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Notation
[n] denotes the set {1, 2, . . . n} (for n ∈ N).
Rn+ is the set of all nonnegative vectors.
P + Q is the Minkowski sum of the two polyhedra P, Q ⊆ Rn, that is, the set
{x + y : x ∈ P, y ∈ P′}.
P × Q is the direct product or Cartesian product of the two polyhedra P ⊆ RA
and Q ⊆ RB, defined as P × Q := {(x, y) ∈ RA∪B : x ∈ P, y ∈ Q}
(we assume A and B are disjoint).
rows(A) denotes the set of rows of the matrix A.
vert(P) is the set of vertices of the polyhedron P.
x(S) denotes the sum ∑i∈S xi for a vector x ∈ Rn and a set S ⊆ [n].
cone(v1, v2, . . . , vm) is the cone generated by the vectors v1, v2, . . . , vm,
that is, {z ∈ Rn : z = ∑mi=1 λivi (λi ∈ R+)}.
int.cone(v1, v2, . . . , vm) denotes the integer cone generated by the vectors






Polyhedra are beautiful objects with broad applications beyond geometry. They
are the main tool of combinatorial optimization as evidenced by the subtitle of
Schrijver’s combinatorial optimization “bible” [67]. They are also indispensable
in applied mathematics as numerous practical problems can be formulated and
solved with linear or integer programming.
In this thesis we explore different questions related to polyhedra and inte-
grality. In Chapter 2 we examine several properties of polyhedra from a compu-
tational complexity point of view. We prove that testing whether a conic system
is TDI – or, equivalently, testing whether a set of vectors forms a Hilbert-basis
– is  -complete. This answers a question raised by Papadimitriou and Yan-
nakakis [56] in 1990. We prove also that deciding whether a system describes a
generalized polymatroid can be done in polynomial time and the same is true
for integer generalized polymatroids. We use a notion called total dual laminar-
ity and prove that it is in contrast -hard. In addition, we prove that integer
g-polymatroids form a maximal class for which it is true that every pairwise
intersection is an integer polyhedron.
In Chapter 3 we state a polyhedral version of Sperner’s lemma and deduce
a variety of mostly known results from it. We show also that the corresponding
complexity problem is -complete. A new application is a generalization of
a theorem of Boros and Gurvich that perfect graphs are kernel-solvable.
In Chapter 4 we define a notion of idealness of set functions which general-
izes ideal clutters to set functions instead of set systems, and also related notions
like blocker, minors and minimally non-ideal set functions. We prove that many
properties concerning these notions extend to set functions.
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1.2 Preliminaries on integer polyhedra, TDI-ness and
Hilbert bases
A polyhedron is rational if it can be described with a rational (or equivalently
integral) linear system. A polyhedron is called integer if every face of it contains
an integer vector. In the case of a polytope (that is, a bounded polyhedron),
this is equivalent to the vertices being integer vectors. Edmonds and Giles [19]
proved the following equivalent property for rational polyhedra.
Theorem 1.2.1 (Edmonds, Giles [19]). A rational polyhedron P is integer if and only
if for each integer c, max cx : x ∈ P is integer or infinite.
Total dual integrality of a system of linear inequalities was introduced also
by Edmonds and Giles in a different paper [20] and plays an important role in
polyhedral combinatorics.
Definition 1.2.2. A linear system Ax ≤ b with rational A and b is called to-
tally dual integral (or TDI for short) if for each integer vector c, the dual system
{min yTb : y ≥ 0, yTA = cT} has an integral optimal solution provided the
optimum is finite.
They proved that it implies the integrality of the polyhedron:
Theorem 1.2.3 (Edmonds, Giles [20]). If Ax ≤ b is TDI and b is integer, then
{x : Ax ≤ b} is an integer polyhedron.
In other words, for a TDI system, the duality theorem can be stated so that
in both sides the vectors are required to be integers. By consequence, the TDI
property is a common framework to prove min-max relations in combinatorial
optimization.
Giles and Pulleyblank [38] introduced a related notion, namely that of Hilbert
bases. A finite set of integer vectors is called a Hilbert basis if every integer
vector in their cone can be written as a nonnegative integral combination of
them. That is, {v1, v2, . . . vm} ⊂ Zn is a Hilbert basis if int.cone(v1, v2, . . . , vm) =
cone(v1, v2, . . . , vm) ∩ Zn. Hilbert proved the following (in a different context).
Theorem 1.2.4 (Hilbert [40]). For every rational polyhedral cone C there exists a
Hilbert basis whose generated cone is C.
In this case we say that it is a Hilbert basis of C.
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If F is a face of a polyhedron defined by the system Ax ≤ b, then a row aTi
of A is called active in F if aTi x = bi holds for every x in F. Giles and Pulley-
blank established the following connection between Hilbert bases and total dual
integrality.
Theorem 1.2.5 (Giles, Pulleyblank [38]). For an integer matrix A, the system Ax ≤ b
is TDI if and only if for every minimal face F of {x : Ax ≤ b} the active rows in F
form a Hilbert basis.
They used this characterization and the existence of a Hilbert basis to prove
the following.
Theorem 1.2.6 (Giles, Pulleyblank [38]). For every rational polyhedron P there exists
a TDI system which describes P, with an integer constraint matrix.
The following result on the uniqueness of a minimal Hilbert basis was first
proved essentially by van der Corput [77, 76], then rediscovered by Jeroslow [43]
and Schrijver [62].
Theorem 1.2.7. Every pointed rational polyhedral cone has a unique (inclusionwise)
minimal Hilbert basis.
Using this, Schrijver proved the corresponding statement for TDI descriptions
of polyhedra. Here a TDI description of a polyhedron is minimal if there is no
subsystem of it which is TDI and describes the same polyhedron.
Theorem 1.2.8 (Schrijver [62]). Every full-dimensional rational polyhedron P has a
unique minimal TDI description Ax ≤ b for which A is integer and P = {x : Ax ≤ b}.
Furthermore, P is an integer polyhedron if and only if b is an integer vector.
This unique TDI system is called the Schrijver-system of P.
Definition 1.2.9. The tangent cone of a polyhedron P at a point x ∈ P is the set
of directions in which one can move from x staying in P, that is, {v ∈ Rn : ∃t >
0 : x + tv ∈ P}.
The optimal cone of a polyhedron P at a point x ∈ P is the set of linear objective
functions for which x is optimal in P.
1.3 Preliminaries on generalized polymatroids
The connection of matroids and linear programming was established by Ed-
monds who found an explicit inequality description for the independent set
9
Chapter 1. Introduction
polytope of matroids, and showed that its dual linear program can be uncrossed
[18]. Building on this, he proved the following polyhedral description of the
convex hull of the common independent sets of two matroids [17].
Theorem 1.3.1 (Edmonds, [17]). The common independent set polytope of two ma-
troids M1 and M2 is described by
{x ∈ Rn : x ≥ 0, x(Z) ≤ ri(Z) for i = 1, 2 and Z ⊆ [n]},
where r1 and r2 are the rank functions of M1 and M2 respectively. Furthermore, the
above system is TDI.
TDI-ness implies that the result can be stated as a min-max theorem for the
maximum weight of a common independent set of two matroids. Edmonds ob-
served that his techniques and results immediately extended from independent
set polytopes to the more general class of polymatroids.
Definition 1.3.2. A polymatroid is a polyhedron that can be described by a system
x ∈ Rn : x ≥ 0, x(S) ≤ b(S) ∀S ⊆ [n],
where b is a nondecreasing submodular function, with b(∅) = 0.
In other words, a packing LP with submodular upper bound, corresponding
roughly to removing the subcardinality restriction from the rank function of
matroids. The techniques of [17] also extend in a straightforward way when we
replace one or both of the polymatroids by a contrapolymatroid – a covering LP
with a supermodular lower bound.
The notion of generalized polymatroids (g-polymatroids for short) was in-
troduced by Frank [23] to unify objects like polymatroids, contra-polymatroids,
base-polyhedra, and submodular polyhedra. To define them, for arbitrary set-
functions p, b with p : 2[n] → R ∪ {−∞} and b : 2[n] → R ∪ {+∞}, let Q(p, b)
denote the packing-covering polyhedron
Q(p, b) := {x ∈ Rn : p(S) ≤ x(S) ≤ b(S) ∀S ⊆ [n]}. (1.1)
Note that infinities mean absent constraints. We treat ±∞ as “integers” for
convenience.
Definition 1.3.3. The pair (p, b) is paramodular if p is supermodular, b is sub-
modular, p(∅) = b(∅) = 0, and the “cross-inequality” b(S)− p(T) ≥ b(S \ T)−
p(T \ S) holds for all S, T ⊆ [n]. A g-polymatroid is any polyhedron Q(p, b) where
(p, b) is paramodular; and also the empty set is considered a g-polymatroid.
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Any g-polymatroid defined by a paramodular pair was shown by Frank [23]
to be non-empty, and ∅ is included in the definition just for convenience.
Using the methods of Edmonds, Frank [23] showed that several properties of
polymatroids extend to g-polymatroids.
Theorem 1.3.4 (Frank [23]). Paramodular pairs have the following properties.
(i) For a paramodular pair (p, b), the g-polymatroid Q(p, b) is integral if and only if
p and b are integral.
(ii) For two paramodular pairs (p1, b1) and (p2, b2), the linear system
{x ∈ Rn : pi(S) ≤ x(S) ≤ bi(S) for every S ⊆ [n], i = 1, 2}
describing the intersection of the two g-polymatroids is totally dual integral.
(iii) A g-polymatroid defined by a paramodular pair is never empty. Moreover the
defining paramodular pair is unique, and for a g-polymatroid P it can be given as
the minima and maxima
i(S) := min
x∈P
x(S) and a(S) := max
x∈P
x(S), (1.2)
that is, P = Q(i, a).
Part (ii) implies that the intersection is an integral polyhedron for integral pi
and bi (i = 1, 2).
By part (iii), when (p, b) and (p′, b′) are paramodular and distinct, Q(p, b)
and Q(p′, b′) are also distinct, or in other words, a non-empty g-polymatroid
uniquely determines its defining paramodular pair. However, Q(p, b) may be
a g-polymatroid even if (p, b) is not paramodular. In fact, there are various re-
laxations of the notion of paramodularity that still define g-polymatroids, for
example intersecting paramodularity. These kinds of weaker forms are impor-
tant in several applications because they help recognizing polyhedra given in
specific forms to be g-polymatroids.
Theorem 1.3.5 (Frank [23]). The family of g-polymatroids is closed under the following
operations:
• translation,
• reflection of all coordinates,
• projection along coordinate axes,
11
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• intersection with a box,
• intersection with a plank
• taking a face,
• direct products,
• Minkowski sum,
• aggregation with respect to a surjective function ϕ : [n] → [m], which is defined
as Pϕ := {(x(ϕ−1({1}), x(ϕ−1({2})), . . . , x(ϕ−1({m})) ∈ Rm : x ∈ P} for a
polyhedron P ⊆ Rn.
Moreover, if the operation involves integer numbers and we apply it to integer g-
polymatroids, then the resulting g-polymatroid is also integer.
Here a box is a set {x ∈ Rn : ci ≤ xi ≤ di ∀i ∈ [n]}, for some numbers ci and
di (i ∈ [n]), and a plank is a set {x ∈ Rn : e ≤ x([n]) ≤ f } for some numbers e
and f .
Linear optimization over a bounded g-polymatroid is possible with a greedy
algorithm [29]; conversely, a bounded polyhedron P is a g-polymatroid if and
only if for every objective max{cx : x ∈ P}, the following greedy algorithm is
always correct: iteratively maximize the coordinates with positive c-coefficients
in decreasing c-order, minimize those with negative c-coefficients similarly, and
interleave the maximizations and minimizations arbitrarily [68].
A few characterizations of g-polymatroids are known. One uses base poly-
hedra, which generalize the convex hull of the bases of a matroid.
Definition 1.3.6. A base polyhedron is a set
{x ∈ Rn : x(S) ≤ b(S) ∀S ⊂ [n]; x([n]) = b([n])}
where b is submodular with b(∅) = 0 and b([n]) finite.
So each base polyhedron is a subset of the hyperplane x([n]) = c for some
constant c. Although base polyhedra are a subclass of g-polymatroids, there is
also a useful bijection between the two classes, proved by Fujishige:
Theorem 1.3.7 (Fujishige [30]). If B is a polyhedron in a hyperplane x([n]) = c for
some c ∈ R, then it is a base polyhedron if and only if the projection {(x1, . . . , xn−1) :
x ∈ B} is a g-polymatroid.
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Tomizawa [75] proved another geometric characterization of g-polymatroids
concerning the directions of the edges in the bounded case, or the tangent cones
in the general case, see Theorem 2.2.3.
Many other general classes of polyhedra with somewhat esoteric definitions
have been studied: for example lattice polyhedra [41], submodular flow polyhe-
dra [19], bisubmodular polyhedra [67, §49.11d], and M-convex functions [52]. In
some cases the definitions are chosen to be precisely as general as possible while
allowing the proof techniques to go through, like Schrijver’s framework for to-
tal dual integrality with cross-free families [67, §60.3c][63]. Relations among
these complex classes are known: Schrijver [64] showed that P is a submodular
flow polyhedron if and only if P is a lattice polyhedron for a distributive lattice;
and Frank and Tardos [29] showed that P is a submodular flow polyhedron if
and only if P is the projection along coordinate axes of the intersection of two
g-polymatroids.
See also the surveys [27, 29] and the books [26, 31] as references.
1.4 Preliminaries on ideal and mni clutters
A set system C on a finite ground set S is called a clutter if no set of it contains
another. We note that in the context of extremal combinatorics it is called a
Sperner system or Sperner family. We will call the sets in a clutter its edges. The
blocker b(C) of a clutter C is defined as the family of the (inclusionwise) minimal
sets that intersect each set in C, in other words the (inclusionwise) minimal
transversals of C (a transversal of a set system is a set that intersects each set in
the system). It is an easy observation that b(b(C)) = C for any clutter C. (We
regard ∅ and {∅} as clutters too, and they are blockers of each other.)
One of the most well-studied objects of polyhedral combinatorics is the cov-
ering polyhedron of a clutter:
P(C) = {x ∈ RS+ : x(C) ≥ 1 for every C ∈ C}.
Of course we can define the covering polyhedron of an arbitrary set system, but
it would be equal to the covering polyhedron of the minimal sets of the system,
so it is enough to consider clutters. A clutter C is called ideal if the polyhedron
P(C) is integer, in which case it has 0-1 vertices.
It is easy to see that the 0 − 1-elements in P(C) are the characteristic vectors
of the transversals of C, and that C is ideal if and only if P(C) = conv{χB : B ∈
b(C)}+ RS+. It is known that a clutter is ideal if and only if its blocker is.
13
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We can define two types of minor operations of a clutter C corresponding to
including or excluding an element s ∈ S into the transversal:
• the deletion minor is the clutter C\s on ground set S − s with edge set {C :
C ∈ C, s /∈ C},
• the contraction minor is the clutter C/s on ground set S − s whose edges are
the inclusionwise minimal sets of {C \ s : C ∈ C}.
A minor of C is a clutter obtained by these two operations (it is easy to see
that the order of the operations does not matter).
The minor operations act nicely with the blocker operation: b(C/s) = b(C)\s
and b(C\s) = b(C)/s, and their covering polyhedra can be obtained from the
covering polyhedron of C:
P(C/s) = {x ∈ RS−s+ : (x, 0) ∈ P(C)} ∼= P(C) ∩ {x ∈ RS : xs = 0},
P(C\s) = {x ∈ RS−s+ : ∃t : (x, t) ∈ P(C)} = projs(P(C)).
A clutter is minimally non-ideal (or mni for short) if it is not ideal but all its
minors are ideal.
It follows from the above mentioned facts that a clutter is mni if and only if
its blocker is. We note that an excluded minor characterization for mni clutters is
not known (which would be a counterpart of the strong perfect graph theorem)
but Lehman’s fundamental theorem stated below says that mni clutters have
special structure.
For an integer t ≥ 2, the clutter Jt = {{1, 2, . . . t}, {0, 1}, {0, 2}, . . . {0, t}} on
ground set {0, 1, . . . t} is called the finite degenerate projective plane. It is known
that Jt is an mni clutter whose blocker is itself.
For a clutter A we denote its edge-element incidence matrix by MA.
Theorem 1.4.1 (Lehman [50]). Let A be a minimally nonideal clutter nonisomorphic to
Jt (t ≥ 2) and let B be its blocker. Then P(A) has a unique noninteger vertex, namely
1
r 1, where r is the minimal size of an edge in A, and P(B) has a unique noninteger
vertex, namely 1s 1, where s is the minimal size of an edge in B. There are exactly n sets
of size r in A and each element is contained in exactly r of them; and similarly for B.
Moreover if we denote the clutter of minimum size edges in A respectively B by A and
B, then the edges of A and B can be ordered in such a way that MAMTB = MTAMB =
J + dI, where J is the n × n matrix of ones, and d = rs − n.
Definition 1.4.2. The clutter A defined above is called the core of the mni clutter
A.
For a survey of the topic see the book of Cornuéjols [15].
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Complexity of Hilbert bases,
TDL-ness and g-polymatroids
A usual type of question in combinatorial optimization is to give the defining
linear system of a certain class of combinatorially defined polytopes. Here, a
combinatorially defined polytope means the convex hull of the characteristic
vectors of some combinatorial objects. For example the polytope of network
flows can be described by a small system (the flow conservation constraints for
each vertex and the capacity constraints); while the defining system of the travel-
ing salesman polytope is unknown and researchers keep finding new classes of
valid inequalities for it. The tractability of a combinatorial problem is related to
the size of the defining system: if the system is of polynomial size, then there is
a polynomial time algorithm to find a weighted optimal solution, because a lin-
ear program can be solved in polynomial time, by the result of Khachiyan [44].
The defining linear system tells us a lot about the structure of the problem and
helps to design algorithms. On the other hand, polyhedra are useful not only
if a defining system is known, but for example for approximation algorithms,
branch and bound methods and integer rounding algorithms.
In this chapter we consider mainly questions from a different point of view:
can we decide whether a given linear system has a certain nice property? The
analyzed properties – Hilbert bases, g-polymatroids, total dual laminarity – arise
in proof techniques in polyhedral combinatorics. In Section 2.1 we prove that
recognizing Hilbert bases is hard, which answers a longstanding question of Pa-
padimitriou and Yannakakis; the result appeared in [54]. The results in the fol-
lowing sections of the present chapter are joint work with András Frank, Tamás
Király and David Pritchard [28]. In Section 2.6 we give a polynomial-time algo-
rithm to check whether a given linear program defines a generalized polyma-
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troid, and whether it is integral if so. We prove also that in the full-dimensional
case TDL-ness characterizes linear systems that define g-polymatroids (Corol-
lary 2.6.9). Additionally, whereas it is known that the intersection of two integral
generalized polymatroids is integral, we show in Section 2.3 that no larger class
of polyhedra satisfies this property.
2.1 Testing Hilbert bases is hard
In 1990, Papadimitriou and Yannakakis [56] proved that it is  -complete
to decide whether a given rational polyhedron is integer. In their paper they
raised the questions what the complexity of the recognition problems of TDI
systems and Hilbert bases is. Both were open for a long time. First Cook,
Lovász and Schrijver [14] showed that if the dimension is fixed then one can
decide in polynomial time whether a system is TDI, which also implies that in
fixed dimension Hilbert bases are also in . Recently Ding, Feng and Zang [16]
proved that the problem “Is Ax ≥ 1, x ≥ 0 TDI?” is  -complete, even if A
is the incidence matrix of a graph.
In this section we prove that recognizing Hilbert bases is also hard.
Theorem 2.1.1 ([54]). The problem of deciding whether or not a set of integer vectors
forms a Hilbert basis is  -complete even if the set consists of 0–1 vectors having at
most three ones.
This is a strengthening of the result of Ding, Feng and Zang, since by the
theorem of Giles and Pulleyblank 1.2.5, the problem is equivalent to deciding
TDI-ness of a conic system Ax ≥ 0.
Related questions were studied by Henk and Weismantel [39]: they proved
that it is -complete to decide whether a given vector is in the minimal Hilbert
basis of a given pointed cone, moreover in fixed dimension they gave an algo-
rithm that enumerates the vectors of the minimal Hilbert basis of a given cone
with polynomial delay. For a survey of the connection of Hilbert bases to com-
binatorial optimization see Sebő [69].
Let H = (V, E) be a hypergraph. We call an edge of H of size 2 a 2-edge and
one of size 3 a 3-edge. Let us denote by cone(H) and int.cone(H) the cone and
integer cone of the characteristic vectors of the edges of H. Sometimes we will
not distinguish between an edge and its characteristic vector. The binary vectors
in Theorem 2.1.1 will consist of the characteristic vectors of 2- and 3-edges.
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Proof of Theorem 2.1.1. For the sake of completeness we sketch the proof that the
problem is in  . Let S = {v1, v2, . . . , vm} be a set of integer vectors which
is not a Hilbert basis and let F be the minimal face of cone(S). It can be seen
that int.cone(S ∩ F) is equal to the lattice generated by S ∩ F. Thus if there
exists an integer vector in F which can not be written as a nonnegative integer
combination of vectors in S, then the lattice generated by S∩ F is a proper subset
of F ∩ Zn, for which there is a certificate, see [66]. If there does not exist such a
vector then it can be seen that there is an integer vector z in the zonotope of the
vectors in S (that is in the set {v : v = ∑mi=1 λivi, 0 ≤ λi < 1}) for which z /∈ F,
and z − vi /∈ cone(S) for all vi ∈ S \ F. In this case, z is a certificate.
To prove completeness we reduce the 3-satisfiability (3SAT) problem to the
complement of this problem. Let X = {x1, . . . , xp} be the set of variables and
C = {c1, . . . , cq} be the set of clauses of an arbitrary 3SAT-instance.
Let the clause ci be c1i ∨ c2i ∨ c3i , where cji ∈ X ∪ X̄ (j ∈ [3], X̄ denotes the set
of negated literals {x̄1, . . . , x̄p}).
We aim at constructing a hypergraph H = (V, E) (with |V| and |E| linear in
p and q and maximal edge size three) such that C is satisfiable if and only if the
characteristic vectors of the edges of H do not form a Hilbert basis.
Let the ground set V of the hypergraph H be
V = {ui, vj, v̄j, wlk (i ∈ {0, 1, . . . p + q}, j ∈ [p], k ∈ [q], l ∈ [3])},
where we say that the nodes vj and v̄j correspond to the literals xj and x̄j, and




k correspond to the three literals of clause ck.
Let the edge-set of H be E = E1 ∪ E2 ∪ E3 (in Figure 2.1, the black 2-edges are
in E1, the blue 2-edges in E2 and the 3-edges in E3), where
E1 = {u0up+q} ∪ {ui−1vi, ui−1v̄i, uivi, uiv̄i (i ∈ [p])}
∪ {up+k−1wlk, up+kwlk (k ∈ [q], l ∈ [3])},
E2 = {vjwlk : if clk = x̄j (j ∈ [p], k ∈ [q], l ∈ [3])}
∪ {v̄jwlk : if clk = xj (j ∈ [p], k ∈ [q], l ∈ [3])},
E3 = {upvjwlk : if clk = x̄j (j ∈ [p], k ∈ [q], l ∈ [3])}
∪ {upv̄jwlk : if clk = xj (j ∈ [p], k ∈ [q], l ∈ [3])}.
Notice that the 3-edges are exactly the 2-edges in E2 together with up. We
mention that it is necessary to add E3 to the construction, since the characteristic
vectors of the edges of a non-bipartite graph never form a Hilbert basis. The
following claim will be useful:
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Figure 2.1: Part of hypergraph H where c1 = x̄1 ∨ xp ∨ x2
Claim 2.1.2. H− up is a bipartite graph.
Proof. The following is a good bipartition of the vertices: {ui ∈ V : i < p} ∪
{wlk (k ∈ [q], l ∈ [3])} and {ui ∈ V : i > p} ∪ {vj, v̄j (j ∈ [p])}. 
We call a cycle a choice-cycle if its edges are in E1 and has length 2(p + q) + 1
(these are the only odd cycles in E1). Such a cycle uses exactly one of {vj, v̄j} for
each j ∈ [p] and exactly one of {w1k , w2k , w3k} for each k ∈ [q]. A cycle is induced if
its node set does not induce other edges from E.
Claim 2.1.3. C is satisfiable if and only if there exists an induced choice-cycle in H.
Proof. Suppose that τ : X → {true, false} is a satisfying truth assignment for
C. Then the nodes ui (i ∈ {0, 1, . . . p + q}), and the nodes in {vj, v̄j : j ∈ [p]} cor-
responding to the true literals, and for each k ∈ [q] one node from {w1k , w2k , w3k}
which corresponds to a true literal induce a choice-cycle.
On the other hand, if Q is an induced choice-cycle then the assignment
τ(xj) :=
{
true if vj ∈ V(Q)
false if v̄j ∈ V(Q)
satisfies C. 
Using Claim 2.1.3 we can show that the satisfiability of C implies that {χe :
e ∈ E} is not a Hilbert basis: for an induced choice-cycle Q the incidence vector
of its vertex-set, χV(Q) is in cone(H) but is not in int.cone(H). This is because
every nonnegative integer linear combination which gives χV(Q) can only use
the edges of Q (Q being an induced cycle, any other edge would contribute with
18
2.1. Testing Hilbert bases is hard
a positive coefficient to some v /∈ V(Q)), and the characteristic vectors of these
edges are linearly independent so there is a unique linear combination of edges
of Q that gives χV(Q) and that is the all-1/2 vector.
It remains to prove that if C is not satisfiable then the incidence vectors of
E form a Hilbert basis. Let 0 = z ∈ ZV ∩ cone(H). Since z ∈ cone(H), using
Carathéodory’s theorem, z = ∑e∈E λeχe (λe ≥ 0 ∀e ∈ E), where {χe : λe > 0}
are linearly independent. We have to show that there exist λ′e ∈ Z+ (e ∈ E) for
which z = ∑e∈E λ′eχe. It suffices to show that ∑e∈E{λe}χe can be obtained as a
nonnegative integer combination of edges ({ . } denotes the fractional part), so
we can assume that λe < 1 (∀e ∈ E).
Let us call an edge e ∈ E positive if λe > 0 (these are exactly the edges with
non-integer coefficient) and let us denote the set of positive edges by E+. For an
edge e, let t(e) denote e itself if it is a 2-edge and e \ {up} if it is a 3-edge, and let
G = (V, E′) be the multigraph with E′ = {t(e) : e ∈ E+}.
Claim 2.1.4. G is a cycle (and isolated nodes).
Proof. A node v ∈ V \ {up} cannot be a leaf of G because then zv would be
non-integer.
If Q is a cycle in G then adding the vectors {χe : e ∈ E+, t(e) ∈ Q} with
coefficients +1 and -1 alternately regarding t(e) going round Q, starting at up if
it lies on Q, we get kχ{up} where k = 0 because of the linear independence of the
positive edges.
From this and the linear independence of the positive edges it follows that
there cannot be two different cycles in G.
From the above observations and Claim 2.1.2 it follows that either G is a
cycle or an even cycle and a path from up to a node v on the cycle with no other
common nodes. But the latter cannot happen either because then the coefficients
on the cycle could only be alternately λ and 1 − λ for some 0 < λ < 1, so zv
would be non-integer. 
Let us denote this cycle by Q. |V(Q)| is greater than 2 because if |V(Q)| = 2,
then in E+ vertex up would have degree one and hence zup would be non-integer.
So by Claim 2.1.4 the hypergraph of the positive edges looks like in Figure 2.2.
The cycle Q can be odd or even, and up can be on the cycle or not, but if it is not
on Q then Q is even because of Claim 2.1.2.
Let us denote the edges of Q by h1, h2, . . . h|E(Q)|, beginning from up if it lies
on Q. We colour an edge e ∈ E+ red or green if t(e) has an odd respectively
even index, and we colour a 2-edge vw red or green if the 3-edge upvw is already
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Figure 2.2: Structure of hypergraph (V, E+) if a) up ∈ V(Q) and b) up ∈ V(Q)
red respectively green. So we coloured every positive edge and t(e) for every
positive 3-edge e.
It follows from Claim 2.1.4 that there is a 0 < λ < 1 for which λe = λ if
e ∈ E+ is red and λe = 1 − λ if e ∈ E+ is green. Thus z = χV(Q) + cχ{up} where
c ∈ Z+.
Suppose there are r red and g green 3-edges.
If |Q| is even then (no matter whether up is on Q or not) c = rλ + g(1 − λ) ≤
max(r, g). Let us assume that r ≤ g (the other case is similar). Then z can be
obtained as the sum of characteristic vectors of only green edges: we can take
c arbitrary green 3-edges and the |Q|/2 − c green 2-edges disjoint from them
(except in up).
Thus we can suppose that |Q| is odd. In this case up is on Q and the two
2-edges in E+ incident to it have coefficient λ so c = 2λ − 1 + rλ + g(1 − λ) =
(r + 1)λ + (g − 1)λ ≤ max(r + 1, g − 1).
All vectors of the form χV(Q) + c′χ{up} (where c
′ ∈ {1, 2, . . . , r + 1}) can be
obtained as the sum of (|Q|+ 1)/2 red edges which are disjoint except in up. On
the other hand, all vectors of the form χV(Q) + c′′χ{up} (where c
′′ ∈ {0, 1, . . . , g −
1}) can be obtained as the sum of (|Q| − 1)/2 green edges which are disjoint
except in up. Thus we may assume that z is not among these from which follows
that z = χV(Q) and g = 0.
If Q is a choice cycle then because of Claim 2.1.3 V(Q) induces a 3-edge Δ. It
follows from the construction of H that Δ divides Q into three odd length paths
so z can be obtained by adding the characteristic vectors of Δ and every second
edge on these paths.
If Q is not a choice cycle then there is an edge vw on Q for which upvw ∈ E.
We claim that there is one for which the two edge-disjoint paths on Q from up
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to v and w are odd. If the two paths are even then each path either contains the
edge u0up+q or contains another edge v′w′ with upv′w′ ∈ E. So in one of the two
directions the first edge from up with this property will have odd paths from
up to its endnodes. Adding the characteristic vectors of this 3-edge and every
second edge on the two odd length paths yields z and the proof is complete.
Remark. In some papers Hilbert bases are defined slightly differently: the vectors
v1, v2, . . . , vm form a Hilbert basis (in general sense) if
int.cone(v1, v2, . . . , vm) = cone(v1, v2, . . . , vm) ∩ Λ,
where Λ is the lattice generated by v1, v2, . . . , vm. Our proof applies to this
definition as well, in fact it can be seen that the lattice generated by the edges
in our construction is Zn: for an arbitrary 3-edge upvjwlk, χup = χupvjwlk
− χvjwlk ,
and to get χv for an arbitrary v ∈ V, we can take an even-length path from up to
v in E1 and add it to χup with alternately -1 and 1 coefficients.
We note that in the case when the vectors contain at most two ones, then the
problem becomes tractable.
Proposition 2.1.5. Let v1, v2, . . . , vm ∈ Zn be 0-1 vectors that contain two ones, and
let G be the graph on vertex set [n] of which v1, v2, . . . , vm are the characteristic vectors
of the edges. Then v1, v2, . . . , vm form a Hilbert basis if and only if G is bipartite.
Proof. Suppose first that G is bipartite. Take x ∈ cone(v1, v2, . . . , vm) ∩ Zn. Thus
there exist coefficients λi ≥ 0 for which x = ∑mi=1 λivi. This inequality system is
described by the incidence matrix of the bipartite graph G, which is well known
to be totally unimodular. Therefore the system has an integral solution, that is,
x ∈ int.cone(v1, v2, . . . , vm).
Now suppose that G is not bipartite. Let x be the characteristic vector χC of a
shortest odd cycle C. Then x ∈ cone(v1, v2, . . . , vm)∩ Zn (since it is half the sum
of the characteristic vectors of the edges of C) but x /∈ int.cone(v1, v2, . . . , vm).
Proposition 2.1.6. If the 0-1 vectors v1, v2, . . . , vm ∈ Zn contain at least two ones,
then it can be checked in polynomial time whether they form a Hilbert basis.
Proof. We can assume that vi = 0 for each i ∈ [m]. Let Z be the set {i ∈ [n] :
vj = χi for some j ∈ [m]}. Let G be the graph on vertex set [n] with edge set
{ij : i, j ∈ [n], vk = χ{i,j} for some k ∈ [m]}. We claim that v1, v2, . . . , vm is a
Hilbert basis if and only if G[[n] \ Z] is bipartite. If G[[n] \ Z] is not bipartite,
then as in Proposition 2.1.5, the vectors do not form a Hilbert basis.
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If G[[n] \ Z] is bibartite, then take x ∈ cone(v1, v2, . . . , vm) ∩ Zn. There exist
coefficients λi ≥ 0 for which x = ∑mi=1 λivi. Choose them so that their support
contains a minimal number of odd cycles. We claim that then the support is
bipartite (and singletons). If not, then let C be an odd cycle in the support. Since
G[[n] \ Z] is bibartite, C contains a vertex i in Z. If we decrease and increase the
coefficients corresponding to the edges of C alternatingly by the same amount ε,
beginning from i, and increase that of χi, by 2ε, then by choosing ε appropriately,
we can achieve that the coefficient of one of the edges becomes zero. This is a
contradiction, so we proved that the support is bipartite and singletons.
If we restrict the linear inequality system to this support, then the matrix will
be totally unimodular, hence the system has an integral solution too. This proves
that x ∈ int.cone(v1, v2, . . . , vm).
Clearly it can be decided in polynomial time whether G[[n] \ Z] is bibartite.
2.2 Total dual laminarity and generalized polyma-
troids
One property of generalized polymatroids used widely in the literature without
a name is what we will call “total dual laminarity”. Consider a packing-covering
system, where every constraint is of the form x(S) ≥ β or x(S) ≤ β, that is, a
polyhedron Q(p, b) for some set functions p, b, as defined in 1.1. In LP duality
each such constraint gives rise to a dual variable corresponding to S. Let y
and yu be the dual variable vector corresponding to the lower respectively up-
per bound constraints. If in the primal problem we want to maximize cx over
Q(p, b), then the dual is:
{min yub − yp : yu, y ≥ 0, (yu − y)χ = c}, (2.1)
where χ denotes the matrix whose rows are the characteristic vectors χS of the
subsets S of [n]. As a technicality, when b(S) = +∞ (or likewise p(S) = −∞)
for some S, the dual variable yuS does not really exist, but the notation (2.1) still
accurately represents the dual provided that yuS is fixed at 0 and the constant
yuSb(S) term in the objective is ignored – all duals we deal with will have finite
objective value, so yuS = 0 is without loss of generality.
The support of a dual solution is the set system consisting of all sets for whom
at least one dual variable is nonzero. A set system is laminar if for any two
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members Si, Sj, either Si ⊆ Sj, or Sj ⊆ Si, or Si ∩ Sj = ∅. A dual solution is
laminar if its support is laminar.
Definition 2.2.1. The pair (p, b) is totally dual laminar (TDL) if for every primal
objective with finite optimal value, some optimal dual solution to (2.1) is laminar.
We note that it would be enough to require a laminar optimal solution for
integer objective functions, because then for rational ones we can multiply by the
least common denominator; and it can be seen that for a fixed set of constraints,
the set of objective functions for which there is an optimal dual solution whose
support is contained in the set, is a closed set, which implies that the property
would hold for arbitrary objective functions.
As a general application of Edmonds’ methods, two key steps in [23] were
proving that every paramodular pair is TDL, and the following lemma which is
proved by an uncrossing argument.
Lemma 2.2.2 (Implicitly in Frank [23]). The intersection of two TDL systems is totally
dual integral.
One notable application of g-polymatroids is in network design. Frank [24]
addresses two flavours of network design problems by using g-polymatroids –
undirected pair-requirements and directed uniform requirements. He gives min-
max relations and algorithms for edge connectivity augmentation, even subject
to degree bounds. In these applications, it is important that g-polymatroids can
be defined by skew-submodular or intersecting-submodular functions. Total
dual laminarity is the typical property used to show that such functions define
g-polymatroids: it is therefore natural that we try to properly understand this
property.
Frank [25] and Pritchard [58] showed independently that if (p, b) is totally
dual laminar, then the polyhedron Q(p, b) is a g-polymatroid, see Theorem 2.4.1.
If in addition p and b are integral, then Q(p, b) is an integral g-polymatroid. This
characterizes g-polymatroids as the set of all polyhedra that have at least one
TDL formulation. As a negative result, we show in Section 2.4.2 that testing if a
given system is TDL is  -hard.
The main question we are led to consider is: what exactly is necessary and
sufficient to define a g-polymatroid? Also, does there exist a polynomial algo-
rithm that, given a linear system, decides if the polyhedron described by it is a(n
integral) g-polymatroid? We will answer these questions in Section 2.6.
One might ask if it is true for every g-polymatroid P that every (p, b) for which
Q(p, b) = P holds is TDL? This is, however, false, as Example 2.6.11 shows. But it
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is a consequence of our Theorem 2.6.3 that it holds in the special case when P is
full-dimensional. In Section 2.6 we also show that there is a polynomial-time al-
gorithm which, for a given system of linear inequalities, determines whether the
polyhedron it describes is a g-polymatroid (Theorem 2.6.1). Despite that testing
for TDL is  -hard, the proof uses Theorem 2.4.1, uncrossing methods, and a de-
composition theorem for non-full-dimensional g-polymatroids. The method also
gives a polynomial-time algorithm to tell whether a g-polymatroid is integral,
see Theorem 2.6.15. In contrast, testing an arbitrary polyhedron for integrality
[56] or TDI-ness is  -complete [16], the latter even for cones, see Section 2.1.
In Section 2.7 we give a relaxation of paramodularity, called truncation-
paramodularity, that guarantees TDL-ness, and can be verified in polynomial
time if the finite values of the functions are given as an input. This relaxation
enables us to give a short proof of a slight generalization of Schrijver’s super-
modular colouring theorem.
The following figure summarizes our results for an integer valued pair (p, b)
whose finite values are given explicitly as an input.
(p, b) paramodular ∈ 
⇓
(p, b) truncation-paramodular ∈ 
⇓




(p, b) TDL  -hard
⇓
Q(p, b) integer g-polymatroid ∈ 
⇓
Q(p, b) g-polymatroid ∈ 
In the proof of Theorem 2.3.1, we will exploit another known characteriza-
tion, implicitly by Tomizawa [75]. For the sake of completeness, we include a
proof, which follows the line of the proof in [31, Thm. 17.1]. Here ei denotes the
ith unit basis vector.
Theorem 2.2.3 (Tomizawa [75]). A polyhedron Q ⊆ Rn is a g-polymatroid if and
only if its tangent cone at each point in Q is generated by some vectors of the form ±ei
(i ∈ [n]) and ei − ej (i, j ∈ [n]).
Also, a polyhedron B ⊆ Rn is a base polyhedron if and only if its tangent cone at
each point in B is generated by some vectors of the form ei − ej (i, j ∈ [n]).
We will use the following lemma.
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Lemma 2.2.4. Let G = (V, A) be a directed graph and I(G) the set of closed sets of G
(that is, the subsets of V with out-degree 0). Then
cone{ei − ej : (i, j) ∈ A} = {x ∈ RV : x(S) ≤ 0 ∀S ∈ I(G); x(V) = 0}.
Proof. ⊆: All vectors ei − ej for (i, j) ∈ A clearly satisfy the inequalities, since
(ei − ej)(S) would be positive only if i ∈ S and j /∈ S, but if S ∈ I(G), then there
is no such arc.
⊇: Let RS denote the set on the right side and take a vector w in RS. Let
us take a set F of arcs in G which forms a spanning forest in the underlying
graph of the digraph obtained by contracting the strong components of G. As a
first step we assign nonnegative coefficients λij to the arcs (i, j) in F so that w′ :=
w−∑ij∈T λij(ei − ej) is still in RS and that w′(C) = 0 for every strong component
C. This can be done by taking an arc incident to a leaf in the unassigned subtree
of F.
If C is a strong component of G, then it is easy to see that the cone of the
vectors ei − ej for i, j ∈ C, (i, j) ∈ A is the entire subspace {x ∈ RV : xi = 0 ∀i /∈
C, x(V) = 0}. Thus the vector w′ is in the cone of arcs going inside a strong
component, so we are done.
Proof of Theorem 2.2.3. By Theorem 1.3.7, it is enough to prove the statement on
base polyhedra.
For the “only if” part, suppose that B is a base polyhedron described by the
submodular function b and take a vector v in B. Let Dv denote the family of
sets that are tight at v, that is, the sets S ⊆ [n] for which v(S) = b(S). Thus the
tangent cone Tv at v is
{x ∈ Rn : x(S) ≤ 0 ∀S ∈ Dv; x([n]) = 0}.
Note that submodularity implies that Dv is a ring family. We claim that Dv is
the set of closed sets of the digraph Gv on [n] with arc set Av = {(i, j) : S ∈
Dv for which i ∈ S and j /∈ S}. Clearly every set in Dv is a closed sets of Gv.
Suppose now that S is a closed set of Gv. It means that for every i ∈ S and j /∈ S,
there is a set Di,j ∈ Dv for which i ∈ Di,j and j /∈ Di,j. Thus S can be described
as ∪i∈S ∩j/∈S Di,j, which, since Dv is a ring family, is in Dv.
Therefore, by Lemma 2.2.4, we have Tv = cone{ei − ej : (i, j) ∈ Av}, so we
are done.
For the “if” part suppose that for every vector v in a polyhedron B, the
tangent cone Tv at v ∈ B is generated by the vectors ei − ej, (i, j) ∈ Av for some
Av ⊆ [n]× [n], that is, Tv = cone{ei − ej : (i, j) ∈ Av}. Let Gv be the directed
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graph with vertex set [n] and arc set Av for v ∈ B. Denote the set of closed sets
of Gv by I(Gv). By Lemma 2.2.4 we have
Tv = {x ∈ Rn : x(S) ≤ 0 ∀S ∈ I(Gv); x([n]) = 0}. (2.2)
This implies that B is described by a system
{x ∈ Rn : x(S) ≤ f (S) ∀S ∈ F ; x([n]) = f ([n])}
for a set function f : F → R, where F = ∪{I(Gv) : v ∈ B}. We take f to be
minimal, that is, f (S) = a(S), in which case v(S) = f (S) if v ∈ B and S ∈ I(Gv).
Our goal is to prove that F is a ring family and f is submodular. Take two
sets S and T in F with S \ T = ∅ and T \ S = ∅. Since maxx∈B(χS + χT)x ≤
f (S) + f (T) < +∞, there is a vector v in B where χS + χT attains its maximum
over B. This means that χS + χT is in the optimal cone at v, which is, by equation
2.2, cone(I(Gv) ∪ {1,−1}). Since I(Gv) is a ring family, a standard uncrossing
argument implies that S ∩ T and S ∪ T are both in I(Gv), and thus also in F , so
we proved that F is a ring family. Using the minimality of f , we have
f (S) + f (T) ≥ v(S) + v(T) = v(S ∪ T) + v(S ∩ T) = f (S ∪ T) + f (S ∩ T),
so f is submodular. Hence b is a base polyhedron.
2.3 Intersection integrality
Edmonds’ polymatroid intersection theorem was shown in [23] to extend to in-
tegral g-polymatroids as well. In this section we prove the following converse
statement: if the intersection of a polyhedron P with each integral g-polymatroid
is integral, then P is an integral g-polymatroid. By combining this with the g-
polymatroid intersection theorem, one obtains that a polyhedron P is an integral
g-polymatroid if and only if its intersection with every integral g-polymatroid
is integral. In other words, the family of integral g-polymatroids is maximal
subject to integral pairwise intersections. We rely on Tomizawa’s Theorem 2.2.3
in the proof.
Theorem 2.3.1 ([28]). If P is a polyhedron whose intersection with each integral g-
polymatroid is integral, then P is an integral g-polymatroid.
Proof. Suppose that the nonempty polyhedron P is not an integer g-polymatroid.
We want to give an integral g-polymatroid Q for which P ∩ Q is not integral. We
can assume that P is an integer polyhedron since if not, then Q1 = Rn will do.
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Assume that P is bounded and integer. Then Theorem 2.2.3 implies that
there is an edge of P whose direction v is not in E := {χi : i ∈ [n]} ∪ {−χi :
i ∈ [n]} ∪ {χi − χj : i, j ∈ [n]}. Let z be an integer point on this edge. The cube
z + [−1, 1]n is a g-polymatroid, thus we can assume that its intersection with P
is integer. This implies that v can be chosen {0, 1,−1}n and z + v is in P. Since
v /∈ E, there are two coordinates of v which are the same, both 1 or −1, we can




⎩z1 + z2 + 1 if S = {1, 2},−∞ otherwise,
b(S) :=
⎧⎨
⎩z1 + z2 + 1 if S = {1, 2},∞ otherwise,
is the affine hyperplane z + {x ∈ Rn : x1 + x2 = 1} which intersects the edge
z + tv in a noninteger vector z + 12 v. Thus Q2 intersects P in a noninteger poly-
hedron, too.
Assume now that P is an unbounded integer polyhedron. By Theorem 2.2.3,
there is a vector z such that the tangent cone of P at z is not generated by vectors
in the set E. Since P is integral, we can choose z to be an integral vector. Let C be
the cube z + [−1, 1]n. Then P ∩ C is a bounded polyhedron which is – again by
Theorem 2.2.3 – not a g-polymatroid, since the tangent cone at z did not change.
Thus we can use the bounded case, which implies that there is a polymatroid
Q3 for which P ∩ C ∩ Q3 is non-integer. Since the intersection of an integral g-
polymatroid with an integral box is again an integral g-polymatroid [29], C ∩ Q3
is an integral g-polymatroid which intersects P in a non-integer polyhedron.
The pseudo-recursive characterization in Theorem 2.3.1 can be refined to ones
less dependent on external definitions:
Corollary 2.3.2. A polyhedron P ⊆ Rn is an integral g-polymatroid if and only if it
has integral intersection with each polyhedron Q of the following form: Q has some
fixed integral coordinates {ci}i∈F, optionally two distinct coordinates j, k /∈ F with fixed
integral sum c, and the remaining coordinates free, that is,
Q = {x ∈ Rn : xi = ci, ∀i ∈ F; xj + xk = c}
or
Q = {x ∈ Rn : xi = ci, ∀i ∈ F}.
(2.3)
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Proof. To prove the easy ⇒ direction, it is enough to verify that each such Q is an
integral g-polymatroid. This follows from Theorem 1.3.5: Q is a direct product
of copies of R, integer singleton sets, and possibly the plank xj + xk = c.
So now we focus on the ⇐ direction: given a polyhedron P which is not
an integral g-polymatroid, find an integral g-polymatroid Q of the desired form
such that P ∩ Q is non-integral. According to the proof of Theorem 2.3.1, there
is an integer g-polymatroid Q – either Rn, or an integer box, or the intersection
of an integer box with the integer plank {x : xj + xk = c} – so that P ∩ Q
has a non-integer vertex z. In the third case, direct computation shows that Q
is either an (n − 2)-dimensional box with two fixed integer coordinates, or the
direct product of an (n − 2)-dimensional box with a line segment of the form
{x : xi + xj = c,  ≤ xi ≤ u}.
Next, let Q′ be the minimal face of Q containing z, and let Q′′ be the affine
hull of Q′. Now z is a vertex of P ∩ Q′ since Q′ ⊆ Q. Also, z is a vertex of P ∩ Q′′
since Q′ and Q′′ are identical in a neighbourhood of z (by our choice of Q′).
We claim Q′′ is the desired integral g-polymatroid. This is accomplished by
the straightforward verification that no matter which of the three cases we are
in, and no matter which face of Q is Q′, we can describe Q′′ in the desired form.
This completes the proof.
2.4 Properties of total dual laminarity
2.4.1 All TDL systems define generalized polymatroids
The following result was found independently by Frank [25] and Pritchard [58],
see also [28]. Here we show that in the rational case it follows easily from
Theorem 2.3.1 and Lemma 2.2.2.
Theorem 2.4.1 (Frank [25], Pritchard [58]). If (p, b) is totally dual laminar, then the
polyhedron Q(p, b) is a g-polymatroid. If in addition p and b are integral, then Q(p, b)
is an integral g-polymatroid.
Proof. We only proove the result in the case when (p, b) is rational.
Suppose first that (p, b) is integral and TDL. Our goal is to prove that the
intersection of Q(p, b) with an integer g-polymatroid Q′ is integer and call The-
orem 2.3.1 by which in this case Q(p, b) is also a g-polymatroid. Let (p′, b′) be
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an integer paramodular pair which defines Q′. By Lemma 2.2.2, the system
{x ∈ Rn : p(S) ≤ x(S) ≤ b(S) ∀S ⊆ [n],
p′(S) ≤ x(S) ≤ b′(S) ∀S ⊆ [n]}
defining Q(p, b) ∩ Q′ is TDI, therefore Q(p, b) ∩ Q′ is an integer polyhedron.
Thus by Theorem 2.3.1 Q(p, b) is an integer g-polymatroid.
If (p, b) is rational, then we can multiply it by the least common denominator
and use the same argument.
The following theorem of Frank is an easy consequence of Theorem 2.4.1.
Corollary 2.4.2 (Frank [23]). If (p, q) is an intersecting paramodular pair, then Q(p, q)
is a g-polymatroid.
Proof. By Theorem 2.4.1 we only need to prove that an intersecting paramodular
pair is TDL. This can be proved with a standard uncrossing argument.
2.4.2 Hardness of total dual laminarity
Theorem 2.4.3 ([28]). Deciding whether a given system is TDL is  -hard.
Proof. We reduce the 3-dimensional perfect matching problem to it, which is
well known to be  -complete. Let H = (V1, V2, V3; E) be an instance of the
3-dimensional perfect matching problem, that is, a 3-uniform hypergraph on
vertex set V1 ∪ V2 ∪ V3 (where V1, V2 and V3 are disjoint and equal in size) and
edge set E ⊆ V1 × V2 × V3, where the goal is to find a matching M ⊆ E which
covers all vertices. For convenience we assume that the edges cover V3. We
construct the following linear system consisting only of homogeneous equalities.
{x ∈ RV1∪V2∪V3 : x(e) = 0 ∀e ∈ E ,
x(v) = 0 ∀v ∈ V1 ∪ V2}.
The dual system is
{y ∈ RE∪V1∪V2 : ∑
e:v∈e
ye = cv ∀v ∈ V3,
yv + ∑
e:v∈e
ye = cv ∀v ∈ V1 ∪ V2}.
We claim that this system is TDL if and only if H has a perfect matching.
Since V3 is covered, a dual solution always exists, and all are optimal, thus the
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system is TDL if and only if for every objective function c there is a dual solution
y ∈ RE∪V1∪V2 for which supp(y) is laminar.
Suppose that the system is TDL, and take such a y for c = 1. Now every
vertex in V3 has to be covered with an edge e with positive dual variable ye,
and these have to be disjoint. In other words, supp(y) has to contain a perfect
matching.
For the other direction, suppose that M is a perfect matching in H, and let c
be an objective function. Let us define y by
ye :=
⎧⎨
⎩cv3 if e = {v1, v2, v3} ∈ M,0 if e /∈ M,
yv := cv − ye if v ∈ e ∈ M, v ∈ V1 ∪ V2.
The support of y is laminar, so we are done.
2.5 Decomposition of generalized polymatroids
Recall that in n dimensions, a base polyhedron is contained within a hyperplane
and thus has dimension at most (n − 1). If this holds with equality, we call
the base polyhedron max-dimensional. We note that a base-polyhedron is max-
dimensional if and only if b(X) + b([n] \ X) > b([n]) for every ∅ = X ⊂ [n].
Theorem 2.5.1. Every g-polymatroid is the direct product of at most one full-dimensio-
nal g-polymatroid and some (possibly zero) max-dimensional base-polyhedra.
Every non-max-dimensional base polyhedron is the direct product of some max-
dimensional base polyhedra.
Proof. The two statements are equivalent by Fujishige’s Theorem 1.3.7, we prove
the one concerning g-polymatroids.
Let (p, b) be a paramodular pair which defines the g-polymatroid Q. First let
us prove that the affine hull of Q is of the form {x ∈ Rn : x(Ai) = ai ∀i ∈ [t]}
for some subpartition A = {A1, A2, . . . At} of [n] and some numbers ai ∈ R. We
know that the affine hull is the intersection of the implicit equalities (from the
system). An equality x(S) = b(S) is implicit if and only if p(S) = b(S) if and
only if the equality x(S) = p(S) is implicit. Let us call such a set fixed-sum.
If S and T are fixed-sum, then so are S ∩ T and S ∪ T:
b(S ∩ T) + b(S ∪ T) ≤ b(S) + b(T) = p(S) + p(T) ≤
≤ p(S ∩ T) + p(S ∪ T) ≤ b(S ∩ T) + b(S ∪ T).
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Also, if S and T are fixed-sum, then S \ T and T \ S are also fixed-sum:
b(S \ T)− p(T \ S) ≤ b(S)− p(T) = p(S)− b(T) ≤
≤ p(S \ T)− b(T \ S) ≤ b(S \ T)− p(T \ S).
It follows that the inclusion-minimal fixed-sum sets form a subpartition, and
that every other fixed-sum set is a disjoint union of them. So they form the
desired subpartition A.
The empty set is trivially fixed-sum, and if no other set is fixed-sum, then Q
is full-dimensional and we are done. If the only fixed-sum sets are the empty
set and [n], then Q is a max-dimensional base polyhedron and we are done
again. Otherwise, take a fixed-sum set A other than [n] and ∅. We claim that
Q = Q1 × Q2, where Q1 is a base polyhedron on A and Q2 is a g-polymatroid
on [n] \ A, then we are done by induction. For this, it is enough to prove that Q
is the direct product of a polyhedron in RA and one in R[n]\A, since we know
that by fixing some coordinates in Q, we get a g-polymatroid.
Take x = (xA, x[n]\A), y = (yA, y[n]\A) ∈ Q. We need to prove that the vector
(xA, y[n]\A) is also in Q. For a set S ⊆ [n], by the cross-inequality and that
x(A) = y(A) = p(A) = b(A), we have
(xA, y[n]\A)(S) = x(S ∩ A) + y(S \ A) = y(A)− x(A \ S) + y(S \ A)
≤ p(A)− p(A \ S) + b(S \ A) ≤ b(S),
and similarly
(xA, y[n]\A)(S) = x(S ∩ A) + y(S \ A) = y(A)− x(A \ S) + y(S \ A)
≥ b(A)− b(A \ S) + p(S \ A) ≥ p(S),
so (xA, y[n]\A) ∈ Q, which completes the proof.
2.6 Recognizing generalized polymatroids
In this section we give a polynomial-time algorithm that decides whether a given
LP of the form (1.1) describes a g-polymatroid. Here the inequalities where
b(S) = +∞ or p(S) = −∞ are not part of the input.
Theorem 2.6.1 ([28]). There is a polynomial-time algorithm that, on input (A, b), de-
termines whether the polyhedron {x : Ax ≤ b} is a g-polymatroid.
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First we deal with the case when the polyhedron is full-dimensional, and
also characterize the linear systems that define g-polymatroids; afterwards, we
show how to reduce the general case to the full-dimensional one with the help
of Theorem 2.5.1.
We can always make the following assumption:
Assumption 2.6.2. The input polyhedron is minimally described in the sense that
deleting any inequality would yield a strictly larger polyhedron.
This is without loss of generality because we can convert an arbitrary de-
scription to a minimal one in polynomial time using linear programming.
2.6.1 The full-dimensional case
For full-dimensional polyhedra, the minimal description is known to be unique
up to scaling inequalities by a positive scalar; also, every inequality in the min-
imal description defines a facet. Moreover, a g-polymatroid’s facet-defining in-
equalities are obviously of the form x(S) ≥ β or x(S) ≤ β for some S and β.
So by scaling we assume all input inequalities are represented by the following
families B and P .
Let B be the family of all S where x(S) ≤ b(S) is part of the input (that is,
b(S) = +∞). Similarly let P be the family of all S where x(S) ≥ p(S) is part of
the input.
Our proof method will use the functions i(S) and a(S) described by (1.2),
where P = Q(p, b) is the input polyhedron. Note that for any particular set S,
i(S) and a(S) can be computed in polynomial time. Moreover, i(S) = p(S) holds
for all S ∈ P and similarly for B, by the minimality of the description. The core
of our approach is the following new theorem:
Theorem 2.6.3 ([28]). Suppose that for a pair (p, b), the polyhedron Q(p, b) is full-
dimensional. Then Q(p, b) is a g-polymatroid if and only if
(i) for every S, T ∈ B, a(S ∪ T) + a(S ∩ T) ≤ b(S) + b(T) holds,
(ii) for every S, T ∈ P , i(S ∪ T) + i(S ∩ T) ≥ p(S) + p(T) holds, and
(iii) for every S ∈ B and T ∈ P , a(S \ T)− i(T \ S) ≤ b(S)− p(T) holds.
The theorem yields our polynomial-time algorithm (the full-dimensional spe-
cial case of Theorem 2.6.1): simply iterate through every pair of sets in the input,
and check these conditions.
32
2.6. Recognizing generalized polymatroids
Proof. The “only if” direction is the easy one. If Q(p, b) is a g-polymatroid, then
(i, a) is paramodular and Q(p, b) = Q(i, a). Since a(X) ≤ b(X) for all sets X,
and a is submodular, we have a(S ∪ T) + a(S ∩ T) ≤ a(S) + a(T) ≤ b(S) + b(T).
The other cases are similar.
To prove the “if” part, we will show that (p, b) is TDL, that is, for every
objective function c ∈ RV for which a dual optimal solution exists, there is a
laminar one. Using Theorem 2.4.1 it follows that Q(p, b) is a g-polymatroid.
Let MB and MP be the matrices whose rows are indexed by B and P respec-
tively, and where the rows are the characteristic vectors of their indices. Let M
denote the matrix ( MB−MP).
For every set S ⊆ [n] with a(S) finite, let (βS, πS) ∈ RB∪P+ be an optimal dual
for the objective function χS, that is,
χS = (β
S, πS)M (2.4)
a(S) = (βS, πS)(b,−p). (2.5)
Likewise when i(S) is finite, let (β−S, π−S) ∈ RB∪P+ be an optimal dual for the
objective function −χS, that is,
− χS = (β−S, π−S)M (2.6)
−i(S) = (β−S, π−S)(b,−p). (2.7)
For certain sets S and T we define a vector in RB∪P , which will be used for
modifying the dual. Let eS denote the vector with 1 in the S component and 0
elsewhere – it lies in RB or RP depending on context. Say that two sets S and T
conflict if all of S ∩ T, S \ T, T \ S are nonempty; note that a set system is laminar
if and only if it has no conflicting pair of sets. Then,
• if S, T ∈ B conflict and a(S) and a(T) are bounded, define u(S, T) to be
u(S, T) = −(eS, 0)− (eT, 0) + (βS∪T, πS∪T) + (βS∩T, πS∩T); (2.8)
• if S, T ∈ P conflict and i(S) and i(T) are bounded, define v(S, T) to be
v(S, T) = −(0, eS)− (0, eT) + (β−S∪T, π−S∪T) + (β−S∩T, π−S∩T); (2.9)
• if S ∈ B and T ∈ P conflict and a(S) and i(T) are bounded, define w(S, T)
to be
w(S, T) = −(eS, 0)− (0, eT) + (βS\T, πS\T) + (β−T\S, π−T\S). (2.10)
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Claim 2.6.4. For the vectors defined above, the following properties hold:
(a) The vectors u(S, T), v(S, T), w(S, T) are always nonzero.
(b) u(S, T)M = v(S, T)M = w(S, T)M = 0.
(c) u(S, T), v(S, T) and w(S, T) are weakly improving directions for the objective func-
tion (b,−p).
Proof. (a) If u(S, T) were 0, then supp((βS∪T, πS∪T) + (βS∩T, πS∩T)) = {S, T}.
But, using the fact that S and T conflict, it is easy to see that no dual can meet
condition (2.4) in the definition of (βS∩T, πS∩T) and also have support that is a
subset of {S, T}. The arguments for v(S, T) and w(S, T) are similar.
(b) u(S, T)M = −χS − χT + χS∪T + χS∩T = 0, and similarly for the other
cases.
(c) u(S, T)(b,−p) = −b(S)− b(T) + a(S ∪ T) + a(S ∩ T) ≤ 0, this was condi-
tion (i). The other cases follow likewise from conditions (ii) and (iii). 
Let C be the cone generated by these vectors:
C := cone({u(S, T) : S, T ∈ B conflict} ∪ {v(S, T) : S, T ∈ P conflict}
∪ {w(S, T) : S ∈ B, T ∈ P conflict}).
Claim 2.6.5. The cone C is pointed, that is, it does not contain any line.
Proof. For some number N, let z be the vector whose value in the coordinate
indexed by each set S is N + (n − |S|)2. We claim that for N sufficiently large, z
has positive scalar product with all the generators of C, which will complete the
proof. To see this, one part is to observe that 1 · (βX, πX) ≥ 1 for any nonempty
X, with equality if and only if (βX, πX) = (eX, 0); and similarly for −X. It
follows that 1 · u(S, T) is nonnegative, with equality only when (βS∪T, πS∪T) =
(eS∪T, 0) and (βS∩T, πS∩T) = (eS∩T, 0). Furthermore in this case, z · u(S, T) =
(n− |S∪ T|)2 +(n− |S∩ T|)2 − (n− |S|)2 − (n− |T|)2 > 0, since S and T conflict.
The proof for the other generators of C is similar. 
Claim 2.6.6. If for a dual solution y the affine cone y +C intersects the dual polyhedron
only in y, then supp(y) is laminar.
Proof. Write y = (yu, y). Suppose in contradiction of the claim that there are
two conflicting sets S, T ∈ B, for which yuS and yuT are positive; the other cases
are similar. Then for sufficiently small ε > 0, y′ := y + εu(S, T) lies in y + C and
has y′ ≥ 0. Moreover, y′ is dual feasible because of part (b) of Claim 2.6.4, and
y′ = y because of part (a). This contradicts the assumption of the claim. 
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Due to the above claim it is enough to give an optimal dual solution y for
which the intersection of y + C and the dual polyhedron is {y}. The existence of
such a vector follows from the next two claims.
Claim 2.6.7. If P is a bounded polytope and C is a pointed cone, then there exists a
vector y ∈ P such that (y + C) ∩ P = {y}.
Proof. Since C is pointed, there is a vector c with which every vector in C has
positive scalar product. Let y be maximal in P for the objective c. Then (y+C)∩
P = {y}. 
Claim 2.6.8. If a linear program with no all-zero rows defines a full-dimensional poly-
hedron, then the optimal face of the dual is bounded.
Proof. Write Ax ≤ b for the linear program. Suppose for contradiction that the
optimal dual face contains a ray. This implies that there is a dual combination
y ≥ 0 of primal inequalities, y = 0, such that yA = 0 and (by optimality) yb = 0.
Consequently the negative of some constraint can be obtained as a nonnegative
combination of other constraints, so this constraint always holds with equality,
contradicting full-dimensionality (using that the constraint is not all-zero). 
The claims combine as follows: since Q(p, b) is full-dimensional, Claim 2.6.8
implies the optimal face of its dual is bounded. Apply Claim 2.6.7 to the optimal
face, obtaining an optimal y such that the only optimal point of y + C is y.
Further, by part (c) of Claim 2.6.4, any feasible point of y + C is optimal, so y is
the only feasible point of y + C. So Claim 2.6.6 applies and the proof of Theorem
2.6.3 is complete.
The proof of Theorem 2.6.3 implies the following.
Corollary 2.6.9. If Q(p, b) is a full-dimensional g-polymatroid, then (p, b) is TDL.
Theorem 2.6.3 also implies a test for max-dimensional base polyhedra, which
will be useful later.
Corollary 2.6.10. Let P = {x : Ax ≤ b} ∩ {x : x([n]) = c} be of dimension n − 1.
Then we can test in polynomial time whether P is a base polyhedron.
Proof. We can convert the linear system to the form {x : x(S) ≤ b(S) ∀S ⊂
[n]; x([n]) = c}, since if an irredundant inequality is not of the form αx(S) +
βx([n] \ S) ≤ γ, then P is not a base polyhedron.
By Fujishige’s theorem 1.3.7 we know that P is a base polyhedron if and
only if by projecting away some variable xn, we get a g-polymatroid in n − 1
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dimensions. The pair of functions p′, b′ that define the projection as Q(p′, b′) ⊆
Rn−1 can be obtained easily by
p′(S) = c − b([n] \ S), and
b′(S) = b(S).
We can test whether Q(p′, b′) is an (n − 1)-dimensional g-polymatroid by
Theorem 2.6.3.
2.6.2 The general case
The proof method of Theorem 2.6.3 does not work directly in the non-full-
dimensional case, because the system is not necessarily TDL, as the following
example shows.
Example 2.6.11. Consider the LP with 6 constraints {(x1, x2, x3) : xi + xj ≥





2)), but it is not totally dual laminar.
We use the decomposition from Theorem 2.5.1 to get around this obstacle.
Proof of Theorem 2.6.1. It is useful to first check whether the affine hull has the
correct form.
Claim 2.6.12. The affine hull of any g-polymatroid is of the form {x : x(Ai) = ci ∀i ∈
[t]} for some subpartition A = {Ai : i ∈ [t]} of [n].
Proof. This follows from Theorem 2.5.1, by observing that the affine hull of a
full-dimensional g-polymatroid is all of its ambient space, and the analogue for
max-dimensional base polyhedra. 
Our algorithm begins by checking whether the polyhedron’s affine hull has
the form in Claim 2.6.12. Notice that an inequality aix ≤ bi is an implicit equality
if the minimum of aix is bi, and in this way we can compute a system A=x = b=
of linear equalities defining the affine hull.
Claim 2.6.13. We can check in polynomial time whether a given affine subspace L =
{x : A=x = b=} is of the form {x : x(Ai) = ci ∀i ∈ [t]} for some subpartition
A = {Ai : i ∈ [t]} of [n], and find A, c if so.
Proof. We may assume that L has this form, and concentrate on the problem
of finding A, c. This is because we can run such an algorithm on any L, and
then merely check that the output of the algorithm (if it does not crash) satisfies
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{x : A=x = b=} = L, which is a matter of seeing if each equality defining one
system is implied by the other system, which can be done using a subroutine to
compute matrix ranks.
We start identifying parts of the subpartition. For I ⊆ [n] let LI be the projec-
tion of L on to the variables {xi}i∈I . We can check in polynomial time whether
LI has full dimension |I|, by testing whether there is any vector y such that yA=
is zero on all coordinates of [n] \ I, and nonzero on at least one coordinate of I.
Observe that dim(LAi) < |Ai|, and moreover that dim(LI) < |I| if and only
if I contains some Ai. To begin with, if dim(L) = n then L = Rn and the
algorithm returns “yes,” with A = c = ∅. Otherwise, initialize I = [n], then
for each element j ∈ I in turn, delete j from I unless it would cause the new
I to satisfy dim(LI) = |I|. We may set A1 equal to this final I. Similarly, if
dim(L[n]\A1) = n − |A1| then we are done, otherwise we let A2 be an inclusion-
minimal subset of [n] \ A1 with dim(LA2) < |A2|. Iterating this gives A, then
computing c is easy. 
Now that we have the subpartition we want to check whether Q is a direct
product of some polyhedra on the sets in A and on [n] \∪A. Using the following
lemma we can compute the linear systems describing these polyhedra if they
exist. We denote the ith row of a matrix M by mi and of a vector v by vi.
Lemma 2.6.14. If a polyhedron P = {x ∈ Rn : Ax ≤ b} is a direct product of two
polyhedra P = P1 × P2 where P1 ⊆ RI and P2 ⊆ R[n]\I , then P1 is described by the
system {x ∈ RI : A′x ≤ b′} and P2 by the system {x ∈ R[n]\I : A′′x ≤ b′′}, where
A′ and A′′ are the submatrices of A restricted to I and [n] \ I respectively and the right




i := maxx∈P a
′′
i x.
Proof. Let xI and x[n]\I denote the restrictions of x to I and [n] \ I respectively.
Let P′ := {x : A′xI ≤ b′, A′′x[n]\I ≤ b′′}. It is clear that P ⊆ P′ since P′ consists
of inequalities that are valid for P. For the other direction, it is enough to show
each ai ≤ bi is valid for P′. Let x1 and x2 maximize a′i and a′′i respectively in P,
then the vector (x1I , x
2
[n]\I) ∈ P maximizes both a′i and a′′i (it is in P because P is




















which shows aix ≤ bi is implied by the two inequalities a′ixI ≤ b′i anda′′i x[n]\I ≤
b′′i that define P
′. 
With these tools, our algorithm goes as follows. First, check whether the
affine hull could be the affine hull of a g-polymatroid, using Claim 2.6.13, and
37
Chapter 2. Complexity of Hilbert bases, TDL-ness and g-polymatroids
compute the subpartition A. Next we check whether Q is the direct product of
some polyhedra on the sets Ai and on [n] \∪A: using Lemma 2.6.14 we compute
the possible linear descriptions of the factors Qi and then check whether their
direct product is Q. We then use Theorem 2.6.3 (respectively Corollary 2.6.10) to
check whether Qi is a g-polymatroid (respectively base polyhedron).
2.6.3 Recognizing integral generalized polymatroids
We can also decide whether a given linear system of the form (1.1) describes an
integer g-polymatroid. Again, there is a difference between the full-dimensional
case and the non-full-dimensional case. Suppose p and b are integral. If Q(p, b)
is a full-dimensional g-polymatroid, then it is an integral one, since by Corol-
lary 2.6.9, the system is TDL, thus TDI. But Q(p, b) may be a non-integral g-
polymatroid when it is non-full-dimensional, see the example at the start of
Section 2.6.2.
Nonetheless, we now describe an algorithm to determine whether an arbi-
trary polyhedron is an integral g-polymatroid. Assume without loss of gener-
ality that the system is given by a minimal description, and as in the proof of
Theorem 2.6.1 we may assume the description is Q(p, b). Note that p and b must
be integral in order for Q(p, b) to be integral. In the full-dimensional case we are
done by the above remark. In the case that Q(p, b) is a max-dimensional base
polyhedron with x([n]) = c, it is additionally necessary that c is integral, but
also sufficient by considering the correspondence between base polyhedra and
g-polymatroids. Finally, in the general case, observe that the direct product of
several g-polymatroids is integral if and only if each individual one is integral,
and so it is necessary and sufficient that (p, b) and all ci are integral.
Note that we change the system during the algorithm, so we may ask whether
this is a sufficient condition in any system of the form (1.1). The answer is
positive:
Theorem 2.6.15 ([28]). Suppose that Q(p, b) is a g-polymatroid, and that it is min-
imally described. Then Q(p, b) is an integer g-polymatroid if and only if p and b are
integral and on every fixed-sum set, the sum is integer.
Proof. The conditions are clearly necessary, because of minimality of the descrip-
tion. For sufficiency suppose that p and b are integral and on every fixed-sum
set the sum is integer. It is enough to show that when the full dimensional
g-polymatroid respectively max dimensional base polyhedra according to The-
orem 2.5.1 have integral describing systems, then by the above remark, they are
38
2.6. Recognizing generalized polymatroids
integer polyhedra and so is Q(p, b). This is implied by the following claim,
together with the fact that b′i + b
′′
i = bi.
Claim 2.6.16. Let Q be a polyhedron for which Q = Q1 × Q2 where Q1 ⊆ RI and
Q2 ⊆ R[n]\I . Suppose that aix ≤ bi is an inequality in a system of Q which is not
redundant and let a′ix ≤ b′i and a′′i x ≤ b′′i be the inequalities for Q1 resp. Q2 according
to Lemma 2.6.14. Then one of them is an implicit equality.
Proof. Let dim(Q) = d. Because aix ≤ bi is not redundant, the face F := {x ∈ Q :
aix = bi} has dimension at least d − 1. Let F′ and F′′ be the faces of Q given by
F′ = {x ∈ Q : a′ixI = b′i} and F′′ = {x ∈ Q : a′′i x[n]\I = b′′i }. Then F ⊆ F′ ∩ F′′.
Suppose that a′ix ≤ b′i and a′′i x ≤ b′′i are not implicit equalities. Then there exists
a vector x1 ∈ Q1 such that a′ix1 < b′i . Let x2 be a vector in F′′ (which is nonempty
since F is nonempty). Then x3 := (x1, x2) is in F′′ \ F′. Similarly there exists a
vector x4 ∈ F′ \ F′′. But there can not be two different faces of Q which strictly
contain its (d − 1)-dimensional face F. 
This completes the proof of Theorem 2.6.15.
2.6.4 Oracle model
Since we came up with a polynomial-time algorithm to recognize g-polymatroids
when they are presented explicitly, it is also interesting to consider whether the
same could be accomplished when the input polyhedron is given in an implicit
form. Say that a linear optimization oracle for a polyhedron P takes an objective
function c as input, and returns a point in P which maximizes cx. The following
argument shows that we cannot recognize g-polymatroids with polynomial (in
the dimension) number of queries. Consider the permutahedron
Π := {x ∈ Rn : x([n]) = (n+12 ); x(S) ≥ (|S|+12 ) ∀S ⊂ [n]}
which is a max-dimensional base polytope, whose vertices are the permutations
of [n]. One may show that, when n ≡ 2 (mod 4), if we delete any one con-
straint for some S with |S| = n/2, the modified polyhedron ΠS is no longer
a g-polymatroid. Furthermore, it can be shown that if a query can distinguish
Π from ΠS, then that query cannot distinguish Π from ΠS′ , where S′ is any
other (n/2)-subset of [n]. Therefore, no deterministic algorithm can recognize
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2.7 Truncation-paramodularity
We introduce a notion which is a relaxation of paramodularity and still implies
TDL-ness. It also generalizes some known notions like intersecting paramodu-
larity and near paramodularity ([26]).
Definition 2.7.1. The upper truncation of a set function p : 2[n] → R ∪ {−∞} is
defined by
p∧(S) = max{ ∑
Z∈F
p(Z) : F is a partition of S},
where the trivial partition {S} is also allowed. Similarly, the lower truncation of
a set function b : 2[n] → R ∪ {+∞} is
b∨(S) = min{ ∑
Z∈F
b(Z) : F is a partition of S}.
We call a set S separable from below with respect to b if there is a non-trivial
partition {Si : i ∈ [t]} of S for which ∑ b(Si) ≤ b(S). Similarly, S is separable from
above with respect to p if there is a non-trivial partition {Si : i ∈ [t]} of S for
which ∑ p(Si) ≥ p(S).
Note that if S is not separable from below with respect to b, then b∨(S) =
b(S), and if S is not separable from above with respect to p, then p∧(S) = p(S).
Definition 2.7.2. The pair (p, b) is truncation-paramodular if it satisfies the follow-
ing:
(i) b∨ satisfies the submodular inequality b∨(S ∩ T) + b∨(S ∪ T) ≤ b∨(S) +
b∨(T) for conflicting sets S, T which are not separable from below with
respect to b,
(ii) p∧ satisfies the supermodular inequality p∧(S ∩ T) + p∧(S ∪ T) ≥ p∧(S) +
p∧(T) for conflicting sets S, T which are not separable from above with
respect to p,
(iii) the cross-inequality b∨(S)− p∧(T) ≥ b∨(S \ T)− p∧(T \ S) holds for every
conflicting S and T where S is not separable from below with respect to b
and T is not separable from above with respect to p.
Theorem 2.7.3 ([28]). If the pair (p, b) is truncation-paramodular, then it is TDL.
Proof. We have to show that there is a laminar optimal dual solution for any
integral objective function c. We can assume that there is an integral optimal
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dual solution, since if y is an arbitrary rational optimal dual solution, and N is
the lowest common denominator of y, then for the objective function Nc, Ny is
an integral optimal dual solution and the set of possible support systems did
not change.
Let us order the subsets of [n] in such a way that if X ⊂ Y then X comes first,
that is, we take a linear extension of the poset (2[n],⊆). Let y = (yl, yu) be the
integral optimal dual solution for which yl is lexicographically maximal in the
above order, and with respect to this, yu is lexicographically maximal.
We claim that no set in supp(yl) is separable from above with respect to p and
no set in supp(yu) is separable from below with respect to b. Suppose indirectly
that for a partition {Xi : i ∈ [t]} of X ∈ supp(yl), ∑ p(Xi) ≥ p(X) holds. Then
by decreasing yl on X by one and increasing it on each Xi by one, we get an
integral optimal dual solution for which the first part is lexicographically larger
than yl, a contradiction. The other part is similar.
Now we claim that supp(yl) ∪ supp(yu) is laminar. Suppose first that there
are conflicting sets X, Y in supp(yl). Since X and Y are not separable from above
with respect to p, inequality p∧(X ∩ Y) + p∧(X ∪ Y) ≥ p(X) + p(Y) holds, with
partitions F∩ and F∪ giving the upper truncation values. Thus if we decrease yl
on X and Y by 1 and increase it on the elements of F∩ and F∪ by 1, we get again
an integral optimal dual solution for which the first part is lexicographically
larger than yl, a contradiction. We can prove similarly that supp(yu) is laminar.
Now suppose that for X ∈ supp(yu) and Y ∈ supp(yl), X and Y are conflicting.
Since X is not separable from below with respect to b and Y is not separable
from above with respect to p, inequality b(X)− p(Y) ≥ b∨(X \ Y)− p∧(Y \ X)
holds, with partitions F 1 and F 2 giving the upper truncation values. Thus if
we decrease yl on X and Y by 1 and increase it on the elements of F 1 and F 2
by 1, we get again an integral optimal dual solution for which the first part is
lexicographically larger than yl, a contradiction. This proves TDL-ness.
2.7.1 An application: the supermodular colouring theorem
Given a set function f , consider the problem of k-colouring the ground set so
that each set S gets at least f (S) different colours. When f is supermodular, or
the maximum of two supermodular functions, this “supermodular colouring”
problem can be attacked with g-polymatroids, as shown by Schrijver [65].
Theorem 2.7.4 (Schrijver [65]). Let k be a positive integer and p1 and p2 be supermod-
ular functions on ground set [n], for which pi(S) ≤ min{k, |S|} for every set S ⊆ [n].
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Then [n] can be coloured with k colours so that every set S ⊆ [n] contains at least
max{p1(S), p2(S)} colours. Moreover there is such a colouring where each colour is
used n/k or n/k times.
The proof was simplified by Tardos [74] and Schrijver [67]. Bernáth and
Király proved that the statement stays true for skew-supermodular functions
as well (as described in [6]). We give a further extension, in order to show an
example of using total dual laminarity. Our proof is a descendant of Schrijver’s
proof [67, §49.11c] and relies on Theorems 2.7.3 and 2.4.1.
Theorem 2.7.5 ([28]). Let k be a positive integer and let f1 and f2 be nonnegative
integer-valued set functions on ground set [n], which satisfy the following properties:
(i) max{ f1(S), f2(S)} ≤ min{k, |S|} for each S ⊆ [n],
(ii) for every conflicting S, T ⊂ [n], there exist U ⊆ S ∪ T and I ⊆ S ∩ T such that
f (U) + f (I) ≥ f (S) + f (T).
Then [n] can be coloured with k colours so that every set S ⊆ [n] contains at least
max{ f1(S), f2(S)} colours. Moreover there is such a colouring where each colour is
used n/k or n/k times.
Proof. We can assume without loss of generality that f1 and f2 have value 1 on
every singleton. We use induction on k; the claim is evident for k = 1. For
the inductive step, we want to define the k-th colour class C so that f ′i (S) :=
max{ fi(S), maxX⊆C fi(S ∪ X) − 1} (i = 1, 2) fulfill the criteria on ground set
[n] \ C with k − 1 colours. Equivalently, C has to satisfy pi(S) ≤ |C ∩ S| ≤ bi(S)
(i = 1, 2) for every set S ⊆ [n], where
pi(S) :=
⎧⎨
⎩1 if S is minimal such that fi(S) = k,−∞ otherwise ,
bi(S) := |S| − fi(S) + 1.
In other words, χC ∈ Q(p1, b1) ∩ Q(p2, b2). In addition, we also require that
n/k ≤ |C| ≤ n/k.
We claim that (pi, bi) is a truncation-paramodular pair for i = 1, 2. First, pi
clearly satisfies (ii) of Definition 2.7.2, since the minimal sets on which fi has
value k are disjoint.
Let S and T be conflicting and not separable from below with respect to bi.
There exist U ⊆ S ∪ T and I ⊆ S ∩ T such that fi(U) + fi(I) ≥ fi(S) + fi(T).
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Using that bi is 1 on each singleton, we have
b∨i (S ∪ T) ≤ bi(U) + |(S ∪ T) \ U| = |S ∪ T| − fi(U) + 1 and
b∨i (S ∩ T) ≤ bi(I) + |(S ∩ T) \ I| = |S ∩ T| − fi(I) + 1,
hence
bi(S) + bi(T) = |S|+ |T| − fi(S)− fi(T) + 2
≥ |S ∪ T|+ |S ∩ T| − fi(U)− fi(I) + 2 ≥ b∨i (S ∪ T) + b∨i (S ∩ T).
Finally we show that (iii) of Definition 2.7.2 is trivially satisfied because there
are no conflicting sets S and T with that property. Let S be a minimal set such
that fi(S) = k, and let T be a conflicting set; we claim that T is separable from
below with respect to bi. Indeed, we know that there are sets U ⊆ S ∪ T and
I ⊆ S ∩ T such that fi(U) + fi(I) ≥ fi(S) + fi(T). We have fi(U) ≤ k = fi(S),
hence fi(I) ≥ fi(T). This gives bi(T) ≥ bi(I) + |T \ I|, so the partition {I, {v :
v ∈ T \ I}} shows that T is separable from below with respect to bi.
Since (pi, bi) is truncation-paramodular and integer, it is TDL by Theorem
2.7.3. Therefore by Theorem 2.4.1, Q(pi, bi) is an integer g-polymatroid (i =
1, 2). Thus the polyhedron Q(p1, b1) ∩ Q(p2, b2) ∩ {x : n/k ≤ 1x ≤ n/k}
is integral. It is also non-empty, because the vector 1k 1 is an element. We can
choose an arbitrary set C whose characteristic vector is in the polyhedron, and
get the remaining k − 1 colour classes by induction.
Remark. If f is a skew-supermodular function, then we can construct a function
f ′ by f ′(S) = 0 if f (S) ≤ 0 or there is a set T  S such that f (T) ≥ f (S), and
f ′(S) = f (S) otherwise. The set function f ′ satisfies the properties of Theorem
2.7.5, and a feasible colouring for f ′ is also feasible for f . Thus Theorem 2.7.5 is
a generalization of the skew-supermodular colouring theorem in [6].
2.7.2 Checking truncation-paramodularity in polynomial time
In contrast to the hardness of checking total dual laminarity, truncation-paramo-
dularity of a pair (p, b) can be checked in polynomial time if the input consists
of the finite values of the two functions.
Theorem 2.7.6 ([28]). Let p : 2[n] → Z ∪ {−∞} and b : 2[n] → Z ∪ {+∞} be
set functions, given by an explicit enumeration of their finite values. We can decide in
polynomial time if (p, b) is a truncation-paramodular pair.
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Proof. Let B and P be the families of all sets where b respectively p is finite. We
first show an algorithm that decides if b∨ satisfies the submodular inequality
for conflicting sets which are not separable from below with respect to b (non-
separable for short), and at the same time identifies all non-separable sets in
B.
We enumerate all sets in B and all conflicting pairs S, T ∈ B in one series
A1, A2, . . . , Ak in an order of increasing size, where the size of a pair is the size
of the union. We consider the sets in this order. Suppose that for a given index
t we have already identified all non-separable sets with index smaller than t,
and we have established that the submodular inequality for b∨ holds for all
conflicting non-separable pairs of index smaller than t.
Suppose first that At is a set S ∈ B.
Claim 2.7.7. For any T  S, b∨(T) = max{x(T) : x(Z) ≤ b(Z) ∀Z ⊆ T}.
Proof. Let γ = max{x(T) : x(Z) ≤ b(Z) ∀Z ⊆ T}. At this point of the algorithm
we know that the set function b∨|{Z:Z⊆T} is submodular on conflicting non-
separable pairs. Therefore the LP max{x(T) : x(Z) ≤ b(Z) ∀Z ⊆ T} has
a laminar dual optimal solution y, which satisfies yb = γ and yχ = χT. By
laminarity, the inclusionwise maximal elements of supp(y) form a partition F
of T.
We claim that ∑Z∈F b(Z) = γ. Indeed, let ε = min{yZ : Z ∈ F}. If
∑Z∈F b(Z) > γ, then we can construct a dual solution y′ of objective value





1−ε if Z ∈ F ,
yZ
1−ε if Z /∈ F .
This would contradict the optimality of y, thus b∨(T) = γ. 
Due to the claim we can test in polynomial time whether S is non-separable:
we can compute b∨(S \ T) for every T ∈ B which is a subset of S. Then S is
non-separable if and only if b∨(S \ T) + b(T) > b(S) for any such T.
Suppose now that At is a conflicting pair S, T ∈ B. We have already checked
if both are non-separable; let us assume that they are. A proof similar to the
proof of the above claim shows that we can compute b∨(U) for any U  S ∪ T.
Thus we can compute b∨(S ∩ T), and we can also determine b∨(S ∪ T) by com-
puting b∨((S ∪ T) \ U) for every U ∈ B which is a subset of S ∪ T. Therefore we
can decide whether b(S) + b(T) ≥ b∨(S ∩ T) + b∨(S ∪ T) holds. This concludes
the description of the first algorithm.
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An analogous algorithm can be used to decide if p∧ satisfies the supermod-
ular inequality for conflicting sets which are not separable from above with re-
spect to p, and to identify all non-separable sets in P .
It remains to check whether the cross-inequality for p∧ and b∨ holds for
conflicting non-separable pairs. Since we have already identified non-separable
sets, and we can compute p∧ and b∨ on any set by linear programming, this can
be done in polynomial time.
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Polyhedral Sperner’s Lemma and
applications
In this chapter we will present some results which are related to the multidi-
mensional generalization of Sperner’s well-known lemma about colourings of
triangulations. Our versions deal with colourings of the vertices or facets of
polytopes and polyhedra. Then we will show how to apply one of these ver-
sions to combinatorially defined polyhedra in order to get short proofs of several
purely combinatorial results. Most of these results are known in the literature,
but the results in Section 3.3.2 and 3.3.3 and the method are joint work with
Király [46, 47]. After the applications we will address possible converses [53]
and also the complexity of corresponding computational problems; this is also
joint work with Király [49].
3.1 About polarity
First we prove a generalization of the well-known fact that the polar of a poly-
tope is combinatorially polar to it (see for example [78]). We show that we do
not have to restrict ourselves to polytopes which have the origin in the interior:
the property holds for pointed polyhedra which contain the origin, provided
that we extend the definition of faces and the face lattice to unbounded pointed
polyhedra in the appropriate way. We will use this to prove versions of Sperner’s
Lemma for unbounded polyhedra.
Let us first introduce the extended notion of vertices.
Definition 3.1.1. The ends of a pointed polyhedron P are its vertices and its




We also extend the notions of faces, face lattice, and combinatorial equiva-
lence slightly to pointed polyhedra, which we now describe. In addition to usual
faces we consider “faces at infinity” in the following way. For an infinite direc-
tion d (that is, an element of the characteristic cone) and an objective function c,
the objective value of d is +∞, −∞ or “finite” depending on whether cd is posi-
tive, negative or 0. A subset Φ of the characteristic cone of P is a face at infinity if
there is an objective function c for which the elements in Φ have finite objective
value, and all other elements of the characteristic cone have objective value −∞.
This implies that Φ is a cone. The face-dimension of a face at infinity is the
dimension of it as a set in Rn minus 1. The set of inequalities that are incident
to a face Φ at infinity can be described as those whose hyperplanes contain a
certain infinite direction (one in the relative interior of Φ). The set of all infinite
directions is also a face at infinity because of the objective function 0; it is a facet
if and only if the dimension of the characteristic cone of P equals the dimension
of P.
For a face or face at infinity of P, its end-set is the set of ends it contains. In
the face lattice of P we include also the faces at infinity and extend the lattice op-
erations according to the containment of the end-sets, or equivalently, according
to the containment of the faces themselves together with the infinite directions
they contain.
Definition 3.1.2. Two polyhedra are called combinatorially equivalent if their face
lattices are isomorphic. Two polyhedra are called combinatorially polar if their
face lattices are opposite to each other.
Definition 3.1.3. The polar of a polyhedron P is the polyhedron
PΔ := {c ∈ Rn : cx ≤ 1 for all x ∈ P}.
We note that the polar of a polyhedron equals the polar of the convex hull of
the polyhedron and the origin.
Claim 3.1.4. The polar can be described the following way.
(i) If P = conv(V) + cone(D), then
PΔ = {c ∈ Rn : cv ≤ 1 ∀v ∈ V, cd ≤ 0 ∀d ∈ D}.
(ii) If 0 ∈ P and P = {x ∈ Rn : Ax ≤ 1, Bx ≤ 0}, then
PΔ = conv(0, rows(A)) + cone(rows(B)).
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Proof. (i) ⊆: It is obvious that cv ≤ 1 for each c ∈ PΔ and v ∈ V. If x ∈ P and
d ∈ D, then x + td ∈ P for each nonnegative t, thus c(x + td) ≤ 1, which means
that cd has to be nonnegative.
⊇: If x ∈ P, then there are coefficients λv ≥ 0 (v ∈ V) and μd ≥ 0 (d ∈ D) for
which ∑v∈V λv = 1 and x = ∑v∈V λvv + ∑d∈D μdd , thus if c is in the set in the
claim, then cx = c(∑v∈V λvv + ∑d∈D μdd) ≤ ∑v∈V λv = 1.
(ii) ⊇: if c = ∑i λi Ai + ∑i μiBi, where λi, μi ≥ 0 and ∑i λi ≤ 1, then cx =
∑i λi Aix + ∑i μiBix ≤ ∑i λi ≤ 1 for every x ∈ P, so c is in PΔ.
⊆: Suppose that c /∈ conv(0, rows(A))+ cone(rows(B)), that is λi, μi ≥ 0 for
which λi, μi ≥ 0 and ∑i λi ≤ 1 and c = ∑i λi Ai + ∑i μiBi. By Farkas’ Lemma, we
get that ∃x ∈ Rn, ξ ∈ R for which ξ ≤ 0, Aix + ξ ≤ 0 for every row Ai, Bix ≤ 0
for every row Bi, and cx + ξ > 0. If ξ < 0 then this implies that x′ := 1−ξ x ∈ P
and cx′ > 1, thus c /∈ PΔ. If ξ = 0 then x is an infinite direction of P, but for
x′ ∈ P and large enough t, c(x′ + tx) > 1 although x′ + tx ∈ P, which implies
that c /∈ PΔ.
Proposition 3.1.5. If P is a full-dimensional pointed polyhedron and 0 ∈ P, then PΔ is
combinatorially polar to P.
Proof. Suppose that P = conv(V) + cone(D), where V = {v1, v2, . . . vk} and
D = {d1, d2, . . . dl} are the sets of finite and infinite ends. By (i) of Claim 3.1.4,
PΔ = {c ∈ Rn : cv ≤ 1 ∀v ∈ V, cd ≤ 0 ∀d ∈ D}. We claim that a subset S of
V ∪ D forms a set of ends of a face if and only if the corresponding inequalities
of PΔ are the ones containing a face of PΔ.
We can assume that S = {v1, v2, . . . vr} ∪ {d1, d2, . . . ds} (where r and s might
be 0). S is the set of ends of a face of P if and only if there is an objective function
c ∈ Rn and a number α for which
cvi = α ∀i ≤ r,
cvi < α ∀i > r,
cdi = 0 ∀i ≤ s,
cdi < 0 ∀i > s.
Since 0 ∈ P, α ≥ 0. If α > 0, then c and α can be scaled so that α = 1, in
which case the above mean that c is in PΔ and the tight inequalities are those
corresponding to S.
If α = 0, then the above conditions mean that c as an infinite direction is
contained by the hyperplanes of the inequalities corresponding to S. This proves
our claim.
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This gives a bijection between the faces of P and the faces of PΔ, which clearly
reverses containment, so we are done.
Proposition 3.1.6. For every pointed polyhedron P there is a polytope that is combina-
torially equivalent to it.
Proof. We can assume that P is full-dimensional, otherwise we restrict ourselves
to the affine hull of P. Let us translate P to contain the origin in its interior and
then take its polar P′. By the full-dimensionality of P, P′ is a polytope, and it is
combinatorially polar to P; moreover, P′ is full-dimensional since P is pointed.
If we do the same a second time, we get a polytope P′′ which is combinatorially
equivalent to P.
We note that the above claims are true for arbitrary polyhedra as well, pro-
vided we extend the above definitions even more in the appropriate way. The
face lattice of a polyhedron P will be the same as the face lattice of the pointed
polyhedron P ∩ L⊥, where L is the lineality space of P.
3.2 Polyhedral versions of Sperner’s Lemma
Let us recall the multidimensional Sperner Lemma first. A triangulation of an
n-dimensional simplex Σ is a simplicial complex of which the underlying space
is Σ. We colour the vertices of the triangulation with n + 1 colours in such a way
that the vertices of Σ get different colours and if a vertex of the triangulation lies
on a face of Σ, then its colour also appears on one of the vertices of that face. We
call a simplex of the triangulation multicoloured if it has a vertex of every colour.
Theorem 3.2.1 (Sperner’s Lemma, [72]). For any triangulation of a simplex Σ and
any colouring of the form above, there is a multicoloured simplex in the triangulation.
For a colouring of the vertices of a polytope P, a facet of P is multicoloured if
it contains vertices of every colour. For a colouring of the facets of P, a vertex of
P is multicoloured if it lies on facets of every colour.
The following theorem is a variant of the multidimensional Sperner Lemma.
It is basically Sperner’s Lemma applied to (a subdivision of) the Schlegel dia-
gram of a polytope (the Schlegel diagram of a polytope is a polyhedral complex
obtained by projecting the complex of the faces to a facet from a point near the
facet outside the polytope; see [78] for a reference). We present a simple direct
proof.
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Theorem 3.2.2. Let P be an n-dimensional polytope, with a simplex facet F0. Suppose
we have a colouring of the vertices of P with n colours such that F0 is multicoloured.
Then there is another multicoloured facet.
Proof. Let us divide the non-simplex facets of P into simplices. We show that
there is a multicoloured simplex. Let [n] be the set of all colours.
Define a graph whose nodes are the simplices in the division and there is
an edge between two simplices if and only if they share an (n − 2)-dimensional
facet whose vertices use each colour in [n − 1] exactly once. It is easy to see that
in this graph the multicoloured simplices are of degree one, while the simplices
which use one colour in [n− 1] twice, and the others once, are of degree two. The
other simplices are of degree zero, so the graph is the disjoint union of paths and
cycles (and isolated vertices). The assumption implies that F0 is a node of degree
one, so there has to be another node of degree one which gives a multicoloured
simplex.
A simple vertex of an n-dimensional polyhedron is a vertex that lies on exactly
n facets. By polarity, the following theorem is also true.
Theorem 3.2.3. Let P be an n-dimensional polytope, with a simple vertex v0. Suppose
we have a colouring of the facets of P with n colours such that v0 is multicoloured. Then
there is another multicoloured vertex.
Now we generalize the above results to unbounded pointed polyhedra, this
is the version that we will apply later.
Theorem 3.2.4. Let P be an n-dimensional pointed polyhedron whose characteristic
cone is generated by n linearly independent vectors. If the ends (that is the vertices and
extreme directions) of P are coloured with n colours such that the extreme directions
receive different colours, then there is a multicoloured facet.
Proof. Let us take a polytope P′ that is combinatorially equivalent to P, which
exists by Proposition 3.1.6. Let F be the facet of P′ which corresponds to the
infinite facet of P. The assumption on P implies that F is a multicoloured simplex
facet. We can apply Theorem 3.2.2.
Theorem 3.2.5. Let P be an n-dimensional pointed polyhedron whose characteristic
cone is generated by n linearly independent vectors. If the facets of the polyhedron are
coloured with n colours such that facets containing the i-th extreme direction do not get
colour i, then there is a multicoloured vertex.
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Proof. Let us take again a polytope P′ which is combinatorially equivalent to P,
and let F be the simplex facet of P′ which corresponds to the infinite facet of P.
Let us attach a (sufficiently flat) simplex to P′ on facet F, and colour the new
facets so that the facet opposite (in the simplex) to the vertex corresponding to
the i-th extreme direction gets colour i. Applying Theorem 3.2.3 we get that there
is another multicoloured vertex of P′ (besides the new vertex of the simplex)
and from the assumption it follows that this cannot correspond to an extreme
direction, so it corresponds to a vertex of P.
Remark. We will use the above result for polyhedra given by a linear system,
where we assign colors to the inequalities. This is not the same as colouring
the facets, since here, non-facet-defining inequalities are also coloured, and a
facet can get more colours. But this is not a problem, since we can ignore the
non-facet-defining and multiple inequalities and then use Theorem 3.2.5. The
asserted multicoloured vertex is a multicoloured vertex in the original system
too.
We will apply Theorem 3.2.5 to polyhedra of the form P = Q − Rn+ where
Q is a bounded polytope. We will need the following lemma. If a ∈ Rn+ and
J ⊆ [n], then we denote by aJ the vector whose j-th coordinate is
aJ(j) :=
⎧⎨
⎩a(j) if j ∈ J0 if j /∈ J.
Lemma 3.2.6. If P = Q − Rn+ where Q = {x ∈ Rn+ : Ax ≤ b} is a bounded polytope
and A and b are nonnegative, then P is described by inequalities of the form aJi x ≤ bi,
where ai is the i-th row of A, bi is the i-th coordinate of b, and ∅ = J ⊆ supp(ai). The
extreme directions of P are −ej (j = 1, . . . n).
Proof. It is clear that the vectors in Q satisfy the inequalities. If p ∈ P, then there
is a vector in Q such that p ≤ q, so p also satisfies the inequalities since their
coefficients are nonnegative.
For the other direction, let x be a vector that satisfies all inequalities. Let y
be a maximal vector with the same property for which y ≥ x. Suppose that
yj < 0; then j /∈ J whenever y satisfies the inequality aJi y ≤ bi with equality, since
otherwise aJ\{j}i y > bi. This means that yj could be increased without violating
the conditions, which contradicts the maximality of y. We can conclude that
y ≥ 0, so y ∈ Q, which means that x ∈ P.
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3.3 Using the polyhedral Sperner Lemma
3.3.1 Kernel-solvability of perfect graphs
In a directed graph D = (V, A), a stable set S ⊆ V is said to be a kernel if
from every node of V \ S there is an arc to S. Kernels have several applications
in combinatorics and game theory, and there has been extensive work on the
characterization of digraphs that have kernels. See [9] for a survey on the topic.
One approach to characterize the existence of kernels has been to identify
undirected graphs for which every “nice” orientation has a kernel. This led to
the introduction of the notion of kernel-solvability by Berge and Duchet [5].
Definition 3.3.1. Let G = (V, E) be an undirected graph. A superorientation of G
is a directed graph G obtained by replacing each edge uv of G by an arc uv or an
arc vu or both. A one-way cycle in a superorientation is a directed cycle consisting
of arcs that are not present reversed in the digraph. We define a source node of
an induced subdigraph G[U] as a node in U from which there are arcs to all of
its neighbours in G[U]. A superorientation is clique-acyclic if no clique contains
a one-way cycle (equivalently, if every clique contains a source node). A graph
G is kernel solvable if every clique-acyclic superorientation of G has a kernel.
Berge and Duchet [5] conjectured that a graph is kernel solvable if and only
if it is perfect. The kernel-solvability of perfect graphs was proved by Boros and
Gurvich [8].
Theorem 3.3.2 (Boros, Gurvich [8]). Every perfect graph is kernel solvable.
Their proof uses elaborate game-theoretic machinery, and is based on Scarf’s
Lemma [61], a result originating in game theory. Later Aharoni and Holzman [2]
gave a short proof using Scarf’s Lemma directly; a concise version of the proof
can be found in section 65.7b of Schrijver’s book [67]. We present a similarly
short proof that relies on the more familiar Sperner’s Lemma instead.
In the proof we use the following result, which follows from Fulkerson’s
theorem [32] on the description of the clique-polytope of a perfect graph and
Lovász’ weak perfect graph theorem [51].
Theorem 3.3.3 (Fulkerson [32] + Lovász [51]). If G is a perfect graph, then its stable
set polytope STAB(G) is described by the clique-inequalities:
STAB(G) = {x ∈ Rn+ : x(C) ≤ 1 for every maximal clique C}.
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Proof of Theorem 3.3.2. Let G = (V, E) be a perfect graph, with V = [n], and
let G be a clique-acyclic superorientation of G. Let C denote the set of all (not
necessarily maximal) cliques of G. We consider the polyhedron P := STAB(G)−
Rn+. Theorem 3.3.3 and Lemma 3.2.6 imply that
P = {x ∈ Rn : x(C) ≤ 1 for every C ∈ C},
and the extreme directions of P are −ej (j = 1, . . . n).
Let the colour of a facet {x ∈ P : x(C) = 1} be a source node j of clique C.
Clearly the extreme direction −ej does not belong to a facet of colour j, so by
applying Theorem 3.2.5 we get that there exists a multicoloured vertex x∗ of P.
By the definition of P, x∗ = χS for a maximal stable set S.
Since x∗ is multicoloured, for each node j of V, there is a clique C such that
the facet {x ∈ P : x(C) = 1} contains x∗ and has colour j. This means that
|C ∩ S| = 1 and j is a source node of C. Thus from each node j /∈ S there is an
arc to S, so S is a kernel.
Note that it follows easily from the Strong Perfect Graph Theorem [13] that
non-perfect graphs are not kernel solvable. One needs the observations that odd
holes and odd antiholes are not kernel solvable, and that induced subgraphs of
kernel solvable graphs are kernel solvable. Thus we can state the conjecture of
Berge and Duchet as a theorem.
Theorem 3.3.4 (Boros, Gurvich [8] + Chudnovsky, Robertson, Seymour, Thomas
[13]). A graph is perfect if and only if it is kernel solvable.
We mention that of the “if” direction no proof is known that does not rely on
the Strong Perfect Graph Theorem.
In the following sections we present new results on kernels in superorienta-
tions of non-perfect graphs. Since these graphs are not kernel solvable, we have
to make additional restrictions on the superorientation. In Section 3.3.2 we show
a result where these restrictions depend on the facets of STAB(G) (the convex
hull of the characteristic vectors of the stable sets of G). The result is specialized
to h-perfect graphs in Section 3.3.3, where it is shown that every clique-acyclic
and odd-hole-acyclic superorientation of an h-perfect graph has a kernel. The
reverse implication is not true here, but the result can be slightly strengthened
(Theorem 3.3.8), and we conjecture that this stronger property characterizes h-
perfect graphs.
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3.3.2 Generalization based on the facets of STAB(G)
In this section we extend Theorem 3.3.2 to arbitrary undirected graphs, provided
some conditions hold that depend on the facets of STAB(G). Let G be a super-
orientation of a graph G = (V, E), and let U be a set of vertices. We say that G
is one-way-cycle-free (or owc-free) in U if there is no one-way cycle in G[U].
Theorem 3.3.5. If STAB(G) = {x ∈ Rn+ : Ax ≤ b}, where A and b are nonnegative,
and G is a superorientation of G which is owc-free in supp(a) for every row a of A, then
there is a kernel in G.
Proof. Let P = STAB(G)− Rn+. By Lemma 3.2.6, P is described by the inequali-
ties of the form aJi x ≤ bi, where ai is the i-th row of A, bi is the i-th coordinate of
b, and ∅ = J ⊆ supp(ai).
Let the colour of a facet of the form P ∩ {x : aJi x = bi} be a source node
of the subdigraph of G induced by J. Such a source node exists because G is
owc-free in supp(ai). In order to apply Theorem 3.2.5, we have to show that a
facet containing the j-th extreme direction does not have colour j. This is true
because in this case j /∈ J. Thus Theorem 3.2.5 implies that P has a multi-colured
vertex x∗ = χS for a maximal stable set S.
For every node j, there is a facet F of colour j containing x∗. Let F be P ∩ {x :
aJi x = bi}. Then S ∩ J is a maximal stable set in G[J] because aJi x∗ = bi and
supp(aJi ) = J. This and j ∈ J imply that either j ∈ S or j has a neighbour in
S ∩ J, in which case j has an out-neighbour in S ∩ J, since j is a source node of J.
We proved that S is a kernel of G.
3.3.3 Kernels in h-perfect graphs
Sbihi and Uhri [60] introduced the class of h-perfect graphs as the graphs for
which the stable set polytope is described by the following set of inequalities:
xv ≥ 0 for every v ∈ V, (3.1)
x(C) ≤ 1 for every maximal clique C, (3.2)
x(Z) ≤ |Z| − 1
2
for every odd hole Z. (3.3)
In addition to perfect graphs, it is known that the class of h-perfect graphs
includes
• all graphs containing no odd-K4-subdivision (see [37]),
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• all near-bipartite graphs containing no odd wheel and no prime antiweb
except for cliques and odd holes (this is implicitly in [71]),
• line graphs of graphs that contain no odd subdivision of C5 + e (see [11]).
To apply Theorem 3.3.5 to h-perfect graphs, let us call a superorientation of
a graph odd-hole-acyclic if no oriented odd hole is a one-way cycle. Our result is
as follows.
Theorem 3.3.6. If G is a superorientation of an h-perfect graph and is clique-acyclic
and odd-hole-acyclic, then it has a kernel.
Proof. Directly follows from Theorem 3.3.5.
A notion related to kernel-solvability is kernel-perfectness: a digraph is called
kernel-perfect if all of its induced subdigraphs have kernels. Theorem 3.3.6 has
the following consequence.
Corollary 3.3.7. It is in   to decide whether a given superorientation of an h-perfect
graph is kernel-perfect.
Proof. If a superorientation of a clique has a one-way Hamiltonian cycle, then it
has no kernel; and a one-way odd hole has also no kernel. Thus by Theorem
3.3.6, a superorientation of an h-perfect graph is kernel-perfect if and only if it is
clique- and odd-hole-acyclic (since an induced subgraph of an h-perfect graph
is also h-perfect). If not, it can be witnessed by a one-way cycle which forms an
odd hole or is in a clique.
Obviously a superorientation of a perfect graph is always odd-hole-acyclic,
thus Theorem 3.3.6 is an extension of Theorem 3.3.2.
We give here a less elegant but stronger theorem for which we conjecture that
the converse also holds (see Section 3.4.1).
Let G be an h-perfect graph, and let G be a clique-acyclic superorientation
of G. Some odd holes of G may become one-way cycles; let us denote these by
Z1, . . . , Zk. Let us select nodes v1, . . . , vk such that vi ∈ Zi for i = 1, . . . , k (the
selected nodes need not be distinct). We call this a superorientation with special
nodes. An almost-kernel for a superorientation with special nodes is a stable set S
with the following property:
If a node v /∈ S has no outgoing arc into S, then v = vi for some i and
|Zi ∩ S| = (|Zi| − 1)/2.
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Theorem 3.3.8. If G is an h-perfect graph, then every clique-acyclic superorientation
with special nodes has an almost-kernel.
Proof. The proof is almost the same as the proof of Theorem 3.3.5. Let P =
STAB(G)−Rn+. Here again we colour a facet of the form P ∩ {x : aJi x = bi} with
a source node of the subdigraph of G induced by J, if there is such a node. If
not, then aJi is the characteristic vector of a one-way odd hole Zl; in this case, let
its colour be the selected vl.
Theorem 3.2.5 implies that P has a multicolured vertex x∗ = χS for a maximal
stable set S, so for every node j, there is a facet F = P ∩ {x : aJi x = bi} of colour
j containing x∗. If j is a source node of the subdigraph of G induced by J, then
we obtain (by the same argument as in the proof of Theorem 3.3.5) that either
j ∈ S or there is an arc from j to S. Otherwise aJi is the characteristic vector of a
one-way odd hole Zl, j = vl, and |Zl ∩ S| = (|Zl| − 1)/2 since aJi x∗ = bi. Thus S
is an almost-kernel.
Note that this theorem is stronger than Theorem 3.3.6 since every almost-
kernel in a clique-acyclic and odd-hole-acyclic orientation is a kernel.
3.3.4 Scarf’s Lemma
In one of his fundamental papers on game theory [61], Scarf proved that a bal-
anced n-person game with non-transferable utilities (NTU) always has a non-
empty core. The proof is based on a theorem on the existence of a dominating
vertex in certain polyhedra, which became known as “Scarf’s Lemma”. The
proof he gave is based on a finite (not necessarily polynomial) algorithm.
The interest in the lemma has been renewed in combinatorics when Aharoni
and Holzman used it to give a short and elegant proof of the kernel-solvability
of perfect graphs.
The relation of Scarf’s Lemma and Sperner’s Lemma has already been men-
tioned in Scarf’s original paper [61], and later it has been studied by other au-
thors (see for example [59]). We show an even stronger link between the two
theorems: essentially, Scarf’s Lemma for a polyhedron P corresponds to the
polyhedral Sperner’s Lemma 3.2.5 for the polyhedron P − Rn+. This gives a new
proof of Scarf’s Lemma.
In Scarf’s Lemma we consider a bounded polyhedron P = {x ∈ Rn : Ax ≤
b, x ≥ 0} where A is an m × n nonnegative matrix (with non-zero columns) and
b ∈ Rm is a positive vector. In addition, for every row i ∈ [m] of A, a total order
<i of the columns (or a subset of them) is given. We denote the domain of <i by
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Dom(<i). If j ∈ Dom(<i) and K ⊆ Dom(<i), we use the notation j ≤i K as an
abbreviation for “j ≤i k for every k ∈ K”.
The central notion in Scarf’s lemma is that of a dominating vertex.
Definition 3.3.9. A vertex x∗ of P dominates column j if there is a row i where
aix∗ = bi and j ≤i supp(x∗) ∩ Dom(<i) (this implies that j ∈ Dom(<i)).
Theorem 3.3.10 (Scarf’s Lemma, [61]). Let P be as above and let <i be a total order
on [n] (i ∈ [m]). Then P has a nonzero vertex that dominates every column.
We state another version, which will be more convenient to prove. A vertex
x∗ of P is maximal if by increasing any coordinate of x∗ we leave P (or formally,
({x∗}+ Rn+) ∩ P = {x∗}).
Theorem 3.3.11 (Scarf’s Lemma, alternate version). Let P be as above and let <i be
a total order on supp(ai) (i ∈ [m]), where ai is the i-th row of A. Then P has a maximal
vertex that dominates every column.
Note that in Theorem 3.3.10 we cannot guarantee the maximality of the dom-











, 1 <1 2, 1 <2 2.
Here the only vertex that dominates every column is (0, 1), which is not maximal
since (1, 1) is also a vertex.
On the other hand, Theorem 3.3.10 follows fairly easily from Theorem 3.3.11
by changing the 0 coefficients in the matrix A to some small positive values such
that the facet-defining inequalities remain the same and the vertex sets of the
facets remain also the same except for possible fission.
We now show that Scarf’s Lemma (Theorem 3.3.11) follows from Theorem
3.2.5.
Proof. Let P = {x ∈ Rn : Ax ≤ b, x ≥ 0} be the polyhedron as in Scarf’s
Lemma, and consider the polyhedron Q := P − Rn+. Because P is bounded,
Q has n extreme directions: −ej (j ∈ [n]). Since A and b are nonnegative, the
vertices of Q are the maximal vertices of P. By Lemma 3.2.6, the inequalities
which define Q are of the form aJi x ≤ bi, where aJi := aiχJ for an index set J, and
we can assume that J = supp(aJi ).
Let us colour a face which is defined by inequality aJi x ≤ bi with the index
j ∈ J which is the smallest in the ordering <i. If a facet contains the extreme
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direction −el for some l, then the l-th component of its defining inequality is
zero, so the colour of the facet is different from l. So we can apply Theorem
3.2.5, and get that there is a vertex x∗ of Q (thus a maximal vertex of P) which is
multicoloured. We have to show that x∗ satisfies the criteria of Scarf’s Lemma.
If j is an arbitrary index, then there is a j-coloured facet aJi x = bi containing x
∗,
which means that j ≤i supp(aJi ) = J. Since x∗ is also a vertex of P, it is nonneg-
ative, so aix∗ ≥ aJi x∗ = bi, but we know that aix∗ ≤ bi, thus the facet aix = bi of
P contains x∗. On the other hand this implies also that supp(x∗) ∩ supp(ai) ⊂ J
which with j ≤i J means that j ≤i supp(x∗) ∩ supp(ai) = supp(x∗) ∩ Dom(<i).
Thus x∗ dominates column j.
3.3.5 Fractional core of NTU games and stable matchings of hy-
pergraphs
The role of Scarf’s Lemma in game theory can be described in several different
ways. Here we use a combinatorial approach that does not require the definition
of all the basic terms of game theory. We prove the result using the polyhedral
version of Sperner’s lemma instead of Scarf’s Lemma.
A possible definition of a finitely generated non-transferable utility (NTU) game
is as follows. There are m players, and a finite multiset of basic coalitions Sj ⊆ [m]
(j ∈ [n]). We may interpret a coalition as a possible action performed by a
set of players, thus several different coalitions may be formed by the same set
of players. Each player i has a total order <i of the basic coalitions that he
participates in; Sj <i Sk means that the player i prefers coalition Sk to coalition
Sj. We can assume that every player is in at least one coalition.
A set S of basic coalitions is said to be in the core of the game if they are
disjoint and for each basic coalition S′ not in S there is a player i ∈ S′ and a
basic coalition S ∈ S such that S′ <i S. In other words, an element of the core is
a subpartition formed of basic coalitions, such that every basic coalition S′ not
in the subpartition has a player who is in a block of the subpartition that she
prefers to S′.
A related concept is the fractional core of the game: a vector x ∈ Rn+ is in the
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and Sj i Sk whenever i ∈ Sk and x(k) > 0.
To motivate this definition, we can imagine that the action performed by
each basic coalition can have an intensity (between 0 and 1), and the condition
is that the sum of the intensities of the actions that a given player participates
in is at most 1. Such a vector of intensities is in the fractional core if there is
no basic coalition where every member wants to increase its intensity. It is an
easy observation that integer-valued elements in the fractional core are exactly
the elements of the core.




for every player i. We prove the following version of Scarf’s Theorem.
Theorem 3.3.12 (Scarf [61]). The fractional core of a finitely generated NTU-game is
always non-empty. If the polyhedron of admissible vectors is integer, then the core is also
non-empty.
Proof. The admissible vectors form the polytope P = {x ∈ Rn+ : ∑j:i∈Sj x(j) ≤
1 ∀i ∈ [m]}. Let Q be the polyhedron P − Rn+. By Lemma 3.2.6, Q is described
by the inequalities ∑j∈J xj ≤ 1, where i ∈ [m] and J ⊆ {k ∈ [n] : i ∈ Sk}. Let
us colour this facet by the smallest index in J in the order <i. Q has as extreme
directions −ei (i ∈ [n]), and the colouring fulfils the criterion in Theorem 3.2.5
since the coefficient of the colour of an inequality is nonzero. Thus by Theorem
3.2.5 there exists a multicoloured vertex x∗. That means, for each colour (or basic
coalition) j ∈ [n], there is a player i ∈ [m] and a set J ⊆ {k ∈ [n] : i ∈ Sk} such
that x∗ satisfies the inequality corresponding to the pair {i, J} with equality, that
is, ∑l∈J x∗l = 1 and the smallest index in J in the order <i is j. This implies that
∑k:i∈Sk x
∗
k = 1 and that every l for which i ∈ Sl and x∗l > 0 has to be in J. This
means that x∗ is in the fractional core of the game.
If P is integer then the vertex x∗ guaranteed by Theorem 3.2.5 is integer,
which implies that it is in the core.
Biró and Fleiner [7] noticed that the above game-theoretic result is the same
as a result of Aharoni and Fleiner [1] about stable matchings in hypergraphs,
which we now explain. They define a hypergraphic preference system as a pair
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(H,O), where H = (V, E) is a hypergraph and O is a family of linear orders
{≤v: v ∈ V}, ≤v being an order on the set δ(v) of edges in H containing vertex
v. A matching in a hypergraph is a set of disjoint edges. A stable matching of
a hypergraphic preference system (H,O) is a matching M such that for every
e ∈ E there is a vertex v ∈ e an edge m ∈ M for which m ≥v e.
A fractional matching in a hypergraph is a nonnegative vector x ∈ RE for
which ∑e∈δ(v) xe ≤ 1 for each v ∈ V; their polytope is called the fractional match-
ing polytope. A fractional matching is called stable if every edge e ∈ E contains a
vertex v for which ∑ f∈δ(v): f≥ve x f = 1. Aharoni and Fleiner proved the following.
Theorem 3.3.13 (Aharoni, Fleiner [1]). Every hypergraphic preference system has a
fractional stable matching.
Proof. Theorem 3.3.12 directly implies this, with the following “dictionary”: the
players and the coalitions of the game correspond to the vertices and edges of
the hypergraph, thus a set of coalitions is in the core if the corresponding set
of edges form a stable matching, and a vector in the fractional core of the game
corresponds to a stable fractional matching.
It also follows that there is a stable matching if the fractional matching poly-
tope of the hypergraph is integer. A result of Lovász tells us when this is the
case.
Definition 3.3.14. A partial hypergraph of a hypergraph H = (V, E) is a hyper-
graph H′ = (V, E ′) for which E ′ ⊆ E . The chromatic index of a hypergraph is the
least number of colours by which the edges can be coloured so that edges with
the same colour are disjoint. A hypergraph H is called normal if for every partial
hypergraph H′ of H, the chromatic index of H′ equals the minimum degree of
H′.
Theorem 3.3.15 (Lovász [51]). The fractional matching polytope of a hypergraph H is
integer if and only if H is normal.
This implies the following.
Corollary 3.3.16. If H is a normal hypergraph, then every hypergraphic preference
system (H,O) has a stable matching.
In the context of NTU games this translates to the following result, which
was first proved by Boros, Gurvich and Vasin [10].
Corollary 3.3.17 (Boros, Gurvich, Vasin [10]). If the hypergraph defined by the basic
coalitions is normal, then the core of the game is non-empty.
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3.3.6 Stable half-matchings
The traditional interpretation of stable matchings in a graph is the so-called
stable roommates problem, where we want to assign pairs of students to college
rooms so that there are no two students who prefer each other to their assigned
roommates. Formally, let G = (V, E) be an undirected graph, possibly with
parallel edges, but no loops and no isolated vertices. For every v ∈ V we are
given a total order <v of the edges incident to v, where uv <v wv means that
v prefers w to u. The set of these total orders is denoted by O, and the pair
(G,O) is called a graphic preference system. For two edges e and f with a common
endnode v, the notation e v f is used if e <v f or e = f .
Definition 3.3.18. A stable matching of the graphic preference system (G,O) is a
matching M of G with the property that every edge e ∈ E has an endnode v that
is covered by a matching edge vw ∈ M for which e v vw.
A stable half-matching is a vector x : E → {0, 12 , 1}, for which
• ∑v:uv∈E x(uv) ≤ 1 for every u ∈ V,
• every edge e ∈ E has an endnode v where ∑ fve x( f ) = 1.
In their celebrated paper [33], Gale and Shapley proved that every bipartite
preference system has a stable matching, and they provided an efficient algo-
rithm that finds one. However, if we consider arbitrary graphic preference sys-
tems, it is easy to see that not all of them have a stable matching, for example
if G is a triangle and the nodes prefer the edge going to the next node in cyclic
order to the edge going to the previous node. Nevertheless, Irving [42] gave a
polynomial algorithm that decides if there is a stable matching, and, relying on
this, Tan [73] observed the following.
Theorem 3.3.19 (Tan [73]). Every graphic preference system has a stable half-matching.
Proof. Let (G,O) be a graphic preference system and V the vertex set of G. We
consider the fractional matching polytope P = {x ∈ RE+ : x(δ(v)) ≤ 1 ∀v ∈ V},
where δ(v) denotes the set of edges incident to v. By a result of Balinski [3], the
polyhedron P is half-integral.
By Lemma 3.2.6, the down hull Q := P − RE+ of P is {x ∈ RE : x(Y) ≤
1 for every star Y ⊆ E}. Let us colour the facets of Q in the following way: if a
facet corresponds to a star Y which has v as center vertex, then its colour shall
be the smallest edge in Y according to <v.
Theorem 3.2.5 asserts that there is a multicoloured vertex x∗ of Q, which
is half-integer by Balinski’s Theorem. Multicolouredness means that for every
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edge e there is a star Y with center vertex v whose smallest edge according to
<v is e and for which x∗(Y) = 1. Thus x∗ is a stable half-matching.
We remark that stable half-matchings that are maximal vertices of P have an
interesting property that seems to be peculiar to this problem: all of them are
non-integer on the same set of edges. More precisely, the graph has a given
set of disjoint odd cycles so that every stable half-matching that is a vertex of
P has value 12 on exactly the edges of these cycles. This immediately gives the
following corollary.
Theorem 3.3.20 (Tan [73]). Let x∗ be a stable half-matching that is a vertex of P. Then
x∗ is integer if and only if the preference system has a stable matching.
3.3.7 A matroidal generalization of kernels
Tamás Fleiner defined in [21] a notion of matroid-kernels which we describe in
the following. An ordered matroid M = {S, I ,<} is a matroid on ground set S
with independent sets I together with a linear order < of its ground set. In an
ordered matroid, a set X ⊆ S is said to dominate an element e if either e ∈ X or
there is an independent set Y ⊆ X for which Y ∪ {e} /∈ I (that is, Y spans e) and
e < y for each y ∈ Y.
Matroid-kernels concern two ordered matroids on the same ground set – let
M1 = {S, I1,<1} and M2 = {S, I2,<2} be ordered matroids. A set K ⊂ S is
called an M1M2-kernel if it is a common independent set of the two matroids
(that is, K ∈ I1 ∩ I2) and every element e ∈ S is dominated by K in (at least) one
of the two matroids.
How does this specialize to stable matchings in bipartite graphs? Let G =
(V1, V2; E) be a bipartite graph and O a preference system. Let us define M1
and M2 as the ordered matroids on ground set E (the edge set of the graph),
which are the partition matroids of the stars on V1 and V2, respectively (that is,
a set of edges is in Ii if their endpoints in Vi are distinct), with linear orders <i
which extend all orders <v∈ O where v ∈ Vi (i = 1, 2). This way a set F of edges
form a matching if and only if it is a common independent set, and it is a stable
matching if and only if it is an M1M2-kernel.
In our proof of the theorem of Fleiner we use the classic result of Edmonds
(Theorem 1.3.1) that the convex hull of the common independent sets of two
matroids is described by the rank inequalities.
Theorem 3.3.21 (Fleiner [21]). For every two ordered matroids M1 and M2, there
exists an M1M2-kernel.
62
3.3. Using the polyhedral Sperner Lemma
Proof. Let P be the polytope of the common independent sets of M1 and M2,
which by Edmonds’ Theorem 1.3.1 is described by the system
P = {x ∈ RS : x ≥ 0, x(Z) ≤ ri(Z) for i = 1, 2 and Z ⊆ S}.
Thus, by Lemma 3.2.6 the down hull Q = P − RS+ of P is {x ∈ RS : x(Z) ≤
ri(Z) for i = 1, 2 and Z ⊆ S}.
For a facet that is defined by the inequality x(Z) ≤ ri(Z), let us colour it
with the element e in Z which is the smallest according to the linear order <i.
Since e has positive coefficient in x(Z) ≤ ri(Z), the conditions of Theorem 3.2.5
hold. Thus by Theorem 3.2.5 there exists a multicoloured vertex x∗ of Q. This
means that x∗ is the characteristic vector of a(n inclusionwise maximal) common
independent set K of the two matroids, and for each element e ∈ S, there is a
set Z that has colour e and x∗(Z) = ri(Z) for i = 1 or 2. This implies that K ∩ Z
spans Z and by the definition of the colouring, e is the smallest among Z in <i,
so Z dominates e in Mi, and we are done.
3.3.8 Orientation of clutters
In Section 1.4 we defined ideal clutters as Sperner systems of which the covering
polyhedron is integral. Using our method we get the following new result for
clutters. Partial results about a possible converse statement will be described in
Section 3.4.3.
Theorem 3.3.22. Let A be an ideal clutter on ground set [n] and let B be its blocker.
Then there are no functions p : A → S and q : B → S such that
(i) p(A) ∈ A ∀A ∈ A,
(ii) q(B) ∈ B ∀B ∈ B and
(iii) if p(A) = q(B) for some A ∈ A and B ∈ B, then |A ∩ B| > 1.
Proof. Suppose that there are functions p and q with the above properties. Let
us examine the following colouring of the facets of P(A): we colour a facet
corresponding to a set A ∈ A (namely the facet defined by x(A) ≥ 1) with
colour p(A), and a facet corresponding the i-th nonnegativity constraint gets
the i-th colour. This colouring satisfies the condition in Theorem 3.2.5 since the
extreme directions of P(A) are the unit vectors and if a facet has colour i then
the i-th coordinate of its normal vector is nonzero, thus the i-th unit vector is
not an extreme direction of the facet. Thus we can apply Theorem 3.2.5 which
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asserts the existence of a vertex of P(A) which is incident to every colour. Since
A is ideal, we know that the vertex is the characteristic vector of a set in the
blocker, say B ∈ B. It follows that for every i ∈ B there exists a set Ai for
which |Ai ∩ B| = 1 (that is, the facet corresponding to Ai is incident to χB) and
p(Ai) = i (that is, Ai has colour i). However for i = q(B) there can not be such
a set, which is a contradiction.
3.3.9 Stable flows
As another generalization of stable marriages, Fleiner [22] introduced a notion
of stable flows, just as network flows generalize bipartite matchings.
In an instance of the stable flow problem we have a network on digraph
D = (V, A) with s, t ∈ V and capacities c ∈ RA+, and additionally linear orders
≤v for each node v on the arc set incident to v. The network along with the set
of these preference orders is called a network with preferences. We note that we
will only compare outgoing arcs or incoming arcs, so the information that we
really need is a linear order on the set of outgoing arcs δout(v) and one on the
set of incoming arcs δin(v).
Let f be a flow of network (D, s, t, c). A rooted cycle is a directed cycle in
which one node is designated as the root. It can be regarded as a path which
ends at its starting node. A path or rooted cycle P = (v1, a1, v2, a2, . . . , ak−1, vk)
is said to block f if the following hold:
(i) vi = s, t if i ∈ {2, 3, . . . , k − 1},
(ii) each arc ai is unsaturated in f ,
(iii) v1 = s or v1 = t or there is an arc a′ = v1u for which f (a′) > 0 and a′ <v1 a1,
(iv) vk = s or vk = t or there is an arc a′′ = wvk for which f (a′′) > 0 and
a′′ <v1 ak−1.
A flow is called stable if there is no path or cycle blocking it.
The problem can be motivated by a network trading model: the nodes are
traders that can buy and sell amounts of a certain product along the arcs of the
digraph, and have preferences with whom they would like to trade (an arc that
is bigger in the linear order is more preferred). A blocking path represents a
possible chain of transactions with which the starting and ending trader would
be happier than with some transaction they make in f . In this interpretation,
nodes s and t represent the producers and the consumers.
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Fleiner proved the following result, for which we give a new proof using the
polyhedral Sperner’s Lemma 3.2.5.
Theorem 3.3.23 (Fleiner [22]). In every network with preferences there exists a stable
flow. If the capacity function is integral, then there is an integral stable flow.
Proof. Let (D = (V, A), s, t, c) and {<v: v ∈ V} be an instance of the problem.
Let P denote the set of paths and rooted cycles in D, and Pa the set of paths and
rooted cycles that contain arc a. Furthermore let Poutv and P inv denote the set of
paths and rooted cycles that start and end at vertex v, respectively. We consider
the polyhedron Π in RP∪A described by the following inequalities:
ya ≥ 0 ∀a ∈ A, (3.4)
x(P′)− ya ≤ 0 ∀P′ ⊆ Pa ∀a ∈ A, (3.5)
x(P′) ≤ ca ∀P′ ⊆ Pa ∀a ∈ A, (3.6)
x(P′)− y(δ′) ≤ c(δin(v) \ δ′) ∀∅ = P′ ⊆ Poutv , δ′ ⊆ δin(v), v ∈ V \ {s, t},
(3.7)
x(P′)− y(δ′) ≤ c(δout(v) \ δ′) ∀∅ = P′ ⊆ P inv , δ′ ⊆ δout(v), v ∈ V \ {s, t}.
(3.8)
First let us check the set of extreme directions of Π. Clearly (−χP, 0) for
P ∈ P and (0, χa) for a ∈ A are infinite directions. Because xP is bounded from
above and ya from below, there is no infinite direction which is not in the cone
of the above. So the number of extreme directions equals the dimension.
Now let us assign colours (that is, coordinates of RP∪A) to each inequality:
• to an inequality of type (3.4) or type (3.5) we assign ya,
• to an inequality of type (3.6) we assign xP for a longest possible path P ∈
P′,
• to an inequality of type (3.7) we assign xP for a path P ∈ P′ in which the
outgoing edge from v is smallest possible in the order <v from P′, and
among these, we choose P to be one of the longest paths,
• to an inequality of type (3.8) we assign xP for a path P ∈ P′ in which
the incoming edge to v is smallest possible in the order <v from P′, and
among these, we choose P to be one of the longest paths.
Since the assigned colour of each inequality is a coordinate with nonzero
coefficient, the colouring fulfils the criteria of Theorem 3.2.5. Thus there exists a
multicoloured vertex (x∗, y∗) of Π.
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Claim 3.3.24. x∗ ≥ 0, y∗ ≤ c.
Proof. Suppose that x∗P is negative for some P ∈ P . Then by increasing x∗P to zero
we get a vector that is still in Π, because every inequality where xP has positive
coefficient is also present with the coefficient changed to zero (except for the
inequalities where P′ = {P}, but changing the coefficient of xp in those to zero
is satisfied too since ya and ca are nonnegative). On the other hand we know
that −xP is an infinite direction, so (x∗, y∗) could not have been a vertex. Thus
x∗P is nonnegative for every P ∈ P . Similarly we get that ya ≤ ca for a ∈ A. 
Claim 3.3.25. ∑P∈Pa x
∗
P = ya for every arc a ∈ A.
Proof. Since (x∗, y∗) is multicoloured, there is a tight inequality which has colour
ya. If this inequality is of type (3.4), then using Claim 3.3.24, 0 ≤ ∑P∈Pa x∗P ≤
ya = 0, thus equality holds. If the tight inequality is of type (3.5) for some
P′ ⊆ Pa, then by Claim 3.3.24, ∑P∈Pa x∗P ≥ ∑P∈P′ x∗P = ya ≥ ∑P∈Pa x∗P, thus
equality holds. 
Claim 3.3.26. x∗P∗ = 0 for every path or rooted cycle P
∗ which has at least 2 edges.
Proof. Suppose that x∗P∗ > 0 for a path or rooted cycle P
∗ = (v1, a1, . . . , vk), where
k ≥ 3. Let Q be the one-edge path (v1, a1, v2) and R be the path (v2, a2, . . . vk).
Consider the inequality that (x∗, y∗) satisfies with equality and has colour
xQ. It can not be of type (3.6), since because of P∗, we would not have chosen
Q as colour. It also can not be of type (3.7) for the same reason. Thus it is of
type (3.8). This means that there exists some P′ ⊆ P inv2 and δ′ ⊆ δout(v2) for
which x∗(P′) − y∗(δ′) = c(δout(v) \ δ′). Using Claim 3.3.24 this holds also for
the whole sets P inv2 and δout(v2), that is, x∗(P inv2) = y∗(δout(v2)).
Adding the inequalities of type (3.5) for the arcs in δout(v2), and using x∗P∗ >
0, we get




By the same argument for the subpath R, we get
y∗(δin(v2)) = x∗(Poutv2 ) < y∗(δout(v2)),
which is a contradiction. 
We obtained that x∗ is positive only on the edges, and by Claim 3.3.25, x∗a =
y∗a for every arc a. By inequalities (3.7) and (3.8), we have
x∗(δout(v)) ≤ y∗(δin(v)) = x∗(δin(v)) ≤ y∗(δout(v)) = x∗(δout(v)),
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so y∗a (a ∈ A) is a flow, and by inequality (3.6), it satisfies the capacity constraints
also. We are done by proving our last claim.
Claim 3.3.27. y∗ is a stable flow.
Proof. Let P∗ = (v1, a1, . . . , vk) be an arbitrary path or rooted cycle. Since (x∗, y∗)
is a multicoloured vertex, there is a tight inequality of colour P∗. If it is of the
form (3.6), then the arc a is saturated, so P∗ does not block y∗.
If it is of the form (3.7) for some vertex v, P′ ⊆ Poutv and δ′ ⊆ δin(v), then
whenever a′ ∈ δout(v1) and a′ <v1 a1, then a′ /∈ P′, thus xa′ = 0, because if x∗a′
would be positive, then adding xa′ to this tight inequality would not hold for
(x∗, y∗), although it is also an inequality of the system. This also implies that P∗
does not block the flow y∗.
The case when the tight inequality of colour P∗ is of type 3.8 is analogous. 
We proved the existence of a stable flow. Now suppose that the capacity c is
integral. We know that (x∗, y∗) is a vertex of
Π ∩ {(x, y) ∈ RP∪A : xP = 0 ∀P ∈ P with ≥ 2 arcs, xa = ya ∀a ∈ A},
which is basically a flow polyhedron (with duplicated coordinates and extra
coordinates set to 0), hence it is an integer polyhedron. Thus (x∗, y∗) is integer.
3.4 Attempts at converse statements
We mentioned in Section 3.3.1 that the Strong Perfect Graph Theorem implies
the converse of the theorem of Boros and Gurvich 3.3.2. So the question arises,
whether the converse of the other applications of Theorem 3.2.5 is also true, or
even the converse of the theorem itself. In this section we give some counterex-
amples and a few special cases in which the converse holds.
3.4.1 A conjecture on the characterization of h-perfect graphs
First we show that the converse of Theorem 3.3.6 does not hold, and a counterex-
ample is given here. The graph on Figure 3.1 is not h-perfect (this follows from
the results of Barahona and Mahjoub [4]), but it can be seen by case analysis that
every clique- and odd-hole-acyclic superorientation of it has a kernel.
However, we conjecture that the converse of Theorem 3.3.8 holds:
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Figure 3.1: A non-h-perfect graph whose clique- and odd-hole-acyclic superori-
entations all have kernels
Conjecture 3.4.1. A graph G is h-perfect if and only if every clique-acyclic superorien-
tation with special nodes has an almost-kernel.
3.4.2 A possible converse of Sperner’s and Scarf’s Lemma
It would be tempting to formulate a more general conjecture, which is a kind of
converse to the polyhedral Sperner’s Lemma.
Question 3.4.2. Let P be a d-dimensional polytope, and let x1 and x2 be two distinct
vertices of P, where x1 is simple. Is it true that the facets of P can be coloured by
d colours so that x1 and x2 are precisely the vertices that are incident to facets of all
colours?
We now show that the answer to this question is ‘No’. Note that it is true
in 3 dimensions: the skeleton of P contains 3 vertex-disjoint paths between x1
and x2; these paths partition the set of facets into 3 classes, and the colouring
given by these 3 colour classes satisfies the conditions. However, it turns out to
be false in 4 dimensions, as the following polytope shows:
Facets:
−x1 − x3 + x4 ≤ 1
x1 + x2 + x4 ≤ 1
x2 − x3 + x4 ≤ 1
−x1 − x2 − x3 + x4 ≤ 1
x1 − x2 − x3 − x4 ≤ 1
−x1 − x3 − x4 ≤ 1
−x1 − x4 ≤ 1
−x1 − x2 + x3 − x4 ≤ 1
Vertices:
(0, 0, 0, 1), (0, 0, 0,−1),
(−2, 2, 2, 1), (2, 2, 2,−3),
(1, 2, 0,−2), (2/3, 4/3,−2/3,−1),
(0, 2, 0,−1), (−1, 1, 0, 0),
(2,−3, 2, 2), (2/3,−1/3,−2/3, 2/3),
(−1, 0, 2, 2), (−1/3,−2/3,−1/3,−1/3),
(0, 0,−1, 0), (−1, 0, 0, 0).
Let the two designated vertices be x1 := (0, 0, 0, 1) and x2 := (0, 0, 0,−1) (both
of them are simple). The first four facets are incident to the vertex x1, while the
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last four facets are incident to the vertex x2. It can be shown by case analysis that
no matter how we colour the first four facets by four different colours and the
last four facets by the same four colours, there will be another vertex incident to
facets of all four colours. The counterexample was found with the help of the
software package polymake [36].
The following is a similar question concerning the converse of Scarf’s Lemma.
Question 3.4.3. Let A be a nonnegative m × n matrix and let b ∈ Rm be a positive
vector so that the polyhedron P = {x : Ax ≤ b, x ≥ 0} is bounded. Let x∗ be a
maximal vertex of P. Is it true that for each row ai of A we can give a total order on
supp(ai), so that x∗ is the only maximal vertex of P that dominates every column?
Now we show that the above counterexample can be transformed into a coun-
terexample for Question 3.4.3 using the technique in Section 3.2. Let P be the
polytope defined above. First, we cut off the vertex x1 with a hyperplane to
obtain a simplex facet F0. Then we take the polar of this polytope and affinely
transform it into a polytope P′ so that the image of F0 is the origin and the
facets containing it are {x ∈ P′ : xi = 0} (i = 1, . . . , 4). If we now take the
polar from the origin, we obtain a polyhedron whose extreme directions are −ei
(i = 1, . . . , 4); we can translate this to a polyhedron P′′ whose vertices are all
in R4+. Let x∗ be the image of x2; we know that this is a maximal vertex of
P′′′ := P′′ ∩ R4+. We claim that P′′′ and x∗ give a counterexample for Question
3.4.3. Suppose we have total orders <i on the supports of the rows such that
x∗ dominates every column. These can be transformed into a colouring on the
facets of P′′ = P′′′ − R4+ as in the proof of Theorem 3.3.11, such that x∗ is multi-
coloured. Furthermore, such a colouring of the facets of P′′ defines a colouring
of the facets of P where x1 and x2 are multicoloured. Since P is a counterexample
for Question 3.4.2, there is a third multicoloured vertex x3. The polyhedron P′′′
has a corresponding maximal vertex, and this vertex dominates every column
by the construction.
It may be interesting to know special classes of polyhedra where the answer
to Question 3.4.3 is affirmative. We have no counterexamples for the following
conjecture.
Conjecture 3.4.4. Let A be an m × n matrix with 0 − 1 coefficients and let b ∈ Rm be
a positive vector so that the polyhedron P = {x : Ax ≤ b, x ≥ 0} is bounded. Suppose
that P has a non-integer maximal vertex. Then for each row ai of A we can give a total
order on supp(ai) so that for every 0− 1 vertex x′ of P there is a column that it does not
dominate.
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We note that this is more general than Conjecture 3.4.1. To see this, consider
a non-h-perfect graph G. The polyhedron P defined by inequalities (3.1)− (3.3)
has a non-integral vertex, hence it has a non-integral maximal vertex. Let <i
(i = 1, . . . , m) denote the total orders given by Conjecture 3.4.4. These total
orders define a clique-acyclic superorientation with special vertices:
• For each maximal clique, we orient the edges of the clique according to the
total ordering of the clique. (An edge may appear in two cliques and its
endpoints may be in different order in the two total orders; in this case, we
orient the edge in both directions.) This defines the superorientation.
• If an odd hole is a one-way cycle in this superorientation, we define its
special node to be the smallest node in its total order.
Let S be an arbitrary stable set of G. The characteristic vector of S is a 0 − 1
vertex of the polyhedron P. By the properties of the partial orders, there is a
node v ∈ V with the following properties:
• If there is a maximal clique Ki with |Ki ∩ S| = 1 and v ∈ Ki, then there is a
node u ∈ Ki ∩ S with u <i v.
• If there is an odd hole Zi with |Zi ∩ S| = (|Zi| − 1)/2 and v ∈ Zi, then there
is a node u ∈ Zi ∩ S with u <i v.
The first property means that v /∈ S and the out-neighbours of v in the su-
perorientation are not in S, so v is not dominated by S. The second property
implies that if v is the special node of an odd hole Z (that is, it is the smallest
node in the total order) then |Z ∩ S| < (|Z| − 1)/2. Therefore the existence of v
proves that S is not an almost-kernel.
3.4.3 A conjecture on clutters
Király conjectures that the converse of Theorem 3.3.22 also holds, and we prove
some partial results on it, see [53].
Conjecture 3.4.5. Let A be a clutter on ground set [n] and let B be its blocker. Then A
and B are nonideal if and only if there exist functions p : A → S and q : B → S such
that
(i) p(A) ∈ A for every A ∈ A,
(ii) q(B) ∈ B for every B ∈ B, and
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(iii) if p(A) = q(B) for some A ∈ A and B ∈ B, then |A ∩ B| > 1.
We now prove that it is enough to prove Conjecture 3.4.5 for minimally non-
ideal clutters.
Claim 3.4.6. If Conjecture 3.4.5 holds for A/s or A\s then it holds for A as well.
Proof. First suppose that the conjecture is true for A/s, and let p : A/s → S and
q : B\s → S be functions satisfying the conditions (in which case A/s = {∅}).
For a set A ∈ A let p′(A) := p(A′) for an arbitrary set A′ ∈ A/s for which
A′ ⊆ A, and for a set B ∈ B let
q′(B) :=
{
s if s ∈ B
q(B) otherwise.
So p′(A) = s for any A ∈ A. The conditions p′(A) ∈ A and q′(B) ∈ B hold. If
p′(A) = q′(B), then this element is not s, so q′(B) = q(B), and for some A′ ⊆ A,
p′(A) = p(A′). Thus |A′ ∩ B| > 1, so |A ∩ B| > 1 and the second condition also
holds.
The other case follows from the first because of symmetry.
In the following we show on one hand that the conjecture is true if we restrict
it to the cores and on the other hand that it is true if the core of the clutter (or of
its blocker) is cyclic.
Theorem 3.4.7. Let A be a minimally nonideal clutter on ground set S and let B be its
blocker. Then there exist functions p : A → S and q : B → S such that
(i) p(A) ∈ A for every A ∈ A,
(ii) q(B) ∈ B for every B ∈ B, and
(iii) if p(A) = q(B) for some A ∈ A and B ∈ B, then |A ∩ B| > 1.
Proof. Due to Lehman’s Theorem 1.4.1 the sets in A and B can be indexed as
A1, A2, . . . , An and B1, B2, . . . Bn such that |Ai ∩ Bj| > 1 if and only if i = j. So
we want to choose p(Ai) = q(Bi) ∈ Ai ∩ Bi so they are all different. To this
end we construct the bipartite graph G = (S, T; E) where T = {t1, t2, . . . tn} and
sitj ∈ E ⇔ si ∈ Aj ∩ Bj. Lehman’s Theorem implies that G is d + 1-regular: on
the side of S because ABT = I + dJ, and on the side of T because BTA = I + dJ.
So there is a perfect matching in G which gives functions p, q with the desired
properties.
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Definition 3.4.8. A clutter is cyclic if it is isomorphic to a clutter of all the sets
containing r consecutive elements in cyclic order for some r.
Theorem 3.4.9. If the core of clutter A is cyclic, then Conjecture 3.4.5 is true for A.
Proof. For easier notation let S be the set [n] and let the sets in A consist of r
consecutive elements in cyclic order. For A ∈ A let p(A) be the last element of
A in cyclic order. For A ∈ A \ A take a modulo r congruence class which has
more than one elements in A and let p(A) be the smallest element among these.
For B ∈ B let q(B) be the largest element such that the preceding r − 1
elements intersect B. There is such an element because otherwise every rth
element would be in B but rs = n + d > n.
Now suppose that p(A) = q(B) = i for A ∈ A and B ∈ B. If A ∈ A then by
the definition of p and q, A and B meet at an element among the r − 1 elements
preceding i. If A ∈ A \A then A and B meet in an element from the congruence
class of i, larger than i since this set is contained in B (by the definition of the
blocker and of q(B)) and is met by A. So p and q fulfill the criteria.
An example
Let us examine the clutter OK5 whose ground set is the edge set of the graph
K5 and which consists of the odd cycles. The blocker b(OK5) consists of the
K4 subgraphs and the subgraphs formed by a triangle together with the edge
disjoint from it. These clutters are minimally nonideal as was shown by Seymour
[57].
Figure 3.4.3 shows functions on the cores OK5 and b(OK5) whose existence
is guaranteed by Claim 3.4.7: it satisfies the conditions for the cores (the graph-
edges selected by pbad and qbad are drawn in thick; on the other clutter-edges
pbad and qbad act with a rotation symmetry).
a) b)
Figure 3.2: a) Function pbad on OK5 , b) function qbad on b(OK5)
However these functions can not be extended to the whole clutter, as shown
by the 5-cycle of the “outer” edges. This shows that good functions on the cores
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may not be extendable to the entire clutter. On the other hand, in the present
case there are functions pgood and qgood which satisfy all the requirements of
Conjecture 3.4.5; Figure 3.4.3 shows such a function (again the clutter-edges not
shown have their selected edges symmetrically).
a)
b)
Figure 3.3: a) Function pgood on OK5 , b) function qgood on b(OK5)
3.5   -completeness
We will prove that computational versions of Theorems 3.2.2 and 3.2.5 are   -
complete. These are joint results with Tamás Király [49].
The following is the computational version of Theorem 3.2.2 that we are in-
terested in.
Polytopal Sperner:
Input: vectors vi ∈ Qn (i = 1, . . . , m) whose convex hull is a full-dimensional
polytope P; a colouring of the vertices by n colours; a multicoloured sim-
plex facet F0 of P.
Output: n affine independent vectors vi1 , . . . , vin with different colours which lie
on a facet of P different from F0.
Another computational problem we consider corresponds to Theorem 3.2.5.
Extreme direction Sperner:
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Input: matrix A ∈ Qm×n and vector b ∈ Qm such that P = {x : Ax ≤ b} is
a pointed polyhedron whose characteristic cone is generated by n linearly
independent vectors; a colouring of the facets by n colours such that facets
containing the i-th extreme direction do not get colour i.
Output: a multicoloured vertex of P.
The complexity class    is defined as the set of problems which are Karp-
reducible to its prototypical problem, the following end of the line.
End of the line:
Input: a directed graph on {0, 1}n given implicitly by an algorithm polynomial
in n. It is required that in the graph, every vertex has at most one out-
neighbour and at most one in-neighbour, and 0 has no in-neighbour, but it
has an out-neighbour. The input of the algorithm is a vertex, that is, an n-
bit binary string, and its output is the out-neighbour and the in-neighbour
of the vertex.
Output: any vertex in {0, 1}n \ {0} that has degree 1 (where the degree is the
in-degree plus the out-degree).
Finally, a problem in    is called   -complete if every other problem
in    is Karp-reducible to it. The class    was introduced by Papadim-
itriou [55], who proved among other results that a computational version of 3D
Sperner’s Lemma is   -complete. Later Chen and Deng [12] proved that the 2
dimensional problem is also   -complete. The input of these computational
versions is a polynomial algorithm that computes a legal colouring, while the
number of vertices to be coloured is exponential in the input size. This is con-
ceptually different from polytopal Sperner, where the input explicitly contains
the vertices and the colouring. In polytopal Sperner the difficulty lies not in
the large number of vertices but in that the structure is encoded as a polytope.
We note that in fixed dimension polytopal Sperner is solvable in polynomial
time since then the number of facets is polynomial in the number of vertices.
Our proof of   -hardness is essentially the same as the proof by Kintali
[45] of   -hardness of the computational problem Scarf which is related to
Scarf’s Lemma (Theorem 3.3.10). Let us prove first that extreme direction
Sperner is reducible to polytopal Sperner.




Proof. Suppose that matrix A and vector b are an instance of extreme direction
Sperner and let P = {x : Ax ≤ b}. We can translate P so that it contains the
origin in its interior. In this case its polar PΔ is a polytope whose vertices can
be obtained easily from A and b. The colouring of P defines a colouring of the
vertices of PΔ except for the origin which corresponds to the infinite facet of
P. Let us cut off the origin with a hyperplane H, such a hyperplane can be
computed in polynomial time. This way, since the origin is a simple vertex of
P, we introduce exactly n new vertices and a simplex facet. The i-th new vertex
lies on the facets that correspond to all but the i-th extreme direction of P; let the
colour of it be i. We obtained a colouring of PΔ ∩ H+ (where H+ is the halfspace
bounded by H not containing the origin) which satisfies the criteria, so it is an
instance of polytopal Sperner. A multicoloured facet of PΔ ∩ H+ corresponds
to a multicoloured vertex of P.
Now let us prove that polytopal Sperner is in   , which by Proposition
3.5.1 proves also that extreme direction Sperner is in   .
Proposition 3.5.2. Polytopal Sperner is in   .
Proof. We reduce it to the problem end of the line. We can compute in poly-
nomial time a perturbation of the vertices in the input such that every facet
becomes a simplex, and every facet (as a vertex set) is a subset of an original
facet. Assume that [n] is the set of colours. We define a digraph whose nodes
are the facets that contain all colours in [n − 1] (formally, we may associate a
node to each n-tuple of vertices, all other nodes being isolated). Each (n − 2)-
dimensional face with all colours in [n − 1] is in exactly two facets. We can say
that one of them is on the left side of the face and the other is on the right side,
with respect to a fixed orientation: we compute the sign of the two determinants
of the vectors going from a fixed inner point of P to the n − 1 vertices of the
(n − 2)-dimensional face (in a fixed order) and the n-th vertex of the two facets;
the facet whose determinant is positive is on the left side, the other is on the
right. For each such (n − 2)-dimensional face, we introduce an arc from the
node corresponding to the facet on the left side to the node corresponding to the
facet on the right side.
The obtained digraph has in-degree and out-degree at most 1 in every node,
and the neighbours of a node can be computed in polynomial time. A node has
degree 1 if and only if the corresponding facet is multicoloured. We may assume
w.l.o.g. that the node corresponding to F0 is a source, so the solution of end of
the line for this digraph corresponds to finding a multicoloured facet different
from F0.
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It suffices to prove completeness for extreme direction Sperner.
Theorem 3.5.3. Extreme direction Sperner is   -complete.
Proof. The proof is analogous to the proof of   -completeness of Scarf by
Kintali [45], who proves that the problem 3-strong kernel defined below is
  -complete, and reduces it to Scarf. Recall that a digraph D = (V, E) is
clique-acyclic if for every directed cycle either the reverse of one of the arcs is
also in E, or there are two nodes of the cycle that are not connected by an arc
in E. A strong fractional kernel of D is a vector x : V → R+ such that x(K) ≤ 1
for every clique K, and for each node v there is at least one clique K in the
out-neighbourhood of v (including v) such that x(K) = 1.
3-strong kernel:
Input: A clique-acyclic digraph D = (V, E) with maximum clique size at most
3.
Output: A strong fractional kernel of D.
To reduce 3-strong kernel to extreme direction Sperner, let n = |V|, and
let us consider the polyhedron
P = {x ∈ Rn : x(K) ≤ 1 for every clique K of D}.
Since every clique has size at most 3, the number of cliques is polynomial in
n. The extreme directions of P are −ej (j ∈ [n]). As a set of colours, we use the
nodes of V. Let the colour of the facet x(K) = 1 be a source node of K. This
colouring satisfies the criterion in Theorem 3.2.5, so we have a valid input for
extreme direction Sperner. Let x∗ be a mulitcoloured vertex. For each node
v ∈ V, there is a clique K such that the facet x(K) = 1 contains x∗ and has colour
v, hence v is a source of K, that is, K is in the out-neighbourhood of v. This
means that x∗ is a strong fractional kernel.
Theorem 3.5.4. Polytopal Sperner is   -complete.





The aim of the present chapter is to propose an extension of the notions of
the blocking relation and idealness of clutters to set functions. We show that
several properties of ideal clutters are maintained: idealness is preserved for
taking minors and blockers. We also show that new types of minimally non-
ideal structures emerge. This is joint work with Tamás Király, most of the results
appeared in [48].
There have been several attempts at generalizing the notion of ideal clutters
and Lehman’s theorem ([34, 70, 35]), but their aim was to incorporate packing
polyhedra, and in particular the stable set polytopes of graphs, to the framework.
Our approach is different: for set functions on a ground set of size n, we define
a polyhedron in dimension n + 1, and show that the notion of minors, idealness,
and blocking carry over naturally to this framework.
We also define a new natural operation, which we call twisting of the set
function, that preserves idealness. This gives rise to new types of minimally
non-ideal structures, namely the set functions we get by twisting the functions
corresponding to clutters.
We provide some examples beyond clutters in Section 4.4. We show that both
the rank function and the co-rank function of a matroid are ideal. Concerning
0-1-2 set functions where f (∅) = 0 and f (v) = 1 for every v ∈ V, we show that
these are ideal if and only if the maximal sets with value 1 are the stable sets of
a nearly bipartite graph.
4.1 Gradual set functions
Let V be a finite ground set, and let f : 2V → Z be an integer-valued set function
that satisfies f (X) ≤ f (X + v) ≤ f (X) + 1 for every X  V and v ∈ V \ X. We
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call such a set function gradual. Let the blocker b( f ) : 2V → Z of f be the (gradual)
set function defined by
b( f )(X) := − f (V \ X)
for any set X ⊆ V. Obviously, b(b( f )) = f .
We define the following two minor operations on gradual functions. By delet-
ing a node v we mean the function denoted by f \v on ground set V − v for
which
f \v(X) := f (X) for every X ⊆ V − v.
Similarly by contracting v we mean the function f /v on ground set V − v for
which
f /v(X) := f (X + v) for every X ⊆ V − v.
A function f ′ is a minor of f if it can be obtained from f using deletions and
contractions. It is easy to see that the order of the operations does not affect the
minor we get, thus we will denote a minor by f \A/B if it is obtained by deleting
the nodes in A and contracting the nodes in B.
Proposition 4.1.1. If f is gradual, then its minors are also gradual.
Proof. Straightforward.
Proposition 4.1.2. For any gradual function f , b( f \v) = b( f )/v and b( f /v) =
b( f )\v.
Proof. For X ⊆ V − v we have
b( f \v)(X) = − f \v((V − v) \ X) = − f ((V − v) \ X) =
= b( f )(X + v) = b( f )/v(X),
and
b( f /v)(X) = − f /v((V − v) \ X) = − f (V \ X) = b( f )(X) = b( f )\v(X).
We call two set functions f1 and f2 translations of each other if for every
X ⊆ V, f2(X) = f1(X) + c for a constant c; we will use the notation f1 ∼= f2.
It can be seen that the notions we discuss in this chapter are preserved under
translation.
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4.1.1 Polyhedra of gradual functions
Let us assign the following three (n + 1)-dimensional polyhedra to a gradual set
function f :
P( f ) := {(y, β) ∈ Rn+1 : 0 ≤ y ≤ 1, y(X)− β ≥ f (X) for every X ⊆ V},
Q( f ) := {(y, β) ∈ Rn+1 : y ≥ 0, y(X)− β ≥ f (X) for every X ⊆ V},
R( f ) := {(y, β) ∈ Rn+1 : y(X)− β ≥ f (X) for every X ⊆ V}.
In the following we prove some basic properties of these polyhedra.
Proposition 4.1.3. If f is a gradual set function, then Q( f ) = P( f ) + Rn+.
Proof. The Q( f ) ⊇ P( f ) + Rn+ inclusion is easy, since the describing matrix of
Q( f ) has nonnegative coefficients in the first n variables.
For the Q( f ) ⊆ P( f ) + Rn+ inclusion, let (y, β) ∈ Q( f ). We want to show
that there is a (y′, β) ∈ P( f ) for which y′ ≤ y. Let y′i := min(yi, 1). Then y′ ≤ y
and 0 ≤ y′ ≤ 1 hold, so it remains to show that y′(X) − β ≥ f (X) for each
X ⊆ V. We have y′(X) = |X ∩ {i : yi > 1}|+ y(X ∩ {i : yi ≤ 1}) ≥ |X ∩ {i : yi >
1}|+ f (X ∩ {i : yi ≤ 1}) + β ≥ f (X) + β, since f is gradual.
Let C be the cone generated by {ei : i ∈ [n]} ∪ {−ei − en+1 : i ∈ [n]}. We call
a set X tight with respect to f and a vector (y, β) if y(X)− β = f (X).
Proposition 4.1.4. Every vertex (y∗, β∗) of R( f ) satisfies 0 ≤ y∗ ≤ 1, and the charac-
teristic cone of R( f ) is C, hence R( f ) = P( f ) + C.
Proof. First let us show that the characteristic cone is C. It is easy to see that all
the vectors ei and −ei − en+1 are in the characteristic cone of R( f ). If a vector
(z, γ) is in the characteristic cone of R( f ), then for every X ⊆ V, z(X)− γ ≥ 0
holds. For X := {i : zi < 0} we have (z, γ) = ∑i∈X −zi(−ei − en+1) + (z′, γ′),
where z′ ≥ 0 and γ′ ≤ 0, and it is easy to see that (z′, γ′) ∈ C.
Now let (y∗, β∗) be a vertex, and suppose that y∗v < 0. Then every tight set X
contains v, because otherwise the inequality for X + v would be violated since
f (X + v) ≥ f (X). Now, if every tight set X contains v, then (y∗, β∗) + ε(χv, 1) is
in R( f ) for some positive ε. This contradicts the fact that (y∗, β∗) is a vertex and
(−χv,−1) is an extreme direction.
Now suppose that y∗v > 1 for a vertex (y∗, β∗). Then no tight set contains
v, since otherwise the inequality for X − v would be violated: y∗(X − v)− β <
y∗(X) − 1 − β = f (X) − 1 ≤ f (X − v), a contradiction. This implies that for
some positive ε, the vector (y∗, β∗) − ε(χv, 0) is in R( f ), which contradicts the
fact that (y∗, β∗) is a vertex and ev is an extreme direction.
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Corollary 4.1.5. If f is a gradual set function, then R( f ) = Q( f ) + C.
Proof. It follows from Propositions 4.1.3 and 4.1.4 and that Rn+ ⊂ C.
Corollary 4.1.6. For a gradual function f , vert(P( f )) ⊇ vert(Q( f )) ⊇ vert(R( f )).
Proposition 4.1.7. For any gradual function f , the following hold:
P( f \v) = {(y, β) ∈ Rn−1+1 : (y, 1, β) ∈ P( f )}, and
P( f /v) = {(y, β) ∈ Rn−1+1 : (y, 0, β) ∈ P( f )},
that is, both P( f \v) and P( f /v) are facets of P( f ).
Proof. It is easy to see that for a vector (y, 1, β) ∈ P( f ), (y, β) satisfies the in-
equalities of P( f \v), since they are present in the system of P( f ) also.
If (y, β) ∈ P( f \v) and X ⊆ V − v, then on one hand we have (y, 1)(X) −
β = y(X) − β ≥ f \v(X) = f (X), and on the other hand (y, 1)(X + v) − β =
y(X) + 1 − β ≥ f \v(X) + 1 = f (X) + 1 ≥ f (X + v), since f is gradual. So
(y, 1, β) ∈ P( f ).
It is easy to see that for a vector (y, 0, β) ∈ P( f ), (y, β) satisfies the inequalities
of P( f /v), since y(X)− β = (y, 0)(X + v)− β ≥ f (X + v) = f /v(X).
If (y, β) ∈ P( f /v) and X ⊆ V − v, then on one hand we have (y, 0)(X)− β =
y(X) − β ≥ f /v(X) = f (X + v) ≥ f (X), since f is gradual, and on the other
hand (y, 0)(X + v) − β = y(X) − β ≥ f /v(X) = f (X + v), thus (y, 0, β) ∈
P( f ).
4.2 Ideal gradual set functions
Definition 4.2.1. The gradual set function f is called ideal if the polyhedron P( f )
is integral.
For a gradual set function f , let us define the following finite set of vectors
in Rn+1:
S( f ) := {(χX, f (X)) : X ⊆ V}.
We denote the set S( f )− cone{(0,−1)} by S↓( f ).
We note that the idealness of f is equivalent to P( f ) = conv{S↓(b( f ))}.
Theorem 4.2.2. For a gradual set function, the following are equivalent:
(i) f is ideal, that is, P( f ) = conv{S↓(b( f ))}
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(ii) b( f ) is ideal, that is, P(b( f )) = conv{S↓( f )}
(iii) R( f ) is an integer polyhedron, that is, R( f ) = conv{S(b( f ))}+ C
(iv) R(b( f )) is an integer polyhedron, that is, R(b( f )) = conv{S( f )}+ C
(v) Q( f ) is an integer polyhedron
(vi) Q(b( f )) is an integer polyhedron
In the proof we will use an operation B on polyhedra in Rn+1, which is
similar to taking the blocker of a polyhedron, it differs only in the last coordinate.
For a polyhedron P ⊆ Rn+1, let us define B(P) as follows:
B(P) := {(y, β) ∈ Rn+1 : xTy ≥ α + β for every (x, α) ∈ P}.
Note that B(P) is indeed a polyhedron, since using standard polyhedral tech-
niques one can prove that if P = conv{S}+ cone{T} for finite vector sets S and
T in Rn+1, then
B(P) = {(y, β) ∈ Rn+1 : sT[n]y ≥ sn+1 + β ∀s ∈ S and tT[n]y ≥ tn+1 ∀t ∈ T}. (4.1)
Suppose that the polyhedron P ⊂ Rn+1 has the following properties:
(a) ∃ᾱ : (0, ᾱ) ∈ P
(b) P is bounded from above in the last coordinate
(c) (0,−1) is in the characteristic cone of P
Proposition 4.2.3. If a polyhedron P satisfies properties (a)-(c) then so does B(P).
Proof. To see property (a), we can observe that if P = conv{S}+ cone{T}, then
from (4.1) we get that for β̄ = min(−sn+1 : s ∈ S), (0, β̄) ∈ P. For property (b)
we can take an ᾱ such that (0, ᾱ) ∈ P which implies that β ≤ 0Ty − ᾱ = −ᾱ.
For property (c) we need that xT0 ≥ −1 which is obvious, and that B(P) is
nonempty which follows from (a).
Lemma 4.2.4. If P satisfies properties (a)-(c) then B(B(P)) = P.
Proof. For every (x, α) ∈ P and (y, β) ∈ B(P) we have xTy ≥ α + β which shows
that P ⊆ B(B(P)).
Suppose that there is a vector (x∗, α∗) ∈ B(B(P)) which is not in P. Then
there is a vector (z, γ) and a number ξ such that x∗Tz + α∗γ < ξ, but for every
(x, α) ∈ P, xTz + αγ ≥ ξ. From (c) it follows that γ ≤ 0.
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Case 1: γ = 0. We show that there is an ε > 0 such that x∗Tz + α∗(−ε) <
xTz + α(−ε) for each (x, α) ∈ P. Because of (b) we know that there is an a ∈ R
such that α ≤ a for every (x, α) ∈ P. We can assume that a > α∗. If ε < ξ−x∗Tza−α∗ ,
then for every (x, α) ∈ P, ε(α − α∗) ≤ ε(a − α∗) < ξ − x∗Tz ≤ xTz − x∗Tz. Since
xTz + α(−ε) attains its minimum on P, we have an instance of Case 2.
Case 2: γ < 0. We can assume that γ = −1, since we can scale the inequalities
with a positive multiplier. So we have x∗Tz − α∗ < ξ, and for each (x, α) ∈ P,
xTz − α ≥ ξ. That means the vector (z, ξ) ∈ B(P) but for this vector (x∗, α∗) does
not fulfil the required inequality to be in the blocker of B(P), which contradicts
(x∗, α∗) ∈ B(B(P)).
Notice that for a gradual function f , the polyhedron P( f ) satisfies properties
(a)-(c).
Proposition 4.2.5. B(P( f )) = conv{S( f )}+ C and B(R( f )) = conv{S↓( f )}
Proof. First we prove that B(conv{S( f )}+ C) = P( f ), by Lemma 4.2.4 this im-
plies the first equation. Using (4.1), we have
B(conv{S( f )}+ C) = { (y, β) ∈ Rn+1 : y(X) ≥ f (X) + β ∀X ⊆ V,
yi ≥ 0 ∀i ∈ [n],
−yi ≥ −1 ∀i ∈ [n] },
which is equal to P( f ).
Now let us prove that B(conv{S↓( f )}) = R( f ), which implies the second
equation. Using (4.1), we have
B(conv{S↓( f )}) = { (y, β) ∈ Rn+1 : y(X) ≥ f (X) + β ∀X ⊆ V},
which is R( f ).
Proof of Theorem 4.2.2. Using Propositions 4.1.4 and 4.2.5 and Lemma 4.2.4 we
have
P( f ) = conv{S↓(b( f ))} +C=⇒ R( f ) = conv{S↓(b( f ))}+ C B(.)=⇒
B(.)
=⇒ conv{S↓( f )} = P(b( f )) +C=⇒ conv{S↓( f )}+ C = R(b( f )),
which shows the equivalence of (i)-(iv). Corollary 4.1.6 implies that if P( f ) is
integral then so is Q( f ), and if Q( f ) is integral then so is R( f ), which together




Proposition 4.2.6. If f is ideal, then any minor of it is also ideal.
Proof. It follows from Proposition 4.1.7.
Definition 4.2.7. A gradual set function f is called minimally nonideal (mni) if it
is not ideal but every minor is ideal.
4.3 Twisting
Definition 4.3.1. Let f be a gradual set function on ground set V, and let U be a
subset of V. The twisting of f at U is the set function f U on ground set V defined
by
f U(X) := f (XΔU) + |X ∩ U|.
The complement of f is the set function f̄ := f V .
Proposition 4.3.2. Every twisting of a gradual set function is a gradual set function.
Proof. Straightforward.
Proposition 4.3.3. For a set U ⊆ V and an element v ∈ V the following hold.
(i)
( f \v)U−v ∼=
⎧⎨
⎩ f
U/v if v ∈ U,
f U\v if v /∈ U,
(ii)
( f /v)U−v ∼=
⎧⎨
⎩ f
U\v if v ∈ U,
f U/v if v /∈ U.
Proof. Suppose first that v ∈ U and take a set X ⊆ V − v. Then
( f \v)U−v(X) = f \v(XΔ(U − v)) + |X ∩ (U − v)| =
= f ((X + v)ΔU) + |(X + v) ∩ U| − 1 =
= f U(X + v)− 1 = f U/v(X)− 1, and
( f /v)U−v(X) = f /v(XΔ(U − v)) + |X ∩ (U − v)| =
= f (XΔU) + |X ∩ U| = f U(X) = f U\v(X).
The other cases are similar.
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Proposition 4.3.4. Every twisting of an ideal set function is also ideal.
Proof. Let f be an ideal set function on V, and U be a subset of V. Consider the


















It is easy to check that M−1U = MU, so MU is unimodular. We claim that
R( f ) = MUR( f U) + (χU, |U|).
Indeed, if we denote the describing matrix of R( f ) by A (that is, the matrix
whose rows are the vectors (χX,−1)T), then by (χX,−1)TM−1U = (χXΔU,−1)T,
we have
MUR( f U) + (χU, |U|) = {MU(y, β) : A(y, β) ≥ f U}+ (χU, |U|) =
= {(z, γ) : AM−1U (z, γ) ≥ f U + AM−1U (χU, |U|)} =
= {(z, γ) : (χXΔU,−1)T(z, γ) ≥ f U(X) + (χXΔU,−1)T(χU, |U|) ∀X ⊆ V} =
= {(z, γ) : z(XΔU)− γ ≥ f (XΔU) + |X ∩ U|+ |U \ X| − |U| ∀X ⊆ V} =
= {(z, γ) : z(Y)− γ ≥ f (Y) ∀Y ⊆ V} = R( f ).
Hence we also have R( f U) = M−1U (R( f )− (χU, |U|)) = MUR( f ) + (χU, 0).
Therefore R( f ) is integer if and only if R( f U) is integer.
Corollary 4.3.5. Every twisting of an mni set function is also mni.
Proof. This follows from Propositions 4.3.3 and 4.3.4.
4.4 Examples
4.4.1 Clutters
Let C be a clutter on ground set V. Let C↑ denote the uphull of C, that is,






⎩1 if X ∈ C
↑,
0 otherwise.
It is easy to check that this works well with the minor operations: for any v ∈
V, fC\v = fC\v and fC/v = fC/v. Likewise, one can check that the blocker b( fC)
is a translation of the set function corresponding to the blocker of C, namely
fb(C) (they differ by 1).
Proposition 4.4.1. A clutter C is ideal if and only if fC is ideal.
Proof. It is easy to see that
Q( fC) = {(y, β) ∈ Rn+1 : y ≥ 0, y(X)− β ≥ fC(X) ∀X ⊆ V} =
= {(y, β) ∈ Rn+1 : y ≥ 0, −β ≥ 0, y(X)− β ≥ 1 ∀X ∈ C}.
So the face of Q( fC) in the β = 0 hyperplane is the covering polyhedron of
C, thus if fC is ideal then C is ideal too.
To see the other direction, note that in the above description all inequalities
but −β ≥ 0 are incident to the vector (0,−1). Therefore Q( fC) is the intersection
of a cone pointed at (0,−1) and the halfspace {(y, β) : β ≤ 0}. It follows that if
C is ideal then fC is also ideal.
Corollary 4.4.2. A clutter C is mni if and only if fC is mni.
We note that Lehman’s Theorem 1.4.1 has the consequence that if C is mni,
then the polyhedron Q( fC) has a unique fractional vertex and it is simple (here
a vertex is simple if it lies on n + 1 facets).
4.4.2 Matroid rank functions
For a matroid M, its rank function r and also its corank function cr are gradual
functions.
Proposition 4.4.3. Both the rank function r and the corank function cr of a matroid are
ideal gradual functions.
Proof. First we prove that cr is ideal. It is enough to show that the polyhedron
R(cr) = {(x, α) ∈ Rn+1 : x(Y)− α ≥ cr(Y) ∀Y ⊆ V}
is integer. In fact it can be proved using standard uncrossing techniques that this
system is TDI, since cr is supermodular.
The blocker of r is b(r)(Y) = −r(V − Y) = cr(Y)− r(V), which is a transla-
tion of cr, thus b(r) is ideal, hence r is also ideal by Theorem 4.2.2.
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4.4.3 Nearly bipartite graphs




0 if X = ∅,
1 if X is a stable set of G
2 otherwise.
The graph G is called nearly bipartite if for every node v, the graph G[V −
N(v)] is bipartite, where N(v) denotes the (closed) neighbourhood of v.
Proposition 4.4.4. Let f be a gradual function with values in {0, 1, 2} such that
f (∅) = 0 and f (v) = 1 (∀v ∈ V). Then f is ideal if and only if f = fG for a
nearly bipartite graph G.
Proof. If there is a set Z ⊆ V which is of size at least 3 and which is a minimal
set with f (Z) = 2, then it can be seen that f \(V − Z) is nonideal (in fact it is
mni, see the function θn Section 4.4.4).
If there is no such Z, then f = fG for a graph G.
If G is not nearly bipartite, then let v be a node for which G[V − N(v)] is not
bipartite. In this case f /v\(N(v)) is a translation of the gradual function of the
clutter formed by the edges of the graph G[V − N(v)]. Since this graph is not
bipartite, the clutter is nonideal.
Suppose now that G is nearly bipartite. It can be seen that the point (1, 0)
lies on each facet of P( fG) except for the nonnegativity facets (this is true for
any graph, by graduality). Thus it is enough to show that for any node v,
P( fG)∩ {x : xv = 0} is an integer polyhedron, that is, fG/v is ideal. This follows
from the fact that G[V − N(v)] is bipartite.
4.4.4 A class of mni gradual set functions
We saw already that the gradual functions associated with mni clutters are min-
imally non-ideal.




0 if X = ∅,
2 if X = V,
1 otherwise.
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0 if X = ∅,
n − 2 if X = V,
|X| − 1 otherwise.
They are translations of each others complements; and their blockers, b(θn) and b(θn)
are translations of θn and θn, respectively.
We note that the above set functions can be obtained by twisting the degen-
erate projective plane.
4.4.5 An mni set function with non-simple fractional vertex
We mentioned in Section 4.4.1 that if our mni set function fC is defined by an mni
clutter C, then Q( fC) has a unique fractional vertex and it is simple. This raises
the question whether this is true for arbitrary mni set functions as well. The
following mni set function f on ground set [5] is an example where the unique





0 if X = ∅,
1 if |X| = 1 or X ∈ {{1, 2}, {2, 3}, {3, 4}{4, 5}},
2 if |X| = 3 or X ∈ {{1, 3}, {1, 4}, {1, 5}, {2, 4}, {2, 5}, {3, 5}}
or X ∈ {{1, 3, 4, 5}, {1, 2, 4, 5}, {1, 2, 3, 5}},
3 if X ∈ {{1, 2, 3, 4}, {2, 3, 4, 5}, {1, 2, 3, 4, 5}}.
The question of uniqueness of the fractional vertex remains open.
4.5 Convex and concave gradual extensions
Let g be a function on a box B in Rn. We call g gradual if for every x, z ∈ B for
which x ≤ z, g(x) ≤ g(z) ≤ g(x) + ‖z − x‖1 holds. In this section we consider
gradual extensions of a gradual set function f to the unit cube {x ∈ Rn : 0 ≤
x ≤ 1}, and prove that f is ideal if and only if it has a unique convex gradual
extension to the unit cube.
Proposition 4.5.1. The maximal convex extension of a gradual set function f to the
unit cube {x ∈ Rn : 0 ≤ x ≤ 1} is
f̂ (z) := min{ ∑
Y⊆V
λY f (Y) : λY ≥ 0 ∀Y ⊆ V, ∑
Y⊆V
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which is moreover gradual. The minimal convex gradual extension of f to the unit cube
is
f̃ (z) := max{ f (Y) + z(Y)− |Y| : Y ⊆ V}.
Proof. It is easy to check that f̂ is a convex function, and that it is indeed an
extension of f .
Let us first check that f̂ is gradual. It is enough to prove the condition for x
and z ∈ [0, 1]n for which z = x + αei for some i ∈ V and positive α. To prove that
f̂ (x) ≤ f̂ (z), let λz attain the minimum in the definition of f̂ (z). Let us modify
λz as follows, to get λ′: we decrease some positive λzY for sets Y that contain i, in
total with α, and increase the corresponding λzY−i with the same amount. Then
λ′ ≥ 0, ∑Y⊆V λ′Y = 1 and ∑Y⊆V λ′YχY = x, and since f (Y) ≥ f (Y − i), we have
f̂ (z) = ∑
Y⊆V
λzY f (Y) ≥ ∑
Y⊆V
λ′Y f (Y) ≥ f̂ (x).
To prove that f̂ (z) ≤ f̂ (x) + α, let λx attain the minimum in the definition of
f̂ (x). Now we modify λx as follows, to get λ′′: we decrease some positive λxY for
sets Y not containing i, in total with α and increase λxY+i with the same amount.
Then λ′′ ≥ 0, ∑Y⊆V λ′′Y = 1 and ∑Y⊆V λ′′YχY = z, and since f (Y) ≥ f (y + i)− 1,
we have that
f̂ (x) = ∑
Y⊆V
λxY f (Y) ≥ ∑
Y⊆V
λ′′Y f (Y)− α ≥ f̂ (z)− α.
To prove that f̂ is the maximal convex extension of f , let g be an arbitrary
convex extension of f . Then for the coefficient vector λ ∈ R2V+ for which
∑Y⊆V λY = 1, f̂ (z) = ∑Y⊆V λY f (Y) and ∑Y⊆V λYχY = z, we have g(z) ≤
∑ λYg(Y) = ∑ λY f (Y) ≤ f̂ .
Now let us turn to f̃ . It is an extension of f , because
f̃ (χZ) = max{ f (Y) + |Z ∩ Y| − |Y| : Y ⊆ V}
= max{ f (Y)− |Y \ Z| : Y ⊆ V} = f (Z),
where we use that f (Z) ≥ f (Y)− |Y \ Z|, since f is gradual.
The function f̃ is convex, because it is the maximum of finitely many linear
functions.
To prove that f̃ is gradual, it is again enough to consider x, z ∈ [0, 1]n for
which z = x + αei for some i ∈ V and α > 0. If Yx attains the maximum in the
definition of f̃ (x), then
f̃ (x) = f (Yx) + x(Yx)− |Yx| ≤ f (Yx) + z(Yx)− |Yx| ≤ f̃ (z).
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On the other hand, if Yz attains the maximum in the definition of f̃ (z), then
f̃ (z) = f (Yz) + z(Yz)− |Yz| ≤ f (Yz) + x(Yz)− |Yz|+ α ≤ f̃ (x) + α,
using that z(Yz) either equals to x(Yz) (if i /∈ Yz), or is x(Yz) + α (if i ∈ Yz), so
in either case z(Yz) ≤ x(Yz) + α.
It remains to prove that f̃ is the minimal convex gradual extension of f . Let
g be a convex gradual extension of f . We have to show that for any vector




⎩zi if i ∈ Y,0 if i /∈ Y.
Obviously, z′ ≤ z and z′ ≤ χY, thus, since g is a gradual function, we have
g(z′) ≤ g(z) and g(χY) ≤ g(z′) + ‖χY − z′‖1, thus
g(z) ≥ g(z′) ≥ g(χY)− ‖χY − z′‖1 = f (Y)− ∑
i∈Y
(1 − zi) = f (Y)− |Y|+ z(Y),
so we are done.
Proposition 4.5.2. A gradual set function f is ideal if and only if it has a unique convex
gradual extension to the unit cube.
Proof. By Proposition 4.5.1 it is enough to prove that f is ideal if and only if
f̂ = f̃ . By definition, f is ideal if and only if there is no (x, α) ∈ P( f ) \
conv{S↓(b( f ))}. Substituting z = 1 − x and γ = −α, this is equivalent to that
there is no (z, γ) ∈ Rn+1 for which 0 ≤ z ≤ 1, and which satisfies |Y| − z(Y) +
γ ≥ f (Y) for each set Y ⊆ V, and which is not in conv{(χV\Y,−β) : b( f )(Y) ≥
β}.
The convex hull can be written as conv{(χY, β) : b( f )(V \ Y) ≥ −β} =
conv{(χY, β) : f (Y) ≤ β}. We claim that (z, γ) ∈ conv{(χY, β) : f (Y) ≤ β}
if and only if γ ≥ f̂ (z). For the “only if” direction, if (z, γ) ∈ conv{(χY, β) :
f (Y) ≤ β}, then there exist nonnegative coefficients λY for Y ⊆ V which sum
up to 1, and for which ∑Y⊆V λYχY = z, and numbers βY ≥ f (Y) (for Y ⊆ V) for





λY f (Y) ≥ f̂ (z).
For the “if” direction, if γ ≥ f̂ (z) then there exist nonnegative coefficients λY for
Y ⊆ V which sum up to 1 and for which ∑Y⊆V λYχY = z and ∑Y⊆V λY f (Y) ≤ γ.
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Then it is easy to see that we can choose numbers βY ≥ f (Y) (for Y ⊆ V) for
which ∑Y⊆V λYβY = γ, which implies that (z, γ) is in the convex hull.
Using this, we have that f is ideal if and only if there is no (z, γ) ∈ Rn+1 for
which γ ≥ f̃ (z) and γ < f̂ (z), which means that f̃ ≥ f̂ , which is equivalent to
f̃ = f̂ , since Proposition 4.5.1 implies that f̃ ≤ f̂ always holds.
Theorem 4.5.3. For a gradual set function f , the following are equivalent.
(i) f is ideal,
(ii) f has a unique convex gradual extension to the unit cube,
(iii) f has a unique concave gradual extension to the unit cube,
(iv) conv(S( f )) can be described as
{(x, α) ∈ Rn+1 : 0 ≤ x ≤ 1,
x(Y)− α ≤ u(Y) ∀Y ⊆ V,
x(Y)− α ≥ l(Y) ∀Y ⊆ V }
for some set functions u and l,
(v) conv(S( f )) can be described as
{(x, α) ∈ Rn+1 : 0 ≤ x ≤ 1,
x(Y)− α ≤ |Y| − f (Y) ∀Y ⊆ V,
x(Y)− α ≥ b( f )(Y) ∀Y ⊆ V }.
Proof. Proposition 4.5.2 states that (i) and (ii) are equivalent.
By Theorem 4.2.2, f is ideal if and only if its blocker b( f ) is ideal. The graph
of b( f ) is obtained by a point reflection through the point (12 ,
1
2 , . . .
1
2 , 0), thus f
has a unique convex gradual extension if and only if b( f ) has a unique concave
gradual extension, so we have (ii) ⇔ (iii).
By Propositions 4.5.1 and 4.5.2, if f is ideal, then f̂ = f̃ , thus the facets of
the convex hull for which the last coordinate of their normal vector is negative,
are of the form α ≥ f (Y) + x(Y)− |Y| for some Y ⊆ V. By the same argument
for the blocker, the facets with positive last coordinate are of the form −α ≥
b( f )(Y) + (1− x)(Y)− |Y| for some Y ⊆ V. The facets with last coordinate 0 are
among 0 ≤ x ≤ 1. Thus ideality implies (v).
(iv) trivially follows from (v).
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Now suppose that the set functions u and l describe conv(S( f )) as in (iv).
We want to prove that f has a unique convex gradual extension, namely (ii). For
x ∈ [0, 1]n let g(x) be max{x(Y)− u(Y) : Y ⊆ V}, that is, the “lower envelope”
of conv(S( f )). We claim that g is the only convex gradual extension of f . It is
certainly convex and gradual, since it is the maximum of (finitely many) linear
gradual functions, and we know that it is the maximal convex extension of f .
Let g′ be a convex gradual extension of f , and take x ∈ [0, 1]n. Let Y be the set
for which g(x) = x(Y)− u(Y), and let x′ be the vector for which
x′i :=
⎧⎨
⎩xi if i ∈ Y0 if i /∈ Y .
Since g′ is gradual, we have
g′(x) ≥ g′(x′) ≥ g′(χY)− ‖χY − x′‖1 = f (Y)− (1 − x)(Y) =
= f (Y)− |Y|+ x(Y) = f (Y)− |Y|+ g(x) + u(Y) ≥ g(x),
where the last inequality is valid since (χY, f (Y)) ∈ conv(S( f )). We proved that
g′ ≥ g, thus g is the minimal convex gradual extension of f , so we are done.
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[70] András Sebő. Characterizing noninteger polyhedra with 0–1 constraints. In
R.E. Bixby, E. Boyd, and R. Ríos-Mercado, editors, Integer Programming and
Combinatorial Optimization, volume 1412 of Lecture Notes in Computer Science,
pages 37–52. Springer Berlin / Heidelberg, 1998. 77
[71] F. Bruce Shepherd. Applying Lehman’s theorems to packing problems.
Mathematical Programming, 71(3):353–367, 1995. 55
[72] Emanuel Sperner. Neuer beweis für die invarianz der dimensionszahl und
des gebietes. Abh. Math. Sem. Univ. Hamburg, 6:265–272, 1928. 49
[73] Jimmy J.M. Tan. A necessary and sufficient condition for the existence of a
complete stable matching. Journal of Algorithms, 12(1):154–178, 1991. 61, 62
[74] Éva Tardos. Generalized matroids and supermodular colourings. In
L. Lovász and A. Recski, editors, Matroid Theory, pages 359–382. North-
Holland, 1985. 42
[75] Nobuaki Tomizawa. Theory of hyperspace (XVI) — on the structures of
hedrons (in Japanese). Technical Report CAS82-172, Papers of the Technical
Group on Circuits and Systems, Institute of Electronics and Communica-
tions Engineers of Japan, 1983. 13, 24
[76] Johannes G. van der Corput. Konstruktion der minimalbasis für spezielle
diophantische systeme von linear-homogenen gleichungen und ungle-
ichungen. Proceedings Koninklijke Akademie van Wetenschappen te Amsterdam,
34:515–523, 1931. 9
[77] Johannes G. van der Corput. über diophantische systeme von linear-
homogenen gleichungen und ungleichungen. Proceedings Koninklijke
Akademie van Wetenschappen te Amsterdam, 34:372–382, 1931. 9
[78] Günter M. Ziegler. Lectures on polytopes, volume 152 of Graduate Texts in
Mathematics. Springer, 1995. 46, 49
98
Summary
In this thesis we explore questions related to polyhedra and integrality. The three
main chapters are loosely connected and contain results of different nature.
In Chapter 2 we examine several properties of polyhedra from a computa-
tional complexity point of view. We prove that testing whether a conic system
is TDI – or, equivalently, testing whether a set of vectors forms a Hilbert-basis
– is  -complete, even for binary rows (respectively vectors) with at most
three 1s. This answers a question raised by Papadimitriou and Yannakakis in
1990. We prove also that it can be decided in polinomial time whether a system
describes a generalized polymatroid and the same is true for integer generalized
polymatroids. We use a notion called total dual laminarity and prove that it is
in contrast -hard. In addition, we prove that integer g-polymatroids form a
maximal class for which it is true that every pairwise intersection is an integer
polyhedron.
We begin Chapter 3 by stating a polyhedral version of Sperner’s lemma and
then we deduce a variety of mostly known results from it, such as the theorem
of Boros and Gurvich that perfect graphs are kernel-solvable and a new gener-
alization of it, a game theoretic result of Scarf, a result by Fleiner on a matroidal
generalization of kernels, and another one on stable flows. Motivated by the fact
that the converse of the Boros–Gurvich Theorem is also true by the Strong Perfect
Graph Theorem, we investigate possible converse statements of the polyhedral
Sperner’s lemma and some of its applications – we give some counterexamples
and a few special cases when the converse remains true. We show also that
the complexity problem corresponding to the polyhedral Sperner’s Lemma is
-complete.
In Chapter 4 we define a notion of idealness of set functions which general-
izes ideal clutters to set functions instead of set systems. We generalize several
related notions like the blocking relation, minors, minimally non-idealness and
prove that many of their properties stay true. We prove several equivalent for-
mulations of idealness and minimally non-idealness, one of which is new to this
general framework: a set function is ideal if and only if it has a unique convex
(or concave) gradual extension to the unit cube. By an example we show that
Lehman’s Theorem in its full generality does not extend to this setting.
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Összefoglaló
A disszertációban poliéderekkel és egészértékűséggel kapcsolatos kérdéseket
derítünk fel. A három fő fejezet lazán kapcsolódik egymáshoz, és különböző
jellegű eredményeket tartalmaz.
A második fejezetben poliéderek néhány tulajdonságát vizsgáljuk bonyolult-
ságelméleti szempontból. Bebizonyítjuk, hogy  -teljes eldönteni, hogy egy
homogén lineáris rendszer TDI-e, vagy ekvivalens módon, hogy vektorok egy
halmaza Hilbert-bázist alkot-e, abban az esetben is, ha a sorok illetve vektorok
binárisak, legfeljebb három egyessel. Ez megválaszolja Papadimitriou és Yan-
nakakis 1990-ben felvetett kérdését. Emellett polinomiális algoritmust adunk
annak eldöntésére, hogy egy adott rendszer g-polimatroidot (illetve egész g-
poliamtroidot) határoz-e meg. A teljesen duálisan laminaritás fogalmát használ-
juk, amiről viszont belátjuk, hogy eldöntése -nehéz. Ezen felül belátjuk, hogy
az egész g-polimatroidok halmaza maximális olyan, amiben minden páronkénti
metszet egész poliéder.
A harmadik fejezetet azzal kezdjük, hogy megfogalmazzuk a Sperner lemma
egy poliéderes változatát, amiből ezután számos, főként ismert tételt vezetünk le
egyszerűen, például Boros és Gurvich tételét, miszerint a perfekt gráfok kernel-
megoldhatók, amit általánosítunk is, Scarf egy játékelméleti eredményét, Fleiner
egy eredményét a kernelek matroidos általánosításáról, és egy másik eredményét
stabil folyamokról. Azáltal ösztönözve, hogy a Boros-Gurvich tétel fordított
iránya is igaz az erős perfekt gráf tétel miatt, megvizsgáljuk a poliéderes Sperner
lemma illetve néhány alkalmazásának lehetséges megfordítását – adunk néhány
ellenpéldát, és mutatunk néhány speciális esetet, ahol igaz a fordított irány. Azt
is belátjuk, hogy a poliéderes Sperner lemmának megfelelő bonyolultságelméleti
feladat -teljes.
A negyedik fejezetben kiterjesztjük az idealitás fogalmát halmazrendszerek-
ről halmazfüggvényekre. Néhány további kapcsolódó fogalmat is általánosítunk,
mint a blokker, a minorok, a minimálisan nemideális halmazrendszerek, és meg-
mutatjuk, hogy számos tulajdonságuk szintén kiterjed. Belátjuk néhány ekvi-
valens jellemzését az idealitásnak és az mni-ségnek, amik egyike újdonság ebben
a kontextusben: egy halmazfüggvény pontosan akkor ideális, ha egyértelmű a
konvex (vagy konkáv) kiterjesztése az egységkockára. Egy példával megmu-
tatjuk, hogy Lehman tétele teljes általánosságában nem terjeszthető ki.
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