Credit scoring technology is a kind of statistical model, which is widely used for Risk Assessment scoring for loan applicants, which can predict credit risk of applicants, based on information provided by customers, historical data of customers and data from third-party platforms (sesame score, Wechat score, etc.). Based on the data provided by an auto finance institution, this paper completes data processing, feature variable selection, variable WOE coding discretization, logistic regression model development and evaluation, credit scoring card establishment, which provides a reference for the risk control of this auto finance institution.
Introduction
With the rapid development of China's auto financial market, consumers' awareness and trust in auto finance are gradually enhanced with the professional, efficient and convenient service advantages of auto financial participants. More gratifying is that, the laws and regulations of the state have made many adjustments to promote the development of auto finance. At the end of March 2016, the People's Bank of China and the CBRC jointly issued the Guiding Opinions of the CBRC of the People's Bank of China on Enhancing Financial Support in the New Consumption Area, Allow auto finance companies to provide loans (or financial leases) to consumers while providing financing for additional products (including purchase tax, insurance, and even decoration) attached to the purchased vehicles according to consumers' wishes. 
Introduction to Credit Risk in Auto Finance
For auto finance, it also faces the risk of credit evaluation. Most auto loan companies have their own credit management system and credit evaluation technology, but due to their different situations, together with the lack of credit management dimension and unreasonable, the core credit management dimensions of vehicle value, credit status, work and operation status, family stability, debt status, and bad habits are not in place, which leads to post-loan risk.
At present, in the credit risk management of auto finance companies, subjective judgment is the main way to identify and evaluate the risk, which means full of randomness. The basic data used in the model mostly come from the qualitative judgment of credit personnel, which cannot achieve the ideal effect of risk management. In the future business operation, in order to improve the technical level of credit risk management, most auto financial institutions willing focus on quantitative indicators, establish a risk control mechanism using loan risk degree model and behavioral scoring model as tools, and use mathematical statistics model to measure and analyze risks, so as to achieve a reasonable offset of risks. Under this context, this paper provides a reference for credit granting of auto financial institutions by data modeling of an auto financial company.
Data Processing

Data Description
The data used in this practice analysis are randomly extracted from the actual application data of a domestic mainstream auto finance company in the past two years. The data amount is 30w, including 14 variables. The general situation is shown in the table below: 
Data Acquisition And Viewing
From the data view, the results show that the number of missing characteristic quantities MonthlyIncome is 59462, while NumOfHoney is less, the number is 7848.
Data Preprocessing
Missing Value Processing. The methods of dealing with missing values include the following: a) Direct deletion of samples with missing values, b) Fill in missing values according to similarities between samples, 3) Fill in missing values according to the correlation between variables.
The missing rate of variable MonthlyIncome is relatively high, so we fill the missing value according to the correlation between variables and adopt random forest method to fill it. NumOfHoney are missing less and deleted directly.
Abnormal Value Processing. Except the missing values are processed, abnormal values also need to be processed. Abnormal values generally refer to values that deviate from the data. In statistics, the values below Q1-1.5IQR and higher than Q3+1.5IQR are often regarded as abnormal values. In this dataset, abnormal values can be clearly seen by drawing box diagrams, such as:
It is obvious that two of the three features deviate from the distribution of other samples and can be removed. In addition, we found that the sample with age 0 is obviously not in line with common sense and should be discarded as abnormal value.
Univariate Exploratory Analysis. Before building models, exploratory data analysis (EDA) is usually performed on existing data. In this paper, we analyzed the characteristic quantities of age and MonthlyIncome as follows: It can be seen that the distribution of age is approximately normal distribution, which is in line with the statistical analysis hypothesis. Similarly, the distribution of MonthlyIncome is approximately normal, which conforms to the statistical analysis hypothesis.
Data Partitioning. In order to test the model better, we divide the data into training set and test set. The test set takes 30% of the original data.
Variable Selection
Feature variable selection is very important for data analysis and machine learning practitioners. In this paper, we compare the default probability of index sub-boxes and corresponding sub-boxes to determine whether the variable meets the statistics significance.
Variable Binning (Variable Discretization)
Variable binning is a term for continuous variable discretization. We first choose the optimal binning of continuous variables, and then consider the algorithm of better grouping of continuous variables by equal-length intervals when the distribution of continuous variables does not meet the requirements of optimal binning. For centralized variables such as TotalDebet 、 age 、 DebtRatio and MonthlyIncome, we use optimal binning to divided them.
After grouping, for group i, the calculation formula for WOE is as follows:
(1)
Among them, py1 is the response customer in this group (in the risk model, which refers to the value of the predicted variable in the model as "yes" or 1 of the individuals) accounted for the proportion of all responding customers in all samples, py0 is the proportion of unresponsive customers in this group who account for all unresponsive customers in the sample. #Bj is the number of responding customers in this group，#Gj is the number of unresponsive customers in this group，#BT is the number of all responding customers in the sample，#GT is the number of all unresponsive customers in the sample.
IV The calculation formula is as follows:
(2)
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Variable Correlation Analysis
Before modeling, it is necessary to examine the dependencies between variables, and if there is a strong correlation between the independent variables, the accuracy of the model is affected, and if there is a strong correlation between the independent variable and the dependent variable, you should pay more attention.
Figure 5. Variable Correlation Analysis
We can see from the figure above:
1) The correlation between the respective variables is very small. In fact, Logistic regression also needs to test the multiple collinearity problems, but here due to the small correlation between the variables, it can be preliminarily judged that there are no multiple collinearity problems.
2) Also, we can see three features have a strong correlation with the value desired we want to predict: NumOfTime30-59，NumOfTime90 and NumOfTime60-89.
IV Prediction
IV value is a quantitative indicator that measures the predictive ability of an independent variable, and the IV values of each variable are predicted below. Obviously, the IV value of DebtRatio, MonthlyIncome, NumOfCreditAndLoan, NumOfRealEstate and NumOfHoney is very low, so we directly delete them. Thus we choose x1, x2, x3, x7 and x9 as useful variables used for following model construction.
Model Development and Evaluation
WOE Conversion
WOE conversion can transform the logistic regression model into a standard scoring card format. In this case, the logistic regression model needs to handle a larger number of independent variables.
Although this increases the complexity of the modeling program, the resulting scoring cards are the same.
Establishing Logistic Regression Model
Model Evaluation
After the model is established, the ROC curve is drawn to determine the accuracy of the model by importing the data of the test set.
WOE Conversion of Test Set Data
Fitting the Model, Drawing the ROC Curve to Obtain the AUC Value Figure 7 . ROC curve From the figure above, the AUC value is 0.85, which indicates that the prediction effect of the model is good, and the correct rate is high.
Credit Score Card Creation
The credit score card created is as follows: Table 2 . Credit Score Card
Conclusion
In this paper, we have presented a general credit risk model, which can be used by local auto finance institution. Above practice is based on machine learning algorithm, through the replacement of data and the improvement of the algorithm to realize the model self-building, so that the institution's credit scoring system more and more powerful. Now this model has already deployed on their online system, and provides a significant suggestion for approval.
