This paper addresses the problem of clock skew and offset estimation for the IEEE 1588 precision time protocol. Built on the classical two-way message exchange scheme, IEEE 1588 is a prominent synchronization protocol for packet switched networks. It is employed in various applications including cellular base station synchronization in 4G long-term evaluation backhaul networks, substation synchronization in electrical grid networks and industrial control. Due to the presence of random queuing delays in a packet switched network, the recovery of clock skew and offset from the received packet timestamps can be viewed as a statistical estimation problem. Recently, assuming perfect clock skew information, minimax optimum clock offset estimators were developed for IEEE 1588. Building on this work, we develop minimax optimum clock skew and offset estimators for IEEE 1588 in this paper.
I. INTRODUCTION
Precise synchronization of events is essential to ensure the proper functioning of a distributed network. The IEEE 1588 Precision Time Protocol (PTP) [1] is a popular time synchronization protocol for synchronizing the slave clocks to a master clock. It is cost effective and offers accuracy comparable to Global Positioning System (GPS)-based timing. PTP is utilized in various applications including electrical grid networks [2] , cellular base station synchronization in 4G Long Term Evaluation (LTE) [3] , substation communication networks [4] and industrial control [5] . In this paper, we will develop clock synchronization algorithms for PTP in a packet switched network.
The clock at the slave node can be modeled mathematically, as a function c(t) of the time of the master node's clock t. When the clocks of the slave and master node are synchronized, then c(t) = t. However, in practice these clocks are not synchronized, implying a synchronization error e(t) = |c(t)−t|, that tends to grow over large time scales unless synchronization approaches are implemented. In general, the clock of the slave node is modeled as c(t) = φt + δ [6] - [11] , where φ and δ denote the relative clock skew and offset of the slave's clock with respect to the master's clock respectively.
A number of time synchronization protocols including PTP, Timing Protocol for Sensor Networks (TPSN) [12] , tiny-sync [13] , and Lightweight Time Synchronization (LTS) [14] are built on the classical two-way message exchange scheme. In these protocols, the slave node exchanges a series of synchronization packets with the master node and uses the packet timestamps to estimate φ and δ. The messages traveling between the master and slave node can encounter several intermediate switches and routers accumulating delays at each node. The main factors contributing to the overall delay are the fixed propagation and processing delays at the intermediate nodes along the network path between the master and slave node and the random queuing delays at each such node. This randomness in the overall network traversal time is June 26, 2018 DRAFT referred to as Packet Delay Variation (PDV) [11] , and the problem of estimating φ and δ, while combating the noisiness in the observations that occur due to PDV is called the "Clock Skew and Offset Estimation" (CSOE) problem.
Popular Probability Density Function (pdf) models available in the literature to model the PDV include Gaussian, exponential, gamma, Weibull, and log-normal [9] . The Cramer-Rao lower Bound (CRB) and the Maximum Likelihood (ML) estimate of the clock skew and offset for some of these PDV delay models were derived in [6] - [8] . The popular PDV delay models, however, seem unsuitable for general packet switched networks. For example, consider the scenario where PTP is used to synchronize the cellular base stations in 4G LTE networks using mobile backhaul networks. The backhaul networks are leased from commercial Internet Service Providers (ISPs), and the network is shared with other commercial and non-commercial users. The background traffic generated by these users often results in random delays for the synchronization packets.
In the context of the backhaul networks, ITU-T G.8261 specification [15] provides models for modeling the background traffic. The empirical pdf of the PDV in the backhaul networks were obtained in [10] , and are shown in Figure 1 . Similar random delays can occur in any case where a shared network is utilized. The popular available pdf models do not closely match most of the cases in Figure 1 .
Furthermore, the PDV pdf typically has limited support in a packet switched network. Hence, the CRB (the most popular lower bound in estimation theory) is not suitable for evaluating the performance of a CSOE scheme in these networks as the regularity conditions are violated [10] . Guruswamy et al. [10] addressed this issue and developed performance lower bounds for an invariant clock offset estimation scheme for PTP assuming knowledge of the clock skew.
Building on their previous work of [10] , Guruswamy et al. [11] developed minimax optimum clock offset estimation schemes for PTP under the squared error loss function.
Following the work of [11] , we will for the first time, develop minimax optimum CSOE schemes for PTP in this paper. The problem of estimating the clock skew and offset in the 
II. SIGNAL MODEL AND PROBLEM STATEMENT
In this section, we briefly describe the two-way message exchange scheme used in IEEE 1588 and present the considered problem statement. Recall that the relative clock skew and offset of the slave node with respect to the master node are denoted by φ ∈ R + and δ ∈ R, respectively. Assuming P rounds of two-way message exchanges, the following sequence of messages are exchanged between the master and slave node during the i th round of message exchanges (i = 1, 2, · · · , P ). For each i, the master node initiates a two-way message exchange by sending a sync packet to the slave at time t 1i . The value of t 1i is later communicated to the slave via a follow up message. The slave node records the time of reception of the sync message June 26, 2018 DRAFT as t 2i . The slave node sends a delay req message to the master node while recording the time of transmission as t 3i . The master records the time of arrival of the delay req packet at time t 4i and this value is later communicated to the slave using a delay resp packet. This procedure can be mathematically modeled as [6] - [9] 
for i = 1, 2, · · · , P . In (1) and (2), d ms and d sm denote the fixed propagation delays in the master-to-slave forward path and slave-to-master reverse path respectively. The variables w 1i
and w 2i denote the random queuing delays in the forward and reverse path respectively. Define
In our work, we assume the queuing delays in the forward and reverse path are independent. Following [7] , [11] , we consider two observation models based on the amount of information available regarding the fixed path delays d ms and d sm :
1) Known fixed delay model (K-Model): In this model, we assume complete knowledge of the fixed-path delays d ms and d sm . The received timestamps can be arranged in vector form as
where, from (1) and (2), we have y = [t 2 , t 3 ] T , and u = [u 1 ,
The unknown parameters in this model are φ and δ.
2) Standard model (S-Model):
Freris et al. [21] provided some necessary conditions for obtaining a unique solution for the system of equations given in (1) and (2) . We need to know either one of the fixed path delays (either d ms or d sm ), or have a prior known affine relationship between the fixed delays (see Theorem 4 in [21] ). In this model, we assume a prior known affine June 26, 2018 DRAFT relationship between the fixed path delays. For simplicity, we assume the fixed path delays are equal, i.e., d ms = d sm = d, where d represents the unknown fixed path delay in the master-slave communication path 1 . The received time stamps can be arranged in vector form as follows
where
The unknown parameters in this model are φ, d and δ.
Problem Statement: In this paper, we look to develop CSOE schemes for estimating φ and δ from the received timestamps for the considered observation models.
III. STATISTICAL PRELIMINARIES
The purpose of this section is to formalize the concept of invariance by defining groups of transformations over parameter and observation spaces. To this end, we repeat several essential definitions from [16] to establish some concepts of invariant estimation theory. It is assumed throughout this section that the observed data x ∈ R N is characterized by the pdf f (x|θ), which depends upon the vector of unknown parameters θ with the corresponding parameter space Θ.
Suppose we are interested in estimating an unknown scalar parameter θ ∈ θ. Let ψ denote an estimator of θ, ψ(x) denote the estimate of θ obtained using the estimator ψ on x, and L(ψ(x), θ) denote the considered loss function. The performance of the estimator ψ can be characterized by the following [17]:
1) The conditional risk of an estimator 1 We should mention here that the proposed estimators are also applicable when there is a prior known affine relationship between dms and dsm, i.e., dms = adsm + c, where the constants a and c are known. 2) The maximum risk of an estimator
3) The average risk of an estimator
where p(θ) is a prior distribution defined over θ ∈ Θ.
In our work, we are primarily interested in developing minimax estimators, that is estimators that minimize the maximum risk over all possible estimators of the parameter of interest. We first present the definition of a minimax estimator from [17] .
Definition 1 (Minimax estimators). An estimator ψ M inM ax of θ ∈ θ is said to be a minimax estimator of θ for the considered loss function, if
We use the approach given in [16] (see Chapter 5) to design a minimax estimator of θ. We first construct the optimum invariant estimator of θ for a considered (invariant) loss function and then show the optimum invariant estimator is a minimax estimator of θ for the considered loss function.
We now present some important definitions from [16] with regards to invariant estimation theory. A measurable function f : R N → R N is called a transformation on R N . If g 1 and g 2 are two transformations on R N , the composition of g 1 and g 2 , denoted by g 2 g 1 , is defined as
We are now ready to define a group of transformations.
Definition 2 (Section 6.2.1, [16] ). A group of transformations on R N , denoted by G, is a set of one-to-one and onto transformations which satisfy the following conditions:
• If g 1 ∈ G and g 2 ∈ G, then g 2 g 1 ∈ G.
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• If g ∈ G, then g −1 , the inverse transformation defined by the relation g −1 (g(x)) = x, is in G.
• The identity transformation e, defined by e(x) = x, is in G.
Let F denote the class of all densities f (x|θ) for θ ∈ Θ and G denote a group of transfor-
Definition 3 (Section 6.2.2, [16] ). The family of densities F is said to be invariant under G, if for every g ∈ G and θ ∈ Θ, there exists a unique θ * ∈ Θ such that x g = g(x) has density
is a group of transformations on Θ [16] . We now present a simple example to illustrate these ideas.
x N ] and h(.) be a known density. Consider the class of densities of the form
where µ ∈ R (location parameter) and σ ∈ R + (scale parameter) are both unknown. From Definition 3, the class of such densities is invariant under the group of location-scale transformations (see Example 5, Section 6.2.1, [16] ) G af f ine , on R N , defined as
To be invariant, an estimation problem must have a loss function which is unchanged by the relevant transformations. We now present the definition of an invariant loss function.
Definition 4 (Section 6.2.2, [16] ). Let F be invariant under the group G andθ be an estimate of θ. A loss function L(θ, θ) is said to be invariant under G, if for every g ∈ G, there exists an θ * such that L(θ, θ) = L(θ * ,ḡ(θ)) for all θ ∈ Θ. We denoteθ * byg(θ).
In an invariant estimation problem, the formal structures of the statistical distributions of x and g(x) are identical. Hence the invariance principle states that the estimates obtained from x and g(x), using an estimator must be related [16] . We now present the definition of an invariant estimator.
Definition 5 (Section 6.2.3, [16] ). Let ψ denote an estimator of θ ∈ θ, and ψ(x) denote the estimate of θ obtained from the received observations x characterized by the pdf f (x|θ). We
Example (Example 1 continued). Letμ andσ denote estimators of µ and σ, respectively and letμ(x) andσ(x) denote the estimates obtained from x. From Definition 5, the estimatorsμ
for all g a,b ∈ G af f ine . From Definition 4, the loss functions for µ and σ, defined by
respectively, are invariant under G af f ine from (11), since
for all g a,b ∈ G af f ine from (11) . The loss functions given in (15) are called the scale-normalized squared error loss.
We now present an important definition regarding the transitivity of the group of transformations on Θ and the conditional risk of invariant estimators.
Definition 6 (Section 6.2.3, [16] ). A groupḠ of transformations of Θ is said to be transitive if for any θ 1 , θ 2 ∈ Θ, there exists someḡ ∈Ḡ for which θ 2 =ḡ(θ 1 ).
Theorem 1 (Section 6.2.3, [16] ). WhenḠ is transitive and the loss function is invariant, the conditional risk of an invariant estimator ψ of θ ∈ θ, is constant for all θ ∈ Θ.
Remark. If the group of transformationsḠ on Θ is transitive, and ψ is an invariant estimator of θ, we have
for any p(θ) defined over θ ∈ Θ.
WhenḠ is transitive, we can construct the optimum (or minimum conditional risk) invariant estimator under G, when the loss function is invariant under G using the theory from [16] . In this paper, we use the concepts of invariant estimation theory to design the optimum invariant CSOE schemes under the K-model (see (3)) and S-model (see (4)). As we are primarily interested in estimating δ and φ, we consider the loss functions defined by
and
for δ and φ, respectively 2 . In (18) and (19), a δ and a φ denote estimates of δ and φ, respectively,
for the S-model 3 . We then use results from [16] - [19] to show the derived optimum invariant estimators of δ and φ are minimax for the skew-normalized squared error loss functions defined in (18) and (19), respectively.
IV. MINIMAX OPTIMUM CSOE SCHEME UNDER K-MODEL
We now apply invariant decision theory to derive the optimum invariant estimator of φ and δ in the K-model. Recall from (3), the observations under the K-model can be represented as
denote the vector of unknown parameters. The parameter space of θ, denoted by Θ, is given by
From (3),
Let F KM odel denote the class of all densities f (y|θ) for θ ∈ Θ. The class of such densities is invariant under the group of location-scale transformations (see Example 5, Section 6.2.1, [16] ) (21), is given bȳ
where a ∈ R + , b ∈ R, φ ∈ R + and δ ∈ R.
Letδ I andφ I denote estimators of δ and φ, respectively and letδ I (y) andφ I (y) denote the estimates obtained from the received data y characterized by the pdf f (y|θ)
Further, the skew-normalized loss functions defined in (18) and (19) for δ and φ, respectively, are invariant under G KM odel from (24), since
for all g a,b ∈ G KM odel . We now present the minimax optimum estimators of δ and φ under the K-model. (18) and (19), respectively, are given bŷ
where 
where π r (θ|y) = f (y|θ)π r (θ) Θ f (y|θ)π r (θ)dθ is the posterior density of θ based on the right invariant prior π r on Θ (see Section 6.6.1, [16] ) 4 . The right invariant prior for the location-scale group was derived in [16] (see Section 6.6). As G KM odel from (24) is a location-scale group, the right invariant prior density for G KM odel is given by
To findδ M inRisk , we differentiate the objective function in (31) with respect toδ(y) and set the result equal to zero (Section 2.4.1, [22] ). We obtain
Similarly, the optimum invariant estimator of φ under G KM odel in (24), denoted byφ M inRisk , can be obtained byφ
Solving using the same derivative-based approach, we obtain
When the class of densities is invariant under the location-scale group, it was shown in [18] that the optimum invariant estimator of a parameter for an invariant loss function is also a minimax estimator of the parameter for the considered loss function. As the class of densities 4 The right invariant prior density need not be an actual density [16] (See section 6.6, page 409). 
where E{.} denotes the expectation operator and θ is the vector of unknown parameters. 
where L(θ|y) is the likelihood function and is equal to f (y|θ). Let g a,b ∈ G KM odel from (24) and define y g = g a,b (y). From (25) , the corresponding transformation of the parameter vector θ is given by θ g =ḡ a,b (θ) = (aφ, (aδ + b)). From the functional invariance of ML estimators 
As this holds true for all g a,b ∈ G KM odel from (24), the ML estimators of δ and φ are invariant under G KM odel as they satisfy (26) and (27) . For the skew-normalized loss function defined in (18) , we have 
Following similar steps, we can show that MSE(φ M inRisk ) ≤ MSE(φ M LE ).
V. MINIMAX OPTIMUM CSOE SCHEME UNDER S-MODEL
We now apply invariant decision theory to derive the optimum invariant estimator of φ and δ under the S-model. Recall from (4), the observations under the S-model can be represented as
where y ∈ R 2P , v ∈ R 2P , φ ∈ R + and δ ∈ R. As the unknown fixed delay d is always nonnegative, we have d ∈ R + 0 . However, it is not possible to design invariant estimators under this constraint 5 , so we assume d ∈ R, but later we see this is not a problem as we derive the minimax optimum estimator in Proposition 3. Let θ = [φ, d, δ] denote the vector of unknown parameters.
The unrestricted parameter space of θ, denoted by Θ, is given by 5 When d ∈ R + 0 , it is not possible to construct a group of transformations for which the class of densities in the S-model is invariant under the group of transformations. June 26, 2018 DRAFT and the restricted parameter space of θ, denoted by Θ * , is given by
From (4), we have
Let F SM odel denote the class of all densities f (y|θ) for θ ∈ Θ. The class of such densities is invariant under the group of transformations G SM odel , on R 2P , defined as
where a ∈ R + , b ∈ R, c ∈ R and m ∈ R 2P , since y g = g a,b,c (y) has the density (18) and (19) , respectively, are given bŷ
Further, the derived optimum invariant estimators are minimax for the skew-normalized squared error loss in the restricted parameter space Θ * (see Appendix A for proof).
VI. SIMULATION RESULTS
In this section, we compare the performance of the proposed minimax optimum estimators to the ML estimators discussed in [6] - [8] via numerical simulations. We first briefly describe the approach used for generating the random queuing delays along with the generation of the packet timestamps. Then, we describe the various considered CSOE schemes, and finally, we present numerical results. For simplicity, we assume symmetric network conditions in the forward and reverse paths, i.e., f w 1 (.) = f w 2 (.) = f w (.). Further, we assume the queuing delay samples {w kj } for k = 1, 2 and j = 1, 2, · · · , P are independent and identically distributed (i.i.d). Symmetric network conditions and i.i.d queuing delays are assumed in the signal model considered in [6] - [8] .
We consider the two scenarios in our work, namely the backhaul network scenario discussed June 26, 2018 DRAFT in Section I 6 , and the electrical grid scenario where PTP-based timing is used as an alternative to GPS-based timing in the electrical grid for scenarios when GPS signals are not available at the substation [26]- [28] .
A. Generating the random queuing delays and packet timestamps
We briefly describe the generation of the random queuing delays in the considered packet switched networks.
1) LTE backhaul networks:
We follow the approach given in [10] , [11] for generating the random queuing delays in the backhaul networks. We assume a Gigabit Ethernet network consisting of a cascade of 10 switches between the master and slave node. A two-class nonpreemptive priority queue is used to model the traffic at each switch. The network traffic at the switch comprises of the lower priority background traffic and the higher priority synchronization messages. We assume cross-traffic flows, where new background traffic is injected at each switch and this traffic exits at the subsequent switch. The arrival times and size of background traffic packets injected at each switch are assumed to be statistically independent. We use Traffic Model 1 (TM-1) and Traffic Model 2 (TM-2) from the ITU-T recommendation G.8261 [15] , described in Table I , for generating the background traffic at each switch. The interarrival times between packets in background traffic are assumed to follow an exponential distribution, and we set the rate parameter of each exponential distribution accordingly to obtain the desired load factor, i.e., the percentage of the total capacity consumed by background traffic [11] . The empirical pdf of the queuing delays, shown in Fig. 1 were obtained using a custom MATLAB-based network simulator. The timestamps t 1i and t 3i are set to 40i µs and 40i µs + 20µs, respectively, for 6 PTP is used in conjunction with Synchronous Ethernet (SyncE) for synchronization in LTE backhaul networks. Although the SyncE standards are now mature, much of the deployed base of Ethernet equipment does not support it [24] . If a single
Ethernet switch in the chain does not support SyncE, all nodes lower in the hierarchy do not receive the timing service [24] .
PTP is the primary option for synchronization to operators with packet backhaul networks that do not support SyncE [24] , [25] . i = 0, 1, · · · , P − 1. For a given value of parameters {φ, d, δ}, the timestamps t 2i and t 4i are then generated using (1) and (2), respectively, assuming d ms = d sm = d.
2) Electrical grid networks: We consider the scenario where the master clock in an Electrical Grid (EG) substation uses the available LTE-based packet switched network along with PTP to obtain the timing information from other sources [28] . We use the traffic model proposed in [29] for generating the random queuing delays in this scenario. A three-class non-preemptive priority queue is used for modeling the traffic at an access point in the EG network 7 including timing synchronization packets. The arrival processes of the ED and PU traffic are assumed to be Poisson, while the FS traffic is assumed to be a deterministic batch arrival process [29] . The transmission priority, in descending order, is ED, PU, and FS.
We consider a Gigabit Ethernet network and a cascade of 10 switches between the master and slave node. The arrival times and sizes of traffic packets injected at each switch are assumed to be statistically independent of traffic at other access points. We use TM-1 for generating the PU traffic and assume cross-traffic flows. The rate parameter of the exponentially distributed inter-arrival times between packets of the PU traffic is set accordingly to obtain the desired load factor (the percentage of the total capacity consumed by the PU traffic.). The period of the FS traffic is assumed to be 1 second with the packet size fixed to 512 Bytes. The batch size of the FS traffic is a discrete random variable following a uniform distribution of maximum size 100.
This network scenario is abbreviated as EG-TM1. The empirical pdf of the queuing delays for the PTP synchronization packets in the considered networks are shown in Figure 2 .
B. Considered CSOE schemes
We now briefly describe the considered CSOE schemes.
1) Gaussian Maximum Likelihood Estimate (GMLE):
We assume the K-model for this CSOE scheme. Leng and Wu [8] proposed an ML-based CSOE scheme under the assumption that the queuing delay follows a Gaussian distribution. As shown in [8] , the approach assumes the PDV pdf is a zero-mean Gaussian and the variance cancels out in the derivation of the ML estimate.
The estimation is equivalent to the least squares fit (see [8] ), which is very popular in statistics 8 .
It can be shown that this CSOE scheme is invariant under G KM odel defined in (24) .
2) Local Maximum Likelihood Estimate (LMLE):
We assume the K-model for this CSOE scheme. As discussed in Proposition 2, the ML estimate under the K-model is obtaining by finding the value of parameters that maximize the likelihood function (see (37)). However, for small values of P , the likelihood function need not always be convex. The likelihood function is shown in Figure 3 for TM-1 network scenario under 40% load for φ = 1 and δ = 0 for different values of P . We see that for small values of P , the likelihood function is not necessarily convex and sometimes it has many local maxima. In our simulations, we use the solution obtained from GMLE as the initial point in the search for the ML estimate. The obtained solution is called the Local Maximum Likelihood Estimate since we cannot guarantee a global maximum. To date, there is no known way to assure a global maximum (or minimum) has been found. 
where MSE(δ) and MSE(φ) are defined in (36). In this paper, we use RMSE(δ) and RMSE(φ)
to evaluate the performance of a CSOE scheme.
D. Numerical results
We carried out numerical simulations for the considered CSOE schemes under TM-1 and under low load network scenarios. However, as the load factor increases, the performance of GMLE improves as the PDV pdf approximates a Gaussian distribution (see TM-2 for load factors 60%, 80% in Figure 1 ). For all the considered scenarios, the LMLE exhibits an improvement in performance compared to the GMLE with noticeable improvement for high loads in TM-1.
Further for TM-2 under high loads, the LMLE clock skew estimator exhibits performance close to minimax optimum CSOE schemes. Figures 8-9 show the performance of the proposed CSOE schemes for smart grid networks. Similar performance gains are observed for the smart grid network scenarios.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have developed minimax optimum estimators for clock skew and offset estimation in PTP. The minimax optimum estimators exhibit lower mean square estimation error performance than the ML-based estimation schemes for a variety of network scenarios. Further, the proposed estimators can be easily extended to other timing protocols based on the two-way message exchange including TPSN [12] , tiny-sync [13] , and LTS [14] . Throughout this paper, we assumed a known affine relationship between the fixed path delays. 
Letḡ =ḡ a,b,c ∈Ḡ SM odel from (55) andḡ 0 =ḡ a 0 ,b 0 ,c 0 ∈Ḡ SM odel from (55). In the new notation, the group transformation operationḡ →ḡḡ 0 can be written as
The function
has the differential given by 
The Jacobian of the transformationḡ →ḡḡ 0 is given by (see Definition 8, Section 6.6, [16] )
Using (59) and Result 1 from Section 6.6 in [16] , the right invariant prior density on Θ is given by
The optimum invariant estimators of δ under G SM odel from (47), denoted byδ M inRisk , can now be obtained by solvinĝ
where π r (θ|y) = f (y|θ)π r (θ) Θ f (y|θ)π r (θ)dθ , π r is the right invariant prior defined in (60) and f (y|θ) is defined in (46). To findδ M inRisk , we differentiate the objective function in (61) with respect tô δ(y) and set the result equal to zero. We havê
Similarly, the optimum invariant estimator of φ under G SM odel from (47), denoted byφ M inRisk , can be obtained by solvinĝ
Solving, we obtainφ M inRisk (y) =
(64)
Minimaxity of optimum invariant estimators in Θ:
It frequently turns out that the optimum invariant estimators are minimax [16] (see Part III of Section 5.3.2, page 353). Consider a sequence of prior distributions, π k for θ, defined on Θ as follows π k (θ) =
for k = 1, 2, · · · , and N k = Θ I (0,k) (φ)I (−k,k) (d)I (−k,k) (δ)dθ. The support of π k is given by
The optimal Bayes estimator of δ, denoted byδ π k , for π k and the loss function given in (18) is obtained byδ
Solving (67), we obtainδ
As k → ∞, we see that Θ k → Θ,δ π k →δ M inRisk , and
sinceδ M inRisk is an invariant estimator of δ (see (17) in Section III).
Letδ r denote an estimator of δ. For the loss function given in (18), we have
since the optimal Bayes estimator for a prior π k achieves the lowest average risk. Let k → ∞,
we have
Hence, the maximum risk of any estimator of δ is greater than or equal to the maximum risk ofδ M inRisk . Hence,δ M inRisk is a minimax estimator of δ for the skew-normalized loss function defined in (18) . Similarly, we can show thatφ M inRisk is a minimax estimator of φ for the skew-normalized loss function defined in (19) .
Minimaxity of optimum invariant estimators in Θ * :
Marchand and Strawderman [19] gave conditions onḠ SM odel defined in (55), under which the optimum invariant estimator remains minimax in the restricted parameter space, Θ * . If there exists a sequenceḡ a k ,b k ,c k ∈Ḡ SM odel from (55), such that 
