Introduction
The Research Department of the Central Bank of Brazil developed a Small-Scale
Structural Model (SSSM) as a supporting tool for the monetary policy decision process.
Intending to capture the main relationships among key variables of the Brazilian economy, the model is formed by a set of simplified equations, as described in Intended as a supporting tool in the monetary policy decision process, the model must possess good middle and long-run predictive power for inflation rate, measured by the Broad Consumer Price Index (IPCA) 1 . This need is justified by empirical evidence that indicates that it takes several quarters before the effect of monetary policy 2 instrument changes in the inflation rate reaches its peak. In fact, in a study made by the Bank of England Monetary Policy Committee (2000) , it was estimated that it takes almost two years in that country. Sterne (2000) releases estimated average horizons for this impact in different economies. In Germany, Australia, Canada, Spain and United
States the average horizon is a little below two years. In Chile, it takes about fifteen months, and in the Czech Republic, approximately ten months. Regarding the Brazilian economy, according to estimates by Bogdanski et alli (2000) , monetary policy produces its maximum effect on inflation in six to nine months.
Therefore, an ex-post evaluation of the SSSM performance for inflation rate forecasts is necessary. As I shall justify below, it is important that this evaluation be made against alternative and simpler forecast models. A comparative evaluation is important due to the high opportunity cost attached to the development of the SSSM and its permanent enhancement, using advanced modeling, estimating and simulation techniques and tools, not to mention the deployment of specialized personnel.
In this context, I decided to contrast the forecasts obtained by the SSSM to those made by the market, collected daily by the Investor Relations Group (GCI) 3 of Central This article comprises four sections and one appendix. Section 2 describes the evaluation mechanism for forecast performance. Section 3 describes the procedures employed in selecting series of market forecasts in line with other forecasts to be evaluated, in addition to describing the selection of a simple model, taken as benchmark for the forecasts evaluation. Section 4 comments on the results obtained and draws conclusions and the Appendix contains the tables and graphs resulting from the analyses.
Mechanism of Forecast Performance Evaluation
Three statistics were used to comparatively evaluate the forecast performance:
mean residual, mean absolute residual and mean square residual. The first measures the forecasting bias and the two others measure the forecasting dispersion. The SSSM uses quarterly variables and therefore its inflation rates forecasts display the same quarterly frequency. In this sense, I considered only quarterly information to comparatively evaluate the SSSM performance. In this point, I stress that fact that the SSSM forecasts are made considering a fixed interest rates rule for periods ahead.
In order to obtain such statistics, I first considered the forecasts -performed with information up to period T, as described below -, for one, two and three periods ahead. 
Selection of Forecasts Series for Comparison.
In this section, I describe the adopted procedures to select the forecasts series used in the comparative evaluation of the SSSM performance. In order for this evaluation to be coherent, it was necessary that each period forecasts be obtained based on the same level of information. To ensure this restriction, I made some considerations, explained in the next subsections, when gathering forecasts series from the market and from simple alternative models.
Market Forecasts
On every weekday, the Investor Relations Group ( Considering these characteristics and the necessity of obtaining a quarterly market forecast series compatible with the SSSM ones, I adopted a criterion to be followed:
i. For the market forecasts to have approximately the same level of information available at the time the SSSM forecasts were made, it was necessary for the market forecasts to be made after the release of IPCA by IBGE, though not delayed enough to incorporate information of other economic indicators not included in the SSSM. Therefore, I decided to use the average of the daily market forecasts medians collected in the course of a period ranging from the 10th to the 19th day of each month. The selection of market forecasts medians instead of market forecasts means has the advantage of avoiding the influence of outliers.
ii. As the purpose was to run a comparative analysis on a quarterly basis, monthly market forecasts were pooled to determine the forecasts for quarters ahead, according to System 2. Given that the survey collects forecasts for a relatively short horizon, it was only possible to determine the forecasts up to a two-quarter horizon.
Where: Consider now an example in which it's illustrated how the collection of market forecasts is harmonized with those obtained in the SSSM example explained in Section 2. As the SSSM forecasts for the first, second and third quarters of year X were made in the period ranging from January 10 to January 19, the market forecast for the first quarter would be obtained by pooling the January, February and March forecasts, made in the period range mentioned above. The forecast for the second quarter would be analogously obtained by pooling the forecasts for April, May and June.
As soon as IBGE released the January inflation rate, the market revaluation for the first quarter forecast could be obtained by pooling the actual January inflation rate with the forecasts for February and March, made in the period ranging from February 10 to February 19. Pooling the forecasts made in the same period range for April, May and June, second quarter reevaluation could be obtained. As soon as IBGE released the February inflation rate, the whole process could be redone in an analogous manner.
Simple Alternative Model Forecasts
The simple forecasting models will be introduced later in this section. First, I will introduce the SSSM compatibility criterion.
In order to obtain out-of-sample inflation forecasts, so that the level of information is restricted to that available in a certain period T, it was necessary to consider a subset of the sample, taking only observations that were previous or contemporary to the period in question, disregarding observations related to periods ahead. Hence, the restricted model coefficients were reestimated and forecasts were obtained for subsequent periods: T+1, T+2, and T+3. This procedure was repeated for all subsets of the whole sample, so that the period T ranged from the second quarter of 1999 (1999:2) to the third quarter of 2000 (2000:3), for reasons already commented in Section 2.
To incorporate monthly information of inflation occurred within a quarter, the logarithms of the actual monthly inflation rates replaced one or two thirds of the logarithm of the forecast in T+1, depending on whether they were or not known in the first or the second month of the quarter. From these new forecast values for T+1, forecasts for the subsequent quarters were reestimated.
In order to estimate the models, the sample included only observations starting from the third quarter of 1994 (1994:3), when the Real Plan was implemented. This convention is justified by the fact that there was an important structural change in the economy, which should have changed relations between variables. However, this decision severely restricted the number of observations to only 25 from 1994:3 to 2000:3. This number was further reduced in the estimations due to the presence of lags of different orders.
Simple Alternative Models Used
Two single techniques are well known for simple short-run forecasts: ARIMA (autoregressive integrated moving average) modeling and VAR (vector autoregressive) modeling. A third technique, known as near Var, was also considered for reasons that I will discuss in this subsection.
When contrasted to the SSSM, such techniques are relatively simple to implement and the necessary softwares for implementation are often available in environments designed to economic analyses. I decided that, after building models with such techniques, the one displaying the best performance, measured by the sum of squared errors obtained in whole sample estimation, would be taken as a short-run benchmark for the SSSM performance comparison.
The inflation rate was then modeled as an ARIMA(2,1,1) process, since the nonstationarity hypothesis of the IPCA inflation rate series was not rejected by the augmented Dickey-Fuller test. However, this model's performance was worse than that obtained by the selected model, to be described. For the out-of-sample forecasts, the exogenous variables were fixed to their values in the last period of each subset.
For the sake of illustration, the system of equations estimated using the whole sample, i.e. from 1994:3 to 2000:3, is represented by Equations 3 and 4 below. When the out-of-sample estimation used smaller subsamples, certain regressors failed to explain one of the equations. This was expected, both due to the effect of the reduced degrees of freedom and due to the fact that the IT variable only became efficient in explaining coefficient reductions in the first lag of the IPCA inflation rate some periods after the implementation of Inflation Targeting.
All estimations were run with SUR method, using simultaneous iterations of coefficients and weights. It is important to emphasize that the coefficient of the IPCA inflation rate first lag in Equation 4 effectively fell after the implementation of Inflation
Targeting.
During the selection of the sample series, it was necessary to estimate an output gap series, which is far from being a simple task. In the estimated model, this variable corresponds to the difference, in logarithms, between the quarterly output, and the Apel et alli (1996) and Giorno et alli (1995) , for example). Verifying that the use of output gap series derived from different potential output obtaining processes produced widely different results, the question was to choose the most plausible output gap series. A plausibility criterion should be the adherence and significance estimates obtained when the system of equations were estimated, for each output gap series, with the whole sample. The chosen one was derived from a "quarterized" potential output series, estimated by da
The main assumption of the "quarterizing" technique is that the changes in potential output display a smooth behavior along time. This is a plausible assumption, accepting the hypothesis that the potential output would be, at a theoretical level, less susceptible to the volatility associated to the aggregate demand. In the optimizing process, quarterly estimates for potential output are made in such a way that the volatility of the entire quarterly series is minimized, subject to the restriction that, for each year, the summation of such quarterly estimates equals the yearly potential output.
The process is mathematically described by System 5.
[ As the 4n values to be estimated are subject to n restriction equations, the number of degrees of freedom reduces to 3n. As initial values for the numeric optimization process, the author suggests the use of:
Analysis of the Results and Conclusions
The conclusions reached in this paper are rather descriptive than inferential. This is due to the small number of statistics calculated, which did not permit a more rigorous analysis. Tables 1 to 9 and Graphs 1 to 9, in the Appendix, show the estimation results, depending on the time horizon and on the three forecast sets, according to the number of information months in each quarter. Graphs (10) to (12), also in the Appendix, show the evolution of the statistics for each period ahead in each of the forecasts sets.
The results show that the Central Bank of Brazil SSSM performed quite well for whole forecast horizon. Showing a desirable forecast property for any model, its IPCA inflation rate forecasts presented almost no bias, measured by mean residual statistics close to zero. Regarding its dispersion estimates, the statistics were stable and low, tending not to display an exponential behavior, even in the longest horizon (3 quarters ahead). Therefore, the statistics indicate that this model would be able to produce trustworthy middle run projections. SSSM presented the best performance in all the six cases in which the dispersion estimates, both the mean absolute residuals and the mean absolute residuals, were calculated for the two and three quarters ahead forecasts.
The SSSM, on the order hand, was the most efficient in revaluating quarterly forecasts with monthly information, since its dispersion estimates were better than all the remaining model's statistics. Of the seven cases in which dispersion estimates were calculated to revaluated forecasts, SSSM performed better in six.
The fact that the dispersion estimates presented a non-exponential behavior is desirable, since SSSM is a supporting tool for the Brazilian monetary policy decision process. In this sense, it's necessary for forecasts to be relatively precise up to three quarters ahead, since this is approximately the period in which interest rate changes, controlled by the Central Bank of Brazil, affect inflation more intensely. In addition, the SSSM dispersion estimates are, in general, lower than the market's, assumed to be efficient. This all leaded me to the conclusion that the SSSM is able to respond in a more efficient manner when the objective is the conduction of the Brazilian monetary policy.
As expected, the market forecasts displayed almost no forecast bias and low dispersion levels, which is in line with the market efficiency hypothesis. Regarding the near VAR model, the dispersion estimates were small and comparable to those reached by the market forecasts only for one quarter ahead, even with no month information included. For longer horizons, the near VAR model lost efficiency, in comparison with the market forecasts and, mainly, with the SSSM ones.
The results also suggest that near VAR model forecasts display positive bias, overestimating the IPCA inflation rate. This result is probably due to the fact that, since its forecasts are produced only with past information (backward-looking specification), this model tends to overeestimate forecasts when the past inflation rate follows a declining path. As the SSSM also incorporates future expectations (forward-looking specification), it does not display such a bias. Table ( Table ( 
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