Asymptotic normality for the natural volume measure of random polytopes generated by random points distributed uniformly in a convex body in spherical or hyperbolic spaces is proved. Also the case of Hilbert geometries is treated and central limit theorems in Lutwak's dual Brunn-Minkowski theory are established. The results follow from a central limit theorem for weighted random polytopes in Euclidean spaces. In the background are Stein's method for normal approximation and geometric properties of weighted floating bodies.
Introduction and main results

Motivation and background
The study of random convex hulls is one of the core topics in stochastic geometry and has deep connections to convex geometry and asymptotic geometric analysis; we refer to the monographs [22, 51] and the many references listed therein. The most intensively investigated model can be described as follows. Fix a compact convex set K, i.e., a convex body, in R d for some space dimension d ≥ 2, and assume that its volume (Lebesgue measure) Vol(K) is strictly positive. Then, for n ∈ N, let X 1 , . . . , X n be independent random points sampled in K according to the uniform distribution Vol( · |K) = Vol( · ∩ K)/ Vol(K) (we shall adopt this notation for any measure that appears in this paper). The convex hull of X 1 , . . . , X n is denoted by K(n) = [X 1 , . . . , X n ]. Let us assume from now on that the boundary bd K of K is sufficiently smooth in the sense that bd K is a twice differentiable (d − 1)-submanifold of R d with Gauss-Kronecker curvature H d−1 (x) > 0 for any x ∈ bd K. In this situation it is well known that the expected volume difference Vol(K) − E Vol(K(n)) satisfies
as n → ∞, where H d−1 denotes the (d − 1)-dimensional Hausdorff measure and c d ∈ (0, ∞) is an explicitly known constant only depending on the space dimension d, see e.g. the survey article [5] . Let us emphasize that the curvature integral in the last formula is Blaschke's classical affine surface area of K, a quantity, which was very intensively studied in the literature [28, 31, 36, 37, 38, 41, 47, 52]. For the variance of Vol(K(n)) it is known from [49] that c n
for all sufficiently large n and where c, C ∈ (0, ∞) are constants not depending on n. Using Stein's method for dependency graphs Reitzner in his seminal paper [49] has proven that the
The main goal of the present paper is to prove a similar central limit theorem for random polytopes in non-Euclidean geometries. In particular, our focus lies on random convex hulls generated by uniformly distributed random points in a compact convex subset of a homogeneous space of constant curvature +1 or −1. In addition, we shall treat random convex hulls in Hilbert geometries based on a strictly convex set. This continues a recent and very active line of research in stochastic geometry on non-Euclidean models, see e.g. [7, 11, 21, 23, 25, 32, 33, 43, 46] . In addition, we are able to prove central limit theorems for dual volumes of random polytopes, which arise in Lutwak's dual Brunn-Minkowski theory. Our approach combines two ingredients, namely Stein's method for normal approximation of functionals of binomial point processes developed by Chatterjee [24] and Lachiéze-Rey and Peccati [35] as well as the concept of weighted floating bodies introduced by Werner [61] and studied further by Besau, Ludwig and Werner [13] . The so-called Malliavin-Stein technique, which is in the background of [35] , was invented roughly 10 years ago and has led to a very large number of new and deep limit theorems especially for models in stochastic geometry. We refer the reader to the volume [45] , which contains a representative collection of survey articles in this direction. This technique was for the first time combined in [55, 56, 59 ] with geometric properties of classical floating bodies to give quick and streamlined proofs of central limit theorems for various functionals of random polytopes in R d . In the present paper we develop this idea further by working with weighted floating bodies and dealing with weighted volumes of random convex hulls in R d . In fact, it will turn out that all our results for non-Euclidean geometries can be deduced from our limit theorem in R d by choosing particular weight functions.
The remaining parts of this text are structured as follows. Our main results for random polytopes in spherical spaces are presented in Section 1.2, those for hyperbolic spaces in Section 1.3 and the central limit theorem in Hilbert geometries in Section 1.4. Furthermore, in Section 1.5 we also establish a limit theorem for the expectation and a central limit theorem for the dual volumes in Lutwak's dual Brunn-Minkowski theory. As explained above, all these results will follow from a central limit theorem for weighted random polytopes in Euclidean spaces, which is presented in Section 2. The proof of this result is based on the Stein's method for normal approximation of functionals of binomial point processes as well as on geometric properties of weighted floating bodies. Some essential background material on these two topics is summarized in Section 3. All proofs are collected in Sections 4 and 5 at the end of the paper.
Central limit theorems in spherical spaces
Let d ≥ 2 and S d be the d-dimensional unit sphere in R d+1 . A set K ⊂ S d is called spherically convex, provided that K is contained in an open half-sphere and if its positive hull pos K := {rx : x ∈ K, r ≥ 0} is a convex set in R d+1 (what we call spherically convex is called properly spherically convex by some authors). By K(S d ) we denote the space of all spherically convex sets. Moreover, by K 2 + (S d ) we denote the space of spherically convex sets whose boundary is a twice differentiable (d − 1)-submanifold of S d and such that the spherical Gauss-Kronecker curvature is strictly positive at any boundary point (see, e.g., [14, Section 4] for background material about spherical convex geometry). The next theorem is the spherical analogue of the central limit theorem for the volume random polytopes in Euclidean spaces proved by Reitzner and which was stated in the previous section.
as n → ∞, where Z is a standard Gaussian random variable.
We emphasize that the result of Theorem 1.1 is in sharp contrast to the recent developments [7, 34] around random spherical convex hulls on half-spheres. In fact, if in Theorem 1.1 the set K is a closed half-sphere, then the central limit theorem breaks down. More precisely, if X 1 , X 2 , . . . is a sequence of independent random points distributed according to the normalized spherical Lebesgue measure on the half-sphere [34, Theorem 2.6] . Clearly, the limiting random variable on the right hand side in (1.1) is non-Gaussian.
Central limit theorems in hyperbolic spaces
Having presented our result for spherical space, we turn now to the hyperbolic case. We let R d,1 for d ≥ 2 be the (d + 1)-dimensional Lorentz-Minkowski space, by which we understand R d+1 equipped with the indefinite inner product
. Our model for the hyperbolic space is the hyperboloid
Similarly to the spherical set-up, a set K ⊂ H d is called hyperbolically convex if it is compact and if pos K is convex in R d+1 . We let K(H d ) be the space of hyperbolically convex sets and by K 2 + (H d ) we denote the subspace of hyperbolically convex sets with the property that the hyperbolic Gauss-Kronecker curvature is strictly positive at every boundary point (see, e.g., [ Our next theorem is the hyperbolic analogue of Theorem 1.1. 
2 , which is discussed also in Remark 5.1 below.
Central limit theorems in Hilbert geometries
Fix a compact convex subset C ⊂ R d , d ≥ 2, with non-empty interior, i.e., int C = ∅. For two distinct points x, y ∈ int C, the line through x and y intersects the boundary of C in precisely two points p = p(x, y) and q = q(x, y) so that one has the points p, x, y, q on the line in that order. The Hilbert distance between x and y is defined via the cross-ratio of these four points by
is the classical projective model of the d-dimensional hyperbolic space. Furthermore, since the cross-ratio is invariant with respect to projective transformations, we immediately see that any projective transformation Φ yields an isometry between (C, d C ) and (ΦC, d ΦC ). Hence, if C is an ellipsoid, then the Hilbert geometry determined by C is isometric to the hyperbolic space H d considered in the previous section. Hilbert geometries are important examples of Finsler manifolds, i.e., differentiable manifolds with a Finsler metric on the tangent bundle, which are generalizations of Riemannian manifolds. In particular, if (C, d C ) carries a Riemannian structure, then C has to be an ellipsoid, in other words, the only Riemmanian Hilbert geometry is the hyperbolic space, see e.g. [58, Theorem 11.6] . We further refer to the handbook [44] for a representative overview on the topic of Hilbert geometries. In what follows we shall assume that C is strictly convex, since in this case affine hyperplanes are the only totally geodesic submanifolds of dimension d − 1. By K 2 + (C) we denote the space of convex subsets K ⊂ int C whose boundary bd K is a twice differentiable submanifold of R d with strictly positive Gauss-Kronecker curvature in each boundary point. There are several reasonable choices for a volume measure in a Hilbert geometry. We restrict our attention to two prominent examples. The first is the Busemann volume Vol Our next result is a central limit theorem for random polytopes in Hilbert geometries. 
Theorem 1.4. Fix a strictly convex compact set
C ⊂ R d , let K ∈ K 2 + (C) and ♦ ∈ {B, HT}. Let X 1 , X 2 , . . . be a sequence of independent random points that are distributed in K according to Vol ♦ C ( · |K). For each n ∈ N let K C (n) := [X 1 , . . . , X n ]. Then Vol ♦ C (K C (n)) − E Vol ♦ C (K C (n)) Var Vol ♦ C (K C (n)) d −→ Z as n → ∞,
Central limit theorems in the dual Brunn-Minkowski theory
We denote by K 2 + (R d ) the space of convex bodies K ⊂ R d with twice differentiable boundary having strictly positive Gauss-Kronecker curvature H d−1 (x) > 0 at every boundary point x ∈ bd K. A central limit theorem for the intrinsic volumes V j of the random polytopes K(n) = [X 1 , . . . , X n ] generated as the (Euclidean) convex hull of n ≥ d + 1 independent and uniformly distributed random points X 1 , . . . , X n in convex bodies K ∈ K 2 + (R d ) has recently been established in [56] , as n → ∞. We recall that the intrinsic volumes V j (K) may be defined by Kubota's formula as the mean volume of the j-dimensional orthogonal projections of K, that is,
where E is a uniformly distributed random linear subspace in the Grassmannian Gr j (R d ) of all jdimensional linear subspaces of R d and π E denotes the orthogonal projection onto E ∈ Gr j (R d ).
The dimensional constant d j is the ball-binomial, i.e.,
where B d 2 is the d-dimensional Euclidean unit ball and B(x, y), x, y > 0, is the Beta function. Lutwak [39, 40] introduced the notion of dual mixed volumes in the 1970s, which marked the beginning of a rapidly developing theory that has grown to be a major research topic and is now often referred to as the dual Brunn-Minkowski theory, see, for example, [2, 10, 20, 29, 42] . Here, by "dual" one does not in general refer to a strict duality, but rather an informal impression that has been drawn by many researchers who unveiled results for dual mixed volumes or notations derived from them that seem to mirror classical theorems from the Brunn-Minkowski theory for mixed volumes. Hence, the connection between the dual Brunn-Minkowski theory and the classical Brunn-Minkowski theory are often only by name.
For a convex body K ⊂ R d that contains the origin o in its interior int K, the jth-dual volume V j (K) is defined as the mean j-dimensional intersection volume, that is,
where E ∈ Gr j (R d ) is a j-dimensional linear subspace of R d distributed according to the rotation invariant Haar probability measure on Gr j (R d ). The dual volumes are normalized such that
2 ) and V n = V n = Vol. Note that the dual volumes are also known as dual quermassintegrals in the literature and they can be extended to bounded Borel sets, see [26, 27] . We remark that the dual volumes have already appeared in stochastic geometry in connection with the expected f-vector of a class of Poisson polyhedra [30] .
A limit theorem for the expected intrinsic volumes of K(n) has been established by Bárány [4] for convex bodies of class C 3 + and was extended in [17, 48] . Combing the most complete version [17, Theorem 1.1] with the calculations for the unit ball by Affentranger [1, Theorem 2] one finds, for j ∈ {1, . . . , d}, that
where K is a convex body that admits a rolling ball from the inside, H j (x) is the normalized elementary symmetric function of the (generalized) principal curvatures of bd K at x and
.
( 1.3)
The following theorem is "dual" to (1.2) and follows from the weighted limit theorem established in [18, Theorem 3.1], see (2.2) below.
. be a sequence of independent random points that are distributed in K according to
( 1.4) Finally, we also establish a central limit theorem for the dual volumes of the random polytopes K(n).
as n → ∞, where Z is a standard Gaussian random variable. 
Central limit theorem for weighted Euclidean spaces
can be regarded as the density function of a probability measure Φ on K, that is, Φ(B) = B ϕ(x) dx for all measurable subsets B ⊂ K. As in the previous sections, we denote by
. . , X n be independent random points with distribution Φ. The convex hull
of these points is a weighted random polytope contained in K. If ϕ = Vol(K) −1 then Φ is the uniform distribution on K and K ϕ (n) reduces to the uniform model for random polytopes, which was intensively studied in the literature and which we also discussed in the Introduction. A quantity of particular interest is the volume Vol(K ϕ (n)) of K ϕ (n) and its asymptotic behaviour, as n → ∞. More generally, for another weight function ψ ∈ W(K) we investigate the weighted
The asymptotic behaviour of the expectation EΨ(K ϕ (n)) was studied in [18] . In particular, [18, Theorem 3.1] shows that
) is the constant (1.4). In this paper we shall prove that the suitably centred and normalized weighted volumes Ψ(K ϕ (n)) satisfy a central limit theorem. In fact, the next theorem can be regarded as our main contribution and Theorems 1.1, 1.2, 1.4 and 1.7 presented in the previous sections will all follow from this result. At the same time it generalizes Reitzner's central limit theorem from [49] for the ordinary volume to weighted volumes and also to arbitrary underlying densities. We emphasize that a major obstacle in the proof of such a result is a lower variance bound, which will separately be provided in Theorem 4.1 below.
. . be independent random points with distribution Φ and define
Our proof of Theorem 2.1 is based on two principal ingredients, one of geometric and the other of probabilistic nature. The first is the concept of weighted floating bodies, which was introduced in [61] and very recently further studied in [13] , and the fact from [60] that a suitable weighted floating body is contained in K ϕ (n) with high probability. The other ingredient is a version of Stein's method, which is a powerful probabilistic device to prove central limit theorems. Here, we use a version for functionals of binomial point processes from [35] , which extends the earlier ideas developed in [24] . A similar approach was also used in the recent papers [55, 56, 59] , where asymptotic normality for intrinsic volumes of non-weighted random polytopes in Euclidean spaces was studied. In the present paper we develop this technique further and combine it with geometric properties of weighted floating bodies to make it work for weighted volumes of weighted random polytopes as well.
Remark 2.2.
In addition to what has been presented so far we will actually prove the following quantitative version of Theorem 2.1. The Wasserstein distance (see (3.4) 
and that of the standard Gaussian random variable Z is bounded by a constant multiple of (ln n)
, which tends to zero for all d ≥ 2, as n → ∞. In a similar spirit, Theorems 1.1, 1.2, 1.4 and 1.7 can be upgraded to quantitative central limit theorems with the same bound on the Wasserstein distance.
Background material
Weighted floating bodies and geometric lemmas
Let K ∈ K(R d ), ϕ ∈ W(K) and δ > 0. The weighted floating body K ϕ δ of K with respect to ϕ and δ is defined as the set
where H ± are the two closed half-spaces determined by a hyperplane H ⊂ R d . This concept was introduced in [61] and further studied in [13] . It generalizes the classical notion of convex floating bodies, which arises by taking ϕ = Vol(K) −1 . In this case we shall use the notation K δ for the classical convex floating body of K for parameter δ. The weighted floating body K ϕ δ is a convex body with non-empty interior for δ ∈ (0, α(K, ϕ)), where
and f ϕ K : K → (0, 1) is the minimal cap measure, i.e.,
In fact, we may equivalently define the weighted floating body K ϕ δ via the superlevel sets of f
, where L ⊂ int K is a convex body such that ϕ is continuous and bounded on K \ L. The constant δ 0 is determined by
The next property of weighted floating bodies will turn out to be crucial for us. For a proof we refer to [13, Lemma 5.2] . It allows to compare a weighted floating body with suitable unweighted floating bodies. 
We also need frequently the behaviour of the volume of K \ K δ , as δ → ∞. The following fact can be found in [5] , for example.
We now rephrase a result taken from [60, Lemma 4.2], which shows that the random convex hull K ϕ (n) generated by n independent random points in a convex body K ∈ K(R d ) with probability density ϕ ∈ W(K) contains the weighted floating body K ϕ δ with high probability if δ is essentially of order ln n n .
, n ∈ N and K ϕ (n) be the random polytope as defined in (2.1). For any β ∈ (0, ∞), there exist constants c, N ∈ (0, ∞) such that, for all n ≥ N ,
In the final part of this subsection we recall some geometric constructions that are of a more technical nature, but which will be needed in our further arguments. First, we define the visibility region for δ ≥ 0 and z ∈ K, i.e., ∆(z, δ) is the set of all points x ∈ K that can be seen from z without passing through K δ , see Figure 3 .1.
Observe that for any x ∈ ∆(z, δ) we have x ∈ int K δ and therefore there is at least one hyperplane H such that x, z ∈ H + and Vol(K ∩ H + ) = δ, see e.g. [53, Lemma 2] . Thus ∆(z, δ) is exactly the union of all caps K ∩ H + that contain z and cut off volume δ from K, i.e.,
The next series of geometric lemmas relies on the observation that a convex body K ∈ K 2 + (R d ) locally looks like a ball from an equi-affine point of view, that is, there exists r, R, t 0 > 0 such that for all z ∈ bd K we can find a volume preserving affine map A z that maps z to the origin, the normal direction n z is mapped to the coordinate direction e d and K is mapped to Figure 3 .2. Furthermore, we can choose the affine map A z in such a way that there is no dilation in the normal direction, i.e., caps in direction n z of height t will be mapped to caps in direction e d of height t. By approximating K z with the balls B(r) and B(R) we may then derive bounds uniformly for all z ∈ bd K.
First, for a ball we may calculate that any cap of height t has volume asymptotically of order t d+1 2 , as t → 0 + . For K ∈ K 2 + (R d ) we therefore obtain the following uniform bound. Lemma 3.4. Let K ∈ K 2 + (R d ) and z ∈ bd K. Denote by n z the outer unit normal vector of bd K at z and denote by C(z, t) the cap of K in direction n z of height t, that is,
Then there exist c 1 , c 2 , t 0 ∈ (0, ∞) such that for all t ∈ (0, t 0 ) and all z ∈ bd K we have that
A more precise statement was obtained by Leichtweiss [36, Hilfssatz 2] , who showed that for
Next, we observe that the visibility region ∆(z, δ) can be bounded by caps of height asymptotically of order δ 2/(d+1) , as δ → 0 + .
Then there exist c 1 , c 2 , δ 0 ∈ (0, ∞) such that for all δ ∈ (0, δ 0 ) and z ∈ bd K we have that
) is defined as in (3.1).
By compactness of bd K and since t z (δ) = t(z, δ) is monotone in δ and continuous in both arguments, we find c 1 , δ 1 ∈ (0, ∞) such that for all z ∈ bd K and δ ∈ (0, δ 1 ), we have
) for all z ∈ bd K and δ ∈ (0, δ 1 ).
For the upper bound we repeat the construction as illustrated in Figure 3 Now let z ∈ bd K be arbitrary. We consider the volume preserving affine transformation α K z defined by
and α K z (e d ) = z + n z , where κ i (z) are the principal curvatures of bd K at z and
is the corresponding orthonormal basis of principal directions and where we set
We further put B(s)
:= B d 2 (−se d , s), i.
e, B(s)
is the ball of radius s such that o is a boundary point with outer unit normal e d . The ball B(ρ z ) is transformed by α K z into the standard approximating ellipsoid E of K at z, i.e., we have that
see [54, Sec. 1.6] . Notice that by our choice of r and R we have B(r) ⊂ B(ρ z ) ⊂ B(R) for all z ∈ bd K. Now set K z := (α K z ) −1 (K). Again, by the choice of r and R there exists t 0 ∈ (0, ∞) independent of z ∈ bd K such that for all t ∈ [0, t 0 ] we have that
For the ball B(r) we may verify that there are c 2 , δ 2 ∈ (0, ∞) such that for all δ ∈ (0, δ 2 ) we have that if B(r) ∩ H + is a cap of volume δ such that o ∈ H + , then
Thus for all z ∈ bd K and δ ∈ (0, δ 2 ) we derive that
The lemma is now complete by setting δ 0 := min{δ 1 , δ 2 }.
As a consequence, Lemma 3.4 and Lemma 3.5 yield that there exist c 1 , c 2 , δ 0 ∈ (0, ∞) such that for all δ ∈ (0, δ 0 ) and z ∈ bd K,
Moreover, the volume of the union of δ volume caps that intersect a fixed δ volume cap is bounded above by a constant multiple of δ as δ → 0 + , see e.g. [60, Lemma 6.3] . We therefore have the following corollary to Lemma 3.4 and Lemma 3.5.
Corollary 3.6. Let
K ∈ K 2 + (R d ). Then there exist c 1 , c 2 , δ 0 ∈ (0, ∞) such that for all δ ∈ (0, δ 0 ) and for all z ∈ bd K, c 1 δ ≤ Vol(∆(z, δ)) ≤ Vol {∆(x, δ) : x ∈ ∆(z, δ)} ≤ c 2 δ. (3.3)
Stein's method for normal approximation
Stein's method is a well known and very flexible device for proving probabilistic limit theorems.
In this paper we shall use a version of Stein's method for normal approximation, which was originally introduced in [24] . We shall use a variation of the main result from this work taken from [35] , which has turned out to be particularly useful for applications in stochastic geometry.
To introduce the set-up we denote by X a Polish space and consider a fixed Borel probability measure µ on X. For n ∈ N, let f : n k=1 X k → R be a symmetric measurable function. That is, f is a symmetric function acting on configurations of at most n points of X. If x = (x 1 , . . . , x n ) ∈ X n and i ∈ {1, . . . , n}, then
will denote the (n−1)-dimensional vector, which is obtained from x be removing the ith coordinate x i . Similarly, for i, j ∈ {1, . . . , n} with i < j we set x ¬i,j ∈ X n−2 to be the (n−2)-dimensional vector arising from x by removing x i and x j . The first-and second-order difference operators of f are defined by
and
Now let X = (X 1 , . . . , X n ) be a random vector distributed with respect to µ with coordinates X 1 , . . . , X n ∈ X, and let X and X be independent random copies of X with coordinates X i and X i , i ∈ {1, . . . , n}, respectively. By a recombination of {X, X , X } we understand a random vector Z = (Z 1 , . . . , Z n ) such that Z i ∈ {X i , X i , X i } for all i ∈ {1, . . . , n}. Using the notion of recombinations we can now introduce the following four quantities, which will turn out to play an important role:
where in the definition of γ 1 the supremum is taken over all 4-tuples of random vectors Y, Y , Z, and Z , which are recombinations of {X, X , X }, while in the definition of γ 2 the supremum is taken over all 3-tuples of random vectors Y , Z and Z , which are recombinations of {X, X , X }. We are now prepared to rephrase the following result from [24, 35] .
Next, we recall the definition of the
Lemma 3.7. Fix n ∈ N. Let X 1 , . . . , X n be independent random vectors in a Polish space X with respect to a Borel probability measure µ and let f :
. . , X n ) and assume that E W (n) = 0 and E W (n) 2 ∈ (0, ∞).
Then there exists an absolute constant
where Z is a standard Gaussian random variable. In particular, if the right hand side tends to zero, as n → ∞, then
Proof of Theorem 2.1 4.1 Further notation
Before entering the details of the proof of Theorem 2.1 let us introduce some further notation, which is frequently applied below. We shall indicate by H(u, t) the hyperplane in R d with unit normal direction u ∈ S d−1 and signed distance t ∈ R from the origin, i.e., H(u, t) = {x ∈ R d : For two sequences (a n ) n∈N and (b n ) n∈N we write a n ∼ b n to indicate that a n /b n → c, as n → ∞, where c ∈ (0, ∞) is some constant independent of n. Furthermore, we write a n b n if there exists a constant c > 0, which is independent of n, such that a n ≥ cb n .
A lower variance bound
The first step in the proof of Theorem 2.1 is a lower bound on the variance of the weighted volume Ψ(K ϕ (n)) of the weighted random polytopes K ϕ (n). For Φ and Ψ being the uniform distribution on a convex body K ∈ K 2 + (R d ) a lower variance bound was proved in [49] . Essentially following the ideas in [49] we shall extend this result to the weighted case. It turns out that the order of the lower bound for the variance is independent of the choice of the weight functions, they just affect the constant.
, n ∈ N and K ϕ (n) be the weighed random polytope defined as in (2.1). Then there exist constants c, N ∈ (0, ∞) such that for all n ≥ N we have
In the following proof, c, c , c 0 , c 1 etc. will denote positive and finite constants, which are independent from the parameter n.
Proof of Theorem 4.1. Step 1 -standard paraboloid. Let E be the standard paraboloid in
We chose a simplex S 0 in the cap 
and such that for all
Next, we need the following lemma. 
where Y is distributed with respect to ϑ.
Proof of Lemma 4.2.
Note that the functional (y,
is continuous, strictly positive and not constant on C
SinceΨ is continuous and
where B d 2 (z, δ) is the Euclidean ball around z with radius δ. Thus,
This proves the lemma.
We can now continue the proof of Theorem 4.1.
Step 2 -elliptic paraboloid of height h. Let κ 1 , . . . , κ d−1 > 0, and set Q to be the elliptic paraboloid
Notice that if ϕ and ψ are a integrable functions on C 
and 
h).
Let ϕ be bounded from below and consider the probability density ϑ that is the restriction of ϕ to C
Let Y be a random point distributed according to a probability density ϑ on C 1 2 Q (o, hδ 0 ) and let
where we used (4.3) in the last step. By (4.2), this yields
and the last term behaves like h d+1 , as h → 0 + .
Step 3 -economically cover K with caps and approximate by elliptic paraboloids. By our assumptions on K the Gauss-Kronecker curvature exists in all boundary points and is bounded from below by a positive constant. Now set
i.e., m is the largest integer less than or equal to n d−1 d+1 . Also recall the economic cap covering theorem, see, e.g., [49, Lemma 6] . It says that we can find points y 1 , . . . , y m ∈ bd K and h m ≥ 0 such that the caps
where n y j is the outer unit normal of bd K at y j , are pairwise disjoint and satisfy
as n → ∞. For every cap C K (y j , h m ) we consider an approximation of bd K at y j with an elliptic paraboloid Q(y j ). Then C 6) as n → ∞, and such that for all
and Step 4 -estimate the variance by considering special events. For j ∈ {1, . . . , n} let A j be the event that exactly one of the random points X 1 , . . . , X n is contained in C 1 2 Q(y j ) (y j , h m δ 0 ) and in each set D i (y j ), and that no other point is in C j = C K (y j , h m δ 0 ). By (4.5) we can find constants c 1 > 0 and N ∈ N such that for all n ≥ N we have
Then, by (4.6), we have
Thus there exists c 2 > 0 such that P(A j ) ≥ c 2 for all n ≥ N and therefore
Denote by F the σ-field generated by all random points X 1 , . . . , X n except those which are contained in caps C 1 2 Q(y j ) (y j , h m δ 0 ) with 1 A j = 1. Then, by the conditional variance formula,
Assume that 1 A j = 1 A k = 1 for some j, k ∈ {1, . . . , m} and further without loss of generality that
. By construction the points X j and X k are vertices of K ϕ (n), and by (4.7) there is no edge between X j and X k . Hence the change of Ψ-measure of K ϕ (n) if X j is moved is independent of the change of measure if X k is moved. This independence yields
where the variance under the sum is taken just with respect to the random variable X j ∈ C 1 2 Q(y j ) (y j , h m δ 0 ). Combining this with (4.8) and (4.9), implies
as n → ∞. The proof is thus complete.
Remark 4.3.
We remark that the general idea developed in [49] to prove lower variance bounds for functionals of random polytopes, and which is also in the background of the proof of Theorem 4.1, has repeatedly and successfully been applied in the literature for various random polytope models. We refer the reader to the papers [6, 8, 9, 19, 50, 59].
Bounding the first-order difference operators
In this section we start the actual proof of Theorem 2.1 by dealing with moments of the firstorder difference operator. The proof will be completed in the next section after having dealt with second-order difference operators as well. The next lemma is the main result of this section and we emphasize that the choice for p there is motivated by the application below, where precisely the moments of these orders show up. As above, c, c 1 , c 2 etc. will denote positive and finite constants, which are independent from the parameter n.
Lemma 4.4.
There exist constants C, N ∈ (0, ∞) independent from n such that
Proof. Recall the definition of the weighted random polytope K ϕ (n) = [X 1 , . . . , X n ] from (2.1). Also, taking β = 7 we denote by c = c β ∈ (0, ∞) the constant implied by Lemma 3.3. Then, we let A be the event that the weighted floating body K
From Lemma 3.3 we conclude that P(A) ≥ 1 − (n − 1) −7 ≥ 1 − c 1 n −7 , where c 1 ∈ (1, ∞) is a suitable constant.
Next, we define for n ∈ N, E n := EΨ(K ϕ (n)) and put
Note that f is symmetric and Borel measurable, and can be considered as a function
We set X := (X 1 , . . . , X n ) and, as mentioned in Section 3, we define, for z ∈ K and δ ∈ (0, ∞), the visibility region
The previous bound for moments of the first-order difference operator can now directly applied to the two terms in the normal approximation bound from Lemma 3.7 that involve γ 3 and γ 4 .
Corollary 4.5.
There are constants c, N ∈ (0, ∞) not depending on n such that
Proof. By definition, γ 3 = E|D 1 f (X)| 3 and from Lemma 4.4 and the lower variance bound in Theorem 4.1 we conclude that
Similarly,
ln n n
for all large enough n. This completes the proof.
Dealing with second-order difference operators
In this section we will deal with second-order difference operators and complete the proof of Theorem 2.
1. In what follows we shall use the same notation as in the previous section, and we let Y, Y , Z, Z be a recombination of our random vector X = (X 1 , . . . , X n ) and let f be given by (4.10). Again, c, c 1 , c 2 etc. will denote positive and finite constants, which are independent from the parameter n. Our two main estimates read as follows.
Lemma 4.6. There are constants C, N ∈ (0, ∞) independent of n such that
for all n ≥ N .
Proof.
We denote by A the event
where c is the constant implied by Lemma 3.3 for the choice β = 7 (note that in the proof of Lemma 4.4 we used the symbol A for a different event). Lemma 3.3 implies that P(A) 
Proof. From Lemma 4.6 and the lower variance bound in Theorem 4.1 we derive that, for sufficiently large n,
and similarly
This completes the argument.
Proof of Theorem 2.1. According to Lemma 3.7
where W (n) := f (X) is as in (4.10) . Notice that EW (n) = 0 and 0 < EW (n) 2 ≤ Ψ(K) = 1. Using Corollary 4.5 and Corollary 4.7 we can find a constant N ∈ N (not depending on n) such that
whenever n ≥ N . Since the last expression tends to zero, as n → ∞, Theorem 2.1 follows. 1.1, 1.2, 1.4, 1.6 and 1.7 It is the purpose of this section to prove Theorems 1.1-1.7 from the first section. As we explained after Theorem 2.1, they will all follow from the central limit theorem for weighted random polytopes in Euclidean spaces by choosing appropriate weight functions. (n) ) from the statement of the theorem has the same distribution as Ψ(K ψ (n)), where
Proof of Theorems
Central limit theorem in spherical space
is the image of K under g, which implies that K is a (Euclidean) convex body, and K ψ (n) is the convex hull of n i.i.d. random points in K having probability density ψ/ K ψ(x) dx. Since the gnomonic projection g is a diffemorphism between the open half-sphere and the Euclidean space we observe that bd K is a twice differentiable (d−1)-submanifold of S d + if and only if K is a twice differentiable submanifold of R d . Furthermore, the Gauss-Kronecker curvature of bd K is strictly positive (with respect to the spherical ambient space) if and only if it is strictly positive on bd K (with respect to the Euclidean ambient space), see [15, Equation (3.24) ] for an explicit formula relating the two quantities. Hence K ∈ K 2 + (R d ) if and only if K ∈ K 2 + (S d + ). Since ψ ∈ W(K), we find that K ψ (n) is a weighted random polytope in a Euclidean space R d to which Theorem 2.1 applies. The claim follows since Vol s (K s (n)) = Ψ(K ψ (n)).
Central limit theorem in hyperbolic space
Proof of Theorem 1.2. Let e 1 , . . . , e d+1 ∈ R d,1 be a Lorentz-orthonormal basis such that e d+1 ∈ H d . We define the gnomonic projection h :
where R d is again identified with the hyperplane {x ∈ R d,1 : x · e d+1 = 0}. It is known that the image measure of Vol h under h is the Lebesgue measure on the Euclidean unit ball B d 2 ⊂ R d with the radially symmetric density ψ(x) = (1 − x 2 ) −(d+1)/2 , x ∈ int B d 2 , see [15, Section 3] . As a consequence the random variable Vol h (K h (n)) from Theorem 1.2 has the same distribution as Ψ(K ψ (n)), where K := h(K) is again a (Euclidean) convex body and K ψ (n) is the convex hull of n independent and identically distributed random points on K, distributed according to the density ψ/ K ψ(x) dx. We again observe that K ∈ K 2 + (R d ) since K ∈ K 2 + (H d ) and that ψ ∈ W(K). So, as in the spherical case we can apply Theorem 2.1 and the result follows.
Remark 5.1. The gnomonic projection h used in the previous proof is in fact an isometry between the hyperboloid model and the so-called projective model for
2 .
Central limit theorems in Hilbert Geometries
Proof of Theorem 1.4. Let x ∈ int C and define for v ∈ R d the Minkowski norm v x := 
Limit theorems for dual volumes
for all 1 ≤ j < d, see e.g. [12, Lemma 19] . Here, E ∈ Gr j (R d ) is a random j-dimensional linear subspace of R d distributed according to the rotation invariant Haar probability measure. Hence, if we set 
2).
Proof of Theorem 1.7. Let ψ j be defined as in (5.1) and apply Theorem 2.1 with ψ = ψ j and ϕ = 1/ Vol(K).
Remark 5.3. Theorem 1.6 and 1.7 also hold true for the weighted random polytopes K ϕ (n) if ϕ ∈ W(K). That is, we have that
as n → ∞.
