Abstract The first minting of Digital Object Identifiers (DOI) for research data happened in 2004 in the context of the project "Publication and citation of primary scientific data" (STD-DOI). Some of the concepts and perceptions about DOI for data today have their roots in the way this project implemented DOI for research data and the decisions made in those early days still shape the discussion about the use of persistent identifiers for research data today. This project also laid the foundation for a tighter integration of journal publications and data. Promoted by early adopters, such as PANG AEA, DOI registration for data has reached a high level of maturity and has become an integral part of scientific publishing. This paper discusses the fundamental concepts applied in the identification of DOI for research data and how these can be interpreted for alternative and future applications of persistent identifiers for research data.
Introduction
Data publication and citation has attracted considerable attention in recent times as part of a call for better transparency and reproducibility in science (see e.g. Baggerly 2010; Bloom et al. 2014 ).
An important element of data publication was the application of Digital Object Identifiers (DOI) to research data. The first minting of Digital Object Identifiers (DOI) for research data happened in 2004 in the context of the project "Publication and citation of primary scientific data" (STD-DOI). Through the promotion of DOI for data by early adopters, such as PANGAEA, the registration of DOIs for data has reached a high level of maturity, one of the results being various co-operations between data archives and academic publishers to technically include data publications in journal publications.
With wider adoption of the internet through the early days of the worldwide web the easy availability of materials over the internet raised the question why scientific publishing was not making use of the full potential of this new technology. During this time online publications were still mainly emulating paper-based publications in scientific journals, in particular the low availability of data was a concern. To make more research data available it seemed that the value of research data had to be increased by making data an integral part of the scientific discourse and treating them in ways analogous to scientific communication through the publication of papers (see e.g. Helly et al. 2003 ; Klump et al. 2006) . The fast paced development makes internet resources seem to be of a more ephemeral nature than their paper based counterparts, for which memory institutions have existed for many centuries.
Most people refer to a resource on the internet by its Universal Resource Locator (URL) which has become to be known as the "web address" of a resource. After a couple of years of wider use of the internet it became apparent that over time web servers were reorganised and the web addresses of objects on the internet changed. Referring to resources by their location in this case meant that the resource was no longer available. In pages referring to other resources on the web more and more links started pointing to non-existent pages, resulting in a process called "URL decay" or "link rot". This made it very difficult for users to refer to objects on the internet in a persistent way and made many resources inaccessible to others (e.g. Koehler 2004; Lawrence et al. 2001) , and early on it was recognised that URL decay is problematic for scholarly communication (Dellavalle et al. 2003; Harter and Kim 1996) . Not surprisingly, the problem of URL decay also affects the availability of data (Vines et al. 2013) . Some have suggested that "URL decay" could be prevented by better practices to create stable "Cool URIs" (Berners-Lee 1998) . This is relevant not only to data but also to semantic technologies supporting linked data and we will discuss this proposal later in this text.
The root problem of the persistence of locators on the web was addressed by the introduction of persistent identifiers which separated the identity of an object from its location on the web (see e.g. Arms 1995; Lawrence et al. 2001; Lynch 1997) . Arguably the most impact was achieved by the Handle system (Kahn and Wilensky 1995) . The Handle system describes a minimal set of requirements for an infrastructure for the identification of objects in a digital infrastructure and how the identity of an object can be related to its location. The system is agnostic to the contents of the objects, keeping it open for interoperability with future applications. The Digital Object Identifier (DOI) makes use of the Handle system and uses its namespace "10.
[subnamespace]/".
The DOI system was first presented to the public at the 1997 Frankfurt Book Fair in Frankfurt am Main, Germany and went into operation in 1998. At this time it was already recognised that DOI might be a useful tool to make research data better accessible and even citeable (Mundt 1998) . This was further explored in a pilot project and the projects "Publication and citation of primary scientific data" (STD-DOI, phases I and II) funded by the German Research Foundation (DFG) (Brase et al. 2015; Lautenschlager and Sens 2003) . The first mining of Digital Object Identifiers (DOI) for research data happened in 2004 in the context of STD-DOI. Looking into the early development of the use of persistent identifiers for research data helps us understand some of the concepts and perceptions about DOI for data today and how they still shape the discussion about the use of persistent identifiers for research data.
The project STD-DOI set out to implement a system for publication and citation of research data using persistent identifiers. The project not only set up the necessary technical infrastructure but also designed a scalable systems architecture, developed a metadata schema for DOI registration, and an organisational and a business model for the sustainable operation of the necessary services at the DOI registry and at the respective publication agents. Even though all four science partners in the project came from the geosciences they were heterogeneous enough in their structure and requirements to provide a wide variety of use cases.
These issues surrounding the use of persistent identifiers for research data have been discussed before by other authors and these will be referred to in the course of this text. A review of the current state of data publication can be found in Kratz and Strasser (2014) . The contribution of this paper will be the discussion of persistent identifiers for geoscience data in the light of the early development of the system and our first ten years of experience in this technology. Many of the concepts for the application of DOI for geoscience data are based on concepts developed under the circumstances of the early days of the DOI system. In this paper we want to review some of these models, challenge the underlying assumptions and apply the arguments to use cases for static and dynamic data sets, granularity of data objects, and citation principles in the light of keeping a persistent record of science.
Persistent identifiers in the geoscientific community Organisation and technology
In the original structure of the STD-DOI project consortium it was decided that published data would remain at their data centres of origin, while the German National Library for Science and Technology (Technische Informationsbibliothek Hannover, TIB) would not hold any of the published data but would only register DOIs as a Registration Agent and member of the International DOI Foundation (IDF). The registration of DOI by a data centre is facilitated by a Publication Agent. This pattern could in turn be repeated by the data centres to subordinate data centres. It is the duty of the Publication Agent to ensure the quality of the data and the uniqueness of the minted identifier. This organisational pattern is called hierarchical delegation (Bechtold 2003) . As the group of Publication Agents grew, the hierarchical delegation pattern proved to be flexible enough to allow for a major structural change. Interestingly, few other Registration Agents followed this pattern and most now operate as Registration Agent and Publication Agent in one and do not delegate the minting of DOIs to data centres. In many cases the Registration Agents themselves also acts as data centres.
In the beginning, all four data centres participating in STD-DOI shared one DOI namespace (10.1594) which was divided into sub-namespaces by using a prefix in the DOI, e.g. 10.1594/PANGAEA for all DOIs registered by PANGAEA. Members of the project consortium were the German National Library of Science and Technology (TIB), PANGAEA as a joint operation of the University of Bremen and Alfred Wegener Institute for Marine and Polar Research (AWI), the German Research Centre for Geosciences (GFZ), the German Climate Computing Centre (DKRZ) and the German Aeronautics and Space Agency (DLR). The consortium was represented in the IDF by TIB.
The number of initial publication agents grew quickly, including numerous institutions from outside Germany. For some international candidates it proved to be politically difficult to register DOI for data through TIB as the sole Registration Agent and a way had to found to internationalise the governance structure of the registration of DOI for research data without fragmenting it into numerous national agencies. Discussions on how to solve this challenge lead to the founding of DataCite, a not for profit organisation that governs the system for the assigning of DOI for research data and develops supporting technology. Establishing a supranational organisation made it easier for other national libraries to join the system. The organisation was founded in London (United Kingdom) in December 2009. In May 2014 DataCite had 31 members.
Metadata
Even though metadata elements can be stored in a handle record DataCite does not make use of this feature and stores only the DOI-URL key-value pair in the handle record. All other metadata are stored separately in a database, as is common among DOI registries. Metadata are collected at registration by the DOI Registration Agent. Before joining the IDF, candidate members have to present a community metadata schema to describe the objects to be registered in the DOI system and TIB did so in 2003 (Brase 2004) . The IDF requires certain core metadata elements to be included in the community profile and members are free to add community specific elements. The current DataCite metadata schema (Starr et al. 2014; Starr and Gastl 2011) is based on the STD-DOI metadata schema for DOI registration (Brase 2004) . The metadata profile is primarily bibliographic with some elements relating to the administration of DOI records. Compared to the original STD-DOI metadata profile the current DataCite metadata profile is less strict, i.e. a number of elements that were mandatory in STD-DOI are now optional. With geolocated data becoming more widely available, an element <GeoLocation > has been introduced with as part of the transition to DataCite metadata schema version 3. There is no element in the schema to record the time coordinate or temporal extent of an object, except for dates relating to the life cycle of the digital object itself.
The most interesting element in the DataCite metadata schema is the optional element <relatedIdentifier>. The element <relatedIdentifier > points to other objects and its associated identifier and is parameterised by <relatedIdentifierType > and <relationType>. The element <relatedIdentifierType > is merely an enumeration of recognised identifier types that clients can use to identify the resolving service, if a global resolver exists. The element <relationType > describes the nature of the relationship between the two objects. This element offers a host of possibilities to encode semantic relationships between objects, not only in the DataCite schema, but also through transformation into other forms. For a complete list of relationships between data objects see Starr et al. (2014) . The principles behind this element are similar to the Functional Requirements for Bibliographic Records (FRBR) (Study Group on the Functional Requirements for Bibliographic Records 1998).
While persistent identifiers aid citation of research data, they do not offer any immediate discovery mechanism, even though metadata on the object identified may be collected by the registration agent in charge of "minting" a particular persistent identifier. The resolving services, in most cases, offer only an HTTP redirect pointing from the resolver URL to the resource URL, they do not offer discovery metadata. Discovery of data has to be facilitated by portals, which can be more or less specifically targeted at a scholarly community. Examples are the generic portal run by DataCite itself and the KOMFOR data portal for geosciences (http://www.komfor. net/data-portal.html). Dissemination of metadata is commonly achieved through harvesting using the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH) (Devarakonda et al. 2010 ; Van de Sompel et al. 2004) .
At the time the first DOI for data were minted in the STD-DOI project, the portals intended for discovery of data were the online catalogues of the participating data centres and the TIB online catalogue. To avoid flooding the TIB online catalogue with thousands of nearly identical entries of research data items the project members agreed to distinguish between "publication data" with a full set of bibliographical metadata and "working data" with only a DOI registered but no metadata in the TIB online catalogue. In reaction to this policy the participating data centres developed the concept of data collections to create fewer numbers of "high level" data publication entities. In this context, some data centres used DOI only for "publication grade" data while others used DOI for every item in their holdings. This distinction contributed to the perception of DOI adding "value" to data, making them "publication grade" quality data. We think that this distinction is confusing and not necessary as all data published through DataCite are now published with metadata.
Identity
The first question that arises when considering the use of identifiers is the identity of an object. The "Ship of Theseus" paradox (Anon 2014b) , formulated by Plutarch in 75 A.C.E., already discusses the paradox that an object can only be identical with itself, which is a trivial statement, and whether there can be an identical copy. In relation to another object, two objects can only be considered identical for a given purpose, i.e. an "appropriate copy" (Paskin 2003) . This has consequences for the technical implementations to check identity or equivalence. In designing the STD-DOI metadata schema, as a precursor to the DataCite metadata schema, the consortium discussed whether to include a hash value of the dataset to allow users to check the completeness of the downloaded data. This proposal was rejected as the hash value would depend on the representation form of the data, which would already change with using different character encodings. The concept of separating a "work" from its "manifestations" has been elaborated in FRBR, which has been reflected in the concepts of identity used in STD-DOI.
When we consider a numerical dataset stored as character separated values (CSV), encoded in UTF−8 and in UTF-16, the content of the two representations would be semantically identical, but due to the different encoding the two files would have different hash values. Yet, despite the differences in the bit stream, both files represent the same conceptual object in different representation forms (Duerr et al. 2011) . The identifier therefore marks the identity of an object with respect to its conceptual representation (Arms 1995) . The identified object might also not only be a single closed data set. Identifiers can also be used to refer to collections of data sets, to open time series or to other abstract data entities. The question of identity and granularity will be discussed later in this paper.
Naming conventions
The question following onto the identification of a data set is how to construct the identifier character chain that then can be used in a DOI resolution service. Here, every identifier system has to strike a balance between mnemonic and opaque names. Considering the assumed longevity of DOIs, the DOI Handbook (Anon 2012a) warns against the use of mnemonic names and states:
"In use, the DOI name is an 'opaque string' or 'dumb number' -nothing at all can or should be inferred from the number in respect of its use in the DOI system."
The CrossRef Handbook (CrossRef 2000), on the other hand, considers the organisational continuity and advises:
"The suffix should reflect a consistent, logical system that can be easily documented and readily understood by employees of your organization, so that the task of assigning DOIs can be passed from one employee to the next." Both handbooks point out that "persistent identifier" means that these identifiers shall be maintained for a very long time, while underlying technologies and organisational structures will change. In this context, mnemonic identifiers carry the definite risk of becoming meaningless, and possibly causing additional problems, over a longer time perspective. This was already pointed out by Kahn and Wilensky (1995) in their description of the Handle system, which is the technological base of the DOI. It is often confused with the persistence of the data objects themselves, which is an important but separate matter.
DOI and other globally resolvable identifier systems
The project STD-DOI set out to implement a system for the publication and citation of research data, using DOI as a persistent identifier. Besides DOI the project also explored the use of Universal Resource Names (URN) for the identification of research data. The URN resolution was established as a service by many national libraries. At this time the development was strongly influenced by the developments in libraries, which were trying to redefine their roles in a changing world of digital publication. A major drawback of URN, when compared to DOI, is the lack of a global resolving service. To resolve a URN it is necessary to know where the URN was registered. The Archival Resource Key (ARK) (Kunze and Rodgers 2013) , developed by the California Digital Library, emerged a few years after DOI. It was discussed but not further explored in the context of the STD-DOI project.
By this time DOI were already well established in scholarly publishing and the DOI as a brand name had found widespread recognition. The interoperability with other handlebased systems and the recognition of DOI as a brand of quality in the end lead to a focus on DOI as persistent identifier for data. In addition, the minting of URN through the German National Library at the time was not facilitated through web services but by e-mail communication. The lack of scalability and problems to align the business processes between DOI and URN for data led the project consortium to decide to abandon the minting of URNs.
Another aspect of the brand name DOI, however, is its association with the publishing houses, resulting in the perception of DOI being a "commercial" service, while other services, such as URN, were "non-commercial" services. Even though the IDF is a not for profit organisation, the perception of DOI being expensive was compounded by the fact that the national libraries offered their URN registration service at no cost while members in the DOI system had to find ways to recover their membership and service fees payable to the IDF. On the scale of traditional scholarly communication, the fee of US $ 1 per DOI seemed minor, but on the scale of millions of datasets already populating scientific data stores, even at US $ 0.01 when ordering large numbers of DOI, the cost of registering every dataset with a DOI was too high for the data centres. To keep the cost of DOI registration at a reasonable level, the data centres in the STD-DOI project agreed not to register their entire holdings but, in cases of large collections of related data, register only the "parent" collection item that incorporated all the many individual data sets. Later TIB changed its model to allowing accredited DOI publication agents to mint unlimited numbers of DOI against an annual membership fee of EUR 150 plus a fee per registration. A short while later all fees were dropped by TIB for academic institutions in Germany (Anon 2012b) and in this way registration fees per minting of a DOI fell away for a sizeable number of data centres. Some DOI Registration Agencies still decide to charge their clients a fee per DOI minted. Thus the cost of minting DOI depends to a certain part on the business model of the DOI Registration Agent.
This retrospective into the early days of DOI for data shows that the concept of "value" of a DOI, or of its commercial nature, and the use of alternative persistent identifier systems for "published" vs. "unpublished" data have their roots in considerations no longer relevant today as the per item cost of DOI has been minimised and library catalogues are not the only portals to data discovery anymore. The motivation for alternative identifier schemes may vary, and often the case is made by citing the cost of assigning DOI (Kálmán et al. 2012) . Interestingly, Kálmán et al. themselves report that data centres using the services of the European Persistent Identifier Consortium (EPIC) may in future be charged for this service, thus making them not dissimilar from DataCite. The validity of the argument made by Kálmán et al., i.e . the cost and commercial nature of the DOI, is thus not universally valid and depends on the business model adopted by the respective DOI Registration Agent.
Because of the rule that persistent identifiers should be maintained indefinitely, some authors argue that data sets, that are of temporary nature only, should not be identified by DOI but by an identifier system that allows objects to be ephemeral (Kálmán et al. 2012) . Here, "persistent identifier" is misunderstood as "persistent object" and misinterprets the rules set by the IDF. The DOI handbook only requires the identifier to be persistent and for it to resolve to either the intended endpoint or to a page explaining why the original endpoint does not exist anymore, it does not require the object to be persistent. Switching from one identifier system to another in the lifecycle of a dataset may even cause more confusion because now the relationship between the meaning of the first and every subsequent identifier needs to be maintained. Even though DOI and other identifier systems have elements for pointers to other identifier systems, these elements need to be maintained through editorial effort.
DOIs are just one of many identifier schemes that have been proposed and that are being used. The choice of an identifier scheme should be guided by the intended use case. Since this article discusses persistent identifiers, the aspect of trustworthiness has to be considered. Bütikofer (2009) gives an overview and a catalogue of criteria for the assessment of the trustworthiness of persistent identifier systems. In the case of established systems it is debatable whether the migration to another persistent identifier system should be considered. In the case of choosing a persistent identifier system for a new application not only should the criteria of trustworthiness be considered, but also the interoperability with other established and widespread systems. In the long term it can become a burden to maintain consistency between two or more identifiers for the same object, in particular if a community for the intended use case already exists.
Uptake and impact of persistent identifiers for research data
In the first section we discussed how many current concepts in the application of DOI for research data were informed by the circumstance and the business models at the time when DOI were first applied to identify research data. The solutions implemented at that time were only one set of possible solutions. After ten years of development the circumstances and business models have changed, allowing us to rethink some of the fundamental issues in the application of persistent identifiers to research data. In the following discussion we will reexamine these issues and suggest ways how these could be addressed.
Research data are incredibly diverse and may come with almost any requirement. Treloar et al. (2007) called this the "research data continuum" and came to the conclusion that for an organisation it is impossible to manage such a continuum. Instead, the authors suggested dividing this continuum into domains of responsibility. The number of domains can be adjusted to the respective organisational requirements. We will adopt a model consisting of four domains which we call Private, Group, Persistent and Access Domain (Fig. 1) .
The application of DOI for the identification of research data in the geosciences follows the metaphor of the "publication", as is already expressed in the name of the originating project STD-DOI. In a much debated essay, Parsons and Fox (2013) raised the question whether "publication" is always the right metaphor when dealing with research data and particularly scrutinise the case of data citation in comparison to other use cases. And certainly, within their outlined universe of data, "publication" is not the only valid metaphor.
While Parsons and Fox (2013) quite rightly ask the question whether "publication" is the only metaphor for dealing with research data, we want to point out that this article is concerned with data that are part of the record of science, be it by direct dissemination as publications in their own right, or as a supplement to an article in an academic journal. In terms of roles and responsibilities these data should be located in the persistent domain and we think that "publication" is an appropriate metaphor for the dissemination of these data. The analogy with journal publication was chosen to increase the value of research data and thus give researchers an incentive to make their data more freely available (Klump et al. 2006) . Data journals only emerged in the wake of DOI for data; earlier forms, such as technical reports and grey literature, were not successful in making research data more broadly available.
At this point, the discussion often turns towards data quality. If the system of data publication emulates the academic publication system, should it not have a mechanism of quality assurance similar to peer-review? This has been suggested by some authors (e.g. Callaghan 2015; Grootveld and van Egmond 2012; Mayernik et al. 2014 ) and disputed by others (Parsons and Fox 2013) . This discussion assumes that "publication" implies "quality" in the same way as the costs of typesetting and printing acted to a certain extent as a quality filter in paper-based publications. This air of quality, attributed to publishing, was certainly a motivation to choose DOI as the persistent identifier system for the publication and citation of research data. In the current practice of using DOI we now see that this assumption of quality no longer holds true. In a presentation Bilder (2013) showed that DOIs are being used not only for scholarly literature but also for entertainment and adult media. While some might lament this as a sign of cultural decay, the authors of this paper encourage the reader to adopt a pragmatic approach to persistent identifiers.
If we want to identify elements of the record of science we have to address the question of persistence and trustworthiness of persistent identifier systems (Bütikofer 2009 ) and which of the different systems for persistent identification of web resources to choose for implementation (Hilse and Kothe 2006) . With any of these implementations one has to keep in mind that a persistent identifier system is primarily a social system in which stakeholders work together to ensure the long-term integrity of the resolver service by maintaining the association between object identity and object location. In this sense, DOI is a social contract around trusted identifiers and DataCite has been grappling for some time with the identification of criteria for the trustworthiness of DOI registries and data centres. One approach to trustworthiness of data centres was to develop a certification process based on the elements of the Open Archival Information Systems reference model (OAIS) (CCSDS 2012) . A summary of the certification projects can be found in Klump (2011a) .
The rigorous criteria of a certification proved to be difficult to fulfil in practice and, as a consequence, more pragmatic approaches have been developed by Data Seal of Approval (Sesink et al. 2008) and in the World Data System (ICSU WDS 2012). Yet another approach to trustworthiness was taken by the project "Registry of Research Data Repositories" (re3data.org) (Pampel et al. 2013) . In this project, research data repositories are described using a standardised set of criteria. The resulting registry is searchable on the web and offers a quick overview for data users and producers together with more in-depth information. In a recent development DataCite has signed a Memorandum of Understanding to merge the two registries for research data repositories, re3data.org and Databib, into one and make them part of its services when both projects end in late 2015.
Use cases for DOI in geoscience data
Most use cases for DOI in geoscience data were already discussed and implemented in the early phases of the project STD-DOI. Broader adoption of data publication and further evolution of the internet, the emergence of web services and of data intensive science now challenge the original concepts that were modelled after document-based practices in scholarly communication. The original and the new uses cases raise questions regarding the granularity of data publications, identification of time series, subsetting of large data sets, and identification of dynamic data to make these data stable elements of the record of science.
With its publication, a dataset becomes part of the record of science, even if the dataset is a still open time-series, or is subject to other changes. For the sake of transparency and reproducibility a stable version of the data has to be accessible that allows us to go back to a defined point in the record of science. While the ideal is a stable record of science, the reality is ever changing. Datasets get appended, reprocessed, subsetted, filtered, errors are removed. In the geosciences, highly dynamic datasets are frequently found in earth observation, environmental monitoring or in geophysical monitoring systems. As an example, environmental time-series may be published as early as possible in order to stimulate the scientific progress but might be subject to corrections or reprocessing at a later point in time. To make such data citable is a challenge because identification of data has to address both immediate access, as well as preserving the record of science. Some users are interested in the most recent version of a dataset; others want to refer to a specific version that was interpreted in a scientific paper. Where should a persistent identifier point to? What if I want to refer only to a subset of data?
The granularity, the smallest identifiable unit by a persistent identifier, is not always easy to define. In some cases, where time or space are dimensions of the data, a subset may be defined by a range or bounding parameters. In other cases data may have an internal structure that allows the formulation of a canonical path to the defined granule. In other cases, the data may be composed into a collection of discrete objects (see e.g. Diepenbroek et al. 2014) . In the following section we will discuss a number of uses cases that we think are relevant to applications in the geosciences and that have been identified by us as best practices.
The first case is a simple starting point: An object is identified at time T 0 by an identifier 10.123/DOI-1. Over time the object does not change. Under these conditions it can always be identified by identifier 10.123/DOI-1 (Fig. 2 ). An example would be the dataset on basalt melt inclusions from the Gakkel Ridge, published by Shaw (2011) where the data supplement a paper giving an interpretation of the data (Shaw et al. 2010) .
In our second case, the original dataset is appended at points in time. The already existing parts of the dataset are not changed when more data are appended. This use case is typical for open time series coming from instruments. Here, the entire time series can be identified by one persistent identifier (Fig. 3) . This procedure was defined in the STD-DOI project in analogy to open series of periodicals in a library where the entire series would be identified by one catalogue entry. By using a canonical path (Volume, Issue, Page) specific subsections of this series can be unambiguously identified. Similarly, data in a time series can be identified by quoting the identifier of the series and the temporal (or spatial) range that was used to subset the data. In the example of orbital data from the TANDEM-X mission (Rothacher et al. 2007 ) the time series started in 2007 and has not yet ended. The data can be subsetted by citing the time range covered. Alternatively, for time series that are appended infrequently, one identifier per time step could be used, like in the case of updated datasets (Fig. 4) .
The concept of single identifiers for time series produced in environmental monitoring systems and earth observation satellites was originally also motivated by the initial cost of DOI minting which, in the case of the large volumes of satellite data, would have been prohibitive. As stated earlier, these costs remained hypothetical and later on TIB changed its business model for DOI registration and further charges have been waived.
It is inevitable in research that data sets may get changed retrospectively. The reasons for retrospective changes might be the correction of errors, updates or filling in of missing data. A good example for such a procedure is the data management for ARGO floats which are autonomously operating, floating marine sensor platforms. Quality routines on data delivered by these platforms are performed retrospectively by investigators (ARGO 2000) e.g. in comparison with other available data sets delivered by neighbouring sensor Fig. 3 Appended time series. The data object is repeatedly appended over time while the already existing parts of the object are not changed. This case is typical for many time series. Since the already existing portions of the dataset do not change it is always possible to go back to the record of science. Thus, it is not necessary to introduce a new identifier after appending data platforms. In this case it is not possible to go to a subset of the data and assume it has not been changed from a previously identified version. Here, it is essential to be able to identify the individual versions (identified by 10.123/DOI-1 to DOI-3 in Fig. 4 ), as well as being able to identify the "work" as an abstract class of all its versions (identified by 10.123/DOI-A in Fig. 3 ). Old versions should be kept accessible as a part of the record of science, identified by their respective DOI. This does not necessarily mean keeping a copy of the data. In the age of petascale computing this might also mean that the relevant subset of a very large dataset can be reproduced on demand (Evans et al. 2015; Pröll and Rauber 2013) . In analogy to publication procedures in software engineering, some data centres define "releases" of their data. In this case the "releases" are identified by individual DOI while the intermediate "nightly builds" are not identified by individual DOI.
Quite straightforward is the case of a collection. Here, a number of datasets with their individual identifiers (10.123/ DOI-1 to DOI-4) are collated into one collection (10.123/ DOI-A) (Fig. 5 ). An example is the collection of 426 ozone sonde profiles from Georg-Forster-Station, Antarctica, compiled in König-Langlo and Gernandt (2009) . Each of the 426 profiles has its own DOI while the collection is defined by a collection object, again identified by a DOI (doi:10.1594/ PANGAEA.547983).
It has been argued that data citation would potentially inflate reference lists in publications, in particular in the case of synthesis or review papers. The collection pattern is a practical way to cite a large compilation of data, for instance in a review or synoptic study. For these cases, a collection object can be created that includes all individual datasets used in a paper instead of listing all datasets individually. An example for a compilation of data from various sources was published by Heim et al. (2008b) as a supplement to a journal publication (Heim et al. 2008a ).
Data in the cloud and in web services
Earth and environmental sciences are particularly rich in data coming from heterogeneous sources including loosely networked remote sensor and field observations (McNally et al. 2012) , laboratory data, as well as simulation and modelling results, which are required to explore the deep time and inaccessible spaces relevant to most geoscience investigations. As a result, the amount of data collected was comparatively small, but semantically rich. Technological progress in the field of sensor networks and sensor technology now provide us with much higher volume data streams.
In large or dynamic datasets it might often be necessary to subset the data to be retrieved. This is particularly true for data provided through web services. Pröll and Rauber (2013) proposed a system to identify subsets for dynamic data. The proposed system is suitable for relational databases and tabulated data in the presented use case of environmental sensor networks, whether it applies to raster data sets remains to be seen. The reliance of the proposed system on hash values introduces limitations for the verification of the integrity of data because it relies on the data being presented in a single representation form; for all other representation forms the stored hash value would not be valid. It was for this reason that the DataCite metadata schema does not include a hash value of the object identified by any particular DOI. This limitation could be overcome by stating which representation form is characterised by a particular hash value, reporting all transformations and ensuring that transformations are reversible. We are not aware of any research data repository where this has been implemented.
The progress towards large datasets has triggered the onset of the age of big data in the earth and environmental sciences, albeit a couple of years later than in other disciplines. The available data volumes have become too large to be efficiently transported over the internet and that exceed the computing capabilities of desktop computers. As in other fields of scientific computing, data storage and processing are being transferred to centralised high-performance computing centres, or into the "Cloud" (see e.g. Cox et al. 2012) . The move towards cloud based services also means that data sets may be "mirrored", meaning that they may be stored in more than one location, which again raises the question of identity of a data set (Paskin 2005) . To the user the location of the data storage and the location do not matter and the established criteria for establishing trustworthiness of the source (Klump 2011a) apply here as well.
A proposal for the citation of dynamic data
Rapid publishing of citable dynamic data, generated by e.g. autonomous sensor networks, is a common challenge found among large scale environmental research infrastructures. During several workshops organised by the EU funded projects COOPEUS, ENVRI and EUDAT, an initial common set of rules on how to cite dynamic data has been proposed (Huber et al. 2015) . These rules have been set up under the assumption that more of the full potential of handles would be used for DOIs in particular the support of Template Handles (CNRI 2010). The EPIC consortium has already demonstrated the usage and resolution of fragment or template handles for dynamic data, which gives rise to expectations towards IDF and DataCite to extend the capabilities of the DOI system. However, since Template Handles are not yet technically supp o r t e d b y D O I , t h e b e l o w u s e d s y n t a x f o r a 'DynamicDataSetDOI' and 'HandleTemplate' has to be considered as a preliminary placeholder. The rules for the citation of dynamic data we propose here acknowledge the rules already proposed by DataCite, the ESIP data stewardship and citation guidelines (Federation of Earth Science Information Partners 2012) as well as the Force11 data citation recommendations (FORCE11 2013, p.11). We have chosen to formulate the grammar in Extended Backus-Naur Format (ISO 1996):
The formalized citation grammar proposed above follows classical citation rules: author, date or period of publication and title initializes a citation. Specifically needed for the citat i o n o f d y n a m i c d a t a i s t h e m a n d a t o r y f i e l d 'DynamicDataSpecification' which allows specifying a version or subset of a dynamic data set. Specific to the citation of dynamic data within the proposed grammar is the possibility to declare the nature of dynamicity of such data. For example, it could be stated here if he dataset is continuously growing. The last part of a citation of a dynamic data identifier is the identifier (PID or DOI) used. This allows us to reproduce the section or fragment of the dataset which has been cited. It is followed by the date the data have been retrieved, which is an optional element. The DOI system, as currently implemented by DataCite, does not support Template Handles. Thus, a parameterized DOI, as used in the examples above, would not resolve to the specified subset but to the whole data set. Several working groups within the World Data System (WDS) or the Research Data Alliance (RDA Working Group on Data Citation) as well as DataCite are currently elaborating new strategies how to cite dynamic data and to provide new services including Template Handles to identify and resolve fragments or subsets of datasets. The above examples may serve as examples for the future implementation of template DOI, which will offer new possibilities for the identification of dynamical data.
Content negotiation, web services and cross-linking
The discussion of identity leads up to the next question: where should the resolving service point to for a given identifier? Here, again, we encounter the question of different representation forms. Very early on operators of the DOI system agreed that the DOI should resolve to a landing page that describes the identified object. Here, the representation form can be chosen and access rights can be negotiated. This, however, is the paradigm of the human operator. The client could also be a machine, in which case a machine readable response would be more useful. There are different ways to achieve this, either by HTTP "Accept" headers or by parameterised Uri. Content negotiation is provided in the Handle system (CNRI 2010) and its DOI implementation (Anon 2012a) , and first applications of this feature are now emerging (Fenner 2014; Ma and Yang 2014) .
More and more data are being provided through web services. Current web services, like the ones specified by the Open Geospatial Consortium, do not provide unique identification of datasets. Data consumers, in particular machines, cannot determine, if two data sets, served through two separate web services, are not in fact identical. This becomes problematic in more networked publication formats that draw data from several sources or are chained as cascading services in a processing pipeline. Future revisions of web service standards should therefore also give the persistent identifiers of the data provided.
Future publication formats will be more interactive and to provide new functionalities by cross-linking between a publication and related materials. A cross-linking service between journal articles and data has been successfully exemplified between PANGAEA and Elsevier. An innovative concept in this new direction is the 'Article of the future' presented by the publishing house Elsevier (e.g. Aalbersberg et al. 2012) . It is also is an excellent example how persistent identifiers are used to link contextual information by using cross-linking technologies to connect the scientific record with external data. This additional context and functionality relies on web services and content negotiation.
DOI and the semantic web
With the rise of the semantic web the use of Universal Resource Identifiers (URI) has become the means of identifying concepts and namespaces (Berners-Lee et al. 2001) . And again, we encounter questions relating to identity that are very similar to the questions discussed earlier. Berners-Lee (1998) argued that it is merely a matter of proper design to keep URI resolvable forever and called these unchanged URIs "Cool URIs". For semantic applications the use of Cool URIs has been proposed and it has been questioned whether DOI are necessary in a world of Cool Uri (Bazzanella et al. 2013) .
"Pretty much the only good reason for a document to disappear from the Web is that the company which owned the domain name went out of business or can no longer afford to keep the server running." (Berners-Lee 1998).
Unforseen by Berners-Lee, a few years after his statement the "dot.com bubble" burst and many companies went out of business, leaving many web domains orphaned. Other companies were acquired and merged into existing entities, and again sometimes losing their original web domain. The discussion of PID vs. Cool URI already shows that persistent access to web resources is not merely a technical question, but rather a "social contract" that needs to be entered by the stakeholders aiming to maintain persistent references to objects on the web.
The case repeats itself when XML documents are validated against external XML Schema Documents (XSD) or when external sources are imported into ontologies. At present, ontologies used for semantic reasoning are mostly ad hoc constructs without persistence; they present a different use case and are not aimed at the preservation of the record of science. The challenge arises when we want to preserve results of ontological reasoning and make these results reproducible.
A key concept for the interoperability of ontologies is the declaration of namespaces, based on URI. These URI might not necessarily point to existing endpoints on the web, yet the real power of semantic linking arises from importing external ontologies (Bechhofer et al. 2013 ). Once we need to import external ontologies we have to be aware of the possibility of these external references becoming fragile. We have to ask the question whether Cool URIs will be persistent beyond the lifespan of a project or whether will we encounter the problem of disappearing URLs again, now as "Link Rot revisited"? Cases of XSD URL decay have been reported from longterm preservation by national libraries. In one case, the German National Library attempted to ingest several thousand XML documents into their long-term digital archive. The XSD schema to these documents had been defined by a company that no longer exists, its web domain had been switched off and the XSD schema location no longer exists. Other cases like this have been reported but not yet published in formal literature.
In the current, still experimental stage of linked data Cool URIs may suffice. In the long term perspective linked data will experience the same URL decay as the web has seen before. As authoritative ontologies emerge in the context of Linked Open Data it should be considered using persistent identifier URI in namespace declarations referencing external ontologies. Linked Open Data (LOD) relies heavily on identifiers in URI format, and LOD graphs themselves can again be cited by identifiers (Silvello 2015) .
Ontologies are key components in linked data. They serve as "glue" between different concepts by defining namespaces and defining their interrelations. Ontologies themselves can be represented as digital objects. They might be static or dynamic, subject to versioning or extensions, and consequently all of the above examples of identifying digital objects can be applied. Identification of concepts in ontologies could also be new field of application for Template DOIs, where a DOI HTTP URI could be used to for the declaration of an ontology namespace and Template DOIs to identify concepts belonging to this ontology in analogy to the current practice of URI identifiers for concepts. Through these features DOIs are generally well suited as identifiers for the semantic web and could be used instead of or complementary to Cool URIs and would add a new level of persistence to the semantic web.
Not only URIs change, our knowledge also evolves. The semantic web largely builds on concepts and how they relate to other terms. Such concepts may be stratigraphical units, minerals or rock types, fossil species, etc. Over time, as our knowledge expands, these concepts may change. A reliable and persistent management of these concepts is indispensable to enable linking both current and past scientific literature. Similar to the versioning of data sets, semantic concepts should be versioned because the outcomes of reasoning might have changed with a change of the underlying ontology (Noy and Klein 2004) . Persistent identifiers would provide a useful set of tools to preserve the key features of the URI based semantic web, while at the same time providing persistence and versioning.
Conclusion: how to keep a persistent record of science?
The examples above illustrate the fundamental 'persistence' problem of identifier systems and their application within the geoscientific community. Meanwhile, the implementation of the system has been driven by memory institutions, for example libraries and data centers. In the further development of the system of persistent identification of geoscience data it sometimes is forgotten that "users want intellectual works, not digital objects" (Arms 1995) .
Many of the current practices were developed more than ten years ago in an experimental environment under specific conditions that informed the business model of data publication at the time. Today the DOI registries have much greater freedom in their business models and old perceptions of the value, quality and commercial nature of DOI no longer hold true. DOI has become one of several persistent identifier systems -and the most successful. It provides both the technical and the social framework for the integration of research objects (text, data, code, specimens, …) and has become an integral part of communicating the record of science. Scientific communication will continue to evolve and the development of infrastructures in its memory institutions will always lag behind. This tension will always be with us, but it should not hold us back from re-evaluating established practices for their fitness for future use.
At the start of the project STD-DOI, that laid the foundations for the use of DOI for data publication and citation, the focus was on emulating the traditional scientific publication process. With the advent of big data in the geosciences this traditional approach has reached its limits and new concepts need to be introduced that are better suited for large datasets. At the same time, scientific publication is moving away from the paper-based document paradigm towards more networked and actionable formats (e.g. Aalbersberg et al. 2012; Priem 2013) . This higher degree of integration of different data sources and processing tools will also require persistent identification of the process that generated the data presented and interpreted in a publication, which might be workflows, software (Anon 2014a) or other materials, such as specimens (Lehnert and Klump 2012) .
This more networked nature of the document can only be achieved through the integration of web services to serve data, be they numerical tables or other formats. The focus of the DOI for data community on paper-like documents and human actors has left some conceptual gaps. In the current practice, DOI for data does not make use of more advanced features of the Handle system, such as template handles or content negotiation. These features might be useful to tackle the more complex use cases of sub-setting large and dynamically changing datasets, or to distinguish between a human and a machine client.
In the emerging world of data intensive science in the geosciences we have to consider that scholarly communication will not be the only channel of communication. Increasingly machines will enter the arena, both as data producers, describing their data offerings in mark-up languages like SensorML (e.g. Hart and Martinez 2006; Schroeder et al. 2013) or GeoSciML (e.g. Laxton et al. 2010; Sen and Duffy 2005) , and as data consumers in pipelines for further processing or as components of monitoring and decision support systems. With increasing connectivity, more data sources will be joining the web, also called the "Internet of Things". Since machines are not yet good at handling ambiguity and context, identification of digital objects remains crucial in machine-tomachine communication. Here, again, persistent identifiers play an important role and the community has to define the specific role of DOI in this context.
When it comes to the question of persistence, geoscientists have been taught to think in very long periods of time and will not find it difficult to accept that nothing lasts forever. Almost no organisation and no technology will survive on the timescales of the record of science. Migrations from one organisation to another, from one technology to another, have to occur. To organise these transitions is less of a technical and more of a social challenge. This has been recognised in the Open Archival Information Systems (OAIS) reference model (CCSDS) by stating that an OAIS is:
[…] an Archive, consisting of an organization, which may be part of a larger organization, of people and systems, that has accepted the responsibility to preserve information and make it available for a Designated Community.
Persistence and trustworthiness are two faces of the same coin. Criteria catalogues for the trustworthiness of repositories (Dobratz et al. 2009; Klump 2011a; Pampel et al. 2013) , identifier systems (Bütikofer 2009 ) help data providers plan for a persistent operation and help data consumers identify trustworthy sources. In the same line criteria for the trustworthiness of other components of the scientific workflow could be developed to make the communication of scientific results transparent and reproducible. In analogy to the statement "preservation is not a place" (Abrams et al. 2009 ), persistence is not a state, it is a social process to keep an integral record of science.
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