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ABSTRACT
The equation of radiative transfer is an integro-differential equation in a five-dimensional
phase space for the specific intensity of a radiation field. The equation models the transport
of the radiation field, the energy loss due to absorption, the energy gain due to emission,
and the redistribution of energy due to scattering. In the PN approximation, the specific
intensity is replaced by a truncated spherical harmonics expansion, which results in replacing
the five-dimensional integro-differential equation by a three-dimensional system of coupled
partial differential equations. The resulting system of PDEs is hyperbolic, although the
system becomes a parabolic heat equation in the vanishing mean-free path limit (i.e., the
scattering dominated regime). A desirable feature of numerical methods for the PN system
is that they remain stable and accurate if we fix the mesh parameters and take the vanishing
mean-free path limit — in the literature this has been dubbed the asymptotic-preserving
property. In this work, we develop a Chebyshev pseudo-spectral method for solving the PN
system. The time-stepping is done using an L-stable scheme that guarantees that the overall
numerical method is asymptotic-preserving. In the multidimensional implementation of the
method, we make use of the Radon transform to reduce the computational complexity of
the matrix inversion. Several numerical tests are presented in order to demonstrate the
feasibility of the resulting method.
1CHAPTER 1. INTRODUCTION
The equation of radiative transfer is an integro-differential equation in a five-dimensional
phase space for the specific intensity of a radiation field. The equation models the transport
of the radiation field, the energy loss due to absorption, the energy gain due to emission,
and the redistribution of energy due to scattering. The specific intensity is a probability
density function (PDF):
F (t, r,Ω) : R≥0 × R3 × S2 7→ R≥0, s.t.
∫
R3
∫
S2
F (t, x,Ω) dx dΩ ≡ 1, (1.1)
where t ≥ 0 is time, r = (x, y, z) ∈ R3 are the spatial coordinates, and Ω ∈ S2 are
angular variables denoting the direction of the velocity coordinates. Note that all “particles”
propagating in this system are moving with unit speed, but with differing directions on the
unit sphere S2. The PDF F (t, r,Ω) represents at time t the probability we will find a
particle at position r heading in the direction Ω.
We assume that F satisfies the following kinetic transport equation:
∂tF + Ω · ∇ rF + σF =
σ
4pi
∫
S2
F dΩ, (1.2)
where σ is the collision frequency. This equation models many physics problems describing
how particles move in specific situations such as the migration of neutrons in a nuclear
reactor or in an oil well, radiative heat transfer, neutrinos in supernovae, and charged
particle transport in semiconductors [4].
Equation (1.2) represents a integro-differential equation with six independent variables
(1 time + 3 space + 2 velocity), which makes it computationally expensive to solve. There
exist a number of different approaches for simplifying this problem, including the Implicit
2Monte Carlo Methods (IMC), the Discrete Ordinates Discretization (SN ), and the Spherical
Harmonics Approximation (PN ). In the Monte Carlo method, F is represented by a set of
randomly set delta functions in phase space, and collisions are handled via random process.
In the SN method, velocity space Ω ∈ S2, is replaced by mesh points on S2, however this
method can create large distortions in directions not included in the mesh.
The method studied in this work is the PN approximation. In this approach, F is written
as an infinite series with unknown coefficients depending on r and time, and multiplied by
spherical harmonic functions depending on Ω ∈ S2. The infinite series is then replaced by
a truncated series:
F (t, r,Ω) ≈
N∑
`=0
∑`
m=−`
Fm` (t, r)Y
m
` (Ω), (1.3)
where Y m` (Ω) is the (`,m) spherical harmonic basis function [4].
Using the spherical harmonics ansatz (1.3) and the orthogonality of spherical harmonic
basis functions, equation (1.2) is reduced from a (1 time + 3D + 2V)-dimensional scalar
problem into a (1 time + 3D)-dimensional problem with O(N2) equations [4]:
∂tu+A∂xu+ +B∂yu+ C∂zu = σQu, (1.4)
where u is a vector of length O(N2), A, B, C, and Q are all matrices of size O(N2)×O(N2)
[4].
If we let N = 1, we get a very rough approximation of the solution of (1.2). When
N = 2, the second term in the summation is a correction term. When N = 3, we get
another correction term, and so on and so forth. Thus the larger N is, the better our
approximation will be.
The main focus of the current work is on the special case of the PN equations when we
let N = 1 in equation (1.3). What we are left with, after a spatial and temporal rescaling,
is known as the Goldstein-Taylor model, which is named for the works of Goldstein [2] and
Taylor [11], and which is described in detail below. While N = 1 would not be used in
practice as an approximation, it gives us a “toy model” to develop numerical schemes. We
3argue later in this work that the methods developed for N = 1 can be extended to the
general N > 1 case.
1.1 The 1D Goldstein-Taylor Model
The N = 1 version of PN system (1.4) in 1D can be written in the form:
ρ,t + u,x = 0,
u,t + ρ,x = −σu,
(1.5)
where ρ represents the density of the particles, u is the average or macroscopic x-velocity
of the particles in R1 at time t (i.e., the flux), and σ is the strength of the collisions (i.e.,
the inverse of the mean-free path). We now introduce a long-time and large-scale rescaling:
t← t
ε2
, x← x
ε
, and u← εu, (1.6)
which results in the 1D Goldstein-Taylor Model (GTM):
ρ,t + u,x = 0,
u,t +
1
ε2
ρ,x = − σ
ε2
u.
(1.7)
In this section, we will show that this system is hyperbolic, however as we compute the
limit as ε → 0+ (i.e., the large time and large spatial scale limit), the above hyperbolic
system converges to a scalar parabolic heat equation. For this reason, the Goldstein-Taylor
model is also known as the hyperbolic heat equation.
Before we show that the Goldstein-Taylor system behaves parabolically in the vanishing
 limit, let us first show that the system we start with is indeed hyperbolic. Consider the
following expression:
q,t +
∂f
∂q
q,x = c. (1.8)
We say that a system is hyperbolic if the flux Jacobian matrix, ∂f∂q in equation (1.8), is
diagonalizable with real eigenvalues. Writing the Goldstein-Taylor model in that form
4gives: ρ,t
u,t
+A
ρ,x
u,x
 =
 0
− σ
ε2
u
 , where A =
 0 11
ε2
0
 . (1.9)
The eigenvalues of A are λ = ± 1
ε2
. Since matrix A’s eigenvalues are real, then the system
must be hyperbolic for 0 < ε <∞.
Let us now see what happens when we compute the limit as ε → 0+. We compute the
Chapman-Enskog expansion of the 1D Goldstein-Taylor model. We begin with the power
series expansions
ρ = ρ(0) + ε2ρ(1) +O(ε4), u = u(0) + ε2u(1) +O(ε4), (1.10)
and insert these into the GTM (1.7) to obtain:
ρ
(0)
,t + u
(0)
,x = O(ε
2), ε2u
(0)
,t + ρ
(0)
,x = −σu(0) +O(ε4). (1.11)
Collecting all O(1) terms we arrive at
ρ
(0)
,t + u
(0)
,x = O(ε
2), u(0) = − 1
σ
ρ(0),x +O(ε
2). (1.12)
Finally, computing the derivative of the first equation of (1.12), and then substituting into
the second equation of (1.12) yields:
ρ
(0)
,t =
1
σ
ρ(0),x,x, u
(0) = − 1
σ
ρ(0),x , (1.13)
which is the parabolic heat equation from classical physics.
1.2 Asymptotic Preserving Schemes
When numerically solving time-dependent partial differential equations, one is faced
with choosing between explicit and implicit time-stepping techniques. Using explicit-in-
time numerical methods typically introduces time-step restrictions that depend on the grid
spacing and the speed at which information is propagated in the system [1]. In the case of
the Goldstein-Taylor system (1.7) we would expect a time-step restriction of the form:
∆t < min
(
c1ε∆x, c2σ∆x
2
)
, (1.14)
5Numerical Method
after ε → 0+:
Q˜n+1 = G˜(Q˜; ∆t,∆x)
Numerical Method
for entire system:
Qn+1 = G(Qn; ∆t,∆x, ε)
Full System when
∆t,∆x → 0+:
q,t = F (q; ε)
q˜,t = F˜ (q˜)
ε→ 0+
∆t,∆x→ 0+
ε→ 0+
∆t,∆x→ 0+
Figure 1.1: Commutative diagram showing the key property of asymptotic-preserving (AP)
schemes: the limits of the mesh parameters vanishing (∆t, ∆x → 0+) and the model
parameter vanishing (ε→ 0+) commute. The AP property allows one to the take the fully
discrete numerical method at a fixed resolution of ∆t and ∆x and take the limit ε → 0+
without causing numerical instabilities or inconsistencies with the limit equation.
where c1 and c2 are constants independent of ε, σ, and ∆x, but depend on the specifics of the
temporal and spatial discretizations. The first term in (1.14) is due to the hyperbolic nature
of the GTM (1.7) and will dominate in the under-resolve regime (roughly: ∆x ≥ ε). The
second term in (1.14) is due to the parabolic nature of (1.7) and will dominate in the fully
resolved regime (∆x ε) for all ε based on the hyperbolic and parabolic nature respectively.
This time-step restriction is clearly problematic if we are interested in computing the ε→ 0+
limit in the numerically discretized scheme.
If we instead use an implicit-in-time scheme, we might be able to avoid time-step re-
strictions of the form (1.14). However, there are two potential down-sides: (1) the implicit
scheme may be significantly more expensive per time step than the explicit scheme – this
situation becomes worse in higher dimensions, and (2) without additional properties such
as L-stability, generic implicit schemes may also fail to converge in the ε→ 0+ limit.
6The property that we need to guarantee stability in the ε → 0+ limit is referred to
in the literature as the asymptotic preserving (AP) property [5]. We say that a system is
asymptotic preserving if as ε→ 0+, the scheme is consistent, stable, and high-order accurate
[6]. To understand the idea of AP schemes better, let us refer to Figure 1.1, which is a so-
called commutative diagram of two important limits: (1) the mesh parameters vanishing
(∆t, ∆x → 0+), and (2) the model parameter vanishing (ε → 0+). This diagram outlines
two paths from a fully discrete numerical method for (1.7) to the exact solution of the limit
diffusion equation (1.13).
The non-controversial path is to compute the limit as ∆t,∆x→ 0+ first, which, assum-
ing stability and consistency of the numerical method, leads us to the exact solution of the
full system still in terms of ε. We then compute the limit as ε→ 0+ to arrive at the solution
to the limit system. This is noted in Figure 1.1 moving clockwise.
The more difficult path to execute is to fix ∆t,∆x and compute the limit as ε → 0+.
Only well-crafted numerical schemes, i.e., asymptotic-preserving (AP) schemes, will achieve
stable and accurate results in this limit. If we have an AP scheme, we can now happily take
∆x,∆t → 0+ to arrive at the exact solution of the limit system. This is noted in Figure
1.1 moving counter-clockwise. In the next two subsections, we will describe in detail two
different asymptotic preserving schemes from the literature in order to demonstrate how
one might craft an AP scheme for the Goldstein-Taylor system (1.7).
1.2.1 Stiff/non-stiff operator splitting method of Jin [6]
In this subsection, we will look at a method known as the stiff/non-stiff operator splitting
method, which was introduced by Jin [6]. To begin, let us rewrite the Goldstein-Taylor
model in equation (1.7) as follows:
ρ,t + u,x = 0, u,t + ρ,x =
−σ
ε2
(
u+
1− ε2
σ
ρ,x
)
. (1.15)
We then use a specific operator splitting to solve system (1.15). The two-step process is
defined as follows:
7Step 1. Solve the stiff portion of system (1.15):
ρ,t = 0,
u,t = − 1
ε2
[
σu+ (1− ε2)ρ,x
]
,
(1.16)
with initial data ρ(t = tn, x) = ρn and u(t = tn, x) = un.
Step 2. Solve the non-stiff portion of system (1.15):
ρ,t + u,x = 0,
u,t + ρ,x = 0,
(1.17)
with initial data ρ(t = tn, x) = ρ? and u(t = tn, x) = u?, where ρ? and u? are the
solutions calculated from Step 1.
In equation (1.16), we first note that we obtain the update for ρ for free: ρ? = ρn.
Additionally, u can be updated by exactly solving the remaining equation:
u?i = u
n
i e
−(σ∆t)/ε2 +
(ε2 − 1
σ
)(ρni+1 − ρni−1
2∆x
)(
1− e−(σ∆t)/ε2
)
. (1.18)
The system in Step 2, (1.17), can be solved with an explicit method, since ε does
not appear. Here we have solved this with the Lax-Wendroff scheme [7], but many other
schemes could also be used. The Lax-Wendroff scheme yields:
ρn+1i = ρ
n
i −
∆t
2∆x
(u?i+1 − u?i−1) +
∆t2
2∆x2
(ρni+1 − 2ρni + ρni−1),
un+1i = u
?
i −
∆t
2∆x
(ρni+1 − ρni−1) +
∆t2
2∆x2
(u?i+1 − 2u?i + u?i−1).
(1.19)
From here, we can directly compute the diffusive limit of the numerical scheme (i.e., the
limit as ε→ 0+) given by (1.18) and (1.19):
un+1i = −
(ρni+1 − ρni−1
2σ∆x
)
,
ρn+1i = ρ
n
i +
∆t
4σ∆x2
(ρni+2 − 2ρni + ρni−2) +
∆t2
2∆x2
(ρni+1 − 2ρni + ρni−1).
(1.20)
One can show that the resulting scheme is consistent with the parabolic limit equation
(1.13) and stable under the following time-step restriction [6]:
∆t < 4σ∆x2. (1.21)
8In other words, this scheme is asymptotic-preserving (AP).
1.2.2 Source term localization method of Gosse and Toscani [3]
An alternative asymptotic-preserving (AP) for the Goldstein-Taylor system (1.7) was
developed by Gosse and Toscani [3]. The first step in describing this approach is to rewrite
(1.7) in terms of characteristic variables:
ρ = w1 + w2,
u =
1
ε2
(w2 − w1),
(1.22)
which after substitution into (1.7) yields:
w1,t − 1
ε
w1,x =
σ
2ε2
(w2 − w1),
w2,t +
1
ε
w2,x =
σ
2ε2
(w1 − w2).
(1.23)
In this so-called characteristic form of the equations, we see that w1 encodes information
propagating to the left, while w2 encodes information propagating to the right. The right-
hand side of system (1.23) is responsible for mixing the left and right-going characteristics
— we will simply refer to the right-hand side as the collision term.
Consider the uniform mesh on [a, b] =
mx⋃
i=1
[
xi−1/2, xi+1/2
]
with grid spacing:
∆x = xi+1/2 − xi+1/2 = (b− a)/mx, mx := number of grid cells, (1.24)
where xi−1/2 are the grid cell interfaces and xi are grid cell centers:
xi−1/2 = a+ (i− 1)∆x ∀i = 1, . . . ,mx + 1, (1.25)
xi = a+ (i− 1/2)∆x, ∀i = 1, . . . ,mx. (1.26)
Following the work of Gosse and Toscani [3], we localize the collision terms to the cell
interfaces by replacing equation (1.23) with the following model:
w1,t − 1
ε
w1,x =
σ∆x
2ε2
mx+1∑
i=1
(w2 − w1)δi−1/2,
w2,t +
1
ε
w2,x =
σ∆x
2ε2
mx+1∑
i=1
(w1 − w2)δi−1/2,
(1.27)
9Figure 1.2: Riemann solution to the Goldstein-Taylor model equation (1.27). The solution
is comprised of three waves: (1) a left-going wave traveling at velocity −1/ε, (2) a stationary
wave due to the localized collision term, and (3) a right-going traveling at velocity 1/ε. The
states U and V that are generated from the Riemann solution can be computed by enforcing
the Rankine-Hugoniot conditions across the stationary wave.
where δi−1/2 refers to the Dirac delta function centered at the point x = xi−1/2.
The goal of the Gosse and Toscani [3] approach is to construct a finite volume method
of the following form:
Wn+1i = W
n
i −
∆t
∆x
(
F−i+1/2 − F+i−1/2
)
, (1.28)
where ∆t is the time step, Wni is the numerically approximated cell average:
Wni ≈
1
∆x
∫ xi+1/2
xi−1/2
w (tn, x) dx, where w = (w1, w2)
T , (1.29)
and F−i+1/2 and F
−
i−1/2 are numerical fluxes on the interior (with respect to cell i) of interfaces
xi+1/2 and xi−1/2, respectively. The key challenge is to determine numerical fluxes that will
produce an asymptotic-preserving scheme.
In order to compute the numerical fluxes in (1.28), we consider at each interface, x =
xi−1/2, the following Riemann problem:w1
w2

,t
+
1
ε
−w1
w2

,x
=
σ∆x
2ε2
δi−1/2
w2 − w1
w1 − w2
 , (1.30)
w(t = 0, x) =

(w1L, w2L)
T , for x < xi−1/2,
(w1R, w2R)
T , for x > xi−1/2.
(1.31)
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The solution to this Riemann problem is illustrated in Figure 1.2, where the generation of
three waves (two moving with velocities ±1/ε and one stationary), separating four constant
states, which can be written as follows:
w(t, x) =

(w1L, w2L)
T , for
x−xi−1/2
t < −1ε ,
(w1L, V )
T , for
x−xi−1/2
t ∈
[−1ε , 0] ,
(U,w2R)
T , for
x− xi−1/2
t
∈ [0, 1ε] ,
(w1R, w2R)
T , for
x−xi−1/2
t >
1
ε ,
(1.32)
where the states U and V must still be computed via the Rankine-Hugoniot jump conditions
across the stationary wave. Applying the Rankine-Hugoniot jump conditions yields [3]:
U − w1R = σ∆x
2ε
(w2L − U), V − w2L = σ∆x
2ε
(w1R − V ), (1.33)
which can be used to solve for U and V :
U = w2L +
2ε
σ∆x+ 2ε
(w1R − w2L), V = w1R + 2ε
σ∆x+ 2ε
(w2L − w1R). (1.34)
Once we know the solution to Riemann problem (1.30)–(1.31) at each interface, x =
xi−1/2, we can define numerical fluxes required in the finite volume update (1.28):
F−i−1/2 =
1
ε
−Ui−1/2
w2i−1
 , F+i−1/2 = 1ε
 −w1i
Vi−1/2
 . (1.35)
Using this result in (1.28) results in the following update:Wn+11 i
Wn+12 i
 =
Wn1 i
Wn2 i
− ∆t
ε∆x
W1 i − Ui+1/2
W2 i − Vi−1/2,

=
Wn1 i
Wn2 i
− ∆t
ε∆x
W1 i −W2 i
W2 i −W1 i,
+ 2∆t
∆x(σ∆x+ 2ε)
W1 i+1 −W2 i
W2 i−1 −W1 i
 .
(1.36)
The astute reader will note that several of the terms in the above equation have no time
index superscript. This has been done on purpose. The key idea, aside from the source
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term localization described above, from Gosse and Toscani [3] is that the terms without
time index superscripts are handled partial implicitly and partially explicitly. The full
discretization can be written asWn+11 i
Wn+12 i
+ ∆t
ε∆x
Wn+11 i −Wn+12 i
Wn+12 i −Wn+11 i
 =
Wn1 i
Wn2 i
+ 2∆t
∆x(σ∆x+ 2ε)
Wn1 i+1 −Wn2 i
Wn2 i−1 −Wn1 i
 .
(1.37)
This update is semi-implicit, but note that the implicit portion only involves the current
element i. This means that the computational complexity of this semi-implicit scheme is
the same as a fully explicit scheme. Unlike a fully explicit, however, we can show that this
semi-implicit formulation is asymptotic-preserving.
In order to see the AP property, we add the two equations in (1.37) together and using
ρ = w1 + w2 we obtain the following update for the discrete density:
ρn+1i =ρ
n
i +
∆t
σ∆x2
(ρni+1 − 2ρni + ρni−1)
+
∆t
∆x(σ∆x+ 2ε)
[
Wn2 i+1 −Wn1 i+1 +Wn2 i−1 −Wn1 i−1 − ε
ρni+1 − 2ρni + ρni−1
∆x
]
.
(1.38)
This update is valid for all ε > 0; and in particular, we can safely take the limit as ε→ 0+,
yielding a consistent numerical method for the parabolic heat equation (1.13) that is stable
for ∆t < σ∆x2 [3]. Therefore, we again conclude that this scheme is asymptotic-preserving
(AP).
1.3 The 2D Goldstein-Taylor Model
Now that we’ve discussed the 1D GTM, let us introduce the 2D GTM. The 2D P1
approximation can be written as
ρ,t + u,x + v,y = 0,
u,t + ρ,x = −σu,
v,t + ρ,y = −σv.
(1.39)
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Following the same logic as in 1D, we introduce the rescaling:
t← t
ε2
, x← x
ε
, y ← y
ε
, u← εu, and v ← εv, (1.40)
which results in the 2D Goldstein-Taylor model:
ρ,t + u,x + v,y = 0,
u,t +
1
ε2
ρ,x = − σ
ε2
u,
v,t +
1
ε2
ρ,y = − σ
ε2
v.
(1.41)
Again, mimicking the analysis in 1D, the ε → 0+ limit of (1.41) results in a 2D diffusion
equation:
ρ
(0)
,t −
1
σ
(
ρ(0),x,x + ρ
(0)
,y,y
)
= 0, (1.42)
u(0) = − 1
σ
ρ(0),x , v
(0) = − 1
σ
ρ(0),y . (1.43)
Both the Jin [6] and Gosse and Toscani [3] asymptotic-preserving schemes could be extended
in a straightforward manner to the 2D case.
1.4 Scope of this Work
The goal of this work is to develop a novel asymptotic-preserving scheme that is generally
applicable to the full PN approximation of the radiative transfer equations. However, our
focus will be foremost on the Goldstein-Taylor model.
The scheme developed in this work is comprised of three important generalizations over
the work of Jin [6] and Gosse and Toscani [3].
Spectral methods in space. The spatial derivatives in both the one-dimensional (1.7)
and two-dimensional (1.41) Goldstein-Taylor model will be computed to spectral ac-
curacy using the Chebyshev pseudo-spectral method. The details of the Chebyshev
pseudo-spectral method as used in this work are explained in Chapter 2.
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Fully-implicit L-stable methods in time. The methods of Jin [6] and Gosse and Toscani
[3] are asymptotic-preserving, but suffer from small time-step restrictions, ∆t =
O(∆x2), in the ε → 0+ limit. In this work we make use of fully-implicit L-stable
schemes to avoid this limitation. We show that with the pre-computation of various
matrix inverses, we achieve a scheme that is not significantly more expensive per-time
step than the semi-implicit schemes. With the additional improvement that we are
able to take much larger time-steps, the overall scheme is very efficient. The details
of our approach are explained in Chapter 3.
Radon transform for multidimensional problems. The key novel aspect of the cur-
rent work is the use of the Radon transform, an integral transform used primarily as
a tool to turn CT scanned data into proper images. In this work, we use the Radon
transform as a tool to convert multidimensional linear partial differential equations
into a set of decoupled parameterized single-dimensional partial differential equations.
In particular, this approach allows us to directly use the 1D numerical method in the
multidimensional numerical update. The result is a highly efficient and computation-
ally inexpensive multidimensional solver. The details of our approach are explained
in Chapter 4.
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CHAPTER 2. SPATIAL DISCRETIZATION
One goal of the current work is to achieve high-order accuracy in the spatial discretiza-
tion. Although there exist many options to achieve high-order accuracy, we have chosen to
use the Chebyshev pseudo-spectral method, which gives us full spectral accuracy, but un-
like other spectral methods such as the Fourier spectral method, we are not tied to specific
boundary conditions.
2.1 Introduction of the Chebyshev Polynomial
For each n ≥ 0, the nth degree Chebyshev Polynomial defined on x ∈ [−1, 1] is the
following:
Tn(x) = cos(n arccos(x)), n = 0, 1, 2, .... (2.1)
We note that letting θ = arccos(x) and using the trigonometric identity: cos(a1 + a2) =
cos(a1) cos(a2)− sin(a1) sin(a2), we can derive the following 3-term recurrence relationship:
Tn+1 = 2xTn − Tn−1, n = 1, 2, 3, ..., x ∈ [−1, 1]. (2.2)
When n = 0, 1, 2, 3, the Chebyshev Polynomial satisfies the following:
T0 = 1, (2.3)
T1 = x, (2.4)
T2 = 2x
2 − 1, (2.5)
T3 = 4x
3 − 3x. (2.6)
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Additionally, the roots of the Chebyshev polynomial Tn of degree n ≥ 1 has n simple roots
in (−1, 1) at xrj = cos
(
(2j − 1)pi
2n
)
, j = 1, 2, ..., n. Furthermore, Tn has extreme values in
[−1, 1] at:
xj = cos
(jpi
n
)
, j = 0, 1, ..., n. (2.7)
The near optimal interpolation points on [−1, 1] that include the endpoints, x = −1 and
x = 1, are the extremal points (2.7) (see for example [10]).
2.2 The Differentiation Matrix
Using the Chebyshev points (2.7), we can now derive the differentiation matrix, which
will aid in deriving a numerical scheme for the GTM [12]. Let pN be the unique polynomial
of degree ≤ N , such that pN (xj) = gj for 0 ≤ j ≤ N . Let p′N (xj) = hj . Because
differentiation is linear, we can represent hj as a product of an (N + 1) × (N + 1) matrix
we will call DN (which we will derive shortly) times g:
h = DN g. (2.8)
To derive the N th degree differentiation matrix, let us consider the N th degree Lagrangian
polynomial:
pN (x) =
N∑
i=0
LiN (x)f(xi), (2.9)
where Lij =
N∏
j=0,
i 6=j
(x− xj)
(xi − xj) . (2.10)
Using the Lagrangian polynomial, we can differentiate pN , and then plug in the correspond-
ing Chebyshev extreme points from (2.7).
Let us consider the case where N = 1. Thus our interpolation points are x0 = 1 and
x1 = −1 from (2.7). Thus our Lagrangian polynomial is p1(x) = 12(1 + x)f0 + 12(1 − x)f1.
We compute the derivative which yields:
p′1(x) =
1
2
f0 − 1
2
f1. (2.11)
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Plugging in our values of xj from (2.7) into our equation (2.11) will yield the following 2×2
matrix:
D1 =
12 −12
1
2 −12
 . (2.12)
Similarly, we can do the same thing for N = 2 and N = 3, and we will obtain the
following differentiation matrices:
D2 =

3
2 −2 12
1
2 0 −12
−12 2 −32
 and D3 =

19
6 −4 43 −12
1 −13 −1 13
−13 1 13 −1
1
2 −43 4 −196

. (2.13)
In general we observe that:
(DN )00 =
2N2 + 1
6
, (DN )NN = −2N
2 + 1
6
, (2.14)
(DN )jj =
−xj
2(1− x2j )
, j = 1, ..., N − 1, (2.15)
(DN )ij =
ci
cj
−(−1)i+j
(xi − xj) , i 6= j, i, j = 0, ..., N, (2.16)
where
ci =

2, i = 0 or i = N,
1, otherwise.
(2.17)
Rewritten in matrix form, we have,
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2N2 + 1
6
2
(−1)j
1− xj
1
2
(−1)N
−1
2
(−1)i
1− xi
(−1)i+j
xi − xj
−xj
2(1− x2j )
(−1)i+j
xi − xj
1
2
(−1)N+i
1 + xi
1
2
(−1)N −2(−1)
N+j
1 + xj
−2N
2 + 1
6
DN+1 =
(2.18)
as seen in Trefethen’s book [12].
2.3 Spectral Accuracy of the Differentiation Matrix
If we naively choose N equally spaced points to interpolate our data, and we use N  0,
our error may also get very large, specifically near the endpoints. In fact, as N → ∞, our
error may get as bad as 2N [12]. For this reason, the Chebyshev points are clustered near
the end points. Here we briefly review the relevant theorem on spectral accuracy.
Theorem 2.3.1 (Trefethen [12]). Suppose u is analytic on and inside the ellipse with foci
±1 on which the Chebyshev potential takes the value ψf , that is, the ellipse whose semi-
major and semi-minor axis lengths sum to K = eψf+log(2). Let w be the vth Chebyshev
spectral derivative of u(v ≥ 1). Then,
|wj − uv(xj)| = O(e−N(ψf+log(2))) = O(K−N ) (2.19)
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as N → ∞. We say that the asymptotic convergence factor for the spectral differentiation
process is at least as small as K−1:
lim sup
N→∞
|wj − uv(xj)|1/N ≤ K−1. (2.20)
Essentially, the spectral accuracy of the Chebyshev points are good. Additionally, if the
function we wish to integrate is smoother, the less error we accumulate.
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CHAPTER 3. TIME DISCRETIZATION
Our goal is to create a numerical scheme that approximately solves the 1D Goldstein-
Taylor model (1.7). The scheme we propose is fully-implicit and L-stable, which is sufficient
to produce an asymptotic-preserving scheme.
3.1 First-Order Method
The first approach we consider the L-stable backward Euler scheme in time. Space is
discretized using the Chebyshev differentiation matrix (2.2). The fully discrete system can
be written as 
ρn+1 − ρn
∆t
+Dun+1 = 0,
un+1 − un
∆t
+
1
ε2
Dρn+1 =
−σ
ε2
un+1.
(3.1)
Putting this in matrix form results in
Q
ρn+1
un+1
 =
ρn
un
 , (3.2)
where
Q =
 I ∆tD∆t
ε
D
(
1 +
∆tσ
ε2
)
I
 . (3.3)
Thus all we need to do to compute the solution at the time, ρn+1 and un+1, is to compute
Q−1 and multiply it with our previous time step solution, ρn and un. We note that since
backwards Euler is first-order accurate, our results will be at most first-order accurate.
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3.2 Results for 1D Goldstein-Taylor: First-Order Method
Using the aforementioned numerical method, we consider an example on [−1, 1] with
periodic boundary conditions, σ = 1, and initial data given by
ρ(t = 0) = 2e−200y
2
and u(t = 0) = 0. (3.4)
The numerical solutions are computed to the final time
Tfinal = 0.5, (3.5)
on several grid resolutions:
N = 100, 200, 400, 800, (3.6)
and with time-steps given by
∆teff = min {2/N, Tfinal} , (3.7)
nsteps = dTfinal/∆teff − 10−10e, (3.8)
∆t = Tfinal/nsteps. (3.9)
We compute solutions with three different values of ε:
ε = 1, 0.1, 0.01. (3.10)
For each combination of N and ε, we compute the solution with both our numerical
scheme and with a Fourier series approach. Using the Fourier series solution as our exact
solution, we compute the relative L1, L2, and L∞ errors. Since our time stepping method
is first order accurate, we expect to achieve a first order method even though our spatial
method is spectrally accurate.
The results with ε = 1 are shown in Figure 3.2. We see that when ε = 1, the hyperbolic
structure dominates, and we have relatively few collisions. We also note that as N increases,
our approximation is getting better. The relative errors in this case are shown in Table 3.1,
as well the estimated errors of accuracy. We note that in order to compute the L1, L2, and
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(a) (b)
(c) (d)
Figure 3.2: When ε = 1, plot of the exact and approximate value of ρ (particle density)
using first order backwards Euler method in time and differentiation matrix in space. In
figure (a), (b), (c), and (d), we graphed using 100, 200, 400, and 800 points respectively.
L∞ relative error estimates, we compute log2 of the ratio of the error for N and N/2 points.
These calculations show that our method is essentially first-order accurate as expected.
In Figure 3.4 we show the solutions with ε = 0.1. The collisions here are moderately
strong, and we clearly see the parabolic nature of the time evolution. Taking a look at Table
3.2, we confirm numerically that our errors do indeed converge at first-order accuracy.
Finally, we consider ε = 0.01. Looking at Figure 3.6 and Table 3.3, we notice that the
solution behaves quite similarly to the ε = 0.1 case. We again achieve first-order accurate
results.
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Table 3.1: Relative error and log of relative errors of ρ when ε = 1 using differentiation
matrix in space and backwards Euler method in time.
ε = 1
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.6032 - 0.5127 - 0.5346 -
200 0.4165 0.5344 0.3817 0.4256 0.4029 0.4080
400 0.2661 0.6462 0.2571 0.5702 0.2829 0.5100
800 0.1564 0.7666 0.1570 0.7112 0.1769 0.6772
Table 3.2: Relative error and log of relative errors of ρ when ε = 0.1 using differentiation
matrix in space and backwards Euler method in time.
ε = 0.1
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.0045 - 0.0049 - 0.0062 -
200 0.0021 1.0996 0.0023 1.0995 0.0029 1.0995
400 0.0010 1.0536 0.0011 1.0536 0.0014 1.0536
800 0.0005 1.0278 0.0005 1.0278 0.0007 1.0278
Finally, we remark that our proposed scheme is asymptotic-preserving. For all com-
binations of N and ε, we always use a time step that is independent of ε and inversely
proportional to N and not N2 as in the case for Jin [6] and Gosse and Toscani [3].
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(a) (b)
(c) (d)
Figure 3.4: When ε = 0.1, plot of the exact and approximate value of ρ (particle density)
using first order backwards Euler method in time and differentiation matrix in space. In
figure (a), (b), (c), and (d), we graphed using 100, 200, 400, and 800 points respectively.
Table 3.3: Relative error and log of relative errors of ρ when ε = 0.01 using differentiation
matrix in space and backwards Euler method in time.
ε = 0.01
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.0055 - 0.0060 - 0.0075 -
200 0.0026 1.0698 0.0029 1.0697 0.0036 1.0698
400 0.0013 1.0376 0.0014 1.0375 0.0017 1.0376
800 0.0006 1.0195 0.0007 1.0195 0.0009 1.0195
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(a) (b)
(c) (d)
Figure 3.6: When ε = 0.01, plot of the exact and approximate value of ρ (particle density)
using first order backwards Euler method in time and differentiation matrix in space. In
figure (a), (b), (c), and (d), we graphed using 100, 200, 400, and 800 points respectively.
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3.3 Second-Order Method
While using a first-order backward Euler method in time to solve our system clearly
works, it would be preferable to find a higher-order accurate time discretization. As such,
we consider a second order L-stable Runge-Kutta method in time:
Un+1/2 = Un +
k
4
(f(Un) + f(Un+1/2)),
3Un+1 − 4Un+1/2 + Un = kf(Un+1),
(3.11)
where f(u) is the right-hand side of some ordinary differential equation (ODE) initial value
problem (IVP): u′ = f(u). This Runge-Kutta method has two stages and is based on a
half-step with the Trapezoidal Rule and then a half-step with the 2-step BDF method as
noted in [8].
Applying the first stage of this Runge-Kutta method (3.11) in time and the Chebyshev
spectral differentiation matrix (2.2) in space to Goldstein-Taylor model (1.7) yields the
following:
B∗(∆t)
 ρ
ε2u

n+1/2
= B(∆t)
 ρ
ε2u

n
, (3.12)
where
B∗(∆t) =
 I ∆t4 (D)∆t
4
(D) I
(
ε2 +
∆t
4
σ
)
 , (3.13)
B(∆t) := B∗(−∆t) =
 I −∆t4 (D)
−∆t
4
(D) I
(
ε2 − ∆t
4
σ
)
 . (3.14)
Thus, the update for the first stage takes the form ρ
ε2u

n+1/2
= (B∗)−1B
ρ
u

n
. (3.15)
Now that the first stage is complete, we move to the second stage of our Runge-Kutta
method. We apply the second stage of the Runge-Kutta method in time and the Chebyshev
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differentiation matrix (2.2) in space to our Goldstein-Taylor model (1.7) to obtain
B∗∗
 ρ
ε2u

n+1
= 4
 ρ
ε2u

n+1/2
−
 ρ
ε2u

n
, (3.16)
where
B∗∗ =
 3I ∆t(D)
∆t(D) I
(
3ε2 + ∆tσ
)
 . (3.17)
Thus, the update for the second stage takes the formρ
u

n+1
= (B∗∗)−1
4
ρ
u

n+1/2
−
ρ
u

n
 . (3.18)
3.4 Results for 1D Goldstein-Taylor: Second-Order Method
In this section we repeat the same numerical tests as were carried out for the backwards
Euler time discretization.
The solutions for ε = 1 are shown in Figure 3.8. We see a dramatic difference in
accuracy using this second-order method over the first-order method. We report the errors
in Table 3.4, where we see that the log of the quotient of our errors is at minimum 1.92 with
end behavior approaching 2. This is much better than in our first order method having a
minimum log of the quotient of our errors of 0.41 with end behavior approaching 1.
Finally, the solutions with ε = 0.1 and ε = 0.01 are shown in Figures 3.10 and 3.12,
respectively. The errors for these two cases are reported in Tables 3.5 and 3.6, respectively.
The orders are consistently near the expected value of 2.
We again remark that our proposed scheme is asymptotic-preserving. For all combi-
nations of N and ε, we always use a time step that is independent of ε and inversely
proportional to N and not N2 as in the case for Jin [6] and Gosse and Toscani [3].
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(a) (b)
Figure 3.8: When ε = 1, plot of the exact and approximate value of ρ (particle density) using
second order L-stable Runge-Kutta method in time and differentiation matrix in space. In
figure (a) and (b), we graphed using 100 and 800 points respectively.
Table 3.4: Relative error and log of relative errors of ρ when ε = 1 using differentiation
matrix in space and Runge-Kutta method in time.
ε = 1
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.0776 - 0.0807 - 0.0896 -
200 0.0197 1.9753 0.0213 1.9237 0.0220 2.0267
400 0.0050 1.9767 0.0054 1.9849 0.0056 1.9640
800 0.0013 1.9978 0.0013 1.9968 0.0014 2.0051
Table 3.5: Relative error and log of relative errors of ρ when ε = 0.1 using differentiation
matrix in space and Runge-Kutta method in time.
ε = 0.1
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.7328e-04 - 0.7941e-04 - 0.9959e-04 -
200 0.1821e-04 2.0087 0.1976e-04 2.0071 0.2506e-04 1.9907
400 0.0453e-04 2.0069 0.0492e-04 2.0069 0.0622e-04 2.0095
800 0.0113e-04 2.0032 0.0123e-04 2.0032 0.0155e-04 2.0036
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(a) (b)
Figure 3.10: When ε = 0.1, plot of the exact and approximate value of ρ (particle density)
using second order L-stable Runge-Kutta method in time and differentiation matrix in
space. In figure (a) and (b), we graphed using 100 and 800 points respectively.
(a) (b)
Figure 3.12: When ε = 0.01, plot of the exact and approximate value of ρ (particle density)
using second order L-stable Runge-Kutta method in time and differentiation matrix in
space. In figure (a) and (b), we graphed using 100 and 800 points respectively.
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Table 3.6: Relative error and log of relative errors of ρ when ε = 0.01 using differentiation
matrix in space and Runge-Kutta method in time.
ε = 0.01
N eN (p = 1) log2
(
eN/2
eN
)
eN (p = 2) log2
(
eN/2
eN
)
eN (p =∞) log2
(
eN/2
eN
)
100 0.8351e-04 - 0.9059e-04 - 1.1395e-04 -
200 0.2072e-04 2.0107 0.2248e-04 2.0106 0.2826e-04 2.0116
400 0.0516e-04 2.0057 0.0560e-04 2.0057 0.0704e-04 2.0057
800 0.0129e-04 2.0029 0.0140e-04 2.0029 0.0176e-04 2.0029
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CHAPTER 4. 2D GOLDSTEIN-TAYLOR MODEL
Up to this point we have developed an efficient, spatially high-order, unconditionally
stable, asymptotic-preserving scheme for the one-dimensional Goldstein-Taylor model. We
next confront the issue of extending this method to two spatial dimensions.
The approach in multiple dimensions that we employ is to make use of the Radon
transform, which we show reduces multi-dimensional linear constant coefficient hyperbolic
problems into a family of one-dimensional problems. Once we have a family of 1D problems,
we can solve them up to some desired final time, at which point we can compute the inverse
Radon transform to take the solution back into physical space [9].
4.1 The Radon Transformation
We begin with a brief introduction of the Radon transform. If f(x, y) is a compactly
supported function, then its Radon transform is given by
f̂(ω, s) :=
∫ ∞
−∞
f (s cos(ω)− z sin(ω), s sin(ω) + z cos(ω)) dz. (4.1)
The above integral involves rotating the original independent variables, (x, y), to the new
independent variables, (s, z), by an angle ω:
x(s, z;ω) = s cos(ω)− z sin(ω),
y(s, z;ω) = s sin(ω) + z cos(ω).
(4.2)
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Using the chain rule, we can compute the transformation of partial derivatives from (x, y)
to (s, z):
∂x = cos(ω)∂s − sin(ω)∂z,
∂y = sin(ω)∂s + cos(ω)∂z.
(4.3)
Therefore, if we compute the Radon transform of f,x(x, y) we obtain the following:
f̂,x(ω, s) =
∫ ∞
−∞
f,x (s cos(ω)− z sin(ω), s sin(ω) + z cos(ω)) dz
=
∫ ∞
−∞
[
cos(ω)∂sf − sin(ω)∂zf
]
dz = cos(ω)f̂,s(ω, s).
(4.4)
Similarly, if compute the Radon transform of f,y(x, y) we get
f̂,y(ω, s) =
∫ ∞
−∞
f,y (s cos(ω)− z sin(ω), s sin(ω) + z cos(ω)) dz
=
∫ ∞
−∞
[
sin(ω)∂sf + cos(ω)∂zf
]
dz = sin(ω)f̂,s(ω, s).
(4.5)
Now we are ready to apply the Radon transform to our specific problem. The Goldstein-
Taylor model in 2D can be written as follows,
ρ,t + u,x + v,y = 0,
u,t +
1
ε2
ρ,x = − σ
ε2
u,
v,t +
1
ε2
ρ,y = − σ
ε2
v.
(4.6)
Computing the Radon transform of equation (4.6) yields
ρ̂,t + cos(ω) û,s + sin(ω) v̂,s = 0,
û,t +
1
ε2
cos(ω) ρ̂,s = − σ
ε2
û,
v̂,t +
1
ε2
sin(ω) ρ̂,s = − σ
ε2
v̂.
(4.7)
We then define the rotated velocity components:
µ̂ := cos(ω) û+ sin(ω) v̂,
ν̂ := − sin(ω) û+ cos(ω) v̂,
(4.8)
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and rewrite the Radon transformed equations as
ρ̂,t + µ̂,s = 0,
µ̂,t +
1
ε2
ρ̂,s = − σ
ε2
µ̂,
ν̂,t = − σ
ε2
ν̂.
(4.9)
As we can see, the above result looks exactly like the 1D version of the Goldstein-Taylor
model (1.7)! From here, we can now solve equation (4.9) with the same 1D numerical
scheme we already developed in the previous chapters.
The last step is to compute the inverse Radon transform of our solution. The inverse
Radon transform is defined as follows:
f˜(x, y) :=
∫ pi
0
f̂(x cosω + y sinω, ω) dω. (4.10)
4.2 2D Numerical Method
Due to the Radon transform, we can completely re-use the exact same 1D method in
the 2D case, only needing to compute one Radon transform at the beginning of the code
and one inverse Radon transform at the end. Specifically, in this work we use the discrete
Radon transform (DRT) and the discrete Radon transform inverse (DRTI) from the built-in
matlab functions. We note that the input of the DRT uses equally spaced points, so first we
needed to calculate the DRT with equally spaced points. We use cubic spline interpolation
to map the equally-spaced points to the non-uniform Chebyshev points. Once the solution
has been evolved to the desired final using using the 1D method, we transform back to
equally spaced points, compute the DRTI, and then plot our solution.
4.3 Results for the 2D Wave Equation
Before attempting the Goldstein-Taylor model, we apply the proposed scheme to an
example on which we can compare to the known result of Rim [9]. Specifically, we consider
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the acoustic equation, 
p,t + u,x + v,y = 0,
u,t + p,x = 0,
v,t + p,y = 0,
(4.11)
where p denotes the pressure, u the velocity in the x direction, and v the velocity in the y
direction. Note that this is essentially 2D Goldstein-Taylor with σ = 0 and ε = 1.
The solution with N = 256 for times T = 0, 0.5, 1, 1.5 in both the x − y plane and the
s − ω are shown in Figures 4.2, 4.4, 4.6, and 4.8, respectively. The initial conditions are
given by
p(t = 0, x, y) = p0(x+ 1, y + 1.5) + 1.5p0(1.25(x− 0.75), 1.25(y − 1.1)), (4.12)
u(t = 0, x, y) = v(t = 0, x, y) = 0, (4.13)
where
p0(x, y) =

cos(0.5pi(x2 + y2)), if x2 + y2 ≤ 1,
0, otherwise.
(4.14)
Our results are consistent with those of Rim [9].
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(a) (b)
Figure 4.2: Plot of the density of our particles from the acoustic equation when T = 0 on
the xy axis in panel (a) and sω axis in panel (b).
(a) (b)
Figure 4.4: Plot of the density of our particles from the acoustic equation when T = 0.5 on
the xy axis in panel (a) and sω axis in panel (b).
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(a) (b)
Figure 4.6: Plot of the density of our particles from the acoustic equation when T = 1 on
the xy axis in panel (a) and sω axis in panel (b).
(a) (b)
Figure 4.8: Plot of the density of our particles from the acoustic equation when T = 1.5 on
the xy axis in panel (a) and sω axis in panel (b).
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4.4 Results for the 2D Goldstein-Taylor Model
We now move to the 2D Goldstein-Taylor model. To find the solution of our 2D model
(4.6), we used the Radon transform (4.1) as a tool to convert our 2D Goldstein-Taylor model
into a family of 1D Goldstein-Taylor models (4.9). In particular, this approach allowed us
to directly use the 1D numerical methods in the 2D numerical update. We used the same
tools as in our 1D case, particularly the second order L-stable Runge Kutta method (3.11)
in time and the D-matrix (2.2) in space.
We start with the same initial conditions as the acoustic equations in order to compare
results. In this example we take N = 256, ε = 0.1, and σ = 1. In Figures 4.10, 4.12, 4.14,
and 4.16, we plot the 2D Goldstein-Taylor solution at times T = 0, 0.2, 0.4, 0.6 in both the
x− y plane and the s− ω plane.
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(a) (b)
Figure 4.10: When T = 0, plot of the density of our particles q(t, x, y) (panel (a)) and
qˆ(t, ω, s) (panel (b)) from the 2D Goldstein-Taylor model when ε = 0.1 and σ = 1 on the
xy axis on panel (a) and sω axis on panel (b).
(a) (b)
Figure 4.12: When T = 0.2, plot of the density of our particles q(t, x, y) (panel (a)) and
qˆ(t, ω, s) (panel (b)) from the 2D Goldstein-Taylor model when ε = 0.1 and σ = 1 on the
xy axis on panel (a) and sω axis on panel (b).
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(a) (b)
Figure 4.14: When T = 0.4, plot of the density of our particles q(t, x, y) (panel (a)) and
qˆ(t, ω, s) (panel (b)) from the 2D Goldstein-Taylor model when ε = 0.1 and σ = 1 on the
xy axis on panel (a) and sω axis on panel (b).
(a) (b)
Figure 4.16: When T = 0.6, plot of the density of our particles q(t, x, y) (panel (a)) and
qˆ(t, ω, s) (panel (b)) from the 2D Goldstein-Taylor model when ε = 0.1 and σ = 1 on the
xy axis on panel (a) and sω axis on panel (b).
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CHAPTER 5. CONCLUSION
5.1 Summary of Findings
In this work, we have developed a Chebyshev pseudo-spectral method for solving the
Goldstein-Taylor equation in both 1D and 2D. The time-stepping is done using an L-stable
scheme that guarantees that the overall numerical method is asymptotic-preserving.
The key novel aspect of the current work was the use of the Radon transform, an integral
transform used primarily as tool to turn CT scanned data into proper images. In this work,
we used the Radon transform as a tool to convert multidimensional linear partial differential
equations into a set of decoupled parameterized single dimensional partial differential equa-
tions. In particular, this approach allowed us to directly use the 1D numerical method in
the multidimensional numerical update. The result is a highly efficient and computationally
inexpensive multidimensional solver. The resulting numerical solvers were validated on 1D
and 2D numerical test cases.
5.2 Future Work
The present work has laid the groundwork for using the Radon transform for solving
constant-coefficient linear partial differential equations such as those arising from the PN
approximation of radiative transfer. In this work we have focused on the N = 1 case in 1D
and 2D; future work will focus on the general PN system in both 2D and 3D.
In the current work, all of the codes were written in the software package matlab,
and the discrete Radon transform and the discrete inverse Radon transforms all relied on
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the built-in matlab functions. In future work, we will develop our own discrete Radon
transform, which we can better optimize for our particular needs.
Finally, our goal is take full advantage of the fact that the Radon transform completely
decouples the original multidimensional PDE into a set of one-dimensional PDEs by imple-
menting our methods on parallel high-performance computers. This will be done through
the use of MPI (i.e., for parallelization across multiple processors) and OpenMP (i.e., for
parallelization on one processor with multiple cores).
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