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Background Field Method in Thermo Field Dynamics Theory for Wave Propagation
in Unmagnetized Spinor QED Plasmas
Shan Wu∗ and Ji-ying Zhang
Institute for Interdisciplinary Research, Jianghan University, Wuhan 430056, People’s Republic of China
In this work, a many body relativistic quantum field theory for the collective modes of spinor
quantum electrodynamic theory (QED) plasmas is developed. We introduce the thermo field dy-
namics into the QED plasma study. The nontrivial background field method is used to take account
of the non-perturbativity of background charged plasma particles and radiation field. It is an ex-
tension of “Furry picture” which is first introduced by Yuan Shi, et al. [Phys. Rev. A 94, 012124
(2016)] in their scalar QED plasma study. However, their wave function method in evaluating the
background field of ideal system is hard to extend to the general many body cases. We propose
a classical limit method that most perturbative high energy and quantum many body aspects can
be included in a practical way. As an example, the wave propagation in unmagnetized electron-
positron plasma is discussed. In the low energy limit case, the well known wave dispersion relations
for non-relativistic degenerate plasma are recovered. In addition, mass increase of plasma particles
due to the relativity, effective charge decrease due to the vacuum polarization, finite light velocity
influence on the dispersion relation, and temperature influence on plasma system are discussed.
Besides, new phenomenons including the zero sound of the electron-positron pair plasma and the
particle production induced by the plasma oscillation are first reported. At last, the high energy
limit case is studied.
PACS numbers: 42.50.-p, 03.75.Gg, 42.50.Dv
I. INTRODUCTION
Classical theory is not suitable for plasma system in
many cases. For the typical particle number density
n ∼ 1022 cm−3 in condensed matter physics, the cor-
responding Fermi energy εF = ~
2(3pi2n)
2
3 /2m & kBT ,
where m is the electron mass, kB is the Boltzmann con-
stant, ~ is the Plank constant h divided by 2pi, and
T ∼ 0 − 102K is the usual temperature in experiments.
The degenerate effect of electron plasma, such as metal
surface plasma, in solid state material must be taken into
account. In inertial confinement fusion, the deuterium
and tritium reaction target with the density 105g· cm−3
and the electron temperature 10 keV can be considered
as in partial relativistic degenerate state [1]. For the
intense laser-plasma experiments, electron-positron pro-
duction is important [2]. The quantum electrodynamics
(QED) effects can not be ignored. Other examples come
from astrophysical environments [3]. In the process of
gravitational collapse to a black hole, both Dirac pro-
cess [4] and Breit-Wheeler process [5] are at work. The
electron -positron plasma is created from the “blackholic
energy” [6]. In addition, the photon energy is of order
of and even much more than the rest electron mass in
the cases of X-ray pulsar and gamma-ray bursts. What’s
more, relativistic degenerate plasma is believed existing
in the massive white dwarf [7]. Typical high energy and
quantum many body effects appear in these extreme en-
vironments.
From the theoretical point of view, a many-body rel-
ativistic quantum theory is needed. In this paper, we
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focus on the quantum field theory (QFT) description
of the collective motion of plasmas. There are already
many theoretical efforts on this subject. It starts with
the pioneering works of Klimontovich and Silin [8] and
Bohm and Pines [9] who studied the dispersion relation
of non-relativistic degenerate electron plasma oscillations
by using Wigner distribution and density matrix method,
respectively. Recently, one could observe a lot of activ-
ity in the literature regarding the non-relativistic quan-
tum plasma by using so called “quantum hydrodynam-
ics” theory [10] which is, however, still confusion [11][12].
Those non-relativistic theories are not satisfied for the
present purpose because they can not deal with the rel-
ativistic and high energy problems such as high veloc-
ity moving particles with increased mass, pair produc-
tion, etc. Relativistic quantum hydrodynamic theories
for Bose plasma [13] and Fermi plasma[14] have also been
developed. However these theories are constructed based
on one particle Klein-Gordon equation and Dirac equa-
tion that they can not be considered as the fully quan-
tized theories. In addition, the many body effect is not
taken into account. Other schemes such as one particle
relativistic wave function method has the same defects
[15]. A partial solution is to absorb the nonlinear vacuum
phenomenons, such as vacuum polarization and photon-
photon scattering, into the effective Lagrangian. It mod-
ifies Maxwell equations with additional nonlinear terms.
The study of quantum theory is transformed to solving
these modified classical equations. It is started with the
famous work by Heisenberg and Euler [16]. Many ef-
forts are devoted into this semi-classical method which
are summarized in the review paper by Marklund and
Shukla [17]. Besides, plasma response theories are devel-
oped to incorporate some QED effects [18][19]. However,
a general theory on this subject must be a fully quantized
2many body one which includes both the high energy and
the many body effects. The most suitable scheme appeals
to finite temperature relativistic quantum field theory. In
the realm of dense nuclear matter, by using these theo-
ries, some works have paid attentions to several aspects
of QED plasmas to some degree [20].
However, there is still lack of a systematic many body
relativistic quantum field theory treatment for QED plas-
mas. Particularly, none of the following points is consid-
ered in the above theories. One is the presence of strong
field which makes the problem much more complexity. It
stimulates the mechanism of QED cascade [21]-[24] which
leads to enormous number of photons participating in the
motion of process. The other is, as will been seen in the
Sec. IV, that the plasma oscillation gives rise to the
increase of particle number. The usual Green function
analyse for plasma collective mode is inappropriate. Both
of these points can be grouped into the nonperturbativ-
ity of backgrounds. The standard perturbative QED is
of no use. An alternative nonperturbative formalism is
known as “Furry picture” [25] in which electromagnetic
vector potential is decomposed into the classical back-
ground field and quantum fluctuation field. The effective
quantum field model of fluctuation field is obtained. The
multi-photon process is taken into account through the
classical field. Based on this considering, the trivial elec-
tromagnetic background field case is studied by Raicher,
et al.[26]. Yuan, et al. introduce the nontrivial back-
ground fields in the study of wave propagation in scalar
QED plasmas. In their paper, both the electromagnetic
field and the scalar field are decomposed into the back-
ground fields and the quantum fluctuation fields [27]. It
allows one to take account not only of the nonperturba-
tivity of radiation field, but also of the nonperturbativity
of the plasma particle background. Its validity is proved
by the fact that this is the only theory capable of recover-
ing all linear wave modes well known in classical plasma
theories. The critical point of this theory is to evaluate
the nontrivial background fields. They derive it by cal-
culating the wave function of ideal system background.
However, the method is hardly extended to the nonzero
temperature or non-ideal system.
In the present paper, we extend the nontrivial Furry
decomposition method to the spinor QED plasmas. It
allows one to take account of the many body physical ef-
fects and of all the relativistic quantum corrections. We
propose a classical limit method. It enable us to derive
the nontrivial background fields including the thermal
and non-ideal effects in a general and practical way. We
introduce the thermo field dynamics (TFD) [28]-[30] into
the QED plasma study. It is quite a suitable temperature
quantum field theory for developing our scheme. There
is a high degree of parallelism between TFD and usual
QFT. The Furry decomposition in this theoretic scheme
will be convenient. More over, this method overcome
the difficult diagram analysis in the real or imaginary-
time Green function method due to the change of par-
ticle number. It will be specified in detail in the Sec.
IV. For readability, the formalism in this paper is con-
structed in the electron-positron pair plasma case which
widely exists in the astronomical [3][6][31] and laser-
plasma [2] environments. The wave dispersions of classi-
cal and non-relativistic degenerate quantum plasma are
recovered from our relativistic spinor QED plasma the-
ory. In addition to these well-known results, the rela-
tivistic correction to the mass of plasma particles, effec-
tive charge decrease due to the vacuum polarization and
finite temperature influence on plasma system are discov-
ered. Besides, finite light velocity influence on dispersion
relation is also found which is similar to the case of the
scalar QED plasma. We first report the zero sound of the
electron-positron pair plasma and the particle production
induced by the plasma oscillation. The ultra-relativistic
case is studied on the other hand. Extension of the study
to magnetized plasmas will be reported separately.
The rest of this paper is organized as follows. In Sec.
II, we review some points of TFD needed in this study.
The general relativistic quantum theory of wave prop-
agation of the spinor QED plasma is developed based
on TFD. In Sec. III, we calculate the polarization ten-
sor by using the classical limit method for unmagnetized
electron-positron pair plasma. In Sec. IV, we derive a
series of collective modes for this plasma. The above
mentioned relativistic quantum corrections are obtained.
Summery and remarks are made in Sec. V.
We use the Heavisde-Lorentz units with the speed of
light c = 1 and Plank constant ~ = 1. In addition, we set
the Boltzmann constant kB = 1. The metric signature is
(+,−,−,−).
II. TFD WITH BACK GROUND FIELDS
A. Total Lagrangian density
TFD has an almost parallel theoretical structure to
that of usual QFT. It is a very powerful many body quan-
tum field theory for describing equilibrium and nonequi-
librium statistical system. To clarify our key point
clearly, we first very briefly review some ideas and re-
sults of TFD useful for the present paper. Considering
a quantum system described by a Fock space F, the key
point of TFD is to introduce an ancillary Fock space F˜
which has the same structure of F. The total space for
the system considered in TFD is F⊗1˜+1⊗F˜. A fictitious
operator set U˜ = {A˜} corresponding to F˜ is introduced
in addition to the physical set U = {A} corresponding to
F. Conventionally, for the sake of notational convenience,
we denote
A⊗ 1˜⇒ A, 1⊗ A˜⇒ A˜ (1)
|Ω〉 ⊗ |Ω˜〉 ⇒ |Ω〉. (2)
Here, |Ω〉 is the vacuum state vector. In TFD, the op-
erators are governed by the following axions [32]:
˜˜A = A, (3)
3(AB)∼ = A˜B˜, (4)
(c1A+ c2B)
∼ = c∗1A˜+ c
∗
2B˜, (5)
for any c1,c2 ∈ C. The equal time commutation and anti-
commutation relations for operators of boson and fermion
are
[A, B˜] = 0, (6)
{A, B˜} = 0, (7)
respectively. In statistical equilibrium state case, the
thermal average of an arbitrary operator A can be ex-
pressed as the expectation value with respect to the
temperature-dependent vacuum |Ω(β)〉 :
〈Ω(β)|A|Ω(β)〉 = tr(Ae
−β(H−µN))
tr(e−β(H−µN))
, (8)
where H is the total Hamiltonian of the system, µ is the
chemical potential, N is the particle number operator,
β = 1/T and T is the temperature. |Ω(β)〉 is determined
by thermal state condition [33]
A(x)|Ω(β)〉 = σAe− 12βµNAA˜†(t− iβ
2
,x)|Ω(β)〉. (9)
Here, NA is the result of fermion particle number minus
antiparticle number [34], and
σA =
{
1 for bosonic A,
i for ferminonic A.
(10)
The theory is restricted in the realm of QED. In ad-
dition, all the particles such as muon and tauon other
than those of electron, positron and photon are excluded.
In TFD theory, many body system is governed by total
Lagrangian density defined by Lˆ = L− L˜. Further spec-
ification of Lˆ is included in the following discussion of
our theory. We use the QED electron-positron plasma
model to develop our scheme. It can be extended nat-
urally to other spinor QED plasmas. Our start point is
the standard Lagrangian density of spinor QED in usual
quantum field theory,
L = ψ¯(i /D −m)ψ − 1
4
(Fµν )
2, (11)
where ψ is the four components Dirac spinor field, ψ¯ =
ψ†γ0, /D = γµDµ (Dµ = ∂µ + ieAµ is the covariant
derivative operator, γµ are 4 × 4 the gamma matrices
and Aµ are the electromagnetic vector potential), Fµν =
∂µAν − ∂νAµ is the electromagnetic field strength ten-
sor. Considering
∫
d4x∂µψ˜
T γµψ˜∗ = − ∫ d4xψ˜Tγµ∂µψ˜∗,
(γi)† = −γi and γ0γi = −γiγ0, the total Lagrangian
density is derived as
Lˆ =
∑
α=1,2
εαPα[ψ¯
(α)(i /D
(α) −m)ψ(α) − 1
4
(F (α)µν )
2], (12)
where Pα is the ordering operator defined as [35]
Pα(A
(α)B(α) · · · C(α)) =
{
A(α)B(α) · · · C(α) α = 1,
C(α) · · ·B(α)A(α) α = 2
(13)
and
εα =
{
1 for α = 1,
−1 for α = 2. (14)
Here, the field operator is also doubled to satisfy the
condition Eq.(3) and Eq.(8), and is defined as
ψ(α)(x) =
(
ψ(x)
i[ψ˜(x)†]T
)
, (15)
A(α)µ (x) =
(
Aµ(x)
A˜µ(x)
)
, (16)
F (α)µν (x) =
(
Fµν(x)
F˜µν(x)
)
. (17)
Here, we use ψ(α) and A(α) to denote the double field
quantities that ψ(1)(x) = ψ(x) ⊕ 14×1, ψ(2)(x) =
14×1 ⊕ i[ψ˜(x)†]T , A(1)µ (x) = Aµ(x) ⊕ 14×1, A(2)µ (x) =
14×1 ⊕ A˜µ(x), /D(1) = diag(/∂ + ie /A,14×4) and /D(2) =
diag(14×4, /∂ + ie /˜A). The notations ψ
(1)(x), ψ(2)(x),
A
(1)
µ (x), A
(2)
µ (x), /D
(1)
and /D
(2)
can also be understood
as the specific components of the double field quanti-
ties, i.e. ψ(x), i[ψ˜(x)†]T , Aµ(x), A˜µ(x), /∂ + ie /A and
/∂ + ie /˜A, respectively, without causing confusion in most
cases. So we don’t distinguish them through out this
paper. For example, denoting a 8 × 8 matrix /D =
diag(/∂ + ie /A,−/∂ − ie /˜A), the total Lagrangian Eq. (12)
can also be written as
Lˆ = Pα{ψ¯(α)[i /D−m14×4 ⊗ σ3]ψ(α)
− 1
4
(F (α)µν )
Tσ3F (α)µν )}, (18)
where σ3 is the third component of Pauli matrices σi,
ψ(α) and F
(α)
µν are understood as Eq. (15) and Eq. (17)
in this case.
The next procedure of TFD is to quantize the total
Lagrangian, i.e., Eq. (12) or Eq. (18). The path inte-
gral quantization is used in the following sections. It is
convenient for the background field method.
B. Background field
Due to the possible enormous number of particles par-
ticipating, the standard perturbative QED method is of
no use. The alternative is a nonperturbative QED for-
malism known as ”Furry picture” in whose attitude the
4background field is considered as classical. From Yuan
Shi et.al’s perspective [27], it is proper for decomposing
both Dirac field and vector potential field into classical
background and quantum fluctuations
ψ(α) → ψ(α)0 + ψ(α), A(α)µ → A(α)µ +A(α)µ , (19)
where ψ
(α)
0 and A
(α)
µ on the right side of arrow symbols
are classical Dirac background and vector potential back-
ground fields, respectively. Besides, ψ(α) andA(α)µ denote
the quantum fluctuation fields of Dirac particles and vec-
tor potential particles, respectively. We first derive the
effective Lagrangian of the quantum fluctuation fields.
Then we explain why the perturbation method is feasi-
ble in this nontrivial background field scheme even when
the nonlinear QED effects such as QED cascade appears.
Considering Eq. (14) and that the physical and ficti-
tious field sets having the same algebraic rules, by using
variational method, the doubled background fields satisfy
Maxwell-Dirac equations
(i /D
(α) −m)ψ(α) = 0, (20)
∂µF
(α)µν = eψ¯
(α)
0 γ
νψ
(α)
0 . (21)
Here, F
(α)
µν = ∂µA
(α)
ν − ∂νA(α)µ are the background elec-
tromagnetic field strength tensor and the corresponding
fictitious one, respectively. Insert Eq.(19)-Eq.(21) into
Eq.(12), we get the total action of quantum fluctuation
fields, up to an useless constant 14 (F
(α)
µν )2, as
Sˆ =
∑
α=1,2
εαPα
∫
d4x[ψ¯(α)(i /D
(α) −m)ψ(α) − 1
4
(F (α)µν )2
−eψ¯(α)0 /A
(α)
ψ(α) − eψ¯(α) /A(α)ψ(α)0 − eψ¯(α) /A
(α)
ψ(α)],
(22)
where F (α)µν = ∂µA(α)ν − ∂νA(α)µ is the fluctuation field
strength tensor. The first two terms in the integral con-
stitute free Lagrangian density for fluctuation field and
the last three terms constitute interaction Lagrangian
density.
The traditional perturbative QED theory is of no use
in the case where the phenomenons such as QED cascade
appears. It is because the enormous states corresponding
to a large number of particles participating in the initial
and end states of S-matrix which involves a big number
of Feynman diagrams. The contribution to the S-matrix
of the en order from a big number of Feynman diagrams
may even exceeds that of the en−1 order. It will be seen
more clearly from the perspective of path integral. There,
the evolution operator of QED can be written as
b〈ψ¯(x)ψ(x)Aµ(x)|e−iHT |ψ¯(x)ψx)Aµ(x)〉a
=
∫
Dψ¯DψDA exp(i
∫ T
0
d4xL[ψ¯, ψ,A]), (23)
where the functions ψ¯, ψ and A over which we integrate
are constrained to the specific configurations ψ¯(x), ψ(x),
Aµ(x) in the state vector |ψ¯(x)ψ(x)Aµ(x)〉a at x0 = 0
and in |ψ¯(x)ψ(x)Aµ(x)〉b at x0 = T . Lˆ[ψ¯, ψ,A] is de-
noted by Eq. (11). Only the fields in the region nearby
the classical field ψ¯0, ψ0 and Aµ contribute to the inte-
gral. As will be seen in In Sec. III, in the ideal many
body case, ψ0(x) ∼
√
n0(t,x), where n0(t,x) is the den-
sity number. The classical electromagnetic potential Aµ
are also macroscopic quantities. It makes the interac-
tion action big enough. One can not ignore the higher
order contribution of exp(i
∫
d4xLint). Alternatively, in
the nontrivial background field method, the decomposi-
tion of the fields, i.e. Eq.(19), makes the integral mainly
contributed from the fluctuation fields around zero. The
perturbation method is feasible for this effective field the-
ory. Intuitive speaking, the infinitely many particles is
reduced by incorporating the effects of background fields
directly into the Lagrangian [27]. However, in this work,
we just focus on the small amplitude wave propagation.
The nonlinear QED effects is excluded.
The interaction is related to some kind of currents.
In fact, the effective Lagrangian is invariant under the
following transformation
ψ(β)(x)→ (eiα(x) − 1)ψ(β)0 (x) + eiα(x)ψ(β)(x), (24)
Aµ(x)→ Aµ(x)− 1
e
∂µα(x), (25)
where α(x) is any function of x. This new symmetry is
a nature result of the local U(1) symmetry of standard
spinor QED Lagrangian. It implies a conservative current
J µ = ψ¯(α)γµψ(α) + ψ¯(α)0 γµψ(α) + ψ¯(α)γµψ(α)0 (26)
satisfying
∂µJ (α)µ = 0. (27)
Here, we define the vacuum current J µvac and the back-
ground current J µbac as
J (α)µvac = ψ¯(α)γµψ(α) (28)
and
J (α)µbac = ψ¯(α)0 γµψ(α) + ψ¯(α)γµψ(α)0 , (29)
respectively. Then, the interaction Lagrangian can be
written as
Lˆint = J (α)µA(α)µ = (J (α)µvac + J (α)µbac )A(α)µ , (30)
which involves the coupling of fluctuation vector field
A(α)µ and both of the background field ψ(α)0 and the fluc-
tuation Dirac spinor filed ψ(α).
In addition, the Feynman rules in momentum space of
this effective field theory in TFD are listed as follows
(α)
a
k
p
F k x
A
f
(β)
b
= S
(αβ)
TFab(p;A), (31)
(α)
a
g
k
G g
(β)
b
= D
(αβ)
Tab (k), , (32)
5(ρ)
 g
(σ)
µ
(τ)
E
= − ieγµδρτσ, (33)
ψ¯
(ρ)
0 (p)
x
p
B
(τ)
µ k

k−p

(σ)
= − ieψ¯(ρ)0 (p)γµδρτσ, (34)
ψ
(ρ)
0 (p)
x
p

(σ)
µ k+p

k

(τ)
= − ieγµψ(ρ)0 (p)δρτσ, (35)
The first three equations are usual Feynmann rules for
QED in TFD. The rest ones denote other two new rules
of interactions for our effective theory in TFD. Here,
δρτσ =
{
1 for ρ = τ = σ = 1,
0 other wise.
(36)
Further specifications of propagators and vertexes will be
given in the following subsections.
C. Effective action of fluctuation vector boson
We first calculate the effective action of the fluctuation
vector boson. Its role in evaluating the wave propagation
will be given in the subsequent section.
To proceed further, we make the followed specifica-
tions. For the plasmas assumed in equilibrium state, the
temperature-dependent vacuum state vector |Ω′(β)〉 for
the Hamiltonian corresponding to original Lagrangian,
i.e., Eq.(11), is introduced in TFD [29] as
|Ω′(β)〉 = e−iG|Ω′〉 = e−i(Gψ⊗GA)|Ω′〉, (37)
where G is the generator of the unitary transformation
operator, Gψ and GA are the corresponding ones of Dirac
fermions and vector bosons, respectively. The corre-
sponding temperature dependent field operators are
eiGA [A(α)µ (x) +A(α)µ (x)]e−iGA
= A(α)µ (x) +A(α)µ (β, x)
= A(α)µ (x) + e
iGAA(α)µ (x)e−iGA
= A(α)µ (x) +
∑
τ=1,2
W
(ατ)
B (β, x)A(τ)µ (x) (38)
and
eiGψ [ψ
(α)
0 (x) + ψ
(α)(x)]e−iGψ
= ψ
(α)
0 (x) + ψ
(α)(β, x)
= ψ
(α)
0 (x) + e
iGψψ(x)e−iGψ
= ψ
(α)
0 (x) +
∑
τ=1,2
W
(ατ)
F (β, x)ψ
(τ)(x), (39)
where WB(β, x) and WF (β, x) are the two 2 × 2 trans-
formation matrixes which are determined by statistical
properties of the system of interesting. From the above
equations, e−iGA and e−iGψ can be considered as the
transformation operators only concerning on the field op-
erators of A
(α)
µ (x) and ψ(α)(x), respectively. It leads to
the thermal transformation
|Ω(β)〉 = e−iG|Ω〉, (40)
where |Ω〉 is the vacuum state vector of the effective the-
ory denoting by Eq. (22). In most cases, photons are
not in equilibrium state. For simplicity, we consider the
single frequency wave propagation case which is common
seen in the studies of linear wave propagation in classical
plasmas and non-relativistic degenerate plasmas. Then
the state of incident light is denoted as |k〉|k〉···|k〉. It in-
dicates a group of single photons propagating in plasmas.
Subsequently, the temperature dependent propagator of
photon is similar to that in the usual QFT. The trans-
formation matrix UB = 1. Subsequently, for simplicity,
a 2-point Green’s function for fluctuation Dirac particle
is derived as
〈Ω(β)|Tψ(ρ)(x)ψ¯(σ)(y)|Ω(β)〉 =
∑
λ,τ=1,2
W
(ρλ)
F (x)〈Ω|Tψ(λ)(x)ψ¯(τ)(y)|Ω〉(W−1F (y))(τσ)
= lim
T→∞+iε
∑
λ,τ=1,2
W
(ρλ)
F (x)
∫
Dψ¯(η)Dψ(η)DA(η)ei
∫
T
T
d4xLˆ[ψ¯(η),ψ(η),A(η)]ψ(λ)(x)ψ¯(τ)(y)(W−1F (β, y))
(τσ)∫
Dψ¯(η)Dψ(η)DA(η)ei
∫
T
T
d4xLˆ[ψ¯(η),ψ(η),A(η)]
. (41)
It shows that the temperature dependent Green’s
function can be evaluated by performing a unitary trans-
formation on the doubled usual Green’s function which is
derived from the functional integral over the doubled field
functions variables ψ¯(α), ψ(α) and A(α). By using the
standard functional integral formulas over Grassmann
variables, i.e., (
∏
i
∫
dθ∗i dθi)exp(−θ∗iBijθj) = detB,
(
∏
i
∫
dθ∗i dθi)θkθ
∗
l exp(−θ∗iBijθj) = (detB)(B−1)kl
and (
∏
i
∫
dθ∗i dθi)θkθ
∗
l θmθ
∗
nexp(−θ∗iBijθj) =
(detB)(B−1kl B
−1
mn − B−1knB−1ml ), replacing the action,
6Eq. (22), by its temperature dependent form, the
effective action ΓA can be obtained, to the second order
approximation, as
eiΓˆA =
∫
Dψ¯(α)Dψ(α) exp(i
∫
d4xLˆ[ψ¯(α), ψ(α),A(α)])
= det(i /D
(α) −m)e i2Pα
∫
d4x(A(α)µ )
T [(∂2gµν−∂µ∂ν)σ3]A(α)µ {1− ie
∫
d4xtr[(γµ ⊗ σ3)STF (x − x)]A(α)µ (x)
− e
2
2
Pα
∫
d4xd4y(A(α)µ (x))TΠµνT2(x, y)A(α)ν (y)}, (42)
where STF (x− y) is the temperature dependent Fermion
propagator, ΠµνT2(x, y) is the temperature dependent po-
larization tensor for fluctuation vector boson. Details of
these two quantities will be stated below. It is more con-
venient to compute in momentum space.
By using Eq. (39), the thermal propagator for fermion
in TFD is
STF (p;A) =
∫
d4xeip·(x−y)SF (x− y)
=
∫
d4xeip·(x−y)〈0(β)|Tψ(α)(x)ψ¯(α)(y)|0(β)〉
=
∫
d4xeip·(x−y)(
∫
Dψ¯(α)Dψ(α)
×ei
∫
d4xLˆ0[ψ
(α)])−1WF (β, x)
∫
Dψ¯(α)Dψ(α)
×ei
∫
d4xLˆ0[ψ
(α)]ψ(α)(x)ψ¯(α)(y)W−1F (β, y),
(43)
where Lˆ0[ψ(α)] = Pα{ψ¯(α)[i /D−m14×4 ⊗ σ3]ψ(α)} is the
free Lagrangian of Dirac spinor field in TFD, |0(β)〉 is
the temperature dependent vacuum state vector for free
theory. From Eq. (43), we have
STF (p;A) = UF (β, p)
(
SF (p;A) 0
0 S˜∗F (p;A)
)
U−1F (β, p),
(44)
where, SF (p;A) is the Feynman propagator in the exter-
nal field Aµ, and S˜F (p;A) is the one evaluated in F˜. In
the case of eAµ ≪ m, by direct computation, we have
SF (p;A) =
i
/p−m− iε +O(e), (45)
S˜∗F (p;A) =
i
/p−m+ iε +O(e), (46)
It is worth to point out that
WF (β, x) = UF (β, i∂xµ), (47)
which is easily checked by comparing the Eq. (41) with
the Eq. (43). For the inverse matrix W−1F (β, x) in the
Eq. (43),
W−1F (β, y) = U
−1
F (β, i
←−
∂ yµ), (48)
where← denotes the action to left by the partial differen-
tial operator. In general, the action direction depends on
the position of the object acted by the differential oper-
ator. The thermo transformation matrix has the similar
properties. If the particles are in Fermi distribution, the
unitary transformation matrix is [30][36]
UF (β, p
0) =
(
cos θp0(β) sin θp0(β)
− sin θp0(β) cos θp0(β)
)
. (49)
Here,
cos θp0(β) =
θ(p0)√
eβ(µ−p0) + 1
+
θ(−p0)√
eβ(µ−p0) + 1
, (50)
sin θp0(β) =
e−
1
2β(µ−p
0)θ(p0)√
e−β(µ−p0) + 1
+
e
1
2β(µ−p
0)θ(p0)√
eβ(µ−p0) + 1
, (51)
where µ is the chemical potential of Dirac particle system
and θp0 is the step function
θ(p0) =
{
1 p0 ≥ 0,
0 p0 < 0.
(52)
After functional integral in Eq. (42), the polarization
tensor is
iΠµνT (x, y) = −ie2{tr[−ΓµSTF (x, y)ΓνSTF (y, x)
−ΓµSF (x, x)ΓνSF (y, y)]
+ψ¯
(α)
0 (x)Γ
µSTF (x, y)Γ
νψ
(α)
0 (y)
+ψ¯
(α)
0 (y)Γ
µSTF (y, x)Γ
νψ
(α)
0 (x)}, (53)
where
Γµ =
(
γµ 0
0 γµ
)
. (54)
It is worth to point out that the temperature dependent
polarization tensor in this background field method can
be written, in a common known form, as
iΠT2,µν(x, y) = −e2〈Ω(β)|TJ (α)µ (x)J (α)ν (y)|Ω(β)〉, (55)
7which can be checked by inserting Eq. (26) into the above
equation. Then, to the second order approximation, Eq.
(55) becomes
iΠµνT2(x, y) = −
e2
Z
WF (β, x)
∫
Dψ¯(α)Dψ(α)DA(α)
×ei
∫
d4xLˆJ (α)µ(x)J (α)ν(y)W−1F (β, y)
≈ 〈0(β)|TJ (α)µbac (x)J (α)νbac (y)|0(β)〉
+〈0(β)|TJ (α)µvac (x)J (α)νvac (y)|0(β)〉, (56)
where
〈0(β)|TJ (α)µbac (x)J (α)νbac (y)|0(β)〉
= − e
2
Z0
WF (β, x)
∫
Dψ¯(α)Dψ(α)ei
∫
d4xLˆ0
×J (α)µbac (x)J (α)νbac (y)WF (β, y), (57)
〈0(β)|TJ (α)µvac (x)J (α)νvac (y)|0(β)〉
= − e
2
Z0
WF (β, x)
∫
Dψ¯(α)Dψ(α)ei
∫
d4xLˆ0
×J (α)µvac (x)J (α)νvac (y)WF (β, y), (58)
Z =
∫
Dψ¯(α)Dψ(α)DA(α)ei
∫
d4xLˆ[ψ¯(α),ψ(α),A(α)], (59)
and
Z0 =
∫
Dψ¯(α)Dψ(α)ei
∫
d4xLˆ0[ψ¯
(α),ψ(α)]. (60)
Two disconnected circles represented by the first term
on the right side in the last line of Eq. (56) are attached
to two fluctuation vector boson propagators as,
(α)µ
x
g  g
(β)ν
y
= e2tr[ΓµS
(αα)
TF (x, x)Γ
νS
(ββ)
TF (y, y)]. (61)
It represents multiplication of two temperature depen-
dent vacuum expectation values of 〈0(β)|Aµ | 0(β)〉. Ac-
cording to Lorentz’s symmetry, this field expectation will
be vanished. We can therefore write
iΠµνT,2(x, y) = iΠ
µν
Tbac,2(x, y) + iΠ
µν
Tvac,2(x, y), (62)
where
iΠµνTbac,2(x, y) = −e2〈0(β)|TJ (α)µbac (x)J (α)νbac (y)|0(β)〉(63)
is the background polarization tensor to the second order
approximation, and
iΠµνTvac,2(x, y) = −e2〈0(β)|TJ (α)µvac (x)J (α)νvac (y)|0(β)〉(64)
is the vacuum polarization tensor to the same approxi-
mation.
If the plasma is uniform, the polarization tensor
Πµν(x− y) depends only on x− y. The Fourier transfor-
mation of it can be simplified as follows
ΠµνT (x, y) =
∫
d4kd4k′
(2pi)8
e−ik·x−ik·yΠµνT (k, k
′)
= ΠµνT (x− y) =
∫
d4kd4k′
(2pi)8
e−ik·(x−y)ΠµνT (k). (65)
Therefore
ΠµνT (k, k
′) = (2pi)4δ(4)(k + k′)ΠµνT (k). (66)
Noting that the second term in the brace in Eq. (42)
is linear in A(α). It is responsible for the emission, ab-
sorption and scattering of fluctuation vector bosons that
will not be concerned at present. We will omit it in the
following calculations of wave propagation for simplic-
ity. Then, from Fourier transformation of Eq. (42), the
effective action of fluctuation gauge boson, up to an un-
necessary constant − ln det(i /D(α) −m), is
ΓA →
∑
α=1,2
εαPα
∫
d4k
(2pi)4
A(α)(k)[−k2gµν + kµkν
+ΠµνT2(k)]A(α)ν (−k). (67)
where
A(α)µ (k) =
∫
d4xeik·xA(α)µ (x). (68)
Here, we use Feynmann gauge for free propagator of Aµ.
D. Collective excitation
The most appropriate concept is the collective mode.
From Chin[20], it can be characterized as the poles of
the propagator of effective fluctuation vector boson. Our
theory is suitable for clarifying this point in a quantita-
tive way. Then, the concept of collective excitation will
be constructed based on the fluctuation vector boson.
The interactions of electromagnetic and charged par-
ticle interact with each other. The motion of photon
propagation is inseparable from the plasma density fluc-
tuation. In general, each of them can not be individually
regarded as the whole collective motion of the system.
However, one can consider the process as the fluctua-
tion vector boson propagating in the effective medium
determined by Eq. (67). It indicates that the effective
Hamiltonian of the boson-medium system is just that of
the whole “real” plasma system, up to a constant ground
state energy, from the perspective of our effective theory.
In other words, the fluctuation vector boson can be con-
sidered as the quanta of collective motion of the system.
They share the same concept of collective excitation and
the same spectrum. From the standard view point of
QFT, the pole of propagator determines the dispersion
relation for the fluctuation vector boson, and so does for
8the collective mode. It explains the claim of Chin[20]
as mentioned at the beginning of this subsection. Then,
from Eq.(67), the dispersion relation is
det([−k2gµν + kµkν +Πµν2 (k)]⊗ σ3) = 0, (69)
It can also be understood from the classical point of view.
One can derive a classical equation of motion of A(α),
i.e. ([−k2gµν + kµkν + Πµν2 (k)]σ3)A(α)µ = 0. Eq. (69) is
just the necessary condition for the existence of nontrivial
solution.
In the long-wavelength limit, the thermal wavelength is
much larger than that of fluctuation vector bosons. The
charged particle density fluctuation is obvious. It domi-
nates the motion of plasma system if the electromagnetic
wave is not too strong to stimulate new particle produc-
tion. The collective mode can be just regarded as the
oscillation of plasmas. It is coincide with the view point
of conventional studies. In the opposite case, the os-
cillation of electromagnetic field dominates the system.
Intuitively, the motion of photon propagation and of the
charged particle background is decoupled. More compli-
cated is that, as will be seen in the Sec. IV, more charged
particles are produced in this case. Subsequently, strictly
speaking, the oscillation of plasma background is not a
typical character of the whole system. In general, the
photon can be regarded as partially coupled with the
charged particles. The degree of the coupling can be un-
derstood with the help of Eq. (62). It shows that the ef-
fective medium can be considered as a mixture of vacuum
and plasma background. The two terms on the right side
of Eq. (62) represent the coupling of the effective vector
boson and these two objects, respectively. As will be seen
in Sec. IV, Πµνbac,2(x, y) dominates in the long-wavelength
limit, and Πµνvac,2(x, y) does in the opposite case.
III. CALCULATION OF POLARIZATION
TENSOR
Polarization tensor is the key for evaluating the dis-
persion relations. The calculations of background and
vacuum polarization tensor will be given in this section
respectively.
A. Calculation of Πµνbac,2(k)
Inserting Eq. (29) and (57) into (63), considering (65)
and (66), the background polarization tensor in momen-
tum space becomes
iΠµνT2,bac(k)(2pi)
4δ(4)(0) = −e2UF (p0){Pα
∫
d4q
(2pi)4
ψ¯
(α)
0 (q)[Γ
µSTF (q − k)Γν + ΓνSTF (q + k)Γµ]ψ(α)0 (q)}U−1F (p0)
=
ψ¯
(α)
0 (q)
x
q
B
µ
k
G
q−k
 xk
k
G
ν
q
B
ψ
(α)
0 (q)
x
+
ψ
(α)
0 (q)
x
q

µ
k
G k x
q+k
F
k
G
ν
q

ψ¯
(α)
0 (q)
x
. (70)
The appearance of the delta function (2pi)4δ(4)(0) in the
left hand side of this equation will be explained at the
end of this subsection below Eq.(145). Considering the
case where the electromagnetic field is not too strong
to stimulate particle production such as Schwinger pair,
i.e., eAµ/m ≪ 1. e /A can be regarded as the next to
leading order correction to the Eq. (44). By using the
well-known gamma matrix properties of [γµ, γν ] = i4S
µν
and {γµ, γν} = 2gµν , considering Eq. (44), Eq. (49) and
Eq. (70), to the order of e2, the background polarization
tensor, i.e., Eq.(70), becomes
iΠµνTbac,2(k)(2pi)
4δ(4)(0) = −2ie2
∫
d4q
(2pi)4
{ψ¯0(q){[(q − k)2 −m2][(q + k)2 −m2]}−1{γµ[(q2 + k2 −m2)qν − wq · kkν ]
+2q · k(/d− /q)gµν + (qµ − kµ)[(q + k)2 −m2]γν + gµν(m+ /k − /q)[(q + k)2 −m2]
+4imq · kSµν + 2iSνργµ[(q2 + k2 −m2)kρ + 2q · kqρ]}ψ0(q)
+ψ˜T0 (q){[(q − k)2 −m2][(q + k)2 −m2]}−1{γµ[(q2 + k2 −m2)qν − wq · kkν ]
+2q · k(/d− /q)gµν + (qµ − kµ)[(q + k)2 −m2]γν + gµν(m+ /k − /q)[(q + k)2 −m2]
+4imq · kSµν + 2iSνργµ[(q2 + k2 −m2)kρ + 2q · kqρ]}(ψ˜†0(q))T }. (71)
9The last three lines of the integrand are just the repeat
of the first three lines except for ψ¯0(q) being replaced
by ψ˜T0 (q) and ψ0(q) by (ψ˜
†
0(q))
T . The calculation of this
integral is divided into two steps. We will elaborate on
each of them as follows.
1. Classical limit method
Four quantities, i.e., ψ¯0(q)ψ0(q), ψ¯0(q)γ
µψ0(q),
ψ¯0(q)S
µνψ0(q) and ψ¯0(q)S
νργµψ0(q), in the Eq. (71)
must be determined first. With the help of Eq. (8), the
key observation for evaluating these quantities are
〈Ψ¯(α)(x)Ψ(α)(x)〉
= 〈Ω(β)|Ψ¯(α)(x)Ψ(α)(x)|Ω(β)〉, (72)
〈Ψ¯(α)(x)ΓµΨ(α)(x)〉
= 〈Ω(β)|Ψ¯(α)(x)ΓµΨ(α)(x)|Ω(β)〉, (73)
〈Ψ¯(α)(x)(Sµν ⊗ 12×2))Ψ(α)(x)〉
= 〈Ω(β)|Ψ¯(α)(x)(Sµν ⊗ 12×2))Ψ(α)(x)|Ω(β)〉, (74)
〈Ψ¯(α)(x)SνρΓµΨ(α)(x)〉
= 〈Ω(β)|Ψ¯α)(x)SνρΓµΨ(α)(x)|Ω(β)〉. (75)
Here 〈〉 denotes the statistical average. We denote Ψ =
ψ0 + ψ in this subsection as the spinor field for electron
and positron. The classical limit of these statistical aver-
age can be easily derived by replacing the field operators
by the corresponding classical fields. For example
〈Ψ¯(α)(x)Ψ(α)(x)〉 ∼ ψ¯(α)0 (x)ψ(α)0 (x), (76)
where ∼ denotes “classical limit”. The sense of the term
of “classical limit” is obvious if we note
〈Ψ¯(α)(x)Ψ(α)(x)〉
= lim
x′0→x0+0+
x
′→x
(
∫
Dψ¯(α)Dψ(α)ei
∫
d4xL)−1
×
∫
Dψ¯(α)Dψ(α)ei
∫
d4xL[ψ¯
(α)
0 (x
′) + ψ¯(α)(x′)]
× [ψ(α)0 (x) + ψ(α)(x)]
= ψ¯
(α)
0 (x)ψ
(α)
0 (x) + 〈ψ¯(α)(x)ψ(α)(x)〉. (77)
It reduces to the Eq. (76) if we neglect the “quantum
fluctuation” term 〈ψ¯(x)ψ(x)〉. For the same reason,
〈Ψ¯(α)(x)ΓµΨ(α)(x)〉 ∼ ψ¯(α)0 (x)Γµψ(α)0 (x), (78)
〈Ψ¯(α)(x)(Sµν ⊗ 12×2)Ψ(α)(x)〉
∼ ψ¯(α)0 (x)(Sµν ⊗ 12×2))ψ(α)0 (x), (79)
〈Ψ¯(α)(x)SνρΓµΨ(α)(x)〉 ∼ ψ¯(α)0 (x)SνρΓµψ(α)0 (x). (80)
In fact, the classical fields ψ0(x) and Aµ(x) are not
uniquely determined by Maxwell-Dirac equations Eq.(20)
and the Eq.(21) if the initial and boundary conditions
are unknown. The division of fields into classical back-
ground fields and quantum fluctuations is artificial in a
sense. From the perspective of path integral quantiza-
tion, if the background fields are chosen not to be the
solutions for the system of interesting, the fluctuation
fields contributing to Eq. (77) can not be considered as
just quantum one. For example, one can always choose
trivial solutions of the Eq.(20) and Eq.(21), ψ will always
be of order of
√
n0, as will be shown in this subsection.
The term of “classical limit” is meaningless. Further, it
invalids the perturbation calculations. In fact, one can
not ignore the higher order terms in the expansion of the
effective action in Eq. (42) if ψ and Aµ are macroscopic
quantities.
Next, we expand the classical fields ψ0(x) and ψ¯0(x)
as
ψ
(α)
0 (x) =
∫
d3p
(2pi)3
1√
2Ep
∑
s=1,2
[
(
c¯s(t,p)
i˜¯cs(t,p)∗
)
us(p)e−ip·x
+
(
d¯s(t,p)∗
i˜¯bs(t,p)
)
vs(p)eip·x], (81)
ψ¯
(α)
0 (x) =
∫
d3p
(2pi)3
1√
2Ep
∑
s=1,2
[
(
c¯s(t,p)∗
i˜¯cs(t,p)
)
u¯s(p)e−ip·x
+
(
d¯s(t,p)∗
i ˜¯ds(t,p)
)
v¯s(p)eip·x], (82)
where us(p) and vs(p) are two momentum dependent
Dirac spinors
us(p) =
( √
p · σξs√
p · σ¯ξs
)
, (83)
vs(p) =
( √
p · σηs
−√p · σ¯ηs
)
, (84)
with σ = (1,σ), and ξs and ηs are two two-components
spinors. For the purpose of consistency, the coefficients
c¯s(t,p), d¯s(t,p), ˜¯ds(t,p) and ˜¯ds(t,p) must be defined
carefully. First, c¯s(t,p) and d¯s(t,p) are Grassmann num-
bers that satisfy the relations
{c¯s(t,p), c¯r(t′,p′)} = 0, {c¯s(t,p), c¯r(t′,p′)∗} = 0,
{d¯s(t,p), d¯r(t′,p′)} = 0, {d¯s(t,p), d¯r(t′,p′)∗} = 0,
{c¯s(t,p), d¯r(t′,p′)} = 0, {c¯s(t,p), d¯r(t′,p′)∗} = 0.
(85)
The corresponding coefficients ˜¯cs(t,p) and ˜¯ds(t,p) are
also Grassmann numbers satisfying the same anti-
commutation relations. In addition, we define
[c¯s(t,p), ˜¯cr(t,p)] = 0, (86)
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[d¯s(t,p), ˜¯dr(t,p)] = 0, (87)
[c¯s(t,p), ˜¯dr(t,p)] = 0. (88)
A remark on the tilde symbol on these coefficients is that
c¯s(t,p) and ˜¯cs(t,p) are defined as the two independent
coefficients in the Fourier transformation of ψ
(α)
0 (x). It
is unlike the case where A˜ is considered as the tilde-
conjugation operation of operator A, as introduced at
the beginning of Sec. II. It is the same for the coefficients
d¯s(t,p) and ˜¯ds(t,p). However, the definitions of expan-
sions, i.e., Eq.(81) and Eq.(82), lead to algorithm similar
to the Eq.(5). Subsequently, we can also regard the coef-
ficients ˜¯cs(t,p) and ˜¯ds(t,p) as the “tilde-conjugation” of
the coefficients c¯s(t,p) and d¯s(t,p) in calculation.
By using Eq.(81) to Eq.(85), we have∫
d3xψ†0(x)ψ0(x) =
∫
d3p
(2pi)3
∑
s=1,2
(|cs(t,p)|2− |ds(t,p)|2).
(89)
∫
d3xψ˜T0 (x)ψ˜
∗
0 (x) =
∫
d3p
(2pi)3
∑
s=1,2
(|c˜s(t,p)|2− |d˜s(t,p)|2).
(90)
From the relation
〈Ω(β)|
∫
d3xΨ†(x)Ψ(x)|Ω(β)〉
=
∫
d3p
(2pi)3
∑
s=1,2
〈Ω(β)|as†p asp − bs†p bsp|Ω(β)〉, (91)
we have∑
s=1,2
〈Ω(β)|as†p asp|Ω(β)〉 ∼
∑
s=1,2
|c¯s(t,p)|2
= N
(+)
0 (t,p), (92)
∑
s=1,2
〈Ω(β)|bs†p bsp|Ω(β)〉 ∼
∑
s=1,2
|d¯s(t,p)|2
= N
(−)
0 (t,p), (93)
where N
(+)
0 (t,p) and N
(−)
0 (t,p) are the average particle
number density of momentum p at time t for particles
and anti-particles, respectively. In the electron-positron
plasma case, they correspond the number density of elec-
trons and positrons. Note that
ψ0(x) = ψ˜0(x) (94)
which is derived immediately from the relation
〈F |ψ0(x) + ψ(x)|F ′〉 = 〈F˜ |ψ˜0(x) + ψ˜(x)|F˜ ′〉. (95)
Here |F 〉 and |F ′〉 are two state vectors in the Fock space
F. |F˜ 〉 and |F˜ ′〉 are the corresponding ones in F˜. Then,
perform the tilde-conjugation of Eq. (92) and Eq. (93),
we have∑
s=1,2
〈Ω(β)|a˜s†p a˜sp|Ω(β)〉 ∼
∑
s=1,2
|˜¯cs(t,p)|2
= N
(+)
0 (t,p), (96)
∑
s=1,2
〈Ω(β)|b˜s†p b˜sp|Ω(β)〉 ∼
∑
s=1,2
| ˜¯ds(t,p)|2
= N
(−)
0 (t,p). (97)
We list the Fourier transformation of ψ
(α)
0 (x) and
ψ¯
(α)
0 (x) which is useful for evaluating the four quantities
mentioned at the beginning of this subsection.
ψ
(α)
0 (q) =
∫
d4xeiq·xψ0(x)
=
1√
2Eq
∑
s=1,2
[
(
c¯s(q0 − Eq,q)
i˜¯cs(q0 − Eq,p)∗
)
us(q)
+
(
d¯s(q0 + Eq,−q)∗
i ˜¯ds(q0 + Eq,−q)
)
vs(−q)], (98)
ψ¯
(α)
0 (q) =
∫
d4xeiq·xψ0(x)
=
1√
2Eq
∑
s=1,2
[
(
c¯s(q0 − Eq,q)∗
i˜¯cs(q0 − Eq,q)
)
u¯s(q)
+
(
d¯s(q0 + Eq,−q)
i ˜¯ds(q0 + Eq,−p)∗
)
v¯s(−q)], (99)
where
c¯s(q0 − Eq,q) =
∫
dtei(q
0−Eq)tc¯s(t,q), (100)
˜¯cs(q0 − Eq,q)∗ =
∫
dtei(q
0−Eq)t˜¯cs(t,q)∗, (101)
ds(q0 + Eq,−q) =
∫
dtei(q
0−Eq)tds(t,−q), (102)
˜¯ds(q0 + Eq,−q) =
∫
dtei(q
0−Eq)t ˜¯ds(t,−q). (103)
a. Calculation of ψ¯0(q)ψ0(q) : From the energy-
momentum tensor T µν corresponding to the Lagrangian
of spinor QED, we have
ψ¯0iγ
µ∂νψ0 = T
µν − (Tem)µν + eψ0γµψ0Aν , (104)
where (Tem)
µν = FµρF νρ− 14 (Fρσ)2gµν is the symmetric
energy-momentum tensor of free electromagnetic field,
and the third part on the right side of the equation re-
lates to the interaction of photons and charged particles.
Considering the Eq. (20), we have
ψ¯0(x)ψ0(x) =
1
m
[(T 00 (x)− (Tem)00(x))
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− (T ii (x)− (Tem)ii(x))]. (105)
From the classical limit method
〈Ω(β)| 1
m
[(T 00 )− (Tem)00)− (T ii − (Tem)ii)]|Ω(β)〉
∼ 1
m
[(T 00 (x)− (Tem)00(x)) − (T ii (x)− (Tem)ii(x))]
= ψ¯0(x)ψ0(x), (106)
where E and Eem are the average energy of the whole
system and electromagnetic field, respectively. It is bet-
ter to rewrite it in momentum representation as∫
d4p
(4pi)4
ψ¯0(p)ψ0(p) =
1
m
∫
dt[ED(t)−
∑
i
P iD(t)].(107)
Here,
ED(t) = E(t) − Eem(t) (108)
and
P iD(t) = P
i(t)− P iem(t) (109)
where Eem(t) and Pem(t) are the total energy and mo-
mentum of free propagating electromagnetic field, while
ED(t) and PD(t) denote the rest ones. In the refer-
ence frame of mass point of charged particle system,
P iD(t) = 0. Subsequently,∫
d4p
(4pi)4
ψ¯0(p)ψ0(p) =
1
m
∫
dtED(t). (110)
b. Calculation of ψ¯0(q)γ
µψ0(q) :∫
d4x〈Ω(β)|ψ¯(x)γµψ(x)|Ω(β)〉
=
∫
d4q
(2pi)4
〈Ω(β)|ψ¯(q)γµψ(q)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)γ
µψ0(q)
=
∫
dtjµ0 (t,q), (111)
c. Calculation of ψ¯0(q)S
νργµψ0(q) : It will be dis-
cussed in eight cases as follows.
(1) For the case of µ = 0, ν = 0, ρ = 0,∫
d4xψ¯0(x)S
νργµψ0(x)
=
∫
d4q
(2pi)4
ψ¯0(q)S
00γ0ψ0(q)
= 0. (112)
(2) For the case of µ = 0, ν = 0, ρ = i,∫
d4x〈Ω(β)|ψ¯(x)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
0iγ0ψ0(q)
=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
0iγ0ψ0(t,q)
= − i
2
∫
dt
∫
d3q
(2pi)3
ji0(t,q). (113)
(3) For the case of µ = 0, ν = j, ρ = 0,∫
d4x〈Ω(β)|ψ¯(x)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
j0γ0ψ0(q)
=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
j0γ0ψ0(t,q)
=
i
2
∫
dt
∫
d3q
(2pi)3
ji0(t,q). (114)
(4) For the case of µ = 0, ν = j, ρ = i,∫
d4x〈Ω(β)|ψ¯(q)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
jiγ0ψ0(q)
=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
jiγ0ψ0(t,q)
=
1
2
∫
dt
∫
d3q
(2pi)3
εijk[jk0R(t,q)− jk0L(t,q)]. (115)
(5) For the case of µ = l, ν = 0, ρ = 0,∫
d4xψ¯0(x)S
νργµψ0(x)
=
∫
d4q
(2pi)4
ψ¯0(q)S
00γlψ0(q)
= 0. (116)
(6) For the case of µ = l, ν = 0, ρ = i,∫
d4x〈Ω(β)|ψ¯(x)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
0iγlψ0(q)
=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
0iγlψ0(t,q)
= − i
2
∫
dt
∫
d3q
(2pi)3
{δilj00(t,q)
+ εilt[jt0R(t,q)− jt0L(t,q)]}. (117)
(7) For the case of µ = l, ν = j, ρ = 0,∫
d4x〈Ω(β)|ψ¯(x)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
j0γlψ0(q)
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=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
j0γlψ0(t,q)
=
i
2
∫
dt
∫
d3q
(2pi)3
{δjlj00(t,q)
+ εjlt[jt0R(t,q)− jt0L(t,q)]}. (118)
(8) For the case of µ = l, ν = j, ρ = i,∫
d4x〈Ω(β)|ψ¯(x)Sνργµψ(x)|Ω(β)〉
∼
∫
d4q
(2pi)4
ψ¯0(q)S
jiγlψ0(q)
=
∫
dt
∫
d3q
(2pi)3
ψ¯0(t,q)S
jiγlψ0(t,q)
=
1
2
∫
dt
∫
d3q
(2pi)3
{εjil[N0R(t,q)−N0L(t,q)]
+ iδjl[ji0R(t,q)− ji0L(t,q)]
− iδil[jj0R(t,q)− jj0L(t,q)]}. (119)
In the above eight equations, i.e. Eq.(112)-Eq.(119),
j0L(t,q) and j0R(t,q) are the average left handed and
right handed currents in momentum space at time t, re-
spectively.
j0L(t,q) =
∫
d3xeiq·xψ¯0(x)γ
1− γ5
2
ψ0(x), (120)
j0R(t,q) =
∫
d3xeiq·xψ¯0(x)γ
1 + γ5
2
ψ0(x), (121)
where γ5 = iγ0γ1γ2γ3. N0L(t,q) and N0R(t,q) are the
average number densities of left handed particles and
right handed particles in momentum space at time t,
N0L(t,q) =
∫
d3xeiq·xψ†0L(x)ψ0L(x), (122)
N0R(t,q) =
∫
d3xeiq·xψ†0R(x)ψ0R(x), (123)
where
ψ0L(x) =
1− γ5
2
ψ0(x), (124)
ψ0R(x) =
1 + γ5
2
ψ0(x)), (125)
d. Calculation of ψ¯0(q)S
µνψ0(q) : It will be in-
cluded in the calculation of background polarization ten-
sor, i.e., Eq.(144). We just mention here that the quan-
tity relates to the spin of the system if µ = i and ν = j,
ψ¯0(q)S
ijψ0(q) =
1
2
ψ¯0(q)ε
ijkΣkψ0(q), (126)
where
Σk =
(
σk 0
0 σk
)
. (127)
We make the following remarks. First, although there
is no classical electromagnetic field in the Eq. (71). They
may still have impact on the polarization tensor through
the terms responsible for Aµ(x). For instance, the classi-
cal electric field drives the motion of the electrons and
positrons to form a current, thus affecting Πbac,2(k).
Next, from the Eq. (144) below, the terms involving
Sµν are vanished. It indicates that the system is not af-
fected by spin directly, to the approximation of e2 order.
Third, in this approximation, the following five quantities
directly determine the background polarization tensor.
They are total energy of Dirac particles, the distribu-
tions of left and right handed particle densities and left
and right handed current densities.
2. Assumptions
For the sake of simplicity, we make the following six as-
sumptions. First, we consider only the small amplitude
oscillation in the present paper. Next, the plasma is as-
sumed in static state, which is a common assumption in
the usual study for the wave propagation in plasma. It
indicates
N(t,q) = N(q), (128)
and
j(t,q) = 0. (129)
Third, we study the neutral plasma system. It is a
suitable assumption for most plasmas which implies
N (+)(q) = N (−)(q) =
1
2
N(q), (130)
and
j00(q) = 0. (131)
From Eq.(129)-Eq.(131), Eq.(111) reduces to
ψ¯0(q)γ
µψ0(q) = 0. (132)
From Eq.(96), Eq.(97) and Eq.(130), we have
c¯1(t,q) =
1
2
eiφ1(t)
√
N(q), (133)
c¯2(t,q) =
1
2
eiφ2(t)
√
N(q), (134)
d¯1(t,q) =
1
2
eiχ1(t)
√
N(q), (135)
d¯2(t,q) =
1
2
eiχ2(t)
√
N(q), (136)
where φ1(t), φ2(t), χ1(t) and χ2(t) are four functions of
t which are constrained by a specific condition. How-
ever, one can set them to be zeros. The reason will be
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explained in the later subsection below Eq.(145). Then,
according to Eq.(100) and Eq.(102), we have
c¯s(q0 − Eq,q) = piδ(q0 − Eq)
√
N(q), (137)
d¯s(q0 + Eq,q) = piδ(q
0 + Eq)
√
N(q). (138)
Fourth, we assume the equal number of left and right
handed charged Dirac particles in this plasma, i.e.,
N0L(q) = N0R(q) =
1
2
N(q). (139)
The reason is that ψL and ψR play the same roles in the
system. There is no reason to think that one of them
is more special. It can be easily seen in the high-energy
limit. The Dirac equation reduces to the Weyl equations
for left handed Weyl spinor ψL and right handed Weyl
spinor ψR, in the massless limit. These spinors are decou-
pled. The corresponding Weyl fermions obey the same
distributions, obviously.
For the same reason, we have the fifth assumption that
jµ0L(q) = j
µ
0R(q). (140)
Considering Eq.(129)-Eq.(132), Eq.(139) and Eq.(140),
Eq.(112)-Eq.(119) reduce to
ψ¯0(q)S
νργµψ0(q) = 0. (141)
Last, for simplicity, the Dirac plasma particles are as-
sumed being in ideal gas state. It is a naturel assump-
tion that if the motion of plasma were subject to classical
mechanics in many cases. In the degenerate case, the as-
sumption is satisfied if the Fermi energy is much larger
than that of Coulomb interaction between the electrons
and positrons, i.e., εF ≫ e2/4pia with a = (1/n)1/3,
where εF is the Fermi energy. For the non-relativistic
approximation, n ≫ ( e2m2pi )3 ∼ 1019cm−3. Subsequently,
Eq.(110) reduces to
ψ¯0(q)ψ0(q) =
Eq
m
∑
s=1,2
(|cs(q0 − Eq,q)|2
+ |ds(q0 + Eq,−q)|2). (142)
From Eq.(137), Eq.(138) and Eq.(142), we have
∫
d4q
(2pi)4
ψ¯0(q)f(q)ψ0(q)
= 2piδ(0)
∫
d3q
(2pi)3
Eq
m
[N
(+)
0 (q)f(q)|q0=Eq
+N
(−)
0 (−q)f(q)|q0=−Eq ], (143)
where f(q) is an arbitrary function of q.
3. Background polarization tensor
From the above analysis, the background polarization
tensor Eq.(71) can be reduced to
iΠµνTbac,2(k)(2pi)
4δ(4)(0) = −4ie22piδ(0)
∫
d4q
(2pi)4
Eq{N
(+)(q)[(k2 + q2 −m2)gµν + 4iq · kSµν ]
[(k + q)2 −m2][(k − q)2 −m2] |q0=Eq
+
N (−)(−q)[(k2 + q2 −m2)gµν + 4iq · kSµν ]
[(k + q)2 −m2][(k − q)2 −m2] |q0=−Eq}
= −4ie
2
V
(2pi)4δ(4)(0)
∫
d3q
(2pi)3
EqN0(q)
k2gµν
(k2)2 − 4(k · q)2 , (144)
where
V =
∫
d3x = (2pi)3δ(3)(0) (145)
is the volume of space the plasma occupied. The two
terms involving Sµν cancel each other out by substituting
p by −p in the second term in the brace in the integral.
We make two remarks on the background polarization
tensor of Eq.(144). First, A heuristic view of the ap-
pearance of (2pi)4δ(4)(0) in the background polarization
tensor is that it comes from the S-matrix elements. Imag-
ine the physical process for the scattering of a fluctuation
vector boson by the effective medium. It is well known
that the S-matrix can always be written as
Sfi = out〈k|S|k〉in
= 1fi + iMfi(2pi)
4δ(4)(0)
≈ 1fi + iεµ(k)ε∗ν(k)Πµν2 (k)(2pi)4δ(4)(0). (146)
The delta function comes from the integral of vertex in
Feynman diagram representing the momentum conserva-
tion. It also explains why φ1(t), φ2(t), χ1(t) and χ2(t) in
Eq.(133)-Eq.(136) can be chosen as zero. In fact, there
is no need for these constants to be unique determined.
They are just being chosen for ensuring the appearance of
(2pi)4δ(4)(0) in the background polarization tensor. Sec-
14
ond, it looks like that Eq.(144) violates the Ward identity
kµΠ
µν
T (k) = 0 which asks for Π
µν
T (k) ∝ (k2gµν − kµkν).
The answer is that from From the Eq.(70), there is no
external on-shell fermion which is necessary for the va-
lidity of Ward identity. However the gauge symmetry is
conserved for this theory.
For simplicity, we choose a coordinate system such
that kµ = (ω, 0, 0, |k|). From previous assumptions, the
charged plasma particles in the absence of external field
obey Fermi-Dirac distribution as
N
(+)
0 (q) = N
(−)
0 (q) =
1
eβ(εq−m) + 1
, (147)
where εq =
√
q2 +m2 is the mass-energy relation for
ideal gas particles. The background polarization tensor
will be discussed in two cases.
In the low energy approximation, the momentum of
charged particles is much less than the rest mass, i.e.,
|q| ≪ m. (148)
substituting Eq.(147) for Eq.(144), to the order of
|q|4/m4, we have
iΠµνTbac,2(k) ≈ −igµν
e2m
2pi2
ω2 − |k|2
(ω2 − |k|2)2 − 4m2ω2
×
∫ ∞
0
d|q| 1
eβ(q2/2m−µ) + 1
{|q|2
+
(ω2 − |k|2)2 + 4m2ω2 − 8m2|k|2
2m2[(ω2 − |k|2)2 − 4m2ω2] |q|
4}.
(149)
Eq.(149) involves the integral of the form∫∞
0
dεf(ε)[eβ(µ−ε) + 1]−1, where f(ε) is the func-
tion such that the integral converges. In the case of
µ/T ≫ 1, the integral can be evaluated by using the
formula∫ ∞
0
dε
f(ε)
eβ(µ−ε) + 1
=
∫ µ
0
dεf(ε) + 2T 2f ′(µ)
∫ ∞
0
dx
x
ex + 1
+ · · ·. (150)
Subsequently,
∫ ∞
0
dε
ε
1
2
eβ(µ−ε) + 1
=
2
3
µ
3
2 +
T 2
2
√
µ
ζ(2), (151)
∫ ∞
0
dε
ε
3
2
eβ(µ−ε) + 1
=
2
5
µ
5
2 +
3
2
T 2
√
µζ(2). (152)
Here, ζ(x) =
∑∞
n=1 1/n
x is the Riemann zeta function,
which gives ζ(2) = pi2/6. The chemical potential can be
written as a power series in T 2 as
µ = εF [1− pi
2
12
(
T
εF
)2 + · · ·], (153)
where µ0 = εF = (3pi
2n0)
2
3 /2m is the chemical potential
at temperature T = 0, n0 is the plasma particle number
per unit volume that
∫
d3xn0 =
∫
d3q
(2pi)3
N0(q). (154)
Then, to the order of (T/εF )
2, we can derive from the
integral Eq.(149) that
iΠµνTbac,2(k) = −
4igµνω2pm
2(ω2 − |k|2)
(ω2 − |k|2)2 − 4m2ω2 {1 +
3m2T 2
(3pi2n0)
4
3
ζ(2)
+[
3
10m2
(3pi2n0)
2
3 +
9T 2
2(3pi2n0)
2
3
ζ(2)]
× (ω
2 − |k|2)2 + 4m2ω2 − 8ω2|k|2
(ω2 − |k|2)2 − 4m2ω2 }, (155)
where ω2p = e
2n0/m is the plasma frequency.
In the relativistic limit,
|q| ≫ m, |k| ≫ m, (156)
the background polarization tensor, i.e., Eq. (144) be-
comes
iΠµνTbac,2(k) = ig
µνmω2p{
1
4µ
− 1
32µ3|k| [(ω − |k|)
3 ln(1− 4µ
2
(ω − |k|)2 )− (ω + |k|)
3 ln(1− 4µ
2
(ω + |k|)2 )
−µ
3
3
ln |ω
2 − (|k|+ 2µ)2
ω2 − (|k| − 2µ)2 |] + ζ(2)
3mω2pT
2
4µ3
[
µ2
(ω2 − |k|2)2 (6 +
8µ2(ω2 − |k|2 + 4µ2)
[(ω − |k|)2 − 4µ2][(ω + |k|)2 − 4µ2] )
− 4µ
3
|k|(ω2 − |k|2)2 ln |
ω2 − (|k| − 2µ)2
ω2 − (|k|+ 2µ)2 |]}. (157)
B. Calculation of Πµνvac,2(k)
As mentioned before, if eAµ/m≪ 1, to the order of e2,
the temperature dependent vacuum polarization tensor
can be reduced to
iΠµνT2,vac(k) =
µ
g
p+k
O
p
 g
ν
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= e2
∫
d4p
(2pi)4
tr[ΓµS
(αβ)
TF (p+ k)Γ
νS
(βα)
TF (p)]
= 2e2
∫
d4p
(2pi)4
tr{γ
µ(/p+ /k +m)γnu(/p+m)
[(p+ k)2 −m2][p2 −m2] },
(158)
The integral is well treated in any formal textbook on
QFT. Follow the standard method, by using the di-
mensional regularization for one-loop integral, imposing
renormalization condition that the fluctuation vector bo-
son is massless in vacuum by introducing the correspond-
ing counterterm, one can derive
iΠµν2,vac(k) = −
2α
pi
(k2gµν − kµkν)
∫ 1
0
dxx(1 − x) ln m
2
m2 − x(1 − x)k2
=
2iα
9pi
(k2gµν − kµkν)[5 + 12m
2
k2
+
6(k4 − 2m2k2 − 8m4)
k3
√
4m2 − k2 arctan
k√
4m2 − k2 ], (159)
where k denotes the modulus of kµ in Minkovsky space.
The condition of k2 > 4m2 indicates the decay process
of the boson propagation.
IV. DISPERSION RELATIONS
We denote the temperature dependent background
polarization tensor iΠµνTbac,2(k) and vacuum polariza-
tion tensoriΠµνTvac,2(k) by −igµνB(ω,k) and i(k2gµν −
kµkν)ΠTvac,2(k), respectively. Then, the tensor
−k2gµν + kµkν +Πµν2 (k) can be written as


|k|2[1+iΠTvac,2(k)]−B(ω, |k|) 0 0 ω|k|[1 +2iΠTvac,2(k)]
0 k2[1+iΠTvac,2(k)]+B(ω, |k|) 0 0
0 0 k2[1+iΠTvac,2(k)]+B(ω, |k|) 0
ω|k|[1+2iΠTvac,2(k)] 0 0 ω2[1−iΠTvac,2(k)]+2B(ω, |k|)

 . (160)
Subsequently, Eq.(69) reduces to
B(ω, |k|) = 0, (161)
(ω2 − |k|2)[1 + iΠµνT2,vac(k)] + 2B(ω, |k|) = 0. (162)
Dispersion relations for the collective modes can be ob-
tained from these two equations, in principle. However, it
asks for exact calculation of the integral Eq.(144) which is
extremely difficult and is of less interest for the present
work. In this paper, the wave dispersion relations in
low energy and high energy limit are discussed. It must
be emphasized again that Eq.(161) and Eq.(162) give
the dispersion relations for the fluctuation vector bosons
propagating in the plasma. The transformation to the
collective mode excitation spectrum of plasma will be
discussed in this section.
A. Low energy limit
1. Longitudinal wave dispersion relation
To the second order approximation, Eq.(155), Eq.(159)
and Eq.(162) gives the longitudinal wave dispersion rela-
tion as
ω2 = ω2p[1 +
ω2p
4m2
(1− α
9pi
− 3q
2
F
10m2
− pi
2m2T 2
2q4F
)
− 3q
2
F
10m2
− pi
2m2T 2
2q4f
− α
9pi
(1 +
3ω2p
4m2
)]
(
3q2F
5m2
− ω
2
p
2m2
− 3pi
2m2T 2
2q4F
)|k|2 + |k|
4
4m2
. (163)
Here, we use the approximations of |q| ≪ m, ωp ≪ m and
|k|2 ≪ ω2p. The last one indicates the long wavelength
approximation.
The leading order approximation of the Eq. (163) gives
ω2 = ω2p, (164)
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which is just the well known plasma frequency. In the
zero temperature case, to the next to leading order ap-
proximation, the longitudinal dispersion relation is
ω2 = ω2p(1 +
ω2p
4m2
− 3q
2
F
10m2
− α
9pi
)
+ (
3q2F
5m2
− ω
2
p
2m2
)|k|2 + |k|
4
4m2
. (165)
We explain each term as follows. The last three terms in
the first parentheses are the corrections to the plasma fre-
quency. They correspond to the corrections to the num-
ber, mass and charge of plasma particles, respectively.
The term of ω2p/4m
2 is explained as the frequency due
to the charged particles production induced by plasma
oscillation. Comparing Eq.(164) with the formula
ω′
2
p =
e2n
m
= ω2p(1 +
ω2p
4m2
), (166)
with n = n0+ δn, we have the increased particle number
density as
δn =
n0ω
2
p
4m2
=
e2n20
4m3
. (167)
The proportion of produced particles is shown in Fig. 1.
We restrict the plasma density below 1030cm−3. It sat-
isfies ωp ≪ m and the non-relativistic approximation
that most particles with velocities well below the light
speed. The result indicates more particles produced as
the increase of the plasma oscillation frequency. They are
just electron-positron pairs in the electric neutrality case.
The new positrons constitute at least 0.1% charged par-
ticles at the plasma density 1030cm−3. It is reasonably
expected an increase in proportion of the produced pairs
with the density increasing if we extend the calculation
to the relativistic scope. Further studies on this subject
is interesting. In fact, the crust of neutron star with
typical density 104g· cm−3 ∼ 1011g· cm−3 [38] indicates
that the number density of degenerate electrons is about
1025cm−3 ∼ 1031cm−3 in the fully ionized case (It is be-
lieved that the crust is constituted by iron elements). In
addition, white dwarfs also have extremely high density
FIG. 1: The proportion of produced particles δn/n0 as a func-
tion of n0, according to Eq. (167).
that below the regime of neutron drip, i.e., the mass den-
sity less than 1011g·cm−3 [39]. Subsequently, amount of
electron positron pairs will be produced by plasma oscil-
lation in those extreme astrophysical environments. The
effect has not been reported before to our knowledge. It
is not found even in the QFT method study of scalar
QED plasmas by Shi, et al. [27], for they evaluate the
Green function from a fixed particle number wave func-
tion. We point out that there is no similar term in the
usual quantum many body studies [20] where one need
to evaluate the poles of the total propagation Dpµν(k) of
photon. It can be expressed as the sum of a set of ring
diagrams
D(p)µν (k) =
µ
g g
ν+
µ
g g
ν
+
µ
g g g
ν+ · · ·. (168)
Constant Dirac particle number is assumed in the cal-
culation of free relativistic many-body Green’s function
[20]. Eq. (168) indicates that all the virtual electron-
positron pair will be annihilated. Especially, there is no
particle produced on shell. However, considering the high
energy effect, a complete diagram analysis must include
various end states containing fermions produced which is
ignored in the Eq. (168). It is difficult to sum over those
complex diagrams. Alternatively, in the background field
method in the present paper, the particle production can
be considered as being included in the quantum fluctua-
tion. It gives no constrain on the total particle number
of the system in evaluating the Green function of fluc-
tuation fermion. The term of −3q2F /10m2 comes from
the relativistic correction to mass. It can also be de-
rived by substituting the mass m in ω2p = e
2n0/m by
〈
√
1− v2T 〉 ≈ m(1 − v
2
2 ) ≈
√
1− v2T if vT ≪ 1. Here, v2
is the average velocity square. For the highly degenerate
limit case at T = 0, v2 = 3q2F /5m
2. It indicates that the
plasma frequency becomes ω2p ≈ (1− 3q2F /10m2)e2n0/m
if we just consider correction due to the mass increas-
ing. There is no such term in the scalar QED plasmas,
for the average velocity of bosons at zero temperature
is vanished. The appearance of −α/9pi is due to the
vacuum polarization which leads to the effect of charge
screening. It subsequently reduces the plasma frequency.
The term of 3q2F |k|2/5m2 in the second parentheses of
the Eq. (165) is common seen in the dispersion rela-
tion of non-relativistic degenerate plasmas. The term
of −ω2p|k|2/2m2 is also found in the case of scalar QED
plasmas [27][31][37]. The minus sign indicates a local
minimum in the dispersion relation. This phenomenon is
referred to by the Ref. [37] as negative dispersion due to
the finite speed of light, and is attributed to a retarda-
tion effect in Bose plasmas. This explain can be extended
to Fermi plasmas also. Neglect the effects of relativistic
and vacuum polarization corrections, Eq.(165) reduces to
the well-known longitudinal excitation spectrum for non-
relativistic degenerate plasmas, at zero temperature, as
[9]
ω2 = ω2p +
3q2F
5m2
|k|2 + |k|
4
4m2
. (169)
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For the T 6= 0 case, as shown in the Eq. (163), the
plasma frequency decrease with the increasing tempera-
ture. Similar trend is found in the classical plasmas [40].
2. Transverse wave dispersion relation
Another solution of Eq.(162) gives
ω2 = |k|2. (170)
It is just the dispersion relation of free propagation of the
fluctuation vector boson. As mentioned in the previous
section, the physical process can also be understood as a
scattering process of the fluctuation vector boson by the
effective medium. From the view point of scattering the-
ory, statistical speaking, in addition to the scattered fluc-
tuation vector bosons, there are some other incident ones
simply miss the target with the dispersion relation Eq.
(170). However, it is just a purely mathematical scheme
to divide the photons into background field and fluctu-
ation vector bosons. One can not separate them phys-
ically. The photon do not propagate below the plasma
frequency ωp. If we focus on the dispersion relation of
photon, the plasma frequency can be considered as the
rest mass of photon. It is first pointed out by Anderson
[41]. The excess energy is transferred to the fluctuation
vector boson, and equals to the momentum of this boson
in the reference frame of mass point of charged parti-
cle system (see the paragraph below Eq. (109)). Then
according to mass-energy relation,
ω2 = ω2p + |k|2. (171)
Here, ω is denoted as the frequency of photon. If the
relativistic quantum and statistical effects are included,
according to Eq.(163) by setting |k| = 0, the transverse
wave dispersion relation can be derived as
ω2 = ω2p[1 +
ω2p
4m2
(1− 3q
2
F
10m2
− pi
2m2T 2
2q4F
)
− 3q
2
F
10m2
− α
9pi
(1− ω
2
p
2m2
)− pi
2m2k2BT
2
2q4F
] + |k|2.
(172)
Here, the quantity ω2p[· · ·] is the square of cut-off fre-
quency.
3. Acoustic wave dispersion relation
The solution of Eq.(161) in the condition of mT ≪ q2F ,
i.e. µ≫ T , is
ω2 =
3q2F
5m2
|k|2 + |k|
4
4m2
. (173)
Here
√
3qF /
√
5m =
√
3vF /
√
5 is not the acoustic ve-
locity of ideal degenerate Fermi particles, i.e., vF /
√
3.
From Landau[42], it indicates that Eq.(173) is just the
dispersion relation of zero sound. In fact, the condition
that the temperature is much less than Fermi energy
indicates that collisions are unimportant, and thermo-
dynamic equilibrium is not established in each volume
element in the time scale of 1/ω. The ordinary hydro-
dynamic sound wave doesn’t propagate. |k|4/4m2 is the
second order correction to the dispersion relation of the
zero sound. The velocity of zero sound is the same as that
of the longitudinal wave. It is interesting that similar ef-
fect is found in the classical electron-positron plasma.
The velocity is the same for the hydrodynamic sound
wave and the longitudinal wave in that plasma [43].
B. High energy limit
Inserting the Eq.(157) into the Eq.(162), in the high
energy limit |k| ≫ m, we get
ω2 → |k|2 + 4αm
2
3pi
+
mω2
2µ
+ i∞. (174)
The infinite real part of the frequency ω is due to the
massive positive and negative Dirac particles creation in
the high energy limit. In addition, the infinite imagi-
nary part of ω indicates meaningless blowing up wave
and rapid decay wave. This decay can be explained as
the high energy fluctuation vector boson transforming to
spinor particles and thereafter stops propagating. Both
of these phenomenons can be also found in the scalar
QED plasmas [27].
V. SUMMERY AND REMARKS
We develop a fully quantized relativistic theory of
spinor QED plasmas at finite temperature by introducing
the TFD method. By decomposing the Dirac field and
electromagnetic potential into the nontrivial background
fields and the quantum fluctuation fields, then by inte-
grating over the fluctuation Dirac field, we derive an ef-
fective temperature field theory of the fluctuation vector
boson. The calculation of the wave dispersion relations
is converted to that of the poles of dressed propagator of
this boson. The background field of plasma charged par-
ticles is essential for the present study. We develop the
classical limit method to derive it. To the order of e2, the
dispersion relations of the longitudinal, transverse and
sound waves are derived in the both of low-energy and
high-energy limits. The lowest order approximation gives
the standard plasma oscillation expression, i.e., Eq.(164).
The second order approximation gives the well-known re-
sults of longitudinal and transverse wave dispersions, i.e.,
Eq.(165) and (171), for non-relativistic degenerate plas-
mas. In addition, the zero sound in the electron-positron
plasma is first reported. Further corrections appear in
the next order approximation. As shown in Eq.(163)
and Eq.(172), these corrections include the mass increase
due to the nonzero velocities of plasma particles, effective
charge decrease due to the vacuum polarization, negative
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dispersion relation due to the finite light velocity, and
temperature influence on the system. Besides, we find the
effect of particle production due to the plasma oscillation
which has not been reported before to our knowledge. In
the high-energy limit, the wave propagating stops caused
by the strong vacuum polarization.
Next, we give the following remarks: (1) Although we
focus on the small amplitude vibrations, many typical
strong field QED plasma processes can be treated as well
in the framework of our theory. More precisely, in the
high intensity radiation case, two typical characteristic
quantities are the classical parameter
ξ =
|e|√−A2
m
(175)
and quantum parameter
χ =
|e|√(Fµνpν)2
m3
(176)
[2]. The presence of intense laser field corresponding
to ξ ≫ 1 and χ ≥ 1 stimulates QED cascade [21]-
[24]. The perturbation method, i.e., Eq. (41) and Eq.
(42), being used in this paper can be even extended
to such cases where the the multi photon processes are
present. The key observation is that one can not just
replace N0(t,p), N0L(t,p), N0R(t,p) j
µ
0 (t,p), j
µ
0L(t,p)
and jµ0R(t,p) by the static approximate average values
just as we did in the Sec. III. The strong variation
of the corresponding quantities must be taken into ac-
count. It is the core idea of the nontrivial “Furry pic-
ture” that the effects due to the strong radiation can
be included in the background fields Aµ and ψ0. In the
case of eAµ/m & 1, eAµ can not be regarded just as
small perturbation. It looks like that one can replace
the free Dirac propagator i/(/p−m + iε) by SF (p), and
i/(/p −m − iε) by S˜∗F (p) in the Eq. (70). However, the
Schwinger pair [44] appears in this case which is a non-
perturbative phenomenon that it can not be treated in
our perturbative scheme. It restricts the theory with the
electromagnetic field below to the critical field strength
Fµνcr ∼ e2/m ∼ 1.3×1016V/cm∼ 4.4×1013G. Nonpertur-
bative field theory is needed for the super intense radia-
tion cases [45]. (2) Comparing to Yuan Shi, et al. [27],
our classical limit method provides a scheme for calculat-
ing the many body system in nonzero temperature case.
In addition, it gives conceptual clarity that each term
involving the background field corresponds to a classi-
cal physical quantity, as shown in Eq.(104)-Eq.(119). (3)
We assume that the background plasma charged parti-
cles obey Fermi-Dirac distribution in the present paper.
However, it can be extended to the non-ideal case. In
fact, considering Eq.(110), if we regard ED as the energy
of non-ideal system and replace the temperature depen-
dent propagator for ideal Dirac particles by that for non-
ideal system, the Eq.(144) will be the background polar-
ization tensor for uniform non-ideal relativistic quantum
electro-positron plasmas. Further efforts can be devoted
into this subject which may exhibits majority interesting
phenomenons. (4) Unlike the usual quantum field theory
for many body systems, our theory could deal with the
nonuniform plasmas. In fact, we make the assumptions
of Eq.(129), Eq.(130), Eq.(131), Eq.(132), Eq.(139) and
Eq.(140) which mean the equal numbers of electrons and
positrons, and of left and right handed charged Dirac
particles. In addition, it also indicates equality of left
and right handed current. It makes the discussion more
easily. However, those restrictions are not necessary. It
indicates that the nature of spinor QED plasma also de-
pends on those additional factors including distributions
of spin and chirality. Studies on these subjects will reveal
more interesting effects. (5) We want to point out that
the theory works not only for the electron-positron pair
plasma. The extension to other QED plasmas is straight-
forward. Moreover, the appearing of other particles such
as neutron [46], muon, etc. in plasmas involve modify-
ing Lagrangian. However the theoretic method would
be still similar. (6) In the end, we claim again that as
emphasized by Yuan Shi, et al. [27], it is necessary to
develop a fully quantized theory for plasmas by using
QFT. Quantum many body effects can be included with-
out any confusion. Powerful relativistic quantum many
body technologies can be used in plasma study.
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