Introduction
Social and behavioral signals carry invaluable information regarding how audiences perceive the multimedia content. Assessing the responses from the audience, we can generate tags, summaries and other forms of metadata for multimedia representation and indexing. Tags are a form of metadata which enables a retrieval system to find and re-find the content of interest (Larson et al. (2011) ). Unlike classic tagging schemes where users direct input is needed, Implicit Human-Centered Tagging (IHCT) was proposed (Pantic and Vinciarelli (2009) ) to generate tags without any specific input or effort from users. Translating the behavioral responses into tags results in "implicit" tags since there is no need for users' direct input as reactions to multimedia are displayed spontaneously (Soleymani and Pantic (2012) ).
User generated explicit tags are not always assigned with the intention of describing the content and might be given to promote the users themselves (Pantic and Vinciarelli (2009) ). Implicit tags have the advantage of being detected for a certain goal relevant to a given application. For example, an online radio is interested in the mood of its songs can assess listeners emotions; a marketing company is interested in assessing in the success of its video advertisements.
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source of information in addition to the existing explicit tags. They can be also used to filter out the tags which are non-relevant to the content ; ). A scheme of implicit tagging versus explicit scenario versus explicit tagging is shown in Fig. 1.1 . Recently, we are witnessing a growing interest from industry on this topic (Klinghult (2012); McDuff et al. (2012) ; Fleureau et al. (2013) ; Silveira et al. (2013) ) which is a sign of its significance. Analyzing spontaneous reactions to multimedia content can assist multimedia indexing with the following scenarios: (i) direct translation to tags: users spontaneous reactions will be translated into emotions or preference, e.g., interesting, funny, disgusting, scary Soleymani et al. (2012b) ; Petridis and Pantic (2009) ; Koelstra et al. (2010) ; Silveira et al. (2013) ; Kurdyukova et al. (2012) ); (ii) assessing the correctness of explicit tags or topic relevance, e.g., agreement or disagreement over a displayed tag or the relevance of the retrieved result (Koelstra et al. (2009); Soleymani et al. (2012a) ; Arapakis et al. (2009b) ; Jiao and Pantic (2010) ; Moshfeghi and Jose (2013) ); (iii) user profiling: a user's personal preferences can be detected based on her reactions to retrieved data and be used for re-ranking the results; (iv) content summarization: highlight detection is also possible using implicit feedbacks from the users (Fleureau et al. (2013); Joho et al. (2010) ; Chênes et al. (2012) ).
Classic multimedia indexing relies on concepts that characterize its content in terms of events, objects, locations, etc. The indexing that only relies on the concepts depicted in the content is called cognitive indexing. Parallel to this approach to indexing, an alternative has also emerged that take affective aspects into account. Affect, in this context, refers to the intensity and type of emotion that is evoked in the consumer of multimedia content (Hanjalic and Xu (2005) ; Soleymani et al. (2014) ). Multimedia affective content can be presented by relevant emotional tags. Being directly related to the users' reaction, implicit tagging directly translates users' emotions into affective representation of multimedia. Affective tags are shown to help recommendation and retrieval systems to improve their performance (Shan et al. (2009); Tkalčič et al. (2010b) ; Kierkels et al. (2009) ).
Other feedbacks from users, including clickthrough rate, dwell time, have been used extensively for information retrieval and topic relevance applications (Shen et al. (2005) ; Joachims et al. (2005) ). In this chapter, we only cover the implicit feedback which is measurable by sensors and cameras from bodily responses. The reminder of this chapter is organized as follows. Section 1.2 provides a background on the recent developments in this field. Available public databases are introduced in Section 1.3. Current challenges and perspectives are discussed in Section 1.4.
Background
Implicit tagging have been applied to different problems from emotional tagging and preference detection to topic relevance assessment (Soleymani and Pantic (2012) ). Currently, there are three main research trends taking advantage of implicit tagging techniques. The first one deals with using emotional reactions to detect users' emotions and content's mood using the expressed emotion, e.g., laughter detection for hilarity (Petridis and Pantic (2009) ); the second group of research is focused detecting interest of the viewers and video highlights; the third group of studies are using the spontaneous reactions for information retrieval or search results re-ranking, e.g., eye gaze for relevance feedback (Hardoon and Pasupa (2010) ). In the following we review the existing work categorized by their applications.
Emotional tagging
Emotional tags can be used for indexing the content with their affect as well as improving content recommendation (Shan et al. (2009); Kierkels et al. (2009) ). Affective information has been shown to improve image and music recommendation (Tkalčič et al. (2010b) ; Shan et al. (2009) ). Tkalčič et al. used affect detected from facial expression in response to images for an image recommender. Their experimental results showed that the affective implicit tags could improve the explicit tagging as a complementary source of information (Tkalčič et al. (2013) ).
Physiological signals have been also used to detect emotions with the goal of implicit emotional tagging. Soleymani et al. ) proposed an affective characterization for movie scenes using peripheral physiological signals. Eight participants watched 64 movie scenes and self-reported their emotions. A linear regression trained by relevance vector machines (RVM) was utilized to estimate each clip's affect from physiological features. Kierkels et al. ) extended these results and analyzed the effectiveness of tags detected by physiological signals for personalized affective tagging of videos. Quantized arousal and valence levels for a clip were then mapped to emotion labels. This mapping enabled the retrieval of video clips based on keyword queries. A similar approach was taken using a linear ridge regression for emotional characterization of music videos. Arousal, valence, dominance, and like/dislike rating was detected from the physiological signals and video content (Soleymani et al. (2011) ). Koelstra et al. (Koelstra et al. (2012) ) used Electroencephalogram (EEG) and peripheral physiological signals for emotional tagging of music videos. In a similar study (Soleymani et al. (2012b) ), a multimodal emotional tagging was conducted using EEG signals and pupillary reflex. Khomami Abadi et al. (Abadi et al. (2013b) ) recorded and analyzed MagnetoEncephaloghram (MEG) signals as an alternative to the EEG signals with the ability to monitor brain activities. Although they could obtain comparable results to the results obtained by EEG, the price and apparatus complexity of MEG machines do not make it an apparent candidate for such applications.
In an approach taken for emotional tagging, emotional events, defined as arousing events, were first detected in movies from peripheral physiological responses and then their valence was detected using Gaussian processes classifiers (Fleureau et al. (2012) ). Such a strategy can be also justified based on the heart-shaped distribution of emotions on arousal and valence plane (Dietz and Lang (1999) ) in which emotions with higher arousal have more extreme pleasantness or unpleasantness.
Engagement of viewers with movie scenes was assessed by physiological signals and facial expressions (Abadi et al. (2013a) ). Measuring engagement a system will be able to steer the story in a hyper-narrative movie where different outcomes all possible based on the users' reactions.
Spontaneous audio responses can be also used for implicit emotional tagging. Petridis and Pantic proposed a method for tagging videos for the level of hilarity by analyzing user's laughter (Petridis and Pantic (2009) ). Different types of laughter can be an indicator of the level of hilarity of multimedia content. Using audiovisual modalities, they could recognize speech, unvoiced laughter, and voiced laughter.
Highlight and interest detection
Users' interest in content can help recommender systems, content producers and advertisers to better focus their efforts towards higher user satisfaction. Kurdyukova et al. (Kurdyukova et al. (2012) ) setup a display that can detect the interest of the passersby by detecting their faces, facial expressions and head pose. In addition, the social context, groups, conversations and gender were recognized which can be used for profiling purposes for advertisements. In a study on estimating movie ratings (Silveira et al. (2013) ), Galvanic Skin Response (GSR) were recorded and analyzed from a group of movie audience. Movie ratings on five-point scale were classified into low rating (1-3) and high rating (4-5) classes. Their method could achieve better results incorporating GSR responses along demography information for two out of three studied movies.
Interest in the advertisements was shown to be detectable by analyzing the facial expressions on viewers on the web. McDuff et al. (McDuff et al. (2012 ) measured the level of smile from the video advertisement audience to assess their interest in the content. They collected a large number of samples using crowdsourcing by recording the responses on users' webcams. Ultimately, they were able to detect fairly accurately the desire to watch the video again and whether the viewers liked the videos.
Video highlight detection and summarization is an important application for indexing and visualization purposes. Joho et al. (Joho et al. (2010 ) developed a video summarization tool using facial expressions. A probabilistic emotion recognition based on facial expressions was employed to detect emotions of 10 participants watching eight video clips. The expression change rate between different emotional expressions and the pronounce level of expressed emotions were used as features to detect personal highlights in the videos. The pronounce levels they used was ranging from highly expressive emotions, surprise and happiness, to no expression or neutral. Chênes et al (Chênes et al. (2012) ) used physiological linkage between different viewers to detect video highlights. Skin temperature and Galvanic Skin Response (GSR) were found to be informative in detecting video highlights via physiological linkage. They achieved 78.2% of accuracy in detecting highlight by their proposed method. In a more recent study, Fleureau et al. (Fleureau et al. (2013) ) used GSR responses of a group of audience simultaneously to create an emotional profile of movies. The profiles generated from the physiological reposes were shown to match the user reported highlight.
Relevance assessment
Users' responses also carry pertinent information regarding the relevance of retrieved content to a query. Relevance of content to the user generated tags or tags detected by content based indexing systems can be also assessed by users' responses . Arapakis et al. (Arapakis et al. (2009a) ) introduced a method to assess the topical relevance of videos in accordance to a given query using facial expressions showing users' satisfaction or dissatisfaction. Based on facial expressions recognition techniques, basic emotions were detected and compared with the ground truth. They were able to predict with 89% accuracy whether a video was indeed relevant to the query. The same authors later studies the feasibility of using affective responses derived from both facial expressions and physiological signals as implicit indicators of topical relevance. Although the results were above random level and support the feasibility of the approach, there is still room for improvement from the best obtained classification accuracy, 66%, on relevant versus nonrelevant classification (Arapakis et al. (2009b) ). In the same line Arapakis et al. (Arapakis et al. (2010) ) compared the performance of personal versus general affect recognition approaches for topical relevance assessment and found that accounting for personal differences in their emotion recognition method improved their performance. In a more recent study, Moshfeghi and Jose (Moshfeghi and Jose (2013) ) showed that physiological responses and facial expressions can be used as complementary source of information in addition to dwell time for relevance assessment. Their study was evaluated with an experiment on a video retrieval platform.
In another information retrieval application, Kelly and Jones (Kelly and Jones (2010) ) used physiological responses to rerank the content collected via a lifelogging application. The lifelogging application collects picture, text messages, GSR, skin temperature and the energy that the body of a user consumed using an accelerometer. Using the skin temperature they could improve the Mean Average Precision (MAP) of baseline, retrieval system by 36%.
Koelstra et al. (Koelstra et al. (2009) ) investigated the use of electroencephalogram (EEG) signals for implicit tagging of images and videos. They showed short video excerpts and images first without tags and then with a tag. They found significant differences in EEG signals (N400 evoked potential) between responses to relevant and irrelevant tags. These differences were nevertheless not always present; thus precluding classification. Facial expression and eye gaze were used to detect users' agreement or disagreement with the displayed tags on 28 images (Jiao and Pantic (2010) ; Soleymani et al. (2012a) ). The results showed that not all the participants in the experiment were expressing their agreement or disagreement on their faces and their eye gaze were more informative for agreement assessment. Soleymani and Pantic, the authors of this chapter, showed that EEG ) signals and N400 while aggregated from multiple participants can reach a high accuracy for detecting the non-relevant content. Soleymani et al. ) further studied the effectiveness of different modalities for relevance assessment on the same dataset. They showed that in a user independent approach eye gaze performs much better than EEG signals and facial expressions to detect tag relevance. Eye gaze responses have been also used to detect interest for image annotation (Haji Mirza et al. (2012) ), relevance judgment (Salojärvi et al. (2005) ), interactive video search (Vrochidis et al. (2011) ), and search personalization (Buscher et al. (2009) ).
Databases
In this section, we introduce the publicly available databases which are developed for the sole purpose of implicit human-centered tagging studies.
The MAHNOB HCI database (Soleymani et al. (2012a) ) is developed for experimenting implicit tagging approaches for two different scenarios, namely, emotional tagging, tag relevance assessment. This database consists of two experiments. The responses including, EEG, physiological signals, eye gaze, audio and facial expressions of 30 people were recorded. The first experiment was watching 20 emotional video extracted from movies and online repositories. The second experiment was tag agreement experiment in which images and short videos with human actions were shown the participants first without a tag and then with a displayed tag. The tags were either correct or incorrect and participants' agreement with the displayed tag was assessed. An example of an eye gaze pattern and fixations points on an image with an overlaid label is shown in Fig. 1 .2. This database is publicly available on the Internet 1 . A Database for Emotion Analysis using Physiological Signals (DEAP) (Koelstra et al. (2012) ) is a database developed for emotional tagging of music videos. It includes peripheral and central nervous system physiological signals in addition to face videos from 32 participants. The face videos were only recorded from 22 participants. EEG signals were recorded from 32 active electrodes. Peripheral nervous system physiological signals were EMG, electroocologram (EOG), blood volume pulse (BVP) using plethysmograph, skin temperature, and GSR. The spontaneous reactions of participants were recorded in response to music video clips. This database is publicly available on the Internet 2 .
The Pinview database comprises of eye gaze and interaction data collected in an image retrieval scenario (Auer et al. (2010) ). The Pinview database includes explicit relevance feedback interaction from the user, such as pointer clicks and implicit relevance feedback signals, such as eye movements and pointer traces. This database is available online 3 . Tkalčič et al. collected the LDOS-PerAff-1 corpus of face video clips in addition to the participants personality (Tkalčič et al. (2010a) ). Participants personalities were assessed by International Personality Item Pool (IPIP) questionnaire (Goldberg et al. (2006) ). Participants watched a subset of images extracted from International Affective Picture system (IAPS) (Lang et al. (2005) ) and on a five points likert scale rated their preference for choosing the picture for their desktop wallpaper. The LDOS-PerAff-1 database is available online 4 .
Challenges and Perspectives
Reading users' minds and generating the ground-truth for emotion and interest detection is one of the main challenges of implicit tagging studies. It is often easier for the users to compare or rank the content based on their emotion rather than assigning an exact label or absolute ratings (Yannakakis and Hallam (2011) ). Although comparing pair or a group of content to each other require a larger number of trials and longer experiments it should be taken into account in future studies. The other challenge is to have non-intrusive, easy to use and cheap sensors that can be commercially produced. Thanks to the growing interest from the industry portable and wearable sensors and camera are becoming cheaper and more accessible, e.g., Microsoft Kinect, Google glass. In addition to the sensor based methods, there is also a trend in detecting physiological signals and facial expressions through users' webcams (McDuff et al. (2013) ). Due to the availability of webcams on almost all the devices, there is a huge potential for its use.
Emotional expressions in natural settings are mostly subtle and person dependent which make them hard to detect. Therefore, large databases and specific machine learning techniques still have to be developed for bringing implicit tagging ideas into practice. So far, the emotional models are limited either to the discrete basic emotions or the dimensional valence-arousal-dominance spaces. Developing new emotional models and dimensions specific to different applications, such as the one proposed by Eggink and Bland (Eggink and Bland (2012) ) and Benini et al. (Benini et al. (2011) ), should be also explored.
There are also contextual factors such as time, environment, cultural background, mood and personality which are not necessarily easy to assess or consider (Soleymani et al. (2014) ). The important contextual factors for each application need to be carefully identified and their effect has to be incorporated into the final tagging or retrieval process.
Some people might also find such systems intrusive, and they have legitimate privacy concerns. For example, such technologies can be used for surveillance and marketing purposes without users' consent. These concerns need to be addressed by researchers in collaborations with ethics and law experts.
Implicit tagging is showing its potentials by attracting interest from the industrial entities. The proliferation of commercially produced sensors, such as handheld devices, equipped with RGB-D cameras, will help the emergence of the new techniques for multimedia implicit tagging.
