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Abstract
Let K/k be a cyclic totally ramified Kummer extension of degree pn with Galois group G. Let
O and o be the rings of integers in K and k, respectively. For n = 1, F. Bertrandias and M.-J. Ferton
determined the ring EndoG(O) of oG-endomorphisms of O and L.N. Childs constructed the maximal
order S in O whose ring of oG-endomorphisms is a Hopf order. A Hopf order whose linear dual is
a Larson order in kG is called a dual Larson order. In this paper, the generators of a dual Larson
order are given. We determine EndoG(O) and obtain a maximal dual Larson order contained in
EndoG(O). We construct a Hopf Galois extension S in O, whose ring H(S) of oG-endomorphisms
is a dual Larson order. We affirm an order S′ in O with a dual Larson order H(S′) is a tame H(S′)-
extension and show that S is maximal in such orders S′.
 2004 Elsevier Inc. All rights reserved.
Introduction
Let p be an odd prime number. Let k be a p-adic number field and o the ring of integers
of k with a prime element π . Let K/k be a cyclic extension of degree pn and O the ring
of integers of K . For n = 1, Bertrandias and Ferton [1] determined the ring EndoG(O) of
oG-endomorphisms of O, and Childs [4] constructed the maximal order S in O of which
the ring of oG-endomorphisms is a Hopf order. The purpose of this paper is to investigate
properties of EndoG(O) and to construct a maximal Hopf tame extension S in O for a
cyclic totally ramified Kummer extension K/k of degree pn.
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group of K/k with a fixed generator σ . Throughout this paper, we assume there is a one-
unit α of K such that σ(α) = ζα and(
valK(α − 1),p
)= 1,
where valK denotes the valuation of K . Larson [7] constructed a certain class of Hopf
orders, called Larson orders, using p-adic order-bounded group valuations. Let L be a
Larson order and H the dual order H = L∗ to L, which is called a dual Larson order
in this paper. Then we obtain a maximal dual Larson order in EndoG(O) (Theorem 5)
and determine EndoG(O) (Theorem 6). We deal with orders S′ in O whose rings
H(S′) of oG-endomorphisms of S′ are dual Larson orders. It is verified S′ is a tame
H(S′)-extension. Then we construct a Galois H(S)-extension S with a dual Larson order
H(S) and show that S is maximal in orders S′ and H(S) is minimal in rings H(S′)
(Theorem 8). Byott [2] obtained the conditions that EndoG(O) is a Hopf order. From his
results, we obtain the condition for S to be O (Corollary 3).
In Section 1, we recall the fact that a Larson order L is generated by elements
(σp
i − 1)/πti with some integers ti (0  i < n) in case G is a cyclic group of order pn.
Then we show that a dual Larson order L∗ is generated elements (σpi −ai)/πri with some
integers ri and some elements ai of kG defined later (Theorem 1). In Section 2, we seek
the largest exponent fl for a fixed integer l =∑0i<n lipi with 0 li < p when a product( ∏
0i<n
(
σp
i − ai
)li)/πfl
is contained in EndoG(O) (Theorem 2). In Section 3, we determine the largest exponent si
(= fpi ) for l = pi such that (σpi − ai)/πsi ∈ EndoG(O) (Theorem 3). Let A be an order
in kG generated by (σpi − ai)/πsi (0 i < n), denoted by
o
[{(
σp
i − ai
)
/πsi
}
0i<n
]
.
We obtain a condition that A is a dual Larson order (Theorem 4) and construct a maximal
dual Larson order in EndoG(O) (Theorem 5). In the last section, we determine EndoG(O)
(Theorem 6) and recall Childs’ results [4] about Hopf orders and Galois extensions for a
cyclic extension K/k of degree p (Theorem 7). Finally we construct a maximal Galois
extension S (Theorem 8) and obtain the condition that S coincides with O (Corollary 3).
1. Dual Larson orders
Let G be a cyclic group of order pn and σ a fixed generator. Let k be a p-adic number
field and ζ a primitive pnth root of unity. Throughout this paper, we assume ζ ∈ k. Let e0
be
e0 = valk(ζ − 1), (1)
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and for 0 j < pi , let ei(j) be a primitive idempotent of k〈σpn−i 〉:
ei(j) = 1
pi
∑
0l<pi
ζ−pn−ij l
(
σp
n−i )l
.
Then we have
ei(j) =
∑
0j ′′<pn−i
en
(
j + pij ′′). (2)
We recall the definition of a Larson order L in brief. Let L be a subalgebra
o
[{(
σp
i − 1)/πti}0i<n].
Then by [5, (17.1) Theorem and (18.1) Theorem], we have L is a Hopf order iff
pti  ti+1 (0 i < n − 1) and
ti  valk(p)/pn−i−1(p − 1) = pie0 (0 i < n). (3)
In this paper, we call L a Larson order if integers ti satisfy (3). Then a set{ ∏
0i<n
((
σp
i − 1)li /πti li ) | 0 li < p (0 i < n)
}
is clearly a basis of L over o. Next we define elements a0, a1, . . . , an−1 by
ai =
∑
0j<pn−i−1
ζ p
ij en−i−1(j) (4)
(cf. [9, p. 719]). Then we see by (2)
ai =
∑
0j ′<pn−i−1
∑
0j ′′<pi+1
ζ p
ij ′en
(
j ′ + pn−i−1j ′′). (5)
For brevity, we denote en(j) by e(j), then by (5)
σp
i − ai =
∑
0j<pn
ζ p
ij e(j)−
∑
j ′,j ′′
ζ p
ij ′e
(
j ′ + pn−i−1j ′′)
=
∑
′ ′′
ζ p
ij ′(ζ pn−1j ′′ − 1)e(j ′ + pn−i−1j ′′). (6)j ,j
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G → G. Then we have by (4)
ai =
∑
0j<pn−i−1
ζ p
ij
( ∑
0l<pn−i−1
ζ−pi+1j lσpn−(n−i−1)l
)
/pn−i−1 = 1. (7)
Define ri by
ri = pn−1e0 − tn−i−1,
and let H = o[{(σpi − ai)/πri }0i<n]. A bilinear form 〈 , 〉 of kG× kG → k is defined by
〈
σ i, σ j
〉= ζ ij .
Then clearly
〈
e(i), σ j
〉= δij . (8)
Let L∗ be a dual lattice of L, so L∗ is a Hopf order (cf. [5, (1.4)]).
Proposition 1. H ⊆ L∗.
Proof. Write j in the form j = j0 + j1p + · · · + jn−1pn−1 with 0  jh < p. Put
x = 〈(σpi − ai)/πri ,∏0h<n((σph − 1)jh/πthjh)〉. We shall show x ∈ o, by which we
can conclude Proposition 1, because L∗ is an algebra. By (6)
(
σp
i − ai
)
/πri = (1/πri )(∑
j ′,j ′′
ζ p
ij ′(ζ pipn−i−1j ′′ − 1)e(j ′ + pn−i−1j ′′)).
Since (σph − 1)jh =∑0lhjh (jhlh)(−1)jh−lhσphlh , by (8)
x = (1/πri+∑ thjh)(∑
lh,h
(
j0
l0
)
(−1)j0−l0 · · ·
(
jn−1
ln−1
)
(−1)jn−1−ln−1
× ζ pi(l0+pl1+···+pn−i−2ln−i−2)(ζ pn−1ln−i−1 − 1)),
where
∑
lh,h
denotes the summation
∑
0l0j0
∑
0l1j1 · · ·
∑
0ln−1jn−1 . Then we have
x = (1/πri+∑ thjh)[∑
lh,h
{( ∏
0h<n−i−1
(
jh
lh
)
(−1)jh−lhζ piphlh
)
×
((
jn−i−1
)
(−1)jn−i−1−ln−i−1(ζ pn−1ln−i−1 − 1))ln−i−1
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( ∏
n−i−1<h<n
(
jh
lh
)
(−1)jh−lh
)}]
= (1/πri+∑ thjh)( ∏
0h<n−i−1
(
ζ p
i+h − 1)jh)
×
( ∑
ln−i−1
(
jn−i−1
ln−i−1
)
(−1)jn−i−1−ln−i−1(ζ pn−1ln−i−1 − 1))( ∏
n−i−1<h<n
(1 − 1)jh
)
,
where
∑
li
denotes the summation
∑
0liji . To investigate x , we separate three cases. In
case jn−ipn−i + · · · + jn−1pn−1 = 0, then for some h′, jh′ = 0, so (1 − 1)jh′ = 0. Thus∏
n−i−1<h<n
(1 − 1)jh = 0,
so x = 0 ∈ o. In case jn−ipn−i + · · · + jn−1pn−1 = 0 and jn−i−1 = 0,
(
ζ p
n−1·0 − 1)( ∏
n−i−1<h<n
(1 − 1)0
)
= 0,
so x = 0 ∈ o again. In case jn−ipn−i + · · · + jn−1pn−1 = 0 and jn−i−1 = 0, we have
x = (1/πri+∑ thjh)( ∏
0h<n−i−1
(
ζ p
i+h − 1)jh){(ζ pn−1 − 1)jn−i−1 − (1 − 1)jn−i−1}.
By (1) and the definition of ri ,
valk(x) = −
(
pn−1e0 − tn−i−1 +
∑
0h<n−i
thjh
)
+
∑
0h<n−i−1
jhp
i+he0 + jn−i−1pn−1e0
=
∑
0h<n−i−1
jh
(
pi+he0 − th
)+ (jn−i−1 − 1)(pn−1e0 − tn−i−1).
By (3), valk(x) 0, so (σpi − ai)/πri ∈ L∗, which completes the proof. 
Applying similar arguments as in the proof of Proposition 1, we can prove
Proposition 2. ai ∈ L∗ for 0 i < n.
A subalgebra L′ of k〈σp〉 is defined by
L′ = o[(σp − 1)/πt0, . . . , ((σp)pn−2 − 1)/πtn−2], (9)
and (L′)∗ is defined to be the dual of L′ in k〈σp〉 similarly as for L in k〈σ 〉.
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(i) L′ is a Larson order.
(ii) a0 ∈ (L′)∗.
Proof. (i) As ti  valk(p)/(pn−i−1(p − 1)) = pie0,
valk(p)/
(
p(n−1)−i−1(p − 1))− ti = pi+1e0 − ti > 0,
then t0, . . . , tn−1 satisfy the condition (3) for L′ and hence L′ is a Larson order.
(ii) We remark 〈en−1(j), σpi〉 = δij in k〈σp〉. By (5), a0 =∑ ζ jen−1(j), so
〈
a0,
∏
1h<n
(
σp
h − 1)jh/π∑h th−1jh〉
=
(∑
lh,h
(
j1
l1
)
(−1)j1−l1 · · ·
(
jn−1
ln−1
)
(−1)jn−1−ln−1ζ l1+···+pn−2ln−1
)
/π
∑
th−1jh
= (ζ − 1)j1 · · · (ζ pn−2 − 1)jn−1/π∑ th−1jh .
By (1) and (3),
valk
(〈
a0,
(∏
h
(
σp
h − 1)jh)/π∑h th−1jh〉)∑
h
(
valk
(
ζ p
h−1 − 1)− ph−1e0)jh = 0,
so a0 ∈ (L′)∗. 
Let H ′ = H ∩ k〈σp〉 and H the image of H under the canonical map G → G/〈σp〉.
Then by (7), a0 = 1 and so H = o[(σ −1)/πr0]. Then we have a Hopf short exact sequence
0 → H ′ → H → H → 0
(cf. [5, p. 32]), and
H ′ = o[{(σpi − ai)/πri}1i<n]. (10)
Let [L1 : L2] denote the module index of lattices L1 and L2 over o (for definition, cf.
[3, p. 10]). We have
[L1 : L2] =
[
L∗2 : L∗1
]
(cf. [3, p. 11, Proposition 3]). For the maximal order M = ∑0j<pn oe(j) in kG,
[L∗ : oG] = [M : L]. Then, observing [M : oG] = pnpn/2o, by the definition of L, we
have
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∑
0h<n th)/2
.
We are ready to prove Theorem 1.
Theorem 1. Let H,L be as above and L∗ the dual of L in kG. Then H = L∗.
Proof. We use induction on the exponent n. For n = 1, by [5, p. 110, Corollary 21.2],
H = L∗. Assume the result holds for the smaller exponent than n. By (9) and the inductive
assumption, we have
(
L′
)∗ = o[(σp − a′0)/πr ′0, ((σp)p − a′1)/πr ′1, . . . , ((σp)pn−2 − a′n−2)/πr ′n−2],
where r ′i = pn−1e0 − t(n−1)−i−1 and a′i =
∑
0j<p(n−1)−i−1(ζ
p)p
ij e(n−1)−i−1(j) as in (4)
for 〈σp〉. By the definition of ri , ri+1 = pn−1e0 − tn−(i+1)−1 = r ′i and by (4)
a′i =
∑
0j<pn−(i+1)−1
ζ p
i+1j en−(i+1)−1(j) = ai+1.
Then by (10), it follows
(
L′
)∗ = H ′. (11)
Put y = (σ − a0)/πr0 , so σ = a0 + πr0y . We see ap0 =
∑
0j<pn−1 ζ
pj en−1(j) = σp and
yp +
∑
1h<p
(
p
h
)
a
p−h
0 π
r0(h−p)yh = 0.
Then by (1) and the definition of r0, for 1 h < p,
valk(p) + (h− p)r0 = (h− 1)pn−1e0 + (p − h)tn−1  0,
so
(
p
h
)
πr0(p−h) ∈ o. By Lemma 1(ii), a0 ∈ H ′, so
H = H ′ + H ′y + · · · + H ′yp−1.
Let H ′[σ ] = H ′ + H ′σ + · · · + H ′σp−1, so
H ′[σ ] = H ′ + H ′(σ − a0) + · · · + H ′(σ − a0)p−1.
Then we see [H : H ′[σ ]] = π((p−1)pr0/2)pn−1 . By (11) and Lemma 2 with replaced G by
〈σp〉,
[
H ′ : o[σp]]= [(L′)∗ : o[σp]]= p(n−1)pn−1/2π−(p−1)pn−1(∑0h<n−1 th)/2.
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[
H : o[σ ]]= [H : H ′[σ ]][H ′[σ ] : o[σ ]]= [H : H ′[σ ]][H ′[σ ] : o[σp][σ ]]
= p(n−1)pn/2π(p−1)pn(pn−1e0−tn−1)/2−(p−1)pn(
∑
h<n−1 th)/2
= pnpn/2π−(p−1)pn(
∑
h<n th)/2.
By Lemma 2, we have [L∗ : oG] = [H : o[σ ]], and L∗ = H because L∗ ⊇ H by
Proposition 1. The proof of Theorem 1 is completed. 
2. Actions of elements (σpi − ai)
As in the introduction, let K/k be a cyclic Kummer extension of degree pn with the
ith ramification numbers ci (1  i  n) and assume there is an one-unit α satisfying
σ(α) = ζα and (valK(α − 1),p) = 1. We see, by [8, Lemma 2], valK(α − 1)+ c1 = pne0
and so
valK
(
αp
i − 1)= pi(pne0 − c1)< pn−1pne0 = valK(ζ pn−1 − 1). (12)
By [8, Proposition 3], we have
ci = c1 + pe + · · · + pi−1e = c1 + pne0
(
pi−1 − 1). (13)
Define integers dj by
dj =
[
valK
(
(α − 1)j0(αp − 1)j1 · · · (αpn−1 − 1)jn−1)/pn],
where [x] denotes an integer n with n  x < n + 1. Then from (valK(α − 1),p) = 1, it
follows {(∏0h<n(αph − 1)jh)/πdj | 0 jh < p} is a basis of O:
O =
∑
o
( ∏
0h<n
(
αp
h − 1)jh)/πdj .
We may assume σα = ζα and know e(j)αl = δjlαl for 0  j, l < pn. Then by (6), for
j = j ′ + pn−i−1j ′′,
(
σp
i − ai
)
αj = ζ pij ′(ζ pn−1j ′′ − 1)αj . (14)
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(
σp
i − ai
)(
(α − 1)j0(αp − 1)j1 · · · (αpn−1 − 1)jn−1)
= (ζ piα − 1)j0 · · ·(ζ pn−2αpn−i−2 − 1)jn−i−2
× {(ζ pn−1αpn−i−1 − 1)jn−i−1 − (αpn−i−1 − 1)jn−i−1}
× (αpn−i − 1)jn−i · · ·(αpn−1 − 1)jn−1 .
Proof. By (14), we have
(
σp
i − ai
)( ∏
0h<n
(
αp
h − 1)jh)
= (σpi − ai)
(∑
lh,h
{ ∏
0h<n
(
jh
lh
)
(−1)jh−lh
}
αl0+pl1+···+pn−1ln−1
)
=
∑
lh,h
{∏
h
(
jh
lh
)
(−1)jh−lh
}
ζ p
i(l0+pl1+···+pn−i−2ln−i−2)(ζ pn−1ln−i−1 − 1)α∑h phlh
=
∏
h<n−i−1
(∑
lh
(
jh
lh
)
(−1)jh−lhζ piphlhαphlh
)
×
{ ∑
0ln−i−1jn−i−1
(
jn−i−1
ln−i−1
)
(−1)jn−i−1−ln−i−1ζ pn−1ln−i−1αln−i−1pn−i−1
−
∑
0ln−i−1jn−i−1
(
jn−i−1
ln−i−1
)
(−1)jn−i−1−ln−i−1αln−i−1pn−i−1
}
×
∏
n−i−1<h<n
(∑
lh
(
jh
lh
)
(−1)jh−lhαphlh
)
,
from which we can conclude Lemma 3. 
Let m =∑0h<n mhph with 0mh < p, so by (6), for 0 li < p,
(
σp
i − ai
)li = ∑
0m<pn
ζ p
i(
∑
h<n−i−1 mhph)li
(
ζ p
n−1mn−i−1 − 1)li e(m)
and
∏ (
σp
i − ai
)li = ∑( ∏ (ζ pi(∑h<n−i−1 mhph)li (ζ pn−1mn−i−1 − 1)li ))e(m).0i<n mh,h 0i<n
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(
σp
i − ai
)li( ∏
0h<n
(
αp
h − 1)jh)
=
(∑
mh,h
ζ p
i(
∑
h<n−i−1 mhph)li
(
ζ p
n−1mn−i−1 − 1)li e(∑
h
phmh
))
×
(( ∏
0h<n
(∑
mh
(
jh
mh
)
(−1)jh−mh
))
α
∑
h p
hmh
)
=
∑
mh,h
ζ p
i li (
∑
h<n−i−1 phmh)
(
ζ p
n−1mn−i−1 − 1)li
×
(∏
h
(
jh
mh
)
(−1)jh−mh
)
α
∑
h p
hmh
=
∑
mh,h
{ ∏
h>n−i−1
((
jh
mh
)
(−1)jh−mhαphmh
)
×
( ∑
mn−i−1
(
jn−i−1
mn−i−1
)
(−1)jn−i−1−mn−i−1(ζ pn−1mn−i−1 − 1)li αpn−i−1mn−i−1)
×
∏
h<n−i−1
(
ζ p
ilip
hmh
(
jh
mh
)
(−1)jh−mhαphmh
)}
=
∏
h>n−i−1
(∑
mh
(
jh
mh
)
(−1)jh−mhαphmh
)
×
( ∑
mn−h−1
(
jn−i−1
mn−i−1
)
(−1)jn−i−1−mn−i−1(ζ pn−1mn−i−1 − 1)li αpn−i−1mn−i−1)
×
∏
h<n−i−1
(∑
mh
ζp
i lip
hmh
(
jh
mh
)
(−1)jh−mhαphmh
)
. (15)
We investigate now the image of
∏
0h<n(α
ph −1)jh by the action of ∏0ii0(σpi −ai)li
for some fixed i0. Using induction on i0, we verify that for
∏
0i<i0(σ
pi − ai)li , the
following equality (16) holds
( ∏
0i<i0
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh)
=
∏ (∑
m
(
jh
mh
)
(−1)jh−mhζphmh(
∑
0i<n−h−1 pi li )
(
ζ p
n−1mh − 1)ln−h−1αmhph)
n−i0h<n h
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∏
0h<n−i0
(((
ζ
(
∑
0i<i0 p
i li )α
)ph − 1)jh). (16)
For i0 = 1, we obtain the result by (15). Assuming (16) (for i0) holds, we shall verify (16)
for i0 + 1. Let h0 = n− i0 − 1. Then by (15) and (16) we can deduce
( ∏
0ii0
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh)
= (σpi0 − ai0)li0
( ∏
0i<i0
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh)
=
∏
n−i0h
(∑
mh
(
jh
mh
)
(−1)jh−mhζphmh(
∑
0i<n−h−1 pili )
(
ζ p
n−1mh − 1)ln−h−1αmhph)
×
(∑
mh0
(
jh0
mh0
)
(−1)jh0−mh0 ζ ph0mh0 (
∑
0i<n−h0−1 p
ili )
(
ζ p
n−1mh0 − 1)ln−h0−1αmh0ph0)
×
∏
0h<n−i0−1
(∑
mh
(
jh
mh
)
(−1)jh−mhζphmh(
∑
0ii0 p
i li )αmhp
h
)
=
∏
n−i0−1h
(∑
mh
(
jh
mh
)
(−1)jh−mhζphmh(
∑
0i<n−h−1 pili )
(
ζ p
n−1mh − 1)ln−h−1αmhph)
×
∏
0h<n−i0−1
(((
ζ
(
∑
0ii0 p
i li )α
)ph − 1)jh). (17)
Moreover we have by (17)
( ∏
0i<n
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh)
=
∏
h
(∑
mh
(
jh
mh
)
(−1)jh−mhζphmh(
∑
0i<n−h−1 pi li )
(
ζ p
n−1mh − 1)ln−h−1αphmh). (18)
We have the following lemma.
Lemma 4. Let αh = ζ (
∑
0i<n−h−1 pi li )α for 0 h < n. Then
valK
(
α
ph
h − 1
)= valK(αph − 1)
and
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(( ∏
0i<n
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh))
=
∑
0h<n
valK
((
σp
n−h−1 − an−h−1
)ln−h−1(αphh − 1)jh).
Proof. By (12), valK(αp
h
h − 1) = valK(αp
h − 1). Let i = n− h − 1, then by (15),
(
σp
ln−h−1 − an−h−1
)ln−h−1(αphh − 1)jh
=
∏
h′>n−i−1
(
α
ph
′
h − 1
)0 ∏
h′<n−i−1
(
ζ p
iph
′
α
ph
′
h − 1
)0
×
( ∑
0mhjh
(
jh
mh
)
(−1)jh−mh(ζ pn−1mh − 1)ln−h−1αphmhh
)
,
because jh′ = 0 for h′ = n − i − 1 in (15). Therefore by (18)
valK
( ∏
0in
(
σp
i − ai
)li)( ∏
0h<n
(
αp
h − 1)jh)
=
∑
0h<n
valK
((
σp
n−h−1 − an−h−1
)ln−h−1(αphh − 1)jh).
In the following, for brevity, for h = n− i − 1, put j = jh,
β = (ζ (∑0i′<n−h−1 pi′ li′ )α)ph = αphh and θ = ζ pn−1 .
Then we note valK(β − 1) = valK(αph − 1). By Lemma 3,
(
σp
i − ai
)
(β − 1)j
= (θβ − 1)j − (β − 1)j = (β − 1 + β(θ − 1))j − (β − 1)j
=
∑
1lj
(
j
l
)
(θ − 1)lβl(β − 1)j−l
=
∑
l
(
j
l
)
(θ − 1)l
( ∑
0ml
(
l
m
)
(β − 1)m
)
(β − 1)j−l
=
∑
0j−l+mj
{ ∑
0mlj
(
j
l
)(
l
m
)
(θ − 1)l
}
(β − 1)j−l+m. (19)0<l
806 Y. Miyata / Journal of Algebra 276 (2004) 794–825Thus we can write (σpi − ai)(β − 1)j in the form
(
σp
i − ai
)
(β − 1)j = j (θ − 1)(β − 1)j−1 +
∑
0hj
aj,1,h(β − 1)h
with aj,1,h ∈ o. 
Lemma 5.
(i) aj,1,j ∈ o(θ − 1), aj,1,j−1 ∈ o(θ − 1)1+1, aj,1,h ∈ o(θ − 1)j−h for h < j − 1.
(ii) valK((σpi − ai)(β − 1)j ) = j valK(β − 1) + (valK(θ − 1) − valK(β − 1)).
Proof. (i) Take the exponent j − l + m in (19) to be j , then l = m, so
aj,1,j =
∑
1lj
(
j
l
)(
l
l
)
(θ − 1)l ∈ o(θ − 1).
Next we consider the case with the exponent h = j − 1. Then j − l +m (in (19)) = j − 1,
so m = l − 1, hence m = 0 for l = 1. Thus
∑
1lj
(
j
l
)(
l
l − 1
)
(θ − 1)l = j (θ − 1) +
∑
2lj
(
j
l
)(
l
l − 1
)
(θ − 1)l,
so aj,1,j−1 ∈ o(θ −1)1+1. For h < j −1, h = j − l+m (in (19)), so l = j −h+m j −h
and aj,1,h ∈ o(θ − 1)j−h.
(ii) For h = j − l + m,
valK
(
(β − 1)h(θ − 1)l)− valK((β − 1)j−1(θ − 1))
= (l − 1)(valK(θ − 1) − valK(β − 1))+ mvalK(β − 1) 0.
The equality holds iff l = 1 and m = 0, which completes the proof. 
Proposition 3. For 1 l  j , (σpi − ai)l(β − 1)j is written in the form
(
σp
i − ai
)l
(β − 1)j = j (j − 1) · · · (j − l + 1)(θ − 1)l(β − 1)j−l
+
∑
0hj
aj,l,h(β − 1)h with aj,l,h ∈ o.
Then (i) and (ii) hold
(i) For h > j − l, aj,l,h ∈ o(θ − 1)l and for h < j − l, aj,l,h ∈ o(θ − 1)j−h. Moreover for
h = j − l, aj,l,h ∈ o(θ − 1)l+1.
(ii) valK((σpi − 1)l(β − 1)j ) = j valK(β − 1) + l(valK(θ − 1) − valK(β − 1)).
Y. Miyata / Journal of Algebra 276 (2004) 794–825 807Proof. (i) We use induction on the exponent l. For l = 1, the assertion follows immediately
from Lemma 5. Applying the inductive assumption, we shall prove the assertions for the
exponent l + 1:
for h > j − l − 1, aj,l+1,h ∈ o(θ − 1)l+1,
for h < j − l − 1, aj,l+1,h ∈ o(θ − 1)j−h,
for h = j − l − 1, aj,l+1,h ∈ o(θ − 1)l+1+1.
First we investigate (σpi − ai)(j (j − 1) · · ·(j − l + 1)(θ − 1)l(β − 1)j−l ). Then we have
(
σp
i − ai
)(
j (j − 1) · · · (j − l + 1)(θ − 1)l(β − 1)j−l)
= j (j − 1) · · · (j − l + 1)(θ − 1)l
×
(
(j − l)(θ − 1)(β − 1)j−l−1 +
∑
0h′j−l
aj−l,1,h′(β − 1)h′
)
= j (j − 1) · · · (j − l)(θ − 1)l+1(β − 1)j−(l+1)
+
∑
h′
j (j − 1) · · ·(j − l + 1)(θ − 1)laj−l,1,h′(β − 1)h′ .
For h′ = j − l, by Lemma 5, aj−l,1,j−l ∈ o(θ −1), and so (θ −1)laj−l,1,j−l ∈ o(θ −1)l+1.
For h′ = j − l − 1,
(θ − 1)laj−l,1,j−l−1 ∈ o(θ − 1)(l+1)+1.
For h′ < j − l − 1,
(θ − 1)laj−l,1,h′ ∈ o(θ − 1)l+j−l−h′ = o(θ − 1)j−h′ .
Next we investigate other terms (σpi − ai)(aj,l,h(β − 1)h) and have
(
σp
i − ai
)(
aj,l,h(β − 1)h
)= aj,l,h
(
h(θ − 1)(β − 1)h−1 +
∑
0h′h
ah,1,h′(β − 1)h′
)
.
We separate three cases h > j − l, h = j − l and h < j − l, and first consider the case
h > j − l. By the inductive assumption, aj,l,h ∈ o(θ − 1)l . Then for h′ = h,
aj,l,hah,1,h ∈ o(θ − 1)l+1.
For h′ = h − 1 > j − l − 1,
aj,l,hah,1,h−1 ∈ o(θ − 1)l+1 and haj,l,h(θ − 1) ∈ o(θ − 1)l+1.
808 Y. Miyata / Journal of Algebra 276 (2004) 794–825For h′ < h − 1, ah,1,h′ ∈ o(θ − 1)h−h′ by Lemma 5, and
aj,l,hah,1,h′ ∈ o(θ − 1)l+h−h′ .
Then if h′  j − l − 1, l + h − h′ > l + 1 by h′ < h − 1 and hence aj,l,hah,1,h′ ∈
o(θ − 1)l+2. If h′ < j − l − 1 (< h − 1), l + h − h′ > j − h′ by h > j − l and hence
aj,l,hah,1,h′ ∈ o(θ −1)j−h′ . Therefore in case h > j − l, the assertions for l+1 are verified.
Similarly for the rest cases we can verify the assertions. From the above arguments, we see
(σp
i − ai)l+1(β − 1)j−l−1 is of course written in the desired form.
(ii) We have
(
σp
i − ai
)l
(β − 1)j = j (j − 1) · · · (j − l + 1)(θ − 1)l(β − 1)j−l +
∑
h
aj,l,h(β − 1)h.
Then for h > j − l, by (i)
valK
(
aj,l,h(β − 1)h
)
 valK(θ − 1)l + hvalK(β − 1)
> l valK(θ − 1) + (j − l)valK(β − 1).
For h = j − l,
valK
(
aj,l,j−l (β − 1)j−l
)
 valK(θ − 1)l+1 + (j − l)valK(β − 1),
and for h < j − l, then j −h> l. Then noting valK(θ −1) > valK(β −1) by (12), we have
valK
(
aj,l,h(β − 1)h
)
 valK(θ − 1)j−h + hvalK(β − 1)
> valK(θ − 1)l + (j − h− l)valK(β − 1) + hvalK(β − 1)
= j valK(β − 1)+ l
(
valK(θ − 1)− valK(β − 1)
)
,
which implies (ii). The proof is completed. 
Proposition 4. For l > j , (σpi − ai)l(β − 1)j is written in the form
(
σp
i − ai
)l
(β − 1)j =
∑
0hj
aj,l,h(β − 1)h with aj,l,h ∈ o.
Then
(i) aj,l,h ∈ o(θ − 1)l .
(ii) valK((σpi − ai)l(β − 1)j ) > j valK(β − 1)+ l(valK(θ − 1) − valK(β − 1)).
Y. Miyata / Journal of Algebra 276 (2004) 794–825 809Proof. (i) By Proposition 3, we have for l = j ,
(
σp
i − ai
)j
(β − 1)j = j !(θ − 1)j +
∑
aj,j,h(β − 1)h
with aj,j,0 ∈ o(θ − 1)j+1 and aj,j,h ∈ o(θ − 1)j for h > 0. By (6)
(
σp
i − ai
)(
j !(θ − 1)j)= 0
and by Lemma 5
(
σp
i − ai
)(
aj,j,h(β − 1)h
)= haj,j,h(θ − 1)(β − 1)h−1
+ aj,j,h
( ∑
0h′h
ah,1,h′(β − 1)h′
)
with aj,j,h(θ − 1) ∈ o(θ − 1)j+1 and aj,j,hah,1,h′ ∈ o(θ − 1)j+1. Therefore the assertion
(i) is proved for l = j + 1. Similarly we can prove the assertion (i) for l > j + 1. Moreover
we see (σp
i − ai)l(β − 1)j is written in the desired form.
(ii) For l > j , by (i), we verify easily
valK
((
σp
i − ai
)l
(β − 1)j ) valK((θ − 1)l)> l valK(θ − 1) − (l − j)valK(β − 1),
which completes the proof of Proposition 4. 
Let EndoG(O) = {g ∈ kG | g(O) ⊆ O}. Let l =∑0i<n pi li and j =∑0h<n phjh as
before. Then we remark for an integer f ′l ,(∏
i
(
σp
i − ai
)li)/πf ′l ∈ EndoG(O)
iff valK
((∏
i
(
σp
i − ai
)li)(∏
h
(
αp
h − 1)jh)/πf ′l +dj) 0 for 0 j < pn.
Define fl by
fl = max
{
f ′l
∣∣∣∣
(∏
i
(
σp
i − ai
)li)/πf ′l ∈ EndoG(O)
}
.
Immediately we have
fl = min
{[
valK
((∏
i
(
σp
i − ai
)li)(∏
h
(α − 1)jh/πdj
))
/pn
]
| 0 < j =
∑
phjh < p
n
}
. (20)
810 Y. Miyata / Journal of Algebra 276 (2004) 794–825By Lemma 4 and Proposition 3 with (12), for j satisfying jh  ln−h−1 for 0 h < n,
valK
((∏
i
(
σp
i − ai
)li)(∏
h
(
αp
h − 1)jh)/πdj)
=
∑
h
ln−h−1
(
valK
(
ζ p
n−1 − 1)− valK(αph − 1))+∑
h
jhp
h valK(α − 1) − pndj
=
(∑
h
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph))
+ res
(
valK
(∏
h
(
αp
h − 1)jh)), (21.1)
where res(x) denotes the residue of x to modulus pn. By Lemma 4 and Proposition 4
with (12), for any j with jh < ln−h−1 for some h, we have
valK
((∏
i
(
σp
i − ai
)li)(∏
h
(
αp
h − 1)jh)/πdj)
>
(∑
ln−h−1ph
)
c1 + pne0
(∑
h
ln−h−1
(
pn−1 − ph))
+ res
(
valK
(∏
h
(
αp
h − 1)jh)). (21.2)
Then we have
Theorem 2. Let fl be as above for l =∑0i<n pi li . Then
fl = e0
( ∑
0h<n
ln−h−1
(
pn−1 − ph))
+ min
{[((∑
h
ln−h−1ph
)
c1 + res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn]
∣∣∣∣ jh  ln−h−1 for 0 h < n
}
.
Proof. For j with jh  ln−h−1 for 0 h < n, by (21.1), we have
pnfl 
(∑
h
ln−h−1ph
)
c1 + res
(
valK
(∏
h
(
αp
h − 1)jh))
+ pne0
( ∑
ln−h−1
(
pn−1 − ph)).0h<n
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max{ln−h−1, jh} for 0 h < n and m =∑hmhph. Then j m, so dj  dm. By Lemma 4,
Proposition 4 and the definition of m,
valK
((∏
i
(
σp
i − ai
)li(∏
h
(
αp
h − 1)jh)/πdj))

∑
jhln−h−1
(
jh valK
(
αp
h − 1)+ ln−h−1(valK(ζ pn−1 − 1)− valK(αph − 1))
+
∑
jh<ln−h−1
ln−h−1 valK
(
ζ p
n−1 − 1)− pndj

∑
jhln−h−1
(
mh valK
(
αp
h − 1)+ ln−h−1(valK(ζ pn−1 − 1)− valK(αph − 1))
+
∑
jh<ln−h−1
(
mh valK
(
αp
h − 1)+ ln−h−1(valK(ζ pn−1 − 1)− valK(αph − 1))− pndm
= valK
((∏
i
(
σp
i − ai
)li(∏
h
(
αp
h − 1)mh)/πdm)).
Noting mh  ln−h−1 for 0 h < n, we can conclude Theorem 2. 
Here we recall the results of Bertrandias and Ferton [1]. Let K/k be a cyclic extension
of degree p and a be the residue res(c1) of the first ramification number c1. For 0 l < p,
let nl be
nl = l[c1/p] + min
0jp−1−l
([
(l + j + 1)a/p]− [(j + 1)a/p]).
Then they showed
EndoG(O) =
∑
0l<p
o(σ − 1)l/πnl .
Corollary 1 [1, Proposition 3]. Let K/k be a totally ramified cyclic Kummer extension of
degree p. Let nl and fl be as above. Then nl = fl .
Proof. From n = 1, it follows that a0 = 1 and (σ − a0)l = (σ − 1)l . Then for 1  j 
p − 1,
valK(α − 1)j − p
[
valK(α − 1)j /p
]= j (pe0 − c1) − p[j (pe0 − c1)/p]= p − res(ja).
By Theorem 2, for l = l0
812 Y. Miyata / Journal of Algebra 276 (2004) 794–825fl = min
p>jl
[(
lc1 + res
(
valK
(
(α − 1)j ))/p]+ e0(p0 − p0)
= l[c1/p] + [la/p] + min
[(
res(la) + p − res(ja))/p].
As [(l + j + 1)a/p] = [la/p] + [(j + 1)a/p] + [(res(la) + res((j + 1)a))/p], we have
nl = l[c1/p] + [la/p] + min
1j+1p−l
[(
res(la)+ res((j + 1)a))/p].
Clearly res((p − (j + 1))a) = p − res((j + 1)a) for 1 j + 1 p. We note
p > p − (j + 1) l iff p − l  j + 1 > 0,
from which we have nl = fl . 
3. Maximal dual Larson order in EndoG(O)
In this section, we seek a maximal dual Larson order in EndoG(O). Let si be si = fpi
for l = pi with 0 i < n. Then by (21.1),
valK
((
σp
i − ai
)(∏
h
(αp
h − 1)jh
)
/πdj
)
= pn−i−1c1 + pne0
(
pn−1 − pn−i−1)+ res(valK
(∏
h
(
αp
h − 1)jh))
= pn−i−1c1 + pne0
(
pn−1 − pn−i−1)+ j(pne0 − c1)− pn[j(pne0 − c1)/pn]
= pn−i−1c1 + pne0
(
pn−1 − pn−i−1)− jc1 − pn[−jc1/pn].
As (c1,p) = 1, [−jc1/pn] = −1 − [jc1/pn]. By (20), we have
si = min
j with 1jn−i−1
{[
−jc1
pn
−
(
−1 −
[
jc1
pn
])
+ c1
pi+1
]}
+ e0pn−i−1
(
pi − 1).
Further by (13),
1 +
[
jc1
pn
]
− jc1
pn
+ c1
pi+1
+ e0pn−i−1
(
pi − 1)− [ ci+1
pi+1
]
= 1 +
[
jc1
n
]
− jc1
n
+ c1
i+1 −
[
c1
i+1
]
 0.p p p p
Y. Miyata / Journal of Algebra 276 (2004) 794–825 813Put zj = 1 + l[jc1/pn] − (jc1/pn) + (c1/pi+1) − [c1/pi+1], then 0  zj < 2, hence
[zj ] = 0 or 1. Thus we know
si = min
{
[zj ]
∣∣∣ j =∑phjh with jn−i−1  1}+
[
ci+1
pi+1
]
. (22)
Let Gci be the ci th ramification group and Ki be the subfield of K corresponding to 〈σpi 〉.
Then Gci+1 = 〈σpi 〉. Denote the factor group G/〈σpi+1〉 by G, then (G)ci+1+1 = 1. By (7),
ai = 1 and
(σp
i − ai)/πsi =
(
σp
i − 1)/πsi .
As (σpi −ai)/πsi ∈ EndoG(O) by the definition of si , (σpi −1)/πsi ∈ EndoG(OKi+1) and
hence
si 
[
ci+1 + 1
pi+1
]
, (23)
because (G/〈σpi+1〉)ci+1+1 = 1.
Next we define an integer i0 as follows:
c1 = pn
[
c1/p
n
]+ c′n−1pn−1 + · · · + c′i0pi0 + pi0 − 1 (24)
with 0 c′i < p for i > i0 and 0 c′i0 < p − 1. Then clearly 0 i0  n.
Lemma 6. If i  i0, [(ci+1 + 1)/pi+1] = [ci+1/pi+1] and if i < i0, [(ci+1 + 1)/pi+1] =
[ci+1/pi+1] + 1.
Proof. In case i  i0, by (13)
[
ci+1 + 1
pi+1
]
=
[
c1 + 1
pi+1
]
+ e0pn−i−1
(
pi − 1)
= pn−i−1
[
c1
pn
]
+
∑
i+1h<n
ph−i−1c′h + e0pn−i−1
(
pi − 1)= [ ci+1
pi+1
]
,
since c′i0 + 1 < p by (24). In case i < i0, i + 1 i0, so
[
ci+1 + 1
pi+1
]
−
[
ci+1
pi+1
]
= pi0−i−1(c′i0 + 1)−
[
pi0(c′i0 + 1)− 1
pi+1
]
= 1. 
Lemma 7. Let i < i0. Then, if i0  n − i − 1, si = [ci+1/pi+1] and if i0 > n − i − 1,
si = [ci+1/pi+1] + 1 = [(ci+1 + 1)/pi+1].
814 Y. Miyata / Journal of Algebra 276 (2004) 794–825Proof. Write j = j ′ + pn−i−1jn−i−1 + pn−i j ′′ with 0  j ′ < pn−i−1, 0  j ′′ < pi
and 0 < jn−i−1 < p. Let c′ be defined by pi0c′ = pn−1c′n−1 + · · · + pi0 (c′i0 + 1), so
1 c′ < pn−i0 . By the assumption i < i0 and (24),
c1
pi+1
= pn−i−1
[
c1
pn
]
+ c′pi0−i−1 − 1
pi+1
,
so [c1/pi+1] = pn−i−1[c1/pn] + c′pi0−i−1 − 1 and c1/pi+1 −[c1/pi+1] = 1 − (1/pi+1).
By i < i0, we observe
jc1 ≡
(
j ′ + pn−i−1jn−i−1 + pn−i j ′′
)(
pi0c′ − 1)≡ pi0j ′c′ − j (modpn).
As (c′,p) = 1 by (24), for i0  n − i − 1, we can take an integer j ′ such that pi0j ′c′ ≡
pn−i−1 (modpn) with 0  j ′ < pn−i0 ( pn−i−1), so res(pi0j ′c′) = pn−i−1. Let j =
j ′ + pn−i−1, then
pi0j ′c′ − j ≡ res(pi0j ′c′)− j ≡ −j ′ (modpn),
so res(jc1) = pn − j ′.
zj =
[
jc1
pn
]
− jc1
pn
+ 1 + c1
pi+1
−
[
c1
pi+1
]
= − res(jc1)
pn
+ 1 + 1 − 1
pi+1
= −1 + j
′
pn
+ 1 + 1 − 1
pi+1
= 1 − p
n−i−1 − j ′
pn
< 1,
because j ′ < pn−i0  pn−i−1. Then [zj ] = 0 and by (22), si = [ci+1/pi+1] if i0 
n − i − 1. Next we consider the case i0 > n − i − 1 (and i < i0). Let pi0b = res(pi0j ′c′)
with 0 some b < pn−i0 . First we assume pi0b− j  0. Then we have res(pi0j ′c′ − j) =
pi0b − j and
zj = 1 +
[
jc1
pn
]
− jc1
pn
+ 1 − p
n−i−1
pn
= 1 + −p
i0b + j
pn
+ 1 − p
n−i−1
pn
= 1 − p
i0b
pn
+ j − p
n−i−1
pn
+ 1 1,
because jn−i−1  1. Next we consider the case pi0b − j < 0 and then we have
res
(
pi0j ′c′ − j)= pn + pi0b − j.
By the assumption, i0 > n − i − 1, so i0  n − i . Noting j − pi0b  0, we have
j ′ + pn−i−1jn−i−1 + pn−i j ′′ − pi0b  0 and pn−i j ′′ − pi0b  0. Further by jn−i−1 > 0,
j − pi0b − pn−i−1  0. Suppose zj < 1, then
1 > zj = 1 + −p
n − pi0b + j
n
+ 1 − p
n−i−1
n
= 1 + j − p
i0b − pn−i−1
n
,p p p
Y. Miyata / Journal of Algebra 276 (2004) 794–825 815so j −pi0b−pn−i−1 < 0, which is a contradiction. Therefore we have zj  1 for 0 j <
pn with jn−i−1 > 0 and si = [ci+1/pi+1] + 1. The proof of Lemma 7 is completed. 
We are ready to prove the following theorem.
Theorem 3. Let si be si = max{s | (σpi − ai)/πs ∈ EndoG(O)} for 0 i < n. Then
(i) If i  i0,
si =
[
ci+1
pi+1
]
=
[
ci+1 + 1
pi+1
]
= e0pn−i−1
(
pi − 1)+ [ c1
pi+1
]
.
(ii) If i < i0  n− i − 1,
si =
[
ci+1
pi+1
]
= e0pn−i−1
(
pi − 1)+ [ c1
pi+1
]
.
(iii) If i < i0 and n − i − 1 < i0,
si =
[
ci+1 + 1
pi+1
]
=
[
ci+1
pi+1
]
+ 1 = e0pn−i−1
(
pi − 1)+ [ c1
pi+1
]
+ 1.
Proof. For i < i0, Theorem 3 follows from Lemma 7. Thus we consider the remaining
case i  i0. Then by Lemma 6, [(ci+1 + 1)/pi+1] = [ci+1/pi+1]. By (22) and (23), we
have si = [ci+1/pi+1]. The proof is completed. 
Let B be a subalgebra of kG. We call B a dual Larson order if there is a Larson order
L in kG with B = L∗.
Theorem 4. Let A = o[{(σpi − ai)/πsi }0i<n]. Then A is a dual Larson order iff c1 ≡ −1
(modpn) or res(c1) < p.
Proof. We treat first the case c1 ≡ −1 (modpn), i.e., i0 = n. Then for 0 i < n, i < n = i0
and n − i − 1 < n = i0, so by Theorem 3,
si =
[
ci+1
pi+1
]
+ 1 = pn−1e0 − pn−i−1e0 +
[
c1
pi+1
]
+ 1.
Let ti = pn−1e0 − sn−i−1, then ti = pie0 − [c1/pn−i ] − 1 < pie0. Thus we have
ti+1 − pti = −
[
c1
pn−i−1
]
− 1 + p
[
c1
pn−i
]
+ p
= p
[[ c1
pn−i−1
]]
−
[
c1
n−i−1
]
+p − 1 0.p p
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a dual Larson order.
Next we treat the case i0 < n. For n = 1, a0 = 1 and A = o[(σ − 1)/πe0−t0], hence
A is a dual Larson order (cf. [5, Chapter 5, §21]). The condition res(c1) < p is satisfied
for n = 1. Therefore in the following we may assume n  2. Let A be a dual Larson
order. For i = 0, n − i − 1 = n − 1  i0, so s0 = [c1/p] by Theorem 3. Similarly
for i = n − 1, i = n − 1  i0 by i0 < n, so sn−1 = pn−1e0 − e0 + [c1/pn]. Let ti =
pn−1e0 − sn−i−1 as before. Then tn−1 = pn−1e0 − [c1/p] and t0 = e0 − [c1/pn]. Let
L = o[{(σpi − 1)/πti }i], so L = A∗ is a Larson order by the assumption, whence by (3),
tn−1 − pn−1t0 = −[c1/p] + pn−1l[c1/pn]  0. Therefore [c1/p] = pn−1[[c1/p]/pn−1],
so immediately res(c1) < p.
Conversely assume res(c1) < p. Then as in the above proof, we have
ti = pn−1e0 − sn−i−1 = pie0 − pi
[
c1
pn
]
−
[
c′0
pn−i
]
= pi
(
e0 −
[
c1
pn
])
.
Then t0, t1, . . . , tn−1 satisfy (3), so L is a Larson order and A = L∗ by Theorem 1. Hence
A is a dual Larson order. The proof of Theorem 4 is completed. 
Theorem 5. Assume n  2 and let A = o[{(σpi − ai)/πsi }0i<n] as in Theorem 4. Let
ui = pn−1e0 − pn−i−1e0 + pn−i−1[(c1 + 1)/pn] and H = o[{(σpi − ai)/πui }0i<n].
(i) H is a dual Larson order with H ⊆ A. If A is a dual Larson order, then H = A.
(ii) Let H ′ be a dual Larson order with H ⊆ H ′ ⊆ EndoG(O). Then H ′ = H . Therefore
H is a maximal dual Larson order in EndoG(O).
Proof. (i) We have
pn−1e0 − un−i−1 = pn−1e0 − pn−1e0 + pn−(n−i−1)−1e0 − pn−(n−i−1)−1
[
c1 + 1
pn
]
= pi
(
e0 −
[
c1 + 1
pn
])
.
Therefore L = o[{(σpi − 1)/πpn−1e0−un−i−1}i] is a Larson order, and hence H is a dual
Larson order. Clearly ui  si by Theorem 3, so H ⊆ A. Here we assume A is a dual
Larson order. In case i0 = n, as in the proof of Theorem 4, si = pn−1e0 − pn−i−1e0 +
[c1/pi+1] + 1. By i0 = n, c1 = pn[c1/pn] + pn − 1, so
[
c1
i+1
]
+ 1 = pn−i−1
[
c1
n
]
+ pn−i−1 = pn−i−1
[
c1 + 1
n
]
.p p p
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i0  1. Then by Theorem 3,
si = pn−1e0 − pn−i−1e0 +
[
c1
pi+1
]
= pn−1e0 − pn−i−1e0 + pn−i−1
[
c1
pn
]
.
As i0  1 and n 2, [(c1 + 1)/pn] = [c1/pn], hence si = ui and H = A.
(ii) As H ′ is a dual Larson order, (H ′)∗ is a Larson order in kG. By [5, (19.5) Theorem],
(H ′)∗ = [{(σpi −1)/πt ′i }i] for the given generator σ of G. Then H ′ = o[{(σpi −ai)/πr ′i }i]
with r ′i = pn−1e0 − t ′n−i−1. From the assumption H ′ ⊆ EndoG(O) and Theorem 3, we see
r ′i  si and H ′ ⊆ A . Then we have H ⊆ H ′ ⊆ A and A∗ ⊆ L′ = (H ′)∗ ⊆ L = H ∗. As L′
is a Larson order, L′ is generated by (σpi − 1)/πt ′i (0 i < n). Let ti = pn−1e0 − sn−i−1,
then
ti  t ′i  pn−1e0 − un−i−1.
If A is a dual Larson order, by the above (i), H = H ′ = A. Thus in the following we may
assume A is not a dual Larson order. Then i0 < n, so by (24),
[
c1 + 1
pn
]
=
[
c1
pn
]
+
[
pn−1c′n−1 + · · · + pi0(c′i0 + 1)
pn
]
=
[
c1
pn
]
.
Then
t0 = e0 −
[
c1
pn
]
 t ′0  pn−1e0 −
(
pn−1e0 − e0 +
[
c1 + 1
pn
])
,
so t0 = t ′0 = e0 − [c1/pn]. Thus
pit0  pit ′0  t ′i  pn−1e0 − un−i−1 = pie0 − pi
[
c1
pn
]
= pit0,
hence t ′i = pn−1e0 − un−i−1 and H ′ = H . The proof is completed. 
4. Maximal tame extension
In this section, we construct a maximal tame extension in the ring O. Let S be
a subalgebra of O generated by elements (αpi − 1)/πt ′′i for 0  i < n, where t ′′i =
[(valK(αpi − 1))/pn]. For brevity, we denote t ′′i by ti in the following. Then we have
ti =
[
pi(pne0 − c1)
n
]
= pie0 +
[ −c1
n−i
]
= pie0 − 1 −
[
c1
n−i
]
.p p p
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ri = pn−1e0 − pn−i−1e0 +
[
c1
pi+1
]
+ 1. (25)
Let H(S) = o[{(σpi − ai)/πri }0i<n].
Proposition 5. H(S) is a dual Larson order.
Proof. Let L = o[{(σpi − 1)/πti }i]. Then
ti+1 − pti = pi+1e0 − 1 −
[
c1
pn−i−1
]
−pi+1e0 + p +p
[
c1
pn−i
]
 0.
Clearly ti  pie0, hence L is a Larson order by (3). Thus by Theorem 1, we have
H(S) = L∗ and H(S) is a dual Larson order. 
By Theorem 3 with (25), we remark that if i  i0 or i < i0  n− i − 1,
ri − si = pn−i−1
(
pi − 1)e0 +
[
c1
pi+1
]
+ 1
−
(
pn−i−1
(
pi − 1)e0 +
[
c1
pi+1
])
= 1 (26.1)
and if i < i0 and n− i − 1 < i0,
ri − si = pn−i−1
(
pi − 1)e0 +
[
c1
pi+1
]
+ 1
−
(
pn−i−1
(
pi − 1)e0 +
[
c1
pi+1
]
+ 1
)
= 0. (26.2)
Lemma 8.
(i) fl 
∑
0i<n li ri .
(ii) Assume that there is some j such that jh  ln−h−1 for 0  h < n and
[(res((∑ ln−i−1pi)c1) + res(valK(∏h(αph − 1)jh)))/pn] = 0. Then fl <∑i li ri .
Proof. By Theorem 2 with (25), we have for j such that jh  ln−h−1 for all h∑
i
liri − fl

∑
i
li
[
c1
pi+1
]
+
∑
i
li
(
pn−1e0 − pn−i−1e0
)+∑
i
li
−
(∑
li
(
pn−1e0 − pn−i−1e0
))
i
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[((∑
i
lip
n−i−1
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn]
=
∑
li
[
c1
pi+1
]
+
∑
li −
[
(
∑
lip
n−i−1)c1
pn
]
−
[(
res
((∑
i
lip
n−i−1
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn]
=
∑
li
[
c1
pi+1
]
−
∑
li
[
c1
pi+1
]
+
∑
li −
[
(
∑
li res(p
n−i−1c1))
pn
]
−
[(
res
((∑
i
lip
n−i−1
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn].
As (res(pn−i−1c1)/pn) < 1, [(∑ li res(pn−i−1c1))/pn]∑ li − 1. Therefore
∑
li ri − fl  1 −
[(
res
((∑
i
lip
n−i−1
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn]
 0.
If [(res((∑i lipn−i−1)c1) + res(valK(∏h(αph − 1)jh)))/pn] = 0, then we have∑
liri − fl > 0.
The proof of Lemma 8 is completed. 
We are ready to prove the next theorem.
Theorem 6.
(i) EndoG(O) =∑0l<pn o(∏i (σpi − ai)li )/πfl .
(ii) H(S) ⊇ EndoG(O) ⊇ A.
Proof. (i) Let E = ∑l o(∏i (σpi − ai)li )/πfl , then by (20), EndoG(O) ⊇ E. Thus we
need to show EndoG(O) ⊆ E. We note an element of EndoG(O) is written in the form
(
∑
0l<pn bl(
∏
i (σ
pi − ai)li )/πfl ))/πu for some integer u 0, where bl ∈ o for 0 l =∑
lip
i < pn. We may assume bl is a unit of o for some l. Then for 0 j =∑phjh < pn,(∑
l
bl
((∏
i
(
σp
i − ai
)li)/πfl)(∏
h
(
αp
h − 1)jh/πdj) ∈ πuO.
Let xl,j = valK(bl(∏i (σpi − ai)li )(∏h(αph − 1)jh/πdj )). By (21.1), we have that if j
satisfies jh  ln−h−1 for 0 h < n, then
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∑
h
ln−h−1pne0
(
pn−1 − ph)+ pn[(∑
h
ln−h−1ph
)
c1
)
/pn
]
+ res
((∑
h
ln−h−1ph
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)).
Further xl,j ≡ res((∑h ln−h−1ph)c1) + res(valK(∏h(αph − 1)jh)) (modpn), so xl′,j =
xl,j for 0  l′ = l < pn for j such that jh  l′n−h−1 (and jh  ln−h−1). We consider first
the case that there is some l such that both valK(bl) = 0 and[(
res
((∑
h
ln−h−1ph
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn] 1
always for j satisfying jh  ln−h−1 for 0 h < n. Then by Theorem 2,
fl =
[((∑
h
ln−h−1ph
)
c1
)
/pn
]
+ 1 +
∑
h
ln−h−1e0
(
pn−1 − ph),
so 0 xl,j − pnfl < pn. Let j = pn − 1, then jh = p − 1  ln−h−1, whence xl′,j = xl,j
for l′ = l. Therefore u = 0 and so (∑bl(∏i (σpi − ai)li )/πfl )/πu ∈ E.
We consider next the case that if valK(bl) = 0, then for some j with jh  ln−h−1,[(
res
((∑
h
ln−h−1ph
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)jh)))/pn]= 0.
Then
pnfl =
∑
h
ln−h−1pne0
(
pn−1 − ph)+ pn[((∑
h
ln−h−1ph
)
c1
)
/pn
]
, (27)
so xl,j −pnfl = res((∑ ln−h−1ph)c1)+ res(valK(∏h(αph − 1)jh)) < pn. We can choose
l′ with valK(bl′) = 0 such that res((∑ l′n−h−1ph)c1) < res((∑ ln−h−1ph)c1) for 0  l =∑
lhp
h < pn with valK(bl) = 0, because (c1,p) = 1. By valK(bl′) = 0 and the assumption
in the considered case, for some j ′ with j ′h  l′n−h−1,[(
res
((∑
h
l′n−i−1ph
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)j ′h)))/pn]= 0.
For l satisfying j ′h  ln−h−1 for 0 h < n and valK(bl) = 0, we have by (27),
xl,j ′ − pnfl = res
((∑
ln−h−1ph
)
c1
)
+ res
(
valK
(∏(
αp
h − 1)j ′h)).
h h
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xl,j ′ − pnfl > xl′,j ′ − pnfl′
because res((
∑
ln−h−1ph)c1) > res((
∑
l′n−h−1ph)c1). For l satisfying j ′h < ln−h−1 for
some h and valK(bl) = 0, by (21.2)
xl,j ′ >
∑
h
ln−h−1pne0
(
pn−1 − ph)+ pn[((∑
h
ln−h−1ph
)
c1
)
/pn
]
+ res
((∑
h
ln−h−1ph
)
c1
)
+ res
(∏
h
(
αp
h − 1)j ′h),
so xl,j ′ − pnfl > res((∑h ln−h−1ph)c1) + res(valK(∏h(αph − 1)j ′h)) by (27). Hence by
virtue of the choice of l′, we have again
xl,j ′ − pnfl > xl′,j ′ − pnfl′ .
Noting xl,j ′  pn for l with valK(bl) = 0 and xl′,j ′ − pnfl′ < pn, we know
valK
((∑
l
bl
(∏
i
(
σp
i − ai
)li)/πfl)(∏
h
(
αp
h − 1)j ′h)/πdj)
= res
((∑
h
l′n−h−1ph
)
c1
)
+ res
(
valK
(∏
h
(
αp
h − 1)j ′h))< pn.
Therefore, since (
∑
l bl(
∏
i (σ
pi − ai)li )/πfl )(∏h(αph − 1)j ′h)/πdj ) ∈ πuO, we have
u = 0 and EndoG(O) ⊆ E. Hence EndoG(O) = E.
(ii) By Lemma 8(i), we have H(S) ⊇ E = EndoG(O) and by the definition of si ,
E = EndoG(O) ⊇ A(= o[{(σpi − ai)/πsi }i]). The proof is completed. 
Here we remember the definitions of a tame H -extension and a Galois H -extension for
a Hopf order H (cf. [2,5]). Let the ideal I (H) of integrals in H be defined by
I (H) = {h ∈ H | ha = hε(a) for all a ∈ H}.
Then an H -extension S of o is called a tame H -extension if
(i) ranko(S) = ranko(H);
(ii) S is a faithful H -module;
(iii) I (H)S = o.
Further an H -extension S is called a Galois H -extension of o if a o-module homomor-
phism
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j (s ⊗ h)(t) = sh(t) for s, t ∈ S, h ∈ H,
is an isomorphism.
Now we summarize Childs’ results for n = 1 [4, Theorems 9.1, 12.2 and 14.1].
Theorem 7. Let K/k be a Kummer extension of degree p. Let α be a unit with valK(α−1)
= pe0 − c1 and b = [(valK(α − 1))/p]. Then (i), (ii) and (iii) hold.
(i) There is a chain of Hopf Galois extensions Si = o[(α − 1)/πi] of o for 0 i  b;
S0 ⊂ S1 ⊂ · · · ⊂ Sb ⊆ O.
Moreover Si is a Galois He0−i -extension, where Hi is a Hopf order o[(σ − 1)/πi].
(ii) If S is a Hopf Galois extension of o in O, then S = Si for some i .
(iii) Let H be a Hopf order in k〈σ 〉 with H = He0 (a maximal order). Then, if S is a tame
H -extension, S is a Galois H -extension.
Corollary 2. Let K/k be as in Theorem 7 and S be a tame H -extension with S ⊇ o[α].
Then S is a Galois H -extension.
Proof. In case H = o[(σ − 1)/πe0], by Theorem 7, S is a Galois H -extension. For
H = o[(σ − 1)/πe0], by [5, p. 132, (26.3) Proposition],
o[α] = {β ∈ O | Hβ ⊆ O},
so o[α] ⊇ S and o[α] = S by the assumption. Thus S is a Galois H -extension by
Theorem 7. 
Lemma 9. Let S = o[{(αpi − 1)/πti }i] as above. EndoG(S) ⊇ H(S).
Proof. First we show generators (σpi − ai)/πri belong to EndoG(S). For h = n − i − 1,
by Lemma 3, we have
((
σp
i − ai
)
/πri
)((
αp
h − 1)/πth)= 0.
For h = n − i − 1, by Lemma 3 again,
((
σp
i − ai
)
/πri
)((
αp
h − 1)/πth)= (ζ pn−1 − 1)αph/πri+th
= ((ζ pn−1 − 1)(αph − 1)+ (ζ pn−1 − 1))/πri+th .
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Therefore we see that any element of H(S) takes (αph − 1)/πth into S. As H(S) is a Hopf
order, for an element γ of H(S) and x, y ∈ S,
γ (xy) =
∑
γ(1)(x)γ(2)(y) with γ(1), γ(2) ∈ H(S)
(
cf. [5, p. 14]),
from which it follows that H(S) ⊆ EndoG(S). The proof is completed. 
We have the next theorem which is one of the main results of this paper.
Theorem 8. Let S be S = o[{(αpi − 1)/πti }i] as above.
(i) S is a Galois H(S)-extension. Therefore H(S) = EndoG(S) and S = {β ∈ O |
H(S)β ⊆ O}.
(ii) Let S′ be a subalgebra of O such that H(S′) = EndoG(S′) is a dual Larson order. Then
S′ is a tame H(S′)-extension. Moreover if S ⊆ S′ and H(S′) ⊇ EndoG(O), S′ = S and
H(S′) = H(S).
Proof. (i) Let Sh = o[{(αpi − 1)/πti }in−h] for 0 < h < n and let S0 = o. We calculate
the discriminant disc(S). As in the proof of Theorem 1, we have [S : Sn−1[α]] =
πp(p−1)t0pn−1/2 and [Sn−1 : Sn−2[αp]] = πp(p−1)t1pn−2/2. Thus[
S : Sn−2
[
αp
][α]]= [S : Sn−1[α]][Sn−1[α] : Sn−2[αp][α]]= πpn((p−1)/2)(t0+t1).
Repeating similar arguments, we have
[
S : o[α]]= πpn((p−1)/2)(t0+t1+···+tn−1).
We know easily disc(o[α]) = (normK/k(pnαpn−1)) = opnpn , and hence disc(S) =
opnp
n
π−pn(p−1)(t0+t1+···+tn−1). For the ideal I (H) of integrals, we have
I
(
H(S)∗
)= o( ∑
0j<pn
σ j
)
/π(p−1)(
∑
0h<n th)
(cf. [9, p. 706], [7, p. 438, Proposition 4.1]). By [6, p. 52, Lemma 1.3],
disc
(
H(S)∗
)= εI(H(S)∗)pn = pnpnπ−pn(p−1)(∑ th)
and so disc(S) = disc(H(S)∗). By Lemma 9, we see S is an H(S)-module algebra and so
a right H(S)∗-comodule (cf. [2, p. 500], [5, p. 15]). Thus, by [6, p. 53, Lemma 1.5], we
have S is a Galois H(S)-extension.
(ii) By [2, p. 503, Corollary 3.4], we first know S′ is a tame H(S′)-extension.
Let H(S′) be the image of H(S′) under the canonical map G → G/〈σp〉. Then by
[2, p. 509, Lemma 4.8], S′〈σp〉 is a tame H(S′)-extension, so by Corollary 2, S′〈σp〉
824 Y. Miyata / Journal of Algebra 276 (2004) 794–825is a Galois H(S′)-extension. Further, by the assumption S ⊆ S′, S〈σp〉 ⊆ S′〈σp〉. Then,
by Theorem 7, noting b = [valK1(αpn−1 − 1)/p] = tn−1, we have S〈σp〉 = S ′〈σp〉 and
H(S′) = H(S) = o[(σ − 1)/πr0]. As H(S′)∗ is a Larson order by the assumption, we
have H(S′)∗ = o[{(σpi − 1)/πt ′i }i] for some integers t ′i satisfying (3). Immediately t ′n−1 =
pn−1e0 −r0 = pn−1e0 −1−[c1/p]. By H(S′) ⊇ EndoG(O),H(S′)∗ ⊆ A∗. Then by (26.1)
and (26.2), we have that if rn−i−1 = sn−i−1, t ′i  ti and if rn−i−1 = sn−i−1 + 1, t ′i  ti + 1.
Suppose t ′i = ti + 1, then by (25),
t ′i = ti + 1 = pn−1e0 − rn−i−1 + 1 = pie0 −
[
c1
pn−i
]
− 1 + 1 = pie0 −
[
c1
pn−i
]
.
By (3), we have
0 t ′n−1 − pn−i−1t ′i = pn−i−1
[
c1
pn−i
]
−
[
c1
p
]
− 1
= pn−i−1
[ [ c1
p
]
pn−i−1
]
−
[
c1
p
]
− 1 < 0,
a contradiction. Hence t ′i  ti , so H(S′)∗ ⊆ H(S)∗ and H(S′) ⊇ H(S). Since S is a Galois
H(S)-extension, by [5, p. 132, (26.3) Proposition]
S = {β ∈ O | H(S)β ⊆ O}.
Therefore
S ⊇ {β ∈ O | H (S′)β ⊆ O}⊇ S′,
hence S′ = S and H(S′) = H(S). The proof is completed. 
Corollary 3. Let S and i0 be as above. Then (i), (ii) and (iii) are equivalent.
(i) i0 = n.
(ii) H(S) = EndoG(O).
(iii) S = O.
Proof. (i) ⇒ (ii). As in the proof of Theorem 4, for 0 i < n, i < i0 and n − i − 1 < i0.
By (26.2), ri = si and hence H(S) = EndoG(o) by Theorems 3 and 6.
(ii) ⇒ (iii). By Theorem 8(i), S = {β ∈ O | H(S)β ⊆ O}, so S ⊇ O by the assumption
H(S) = EndoG(0). Thus S = O.
(iii) ⇒ (i). by Theorem 8(i), O is a Galois H(S)-extension. Then, by [2, p. 514,
Theorem 3], cn ≡ −1 (modpn) and so i0 = n. 
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