INTRODUCTION
Mathematical modeling of metabolism is a powerful technique for gaining sufficient quantitative understanding of complex metabolic pathways in order to alter the distribution of metabolic flux or to rationally design metabolic pathways for new products (Bailey, 1998) . The topic of mathematical modeling in plant metabolism is gaining attention and was recently reviewed (Giersch, 2000) . This paper examines several mathematical modeling approaches specifically applied to plant metabolism.
Plants can be grown as heterotrophic cell or tissue cultures in batch culture systems or in specially designed bioreactors. However, due to high costs, there are currently few commercial processes of products from plant cell and tissue culture (DiCosmo and Misawa, 1995) . Nevertheless, such plant cell culture systems are, in principle, amenable to many of the steady-state metabolic flux balance and isotopic flux balance modeling methods widely used for microbial fermentations. Of greater promise for the production of chemicals is the use of agricultural plants, and current metabolic engineering efforts are therefore largely focused on manipulating these whole-plant systems. Their multicellular, highly differentiated nature presents unique metabolic modeling challenges. Compared to heterotrophic microbial and mammalian cell and tissue culture systems, plants have several distinctive features. The most fundamental distinction is the incorporation of CO 2 by the Calvin-Benson cycle. As a result, carbon may enter into glycolysis at the level of triose phosphates or hexose phosphates. Higher plants are also extremely compartmentalized at the organ, tissue, and subcellular levels. The plastid is the most important subcellular metabolic compartment since it is responsible for carbon fixation, for lipid and amino acid biosynthesis, as well as for duplicating a majority of the glycolytic and pentose phosphate reactions found in the cytosol (Emes and Dennis, 1997) . Many plant metabolic processes involve collaboration between multiple subcellular compartments (e.g., photorespiration involves the chloroplast, peroxisome, mitochondrion, and cytosol) (Fig. 1) . A final difference that has the largest impact on modeling strategies is the rarity of steady-state conditions. Plants are subject to diurnal, circadian, and seasonal cycles, which result in a continual change in the expression and activity of enzymes. Metabolic modeling of these systems therefore demands dynamic approaches. The modeling of the biophysical properties of the tonoplast membrane provides an example of this oscillatory behavior of a subcellular metabolite transport system with direct metabolic implications in the regulation of Crassulacean acid metabolism (CAM) (Luttge, 2000) .
APPROACHES TO MATHEMATICAL MODELING OF PLANT METABOLISM
From a metabolic engineering perspective, the goals of mathematical modeling of metabolism are severalfold. First is the ability to make comparisons of metabolic flux between species or between transgenic and wild-type lines. The models that relate to the quantification of flux are considered under Metabolic Flux Analysis (Section 2.1). A second goal of modeling is the ability to predict the metabolic effects of environmental perturbation, or overexpression or knockout of specific genes, a principal objective of metabolic engineering. These models necessarily involve the solution of differential equations containing kinetic parameters that detail the interactions between substrates and enzymes and are considered under Kinetic Models (Section 2.2). A third type of mathematic approach, metabolic control theory or metabolic control analysis, concerned with quantifying the control of flux among different enzymes, is covered under Section 2.3.
Metabolic Flux Analysis (MFA)
Metabolic flux balancing. Metabolic flux balancing involves the calculation of intracellular fluxes using a stoichiometric model of all the major intracellular reactions and by applying mass balances around the intracellular metabolites. Important inputs for the calculations are a set of measured fluxes, typically the uptake rates of substrates and secretion rates of metabolites (Stephanopoulos et al., 1998) . This method relies on considerable background knowledge of biochemical reaction sequences in metabolic pathways and the underlying reaction stoichiometry, but requires no knowledge of enzyme kinetic properties (Nielsen, 1998) . Metabolic flux balancing is usually restricted to steady-state situations, but can be applied to batch and fed-batch cultures by assuming a pseudo-steady state (Chen et al., 1997; Varner and Ramkrishna, 1999a) .
The method generates detailed metabolic flux maps defining the contributions of various pathways to substrate utilization and product formation. When combined with genetic and environmental perturbations, it can yield valuable insights concerning the rigidity of flux splits at metabolic branch points and the existence of alternative pathways and can aid in the calculation of maximum theoretical yields (Stephanopoulos et al., 1998) . Its chief limitations are that it may require restrictive assumptions concerning cofactor dependence, it does not address the degree of reversibility of reactions, and it is unable to compute fluxes via metabolic cycles (Stephanopoulos et al., 1998; Varner and Ramkrishna, 1999b) .
The complex metabolic network topography and occurrence of multiple substrate cycles in plant systems, coupled with the existence of extensive compartmentation in plants, often renders metabolic flux balancing ambiguous (Roscher et al., 2000) . These problems are further exacerbated by the facts that steady-state assumptions of stoichiometric flux balance models often do not apply to diurnal and seasonal metabolic oscillations in plant metabolic systems (Roscher et al., 2000) . The principles of flux balance analysis are not readily extended to nongrowing plant organs, such as fully expanded, mature leaves, because the export fluxes (e.g., photoassimilate export via the phloem) are not easily measured in vivo.
Isotopic labeling. Isotopic labeling (often called isotope flux balancing) is generally applied to subsystems of metabolism to yield critical information about fluxes that cannot be deduced by metabolic flux balancing alone (Bonarius et al., 1997; Gombert and Nielsen, 2000; Schmidt et al., 1997; Stephanopoulos, 1999) . For example, flux splits at branch points that converge at a later point in a pathway can be determined with the use of isotope labels provided that there is an asymmetry between the two branches leading to different labeling patterns of the end-product (Stephanopoulos, 1999) . The complex metabolic topography of plant metabolic systems frequently demands the use of isotopic labeling strategies as opposed to flux balancing.
13
C isotopic labeling in combination with mass spectrometry (MS) and/or nuclear magnetic resonance (NMR) detection of labeling patterns of specific metabolites is a particularly powerful method Roscher et al., 2000; Stephanopoulos et al., 1998; Wittmann and Heinzle, 1999) . The use of positional can yield unprecedented information about fluxes via metabolic cycles and reversibility of reactions Petersen et al., 2000; Stephanopoulos et al., 1998; Wiechert et al., , 1999 . Transient labeling requires repeated sampling of the fractional enrichment of 13 C in intracellular metabolites in a time course. In contrast, steady-state labeling typically requires only a single measurement of abundances of isotopomers of metabolic intermediates or end-products at metabolic and isotopic steady-sate. Consideration of time courses of labeling typically requires solution of differential equations (Chance et al., 1983; Chatham et al., 1995) , or application of stochastic modeling principles (Cohen and Bergman, 1994) , and knowledge of pool sizes. However, consideration of labeling patterns at metabolic and isotopic steady-state simplifies to the formulation and solution of steady-state stoichiometric metabolic and isotopomer balances using matrix algebra (Roscher et al., 2000) . The balance equations yield a predicted set of isotopomer enrichments for a given flux distribution in the network that are independent of pool sizes. Provided that a sufficiently large number of experimentally observed fractional enrichments are available, the fluxes can be iteratively modified until finding the flux distribution that is in closest agreement with experimental observations (Roscher et al., 2000; Stephanopoulos, 1999) . This can be accomplished by nonlinear least-squares analysis or other optimization procedures (Chatham et al., 1995; Roscher et al., 2000) . Even with the extra metabolic information afforded by 13 C stable isotope labeling, plant metabolic systems are sufficiently complex that they often demand use of multiple isotopes to achieve unambiguous flux determinations. Thus,
C labeling is often combined with 14 C labeling to provide flux constraints that cannot be deduced by 13 C labeling alone (Dieuaide-Noubhani et al., 1995; Fernie et al., 2001) .
The work of Dieuaide-Noubhani et al. (1995) , using 13 C-and 14 C-labeled glucose to probe the central carbon metabolism fluxes of the maize root tip, is a particularly noteworthy example of the application of isotopic labeling methods combined with modeling for metabolic network characterization in plants. Their analysis reveals: (1) an extensive futile cycle of sucrose synthesis and hydrolysis in the cytosol, (2) the operation of the pentose-phosphate pathway in the plastid, (3) that synthesis of pentans may contribute to the unexpected finding that 14 CO 2 evolution is identical from supplied [1- a modified rat liver 6-phosphofructo-2-kinase/fructose-2,6-bisphosphatase (6PF2K/Fru-2,6-P 2 ase). The [1-13 C]glucose labeling data (specifically the redistribution of label between C1 and C6 of hexose-phosphate) allowed quantification of the metabolic flux from the triose-phosphates to the hexose-phosphate pool. This analysis showed increased levels of Fru-2,6-P 2 and greater resynthesis of hexosephosphates from triose-phosphates in the transgenic lines expressing 6PF2K/Fru-2,6-P 2 ase, but with surprisingly little impact on other aspects of carbohydrate metabolism (Fernie et al., 2001) .
The high degree of compartmentation of plant metabolism, i.e., multiple pools of metabolites, and the existence of duplicate pathways in different organelles, the occurrence of heterogeneous cell populations within a tissue or organ, and the difficulty in achieving metabolic and isotopic steadystate due to large, slowly turning-over polymer pools, represent the major challenges in applying isotopic labeling to plant systems (Roscher et al., 2000) . In principle, the problem of large storage pools can be addressed by considering the time courses of labeling, but this demands more rigorous mathematical analysis of transient labeling patterns. Dieuaide-Noubhani et al. (1995) approached this problem in maize roots, by prestarving the excised root tips for carbon to deplete the starch reserves, but this may have induced metabolic perturbations.
Whereas [1-
C]glucose is commonly used in metabolic studies in heterotrophic plant tissues (Dieuaide-Noubhani et al., 1995; Fernie et al., 2001; Roberts 2000) , Roscher et al. (2000) have urged the use of [2-
C]glucose, as this gives more detailed information concerning the fluxes via (and compartmentation of) the oxidative pentose-phosphate pathway (cf. human erythrocytes (Schrader et al., 1993) ). Glawischnig et al. (2001) have recently analyzed Zea mays kernels incubated to metabolic and isotopic steady state with mixtures of unlabeled glucose and [U-
C 6 ]glucose or unlabeled sucrose and [1,2-
C 2 ]acetate in order to ''retrobiosynthetically'' derive the origins of many intermediates based on isotopomer enrichments measured by 1 H and 13 C NMR. The approach holds much promise for the characterization of pathways of secondary product biosynthesis in plants and flux splits via alternative biosynthetic routes (see e.g. Arigoni et al., 1997; Shen et al., 2001; Werner et al., 1997) .
Intact leaves are not readily accessible to the above-mentioned steady-state labeling strategies with positional or bond-labeled 13 C substrates. In intact photosynthetic plant tissues 13 CO 2 is the most appropriate labeled substrate, but this provides positional information only in temporal labeling studies, not in steady state (Roscher et al., 2000) .
Radioisotope labeling methods are particularly well suited to sensitive flux analysis based on transient measurements.
The availability of diverse radiolabeled substrates and the high sensitivity of radioactivity measurements make radiolabeling methods particularly attractive for transient flux analysis in excised higher plant tissues. Analysis of transient radiotracer labeling data typically relies on the assumption that when an exogenously supplied radiolabeled metabolite is absorbed by a tissue or cell culture, the radiotracer is carried down the pathway at a rate that represents the in vivo metabolic steady-state flux (Stephanopoulos et al., 1998) . The rate of loss of label from the intracellular metabolite pool is proportional to the product of the specific radioactivity of the intracellular pool and the unknown steady-state flux. As in stable isotope labeling, iterative adjustments in flux assumptions can be made until the time course is satisfactorily accommodated, as judged graphically or statistically (McNeil et al., 2000a) . Important model constraints are measured total pool sizes (and hence specific radioactivity) of the intermediates in the tissue analyzed. However, interpretation of the labeling time courses often requires partitioning the measured total pools of intermediates between metabolically active and inactive pools that are in slow exchange with one another (Hanson and Rhodes, 1983; Kocsis et al., 1998; McNeil et al., 2000b) .
Generally, the magnitude of the ''pulse'' of isotopically or radiolabeled external metabolite must be carefully chosen Glycolysis in plant tubers (Thomas et al., 1997b ) Mitochondrial respiration (Affourtit et al., 2001; Krab, 1995) Leaf and chloroplast photosynthesis (Farquhar et al., 1980 (Farquhar et al., , 2001 Fridlyand, 1998; Fridlyand et al., 1998 ; C 3 plants Fridlyand and Scheibe, 1999, 2000; Gross et al., 1991; Kirschbaum, 1994; Kirschbaum et al., 1998; Pearcy et al., 1997; Pettersson and Ryde-Pettersson, 1988; Pettersson, 1997; Poolman et al., 2000; von Caemmerer, 2000 ) C 4 plants (Chen et al., 1994; Collatz et al., 1992; Ghannoum et al., 1998; He and Edwards, 1996; von Caemmerer, 2000) C 3 -C 4 intermediate plants (von Caemmerer, 2000 ) CAM plants (Blasius et al., , 1999 Luttge, 2000; Neff et al., 1998; Nungesser et al., 1984) Isoprene emissions (Zimmer et al., 2000) Xanthophyll cycle (Latowski et al., 2000; Lohr and Wilhelm, 2001; Sielewiesiuk and Gruszecki, 1991 ) PHA copolymer in transgenic plants (Daae et al., 1999 ) [ 14 C] Choline metabolism in transgenic tobacco (McNeil et al., 2000a; Nuccio et al., 2000) Choloroplast superoxide dismutase-ascorbate-glutathione pathway (Polle, 2001) (relative to the intracellular pool size) to avoid large intracellular pool size perturbations (i.e., disruption of the metabolic steady state) (Stephanopoulos et al., 1998) . When external pulses of radiolabeled metabolites are sufficiently large to perturb the metabolic steady state, kinetic modeling approaches must be applied (Gombert and Nielsen, 2000; McNeil et al., 2000a; Nuccio et al., 2000) .
Kinetic Models
Kinetic modeling is generally applied to small segments of metabolism to explain the behavior of metabolic subsystems in response to perturbations. Unlike steady-state isotopic labeling and metabolic flux balancing, this method requires detailed knowledge of enzyme kinetics as it relies on the use of kinetic expressions to relate reaction rates to substrate and effector concentrations (Gombert and Nielsen, 2000) . Several examples in the plant literature are shown in Table 1 . These examples illustrate a long history of dynamic carbon assimilation modeling in plants. Much of this progress was spurred by earlier advances in dynamic crop growth modeling (Loomis et al., 1979) and collaboration between plant physiologists, chemical engineers (Nungesser et al., 1984) , and mathematicians (Farquhar et al., 1980) . Leaf photosynthesis models for C 3 plants couple the known stoichiometry of the photosynthetic carbon reduction and oxidation cycles, and thylakoid electron transport, with detailed kinetic equations describing the carboxylation and oxidation reactions of ribulose bisphosphate carboxylase/oxygenase (Rubisco) as a function of [CO 2 ], [O 2 ], and [RuBP], the concentrations of phosphorylated ligands that modulate Rubisco activity, temperature, and light (von Caemmerer, 2000) . The model of Pearcy et al. (1997) is a dynamic model of leaf photosynthesis for C 3 plants that specifically accommodates the properties of the photosynthetic apparatus in regulating CO 2 assimilation in variable light regimes. It is modified from the steady-state Farquhar-von Caemmerer-Berry model (Farquhar et al., 1980) by explicitly including metabolite pools and the effects of light activation and deactivation of Calvin cycle enzymes and is coupled to a dynamic stomatal conductance model (Pearcy et al., 1997) . The CO 2 assimilation rate at any time is determined by the joint effects of the dynamic biochemical model and the stomatal conductance model on the intercellular CO 2 pressure (Pearcy et al., 1997) . Kirschbaum et al. (1998) have further extended this model to accommodate rate-determining factors under fluctuating light conditions, specifically, the time constants for gain and loss of activation of the RuBP regeneration component.
Biochemical kinetic models of the Calvin cycle in chloroplasts of C 3 plants have included starch synthesis and the interaction of the phosphate translocator of the chloroplast envelope with external reactants such as 3-phosphoglycerate, dihydroxyacetone phosphate, glyceraldehyde 3-phosphate, and inorganic (ortho)phosphate (Pettersson and RydePettersson, 1988; Pettersson, 1997; Poolman et al., 2000) . Chloroplast Calvin cycle models differ with respect to assumptions concerning the kinetics of reversible reactions (Pettersson and Ryde-Pettersson, 1988; Poolman et al., 2000) , whether or not they include competition between carbon dioxide and oxygen for Rubisco (Pettersson, 1997) , and starch degradation (Poolman et al., 2000) . The light reactions have typically been modeled by altering the V max of ATP synthesis from ADP and P i (Poolman et al., 2000) .
Both leaf and chloroplast models of photosynthesis are finding increasing utility in explaining the photosynthetic behavior of transgenic plants with altered expression of key enzymes (Rubisco, glyceraldehyde-3-phosphate dehydrogenase, sedoheptulose-1,7-bisphosphatase, the triose phosphate translocator, Rubisco activase, and carbonic anhydrase) (see e.g. Fridlyand et al., 1998; Fridlyand and Scheibe, 1999; Ludwig et al., 1998; Mott and Woodrow, 2000; Poolman et al., 2000; Ruuska et al., 2000; von Caemmerer, 2000; Whitney et al., 1999; and Section 2.3, below) .
Recent developments in kinetic modeling of polyhydroxyalkanoate copolymer production in plant plastids (Daae et al., 1999) , [ 14 C]choline metabolism in tobacco expressing chloroplastic or cytosolic choline oxidizing enzymes (McNeil et al., 2000a; Nuccio et al., 2000) , and the superoxide dismutase-ascorbate-glutathione cycle in chloroplasts (Polle, 2001 ) highlight the growing importance of dynamic modeling in designing rational plant metabolic engineering strategies, defining critical components within complex systems, and formulating testable hypotheses. Using metabolic control analysis (Section 2.3, below) and dynamic simulation, Daae et al. (1999) conclude that the rate of production of the copolymer poly(3-hydroxybutyrate-co-3-hydroxyvalerate) (P (3HB-3HV) ) and the 3HV/3HB ratio will be critically dependent on the absolute and relative levels of expression of the three enzymes (b-ketothiolase, acetoacetyl-CoA reductase, and poly(3-hydroxybutyrate) synthase), as well as the supply of the substrates acetyl-CoA and propionyl-CoA. Kinetic modeling of [ 14 C]choline metabolism in tobacco has helped focus attention on the need for engineering not only an increased capacity for synthesis of choline moieties in the cytosol (McNeil et al., 2001) , but also increased choline transport from the cytosol to the chloroplast (McNeil et al., 2000a; Nuccio et al., 2000) , in order to achieve desired flux to the osmolyte glycine betaine in transgenic plants expressing chloroplastic choline monooxygenase and betaine aldehyde dehydrogenase. The theoretical model of the complex interactions in the network of redox reactions in the chloroplast (Polle, 2001 ) provides a ''working hypothesis'' of how genetic perturbations (mutation or transgene overexpression) will influence cycle fluxes and pool sizes of oxidants and antioxidants. For example, the model predicts that: (a) low superoxide dismutase (SOD) activity can be partially compensated by increases in antioxidants and ascorbate peroxidase (APX), monodehydroascorbate reductase (MDAR), and glutathione reductase (GR) activities; (b) high SOD cannot compensate for low APX, MDAR, and GR; and (c) dehydroascorbate reductase is likely dispensable because the slow chemical reduction of dehydroascorbate by reduced glutathione is sufficient to recycle ascorbate (Polle, 2001) .
Although in our review of the literature we found no mention of application of biochemical systems theory toward modeling plant metabolism, we believe it deserves mention. The goal of the approach, originated by Savageau, is to formulate a set of equations that can be used for simulation and analysis of the control of metabolic networks (Savageau, 1976 ). An advantage of this approach is that the models can be useful for modeling under conditions under which there is uncertainty about the kinetic parameters. For further details and examples of its application we suggest the text by Voit (2000) .
Metabolic Control Analysis (MCA)
MCA is a mathematical framework designed to assign quantitative values for the control of metabolic flux (Kacser and Burns, 1973) . For an excellent introductory overview of definitions, theorems, and experimental details we recommend the text by Fell (1997) . MCA provides complementary information compared to MFA and differs in both the modeling and the experiments. For example, while MFA provides measurements of flux around branch points, MCA assigns values of control to competing enzymes around a branch point. The sensitivity of the interaction between the parameters of a metabolic system, e.g., enzyme activities and variables such as flux or metabolite concentrations, are characterized by control coefficients. For example, flux control coefficients (FCCs) are defined as the relative change in steady-state flux to an infinitesimal change in enzyme concentration. Importantly, the flux control coefficient of any enzyme is not a constant, but rather is a property of the system and can change with environmental conditions and as a result of alterations in the flux control coefficients of neighboring enzymes (Fell, 1997) . Another key parameter is the elasticity coefficients, which are the sensitivity of an isolated enzyme to an infinitesimal change in metabolite concentration.
The experiments to determine FCCs may be direct or indirect. The direct approach is to modulate enzyme levels and measure the resultant change in flux. Enzyme levels can be perturbed through the use of inhibitors, titration with purified enzyme, breeding through classical genetics, and, increasingly, molecular genetics. Such an approach was used by Stitt and co-workers in investigating the control of photosynthesis by Rubisco . Tobacco plants were transformed with an antisense rbcS, the gene encoding the small subunit of Rubisco . Using plants containing different levels of Rubisco activity, the FCCs of the CO 2 assimilation rate for Rubisco were calculated. The FCCs were examined under different levels of irradiance, humidity, and CO 2 partial pressures. At low levels of Rubisco (ca. 20% wildtype) the control coefficient was near unity. On the other hand, it decreased significantly under low irradiance or high CO 2 . Estimates for control by stomatal conductance of CO 2 were calculated by evaluating the elasticity of CO 2 transport as well as the kinetic properties of Rubisco. Application of the elasticity theorem showed that the FCC for stomatal conductance varied between 0 and 0.25.
A similar direct approach was utilized for the analysis of metabolic control of glycolysis in potato tuber tissue (Thomas et al., 1997a) . In this case, the investigators overexpressed the gene for phosphofructokinase (PFK) in several lines. The analysis utilized deviation indices that are similar to FCCs but apply to systems that have been perturbed by a finite change in the level of enzymes, which is a proper analysis for transgenic plants. A major restriction to the general use of the approach is that each step should be linear in kinetics with respect to the substrate and product, which typically occurs when [S] and [P] are less than K m or K i , respectively. The results were in line with previous examinations of metabolism with PFK in potato tubers (Hajirezaei et al., 1994) . A majority of the results support a general tenet of MCA that no single enzyme usually holds significant control over flux through a pathway, even if the enzyme is supposed to be ''rate-limiting'' or a ''bottleneck'' enzyme.
The analysis of flux control coefficients for lightstimulated lipid biosynthesis was accomplished by the use of specific enzymatic inhibitors (Harwood et al., 1999) . In chloroplasts, the control coefficient for acetyl-CoA carboxylase was determined to be above 0.5, which implies it has a major influence on the rate of lipid synthesis. This high value was confirmed by another experiment that utilized perturbation of flux by the addition of metabolic intermediates and measuring the changes in flux (Harwood et al., 1999) .
The indirect approach for determination of FCCs involves measuring elasticities and calculating the FCCs via the connectivity theorem (Kacser and Burns, 1973) . The requirements for success of this approach are a valid kinetic model and parameters for each enzyme in the pathway and values for steady-state intracellular substrate concentrations. Thus, with a nonlinear model of a metabolic pathway one may calculate the FCCs. The elasticity is calculated by evaluating the partial derivative of the reaction velocity with respect to the substrate concentration at [S]/n. A kinetic model of the Calvin cycle was used to calculate the flux control coefficients for leaf photosynthesis. The results generally agreed with the data of Stitt et al. (Pettersson, 1997; Stitt et al., 1991) . However, the FCC value of Rubisco under a specific physiological condition was reduced from 0.7 to 0.37. Hence, it appears that under physiologically relevant conditions, Rubisco still has significant influence over photosynthesis, but not predominance (Pettersson, 1997) . Recently, MCA was applied to photosynthesis utilizing an expanded kinetic model of the Calvin cycle, without the application of any equilibrium assumptions (Poolman et al., 2000) . Like earlier findings, Rubisco had significant control over assimilation flux; however, sedoheptulose-1,7-biphosphatase also exerted significant control over CO 2 assimilation. This approach was also used to evaluate polyhydroxyalkanoate copolymer production in plants (Daae et al., 1999) . From the calculation of FCCs, the authors concluded that the b-ketothiolase has significant control of the copolymer synthesis.
In addition to the direct method of PFK overexpression discussed previously, the analysis of glycolysis in dark potato tuber tissue was also examined by indirect methods. Fell and co-workers utilized intracellular concentrations of glycolytic intermediates and published kinetic data to analyze the contribution of PFK to flux control (Thomas et al., 1997b) . Their analysis served as validation of the calculated deviation indices for PFK. Again, a majority of the control of flux was associated with pyruvate kinase, the first step downstream of PEP and not on the generally accepted feedback-inhibited PFK. The transfer of control to the steps that immediately follow the metabolite serving as a feedback inhibitor is a general prediction of MCA (Kacser and Burns, 1973) .
CONCLUDING DISCUSSION AND FUTURE DIRECTIONS
The mathematical and computational tools of metabolic flux and control analysis summarized above are essential metabolic engineering tools, guiding the rational redirection of metabolic fluxes (Stephanopoulos, 1999) . The more complex metabolic topography and compartmentation of metabolism, both at the organ and at the organellar levels, have demanded focus on relatively small metabolic subsystems in plants. As in animal metabolic systems, calculation of mass and isotopic balance for the entire system is often not feasible, and specialized isotopic techniques may be needed (Kelleher, 2001) . Plant metabolic modeling has long embraced isotopic labeling and dynamic approaches. Emphasis on kinetic modeling methods is clearly evident in the plant metabolic modeling literature (Table 1) . Continued advances in in vivo NMR (Ratcliffe and ShacharHill, 2001 ) and MS (Roessner et al., 2000; Trethewey, 2001; Wittmann and Heinzle, 1999) , coupled with stable isotopic labeling and mathematical analysis of the pool size and labeling data, may help to fill many remaining gaps. Quantitative approaches to the analysis of metabolite transport rates between compartments in vivo, gene expression, protein synthesis, turnover, and covalent modifications will be needed to extend the predictive capabilities of existing metabolic models to multiple compartments over longer time scales.
There is increasing interest in combining dynamic kinetic modeling with genomically based metabolic flux balance models to simulate large metabolic networks in microbial systems (Tomita, 2001) . Such large-scale dynamic models have recently taken advantage of cybernetic modeling principles to consider the missing details of regulation at the transcriptional and translational levels required to explain the metabolic rewiring that can often occur in response to genetic change (Varner, 2000) . Cybernetic models have been successfully applied to microbial growth on mixed substrates (Ramakrishna et al., 1996) and microbial amino acid biosynthesis (Varner and Ramkrishna, 1999a) . This work is still in the initial stages of development for application to microbial systems (Varner, 2000) , but holds future promise for other more complex systems, including plants.
Quite reasonably, the focus of mathematical modeling of plants has been applied to photosynthesis, with the majority of other models focused on central metabolism. However, there are an enormous number of important and interesting problems related to integration of carbon and nitrogen metabolism, plant secondary metabolism (Srinivasan et al., 1996) , and one-carbon metabolism (Hanson and Roje, 2001 ). ACKNOWLEDGMENT D.R. was supported by a grant from the DOE (DE-FG02-99ER20344).
