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ABSTRACT 
It is proved that the resolution problem of an operator boundary-value problem for 
a second-order differential operator equation with constant coefficients is solved in 
terms of solutions of certain algebraic operator equations. Explicit expressions of 
solutions are given. 
1. INTRODUCTION 
Through this paper, H will denote a separable, complex Hilbert space, 
and L(H) will denote the algebra of all bounded linear operators on H. If T 
is in L(H), a(T) denotes the spectrum of T, and u,,(T) denotes its approxi- 
mate point spectrum. Also us(T) denotes its approximate defect spectrum, 
defined by u,(T) = {A E Q=; T - h is not onto}. If T* denotes the adjoint 
operator of T, then [lo, 54.71 
or(T) = dT*), u,(T) = u,(T*). 
It is well known that the resolution problem of a scalar second-order linear 
differential equation with constant coefficients, 
f(t)+a,i(t)+a,x(t)=O, 
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is solved by the determination of the roots of the associate algebraic equation 
The resolution problem of the operator differential equation 
iz(t)+ A&)+ A,,X(t) =0 (1.1) 
appears in the analysis of vibrational systems [3]. In this paper we consider 
the resolution problem of boundary-value problems for Equation (1.1). In 
analogous way to the scalar case, we obtain sufficient conditions for these 
resolution problems, from the existence of a solution of the algebraic operator 
equation 
X” + A,X + A,, = 0. (1.2) 
The resolution problem (1.2) is related to the linear factorization of the 
polynomial operator 
L(h) = AZ + XA, + A,. 
For the finite-dimensional case, it is known [3] that we can obtain a 
factorization L(X) = (XI + X,)( XI + X,) when the companion operator 
of L(X) is diagonable. The infinitedimensional case is treated in a more 
general context in [7]. 
It is clear that if L(X) = (hZ + X,)(XK + X,), then - X, is a solution of 
(1.2). Otherwise, Equation (2.1) can be unsolvable. In fact, if A, = 0 and the 
operator - A, has no square root, (for instance, if - A,, is an injective 
unilateral weighted shift [8, p. 63]), then (1.2) is unsolvable. 
2. ON THE OPERATOR EQUATION X” + A ,X + ,4,, = 0 
This section is concerned with the resolution problem of Equation (2.1). 
By application of annihilating functions of the coefficient operators, this 
equation is reduced to a linear operator equation of the type R ,X + R,, = 0. 
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Moreover, in the finite-dimensional case, every algebraic operator [6, p. 631 is 
annihilated by a polynomial. It is easy to show that an injective unilateral 
weighted shift on an infinite-dimensional Hilbert space H is not annihilated 
by any nontrivial polynomial. 
Let D denote the open unit disc in the complex plane, and let H” denote 
the Banach algebra of all bounded, analytic functions on D, under the 
supremum norm. If T is any completely nonunitary contraction on H, one 
has the Sz.-Nagy-Foias functional calculus @r defined on H x, @‘r : H” + 
L(H), and for the class C, of those completely nonunitary contractions T, 
there exist a nonzero function f E H” such that f(T) = 0 [5, p. 1231. In [l] 
and [9] are given several classes of operators which are annihilated by analytic 
functions. 
THEOREM 1. Let X be a solution of the operator equation (1.2), and let 
a = IIAOll+ IIAlll. If f(z) =LOanZn is an analytic function in the disc 
(z( < p, where 1 < p, a < p, and f(x) = 0, then X satisfies the linear operator 
equation 
B,X + B” = 0, (2.1) 
where 
Bi= c anQn,i, j =O,l, 
?l>O 
[Qo,o; Qo,,] = Lo; 11, 
Q*,j=Qn-l,j-l-Qn-1,1Aj, 
Qn-1.-l=O forall n>l. 
Proof. Let Q,(X) be the operators defined by 
X=Qo(Xh 
X2= -A,-A,X=Q,(X), 
X3=X2X= -A,X-A,X2=Q2(X), 
(2.2) 
(2.3) 
X2+“-‘=Q”(X). 
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It is easy to show that 
Q”(X) = on.0 + Q,,.1XI na0, (2.4) 
where Q,, j can be obtained recurrently from the coefficient operators A j and 
from (2.2). In fact, from (2.1), (2.3), and (2.4) it follows that 
Qn(X)=X2+n-1=Xz+n-2X=~n_I(~)~=(~n~1,0+~,~_1,1~)~ 
= Qn-d + Qn-J2 = - Qn-l,,A, + (Qp1.0 - Qn_ ,,IA,)X. 
Considering the expression of Q,(X), given by (4.2), we have 
On.0 = - Q~-LIAoT On.1 = Qn-LO - Q,-I,lA,. 
Thus [Q,,,o; Qn,ll = [Qn_l,o;Qn-l,I]CL for all n > 1, and from (2.2) we 
obtain 
[Q~,G Q,.,I = LO; WC n a 1. (2.5) 
By the hypothesis, the operator series C n z 0a n(CL)tl is norm convergent in 
L( X@X). From (2.5) the convergence of the operator series 
c a,,Q,,j, j=O,L 
11 2 0 
follows. Postmultiplying the expression f(X) = C, r OanXrl = 0 by X and 
considering (2.3) and (2.4), we obtain 
the following result is a converse of Theorem 1. 
THEOREM 2. Let f(z)=C,20a,z” be an analytic function which 
satisfies the properties of Theorem 1, such that 
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and B, is invertible with B, 1 = B,,B;‘Bo. Then any solution of (2.1) 
satisfies (1.2) 
Proof. From the hypothesis, the operator f(C,) is well defined, and we 
are going to see that any solution X of Equation (2.1) is also a solution of the 
equation 
B,,, + B,,,X = 0. 
From the hypothesis B,,, = B,,,B; ‘BO, premultiplying the equation (1.2) by 
B,, ,B; ‘, and substituting, it follows that X satisfies the equation 
B,,, + B,,,X = 0. (2.6) 
From the commutativity between f(C,)C, and C,f(C,), and equating the 
last rows of these operators, it follows that 
- B,B, = - A,B, 1 - A,B,,, 
B, - B,Ar = - A,B,,, - A,B,, 
from which we obtain 
A,Bj = B,A, - AoBj 1 - Bj_l, j = O,l, (2.7) 
with the convention that B_ r = 0. 
Premultiplying equation (1.2) by A, and from (2.7), it follows that 
A,B, + A,B,X = 0, 
i( B,A, - A,B,,,- Bi+)Xj= 0, (2.8) 
j=O 
BP% - A,%,, + (B,,, - A,B,,1- 8,)X = 0. 
Considering (2.6), it follows that B,,, = - B,,,X, and sustituting this expres- 
sion into (2.8) yields 
B,A, + B,A,X - B,X = 0. (2.9) 
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Postmultiplying Equation (1.2) by X, it follows that Z3,X2 = - Z&X, and after 
substitution into (2.9), it is deduced that 
B,( A,, + A,X + X2) = 0. 
Premultiplying by B F’, the result is concluded. w 
3. BOUNDARY-VALUE PROBLEMS FOR THE EQUATION 
X(T)+ A&T)+ A,X(T) = 0 
We begin this section considering the Cauchy problem 
X(t) + A&t) + A,,X(t) =O, 
X(9) = Co, X(0) = c,, (3.1) 
where C, and A i, i = 0, 1, are bounded linear operators on a separable 
Hilbert space H. Making X = Y,, X = Ya, the resolution problem is reduced 
to a linear differential operator system on H @ H: 
ii(t) = _(a,, _Ll][ ;;i;;] Y(O) = [;;I. (3.2) 
LEMMA 1. Zf X, is a solution of Equation (2.1), then a solution of the 
problem (3.1) is given by the expression 
X(t)=exp(X,,t)C,,+/‘exp(X,(t-u)]exp(nX,)D&, (3.3) 
0 
where X, = - (X, + A,) and D = C, - X,C,. 
Proof. The system (3.2) can be expressed as 
e) = Cr,Y(t), Y(O) = 
co I I c 1 
BOUNDARY-VALUE PROBLEMS 
Let J be the operator 
35 
It is straightforward to prove 
and considering the transformation Y(t) = JZ(t), it follows that 
Y(0) = O!(O), Z(O), Z(0) = J_‘Y(O) = , 
and thus the initial problem is reduced to the following linear system: 
Z(O)= [Ci_c;OC~J. 
By decomposition of last system we obtain 
Z,(t) = X”Z,(Q + Z,(t), Z,(O) = CO, 
Z,(t) = X,Z,(t), Z,(O) = c, - x(+2(). 
Solving (3.4) we obtain Z,(l) = exp(tXi) D, and substituting in 
equation of (3.4) and solving, we have 
Z,( t ) = exp( X,t) CO + /kxp[ X0( t - u)] exp( X,u) Ddu. 
0 
From (3.5), (3.4), and Y(t) = ./Z(t), it follows that 
X(t) =Y&) = z,(t), X(0) = z,(o) = CO, 
A(o) = X,Z,(O) + z,(o) = x,c, + c, - x,c, = c,, 
and the result is proved. 
(3.4) 
the first 
(3.5) 
n 
The following theorem solves a boundary-value problem related to (1.1). 
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THEOREM 3. We consider the problem 
T%(t)+ A,%(t)+ A,X(t) =O, 
F%(a) - X(O)G = E, (3.6) 
where the coefficients are bounded linear operators on H, and a > 0. If X,, is 
a solution of Equation (2.1), and 
(3.7) 
then the problem (3.6) is solvable and a solution is given by 
X(t) = exp(X,t) 0, t E [O,~], 
where C, is a solution of algebraic equation 
AX-XB=C 
and 
A = FX,,exp(aX,), B=G, C=E-Fexp(aX,), X,= -(Xo+A,). 
Proof. Given X,, from Lemma 1 it follows that a solution of the problem 
(3.1) has the expression (3.3). Taking C, = X,C,, it results that D = 0 and 
X(t) = exp(tX,)C,, t E [OAI, (3.8) 
where C, = X(0). From (3.8) and by differentiation, it follows that 
k(t)=exp(tX,)X,C,=X,exp(tX,,)C,=X,X(t). (3.9) 
From here, the boundary-value problem of (3.6) is verified if there exist a 
solution C, for the equation 
FX,exp( aX,)C, - C,G = E. (3.10) 
From Theorem 5 of [2, pp. 13871 and the hypothesis (3.7) the equation (3.10) 
is solvable. We conclude that X(t) given by (3.Q where X,, is a solution of 
(2.1) and C, is a solution of (3.10), is a solution of the boundary problem 
(3.6). n 
In order to obtain an explicit solution of (3.6) it is clear from (3.8) that it 
is necessary to find an explicit expression for a solution of Equation (3.10). 
For the finite-dimensional case, such an expression is available. 
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COROLLARY 1. If H is finitedimensional, and one replaces the hypothe- 
sis (3.7) in Theorem 3 with the hypothesis a(FX,exp(cuX,))n a(G) =o, 
then a solution of (3.6) is given by (3.Q where C, has the expression 
2 pk[FXoexdaX~)lk 
-1 
k=O 
x 5 i pj[FX,exp(aX,)]‘~‘EGki 
i k=l j=l 
where p(h) = C;,,pJk, the characteristic polynomial of G. 
Proof. The result is a consequence of Theorem 3 and [4]. n 
REMARK 3.1. Note that for the finite-dimensional case, a solution X, of 
Equation (2.1) is available if the companion operator CL is diagonable [l], 
and thus from this hypothesis and (3.7), an explicit solution of the problem 
(3.6) is given by Corollary 1. 
In the following we consider a different boundary. 
THEOREM 4. Zf X, is a solution of Equation (2.1) and F, G, E, and 
a > 0 satisfy the property 
us(Few(aXo)) n q,(G) =a, (3.11) 
then the problem 
X(t)+A,X(t)+A,X(t)=O, 
FX( a) - X(O)G = E 
is solvable, and a solution is given by 
X(t) =exp(tX,)C,, t E [o,cy], 
where Co is a solution of 
(Fexp( oX,))X - XG = E. 
(3.12) 
(3.13) 
(3.14) 
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Proof Taking C, = X,C, in Lemma 1, the expression (3.13) yields a 
solution of Equation (1.1). X(t) satisfies the boundary condition given by 
(3.12) if there exists a solution of Equation (3.14), because FX( a) - X(O)G = 
Fexp(cyX,) C, - C,G. Moreover from Theorem 5 of [2, p. 13871, and from the 
hypothesis (3.11), Equation (3.14) is solvable. n 
COROLLARY 2. lf H is jInitedimensionu1, X, is u solution of (1.2), and 
F,G,X,, and a:>0 satisfy the hypothesis a(Fexp(X,,cu)no(G)=IZI, then 
X( t ) giuen by (3.13) satisfies (3.12), where Co is 
Co = f pk[Few(4,)] k $ i pj[Fexp(cYX,,)]jm ‘EG”-j 
k=O k-1 j=l 
and p(h) = C;l!,p,Ak is the characteristic polynomial of G. 
Proof. The result is an easy consequence of Theorem 4 and [4]. H 
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