ABSTRACT Chaotic systems have been used to generate the substitutional box structures. The existence of endless possibilities for the selection of the initial conditions and control parameters of the chaotic system has made it a necessity to use the optimization algorithms for generation of chaos based substitutional box structures. Most appropriate initial conditions and control parameters have been determined for four different discrete time chaotic systems using seven different optimization algorithms. A new substitutional box generation algorithm has been proposed using the optimum chaotic parameters values parameter values.
I. INTRODUCTION
There are usually multiple solutions of many problems. Therefore, the aim of the researchers is to obtain the best solution from among existing solutions. If the solution space is too large, optimization algorithms are indispensable since traditional approaches are insufficient [1] , [2] . One of these problems called computational hard is the design of chaos based cryptographic protocols. After suggesting that randomized behavior of chaotic systems can be used in the design of cryptographic protocols, many proposals are presented in the literature [3] . One of the most successful examples of these proposals is the chaos based s-box structures. Many researchers claimed that chaos based s-box structures may be an alternative to application attacks especially side channel attack. This claim has been proved by experimental results in a recently published study [4] . This study showed that chaos based s-box structures are more resistant to side channel attacks.
The basic design principle of the chaos based s-box structures is based on the conversion of chaotic system outputs, which are a strong entropy source, to s-box values. The reason why chaotic systems are considered to be a strong entropy source is that these systems are highly sensitive to the initial conditions and control parameters. In other words, very small changes in the initial conditions and control parameters cause
The associate editor coordinating the review of this article and approving it for publication was Kashif Saleem. very different outputs [5] . However, chaotic systems do not show chaotic behavior for each value of the initial conditions and control parameters. The first requirement in the design of chaos based cryptographic protocols is the chaotic behavior of the chosen system [6] . Therefore, care must be taken when selecting initial conditions and control parameters. The initial conditions and control parameters of the chaotic systems are real-valued at the interval in which they are defined. So it has an infinite value space. Optimization algorithms are needed to select the strongest chaotic structure from this infinite space.
The aim of this study is to determine the most suitable chaos based entropy source using optimization algorithms. This entropy source has been used in the design of the substitutional boxes (s-boxes), which is a basic cryptographic primitive. In the study, the optimal initial conditions and control parameters have been determined for four different discrete time chaotic systems using seven different common known optimization algorithms Differential Evolution (DE) [7] , [8] , Particle Swarm Optimization (PSO) [9] , [10] , Symbiosis Organisms Search (SOS) Algorithm [11] , Gravitational Search Algorithm (GSA) [12] , Harmony Search Algorithm (HS) [13] , Golden Sine Algorithm II (GoldSA-II) [14] . Chi-square test has been used as the goal function of optimization algorithms. Many s-box structures generated has performance characteristics with the highest performance values.
The study consists of six sections. In the second section, the logic of generating chaos based entropy source is explained. In this section, most appropriate initial conditions and control parameters are determined by using optimization algorithms. In the third section, it is explained step by step how to generate s-box structures by using the optimum entropy source. The analysis results of the s-box structures obtained are given in the fourth section. The findings are discussed in the fifth section. The study is summarized in the last section.
II. GENERATION AND OPTIMIZATION OF CHAOS BASED ENTROPY SOURCE
In the literature, one of the most widely used chaos based randomness (entropy source) generation approaches is the conversion of chaotic system outputs to bit sequences [15] - [25] . A threshold value is determined to generate the entropy source and the 0 or 1 bit values are generated by comparing the chaotic system output with this threshold. The mathematical model of this approach is given in Eq. (1).
Many different chaotic systems (discrete-time, continuoustime, time-delayed or hyper-chaotic) have been used in the literature as an entropy source. The study is based on discretetime chaotic systems. The reason for this choice is simple mathematical models. The mathematical models of the chaotic systems used in the study are defined are given in Table 1 [6] .
In optimization algorithms, a objective function is selected. In order to achieve this objective, the values of the decision variables are decided. The aim of this study is to provide statistical randomness. One of the ideal solutions for measuring statistical randomness (in terms of simplicity and effectiveness) is the chi-square test. Therefore, chi-square test has been used as the objective function. The decision variables are the initial conditions and control parameters of the chaotic system.
While generating the entropy source with the proposed method, each chaotic system output is converted to a bit value. Since values from 0 to 255 will be required when generating s-box structures, values from 0 to 255 are obtained by dividing the entropy source into 8-bit blocks. The chisquare test analyzes whether the data is uniformly distributed. Therefore, the number of produced from 0-255 is measured in the entropy source produced. 524,288 (256 * 256 * 8) bits have been produced using each chaotic system in Table 1 . The ideal expected state is 256 from each value between 0-255. The value of the chi-square function is calculated as in Eq. (2).
As a result of running 5 rounds of seven different optimization algorithms (the population number = 20, the maximum number of iterations = 100), calculated Chi-square values are given in Table 2 .
The chi-square test is a hypothesis test. Our hypothesis is that the entropy source is uniformly distributed. In order to measure the hypothesis, the calculated chi-squared values should be smaller than the confidence values. Table 3 shows the confidence values for 256 degrees of freedom. It is observed that the best chi-square values in Table 2 provide all confidence values except Sine Map. Table 4 presents the values of the initial conditions and control parameters that provide the best statistical randomness requirements given in Table 2 for the four chaotic systems.
III. PROPOSED S-BOX GENERATION METHOD
After the generation of the optimum entropy source, s-box values have been obtained by using the algorithm given below The working principle of the algorithm is given in Figure 1 .
Step 1. Create an s-box with all cells empty.
Step 2. Get a value the entropy source.
Step 3. Check whether the value is in the current s-boxes.
Step 4. If s-box tables contain this value they are not processed.
Step 5. Else; the value is placed in the empty cell of the s-box In order to better understand the logic of the algorithm, it is shown how 2 × 2 size s-box tables can be generated. It has been assumed that 32 data in the dataset selected as the entropy source and whose values range from 0-3 have been generated using algorithm steps as shown in Figure 1 . Nine s-boxes have been generated using the example entropy source. The last two s-boxes have been erased because they cannot be filled.
Using seven different optimization algorithms, four different chaotic systems have been used to construct an entropy source. Aim of using data to provide the chi-square test for confidence values. Using the above algorithm, 21349 different s-box structures have been obtained from this entropy source.
IV. ANALYSIS OF GENERATED S-BOX STRUCTURES
S-box structures are one of the basic primitives used to design of cryptographic protocols especially block cyphers. There are various methods used in the s-box design process. Among these, the most commonly known one is proposed by Nyberg and used in the AES block encryption algorithm. Following the emergence of various problems of this design approach, alternative designs have been investigated. Chaos based s-box designs have become increasingly popular. To demonstrate practical applicability, the chaos based s-box designs are generated in 16 × 16 sizes and values of s-box ranging from 0-255. To assess the quality of these designs, five basic requirements are used in the literature.
These are Bijective, Nonlinearity, Strict Avalanche Criterion (SAC), Bit Independence Criterion and Input/Output XOR distribution [26] , [27] .
''Bijective criterion checks whether each element is unique. A boolean function fi is bijective if it satisfies Eq. (3).
In the Eq. (3) a i ∈ {0, 1} (a 1 , a 2 , . . . , a n ) = (0, 0, . . . , 0) and ωt ()is the hamming weight [27] . Nonlinearity is one of the most important properties of s-box. For testing of this property, firstly s-box is expressed by linear equations. The mathematical structure for this test is given in Eq. (4) .
The general structure of the Walsh spectrum, which is the critical parameter in Eq. (4), is given in Eq. (5) [27] .
where ω GF(2 n ) and x.ω is the dot product of x and ω.
Another important test criterion for s-boxes is Strict Avalanche Criterion (SAC). This test criterion proposed by Fesitel. This test criterion measures the extent to which the change occurring at the input is reflected to the output. in the ideal case, it is desired that one bit change in the input change half of the output bits [26] , [27] .
The Bits Independence Criterion (BIC), a hybrid measurement for the detection of s-box structure, analyzes the effect of the two previous test criteria on the output bits. This test is firstly proposed by Tavares and Webster. It is desirable that both Boolean functions in Eq. (7) should also satisfy nonlinearity and strict avalanche criterion for the success of this criterion [27] .
VOLUME 7, 2019 The last measurement is the XOR distribution. This criterion is related to differential cryptanalysis. The highest value in the s-box should be as small as possible. The mathematical structure in Eq. (8) is used to calculate these values. In the Eq. (8) X symbol is all possible input values [27] . Table 5 shows the comparison of these five criteria for the chaos based s-box structures published in SCI/E journals in the last decade. The bijective criterion checks whether the values are unique in the s-box. Since many designs meet this requirement in the design architecture, it is not used as an evaluation criterion in Table 5 .
When Table 5 is analyzed, it is observed that the approximate mean value for nonlinearity criteria is around 103. The average analysis results for the 21,349 s-box produced using the method proposed in Table 6 are given. The graphical distribution of the analysis results is given in Figure 2 . It is observed that the average values calculated for all s-box structures produced from the analysis results are as efficient as the average s-box structure in the literature.
Using the proposed method, the number of s-boxes whose performance is above the average in the literature is 6,332. Table 7 shows how many s-boxes are produced above the average performance criteria.
Ref. [35] and Ref. [77] shows what the highest performance values can be reached for the chaos based s-box structures. In these studies, it is stated that the highest value that can be reached for nonlinearity is 106.75 and the lowest value that can be calculated for I/O XOR distribution is 10. The best s-box designs obtained by using the proposed method in the study have been confirmed these highest values that could be reached. Table 8 presents the performance analysis of the best s-box structures obtained for proposed algorithm. An example s-box with the best performance characteristics is given in Table 9 using the proposed method.
V. DISCUSSIONS
Standard test functions are generally used for performance evaluation of optimization algorithms [1] , [3] , [14] . These test functions allow the optimization algorithms to be evaluated in different ways. Because these functions created by artificial means are not sufficient to make an individual evaluation, various real world problems are used to evaluate the success of optimization algorithms for real world problems. In this study, the problem of providing statistical randomness which is a real world problem is discussed. It offers various opportunities to perform performance evaluations of large solution space optimization algorithms. The most important reason for using optimization algorithms is the existence of an infinite space for the selection of initial conditions and control parameters of chaotic systems. optimization algorithms are required to make this selection in the most effective way. The most suitable parameters were used to mean the parameter values VOLUME 7, 2019 that would produce the chaotic outputs that provide the chisquare randomness test in the best way. it may be early to describe these values as a criterion.
One of the important outcomes of the study is that different optimization algorithms should be used for different problems. It has been observed that entropy sources with the best randomness properties were obtained for the chisquare test with different optimization algorithms for four different chaotic systems used in the study. From this point of view, it is seen that the most efficient optimization algorithm is the GoldSA-II algorithm for the problem of providing statistical randomness when Table 2 is examined. According to the average chi-square test results, the optimal initial conditions and control parameters for three of the four different chaotic systems have been obtained by this algorithm. The GoldSA-II algorithm follows DE, PSO and ACO algorithms in performance.
The optimization algorithm which has the worst performance criteria for the real world problem is observed to be GSA. The high values of the chi-square values calculated in Table 2 reflects this negativity. Another drawback confirming this problem can be obtained from Table 7 . It has been observed that s-box structures generated from the entropy source created with GSA have worse performance criteria than the s-box structures produced from entropy sources generated by other optimization algorithms.
A further analysis can be obtained from Table 7 , which demonstrates that the problems of generating the entropy source and s-box structures to make performance comparisons of the optimization algorithms are an appropriate test approach and which confirm the above implications. In Table 7 , the success of GoldSA-II, DE, PSO and ACO algorithms is seen to be directly proportional to the high number of s-boxes with above average performance characteristics. Similarly, it is observed that the GSA algorithm reflects its failure to the number of s-boxes according to other optimization algorithms.
In the study, four different chaotic systems have been used to generate the entropy source. When these chaotic systems are evaluated within themselves, it is observed that the most successful chaotic system is logistic, tent and circle map, respectively. Sine map is not suitable for this problem. Because Sine map was not able to produce the all values, the bijective criterion could not be obtained and therefore could not be evaluated. The reason of this problem is that between [0, 255] values are required when generating s-box structures. But, these values was not generated using Sine map.
This study has been shown that there is a linear relationship between randomness of entropy source and success of s-box performance measurements. The results in Table 5 shows that more successful s-box structures can be produced using the more random entropy source.
The obtained results confirm the relationship between the Lyapunov exponents and randomness. It is known from Lyapunov exponentials and entropy analyzes that the most suitable control parameter value for logistic map is a = 4. In this study, optimization algorithms are presented with the opportunity to verify these analyzes once again.
VI. CONCLUSION
In this study, a successful implementation of optimization algorithms on a real-world problem has been shown. The most appropriate initial conditions and control parameters of chaotic systems have been determined by seven different optimization algorithms. A chaos based randomness source has been created using these parameters.
The use of different optimization algorithms in the study has enabled the performance evaluation of the optimization algorithms on this real world problem. The results showed that the problem of determination of the initial conditions and control parameters which will provide the best statistical properties for the entropy sources based on the chaotic systems can be used as an evaluation problem for the new optimization algorithms to be proposed in the future.
Another important contribution of this study is the generation of s-box structures, a basic cryptographic primitive, using this optimum entropy source. The generation of s-box structures based on chaotic systems is not a new proposal. The original aspect of the study is that more than 6,000 s-boxes have been generated at a time using the optimum entropy source. This number is higher than the number of s-box structures generated to date. Successful results have been obtained not only in terms of quantity but also in terms of quality. Considering the performance characteristics of the s-box structures produced, it has been observed that the average of all s-box structures is above average. In addition, the number of s-boxes with above-average performance characteristics is above 20,000.
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