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Abstract
We present a new technique to prove lower bounds for geometric on-line searching problems. We assume that a
target of unknown location is hidden somewhere in a known environment and a searcher is trying to find it. We are
interested in lower bounds on the competitive ratio of the search strategy, that is, the ratio of the distance traveled
by the searcher to the distance of the target.
The technique we present is applicable to a number of problems, such as biased searching on m rays and on-line
construction of on-line algorithms. For each problem we prove tight lower bounds.  2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Consider the following problem which dates back to 1963 when it was first posed by Bellman [10]
and independently considered by Beck [3]. A target is located somewhere on the real line according to a
known probability distribution. A point robot starts from the origin with uniform velocity and tries to find
the target in minimal expected time. It is assumed that the robot can change the direction of its motion
without any loss of time. The target can be detected only if the robot reaches the target.
This problem has been studied extensively in many variations, mostly by Beck and his co-authors [3–9,
13,27]. A particularly interesting case is if the distribution of the target position is not known in advance.
Since there are probability distributions on the line with an infinite mean, the expected value of any search
strategy is also infinite as the robot has to travel at least from the starting point to the target. Hence, the
class of probability distribution functions has to be restricted to those that have a mean that is bounded
by some given constant C. It turns out that the search problem for unknown probability distributions
with bounded mean is equivalent to the search problem if the target can be placed anywhere on the real
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line and the cost function is the ratio of the distance DR traveled by the robot to the distance d from
the starting point to the target [16]. This approach to analyzing an on-line strategy is called competitive
analysis [28].
More generally, we say a strategy S to solve a problem P is c-competitive if, for all instances I of P ,
S(I ) c ·OPT(I ) or S(I )
OPT(I )
 c,
where S(I ) is the cost of solving I using S and OPT(I ) is the cost of an optimal solution of I ; in the case
of searching on the real line S(I )=DR and OPT(I )= d . The minimum c such that the above inequality
holds is called the competitive ratio of S.
Sometimes a constant is allowed to be added to c · OPT(I ) in the left inequality in order to relax the
definition of competitiveness for instances with little cost. We do not use this model; however, all the
results we present here depend only on instances for which the cost tends to infinity and, therefore, our
results remain valid even if an additive constant is allowed.
If we return to searching on the real line, then we can say that the strategy to search on the real line that
achieves the minimum competitive ratio also minimizes the maximum of the expected distance traveled
by the robot over all probability distributions with a mean bounded by C. The optimal strategy doubles
the step length each time and achieves a competitive ratio of nine. This was first proven by Beck [8]
and later independently rediscovered by Baeza-Yates et al. [2] and has been reproven since many times
[12,21–23]. If an upper bound on the distance to the target is known in advance, slightly better bounds
can be shown [19,25].
The real line can be viewed as two rays that meet at a common point. Hence, a natural generalization
of the problem of searching on the real line is to consider searching on m concurrent rays. By introducing
a general theorem for proving lower bounds on certain functionals over positive sequences Gal was able
to show that the optimal strategy in this case is to visit the rays cyclically and to increase the step length
each time by a factor of m/(m− 1) [14,15,17]. The optimal competitive ratio is 1 + 2mm/(m− 1)m−1.
Again the optimal strategy has been independently rediscovered by Baeza-Yates et al. [2] (for a different
approach see also [29]). All the results mentioned above are contained in a monograph by Gal [16].
In this paper we present a generalization of Gal’s theorem and show how to solve various problems
that arise in on-line searching using our results.
The paper is organized as follows. In the next section we introduce some definitions and give some
introductory examples in order to motivate our approach. In Section 3 we then present the extensions to
Gal’s theory on lower bounds for certain functionals over positive sequences. In Section 4 we consider
several variations of searching on m rays and show how to use our result to prove lower bounds for them.
We conclude with some final remarks in Section 5.
2. Definitions
Let X be a deterministic strategy for a geometric on-line search problem. For the problems we
consider here it usually suffices to model a searching strategy as a sequence of positive real numbers,
i.e., X = (x0, x1, . . .) with xk > 0, for all 0  k <∞. We illustrate this for the case of a point robot
searching on the real line. In the beginning the position of the robot is a point s on the real line; it has to
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Fig. 1. Searching on the real line.
find a target t that is located somewhere to its left or right. It can detect t only if it stands on top of it. For
simplicity, we assume that the distance from s to t is at least one distance unit. 1
The robot starts its search at the origin s and travels to one side, say to the left. At some point, say at a
distance of x0 to s, it decides that it has traveled far enough to the left and turns around. Since the target
is not between its turn point and s, the only reasonable strategy for the robot is to return to the origin
and explore some part of the line to the right of s. After having traveled a distance of x1 to the right,
the robot turns around again and returns to s to explore the left side again and so on. For illustration see
Fig. 1. Obviously, the values xi which denote the distance that the robot travels to the left or to the right
of s—depending on whether i is even or odd—suffice to characterize the search strategy completely.
2.1. The competitive ratio
We assume that, for k  0, the worst case ratio of the distance traveled by the robot to the optimal
distance is given by a functional Fk . The functional Fk maps the sequence X of positive numbers to a
real value. In the example of searching on the real line assume that the target is discovered in step k+ 2,
say to the left of the origin. Clearly, the ray to the left of the origin was visited the last time before step
k + 2 in step k. Hence, the distance d from s to t is at least xk . The distance traveled by the robot to
discover t is d + 2∑k+1i=0 xi . Hence, the competitive ratio of this step is
d + 2∑k+1i=0 xi
d
= 1+ 2
∑k+1
i=0 xi
d
,
with d > xk . Since the target can be placed arbitrarily close to xk by an adversary, the highest lower
bound on the competitive ratio for this step is given by the expression
sup
d>xk
1+ 2
∑k+1
i=0 xi
d
= 1+ 2
∑k+1
i=0 xi
xk
.
Note that the above expression depends only on elements of X and, therefore, we can define Fk(X) =
1+ 2∑k+1i=0 xi/xk . The competitive ratio of X is now given as the supremum of Fk(X) over all k  0.
2.2. Subsequences and geometric sequences
We denote by X+i the subsequence of X starting at xi , i.e. X+i = (xi, xi+1, . . .). The root aX of X is
defined by aX = limn→∞(xn)1/n.
1 If we allow an additive constant in the definition of the competitive ratio, then the robot does not need to know the
minimum distance to the target. Another alternative is to allow the strategy to start with an infinite number of small oscillations
around s [4,16]. This requires X to be a doubly infinite sequence with xi → 0 as i →−∞. As in most applications there is
always a first step and a lower bound on the distance to t is known, we do not follow this approach.
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Since the geometric sequences play an important role in the following, we denote the geometric
sequence (1, a, a2, a3, . . .) by Ga and the sequence (γi mod nai) by Ga(γ0, . . . , γn−1), where the γi ,
0 i  n− 1, are some real numbers; that is,
Ga(γ0, . . . , γn−1)= (γ0, γ1a, γ2a2, . . . , γn−1an−1, γ0an, γ1an+1, . . .).
3. General theorems
In this section we present a general technique to obtain lower bounds on the competitive ratio of
strategies which are defined by a sequence of numbers X and a sequence of functionals (Fk) on X.
For two positive integers p and k, we denote the (k + 1)-dimensional convex cone spanned by the set
of vectors {(xip, xip+1, . . . , xip+k) | 0 i <∞}, by Wp,k(X), that is,
Wp,k(X) =
{
Y
∣∣∣∣ Y = n∑
i=0
βi(xip, xip+1, . . . , xip+k), with βi  0 and 0 n <∞
}
.
We denote the closure of Wp,k(X) by Wp,k(X). Our results are based on the following crucial observation
about the geometry of the convex cones Wp,k(X).
Lemma 1. Let X = (x0, x1, . . .) be a sequence of positive numbers and p an integer. If infn0 xn+1/xn >
0 and supn0 xn+1/xn <∞, then there exist p positive numbers γ0, γ1, . . . , γp−1 such that, for all k  1,(
γ0, γ1aX, γ2a
2
X, . . . , γp−1a
p−1
X , γ0a
p
X, γ1a
p+1
X , . . . , γk mod pa
k
X
) ∈Wp,k(X).
Lemma 1 is a generalization of a theorem by Gal [16, Theorem 1, p. 189] which is stated for the special
case p = 1 with slightly weaker requirements on X. Our proof follows mainly the proof idea of Gal. It
consists of several parts which we state as lemmas.
Lemma 2. Let p be a positive integer and X = (x0, x1, . . .) a positive sequence. If supn0 xn+1/xn  C <
∞ and infn0 xn+1/xn  c > 0, then aX ∈ [c,C] and limn→∞(xnp+d )1/(np+d) = aX , for all 0 d  p−1.
Proof. We first show that aX ∈ [c,C]. If supn0 xn+1/xn = C < ∞, then, for all n  0 and ε > 0,
xn  αε(C + ε)n, for some constant αε > 0, and aX  C + ε. Similarly, for all n 0 and ε > 0, there is
a constant αε > 0 with xn  αε(c− ε)n and aX  c− ε.
Let ad = limn→∞(xnp+d )1/(np+d), for 0  d  p − 1. If ad = ae, for some 0  d, e  p − 1, say
ad < ae, then let δ = (ae − ad)/ad , that is, (1 + δ)ad = ae . Let (ni) be a subsequence such that
limi→∞(xnip+e)1/(nip+e) = ae . Since limi→∞(xnip+e)1/(nip+e) = ae and limn→∞(xnp+d )1/(np+d) = ad , there
exists an i0 such that (xnip+d)1/(nip+d)  (1 + δ/4)ad and (xnip+e)1/(nip+e)  (1 + δ/2)ad , for all i  i0.
Hence, if e > d , then xnip+e/xnip+d  ((1 + δ/2)/(1 + δ/4))nip which tends to infinity and, therefore,
contradicts supn0 xn+1/xn <∞. If e < d , then consider x(ni+1)p+e/xnip+d and the same argument holds.
This implies that ad = ae = aX , for all 0 d, e p− 1, as claimed. ✷
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In the following let X= (x0, x1, . . .) be a sequence of positive numbers with supn0 xn+1/xn <∞ and
infn0 xn+1/xn > 0.
Lemma 3. Let p be a positive integer. If n 0, then there exists a sequence of numbers (β0,n, β1,n, . . .)
with βi,n  0, for 0 i <∞, such that the numbers Dl,n, 0 l  n, which are defined by
Dl,n =
∞∑
i=0
βi,nxip+l (1)
exist, for all 0 l  n, and satisfy, for all 0 l  n− p,
a
p
X(1− 1/n)p
(1+ 1/n) <
Dl+p,n
Dl,n
<
a
p
X
(1− 1/n)p . (2)
Proof. Let n  0 be a fixed integer. We prove the existence of the sequence (β0,n, β1,n, . . .) which
satisfies inequality (2). In order to do so, we first construct a positive sequence (αi) with limi→∞ αi = aX ,
(1− 1/n)aX < αi < aX , and
∞∑
i=0
xip+l∏ip
j=0 αj
=∞, for all 0 l <∞. (3)
Let 0 d  p− 1 and (ni,d ) a subsequence of the natural numbers such that ni,d mod p = d and∣∣aX − (xni,d )1/ni,d ∣∣< aXi2 , for all 1 i <∞.
Since by Lemma 2 limj→∞(xjp+d)1/(jp+d) = aX , for all 0 d  p− 1, the sequence ni,d exists. Hence,
xni,d 
(
aX
(
1− 1
i2
))ni,d
. (4)
Let ni =max0dp−1 ni,d . We define, for ni−1 < j  ni ,
αj =
(
1− 1
n · i
)
aX.
Let l  0 be fixed. We show in the following that there exist infinitely many m with ∏mpj=0 αj 
2xmp+l/(aX)l . From this Eq. (3) immediately follows.
Let d = l mod p and i0 an index with i0  n, ni0,d > l, and (1− 1/i20)l  1/2. Let i  i0 and i′ < i be
the maximum index with ni′  ni,d − l. There exists an integer mi  0 with ni,d =mip+ l. We have
2xmip+l
alX
 xni,d
alX(1− 1/i2)l
(4)
 (aX(1− 1/i
2))mip+l
alX(1− 1/i2)l

(
aX
(
1− 1
n · i
))mip
 amipX
i′∏
j=1
(
1− 1
n · j
)nj−nj−1(
1− 1
n(i′ + 1)
)mip−ni′
=
mip∏
j=1
αj .
This concludes the proof of the existence of the sequence (α0, α1, . . .) that satisfies Eq. (3).
Once the numbers αi are given, we can now define the sequence βi,n, 0 i <∞, by
βi,n = (1− δn)
ip∏ip
j=0 αj
, (5)
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where δn is a positive number that satisfies δn  1/n and
β0,nxl∑∞
i=0 βi+1,nx(i+1)p+l
<
1
n
, (6)
for all 0 l  n. 2 Here, the existence of a δn satisfying the above conditions follows from Eq. (3).
For convenience, we omit the index n in the following; that is, we write βi instead of βi,n, δ instead of
δn, and so on. It is easy to see that since αi → aX , we have for all 0 l <∞,
limi→∞(βixip+l )1/ip = limi→∞
(
(1− δ)ip∏ip
j=0 αj
xip+l
)1/ip
= 1− δ < 1. (7)
Let
Dl =
∞∑
i=0
βixip+l .
Inequality (7) implies that, for all 0  l < n, Dl is finite by the root criterion. Hence, the numbers βi
satisfy the condition of Eq. (1).
We now define
Bl =
∑∞
i=0 βix(i+1)p+l∑∞
i=0 βi+1x(i+1)p+l
,
for 0 l  n; we obtain
Bl =
∑∞
i=0(βi/βi+1)βi+1x(i+1)p+l∑∞
i=0 βi+1x(i+1)p+l

(
sup
0i<∞
βi
βi+1
)∑∞
i=0 βi+1x(i+1)p+l∑∞
i=0 βi+1x(i+1)p+l
(5)= sup
0i<∞
α(i+1)pα(i+1)p−1 · · ·αip+1
(1− δ)p
(αip↗aX)
 a
p
X
(1− δ)p
(δ1/n)
 a
p
X
(1− 1/n)p
and
Bl =
∑∞
i=0(βi/βi+1)βi+1xip+l+p∑∞
i=0 βi+1xip+l+p
 inf
0i<∞
βi
βi+1
= inf
0i<∞
α(i+1)pα(i+1)p−1 · · ·αip+1
(1− δ)p (from Eq. (5))
> a
p
X(1− 1/n)p (αi > aX(1− 1/n)).
Finally, we have
Dl+p
Dl
=
∑∞
i=0 βixip+l+p∑∞
i=0 βixip+l
=
∑∞
i=0 βix(i+1)p+l
β0xl +∑∞i=0 βi+1x(i+1)p+l =
Bl
(β0xl
/
(
∑∞
i=0 βi+1x(i+1)p+l))+ 1
by the definition of Dl and Bl . Using inequality (6) we obtain
Bl/(1+ 1/n) <Dl+p/Dl < Bl.
2 Note that we can guarantee the existence of a positive δn only if we restrict l to a finite interval.
S. Schuierer / Computational Geometry 18 (2001) 37–53 43
Combining the results, we obtain
a
p
X(1− 1/n)p
(1+ 1/n) <
Bl
1+ 1/n <
Dl+p
Dl
< Bl <
a
p
X
(1− 1/n)p ,
for all 0 l  n−p, as claimed. Hence, the βi,n also satisfy inequality (2). This completes the proof. ✷
We are now in a position to prove Lemma 1.
Proof of Lemma 1. By Lemma 3 there exists a positive sequence of numbers (β0,n, β1,n, . . .), for all
n 0, such that the numbers Dl,n which are defined by
Dl,n =
∞∑
i=0
βi,nxip+l
exist, for all 0 l  n, and satisfy, for all 0 l  n− p,
a
p
X(1− 1/n)p
(1+ 1/n) <
Dl+p,n
Dl,n
<
a
p
X
(1− 1/n)p .
We first observe that Dl+1,n/Dl,n satisfies
0 < inf
0i∞
xip+l+1
xip+l

∑∞
i=0 βi,nxip+l+1∑∞
i=0 βi,nxip+l︸ ︷︷ ︸
=Dl+1,n/Dl,n
 sup
0i∞
xip+l+1
xip+l
<∞, (8)
in particular, Dl+1,n/Dl,n is bounded independently of n. Hence, there is a subsequence (nj ) such that if
we define β ′i,j = βi,nj and D′l,j =
∑∞
i=0 β ′i,j xip+l , then the limit
lim
j→∞
D′d,j
D′0,j
= lim
j→∞
∑∞
i=0 β ′i,j xip+d∑∞
i=0 β ′i,j xip
exists and is positive, for all 0 d  p− 1. 3 We now define the numbers γd , with 0 d  p− 1, by
γd = 1
adX
lim
j→∞
D′d,j
D′0,j
> 0.
Let 0 l  k be a fixed integer. We define β ′′i,j = β ′i,j /D′0,j , for i  0 and j  l. Hence,
∞∑
i=0
β ′′i,j xip+l =
∑∞
i=0 β ′i,j xip+l
D′0,j
= D
′
l,j
D′0,j
= D
′
d,j
D′0,j
l/p∏
i=1
D′ip+d,j
D′(i−1)p+d,j
,
where d = l mod p. If j > l + p, then by Lemma 3
D′d,j
D′0,j
al−dX (1− 1/nj )l−d
(1+ 1/nj )l/p <
∞∑
i=0
β ′′i,j xip+l <
D′d,j
D′0,j
al−dX
(1− 1/nj )l−d .
3 This can be achieved by repeatedly choosing a subsequence (nj ) for which the quotients D′1,j /D′0,j ,D′2,j /D′0,j , . . . ,
D′p−1,j /D′0,j converge.
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Hence,
lim
j→∞
∞∑
i=0
β ′′i,j xip+l = al−dX lim
j→∞
D′d,j
D′0,j
= γdalX
and
nj∑
i=0
β ′′i,j (xip, xip+1, . . . , xip+k) ∈Wp,k(X)
converges to(
γ0, γ1aX, γ2a
2
X, . . . , γp−1a
p−1
X , γ0a
p
X, γ1a
p+1
X , . . . , γk mod pa
k
X
)
as j →∞. This proves the claim. ✷
The above lemma is crucial in the proof of the following theorem.
Theorem 1. Let p and q be two positive integers and X = (x0, x1, . . .) a sequence of positive numbers
with supn0 xn+1/xn <∞ and aX > 0. If Fk , k  0, is a sequence of functionals which satisfy
(1) Fk(X) depends only on x0, x1, . . . , xpk+q ,
(2) Fk(X) is continuous in every variable, for all positive sequences X,
(3) Fk(αX)= Fk(X), for all α > 0,
(4) Fk(X+ Y )max(Fk(X),Fk(Y )), for all positive sequences X and Y , and
(5) Fk+i (X) Fk(X+ip), for all i  1,
then there exist p positive numbers γ0, γ1, . . . , γp−1 such that
sup
0k<∞
Fk(X) sup
0k<∞
Fk
(
GaX(γ0, . . . , γp−1)
)
.
In the special case that p = 1 there are no γi and the above inequality simplifies to
sup
0k<∞
Fk(X) sup
0k<∞
Fk
(
1, aX, a2X, a
3
X, . . .
)
.
Proof. Let X = (x1, x2, . . .) be a sequence and (Fk) a sequence of functionals that satisfy the conditions
of the theorem. Lemma 1 implies that there exist numbers γi  0, for 0  i  p − 1, such that, for all
k′  1,(
γ0, γ1aX, γ2a
2
X, . . . , γp−1a
p−1
X , γ0a
p
X, γ1a
p+1
X , . . . , γk′ mod pa
k′
X
) ∈Wp,k′(X).
This in turn implies, that, for any n > 0, there exists an integer l  0 and non-negative numbers βi,n, for
0 i  l, such that the elements yj,n of the sequence Yn which is defined by
Yn =
l∑
i=0
βi,nX
+ip
satisfy∣∣yj,n − γdajX∣∣< 1
n
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for 0 j  k′ = pk+ q where d = j mod p. Hence,
Fk(Yn)= Fk
(
l∑
i=0
βi,nX
+ip
)
 sup
0il
Fk
(
βi,nX
+ip) (by condition (4))
 sup
0i<∞
Fk
(
X+ip) (by condition (3)).
Therefore,
sup
0i<∞
Fk
(
X+ip
)
 lim
n→∞Fk(Yn)= Fk
(
GaX(γ0, γ1, . . . , γp−1)
)
,
where the last equality follows from the fact that Fk is continuous in a neighbourhood of the positive
numbers γi mod paiX and depends only on the first k′ = pk+q elements yj,n whose convergence is known.
Hence,
sup
0k<∞
sup
0i∞
Fk
(
X+ip
)
 sup
0k<∞
Fk
(
GaX(γ0, γ1, . . . , γp−1)
)
.
From condition (5) we obtain
sup
0k<∞
Fk(X)= sup
0i,k<∞
Fk+i(X) sup
0i,k<∞
Fk
(
X+ip
)
 sup
0k<∞
sup
0i<∞
Fk
(
X+ip
)
and, hence,
sup
0k<∞
Fk(X) sup
0k<∞
Fk
(
GaX(γ0, . . . , γp−1)
)
. ✷
Lemma 1 as well as Theorem 1 are stated by Gal for the case p = 1 [16]. Surprisingly, Gal presents no
analogue to condition (5). Instead, it is required that Fk+1(X) Fk(X), for all k  0, which is a condition
that is usually not fulfilled in the problems that we consider in the following.
Note that an immediate consequence of Theorem 1 is that, for all positive sequences X,
sup
0k<∞
Fk(X) inf
γi>0, a>0
sup
0k<∞
Fk
(
Ga(γ0, . . . , γp−1)
)
,
if Fk and X satisfy the conditions of Theorem 1.
Remark 1. If A is a subset of the positive sequences such that for α > 0 and X,Y ∈ A, αX and X+Y ∈ A,
then Theorem 1 also applies if X is chosen from A.
The conditions on X are now that supn0 xn+1/xn <∞, aX > 0, and, for all n  0, X+np ∈ A. If the
sequence of functionals Fk , k  0, satisfies
(2′) Fk(X) is continuous in every variable, for all X ∈ A,
(4′) Fk(X+ Y )max(Fk(X),Fk(Y )), for all X,Y ∈ A, and
in addition to the conditions (1), (3) and (5) of Theorem 1, then there exist p positive numbers
γ0, γ1, . . . , γp−1 with
sup
0k<∞
Fk(X) sup
0k<∞
Fk
(
GaX(γ0, . . . , γp−1)
)
.
The proof is exactly analogous to the proof of Theorem 1 since conditions (2′) and (4′), as well as
X+np ∈ A, for all n 0, and the conditions on A ensure that
sup
0i<∞
Fk
(
X+ip
)
 Fk
(
l∑
i=0
βi,nX
+ip
)
= Fk(Yn) n→∞−→ Fk(GaX(γ0, . . . , γp−1)).
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Remark 2. If (Fk) and (Gk) are two sequences of functionals that satisfy the conditions (1)–(5) of
Theorem 1 and α is a positive number, then
• αFk and
• max{Fk,Gk}
also satisfy the conditions. For αFk this is trivial. To see the claim for max{Fk,Gk} just note that max
is continuous, associative, and respects inequalities. Therefore, max{Fk,Gk} satisfies conditions (2)–(5).
Moreover, if Fk only depends on x0, x1, . . . , xpk+qF and Gk only depends on x0, x1, . . . , xpk+qG , then
max{Fk,Gk} only depends on x0, x1, . . . , xpk+max{qF ,qG} and max{Fk,Gk} also satisfies condition (1).
4. Applications
In this section we present three applications of the results we have developed in the previous section.
A different application is considered by Hammar et al. for searching on m rays in parallel [18].
4.1. Searching on m rays
In order to illustrate the application of Theorem 1 we first consider the simple example of searching
on m rays which has been solved before by Gal [16] and Baeza-Yates et al. [2].
Assume that m concurrent rays meet at a point s, one of which contains a target t (see Fig. 2). Again
a point robot which is located in the beginning at point s has to find target t . The only way for the robot
to detect t is to reach its location.
It can be shown that there is an optimal strategy that visits the rays in a fixed cyclic order [16,20,29].
We call such a strategy periodic. Hence, we can assume that, for all k  0, the ray visited in step k +m
Fig. 2. Searching on m rays.
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is the same as the ray visited in step k. For k  0, the competitive ratio if the target is found in step k+m
at distance d > xk is then given by the functional
Fk(X)= sup
d>xk
2
∑k+m−1
j=0 xj + d
d
= 1+ 2
∑k+m−1
j=0 xj
xk
,
which is similar to the case of searching on the real line. This only difference is that in this case the robot
visits m− 1 other rays after step k before it finally finds the target instead of just one. The competitive
ratio of strategy X is then given as the supremum of Fk(X), k  0.
We now show that Fk fulfills the conditions (1)–(5) of Theorem 1 for p = 1. Conditions (1)–(3) are
obviously fulfilled with q =m− 1.
Condition (4): Since (a + c)/(b+ d)max{a/b, c/d}, for all a, b, c, d > 0, we have
Fk(X+ Y ) = 1+ 2
∑k+m−1
j=0 (xj + yj )
xk + yk
 1+ 2 max
{∑k+m−1
j=0 xj
xk
,
∑k+m−1
j=0 yj
yk
}
= max{Fk(X),Fk(Y )}.
Condition (5):
Fk+i (X)= 1+ 2
∑k+i+m−1
j=0 xj
xk+i
 1+ 2
∑k+i+m−1
j=i xj
xk+i
= Fk(X+i).
Furthermore, it is easy to see that if X = (x0, x1, . . .) is a sequence such that sup0i<∞ xi+1/xi =∞ or
inf0i<∞ xi+1/xi = 0, then sup0k<∞Fk(X)=∞. Hence, we can assume that X satisfies
sup
0k<∞
xk+1/xk <∞ and inf
0k<∞xk+1/xk > 0
and X satisfies the conditions of Theorem 1. We obtain
sup
0k<∞
Fk(X)  sup
0k<∞
1+ 2
∑k+m−1
i=0 aiX
akX
. (9)
If aX < 1, then X is bounded and the rays are not explored in their entirety. If aX = 1, then inequality (9)
shows that sup0k<∞Fk(X)=∞. Hence, we can assume that aX > 1 and we obtain
sup
0k<∞
Fk(X) inf
a>1
sup
0k<∞
1+ 2 ak+m − 1
(a − 1)ak = infa>1 1+ 2
m−1∑
i=0
ai = 1+ 2 m
m
(m− 1)m−1
since the minimum of
∑m−1
i=0 ai is obtained for a =m/(m− 1) [2,16].
With the above consideration we obtain the following result.
Theorem 2. If X is a deterministic strategy to search on m rays, then the competitive ratio of X is at
least 1+ 2mm/(m− 1)m−1.
Note that the simple strategy with xi = (m/(m− 1))i achieves this competitive ratio. In the following
we are going to consider two variants of the problem of searching on m rays.
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4.2. Biased search strategies on m rays
As a second example we consider biased searching on m rays. We say a search strategy is biased if
some rays are favored over others. For instance, if we consider searching on the real line, then the robot
may explore the ray to the left much farther than the ray to the right. Of course, the overall competitive
ratio of such a strategy is still at least 1 + 2 · (22/11) = 9 as shown above. However, suppose that the
competitive ratio for the left and right side are considered separately. We define the left competitive ratio
Lk of step 2k to be the competitive ratio if the target is found in step 2k and the right competitive ratio
Rk of step 2k + 1 analogously, that is,
Lk = 1+ 2
∑2k−1
j=0 xj
x2k−2
and Rk = 1+ 2
∑2k
j=0 xj
x2k−1
,
where X = (x0, x1, x2, . . .) is again a sequence of positive numbers. We are now interested in the average
(sup0<k<∞Lk + sup0<k<∞Rk)/2 which we call the average competitive ratio of X. This value plays a
crucial role in proving a lower bound on searching for a target of known location in a class of simple
polygons called generalized streets. For more details see [24].
Taking the above idea one step further, we can define the average competitive ratio for searching on m
rays. Let Crk be the competitive ratio of ray r if the target is detected the (k + 1)st time ray r is visited,
with 0  r  m − 1 and 1  k <∞. We assume in the following that we are dealing with a periodic
strategy as we did in the case of unbiased searching on m rays; hence, Crk is the competitive ratio if the
target is detected in step mk+ r . Crk is given by
Crk = 1+ 2
∑mk−1+r
j=0 xj
xm(k−1)+r
,
for 1  k <∞, and sup0<k<∞Crk is the competitive ratio of ray r . The average competitive ratio C∗X
of X is defined by
∑m−1
r=0 sup0<k<∞Crk/m. In the following we show that, for all positive sequences X,
C∗X  1 + 2mm/(m− 1)m−1, i.e., the lower bounds (and the optimal strategies) for the average and the
overall competitive ratio are the same.
Theorem 3. For all positive sequences X and all m 2, C∗X  1+ 2mm/(m− 1)m−1.
Proof. Consider the functionals F rk , for k  0 and 0 r m− 1, from the set of positive sequences to
R which are defined by
F rk (X)=
∑mk+m−1+r
j=0 xj
xmk+r
.
We want to compute 1+2∑m−1r=0 supk F rk (X)/m. Clearly, the functionals F rk satisfy the conditions (1)–(5)
of Theorem 1 where the parameter p now equals m and the parameter q equals m− 1 + r . Let X be a
positive sequence. If X does not satisfy sup0i<∞ xi+1/xi <∞ or inf0i<∞ xi+1/xi > 0, then it can be
seen as in the case of unbiased searching on m rays that C∗X =∞. Hence, the conditions of Theorem 1
are met which implies that there exist positive numbers a and γ0, γ1, . . . , γm−1 which depend only on X
such that
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sup
0k<∞
F rk (X)  sup
0k<∞
∑mk+m−1+r
j=0 γj mod maj
γramk+r
= sup
0k<∞
∑r−1
s=0 γsas
∑k+1
j=0 ajm
γramk+r
+
∑m−1
s=r γsas
∑k
j=0 ajm
γramk+r
.
As in the case of unbiased searching on m rays we observe that if a < 1, then X is bounded and the rays
are not explored in their entirety. If a = 1, then the above inequality shows that sup0k<∞F rk (X)=∞.
Hence, we can assume that a > 1 and we obtain
sup
0k<∞
F rk (X)  sup
0k<∞
∑r−1
s=0 γsas(am(k+2) − 1)
γramk+r (am − 1) +
∑m−1
s=r γsas(am(k+1) − 1)
γramk+r (am − 1)
=
∑r−1
s=0 γsa2m+s−r +
∑m−1
s=r γsam+s−r
γs(am − 1)
= γ0a
2m−r + · · · + γr−1a2m−1 + γram + · · · + γm−1a2m−1−r
γr(am − 1)
=
∑m−1
s=0 γ(r+s) mod mam+s
γr(am − 1) .
Hence,∑m−1
r=0 sup0k<∞F rk (X)
m
=
∑m−1
r=0
∑m−1
s=0
γ(r+s) mod m
γr
am+s
m(am − 1) =
∑m−1
s=0
(∑m−1
r=0
γ(r+s) mod m
γr
)
am+s
m(am − 1) .
We claim that Sq =∑m−1r=0 γ(r+s) mod m/γr is minimized if γ(r+s) mod m/γr = 1, for all 0 r, s m− 1.
To see this let Ir,s = {0  k m− 1 | k = (r + js) mod m, with j  0}. Since the set Ir,s is the same
as {(k+ s) mod m | k ∈ Ir,s}, ∏k∈Ir,s γ(k+s) mod m/γk = 1. Furthermore, let k1 ∈ Ir,s , k2 = (k1 + s) mod m,
and k3 = (k2 + s) mod m. Note that k2, k3 ∈ Ir,s . Now if γk3/γk2 > γk2/γk1 , then there is an ε > 0 such
that
γk3
(1+ ε)γk2
+ (1+ ε)γk2
γk1
<
γk3
γk2
+ γk2
γk1
.
A similar argument applies if γk3/γk2 < γk2/γk1 . Hence, if the sum Sq is minimal, then γk3/γk2 = γk2/γk1 ,
for all k1 ∈ Ir,s . Since ∏k∈Ir,s γ(k+s) mod m/γk = 1, we obtain γ(r+s) mod m/γr = 1, for all 0 r, s m− 1.
Therefore,∑m−1
r=0 sup0k<∞F rk (X)
m

∑m−1
s=0 mam+s
m(am − 1) =
am(am − 1)
(a − 1)(am − 1)  inf1<a<∞
am
a − 1 .
As before, it can be easily seen that am/(a − 1) is minimized for a = m/(m − 1) with a value of
mm/(m− 1)m−1. Hence,
C∗X =
∑m−1
r=0 sup0<k<∞Crk
m
= 1+ 2
∑m−1
r=0 sup0k<∞F rk (X)
m
 1+ 2 m
m
(m− 1)m−1 ,
which proves the claim. ✷
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If we consider only two rays, then we obtain the following corollary to Theorem 3 which is also proven
by López-Ortiz though using an entirely different approach that makes crucial use of the fact that only
two rays are considered [23].
Corollary 1. For all positive sequences X, (sup0<k<∞Lk + sup0<k<∞Rk)/2 9.
4.3. On-line construction of on-line algorithms
The final example we consider is the following problem [1]. We are given a set A = {A0, . . . ,Am−1}
of on-line algorithms which all solve the same problem P . The solution quality (competitive ratio) of
algorithm Ai is ci but only for a subset of the possible inputs to P . Our goal is to construct an on-line
algorithm A from A that is competitive for all possible inputs to P . Clearly, the competitive ratio of A
depends on c0, . . . , cm−1.
Assume that we are given a sequence of requests σ . The general idea is that algorithm A simulates the
algorithms A0, . . . ,Am−1 on σ . In order to bound the cost of processing the requests in σ we require that
at any time A is in one of the m states (configurations) Ci(σ ) that arise if only algorithm Ai is used to
answer the requests in σ , for 0  i  m− 1. Hence, if we decide to switch from simulating algorithm
Ai to simulating algorithm Aj , then this may imply to undo all the actions performed by Ai and then
to redo everything that Aj would have done to answer the requests in σ . Note that switching from Ai
to another algorithm Aj is necessary as Ai has only a guaranteed competitive ratio for a subset of all
possible inputs. Azar et al. show that the problem of constructing A is equivalent to finding an optimal
on-line algorithm for the on-line disjoint-path layered graph traversal problem if the problem P can
be represented as a metrical task system [1] (see [11] for definitions). Furthermore, if we consider only
deterministic algorithms, then the on-line disjoint layered graph traversal problem is in turn equivalent to
the problem of searching on m rays as discussed above [26].
In order to take the competitive ratios c0, . . . , cm−1 into account our model of searching on m rays
needs to be generalized slightly. Each ray ri has waste factor ci associated to it. For traveling a distance
of d on ri , the optimal algorithm pays d/ci whereas algorithm Ai pays d as before. The competitive ratio
of the m-way ray search problem is now a function of the competitive ratios c0, . . . , cm−1; the previously
considered model corresponds to the special case c0 = c1 = · · · = cm−1 = 1. Azar et al. give a (trivial)
lower bound of
∑m−1
i=0 ci and an upper bound of 8
∑m−1
i=0 ci for the m-way ray search problem with waste
factors [1].
In following we are going to compute matching upper and lower bounds on the competitive ratio for
this problem in the special case m= 2. We also show how to compute optimal strategies in the general
case where we assume as in the previous examples that the robot visits the rays in a fixed cyclic order.
If Strategy X visits the rays cyclically, then it is easy to see that the competitive ratio if the target is
found in step k +m is given by
ck mod m
(
1+ 2
∑k+m−1
i=0 xi
xk
)
.
Let
Fk(X)= 1+ 2
∑k+m−1
i=0 xi
xk
and Gk(X)= max
0rm−1
crFkm+r (X).
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The competitive ratio of X is now given by sup0k<∞Gk(X). It is easy to see that Gk satisfies all the
conditions of Theorem 1 and, therefore, there exist positive numbers γ0, γ1, . . . , γm−1, a with
C∗  max
0rm−1
cr
(
1+ 2
∑r−1
i=0
∑k+1
j=0 γiajm+i +
∑m−1
i=r
∑k
j=0 γiajm+i
γra
km+r
)
= max
0rm−1 cr
(
1+ 2
∑r−1
i=0 γiai(a(k+2)m− 1)+
∑m−1
i=r γiai(a(k+1)m− 1)
(am − 1)γrakm+r
)
k→∞−→ max
0rm−1 cr
(
1+ 2
∑r−1
i=0 γia2m+i−r +
∑m−1
i=r γiam+i−r
(am − 1)γr
)
= max
0rm−1
cr
(
1+ 2
am − 1
m−1∑
i=0
γi+r mod m
γr
am+i
)
. (10)
Of course, C∗ depends on the permutation of the competitive ratios c0, . . . , cm−1 that we consider. For a
given permutation all the terms of the maximum are equal if expression (10) is minimized. This yields
the following system of m− 1 equations:
c0
(
1+ 2
am − 1
m−1∑
i=0
γi
γ0
am+i
)
= cr
(
1+ 2
am − 1
m−1∑
i=0
γi+r mod m
γr
am+i
)
,
for 1 r m− 1. Since
γi+r mod m
γr
= γi+r mod m/γ0
γr/γ0
,
we can normalize the values γi , 0 i m− 1, by γ0 and set γ0 = 1. Hence, we obtain the m− 1 values
γ1, . . . , γm−1 as solutions of the system of m − 1 equations; these solutions depend only on a. Hence,
C∗ is a function of the variable a and minimizing this function yields the optimal value of a and C∗ for
periodic strategies to search on m rays with the waste factors c0, . . . , cm−1. The optimal strategy is then
given by xk = γk mod mak .
Note that in the special case m= 2 all strategies are periodic and, thus, we obtain an optimal strategy
for searching on 2 rays with waste factors c0 and c1. The competitive ratio C∗ as a function of a is given
by
C∗(a)= (3a
2 − 1)(c1 + c0)+
√
(c1 − c0)2(9a4 − 6a2 + 1)+ 16c1c0a6
2(a2 − 1) ,
which then has to be minimized over a in order to obtain the optimal value.
Expression (10) can also be used to compute an explicit lower bound on the competitive ratio for
periodic strategies. Since the maximum is larger than the arithmetic mean we obtain
C∗ = max
0rm−1
cr
(
1+ 2
am − 1
m−1∑
i=r
γi+r mod m
γr
am+i
)
 1
m
m−1∑
r=0
cr + 2a
m
(am − 1)m
m−1∑
i=0
crγi+r mod m
γr
ai
=
m−1∑
r=0
cr
m
+ 2a
m
(am − 1)m
m−1∑
i=0
ai
m−1∑
r=0
crγi+r mod m
γr
.
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Let γ (i)r = γi+r mod m/γr , for r = 0, . . . ,m − 1. Note that
∏m−1
r=0 γ (i)r = 1. We consider the sum∑m−1
r=0 crγ (i)r . A necessary condition to minimize this sum under the above constraint on the γ (i)r is that
crγ
(i)
r = cr ′γ (i)r ′ , for all r, r ′. We obtain that γ (i)r = m√c0 · · · cm−1/cr , independent of i. Hence,
C∗ 
m−1∑
i=0
cr
m
+ 2a
m
(am − 1)m
m−1∑
i=0
aim m
√
c0 · · · cm−1 
m−1∑
i=0
cr
m
+ 2 m
m
(m− 1)m−1
m
√
c0 · · · cm−1,
which is a better lower bound than the trivial lower bound of 2
∑m−1
i=0 ci − max0im−1 ci if the waste
factors c0, . . . , cm−1 are not too different; for instance, if ci/c0  i2, for 0  i m− 1. For the special
case c0 = · · · = cm−1 = 1 we again obtain a lower bound of 1+2mm/(m−1)m−1. Hence, we have shown
the following theorem.
Theorem 4. Let A = {A0, . . . ,Am−1} be a set of on-line algorithms for the same problem and ci be
the competitive ratio of algorithm Ai . The competitive ratio of a deterministic on-line algorithm that is
constructed from the algorithms in A and that uses the algorithms in A cyclically is at least
m−1∑
i=0
cr
m
+ 2 m
m
(m− 1)m−1
m
√
c0 · · ·cm−1.
5. Conclusions
We present a general theorem to prove lower bounds for the competitive ratio of geometric on-line
search problems. It is based on an observation about the geometry of high-dimensional convex cones. It
can be applied whenever the strategies for a search problem can be represented as sequences of positive
numbers and the competitive ratio can be expressed as the supremum of a sequence of functionals which
satisfy certain requirements. We give two applications of the theorem.
First we show that there is no periodic strategy for searching on m rays whose average competitive ratio
taken over the competitive ratios for each ray is better that the best overall competitive ratio. Secondly,
we consider the problem of composing several on-line algorithms each with a given competitive ratio
into one algorithm. We give an explicit function to be optimized for the optimal algorithm in the special
case m= 2 and show how to compute an optimal periodic algorithm in the general case.
It would also be interesting to see if there are other applications of the lower bound theorem.
Furthermore, the theorem as presented here does not yield any convergence rates; however, in many
applications the maximum distance of the target is known, for instance, when searching in simple
polygons. It seems that new techniques are needed in this case.
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