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EFFICIENT SPECTRAL SPARSE GRID APPROXIMATIONS FOR
SOLVING MULTI-DIMENSIONAL FORWARD BACKWARD SDES∗
YU FU† , WEIDONG ZHAO‡ , AND TAO ZHOU§
Abstract. This is the second part in a series of papers on multi-step schemes for solving coupled
forward backward stochastic differential equations (FBSDEs). We extend the basic idea in our former
paper [W. Zhao, Y. Fu and T. Zhou, SIAM J. Sci. Comput., 36 (2014), pp. A1731-A1751] to solve
high-dimensional FBSDEs, by using the spectral sparse grid approximations. The main issue for
solving high dimensional FBSDEs is to build an efficient spatial discretization, and deal with the
related high dimensional conditional expectations and interpolations. In this work, we propose
the sparse grid spatial discretization. We use the sparse grid Gaussian-Hermite quadrature rule to
approximate the conditional expectations. And for the associated high dimensional interpolations,
we adopt an spectral expansion of functions in polynomial spaces with respect to the spatial variables,
and use the sparse grid approximations to recover the expansion coefficients. The FFT algorithm is
used to speed up the recovery procedure, and the entire algorithm admits efficient and high accurate
approximations in high-dimensions, provided that the solutions are sufficiently smooth. Several
numerical examples are presented to demonstrate the efficiency of the proposed methods.
Key words. Sparse grid approximations, forward backward stochastic differential equations,
conditional expectations.
AMS subject classifications. 60H35, 65C20, 60H10
1. Introduction. Backward stochastic differential equation (BSDE) in the lin-
ear sense was first introduced by J.M.Bismut in 1973 [3]. Then, in 1990, Pardoux
and Peng showed the existence and uniqueness of the adapted solution for nonlinear
BSDE for the first time [21]. Since then, forward backward stochastic differential
equations(FBSDEs) have been extensively studied, and have been shown disperse
applications in different fields, such as stochastic optimal control, nonlinear filter-
ing, nonlinear expectations, ect. The general high-dimensional FBSDEs defined on a
complete probability space (Ω,F ,F,P) take the following form
(1.1)


Xt = X0 +
∫ t
0
b(s,Xs, Ys, Zs)ds+
∫ t
0
σ(s,Xs, Ys, Zs)dWs, (SDE)
Yt = ξ +
∫ T
t
f(s,Xs, Ys, Zs)ds−
∫ T
t
ZsdWs, (BSDE)
where t ∈ [0, T ] with T being the fixed time horizon; F = (Ft)0≤t≤T is the natural
filtration of the standard d-dimensional Brownian motion W = (Wt)0≤t≤T ; X0 ∈
F0 and ξ ∈ FT are the initial and terminal conditions for the forward stochastic
differential equation(SDE) and BSDE respectively; b : [0, T ]× Rq ×Rp ×Rp×d → Rq
is called the drift coefficient, while σ : [0, T ]× Rq × Rp × Rp×d → Rq×d is referred to
the diffusion coefficient; f : [0.T ]× Rq × Rp × Rp×d → Rp is the generator of BSDE;
(Xt, Yt, Zt) : [0, T ] × Ω → Rq × Rp × Rp×d are the unknowns. It is worth to note
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that b(·,x,y, z), σ(·,x,y, z) and f(·,x,y, z) are all Ft-adapted for fixed x, y and z,
and that the two stochastic integrals with respect to Ws are of the Itoˆ type. A triple
(Xt, Yt, Zt) is called an L
2-adapted solution for FBSDEs (1.1) if it is Ft-adapted,
square integrable and satisfies the FBSDEs (1.1). FBSDEs (1.1) is called decoupled
when b and σ are both independent of Y and Z. In this paper, we consider the
numerical solution for FBSDEs (1.1) with ξ = ϕ(XT ), b(t,Xt, Yt, Zt), σ(t,Xt, Yt, Zt)
and f(t,Xt, Yt, Zt) being deterministic functions.
Due to the complex solution structure, solutions of FBSDEs in closed form can
seldom be constructed. However, for decoupled FBSDEs, Peng [23] introduced the
following nonlinear Feynman-Kac formula, which established a deep relationship be-
tween parabolic PDEs and FBSDEs (1.1): consider the following parabolic PDE
(1.2)
{
ut(t,x) + Lu(t,x) + f(t,x,u(t,x),uxσ(t,x)) = 0, t ∈ [0, T ), x ∈ Rq
u(T,x) = ϕ(x),
where
(1.3) Lu(t,x) =
q∑
i=1
bi∂xiu(t,x) +
q∑
i,j=1
[
σσ⊤
]
i,j
∂xixju(t,x).
If the above PDE (1.2) has a classical solution u(t,x) ∈ C1,2, then the triple(
Xt,u(t,Xt),ux(t,Xt)σ(t,Xt)
)
solves the decoupled FBSDEs (1.1).
From the numerical point of view, one can use the above connections between
PDEs and FBSDEs to design the so called probabilistic numerical methods for PDEs,
by solving the equivalent FBSDEs. While there are a lot of works dealing with
numerical schemes for BSDEs [4, 2, 5, 7, 15, 33, 36, 34, 24], however, there are only a
few work on numerical methods for FBSDEs [8, 18, 16, 17, 31, 35, 37] and the second
order FBSDEs (which are related to fully non-linear PDEs) [9, 10, 13, 14].
The key issue in numerical methods is to balance the accuracy and computational
complexity. Typically, the computational complexity increases dramatically as the
dimension increases. Some of the above mentioned works are designed with high
order accuracy that can however only be used to deal with low dimensional FBSDEs.
While some of them are low order numerical methods that are suitable for solving
high dimensional problems. In particular, we highlight the work [15], where the
constructed numerical methods can deal with very high dimensional BSDEs, however,
the convergence rate is only 1/2. We also mention the work [10], where a numerical
example for a 12-dimensional coupled FBSDE is reported, and it is shown by numerical
test that the numerical method converges with order 1.
In this work, we aim to design high order numerical schemes for multi-dimensional
FBSDEs, by extending our previous work in [W. Zhao, Y. Fu and T. Zhou, SIAM
J. Sci. Comput., 36 (2014), pp. A1731-A1751]. The main difficulty for solving
high dimensional FBSDEs is to efficiently evaluate the high dimensional conditional
expectations and design the corresponding high dimensional interpolations. Here
we shall use the sparse grid approximation technique to deal with these issues, and
the FFT algorithm will be used to speed up the interpolation procedure. Several
multi-dimensional examples with dimension up to 6 will be presented, and high order
convergence rates up to 3 will be shown.
The rest of the paper is organized as follows. In Section 2, we present some
preliminaries, and review the multi-step schemes introduced in our previous work [35].
The sparse grid approximation will be discussed in Section 3, and this is followed by
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our fully discrete numerical schemes for high dimensional FBSDEs in Section 4. In
Section 5, we shall present several numerical examples. Finally in Section 6 we give
some concluding remarks. Now we introduce some notations to be used.
1. A⊤: the transpose of a vector/matrix A.
2. |·|: the Euclidean norm in the Euclidean space R, Rq and Rq×d.
3. F t,xs : the σ-algebra generated by the diffusion process {Xr, t ≤ r ≤ s,Xt = x}.
4. Et,xs [η]: the conditional expectation of the random variable η under F t,xs , i.e.,
Et,xs [η] = E [η| F t,xs ] , and we denote Et,xt [η] by Ext [η] for simplicity.
5. The symbols in bold denote the corresponding vector or multi-index. For a
multi-index i = (i1, i2, . . . , id), |i|1 ,
∑d
k=1 ik.
6. Fkq (D) denotes the set of functions defined by{
f : D → R
∣∣∣Dαf continuous if αi ≤ k for all i} ,
where α = (α1, α2, . . . , αq), D ⊂ Rq is a bounded domain and
Dαf = ∂
|α|1f
∂xα11 · · · ∂xαqq
7. Let {φi(x)}Ni=1 be a sequence of functions from R to R. For a multi-index
i = (i1, i2, . . . , iq), φi(x) : R
q → R is defined by
φi(x) =
q∏
k=1
φik (xk),
where x = (x1, x2, . . . , xq).
2. Time discretization for FBSDEs. In this section, we shall briefly review
the time-discrete schemes proposed in [35]. To this end, let us consider the uniform
time partition over [0, T ],
T : 0 = t0 < t1 < t2 < · · · < tN = T,
with ∆t = TN and ti = i∆t, i = 0, 1, . . . , N . We set ∆Wn,k =Wtn+k −Wtn , ∆Wtn,t =
Wt − Wtn , ∆tn,k = tn+k − tk and ∆ttn,t = t − tn for convenience. Then under
certain regularity assumptions, for x ∈ Rq the following two reference equations can
be derived from the FBSDEs (1.1) (for details, one can refer to [35]):
dExtn [Yt]
dt
= −Extn [f(t,Xt, Yt, Zt)] ,(2.1)
dExtn
[
Yt(∆Wtn,t)
⊤
]
dt
= −Extn
[
f(t,Xt, Yt, Zt)(∆Wtn,t)
⊤
]
+ Extn [Zt] .(2.2)
The multi-step schemes in [35] rely on efficiently approximating the derivatives in (2.1)
and (2.2). The following classical approximations are used for functions u(t) ∈ Ck+1b :
(2.3) u(tn+i) =
k∑
j=0
(i∆t)j
j!
dju
dtj
(tn) +O (∆tn,i)k+1 , i = 0, 1, . . . , k.
One can easily check that dudt (tn) admits the following representation
(2.4)
du
dt
(tn) =
k∑
i=0
αk,iu(tn+i) +O(
k∑
i=0
αk,i(i∆t)
k+1),
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where αk,i, i = 0, 1, . . . , k solve the following linear system
(2.5)


1 1 1 · · · 1
0 1 2 · · · k
0 12 22 · · · k2
...
...
...
...
...
0 1k 2k · · · kk

 ·


αk,0∆t
αk,1∆t
αk,2∆t
...
αk,k∆t

 =


0
1
0
...
0

 .
Now by inserting the similar approach to equations (2.1) and (2.2) one gets
k∑
i=0
αk,iE
x
tn
[
Ytn+i
]
= −f(tn,x, Ytn , Ztn) +Rky,n,(2.6)
k∑
i=1
αk,iE
x
tn
[
Ytn+i(∆Wn,i)
⊤
]
= Ztn +R
k
z,n.(2.7)
To propose the multi-step schemes in [35], one needs the following local property of
the generator of diffusion processes (see also in [35] for details)
Theorem 2.1. Let t0 < t be a fixed time, and x0 ∈ Rq be a fixed space point. If
f ∈ C1,2([0, T ]× Rq) and Ex0t0 [|Lf(t,Xt)|] < +∞, then we have
(2.8)
dEx0t0 [f(t,Xt)]
dt
∣∣∣∣
t=t0
=
dEx0t0
[
f(t, X¯t)
]
dt
∣∣∣∣∣
t=t0
,
where X¯t is a diffusion process satisfying
(2.9) X¯t = x+
∫ t
t0
b¯sds+
∫ t
t0
σ¯sdWs
with b¯s = b¯(s, X¯s; t0,x0), σ¯s = σ¯(s, X¯s; t0,x0) being smooth functions of (s, X¯s) with
parameters (t0,x0) that satisfy
b¯(t0, X¯t0 ; t0,x0) = b(t0,x0), σ¯(t0, X¯t0 ; t0,x0) = σ(t0,x0).
By combining this local property and equations (2.6)-(2.7), the following multi-step
numerical schemes are proposed in [35]
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Algorithm 1 Multi-step semi-discrete schemes for coupled FBSDEs
Assume that Y N−i and ZN−i (i = 0, 1, . . . , k − 1) are known. For n = N − k, . . . , 0,
solve Xn,j(j = 1, 2, . . . , k), Y n = Y n(Xn) and Zn = Zn(Xn) by
1. Set Y n,0(Xn) = Y n+1(Xn) and Zn,0(Xn) = Zn+1(Xn).
2. Set l = 0 and let ǫ0 be a given tolerance. Solve Y
n,l+1(Xn) and Zn,l+1(Xn)
by the following steps,
Xn,j = Xn + b(tn, X
n, Y n,l, Zn,l)∆tn,j + σ(tn, X
n, Y n,l, Zn,l)∆Wn,j , j = 1, . . . , k,
Zn,l+1(Xn) =
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j(∆Wn,j)
⊤
]
,
αk,0Y
n,l+1(Xn) = −
k∑
j=1
αk,jE
Xn
tn
[
Y¯ n+j
]− f(tn, Xn, Y n,l+1, Zn,l+1),
until
max
{
|Y n,l+1(Xn)− Y n,l(Xn)|, |Zn,l+1(Xn)− Zn,l(Xn)|
}
< ǫ0,
where Y¯ n+j are the values of Y n+j at the space point Xn,j.
3. Let Y n(Xn) = Y n,l+1(Xn) and Zn(Xn) = Zn,l+1(Xn).
The above schemes are semi-discrete schemes proposed in [35], and it was shown
that the k-th step scheme admits a k order convergence rate, provided that 1 ≤
k ≤ 6. To efficiently solve the FBSDEs, however, we also have to introduce a spatial
discretizition, and should guarantee a high quality spatial approximation, e.g., the
approximation of conditional expectations, to balance the entire numerical error. In
fact, this is the main purpose of this work, and we will build efficient algorithms to
deal with this issue in the following sections. Meanwhile, it is noted that an iterative
procedure is used in the above schemes, this is due to the couple property of FBSDEs.
For Decoupled FBSDEs, such a procedure may be omitted.
3. Sparse discretization and corresponding function approximations.
In the last section, we have introduced the high order semi-discrete schemes for cou-
pled FBSDEs. However, to make the multi-step schemes more efficient, one should
design efficient numerical methods for evaluating the conditional expectations and
high dimensional interpolations. In [35], one uses the uniform tensor spatial meshes,
and the tensorized Gaussian Hermite quadrature rule was used to evaluate the condi-
tional expectations, moreover, the Lagrange interpolation method is used to compute
the non-grid information. It was shown that such a combination is less efficient for high
dimensional FBSDEs, as the required computational work increases exponentially as
the dimension increases. To this end, we shall introduce the sparse grid approximation
method, which is introduced originally for approximating high dimensional integral
[1, 28], to deal with this issue. We remark that the sparse grid approximation has
been used in many different research topics, see e.g., [20, 30, 26, 27, 32] and references
therein.
3.1. The multi-dimensional sparse grids. In this section, we follow closely
the idea and notations in [28] to given a basic introduction for constructing high
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dimensional sparse grids. To begin, let us consider a sequence of grids {χi}∞i=1 in R
χi = {xi0, xi1, . . . , xiNi−1}, i = 1, 2, . . . .
The total number Ni of points is usually chosen to be Ni = 2
i + 1. Based on such an
one dimensional sequence, one can build the q-dimensional sparse grids via
(3.1) χpq =
⋃
q≤|i|1≤p
χi1 ⊗ χi2 ⊗ · · · ⊗ χiq ,
where p ≥ q is an integer, and i = (i1, ..., iq) is a multi-index. We call the one-
dimensional sequence nested if it satisfies χ1 ⊂ χ2 · · · ⊂ χk ⊂ · · · . In such cases, one
can rearrange the sequence into the following hierarchical order:
χ = χ1 ∪ (χ2 \ χ1) ∪ · · · ∪ (χk \ χk−1) ∪ · · · = {x0, x1, . . . , xNk−1, . . .}.
Let Ii = {0, 1, . . . , Ni − 1} with I0 = ∅, then χi = {xj , j ∈ Ii}. The nested structure
admits many advantages in constructing high dimensional sparse grids. From the
computational cost point of view, one needs only count each different point once, and
then (3.1) can be written as
(3.2) χpq =
⋃
q≤|i|1≤p
χ˜i1 ⊗ χ˜i2 ⊗ · · · ⊗ χ˜iq with χ˜i ,
{
χ1, i = 1,
χi \ χi−1, i > 1.
In this paper, we shall adopt two papular types of one dimensional grids to construct
the high dimensional sparse grid approximations. The first one is the sparse grid
based on the one dimensional Chebyshev-Gauss-Lobatto(CGL) grids {Ci}∞i=1 that is
defined by
Ci = {xij = cos(jπ2i ), j = 0, . . . , 2i
}
.
It is easy to see that the CGL sequence is nested. Using such a nested property,
in our framework, the sparse grid based on CGL points will be used to build high
dimensional function approximations and related high dimensional interpolations.
The other type of sparse grid we shall use is the one based on the one dimensional
Gauss-Hermite(GH) grid {Gi}∞i=1 which is defined as
Gi = {xij , j = 1, . . . , 2i − 1},
where {xij , j = 1, . . . , 2i − 1} are roots of the Hermite polynomial of order 2i − 1.
Obviously, the GH sequence {Gi}∞i=1 is not nested. Note that the above definitions are
for the one dimensional case, and one can construct the associated high dimensional
sparse grids (Gpq and Cpq ) based on these one-dimensional sets and the formula (3.1).
One can refer to Fig.1 to have a first glance at the two types of sparse grids in two
dimensions. In this work, we shall use the sparse grids quadrature rule based on the
GH sequence to approximate the associated high dimensional integrals (conditional
expectations) in our multi-step schemes for solving FBSDEs.
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Fig. 1: Sparse grid for CGL C62 (Left) and sparse grid for GH G62 (Right).
3.2. Function approximations on sparse grids. In this section, we discuss
function approximations on sparse grids, and this will play an important role in our
numerical schemes for solving FBSDEs. To this end, let us begin with the one-
dimensional case, and consider a bounded interval I ⊂ R in which we have a set of Ni
points χi = {xk, k ∈ Ii}. Let ω(x) > 0 be a weight function in I and {φk}k∈Ii be a
set of basis functions (usually orthogonal polynomials) in L2ω(I). Then for f ∈ C(I), if
the values of f at x ∈ χi are known, we can construct an interpolation approximation
of f via
Iif(x) =
∑
k∈Ii
bikφk(x),
where the coefficients {bik} are obtained by solving the following linear system
f(xij) =
∑
k∈Ii
bikφk(x
i
j), j ∈ Ii.
Then, one can define the multi-variate interpolation approximation for Rq-functions
by the following sparse interpolation operator:
(3.3) Ipq [f ] =
∑
q≤|i|1≤p
∆i1 ⊗∆i2 ⊗ · · · ⊗∆iq [f ] with ∆i ,
{
I1, i = 1,
Ii − Ii−1, i > 1.
or equivalently,
(3.4) Ipq [f ] =
∑
p−q<|i|1≤p
(−1)p−|i|1
(
q − 1
p− |i|1
)
Ii1 ⊗ Ii2 ⊗ · · · ⊗ Iiq [f ],
where p ≥ q is a positive integer, and Ii1 ⊗ Ii2 ⊗ · · · ⊗ Iiq stands for a q-dimensional
interpolation based on the sparse grid information (x, f(x)), x ∈ χi1 ⊗χi2 ⊗ · · ·⊗χiq
with the basis functions φk =
∏q
j=1 φkj , kj ∈ Iij , and k = (k1, ..., kq).
To further reduce the computational complexity, we shall use hierarchical bases
in this work. We recall the following definition:
Definition 3.1. For nested grids, a set of basis functions {φ˜(x)k}∞k=0 is called
hierarchical, if
φ˜k(xj) = 0 for any j ∈ Ii, k /∈ Ii.
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By the above definition, it is easy to see that the expansion coefficients {bik}k∈Ii
under the hierarchical bases will independent of the level index i. That is, for any
f(x) ∈ C(I), we can write
Iif(x) =
∑
k∈Ii
bkφ˜k(x), ∆
if(x) =
∑
k∈I˜i
bkφ˜k(x), i = 1, 2, . . . ,
where I˜i = Ii \ Ii−1, and the coefficients {bk}k∈Ii can be determined by
f(xj) =
∑
k∈Ii
bkφ˜k(xj), j ∈ Ii, i = 1, 2, . . . .
Thus, in case a nested sparse grid and the corresponding hierarchical bases are used,
the interpolation procedure (3.3) can be simplified as
(3.5)
Ipq [f ](x) =
∑
q≤|i|1≤p
∆i1 ⊗∆i2 ⊗ · · · ⊗∆iq [f ](x)
=
∑
q≤|i|1≤p
∑
k∈I˜i1×···×I˜iq
bk1 · · · bkq φ˜k1(x1) · · · φ˜kq (xq)
=
∑
k∈Ipq
bkφ˜k(x),
where x = (x1, . . . , xq), φ˜k =
∏q
i=1 φ˜ki , and
Ipq =
⋃
q≤|i|1≤p
I˜i1 × · · · × I˜iq .
Then, the expansion coefficients {bk,k ∈ Ipq } can be solved by
(3.6) f(xj) =
∑
k∈Ipq
bkφ˜k(xj), ∀j ∈ Ipq .
Thus, Iqd defines a unique interpolation operator onto the finite space
V pq , span{φ˜k,k ∈ Ipq }.
In [27], the authors developed a fast transform to solve the equation (3.6). To illustrate
the solving procedure, let’s take Ipq = I42 as an example, i.e.,
f(xj) =
∑
k∈Ipq
bkφ˜k(xj), ∀j ∈ I42 .
To make it more clearly, first of all we consider how to compute the values of bk,k ∈
I1 × I1 by the following equation,
f(xj) =
∑
k∈Ipq
bkφ˜k(xj), ∀j ∈ I1 × I1.
The coefficients can be computed in two steps.
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1. Perform the following transform on {f(xj), j ∈ I1×I1} along the first dimension,
and get {b′j, j ∈ I1 × I1}.
b′k1,j2 =
∑
j1∈I1
f(xj1 , xj2)Tj1,k1 , k1 ∈ I1, j2 ∈ I1,
where matrix T is the inverse of (φ˜k(xj))k,j .
2. Perform the transform on {b′j , j ∈ I1 × I1} along the second dimension, and get
the coefficients {bj, j ∈ I1 × I1}.
bk1,k2 =
∑
j2∈I1
b′k1,j2Tj2,k1 , k1 ∈ I1, k2 ∈ I1,
where matrix T is the inverse of (φ˜k(xj))k,j .
Based on this fact, we can compute the coefficients {bk,k ∈ I42} in the following way.
Firstly, we perform one-dimensional transforms on {f(xj), j ∈ I3 × I1}, {f(xj), j ∈
I2 × I˜2} and {f(xj), j ∈ I1 × I˜3} along the first dimension, respectively. We get
{b′j, j ∈ I42}. Then apply one-dimensional transforms on {b′j, j ∈ I1 × I3}, {b′j, j ∈
I˜2 × I2} and {b′j, j ∈ I˜3 × I1} along the second dimension. We obtain all the values
of {bj, j ∈ I42}.
Now we extend this procedure to the q-dimensional case, and introduce the fol-
lowing algorithm. For more details about the fast transform, readers may refer to the
work [27].
Algorithm 2 Fast transform on sparse grid.
Input: q, p, χpq , {f(xj), j ∈ Ipq } and {φk(x),k ∈ Ipq }
Output: {bk,k ∈ Ipq |f(xj) =
∑
k∈Ipq
bkφ˜k(xj)}
function FastTran(q,p,{f(xj), j ∈ Ipq })
bj ← f(xj), for all j ∈ Ipq
for q′ = 1→ q do
for all i′ ∈ {i′ = (i1, . . . , iq′−1, iq′+1, . . . , iq)
∣∣|i′|1 ≤ p− 1} do
(Tk,j)k,j∈Ip−|i′|1 ← (φ˜k(xj))−1k,j∈Ip−|i′|1
{bj, j ∈ I˜i1 × · · · × I˜iq′−1 × Ip−|i′|1 × I˜iq′+1×
· · · × I˜iq} ←∑k∈Ip−|i′|1 bj1,...,jd′−1,k,jq′+1,...,jqTk,jq′
end for
end for
return {bk,k ∈ Ipq }
end function
3.3. The approximation of conditional expectations. Recall our multi-
step schemes in Algorithm 1 for solving FBSDEs, to eventually solve the FBSDEs,
one needs to do spatial discretizations. In this work, we aim at solving the solution
pair (Y (x), Z(x)) on a given sparse grid x ∈ χpq , on each time level. Note that other
required information of (Y, Z) can be obtained by using the interpolation procedure
based on the sparse grid information. Although the FBSDEs are essentially defined
on the unbounded domain, however, we are usually interested in the values of (Y0, Z0)
in a bounded domain of x, which we denote by [a0, b0]. Then for each time level tn,
we only need to approximate the solution of (Ytn , Ztn) in a bounded domain [an, bn]
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so that the values of (Ytn , Ztn) outside will not influence our computation of (Y0, Z0)
in [a0, b0]. More precisely, for the time level t = tn, we aim at solving (Ytn(x), Ztn(x))
for x ∈ χpnq ⊂ [an, bn]. To do this, one has to approximate the associated conditional
expectations in Algorithm 1. As mentioned before, we shall adopt the sparse grid GH
quadrature rule to approximate the conditional expectations. To this end, we propose
the following choice for the bounded domain: for any x ∈ χpnq , there holds
(3.7) x+ b(tn,x,y, z) · j∆t± σ(tn,x,y, z) ·
√
2j∆tM1[d×1] ∈ [an+j , bn+j ]
for every j = 1, 2, . . . , k, where M is defined by
M = max{|z|∞, z ∈ Gpq },
where Gpq is the sparse grid GH points that are used to approximate the conditional
expectations, and 1[d×1] = (1, 1, . . . , 1)
⊤, and |z|∞ = max |zk|.
The motivation for the above choice is that one needs to include all information
that is used in the sparse grid GH quadrature rule. More precisely, consider our
multi-step schemes in Algorithm 1, and suppose that (for j = 1, 2, . . . , k) the values
of Y n+j(x) on x ∈ χpn+jq are known. That is, we consider the k-step scheme. Then,
we can compute the value of Y n+j(x) for every x ∈ [an+j , bn+j ] by
(3.8) Ipn+jq
[
Y n+j(x)
]
=
∑
i∈I
pn+j
q
β
n+j
i φi(x), j = 1, 2, . . . , k,
where the coefficients {βi}i∈Ipn+jq can be obtained by Algorithm 2 based on the sparse
grid information x ∈ χpn+jq , and Ipn+jq is the associated interpolation operator.
Now, to solve (Y n, Zn) for x ∈ χpnq , we need to approximate the associated
conditional expectations, e.g., Extn
[
Y¯ n+j
]
. Note that we have
Extn
[
Y¯ n+j
]
= E
[
Y n+j(x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z)∆Wn,j)
]
=
∫
Rd
(
Y n+j(x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) · ξ)
· 1√
(2πj∆t)q
exp
{
− ξ
⊤ξ
2j∆t
})
dξ
=
1√
πq
∫
Rq
(
Y n+j
(
x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) ·
√
2j∆tξ
)
· exp{− ξ⊤ξ})dξ.
In [35], we have proposed the tensor grid of GH points to approximation the above
integral, namely,
Extn
[
Y¯ n+j
] ≈ Qp,Tq [Y n+j(X¯n+j)]
=
L∑
i=1
ωiY
n+j
(
x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) ·
√
2j∆tξi
)
,
where ξi and ωi are the GH quadrature points and the corresponding weights, respec-
tively. We have defined the associated quadrature operator by Qp,Tq . Then, it is clear
to see that one needs the following function information
z = x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) ·
√
2j∆tξi.(3.9)
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Thus, we can see that the choice of (3.7) is reasonable because it makes every point
z stays inside the interval [an+j , bn+j ].
However, when the dimension of the Brownian motion grows higher, the compu-
tational requirements of the above tensor quadrature rule increase exponentially with
respect to the dimension. Hence we shall resort to the sparse grid GH quadrature
rule, in this work, to approximate the conditional expectations. We denote by Qpq the
sparse grid Gauss-Hermite quadrature operator, namely,
(3.10) Qpq =
∑
p−q<|i|1≤p
(−1)p−|i|1
(
q − 1
p− |i|1
)
Qi1 ⊗Qi2 ⊗ · · · ⊗Qiq ,
where the quadrature operatorQk denotes the one-dimensional Gauss-Hermite quadra-
ture based on the grid Gk. Then, the conditional expectations involved in Algorithm
1 can be approximated by
Extn
[
Y¯ n+j
]
= Qpn+jq
[
Y n+j
(
x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) ·
√
2j∆tξ
)]
+Ry,n+jQ ,
Extn
[
Y¯ n+j
(
∆Wn,j)
⊤
]
= Qpn+jq
[
Y n+j(x+ b(tn,x,y, z) · j∆t+ σ(tn,x,y, z) ·
√
2j∆tξ
)
·
√
2j∆tξ⊤
]
+Ryw,n+jQ , j = 1, 2, . . . , k,
where the two terms Ry,n+jQ and Ryw,n+jQ are quadrature errors.
As discussed in [1, 19], for functions f ∈ Fk1([−1, 1]), the error of the one-
dimensional Clenshaw-Curtis quadrature rule is given by,∣∣∣∣
∫ 1
−1
f(x)dx − Q¯p1[f ]
∣∣∣∣ ≤ CN−kQ ,
where Q¯ stands for the quadrature using Clenshaw-Curtis points, NQ is the number of
quadrature points and the constant C relies on the upper bound of the k-th derivative
of f . From this one-dimensional estimates, the authors obtain the following result of
the sparse grid quadrature for functions defined on a high-dimensional cube f ∈
Fkq ([−1, 1]q), ∣∣∣∣
∫
D
f(x)dx − Q¯pq [f ]
∣∣∣∣ ≤ Cq,k · N−kQ · ( log(NQ))(k+1)(q−1),
whereNQ is the number of spare grid quadrature points and the constant Cq,k depends
on q and the upper bound of the k-th derivative of f . Analogously for functions
f ∈ Fk1(R), we have the following error estimates in [25],∫
R
f(x)e−x
2
dx−Qp1[f ] ≤ CN−k/2Q .
Therefore, by conducting a similar procedure in [1, 19], we can obtain the following
theorem.
Theorem 3.2. For any functions f ∈ Fkq(Rq), the error of sparse grid quadrature
rule Qpq is∣∣∣∣
∫
Rq
f(x) exp{−x⊤x}dx−Qpq [f ]
∣∣∣∣ ≤ Cq,k · N−k/2Q · ( log(NQ))(k/2+1)(q−1),
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where NQ = NQ(q, p) is the number of the sparse grid quadrature points used by Qpq
and the constant Cq,k depends only on q and the upper bound of the k-th derivative
of f .
Note that the above quadrature rule uses non-grids information (i.e., not all grid
points x belong to χ
pn+j
q . As mentioned, these information will be obtained via the
sparse grid interpolation, i.e., the procedure (3.8). To this end, we propose the fully
discrete schemes for approximating the conditional expectations:
Extn
[
Y¯ n+j
]
= Qpn+jq
[
Ip˜n+jq
[
Y n+j(x+ b(tn,x,y, z) · j∆t
+ σ(tn,x,y, z) ·
√
2j∆tξ)
]]
+Ry,n+jQI +Ry,n+jQ ,(3.11)
Extn
[
Y¯ n+j(∆Wn,j)
⊤
]
= Qpn+jq
[
Ip˜n+jq
[
Y n+j(x+ b(tn,x,y, z) · j∆t
+ σ(tn,x,y, z) ·
√
2j∆tξ)
] ·√2j∆tξ⊤]+Ryw,n+jQI +Ryw,n+jQ ,(3.12)
where p˜n+j , pn+j ≥ q are positive integers, and the interpolation errors are defined by
Ry,n+jQI = Qp˜n+jq
[
Y n+j−Ip˜n+jq [Y n+j ]
]
, Ryw,jQI = Qpq
[(
Y n+j−Ip˜n+jq [Y n+j ]
)·√2j∆tξ⊤].
We note that both the interpolation error and the quadrature error can be well con-
trolled, provided that the functions admit certain regularities, and meanwhile, suit-
able sparse grids are used. For detailed error estimates of sparse grid quadratures &
interpolations, one can refer to [1, 20, 26].
Remark 3.3. In the above discussions, we have used the notations Q
pn+j
q and
I
p˜n+j
q to stand for the quadrature and interpolation operators. In both notations, we
use p˜n+j and pn+j to specify the different levels of sparse grids that are used for each
time level t = tn+j . We remark that one can of course use uniform sparse grid in each
time level, however, one would benefit if different level can be used according to the
different time level, from the view of computational cost. In particular, for the time
level with a larger domain [ak, bk], one may need a high level sparse grids to obtain a
good accuracy.
In what follows, We are aimed to show how to find the effective computational
domains [an, bn] for each time level t = tn, and this is also a key issue for solving
FBSDEs. In the beginning of this section, we have supposed that the following holds
(3.13) x+ b(tn,x,y, z) · j∆t± σ(tn,x,y, z) ·
√
2j∆tM1[d×1] ∈ [an+j , bn+j ]
for any x ∈ χpnq , where χpnq is the set of sparse grids for t = tn. For simple cases, the
coefficients of the forward SDE are bounded functions, i.e.,
‖b‖∞ ≤ Cb, |σ|∞ ≤ Cσ.
With [a0, b0] given, we can simply set the bounded domains {[an, bn]}Nn=1 by
an+1 = an + Cb ·∆t−Cσ ·
√
2∆tM1[d×1],
bn+1 = bn + Cb ·∆t+Cσ ·
√
2∆tM1[d×1].
However, if b and σ are unbounded functions, the determination of these intervals
becomes much more complex, as the values of b and σ keep changing during the
iterative procedures. Nevertheless, one can always find a large computational domain
to fix this issue (yet with huge computational cost). Another solution is to adopt
an efficient approximation method for the whole space Rq instead of using bounded
domains approximations. And this is our ongoing project.
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4. Fully discrete multi-step schemes for multi-dimensional FBSDEs.
We summarize in this section the entire multi-step schemes for solving multi-dimensional
FBSDEs. Let us consider the k-step scheme, and assume that we have obtained
the initial values, i.e., Y N−k(x) and ZN−k(x), i = 0, 1, . . . , k − 1, are known for
x ∈ CpN−iq ⊂ [aN−i, bN−i]. Then, to solve
(
Y n(x), Zn(x)
)N−k
0
, we do the following
steps:
• We choose a suitable computational domain [an, bn] for t = tn, and construct
the corresponding sparse grids Cpnq ⊂ [an, bn]. In our setting, for each time
level, we construct the sparse grids by transforming the standard CGL sparse
grids from [−1, 1]q to [an, bn].
• For each x ∈ Cpnq we use Algorithm 1 to solve
(
Y n(x), Zn(x)
)
with Xn = x.
In this procedure, we will use the approximation methods in (3.11)-(3.12)
to deal with the high dimensional conditional expectations. In particular,
we shall use the following hierarchical basis functions {T˜k(x)}k∈Ipnq that is
introduced in [26]:
T˜k(x) =
q∏
i=1
T˜ki(xi), with T˜ki(x) =
{
Tki(x), k ∈ I1,
Tki(x)− T2j−ki(x), ki ∈ I˜j ,
Tki(x) = cos
(
ki arccos
(
x− bin
bin − ain
+
x− ain
bin − ain
))
,
i.e, Tk(x) is the transformed classical k-th order one dimensional Chebyshev
polynomial. We note that by using this type of bases and the CGL sparse
grid, the FFT algorithm can be used to speed up the recovery procedure in
Algorithm 2, see also in [27].
• One do the above procedure until the t = 0.
A detailed description for our multi-step schemes is also shown in Algorithm 3.
Remark 4.1. Note that in the above algorithm, one needs to use some initial
values, i.e.,
{
Y N−i(x), ZN−i(x)
}
for i = 0, 1, . . . , k − 1. This can be obtained by
running some standard low order numerical schemes with small time steps, or use the
Runge-Kutta methods [5] or DC methods [31] to do the initialization. In our numerical
examples, we shall directly set these values to be known to avoid the initialization
error.
5. Numerical experiments. In this section, we provide several constructive
numerical examples to show the efficiency of our numerical algorithm for solving
high-dimensional FBSDEs. We shall also present a numerical comparison between
the spectral sparse grid(SSG) method and our previous approach in [35] (where stan-
dard Lagrange interpolations on tensor grids (LTG) are used). To specify the main
differences between the two approaches, we list the main techniques used in both
methods in Table 1.
Table 1: Main techniques used in the SSG and LTG methods for solving FBSDEs.
TP: tensor product. SG: sparse grid. GH: Gaussian-Hermite.
Method Meshes Conditional expectations Approximation & interpolation
SSG sparse grid SG GH quadrature SG interpolation
LTG TP uniform mesh TP GH quadrature Lagrangian
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Algorithm 3 k-step scheme for solving high-dimensional FBSDEs
Input: Y N−i(x) and ZN−i(x), defined on x ∈ Cpiq [ai, bi], for i = 0, 1, . . . , k − 1.
Output: Y 0(x) and Z0(x) on x ∈ Cp0q [a0, b0].
for i = 0→ k − 1 do
{βN−ij , j ∈ IpN−iq } ← FastTran(pN−i, q, {Y N−i(xj), j ∈ IpN−iq }).
{γN−ij , j ∈ IpN−iq } ← FastTran(pN−i, q, {ZN−i(xj), j ∈ IpN−iq }).
end for
for n = N − k → 0 do
for all i ∈ Ipnq do
l = 0.
Y n,l(xi)←
∑
k∈I
pn+1
q
βn+1k T˜k(xi).
Zn,l(xi)←
∑
k∈I
pn+1
q
γn+1k T˜k(xi).
repeat
for m = 1→ k do
for all Wj ∈ GPd do
Xmj ← xi + b(tn,xi, Y n,l(xi), Zn,l(xi)) ·m∆t
+ σ(tn,xi, Y
n,l(xi), Z
n,l(xi)) ·
√
2m∆tWj .
Ymj ←
∑
k∈I
pn+m
q
βn+mk T˜k(Xmj )).
end for
Emy ←
∑
k∈I
pn+m
q
ωjYmj .
Emyw ←
∑
k∈I
pn+m
q
ωjYmj ·
√
2m∆tW⊤j .
end for
Zn,l+1(xi)←
∑k
j=1 αk,jEjyw.
Y n,l+1(xi)←
∑k
j=0 αk,jEjy − f(tn, xi, Y n,l+1(xi), Zn,l+1(xi)).
l = l + 1.
until max{∣∣Y n,l+1(xj)− Y n,l(xj)∣∣ , ∣∣Zn,l+1(xj)− Zn,l(xj)∣∣} < ǫ0.
if n 6= 0 then
{βnj , j ∈ Ipnq } ← FastTran(pn, q, {Y n(xj), j ∈ Ipnq }).
{γnj , j ∈ Ipnq } ← FastTran(pn, q, {Zn(xj), j ∈ Ipnq }).
end if
end for
end for
In what follows, we will denote by CR and RT the convergence rate and the
running time, respectively. In all our numerical tests, the numerical results, which
include numerical errors, convergence rates, and running times, are obtained on a
computer with 16 Intel Xeon E5620 CPUs (2.40 GHz), and 3.0 GB free RAM, coding
in FORTRAN 95.
Example 1: We first consider a two dimensional example, and we shall also re-
port the numerical comparison between the SSG and LTG methods. In this two
dimensional example, we set the components of b as
bi(t,x,y, z) = cos(4(xi + t))/4− 1, i = 1, 2,
and we set σ to be a diagonal matrix with diagonal components
σii = cos(4(xi + t)) sin(4(xi + t))/4, i = 1, 2.
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Furthermore, we choose a one dimensional generator function f as
f(t,x, y, z) =
1
2
2∑
i=1
zi sin
2(4(t+ xi))− y
2∑
i=1
cos2(4(t+ xi))
+ sin(4(t+ x2)) cos
2(4(t+ x1))(sin(4(t+ x1))− 1)
+ sin(4(t+ x1)) cos
2(4(t+ x2))(sin(4(t+ x2))− 1),
so that the exact solution is
Yt = sin(4(Xt,1 + t)) sin(4(Xt,2 + t))
Zt,i =
(
2∏
k=1
sin(4(Xt,k + t))
)
cos2(4(t+Xt,i)), i = 1, 2.
Due to the periodic property of this example, we can solve the FBSDEs in a fixed space
domain [−π, π]2. For the SSG method, we shall use the standard Chebyshev-Gauss-
Lobatto sparse grid C72 for the spatial discretization, and the Gauss-Hermite sparse
grid G32 will be used for the high dimensional quadratures (conditional expectations).
In the LTG method, as mentioned before, we shall use the tensor grid of uniform
mesh, and the degree of Lagrangian interpolation polynomials n are decided by the
following formula
(5.1) (∆x)(n+1) = (∆t)(k+1) ⇒ ∆x = (∆t) k+1n+1
to balance the time discretization error and the interpolation error. For more detailed
explanations of the LTG method, one can refer to [35]. We now solve example 1 with
the SSG method and the LTG method, and the errors, running times and convergence
rates are shown in Table 2.
Table 2: Numerical Errors and convergence rates for Example 1 by SSG (Top) and
LTG (Bottom).
step number error N=8 N=16 N=32 N=64 N=128 CR
1-step
EY 3.991E-02 2.050E-02 1.039E-02 5.232E-03 2.625E-03 0.982
EZ 5.186E-02 2.649E-02 1.339E-02 6.733E-03 3.377E-03 0.986
RT 2.519 4.638 9.521 19.199 38.679
2-step
EY 5.620E-03 1.456E-03 3.670E-04 9.182E-05 2.286E-05 1.987
EZ 6.978E-03 1.847E-03 4.813E-04 1.225E-04 3.090E-05 1.955
RT 6.852 15.596 33.401 68.541 143.552
3-step
EY 9.748E-04 1.342E-04 1.728E-05 2.264E-06 8.196E-07 2.632
EZ 3.091E-03 3.850E-04 4.757E-05 6.009E-06 8.834E-07 2.955
RT 6.899 19.403 43.835 95.902 197.608
step number errors N=8 N=16 N=32 N=64 N=128 CR
1-step
EY 7.204E-01 3.989E-01 1.849E-01 7.321E-02 2.871E-02 1.174
EZ 2.670E-01 1.534E-01 7.409E-02 3.152E-02 1.332E-02 1.093
RT 1.047 4.609 24.120 141.209 844.974
2-step
EY 4.873E-01 1.105E-01 2.220E-02 4.165E-03 7.708E-04 2.333
EZ 1.999E-01 4.706E-02 1.174E-02 2.494E-03 4.159E-04 2.205
RT 3.861 12.970 60.661 363.052 2139.540
3-step
EY 2.656E-01 2.252E-02 2.295E-03 2.247E-04 2.024E-05 3.401
EZ 1.136E-01 9.841E-03 1.306E-03 1.417E-04 1.244E-05 3.243
RT 13.010 43.490 193.784 968.788 4929.977
From the above two tables, we immediately learn that both methods admit high
order convergence rates, more precisely, the k-step schemes admits a k-order conver-
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gence rate (we only listed the numerical results for 1 ≤ k ≤ 3). However, the compu-
tational complexity exhibits big differences between the two proposed methods. For
example, for 3-step methods with N = 128 (the 7th column), the running time is 197s
for the SSG methods vases 4930s for the LTG methods, and this is obvious due to the
efficient sparse grid discretization and the efficient sparse grid interpolations.
Example 2: our next example is q-dimensional decoupled FBSDEs. More pre-
cisely, we set the components of b as
bi(t,x, y, z) =
1
q
xi exp (−x2i ), i = 1, ..., q,
and again, we set σ to be a diagonal matrix with diagonal components
σi,i =
1
q
exp (−x2i ), i = 1, ..., q.
The generator function f is chosen to be
f(t, x, y, z) = −
q∑
i=1
xizi +
1
q2
y − 1
q3
q∑
i=1
(
x2i + exp(−2x2i )
) q∏
k=1
k 6=i
(xk + t)
− 1
q
q∑
i=1
x2i
q∑
j=1
q∏
k=1
k 6=i,k 6=j
(xk + t).
It is easy to show that the exact solution takes the following form
Yt =
1
q
q∑
j=1
(
X2t,j
q∏
k=1
k 6=j
(Xt,k + t)
)
,
Zt,i =
1
q2
exp
(−X2t,i)
q∑
j=1
(
X2t,j
q∏
k=1
k 6=i,k 6=j
(Xt,k + t)
)
+
2Xt,i
q2
exp(−X2t,i)
q∏
k=1
k 6=i
(Xt,k + t).
We solve the above FBSDEs with q = 3, 4, 5, 6, and the numerical results are listed
in Table 3. Again, the proposed multi-step schemes admit high order convergence
rates even for the 6-dimensional problem. To show the computational complexity of
the schemes with respect to the dimension, we show in Fig.2 the growth of running
time against the dimension, and it is seems that the running time grows in certain
polynomial level (non-exponential).
Example 3: we next consider the q-dimensional coupled FBSDEs. We set
bi(t,x, y, z) =
t
2
cos2(y + xi), i = 1, ..., q.
And the diagonal matrix σ is chosen with components σi,i =
t
2 sin
2(y + xi). The
generator function is chosen as
f(t, x, y, z) =
q∑
i=1
zi − 1
q
(
1 +
t
2
) q∑
i=1
x2i −
t
q
(
q−1∑
i=1
xi(xi+1 + t) + xq(x1 + t)
)
− t
2
2M2
(
q−1∑
i=1
(xi+1 + t) sin
4(y + xi) + (x1 + t) sin
4(y + xq)
)
.
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Table 3: Errors and convergence rates for Example 2.
step number sparse grid N=8 N=16 N=32 N=64 N=128 CR
1-step q = 3, C43 & G
4
3
EY 5.717E-02 2.999E-02 1.557E-02 8.021E-03 4.104E-03 0.950
EZ 3.129E-02 1.575E-02 7.988E-03 4.057E-03 2.057E-03 0.981
RT 0.107 0.226 0.389 0.627 1.268
2-step q = 3, C43 & G
4
3
EY 2.766E-03 7.861E-04 2.091E-04 5.396E-05 1.371E-05 1.918
EZ 4.833E-03 1.197E-03 3.006E-04 7.588E-05 1.916E-05 1.994
RT 0.131 0.235 0.509 1.067 2.187
3-step q = 3, C43 & G
4
3
EY 1.244E-04 1.183E-05 1.061E-06 9.522E-08 8.587E-09 3.460
EZ 3.425E-04 4.375E-05 5.575E-06 7.067E-07 8.922E-08 2.976
RT 0.173 0.370 0.750 1.478 3.072
1-step q = 4, C54 & G
5
4
EY 1.196E-01 6.208E-02 3.187E-02 1.626E-02 8.259E-03 0.965
EZ 3.445E-02 1.735E-02 8.772E-03 4.439E-03 2.244E-03 0.985
RT 1.682 3.153 6.178 12.934 26.182
2-step q = 4, C54 & G
5
4
EY 9.114E-03 2.817E-03 7.851E-04 2.087E-04 5.426E-05 1.854
EZ 6.769E-03 1.628E-03 4.038E-04 1.012E-04 2.547E-05 2.012
RT 2.513 4.442 9.606 20.160 41.504
3-step q = 4, C54 & G
5
4
EY 4.879E-04 7.611E-05 1.052E-05 1.378E-06 1.763E-07 2.865
EZ 1.176E-03 1.420E-04 1.767E-05 2.215E-06 2.786E-07 3.009
RT 1.993 5.722 13.296 28.614 59.671
1-step q = 5, C65 & G
6
5
EY 2.269E-01 1.177E-01 6.023E-02 3.061E-02 1.549E-02 0.969
EZ 4.345E-02 2.196E-02 1.110E-02 5.608E-03 2.829E-03 0.985
RT 23.196 47.566 99.318 203.587 411.991
2-step q = 5, C65 & G
6
5
EY 2.941E-02 8.713E-03 2.376E-03 6.223E-04 1.600E-04 1.885
EZ 9.182E-03 2.216E-03 5.534E-04 1.393E-04 3.510E-05 2.005
RT 33.610 80.876 177.315 372.765 766.094
3-step q = 5, C65 & G
6
5
EY 2.549E-03 4.157E-04 6.185E-05 8.531E-06 1.127E-06 2.789
EZ 2.364E-03 2.687E-04 3.254E-05 4.031E-06 5.037E-07 3.045
RT 36.049 105.507 245.986 530.853 1106.870
1-step q = 6, C76 & G
7
6
EY 4.068E-01 2.117E-01 1.084E-01 5.500E-02 2.779E-02 0.969
EZ 5.899E-02 2.996E-02 1.516E-02 7.652E-03 3.855E-03 0.984
RT 368.274 792.758 1640.774 3346.529 6758.066
2-step q = 6, C76 & G
7
6
EY 7.236E-02 2.130E-02 5.783E-03 1.510E-03 3.869E-04 1.891
EZ 1.307E-02 3.277E-03 8.382E-04 2.134E-04 5.405E-05 1.978
RT 1112.524 2813.641 6114.390 12814.473 26454.702
3-step q = 6, C76 & G
7
6
EY 1.037E-02 1.742E-03 2.528E-04 3.407E-05 4.433E-06 2.806
EZ 3.924E-03 4.391E-04 5.339E-05 6.647E-06 8.328E-07 3.045
RT 594.060 1767.938 4110.876 8853.131 18481.311
It can be checked that the exact solution is
Yt =
1
q
q∑
j=1
X2t,j
(
Xt,j+1 + t
)
,
Zt,i =
t
2q
(
X2t,i−1 + 2Xt,i(Xt,i+1 + t)
)
cos

1
q
q∑
j=1
X2t,j(Xt,j+1 + t) +Xt,i

 .
We solve this example for q = 2, 3, 4, 5, and the errors, running time and convergence
rate are shown in Table 4. Again, high order convergence rates are obtained for this
coupled example.
18 Fu, Zhao, and Zhou
100.5 100.6 100.7
100
101
102
103
104
105
 
 
1−step
2−step
3−step
Fig. 2: Dimensions v.s. the running time for Example 2 with N = 128.
6. Conclusions. In this work, we have extended our previous work [35] of multi-
step schemes to solve high-dimensional FBSDEs, by combining the sparse grid spatial
discretizations and the sparse grid quadrature & interpolations, and the entire al-
gorithm admits efficient and high accurate approximations in high-dimensions. It is
shown that the proposed numerical techniques in this work are more efficient than
our previous work in [35]. However, we remark that how to build efficient high dimen-
sional approximations is a long-term open question, and more efforts are still needed.
Possible extensions along this direction include the adaptive sparse grid approaches,
the anisotropic constructions of spatial approximations. Also, a rigorous error analysis
will also be part of our future studies.
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