Abstract-We propose a new algorithm for recovery of sparse signals from their compressively sensed samples. The proposed algorithm benefits from the strategy of gradual movement to estimate the positions of non-zero samples of sparse signal. We decompose each sample of signal into two variables, namely "value" and "detector", by a weighted exponential function. We update these new variables using gradient descent method. Like the traditional compressed sensing algorithms, the first variable is used to solve the Least Absolute Shrinkage and Selection Operator (Lasso) problem. As a new strategy, the second variable participates in the regularization term of the Lasso (/1 norm) that gradually detects the non-zero elements. The presence of the second variable enables us to extend the corresponding vector of the first variable to matrix form. This makes possible use of the correlation matrix for a heuristic search in the case that there are correlations among the samples of signal. We compare the performance of the new algorithm with various algorithms for un correlated and correlated sparsity. The results indicate the efficiency of the proposed methods.
INTRODUCTION
Sampling with some priori knowledge about desired signal has the benefit of sub-Nyquist rate. A well known priori knowledge is sparsity. A signal S E R v is sparse in the domain qt E C ,i f it can be represented by a linear combination of a few atoms of the dictionary qt , i.e. ' ... ,x r, is the k-sparse representation of s, if the N-element vector x consists of at most k non-zero elements (k « N) and N -k zero elements. According to the compressed sensing theory, such signals can be sampled and compressed simultaneously [1] . Sampling is accomplished by linear non-adaptive random measurements from the whole sparse signal, which is expressed by y=<l> s=Ax ;
A �<l>qt (2) where the elements of y E R M are the compressively sensed samples, <l> E R M X V is the measurement matrix (M < N ), and A � <l>qt is defined as the recovery matrix. In order to reconstruct the Nyquist samples of the sparse signal x from its compressed samples y and the measurement matrix <l>, the sparsest vector x which satisfies (2) is desirable. It is computed by [1]: i = arg min II x 11 0 subject to y = Ax
where II x 11 0 denotes the pseudo 10 norm which is equal to the number of non-zero elements of x. In order to obtain the sparsest solution from (3), it is necessary to solve a combinatorial problem that is not feasible for the conventional applications. Alternatively, various algorithms have been proposed which have the same solutions as (3) under predefined conditions. These algorithms can be divided into three main categories: a) greedy and threshold based algorithms such as the matching pursuit (MP), CoSaMP, and IHT [2] , [3] , b) optimization based algorithms like the basis pursuit (BP), II magic, and SLO [4] , [5] , c) Bayesian framework based algorithms such as Bayesian compressed sensing (BCS) and BCS with Laplacian prior knowledge [6] , [7] .
An impressive alternative to 10 minimization is obtained by II relaxation, known as BP. It is given as i = arg min II x II I subject to y = Ax
This problem can be solved by linear programming and its solution will be the same as (3), if <l> is incoherent with qt and also satisfies the Restricted Isometry Property (RIP). There are several random matrices that hold these conditions, if the number of their rows is of order M = O(k log (N 1 k)) [8] , [9] . In the case of noisy measurements, i.e. y = <l>s + n , (4) has to be replaced with the Basis Pursuit De-Noising (BPDN) as i =arg min Il x II I subject to Il y -Ax II� <;'t:
where t: is the maximum energy of the measurement noise. For each value of t:, there exists a parameter A (regularization parameter) that makes the above equation equivalent to the following unconstrained optimization problem (known as Lasso problem):
i == arg min Il y -Ax II� +All x II I (6) Another optimization based algorithm is smoothed 10 (SLO). Concisely, it maximizes a Gaussian function of x that gradually approaches the number of zero samples of x, when the variance of the Gaussian function ((J" 2 ) smoothly nears zero [4] . That is, the SLO solves the following problem for each value of (} 2 :
x=arg max!6(x ) subject to y=Ax 2 Xi N where !(5(x ; ) = e -262 , thus II x 11 0 = N -I lim !(5(X ; ) .
Furthermore, there are several algorithms developed for reconstruction of structured sparse signals with minimum number of measurements [10] , [11] . The authors in [10] exploited the structure of wavelet coefficients for smooth piecewise signals in the reconstruction algorithm. Moreover, the basic algorithm has been generalized for reconstruction of block sparse signals in [10] . The multiband or equivalently smooth signal is an example of the signals which exhibit block sparsity in the Fourier domain. In [11] , block sparse signals have been divided into equal length blocks to minimize the sum of 12 norm (11-/2 norm) of the blocks (instead of 11 minimization in BP). Nevertheless, the authors in [10] and [11] used greedy based algorithms for generalization. The main disadvantage of these algorithms is the need for an oracle to predict the number of non-zero elements of the unknown vector. Moreover, a generalized version of the SLO was presented in [12] which maximizes the Irlo norm of signal for block sparse recovery.
In this paper, we represent each element of a sparse vector x as a function of two variables and update these variables instead of direct updating of x. The new method is inspired by the topology of radial basis function (RBF) networks and the annealing strategy used in the SLO algorithm. We formulate the proposed algorithm, evaluate its performance, and compare it with several algorithms. We also extend the proposed model to exploit the correlation structure among the non-zero samples. Our generalized algorithm deploys the correlation matrix of the desired sparse signal to weight the updates of the extended variables. The results indicate that the proposed algorithm outperforms several existing algorithms in both cases of uncorrelated and correlated sparsity for the noiseless measurement, and has reasonable stability in the noisy measurements.
The rest of the paper is organized as follows. In Section II, we explain the proposed method and formulate the recovery algorithm by gradient descent method for uncorrelated signals. In Section III, the extended case of the proposed algorithm for reconstruction of correlated sparse signals is presented. In Section IV, we compare the performance of the new algorithm with other methods. Finally, Section V presents the conclusion and future works.
II. PROPOSED ALGORITHM
Here, we consider uncorrelated sparse signals in which the correlation among the samples of the signal is zero. In the proposed method, each element (xJ of an N-element vector x=[xpo .. ,x; , ... ,x N Y is represented as a function of two main variables, xv; and Xd; , named as "value" and "detector", respectively, and also a decreasing parameter (} 2 :
By defining the vectors Xv = [xvl' ... ,Xv;, ... ,xv N r and Xd = [Xd P ···,Xd;,···,Xd N r, the sparse vector x can be written as
where diag(x v) is an N x N diagonal matrix with xv; s as the diagonal elements, and r is an N x I vector represented as
where
The 11 norm of the proposed formulation for x will be as
1=1
At first glance, the above formulation for the II norm reminds of the reweighted 1\ algorithm [13] , that assigns weights WE R N to the elements of the vector x in each iteration in a way that, for high values of x" the weight is small and for small values of Xi' the weight is large (i.e. W oc 1/ I x; I ). This iterative reweighting makes the behavior of 1\ norm more similar to the discontinuous 10 function. However, unlike the reweighted 1\ algorithm, in our algorithm the weights ( y; s) are in the interval [0, I] and large weights (maximum 1) are assigned to non-zero elements whereas small weights (minimum 0) are assigned to the zero elements. Although, this kind of weighting is not desirable in the 1\ minimization (we will eliminate its effect as shown later), but it predicts the locations of non-zero elements and it can be a useful operator to enhance the selection property of the Lasso. Especially, the presence of these "oracle variables" (r) is crucial for the extended algorithm in the correlated case in which the non diagonal elements of diag(x, ,) also participate in the optimization process (will be explained in Section III). Table I summarizes the steps of the proposed algorithm. Similar to SLO, our algorithm starts from a sufficiently large value of (} 2 ((J"� ax )' in which y; :o: 1 for all elements of the vector x". In a decreasing procedure for (} 2 , for each (} 2 , we update x" and Xd by the gradient descent method, until the distance of the estimated measure Ax from the exact measurement y becomes less than fJ(} 2 , where fJ is an appropriate constant. fJ(} 2 is obtained empirically. Indeed, finding a convergence guarantee of the aforementioned stop condition is difficult, specially at low values of (J2 . Hence, we use an auxiliary condition so that if the number of iterations in the inner loop (i ) is larger than the predefined value I max' then the algorithm exits the inner loop and decreases (J 2. After one of the convergence conditions, II Ai -y 11 2 < f3(J 2 or i > I max'
is satisfied for a specific (J2 (inner loop of Table I ), (J2 is updated by a constant step size T' as (1 
where ad' av , ' and 8,. , are the N-dimensional gradient vectors and U V indicates element by element multiplication of vectors Uand V.
Remarks:
• Since (J2 appears in the denominator of (9) , we select the corresponding step size of ad ( l1 d in Table I ) as a factor of (J2 to prevent the increase of ad in low values of (J2.
• As mentioned before, since the Gaussian function 'Yi prevents from zero enforcing property of sign(xv) (see [14] for an elaboration) in (10) , we choose the step size of av , as 111' , = l1o./r to compensate for this unwanted effect. 110 is a predefined parameter. initialization: 
EXTENSION TO CORRELATED SPARSITY
Here, our goal is to recover the correlated non-zero elements of the sparse vector with minimum number of measurements using the correlation matrix (C) in the reconstruction algorithm. Tn this case, we replace diag(xv) with the matrix Xv E R N x N and represent the elements of x by linear equations as follows (x = X v y):
Similar to the uncorrelated case, X v minimizes both of the square error II Ax -y 11 2 and the 11 norm II x II I and Xd only participates in sparsifmg the solution. It can be shown that the gradients are derived as
where aI', and aI' , are N x N gradient matrices and ad IS an Nxl vector.
The increase in the number of optimization variables (from 2N in the uncorrelated case to N 2 + N in the correlated case) leads to an extended search area which can convert the original algorithm to an intractable one. For the sake of tractability, we weight the non-diagonal elements of X v by the correlation matrix C in the updating process of the least square error, i.e. (16) As an interpretation of this weighting by C, high correlation values in the matrix C encourage the corresponding x V lj s to participate in the squared error minimization and low values in the correlation matrix C discourage the corresponding entries of Xv . Hence, a numerous number of the non-diagonal variables never participate in the optimization process, because the correlation matrix of the sparse signals is sparse too. In other words, when Xdi detects the i-th sample of x as a non-zero element, equivalently it selects the i-th column of Xv and allows this sample to affect the other non-zero samples by adding x " s, j = 1 , ... ,N, j *-i , which are updated u depending on their correlations with x" " . Obviously, when C = I, the above rules will be same as the uncorrelated case.
Remarks:
• Since 'Ii do not produce appropriate weights for sign(x ) (Section IT), hence we replace r' with [(1. / r ) -IY in (14) and use the recommended step size f.1d in the uncorrelated case.
• In case of the sparsity in the other domains, like Fourier or wavelet domains, we need the correlation matrix of the Fourier/wavelet coefficients that can be computed by C (i = GCG T , where G is the corresponding matrix of Fourier, wavelet, or any another linear transformation [ 15] .
IV. EXPERIMENTS AND RESULTS
In this section, we evaluate the performance of the proposed algorithm and compare it with other methods l in both cases of un correlated and correlated sparsity.
A. Uncorr el at ed Sparsity
In this experiment, we used a typical random sparsity, in which the locations of non-zero elements of the sparse vector were selected randomly with equal probability and the values of non-zero elements were chosen from i.i.d. Gaussian distributions. In order to measure this signal, we utilized Gaussian random matrices with the normalized columns that satisfY the RIP condition with high probability in the given sparsity level. In both experiments (uncorrelated and correlated sparsity), we used the distortion metric II x -x II; / II x II; to evaluate the performance of different recovery algorithms. 
1) Phase transition:
Here, we calculated the distortion of several algorithms in the recovery of 100 different randomly generated sparse signals for a given range of sparsity. The random measurement matrices were different in each trial. The recovery was considered as failed, if the distortion values are larger than 10-3 , otherwise as successful. The probability of failure is obtained as the ratio of the number of failures in 100 trials. The parameters of this experiment were selected as [4] , Laplacian BCS [7] , and THT [3] algorithms. We observe that the new method bears the high levels of sparsity for successful recovery with overwhelming probability.
2) Stability:
We repeated the previous experiment in the noisy case in which the measurement is contaminated by white Gaussian noise. Fig. 2 shows the mean of recovery distortion for various algorithms versus signal to noise ratio (SNR) for two different levels of sparsity. By comparison of different methods, the following two important points can be resulted:
a) The IHT algorithm as a greedy method has different stabilities depending on the sparsity level. In this experiment, for low levels, it gives the best performance, while it has great degradation in high levels.
b) The proposed algorithm has better stability compared to SLO and lI-magic as the optimization based algorithms. Also, it is more stable than the BCS with Laplacian prior at high SNRs in which the distortion is reasonable. 
B. Corr el at ed Sparsity
We use the following exponential correlation matrix (17) to form an approximation of the correlation matrix of the desired sparse vector. It is obvious that the extended algorithm will achieve better performance, if the exact information is available. Here, the experiments are performed in the two sparsity domains of time and wavelet. In this experiment, we evaluate the performance of the proposed method for the correlated block sparse signals. Here, a 500 x 1 vector is divided into 50 blocks ; each block contains L = 10 samples and non-zero blocks have correlation among their samples. The samples of non-zero blocks can be generated by X b = QJA n where n is an uncorrelated l Ox 1 vector (generated from white Gaussian noise in this experiment).
., 10
., 10 and A are obtained from the decomposition of the correlation matrix C = Q A Q T where Q is the matrix containing eigen vectors and A is a diagonal matrix with eigen values as its elements. Hence, X b will be a correlated l Ox 1 vector with the covariance matrix QAQT [15] . We selected C as (17) with a = 0.99 for each non-zero block and used the following matrix as the overall correlation matrix of the desired signal:
where Or. x r. is the matrix of zeros and C total is 500 x500 matrix with l O x 1 0 matrices (C) on the main diagonal. We depicted the recovery distortion averaged on 100 trials for different number of non-zero blocks. The number of measurements was M = 250 and the parameters were set to:
JiV I =10-5 , Jiv, =0.01 , Jiei =a2/102 , a�1in =0.9 , al�ax =50 ,
The results shown in Fig. 3 indicate the significant performance improvement of the proposed method in the high sparsity levels (11 to 15 non-zero blocks corresponding to 110
to 150 non-zero samples) in comparison with the THT [3] , SLO [4] , 1\ magic, and Laplacian BCS [7] methods.
2) Wav elet do main: We examined the extended algorithm in the wavelet domain. Piecewise smooth signals have a compressible representation in the wavelet domain. We used HeaviSine signal as a one dimensional piecewise smooth signal. Sampling was accomplished by a Gaussian random matrix. We applied third stage Haar wavelet transfonn [ 16] as the atoms of dictionary 'P at the recovery stage. Using higher levels of wavelet transform results m more sparse representation because of energy compaction in the base scale, while the dynamic range of the coefficients increases which renders the recovery process challenging. An exponential correlation matrix like (17) with a = 0.99 was assumed for the HeaviSine and the correlation among its coefficient in wavelet domain was computed by the mentioned relation in Section TIT. The length of the signal was N = 1024 and the number of measurements was M = 330 and noiseless. Fig. 4 shows the original signal and the reconstructed signals using the proposed and two other basic algorithms. The reconstruction distortion was 4.2 xl 0 -3 for the proposed method, 0. 19 for SLO [4] , and 0. 16 in II-magic methods [5] . These results illustrate the profound effect of the structural reconstruction.
v.
CONCLUSION AND FUTURE WORK
We presented a new reconstruction algorithm for sparse signals by defining its samples as functions of two variables. The first variable was used for solving the same problem as the Lasso, while the second variable played the role of an oracle for the first variable. Moreover, we extended the original algorithm to a heuristic recovery method by using the correlation matrix as additional priori knowledge about the samples. We experimentally showed that the increase in the number of variables in the optimization problem, in both proposed method, renders high quality reconstructions respect to the basic algorithms of the different classes. Tn the future work, we will search for providing a guide on the optimal parameters selection, explore the optimization methods to achieve faster versions, especially in the correlated case, and compare the results with the specialized algorithms for structural recovery.
