Thanks to its high spectral resolution (∼ 5 eV at 6 keV), the Soft X-ray Spectrometer (SXS) on board Hitomi enables us to measure the detailed structure of spatially resolved emission lines from highly ionized ions in galaxy clusters for the first time. In this series of papers, using the SXS we have measured the velocities of gas motions, metallicities and the multi-temperature structure of the gas in the core of the Perseus cluster. Here, we show that when inferring physical properties from line emissivities in systems like Perseus, the resonant scattering effect should be taken into account. In the Hitomi waveband, resonant scattering mostly affects the Fe XXV Heα line (w) -the strongest line in the spectrum. The flux measured by Hitomi in this line is suppressed by a factor ∼1.3 in the inner ∼30 kpc, compared to predictions for an optically thin plasma; the suppression decreases with the distance from the center. The w line also appears slightly broader than other lines from the same ion. The observed distortions of the w line flux, shape and distance dependence are all consistent with the expected effect of the resonant scattering in the Perseus core. By measuring the ratio of fluxes in optically thick (w) and thin (Fe XXV forbidden, Heβ, Lyα) lines, and comparing these ratios with predictions from Monte Carlo radiative transfer simulations, the velocities of gas motions have been obtained. The results are consistent with the direct measurements of gas velocities from line broadening described elsewhere in this series, although the systematic and statistical uncertainties remain significant. Further improvements in the predictions of line emissivities in plasma models, and deeper observations with future X-ray missions offering similar or better capabilities to the Hitomi SXS will enable resonant scattering measurements to provide powerful constraints on the amplitude and anisotropy of clusters gas motions.
Introduction
The hot (10 7 − 10 8 K) gas in the intra-cluster medium (ICM) is optically thin to the continuum X-ray radiation, meaning that galaxy clusters are transparent to their own X-ray continuum photons. However, Gilfanov et al. (1987) showed that the strongest X-ray resonance lines can have significant optical depths, of order unity or larger. Line photons can therefore undergo resonant scattering (hereafter RS), that is, they can be absorbed by ions and be almost instantaneously re-emitted in a different direction. As a result of this scattering, the emission line intensity is reduced in the direction of the center of the cluster (generally the region of largest optical depth along our line of sight), and enhanced towards the outskirts (e.g. see review
by Churazov et al. 2010) . Even if the RS effect is not strong, it will affect the spatially resolved measurement of elemental abundances in the ICM (e.g. Böhringer et al. 2001; Sanders et al. 2004) , distort the profiles of X-ray surface brightness (e.g. Gilfanov et al. 1987; Shigeyama 1998) , and can lead to up to tens of percent polarization of the line radiation (Sazonov et al. 2002; Zhuravleva et al. 2010 ).
There have been numerous attempts to detect the RS effect in X-ray spectra of the Perseus Cluster (e.g. Molendi et al. 1998; Ezawa et al. 2001; Churazov et al. 2004 ) and other clusters (e.g. Kaastra et al. 1999; Akimoto et al. 2000; Mathews et al. 2001; Sakelliou et al. 2002; Sanders & Fabian 2006) . However, the results remain somewhat controversial. More recently it was shown for the Perseus Cluster that the energy resolutions of the CCD-type spectrometers on XMM-Newton and Chandra are not sufficient to uniquely and robustly distinguish between spectral distortions due to RS, different metal abundance profiles, and/or levels of gas turbulence (Zhuravleva et al. 2013 ).
Here we present Hitomi observations of the RS effect in the core of the Perseus Cluster. Due to the superb energy resolution (FWHM ∼ 5 eV at 6 keV) of the non-dispersive Soft X-ray Spectrometer (SXS) on-board Hitomi, individual spectral lines are resolved (Hitomi Collaboration et al. 2016) , allowing us to measure the suppression of the flux in the He-like Fe n = 1 − 2 resonance line at 6.7 keV for the first time. As we discuss below, this suppression is likely due to photons having been scattered out of the line of sight.
Given that the optical depth at the center of a line depends on the turbulent Doppler broadening, the comparison of fluxes for optically thin and thick lines can be used to measure the characteristic amplitude of gas velocities in the ICM, complementing direct velocity measurements via Doppler broadening and centroid shifts. The RS technique has previously been successfully applied to high-resolution spectra from the cool (kT ∼ 1 keV), dense cores of massive elliptical galaxies and galaxy groups, using deep XMM-Newton observations with the Reflection Grating Spectrometer (RGS). Detailed study of those data showed that the Fe XVII resonance line at 15.01Å is suppressed in the dense galaxy cores, but not in the surrounding regions, while the line at 17.05Å from the same ion is optically thin and is not suppressed (e.g. Xu et al. 2002; Kahn et al. 2003; Hayashi et al. 2009; Pinto et al. 2016; Ahoranta et al. 2016) . Performing modeling of the RS effect, accounting for different levels of turbulence, revealed random gas velocities of order ∼ 100 km s −1 in many elliptical galaxies and groups (e.g. Werner et al. 2009; de Plaa et al. 2012; Ogorzalek et al. 2017) .
Doppler spectroscopy and the RS technique provide complementary, non-redundant constraints on the velocity field. A measurement of the Doppler broadening along a given line of sight depends on the line-of-sight integral of the velocity field weighted by the square of the density. In contrast, the RS effect probes the integral of the velocity field along photon trajectories, weighted by the density itself. Even more striking, if turbulence is isotropic, the measurements of the Doppler effect and RS should provide the same results. If the measured velocities differ, this may indicate that the velocity field is anisotropic. Namely, if motions are radial (tangential) the scattering efficiency is reduced (increased) compared to the isotropic case (Zhuravleva et al. 2011) . It is also important to note that the RS technique is mostly sensitive to small-scale motions (Zhuravleva et al. 2011) . The comparison between the two measurements of the velocity field can also reveal large scale deviations from spherical symmetry, and density inhomogeneities.
Hitomi Collaboration et al. (2016) mentioned the presence of the RS effect in the Perseus core. The measured ratio of the Fe XXV Heα resonance to forbidden line fluxes, 2.48±0.16 with 90% statistical uncertainties, is smaller than the predicted ratio in optically thin plasma with mean gas temperature of 3.8 keV. Hitomi Collaboration et al. (2016) also reports velocity dispersions of 187 ± 13 and 164 ± 10 km s −1 in the core and outer regions, respectively. Theoretical studies of the RS effect predict that the resonance line flux should be still suppressed if gas is moving with such velocities in the Perseus Cluster. In this paper, we measure spatial variations of line ratios and widths using the improved calibration data and taking systematic uncertainties into account. We confirm the presence of the RS effect and, using numerical simulations of radiative transfer in the Perseus Cluster, infer the velocities of gas motions. We refer the reader to Hitomi collaboration et al. (2017e, 2017d Hitomi collaboration et al. (2017e, , 2017b Hitomi collaboration et al. (2017e, , 2017c papers for the most complete analysis of spectroscopic velocity measurements, details of the plasma modeling and detailed measurements of the temperature structure 1 . The ICM parameters present in this paper are consistent with the measurements in these papers; small variations of specific parameters do not affect our conclusions.
The structure of our paper is as follows. In section 2, we describe the observations and data reduction. In section 3, we demonstrate that the complex coupled spectral and spatial behavior of the emission line intensities in the Fe XXV Heα spectrum are qualitatively consistent with the presence of RS. In section 4, we measure line intensity ratios that are sensitive to RS, as a function of position in the cluster. In section 5, we describe the radiative transfer simulations performed. We used two independent simulation codes: one based on the software packages of Geant4 tool kit 2 and HEAsim 3 , and one customwritten by one of us (IZ) based on Sazonov et al. (2002) ; we will refer to this latter code as the ICM Monte Carlo code or 'ICMMC code'. In section 6, we compare the results of simulations with the measured line ratios, and derive constraints on the turbulent velocity field. In section 7, we discuss the uncertainties associated with the atomic excitation rates, and possible presence of additional excitation processes such as charge exchange. The results are summarized and discussed in section 8.
Throughout this paper we adopt AtomDB version 3.0.8 4 , and the plasma emission models in APEC 5 . All data analysis software tasks refer to the HEAsoft package 6 . We adopt a
Galactic hydrogen column density of NH = 1.38 × 10 21 cm −2 (Kalberla et al. 2005) in the direction of the Perseus Cluster, and use the solar abundance table provided by Lodders & Palme (2009) . Unless noted otherwise, the errors are the 68% (1 σ) confidence limits for a single parameter of interest. Fig. 1 . The Hitomi SXS observation regions overlaid on the Chandra Xray image of the Perseus Cluster in the 1.8-9.0 keV band divided by the spherically-symmetric model for the surface brightness. In this paper we will consider obs23 cen as the central region, which includes the central AGN (white), outer region obs23 out (black) and obs1 whole (cyan).
Observation & data reduction
Hitomi carried out a series of 4 overlapping pointed observations of the Perseus Cluster core during its commissioning phase in 2016 February and March, with a total of 340 ks exposure time (Table 1) . The Hitomi SXS is a system that combines an X-ray micro-calorimeter spectrometer with a Soft Xray Telescope (SXT) to cover a 3 × 3 arcmin field of view (FOV) with an angular resolution of 1.2 arcmin (half power diameter). The micro-calorimeter spectrometer provided a spectral energy resolution of ∆E ∼ 5 eV at 6 keV (Kelley et al. 2016) . It is operated inside a dewar, in which a multi-stage cooling system maintains a stable environment at 50 mK; temperature stability is important to give such a high energy resolution. The SXS was originally expected to cover the energy range between 0.3 and 12 keV, but only data in the E >∼ 2 keV band were available during the Perseus observations because the gate valve on the SXS dewar, which consists of a Be window and its support structure, was still closed at the time of observation. The other instruments on Hitomi are described in Takahashi et al. (2017) . In this paper, we use only the SXS data for investigating RS in the Perseus cluster core.
The Perseus Cluster was observed four times with Hitomi over a ten day period, but the SXS dewar had not yet achieved thermal equilibrium during the first two observations. A drift in temperature of the detector implies a drift in the photon energy to signal conversion (the so-called 'gain'). For the observations during which the gain drift was significant, the photon energy scale was determined using data processing routine sxsperseus in HEAsoft, which corrects the gain scale via an extrapolation of the relationship between the relative gain changes on the array and on the continuously illuminated calibration pixel from the Perseus observation to the later full-array calibration in the official data pipeline processing. Observations 1 and 2 in table 1 were affected by this gain drift; observations 3 and 4 were obtained under thermal equilibrium in the SXS dewar. A difference in gain between obs. 2, and the sum of obs. 3 and 4 (full FOV) of ∼ 2 eV can still be seen (Eckart et al. 2017) . It is most clearly seen around the Fe XXV Heα line complex in the official data pipeline processing (Angelini et al. 2016) . Not surprisingly, obs. 1 has a much larger energy scale uncertainty (Porter et al. 2016) . All pixels in the micro-calorimeter array are independent, and in principle each has its own energy scale, and energy scale variations.
In our spectral analysis of the central region in section 4 we have to take the contribution of non-thermal emission from the central AGN in the Perseus Cluster, NGC 1275, explicitly into account. Following the T paper, we applied the "sxsextend" task to register event energies above 16 keV, so that we can construct the spectrum up to ∼20 keV. This is crucial to discriminate the AGN and cluster gas components spectrally, as the former dominates the spectrum in the extended energy band. This method is same as that in the "T" paper (Hitomi collaboration et al. 2017b). After having added the high energy events, and having applied the extra screenings, we adopted two extra gain corrections, similar to the procedures described in the "A" paper (Hitomi collaboration et al. 2017e ), but used the different reference redshift of 0.017284 according to the "V" paper (Hitomi collaboration et al. 2017d) . The detailed correction parameters were shown in the appendix in the "T" paper (Hitomi collaboration et al. 2017b) . The first of these corrections is referred to as the "z-correction", which adjusts the absolute energy scale of each pixel in each data set such that the redshift of the Fe XXV Heα resonance line is aligned to the redshift of NGC 1275 at z = 0.017284. The second is referred to as the "quadratic-curve-correction", which applies a second-order correction, centered on Fe XXV Heα, to take out a small apparent offsets in the observed energies of the strongest emission lines across the 1.8-9 keV band. The intent of the "z-correction" is to allow the spectra from different pixels and different pointings to be added with minimal broadening of the lines from variation in the bulk velocity across the Perseus cluster within the SXS FOV. For the RS analysis we need to measure the ratios of line fluxes, thus we use the full available data set to reduce statistical uncertainties on measured line ratios, presuming variations across the data set are sufficiently small to warrant this approach. The uncertainties in the RS analysis associated with the energy scale corrections are discussed in section 4.
After applying all these corrections, the spectra were extracted with the Xselect package in HEAsoft for each region as shown in figure 2. We used only high primary grade event data to generate the spectra. In order to subtract the non-Xray background (NXB), we employed the day and dark Earth fuse emission from the ICM, and is based on the X-ray image observed with Chandra in the 1.8-9.0 keV energy band, with a region of radius 10 arcseconds centered on the AGN replaced with the average surrounding brightness by the "aharfgen" task in HEAsoft. At the time operations ceased, a full in-orbit calibration of the spatial response and effective area had not yet been performed well. In this paper, we therefore use ARFs generated based on the ground calibration of SXT. A 'fudge factor' was derived from the ground measurements, to adjust the calibration to in-flight performance; however this fudge factor has large uncertainties as shown in Tsujimoto et al. (2017); Hitomi collaboration et al. (2017b) , and the spectral fits with these "fudged" ARFs produced artificial residual features. We also examined an adjustment of "Crab ratio" using the Crab observation with Hitomi SXS (Tsujimoto et al. 2017) , however this adjustment also introduced systematic residuals around the Au and Hg edges around 12 keV as shown in the "T" paper (Hitomi collaboration et al. 2017b ). We therefore decided not to apply such corrections and use the standard ground calibration-based response. Finally, in all spectral fits, the spectra are grouped with 1 eV bin −1 , and 1 count per bin at least, allowing the Cstatistics method to be used.
We extracted spectra from three regions, obs23 cen and obs23 out from obs. 2 and 3, and obs1 whole from obs. 1, with the region boundaries coinciding with detector pixel boundaries as shown in figure 1, in order to avoid having to redistribute photons between pixels. The pointing directions of obs. 2 and 3 are slightly different (offset by ∼ 0.1 arcmin), however, this offset is much smaller than the size of the SXS point spread function. The obs23 cen, obs23 out, and obs1 whole are located on the central 9 pixels around the AGN, the outer 26 pixels of obs. 2 and 3, and the whole region of obs. 1, respectively, see figure  1 . The observed spectra in the 6.1-7.9 keV band are shown in figure 2. Their modeling is discussed below in section 4.
Observational indications for resonant scattering
Theoretical studies of the RS effect in the Perseus Cluster predict that, in the absence of gas motions the degree of flux suppression in the resonance line of He-like Fe should vary with the projected distance from the cluster center: the line flux will be most suppressed in the innermost region, with the suppression decreasing with projected distance out to a radius ∼ 100 kpc. At larger radii, the line flux is slightly increased relative to the value for the optically thin case (e.g. Churazov et al. 2004) . Also, as the result of scattering, the wings of the line become slightly stronger (see e.g. Zhuravleva et al. 2013 ). Below we demonstrate that the Perseus Hitomi data show evidence for both of these effects.
Flux suppression in the Fe XXV Heα resonance line
We first consider the spectrum of the He-like Fe XXV triplet from the innermost region (obs23 cen in figure 1 ), where the suppression of the resonance (w) line is expected to be the strongest. A single-temperature bapec 7 model for an optically thin plasma can approximately model the resonance line flux, but will then underestimate the fluxes of the neighboring forbidden (z) and intercombination (y) lines (see bottom left panel in figure 3 and supplementary material in Hitomi Collaboration et al. (2016)). Exclusion of the resonance line from the modeling provides a better fit for x, y and z and other weaker lines, but clearly overestimates the w flux (top left panel in figure 3 ). We then add a Gaussian component to the model with the energy of the w line and normalization that is allowed to be negative. The best-fitting result of this model is shown in the top right Fig. 2 . The observed Hitomi spectra extracted from the obs23 cen, obs23 out and obs1 whole regions shown in figure 1 , and binned for display purposes. Top panels show the resultant spectral fits in 6.1-7.9 keV band, while the second, third and fourth rows show the energy range of the Heα complex, and Heβ, and Lyα lines in 6.4-6.7, 7.5-7.8, and 6.7-7 keV, respectively. The spectra obtained with the Hitomi SXS are shown in black; light gray lines show the emission from the AGN. Orange lines indicate the "modified" bvvapec model, in which the strongest lines have been deleted. The Fe XXV Heα forbidden and resonance, Heβ1,2, and Fe XXVI Lyα1,2 are shown in magenta, red, green, light green, blue and cyan lines, respectively. The lower panels show the fit residuals in units of ratio.
panel in figure 3 . The best-fitting normalization of the Gaussian component is indeed negative and the model provides a statistically better fit to the data than a pure bapec model 8 . The ratio of the best-fitting models shown in the top panels shows a sup-8 For all three modeling steps we use the same gas temperature, which is taken from the best-fitting model to the data without the w line. pression of the resonance line by a factor of ∼ 1.28, indicating the presence of RS.
The same modeling procedure is applied to spectra from the regions at larger distances from the cluster center (obs23 out and obs1 whole, see figure 1 ). When fitting the obs23 out spectrum, the bapec+negative Gaussian model provides a statistically better fit than the pure bapec model. The w flux in the obs23 out region is suppressed by factor of ∼ 1.28 (left panel in figure 4 ). In the most distant from the cluster center region, obs1 whole, the bapec+negative Gaussian model does not provide a statistically better fit of the data than a bapec model. The measured line suppression is small, less than 1.15 (right panel in figure 4 ). These simple experiments illustrate the possible presence of the RS effect in the Perseus core. 
Observed line ratios
We fitted the spectra with a combination of emission models representing the AGN and the ICM, each with its own response, in Xspec. The AGN is represented by a powerlaw with redshifted absorption, with additional (redshifted) Fe Kα1, 2 fluorescent emission lines; the ICM is modeled with a redshifted collisional ionization equilibrium plasma, with adjustable elemental abundances, and additional Gaussian emission lines if necessary. The two components share a common foreground neutral Galactic absorption. Formally, we have AGN model: T BabsGAL × (pegpwrlwAGN + zgaussAGN, FeKα 1 + zgaussAGN, Fe Kα 2 ), and ICM model: T BabsGAL × (bvvapecICM + zgauss Fe lines ). The AGN parameters are fixed at the numbers in the NGC 1275 paper (Hitomi collaboration et al. 2017a) . In this paper, we modify the bvvapec model, setting the emissivities of the strong Fe lines to zero.
Firstly, we derived the ICM temperature, Fe abundance, turbulent velocity, and normalizations from the spectral fits in 1.8-20.0 keV with a single temperature model for each region. In the broad band fit, to determine those parameters, we adopted the modified bvvapec model, from which the Fe XXV Heα resonance line is excluded, and the corresponding Gaussian model is added. The resultant parameters and C-statistics from the spectral fits for each region are shown in table 2. The "projected" temperature increases slightly with radius, while the Fe abundance drops by ∼ 0.1 solar from the center to the obs1 whole region. The measured temperature and Fe abundance gradients agree with the results from the "T" and "Z" papers (Hitomi collaboration et al. 2017b (Hitomi collaboration et al. , 2017c . As for the turbulent velocity, σv, the derived values are almost constant with radius. These σv in the previous Hitomi paper (Hitomi Collaboration et al. 2016 ) and "V" paper (Hitomi collaboration et al. 2017d) are slightly different. We note that the data reduction, calibrations and plasma codes are more improved than the previous Hitomi paper. And, the numbers shown in table 4 for PSF uncorrected in the "V" paper from their narrow band fits in 6.4-6.7 keV are slightly smaller than those from the broadband fits shown in table 2 in this paper. The difference comes from the broader line width of the Lyα lines (see table 2 and the "V" paper).
Fixing the ICM temperature, Fe abundance, and σv at the values from the broad band fits, we exclude the Fe XXV Heα forbidden (z) and resonance (w), the Heβ and the Fe XXVI Lyα lines from the bvvapec model and include Gaussian line models instead with the central energies of these lines. The best-fitting normalizations of the Gaussian components give total fluxes of these lines. Here, the line widths of the Lyα2 and Heβ2 are linked to Lyα1 and Heβ1 lines, respectively, and other parameters except for the redshift are varied in the spectral fits. This fitting model is very useful since bvvapec describes the weak satellite lines, while the added Gaussian lines allow us to measure the fluxes of the strongest emission lines in a model independent way, taking blending with weaker emission lines into account.
The observed spectra are well-described by the model, except around the 6.55 keV feature, as shown in figure 2. The resulting line ratios and widths (thermal and turbulent broadenings, σ v+th ) are summarized in table 2 and figure 5. The Lyα1 and Lyα2 lines are clearly resolved in obs23 cen and obs23 out regions, while the Heβ lines are not, due to their close central energies. Note that the emission lines are represented well by the corresponding Gaussian models, as confirmed by the study of possible non-Gaussianity in the "V" paper. The derived radial profile of the w/z ratio increases with the distance from the obs1 whole 4.43 ± 0.24 3.58 ± 0.50 6.09 ± 0.89 4.81 ± 0.80 * Fits in the broad 1.8-20.0 keV band with the AGN and modified bvvapec models, from which the resonance line is excluded and a Gaussian component is added instead. σv is a turbulent velocity in bvvapec model without the resonance line. The numbers in this table are slightly smaller than those in the "V" paper (Hitomi collaboration et al. 2017d), see section 4 for the details. † Fits in the narrow, 6.1-7.9 keV, band with the AGN and modified bvvapec models, from which we exclude the He-α resonance and forbidden, He-β1&2, and Ly-α1&2 lines.
center, while the z/Heβ ratio is almost the same everywhere. The measured w line widths in the obs23 cen and obs23 out regions are broader than the z ones at the ∼ 2 σ level. The comparison of the measured line ratios and line broadening with the results of numerical simulations of the RS effect is discussed in section 5.
Systematic uncertainties, such as (a) the ICM modeling of a single or two temperature structure, (b) gain correction, (c) the point spread function (PSF) deblending, and (d) plasma codes (AtomDB version 3.0.8 or 3.0.9) should be considered in the spectral analysis. Estimates of their effects are examined below. As a result, these uncertainties almost do not affect our results and conclusions.
As for the ICM modeling, the Fe lines in 6-8 keV are well modeled with a single temperature model with the exception of the resonance (w) line shown in figure 2 and table 2. On the other hand, as described in the "T" paper, a two temperature (2T) model improves the spectral fits when AtomDB version is 3.0.9. The w/z ratios measured from the 1T and 2T models agree within the statistical error with either AtomDB version 3.0.8 or 3.0.9. In this paper, since we examined the spectral fits for the observations and simulations in the same manner, i.e., the same model formula, as described in section 5.3 and compare the resultant fit parameters for each other, the choice of the 1T or 2T models does not affect our conclusions, as long as the continuum spectra are well-represented by the models. Note that the gas temperature measured from the line ratios obtained from the 2T model in the "T" paper agree well with the deprojected temperature profile from the Chandra data.
We repeated the spectral analysis using gain-uncorrected Hitomi data to estimate the uncertainty. Figure 6 shows comparison plots of the resultant fits for the w/z and z/Heβ line ratios and line widths, σ v+th , of the w and z lines between the gain corrected and uncorrected data. The line ratios from both data sets are consistent within the statistical errors. At the same time, the width of the w line in obs23 cen decreases, as expected, by about 5% when the gain correction is applied. We did not correct the spectral fit for the PSF effects. The azimuth-averaged values in regions 1-4 for the PSF uncorrected numbers in the "V" paper which roughly correspond to the obs23 out region are almost consistent with our results within statistical errors. The PSF effect is accounted for in the simulations in this paper described in section 5. The residuals around 6.55 keV in the obs23 out region are likely associated with uncertainties in the plasma model for the Fe XXIV Li-like line (see also figure 8 in "Atomic" paper). These come from the underestimation of the Li-like lines in AtomDB version 3.0.8. The updated version 3.0.9 are corrected for the problem as shown in Appendix 1. This feature has negligible impact on our results for line ratios and widths, however, since the Li-like lines are separated from the w and z lines. 
Radiative transfer simulations
The line suppression due to the RS effect is sensitive to the velocity of gas motions: the larger the velocity of gas motions the lower the probability of scattering and the closer the line ratios to those for an optically thin plasma. In order to interpret the observed line suppression and infer the velocity of gas motions, we performed radiative transfer Monte Carlo (MC) simulations of the RS in the Perseus Cluster. We followed two independent approaches: (i) using the Geant4 and HEAsim tools and assuming a velocity field consistent with the direct velocity measurements as presented in the "V" paper (Hitomi collaboration et al. 2017d) , and (ii) using a proprietary code written specifically for MC simulations of radiative transfer in the cluster ICM (ICMMC). Both approaches are based on the emission models for an optically thin plasma taken from AtomDB version 3.0.8, and take into account projection effects (gas density, temperature, abundance of heavy elements) and the spatial response of the telescope. The latter is treated differently in both approaches. The results based on both simulations broadly agree. Details of the two approaches are discussed below.
Model of the Perseus Cluster
For the MC simulations, we adopt a spherically symmetric model of the Perseus Cluster. We used archival Chandra data to measure the profiles of gas density, temperature and abundance of heavy elements. Excluding point sources and the central AGN, projected spectra are obtained in radial annuli, centered on the central galaxy, NGC 1275. These are deprojected Top: deprojected electron number density; middle: deprojected gas electron temperature; bottom: deprojected abundance of heavy elements relative to Solar abundance from Lodders & Palme (2009) . Chandra data are used in the inner ∼ 150 kpc region. These profiles of the temperature and electron density are merged with Suzaku deprojected data at large radii, r >∼ 150 kpc, taken from Urban et al. (2014) , and the abundance is adopted to be the averaged number in Werner et al. (2013) ; Matsushita et al. (2013) ; Urban et al. (2014) .
following the procedure described by Churazov et al. (2003) . The spectra are fitted with an apec model in a broad energy band, 0.5-8.5 keV, accounting for Galactic foreground absorption by a column density of NH = 1.38 × 10 21 cm −2 , and treating the abundance of heavy elements as a free parameter, using the solar abundance table by Lodders & Palme (2009) . The Chandra deprojected profile within ∼ 150 kpc is shown in figure 7. There is a density drop in the innermost region (the first point from the center) likely associated with the bubbles of relativistic plasma that push up the X-ray gas. Due to this density drop and the presence of multi-temperature plasma, the deprojected temperature and the heavy element abundances are not determined reliably in this region. Therefore, we assume constant temperature and abundance profiles in the inner ∼ 10 kpc region. The Chandra deprojected profile is then merged with the Suzaku deprojected data (Urban et al. 2014 ) at large radii, (2013), we adopted the averaged number of ∼0.4 solar as the input parameter. Figure 7 shows the combined radial profiles.
Optical depth
Using the equations shown in Zhuravleva et al. (2013) , the optical depth is calculated from the center of the cluster out to a radius corresponding to an angular size on the sky of 40 ′ ∼ 830 kpc, corresponding to 2/3 times r500 (Urban et al. 2014) . The left panel of figure 8 shows the optical depth for each line (see also table 3) for the case of zero σv calculated using the cluster model described in section 5.1. RS is expected to be important in the central regions of the Perseus Cluster, where the optical depth is larger than 1. The Fe XXV Heα w has the largest optical depth ∼ 2.3, while the Fe XXV Heα z line is essentially optically thin and not affected by the RS.
The optical depth is inversely proportional to the Doppler line width, which depends on the thermal broadening and turbulent gas motions. Therefore, the stronger the turbulence, the smaller the optical depth (see figure 8, right panel) . However, even if the gas is moving with a characteristic velocity as large as ∼150-200 km s −1 , as measured directly through the line broadening, we still expect RS to affect the w line (the optical depth is ∼ 1). All other lines considered in this work are effectively optically thin.
Monte Carlo simulations with Geant4
The RS simulation was performed with the main reaction processes shown in Zhuravleva et al. (2013) , using the input Perseus model shown in figure 7 . Assuming spherical symmetry, we calculated multiple scatterings of photons in the Perseus core; the Geant4 tool kit produces a list of simulated photons incident on the Hitomi SXS. In the Geant4 frame work, we Heβ1, resonance * Letter designations for the transitions as per Gabriel (1972) assume 400 spherical shells in a r =0-40 ′ region, and scaled to be 1 kpc=1 cm to preserve the scattering probability under the low density environment in the ICM. The seed photons in the simulator are generated according to the thermal emissivity associated with our adopted spatial distributions of density, temperature, and abundance, and we assume the photons are emitted isotropically. Scattering probabilities are calculated using the mean free path of each photon in each shell, assuming thermally and turbulently broadened Fe line absorption, as well as Thomson scattering, including a proper energy transfer and scattering direction of the incident photons after RS in the cluster and ion velocity field, which are uniquely implemented in Geant4. The Fe line emissivity and oscillator strength are taken from AtomDB version 3.0.8. In the simulation, we include scattering by the set of the Fe XXIV, XXV, XXVI lines shown in table 3. Other ions were neglected since their optical depths are negligibly small. To run the simulation, we adopted an input spectral model of optically thin plasma generated with bapec. The emission model includes all emission lines, including the weak satellite lines.
We examined three assumptions for the velocity (σv) field based on the line-of-sight velocity dispersion shown in "V" paper: a uniform σv of 150 km s −1 (case 1) as a reference for comparison with the simulations shown in Zhuravleva et al. (2013) , a peak σv toward the AGN and a nearly flat field elsewhere (cases 2-4), and a case in which the σv rises outside of the field observed by Hitomi (case 5). The parameters for each simulation are listed in table 4. Figure 9 (left panel) shows the figure 7 . We estimate the temperature uncertainties changing the temperature by +10% which is corresponding to the azimuthal dependence of the temperature profile from Chandra and XMM. simulated incident spectrum from the inner 0. ′ 5 radius of the cluster for a uniform σv of 150 km s −1 (case 1 in table 4). The bottom panel of the figure shows the ratio of the photon lists for the models with and without RS. The w line flux is obviously suppressed by the RS effect. Note that the suppressed w line shape is not represented by a Gaussian model which has the same σ as the w line without RS. The suppression of the w line in our simulation agrees with previous results by Zhuravleva et al. (2013) . On the other hand, the predicted line broadenings due to the distortion with the Geant4 simulator are slightly wider than those from ICMMC. However, the difference is quite negligible after smoothed by the Hitomi responses as described in the next paragraph.
After generating the projected photon lists with the Geant4 simulator, we processed them with the HEAsim software in Ftools to make mock event files for the Hitomi SXS FOV, taking into account the Hitomi responses. The HEAsim software calculates the redistribution of the input photons, including the Hitomi mirror and detector responses such as the effective area, the PSF, and the energy resolution. Here, we used the responses in the HEAsim tools and normalized the flux to the observed value, taking into account events out of the SXS FOV. We assumed a 1 Ms exposure time for each simulation. Black and red spectra in the right panel of figure 9 show the mock spectra for obs23 cen with and without RS, respectively, for the 150 km s −1 uniform σv (case 1) model. One can clearly see the flux suppression in the w line when RS is taken into account. As shown in the bottom panels in figure 9 , the resonance line shape are clearly distorted by the line broadening as well as the line suppression in the mock spectrum. Note that the mock spectra have finite numbers of photons since the mock spectra are normalized to a given, finite flux.
To estimate the potential impact of systematic uncertainties in the input model, we also performed simulations with the temperature and abundance profiles of the input model changed by +10% (case 1a), and ±10%, respectively. Also, we explored the effects of the moving core within 1 ′ , with 150 km s −1 in redshift relatively against the surrounding gas, as pointed out in "V" paper (Hitomi collaboration et al. 2017d).
Monte Carlo simulations with the ICMMC code
In order to interpret the observed resonance line suppression and infer velocities of gas motions, we also applied a different approach, based on Monte Carlo simulations of radiative transfer in hot gas described in Zhuravleva et al. (2010) (see also Sazonov et al. 2002; Churazov et al. 2004) . Here, instead of simulating the whole spectrum and fitting it with plasma models to obtain line ratios, we performed calculations in specific lines. Such simulations directly provide fluxes in the considered lines for models with and without RS; their ratios, corrected for the PSF, are then compared with the observed values. This approach has been successfully applied to the analysis of RS and velocity measurements in massive elliptical galaxies and galaxy groups (Werner et al. 2009; de Plaa et al. 2012; Ogorzalek et al. 2017) . In these previous works the detailed treatment of individual interactions in the simulations is described.
Since the Hitomi measurements of line broadening and variations of line centroids do not show strong radial velocity gradients in the Perseus Cluster, and the properties of the velocity field outside the inner ∼ 100 kpc are unknown, we conservatively assume that the velocity of gas motions is approximately the same within the considered regions. The simulations are done for a grid of characteristic velocity amplitudes, the results of which are then compared with the observed line ratios (see section 6.2).
Comparisons of the observed line ratios and the simulations

GEANT4 simulations
We compared the spatial distribution of the observed line ratios with the simulations described in section 5.3. In order to compare the line ratios and widths, we fitted the simulated spectra with the same spectral model and responses for the ICM discussed in section 4, i.e. the "modified" bvvapec (bvvapec with the strongest lines deleted) plus Gaussian models. The mock spectra are well represented by this model. To understand the impact of limited photon statistics in the modeling, we divided the simulated event list into ten 100 ks parts, each of which had similar statistics in Fe XXV Heα to the observed Hitomi data. Figure 5 shows comparisons of the observed and predicted line ratios and widths, and σv for case 1 (flat σv field), with and without RS. The observed ratios of the Fe XXV Heα w/z are consistent with those from simulation with RS. The simulated ratios without RS, shown by light gray diamonds, are clearly far away from the observed ones in the inner regions. Figure 10 shows the comparisons for all models listed assuming a plausible velocity field based on the "V" paper (Hitomi collaboration et al. 2017d) in table 4. For all the regions, simulations of the w/z ratio for all the cases are broadly consistent with the observations as shown in figures 5 and 10. The observed widths of the w and z lines for the central region obs23 cen and the obs1 whole are well represented by the simulation with RS for cases 1, 4, and 5. The simulation for case 4 which is close to the line-of-sight velocity dispersion field in the "V" paper agrees well with the observed line ratios and widths. The simulated line widths with RS for case 2 look slightly broader than the observed one, while simulations with lower σv (< 100 km s −1 ) in r > 2 ′ , such as case 3, are poorly described in the outer regions.
Consequently, our simulation assuming plausible velocity field based on the "V" paper is consistent with the observation, while the constant distribution and the relatively large σv of ∼ 300 km s −1 at large radius would not be rejected from our simulation.
The simulations show that the predicted line ratios and widths are affected by the assumed velocity field rather than the RS effects. For the obs23 out region which includes the north-west 'ghost' bubble as shown in the "V" paper, the line widths from simulations are broader than observations due to the azimuthal dependence.
As for the w/Heβ, w/Lyα1, and w/Lyα2 lines, the simulated ratios with the RS effects also broadly agree with the observed ones within the statistical errors, except for w/Lyα1 in the obs23 out and obs1 whole regions. The Lyα line ratios are sensitive to the azimuthal dependence and hotter component of projected temperature. On the other hand, the observed z/Heβ ratios, whose lines have low optical depth than the other lines as shown in figure 8 , are also consistent with the simulated ratios.
The temperatures derived from the simulated spectra are lower than the observed ones for all the regions. It should be noted that the w/z line ratio does not change much even if the temperature and σ v+th change. In fact, changing the temperature in simulations by +10% for case 1a, which corresponds to the azimuthal scattering, does not change the results within the observed statistical errors. The derived σv for cases 1, 4 and 5 agree well with the observations in the innermost region, while those in the obs23 out region are lower than the simulated ones. We also estimated the uncertainties by changing the Fe abundance by ±10%. The resultant line ratios do not change by more than ∼ 3%.
In this simulation, we assumed spherical symmetry in the cluster core. If bulk motion existed along the line of sight in the cluster core, the line widths should be broader along line of sight. The "V" paper (Hitomi collaboration et al. 2017d) actually shows a large scale bulk velocity gradient of ∼ 100 km s −1 .
As shown in section 4, we adopted the gain correction, which gave ∼ 5% broader line widths than the uncorrected data, but the "V" paper did not. In order to estimate the uncertainties, we performed simulations with the assumption of the core moving within 0. ′ 5 radius with 150 km s −1 relative to the surrounding gas based on case 1. The resultant w/z line ratios in obs23 cen did not change within the statistical errors for case1. Therefore, we confirmed that the RS effect is not very sensitive to bulk mo- tion in the Perseus cluster core as was earlier shown as well by Zhuravleva et al. (2011) . On the other hand, the derived w and z line widths are broader by 2 and 1% than those from case 1, and also 4 and 3% wider than the observation. These discrepancies are smaller than the difference between the gain-corrected and uncorrected data as shown in figure 6.
ICMMC simulations
Using the thermodynamic model of the Perseus Cluster shown in figure 7 and the APEC (based on AtomDB version 3.0.8) plasma model, we calculated the line ratios (w/z, w/(Heβ1 + Heβ2), w/Lyα1 and w/Lyα2) as a function of projected distance from the cluster center, assuming different levels of isotropic turbulence and accounting for RS. The results of simulations are then combined with the 2D PSF maps of Hitomi provided by the "V" paper (Hitomi collaboration et al. 2017d) .
Results for the w/z ratio are shown in the top left panel in figure 11 . The uncertainties on the line ratios are a result of series of simulations, in which we vary the assumed temperature, density, and abundance profiles within the uncertainties for the cluster model shown in figure 7 . These flux ratios are integrated over the observed regions (obs23 cen, obs23 out, and obs1 whole, see figure 1 ) and compared with the observed line ratios. The rest of panels in figure 11 show the w/z ratio spatially integrated within the observed regions as a function of the one-component (1D) velocity. As expected, the larger the velocity, the closer the line ratio to the optically thin case. The observed line ratios are plotted in red. The overlap between the observed and theoretical line ratios allows us to constrain the velocity of gas motions. Note that the RS effect is the smallest in the obs1 whole region. Also, the statistical uncertainty on the measured w/z ratio is the largest in this region. Therefore, a longer Hitomi-like observation will be required for a positive velocity measurement using the RS effect for the region obs1 whole.
For each line ratio, the results of the simulations (blue regions in figure 11 ) are then combined with the measured error distributions in the observed line ratios (red regions), and probability distributions for turbulent velocities are obtained, as shown in figure 12 (see Ogorzalek et al. 2017 , for the method). Assuming that the maximum Mach number, Mmax = √ 3V los /cs, of gas motions is unity, 1σ confidence intervals on the velocity measurements are obtained (blue regions in figure  12 ). The velocity distributions obtained from the w/z line ratio are peaked, and the confidence intervals are relatively insensitive to the choice of Mmax in both obs23 cen and obs23 out regions. The measured turbulent velocities are 150 the direct velocity measurements, while the w/Lyα1 ratio gives 2 σ lower limit 178 km s −1 . The latter result is very sensitive to the choice of Mmax. Note that the Lyα lines of He-like Fe have the peaks of their emissivity times ionic fraction at gas temperatures ∼ 10 keV, while the same quantity for the w line of He-like Fe peaks around ∼ 5 keV. Since our thermodynamic model for Perseus is calculated from the 0.5 − 8.5 keV band spectra, the contribution of high-temperature gas could be underrepresented in our fiducial cluster model, which would affect the emissivity of the Lyα lines. Therefore, the w/Lyα line ratios are the least reliable of the ratios considered here. The bottom panel in figure 12 shows the velocity distributions measured in obs1 whole region, for which the constraints are weak (see also figure 11 ).
Our interpretation of the observed line suppressions due to RS relies on the assumption of spherical symmetry and the choice of the reference emissivity model for an optically thin plasma. Below, we check how these assumptions affect the result as well as the effect of the Hitomi PSF.
Hitomi PSF. For correct interpretation of the observed line ratios, it is important to take the Hitomi PSF into account. The sensitivity of the results to the PSF is shown in the top panels in figures 13 and 14, where the PSF-corrected (default) and PSFuncorrected results are shown in gray and red, respectively. The peaks of the distributions for the w/z ratio change by a factor of ∼ 2 and by ∼ 20% in the central and outer regions, correspondingly. Results for the w/Heβ ratio are almost unaffected by the PSF in contrast to w/Lyα ratios. The PSF correction always brings the peak velocity closer to the directly-measured value (Hitomi collaboration et al. 2017d ).
Model for the optically thin plasma. Our simulations are based on the APEC model for an optically thin plasma. However, the line emissivities are slightly different in the SPEX plasma model (Kaastra et al. 1996) , as discussed in the "A" paper (Hitomi collaboration et al. 2017e ). Though such differences have little affect on the overall parameters of the bestfitting spectral models, they might be significant for more subtle plasma diagnostics such as the RS. We have therefore implemented the SPEX v3.03.00 model in our simulations and redid the analysis. Following the "A" paper, the ionization balance is set to Urdampilleta et al. (2017) Spherical symmetry. Our Perseus model is calculated assuming spherical symmetry, which will not be correct in detail given the complex structure of the cluster core. To test this assumption, we re-measured the thermodynamic properties of the cluster from the Chandra data, limiting the analysis to a sector that contains Hitomi pointings and repeated the analysis described above for this model. The results for the w/z ratio are essentially unaffected, as shown in figure 13 , bottom panels. The peak of the velocity distribution inferred from the w/Lyα2 line ratio decreases by a factor of ∼ 2 in the outer region, although the results remain consistent within uncertainties (figure 14, bottom right panel). In all other cases the peak velocity changes by even smaller factor, typically by less than 10%.
Improvements in the results from the w/z line ratio will require refinements of the details of the plasma models for these lines. SPEX plasma model predicts a stronger RS effect in the cluster core than APEC. The w/Heβ results, in contrast, are limited by statistical uncertainties and can easily be improved with longer, Hitomi-like observations. Further improvements for the w/Lyα1 and w/Lyα2 line ratios will require a more detailed model of the Perseus Cluster, especially the contribution of the gas component with T > 5 keV.
Uncertainties in the atomic excitation rates
In this section, systematic uncertainties in the observed line ratios arising from uncertainties in calculated atomic parameters are discussed. The focus will be on parameters that most directly affect the manifestation of RS, i.e., the optical depth of the resonance line, w, and the intensity ratio w/z.
The optical depth at line center is proportional to a line's The width of each curve reflects the 1σ statistical uncertainty on the deprojected thermodynamic profiles (see figure 7) . The approximate locations of spectral extraction regions (obs23 cen, obs23 out, and obs1 whole) are shown with dashed lines. Top, right and bottom: integrated flux ratio over spectral extraction regions (see figure 1) as a function of line-of-sight velocity (blue); integrated optically thin line ratio vs. velocity (yellow) and the observed line ratio from the Hitomi data (red). The overlap between the red regions and blue curves provides constrains on the velocity of gas motions.
absorption oscillator strength (Zhuravleva et al. 2013) , which depends on the upper level's radiative rate, and in turn, is directly related to the natural line width. Hence, as an estimate of the uncertainty of the oscillator strength, we compare the natural line width, ∆E Nat. , of line w in APEC (AtomDB 3.0.8) and SPEX 3.03 (which are based on different atomic structure calculations) to the measured line width from laboratory measurements by Rudolph et al. (2013) . The agreement between the measured values and those found in SPEX and APEC is good: ∆E SPEX =0.301 eV, APEC: ∆E APEC =0.308 eV, ∆E Meas. = 0.311 ± 0.01 eV (Rudolph et al. 2013) . Based on this comparison, the systematic error in the oscillator strength is estimated to be < 5%.
The error associated with the optically thin intensity ratio w/z is more complex. It includes errors in the total collisional excitation cross sections, errors associated with unresolved satellites, and contributions from charge exchange recombination. The dominant excitation mechanism for populating the upper state of line w in a thermal plasma is electron impact excitation (EIE) from the ground state. The total effective EIE cross sections have been measured (Wong et al. 1995; Hell 2017 ) at a few single electron impact energies using an electron beam ion trap. These measurements do not include contributions from dielectronic satellites. While it is not possible to compare the results of the measurements directly to the output of SPEX and APEC (because neither model provides cross sections as a function of electron impact energy, but rather produces electron temperature dependent, unitless collision strengths) it is possible to compare the measurement results to the EIE cross sections calculated using the same theoretical method used to produce the collision strengths in APEC and SPEX, i.e., the methods of Aggarwal & Keenan (2013) and of Zhang & Sampson (1990) , respectively. This comparison shows good agreement, i.e., well within the ∼ 10% error of the measurement (Hell 2017) . Given this agreement, and the agreement among calculations, the error on the total electron impact exci- tation rate of line w is estimated to be < 10%.
The forbidden line z has a significantly more complicated excitation structure. As detailed in the "Atomic" paper (Hitomi collaboration et al. 2017e) , the upper level of line z is populated by a variety of mechanisms, including direct excitation from the ground state, excitation from cascades, and from innershell ionization of Li-like Fe XXIV. As a result, the uncertainty in the emissivity of line z is coupled to detailed population kinetics, in addition to the plasma model. The excitation cross section has been measured (Wong et al. 1995) using an electron beam ion trap and the agreement with theory is good. However, this is insufficient to estimate the total error in the line strength for a 4 keV thermal plasma.
To estimate the errors associated with w/z for a 4 keV thermal, optically thin plasma directly, the values predicted by AtomDB and SPEX are compared to results of laboratory measurement from plasmas with Maxwellian electron temperatures at coronal densities. Here, the calculations are compared to measurement using the Maxwellian simulator mode (Savin et al. 2000 (Savin et al. , 2008 employed at the LLNL EBIT-I electron beam ion trap facility. Using this mode, the spectrum of the Heα complex of Fe XXV including satellites has been measured (Gu et al. 2012) . Caveats of the measurement include the fact that the average charge balance produced using the Maxwellian simulator is underionized (and thus the charge balance is not representative of a true Maxwellian) and the fact that line emission produced in an EBIT is, in general, polarized, hence, when comparing to line ratios measured form celestial sources, polarization effects must be taken into account. The amount of polarization depends on the electron impact energy. Hence, the line emission measured using EBIT-I's Maxwellian mode, where the electron beam energy is swept across a large range, may have a range of polarization values. The calculated polarization of line w ranges from 0.6 to 0.4 between the threshold for excitation and an electron impact energy of 24 keV. The polarization of line z is ∼ −0.08 near threshold and −0.22 above threshold for population by cascades (Hakel et al. 2007 ). The agreement with theory is good although the uncertainty in the measurements remains relatively large, i.e., on the order of 20-30% (Beiersdorfer et al. 1996; Hakel et al. 2007 ).
Here, polarization effects are taken into account by setting the polarization of line w to P = 0.5 and of line z to P = −0.22. No energy dependence is included because the correction factor to the w/z line ratio across the entire range of polarization only varies by ∼ 5%, and because the true polarization of lines z and w is not known due to depolarization effects (Gu et al. 1999) . The difference between the polarization corrected ratio and uncorrected ratio is 11%, i.e., the polarization-corrected w/z ratio is 2.92 ± 0.2 and the uncorrected ratio is 3.25 ± 0.07. The errors in these ratios include the uncertainty in the polarization, the spectrometer response, and statistics. The measured ratio is also systematically lower than the ratio for a true Maxwellian because the large amount of Li-like Fe XXIV present in the EBIT results in a larger contribution to z from innershell ionization. The measured ratio has to be corrected based on a comparison of the ionization balance in the EBIT in its Maxwellian simulator mode with the true thermal ionization balance in a 4 keV plasma, and the fraction of the emissivity in z due to innershell ionization. However, according to calculations, for a 4 keV plasma, the contribution from inner shell ionization is only a ∼ 10% enhancement of line z in the EBIT case. While the measured value at EBIT is therefore w/z = 2.92 ± 0.2, the corrected ratio may be as high as ≈ 1.1 × 2.92 = 3.21 ± 0.2. This value is fully consistent with the ratio at kT = 4 keV in APEC of w/z = 2.98 and SPEX v3.03 of w/z = 3.11 (see figure 15 ). It should be noted that the Fe XXV Heα complex, as well as other He-like systems, have been measured in tokamak plasmas where no polarization effects are present (Bitter et al. 2008) ; however, those measurements are at lower temperatures. Comparison of the lower temperature data with the predictions from SPEX and APEC would be useful.
In a 4 keV plasma, unresolved dielectronic recombination (DR) satellites contribute to the flux of line w and line z, and uncertainties in their contributions to w and z should be estimated. In the case of line w, the emission from high-n DR (n ≥ 3) satellites blends with line w. These satellite intensities have been measured in detail by Beiersdorfer et al. (1992a) and also by Watanabe et al. (2001) . The agreement between theory and experiment is good (Watanabe et al. 2001) . We can get a rough estimate of the uncertainty in the intensity of w due to uncertainties in the intensities of the unresolved satellites as follows. In the "Atomic" paper, calculated satellite intensities are listed in Table 11 , where calculations from three separate plasma models are compared, assuming collisional equilibrium at kT = 4 keV. Four n = 3 satellites have a summed intensity of 0.065 of the intensity of w. The dispersion between the models has a standard deviation of about 10% of this relative intensity. Likewise, three n = 4 satellites have a summed intensity relative to w of 0.018, with a standard deviation of about 10% of this value. The dispersion between the models compares well to the intensity measurement error of about 10% quoted by Watanabe et al. (2001) . From these data we estimate that the uncertainty in the intensity of w due to uncertainties in the unresolved satellites is of order 1-2% (allowing for the presence of weaker n > 4 satellites).
In the case of line z, the most significant contribution is from the DR channel of the 1s2p 2 2 D 5/2 → 1s 2 2p 2 P 3/2 transition, known as line j (Gabriel 1972) , which, although it is ∼ 8 eV away from line z, is still only marginally separated in the Perseus spectrum. In addition, there is also emission from the 1s2p 2 2 D 3/2 → 1s 2 2p 2 P 3/2 , known as line l (Gabriel 1972) , which is only about 1.5 eV above z, but its strength is only about 1/10 of the strength of line j. The strengths of both line j and line l have been measured (Beiersdorfer et al. 1992b) , with an estimated accuracy of about < ∼ 20%. The agreement with theoretical calculations is better than 15%. In collisional equilibrium at kT = 4 keV, the intensities of j and l relative to z are approximately 0.33 and 0.025, respectively. The uncertainty in the intensities of j and l, if completely unresolved from z, therefore translates into an uncertainty of about 6.5% in the estimated intensity of z; in practice, the dominant contributor, j, is partially resolved from z in our data, so the uncertainty due to the contribution of the satellites is significantly smaller than 6.5%. If we assign an uncertainty of 3% to z due to the uncertainty in the satellite contribution, and 2% to w, the ratio w/z has an uncertainty of about 4% due to possible errors in the satellite contribution. Finally, our model for the emissivity of Fe XXV does not contain excitation by charge exchange of neutral H with Fe XXVI. The core region of the cluster does contain neutral H in close contact with the hot ICM, as is evident from the filamentary Hα emission from the core (Salome et al. 2011) . Charge exchange contributes to the intensity of both the w and the z lines, but it contributes more strongly to z than to w, and the effect therefore would tend to reduce the ratio w/z from its pure CIE value. In the "Atomic" paper, an explicit model for the charge exchange emission is fitted along with a CIE model. Based on the bestfit parameters for the charge exchange (which are constrained mainly by the charge-exchange predicted intensities of higherorder series members), we estimate that the process could contribute 8% of the observed flux in z, and 2% of the observed flux in w. That would lower the ratio w/z by 6% from its value in CIE in the central region of the cluster, which is significantly less than the suppression we observe. Moreover, charge exchange is not likely to contribute much to the emission we observe in the 1 − 2 arcmin range, where w/z is also significantly suppressed with respect to its value in CIE.
To summarize, when we compare the measured w/z ratios to the ratios predicted by the best-fitting CIE model without radiative transfer, we see a significant suppression in the innermost regions of the cluster. In the innermost region, the measured ratio is w/z = 2.43, while the predicted ratio is 2.98 (AtomDB 3.0.8) or 3.11 (SPEX 3.03) , and the ratio measured at EBIT, corrected for systematic errors, is at least 2.92 ± 0.2. Errors in the model fluxes of unresolved satellite lines to w and z cannot account for more than a few percent of this suppression. Charge exchange excitation could account for a suppression of 6%, but only in the innermost (r < 1 arcmin) bin. As is expected if the suppression is due to resonance scattering of w photons, w/z tends to the 'optically thin' CIE value in the outer regions of the field, and this would not be the case if the optically thin, CIE only, value we use were simply incorrect.
Comparing the results of the measured w/z ratio from obs23 given in table 2 with the values predicted for an optically thin plasma, and taking into account known uncertainties in the predicted values, there is very good evidence for RS in line w.
Conclusions
We have showed evidence for the resonance scattering in the core of the Perseus Cluster observed with Hitomi. Namely, we observe: i) the characteristic suppression of the flux of the resonance line in the Fe XXV Heα complex seen towards the center of the cluster; ii) the expected decrease of this suppression with distance from the cluster center; and iii) an additional broadening of the resonance line compared to other lines from the same ion. Fitting the spectra with a combination of an emission model for optically thin plasma supplemented with individual Gaussian emission lines, we measure the ratios of the resonance line flux to the fluxes in the forbidden line in the Fe XXV Heα complex, two Fe XXV Heβ lines, and the Fe XXVI Lyα lines. To interpret the observed results, we perform radiative transfer Monte Carlo simulations, assuming a spherically symmetric model for the cluster and plausible velocity fields based on direct velocity measurements (Hitomi collaboration et al. 2017d) including an isotropic field. Comparing the observed line ratios and the simulated values, we infer velocities of gas motions that are consistent with direct velocity measurements from line broadening. We investigate systematic uncertainties in the analysis, including the assumption of spherical symmetry, the modeling of the ICM properties, the uncertainties in line emissivities, and the contribution of charge exchange excitation.
Future, non-dispersive high resolution spectroscopy such as the Hitomi SXS observations will allow us to explore the effect of RS in even more detail, which, in combination with the direct velocity measurements, will provide us with a unique tool to probe the anisotropy and spatial scales of gas motions. It is important to take the RS effect into account when measuring plasma properties from high resolution X-ray spectra of galaxy clusters. The effect can be even stronger in lower-energy lines in cooler, gas-rich systems, such as galaxy groups and large elliptical galaxies.
Hitomi's lifetime was unfortunately short. However, the micro-calorimeter at the heart of the SXS has already provided new insights with its high energy resolution. Future X-ray missions with micro-calorimeters, XARM and Athena, will be indispensable in the investigation of cluster physics. and forbidden lines, these are also negligible for our simulations and conclusions. Heβ1, resonance * Letter designations for the transitions as per Gabriel (1972) 
