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Abstract
A numerical scheme is proposed for the solution of the system of 1eld equations and boundary condi-
tions of the static, linear plane strain problem of the Theory of Elasticity in stresses. The work is based
on a previous analytical approach by the authors within the Boundary Integral Method for a homogeneous
and isotropic elastic material occupying a simply connected region. The di8erential and integral operators
appearing in the resulting system of integro-di8erential equations for the determination of the boundary val-
ues of four unknown harmonic functions are discretized and the problem at this stage is reduced to 1nding
the solution of a linear system of algebraic equations. Formulae are provided for the determination of the
displacements and stresses at the boundary. As an illustration, the proposed numerical scheme is applied to
1nd the solution of the following problems: (i) a nearly-circular boundary subject to a uniform pressure or
to a uniform normal displacement; (ii) a square subject to a uniform pressure or to di8erent prescribed nor-
mal displacements. This choice of the problems has allowed to assess the e=ciency of the method through
comparison with known analytical solutions and to test the accuracy of the results under di8erent smoothness
properties of the boundary and boundary conditions. Whenever new, the obtained results were thoroughly
discussed.
Future work in this 1eld will be devoted to the extension of the method to include multiply connected
regions and mixed boundary conditions, and to investigate the prediction and isolation of the singularities in
the solution, caused by boundary irregularities.
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1. Introduction
The plane problem of the linear Theory of Elasticity has received considerable attention long ago
as being a simpli1ed alternative to the more realistic three-dimensional problems of practical interest.
A large class of two-dimensional problems has been tackled using various analytical techniques, some
of which are available in [9, and the references therein].
Due to the increasing mathematical di=culties encountered in the theoretical studies of problems
involving arbitrary boundary shapes or complicated boundary conditions, many purely numerical
techniques have been developed in the past few decades, which rely on 1nite di8erence or 1nite
element techniques. For a good representation of the governing equations of the problem and for
reliable solutions, both of these methods involve tedious calculations and require large computing
times. Moreover, the natural boundary of the body is frequently replaced by an outer polygonal
shape which involves a multitude of corner points and necessarily adds (or deletes) parts to the
region occupied by the body. This, in turn, necessitates the application of boundary conditions on
arti1cial boundaries, a fact that introduces additional inaccuracies into the solution.
Many of the disadvantages of the numerical techniques are overcome by the use of alternative
numerical treatments based on Boundary Integral formulations of the problem. Such approaches are
usually classi1ed under the general title of Boundary Integral Methods. They have the advantage of
reducing the volume of calculations by considering, at one stage, only the boundary values of the
unknown functions and then using them to 1nd the complete solution in the bulk. In addition to
this, the procedure deals exclusively with the real boundary of the medium (under certain regularity
conditions) and needs not to introduce arti1cial boundaries. The use of boundary integrals in the
Theory of Elasticity may be found in [8], where the method is applied to the 1eld equations “in
displacements”.
One of the authors (MSA) had previously proposed a boundary integral technique for the general
solution of the electromagnetic problem for plane current sheets [1] and later on gave a modi1ed
version to 1t the nonlinear problem of wave propagation in ideal Iuids [5]. In both papers, proper
numerical schemes were developed for the solution, which clearly indicate the e=ciency of the used
method in dealing with such problems, where other techniques proved to be inadequate.
A modi1ed version of the method presented in [1,5] was proposed by the authors to 1t the static,
plane strain problems of the Theory of Elasticity in stresses, for simply connected regions [2]. This
was later on extended to Thermoelasticity [4] and Magnetothermoelasticity [3]. The method relies on
the representation of the biharmonic stress function in terms of two harmonic functions and of the
well-known integral representation of harmonic functions, expressed in real variables. Constanda [7]
explains the advantages and convenience of the use of real variables due to its generality in dealing
with the di8erent forms of the boundary, unlike the approach based on the use of complex variables
“where the essential ingredients of the solution must be constructed in full for every individual
situation”.
As explained above, the procedure is carried out in two stages: The 1rst one involves the determi-
nation of the boundary values of the two unknown harmonic functions de1ning the stress function,
as well as of their complex conjugates. In the second stage, the already calculated boundary values
are used to determine the solution in the bulk by numerical contour integrations. The illustrations
given in [2] show that in practice, if the form of the boundary is simple enough (e.g. the circle or the
ellipse), one may 1nd analytical forms for the solution. However, for more complicated boundaries,
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the analytical treatment seems almost improbable to achieve and the numerical study of the system
of equations becomes a necessity.
In the present paper, we propose a numerical scheme for the solution of the system of 1eld
equations and conditions formulated in [2]. The di8erential and integral operators appearing in the
equations for the determination of the boundary values of the unknown functions are discretized and
the problem at this stage is reduced to 1nding the solution of a linear system of algebraic equations
for the boundary values of the four unknown functions. Boundary values of any physical quantity
may be calculated at this stage by di8erentiation along the boundary. The full solution of the problem
in the bulk is obtained by numerical integration of boundary integrals. It is worth noting that the
discretization process has to be carried out carefully, since some of the boundary integrals involve
singularities, as shown in the sequel.
As an illustration, the proposed numerical scheme is applied to the following two cases: (i) a
nearly-circular boundary subjected to a uniform pressure or to a uniform normal displacement. This
application allows to compare the obtained results with those for the circular boundary treated an-
alytically within the frame of the same method in [2]; (ii) a square boundary under a uniform
pressure or di8erent prescribed normal displacement. This provides an example of a boundary in-
volving corner points, which requires a special treatment. Also, the boundary function in one case
has a discontinuous derivative, a situation that allows us to discuss the e8ect of the smoothness of
the boundary function on the e=ciency of the method.
2. Problem formulation and basic equations
Let D be a two-dimensional, bounded, simply connected region occupied by the elastic medium
and bounded by a closed contour S with parametric representation
x = x(s); y = y(s);
at each point of which the unit outwards normal n is uniquely de1ned. Here, (x; y) denotes a pair
of orthogonal Cartesian coordinates in the plane of D with origin O in D and s- the arc length as
measured on S in the positive sense associated with D, from a 1xed point Q0 to a general boundary
point Q. Let 	 be the unit vector tangent to S at Q in the sense of increase of s. One has
=
(
1√
$
x˙(s);
1√
$
y˙(s)
)
; n =
(
1√
$
y˙(s);− 1√
$
x˙(s)
)
; (1a)
where the dot over a symbol denotes di8erentiation w.r.t. s and
$(s) = (x˙)2 + (y˙)2: (1b)
Clearly, since the natural parametric representation for the boundary S is used, one has, for closed
boundaries S belonging to the class C1:
$ = 1: (1c)
In the applications, however, other parametric representations may be more convenient such as
for the elliptic or nearly-circular contours, where the use of an angular parameter turns out to be
more practical than the arc length s. In this case, relation (1c) will no longer be satis1ed. For the
invariance of formulation under transformation of the parameter, we keep $ in Eq. (1a). Further,
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we have produced our 1nal discretized formulae in an invariant form which is valid for any choice
of the parameter used in the representation of the contour S other than the arc length s.
2.1. Equations of elasticity
The general equations of the linear theory of elasticity for a homogeneous and isotropic material
are well established and may be found in standard references [9]. In what follows, we shall quote
these equations without proof, to be used throughout the text.
In the absence of body forces, the equations of equilibrium are automatically satis1ed if the
identically non-vanishing total stress components are de1ned through the stress function U by the
relations
xx =
92U
9y2 ; yy =
92U
9x2 ; xy =−
92U
9x9y : (2)
It is assumed that the stress function U ∈C4(D)∩C2(S) and that its second order partial derivatives
are univalued functions in the whole region OD.
Hooke’s law reads
xx =
E
(1 + )(1− 2)
[
9u
9x +
9v
9y
]
+
E
(1 + )
9u
9x ; (3)
yy =
E
(1 + )(1− 2)
[
9u
9x +
9v
9y
]
+
E
(1 + )
9v
9y ; (4)
xy =
E
2(1 + )
[
9u
9y +
9v
9x
]
; (5)
where E and  are Young’s modulus and Poisson’s ratio respectively for the considered elastic
medium.
Besides the local equilibrium conditions guaranteed by the representation (2), the global equilib-
rium conditions of the body must also be satis1ed. This requires that the resultant force and the
resultant couple applied to the boundary of the body must vanish. This, evidently, will put some
restrictions on the external mechanical agents a8ecting the body. This condition will be subsequently
satis1ed in the considered applications.
The compatibility condition for the solution of Eqs. (3)–(5) for the displacement components lead
to the following homogeneous biharmonic equation for the stress function U
2U = 0: (6)
The stress function U solving equation (6) may be represented as [1; p:]
U = x+ yc +; (7)
where  and  are two harmonic functions, the superscript “c” denotes the harmonic conjugate and
OD is the closure of D. Since the boundary integral representation is to be used, it seems adequate
to suppose from the outset that the functions  and  and their conjugates belong to the class of
functions C2( OD).
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One has the following representation for the mechanical displacement components [1; p:]
E
1 + 
u=−9U9x + 4(1− ); (8a)
and
E
1 + 
v=−9U9y + 4(1− )
c: (8b)
In terms of the harmonic functions , c and , the stress and the displacement components may
be expressed as follows:
xx = x
92
9y2 + 2
9c
9y + y
92c
9y2 +
92
9y2 ; (9a)
yy = x
92
9x2 + 2
9
9x + y
92c
9x2 +
92
9x2 ; (9b)
xy =−x 9
2
9x9y − y
92c
9x9y −
92
9x9y (9c)
and
E
1 + 
u= (3− 4)− x 99x − y
9c
9x −
9
9x ; (10a)
E
1 + 
v= (3− 4)c − x 99y − y
9c
9y −
9
9y : (10b)
From relations (9a) and (9b) one obtains
xx + yy = 4
9
9x = 4
9c
9y : (11)
Since the left hand side of this last equation must belong to C2(D) as being the Laplacian of the
stress function U , one must further restrict the class of functions to which the function  belongs
to be C3(D) ∩ C2(S) instead of C2( OD).
In view of the relations (9) and (10), the stress components will belong to the class of functions
C2(D) ∩ C(S), while the displacement components belong to C2(D) ∩ C1(S), in comformity with
the requirements of [7].
The problem now reduces to the determination of the two harmonic functions  and  together
with their harmonic conjugates (although the conjugate function c does not appear in the expres-
sions given above for the stress and displacement functions, it will be required for the subsequent
analysis within the proposed boundary integral method, as will appear later on).
3. Boundary integral representation of harmonic functions
Let f∈C2( OD) be harmonic in D. We use the well-known integral representation for f at an
arbitrary 1eld point (x; y) in D in terms of the boundary values of the function f and its complex
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conjugate fc in the form [4]
f(x; y) =
1
2
∮
S
[
f(s′)
9
9n′ ln R+ f
c(s′)
9
9s′ ln R
]
ds′; (12a)
where R is the distance between the point (x; y) in D and the current integration point (x(s′); y(s′))
on S.
The representation of the conjugate function is given by
fc(x; y) =
1
2
∮
S
[
fc(s′)
9
9n′ ln R− f(s
′)
9
9s′ ln R
]
ds′: (12b)
The integral representations (12a) and (12b) for the harmonic functions f and fc replace the
usual Cauchy–Riemann conditions
9f
9x =
9fc
9y and
9f
9y =−
9fc
9x : (13)
When the point (x; y) tends to a boundary point (x(s); y(s)), relation (12a) yields
f(s) =
1

∮
S
[
f(s′)
9
9n′ ln R+ f
c(s′)
9
9s′ ln R
]
ds′: (14)
Replacing (9=9n′) ln R by (9=9s′) in (12a), (12b) and their boundary version (14), where  is
the complex conjugate of ln R, it is readily seen that these integral relations are invariant under the
transformation of parameter from the arc length s to any other suitable parameter. This important
property allows more Iexibility to the method.
In view of the integral representations (12a), (12b) and expressions (9a)–(9c) and (10a), (10b),
it is su=cient for the complete solution of the mechanical problem in the region D to determine the
boundary values of the harmonic functions  and , as well as of their harmonic conjugates. This
requires four independent relations in these unknowns, two of which are obtained from (14) written
for  and  and the remaining two relations from the boundary conditions. In fact, other conditions
will still be required to eliminate the possible rigid body motion. Such additional conditions depend
on the type of the mechanical boundary conditions and have been investigated elsewhere [4].
One of the two following fundamental problems may arise: The 1rst problem, where the stresses
are speci1ed on the boundary and the second problem, where the displacements are speci1ed on the
boundary. As to the third problem, where the stresses are given on parts of the boundary and the
displacements on the remaining parts, it will be considered in future work.
4. Conditions for the uniqueness of the solution
Before dealing with each of the two above-mentioned fundamental problems, we 1rst turn to the
conditions to be satis1ed in order to determine the unknown harmonic functions in an unambiguous
manner. This is of primordial importance for any numerical treatment of the problem, for a proper
use of the solving algorithm.
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4.1. Conditions for eliminating the rigid body translation
These are two conditions, to be applied only for the 1rst fundamental problem: We require that
the displacement at point O vanishes, i.e.
u(0; 0) = v(0; 0) = 0:
These two conditions may be rewritten using (15a) and (15b) respectively as
(3− 4)(0; 0)− 99x (0; 0) = 0 (15a)
and
(3− 4)c(0; 0)− 99y (0; 0) = 0: (15b)
In terms of the boundary values of the unknown harmonic functions, conditions (15a) and (15b)
become∮
S
{
(3− 4)
[
(s′)
9
9n′ ln R0 + 
c(s′)
9
9s′ ln R0
]
+
[
(s′)
9
9n′
x(s′)
R20
+c(s′)
9
9s′
x(s′)
R20
]}
ds′ = 0 (16a)
and ∮
S
{
(3− 4)
[
c(s′)
9
9n′ ln R0 − (s
′)
9
9s′ ln R0
]
+
[
(s′)
9
9n′
y(s′)
R20
+c(s′)
9
9s′
y(s′)
R20
]}
ds′ = 0; (16b)
where
R0 = {[x(s′)]2 + [y(s′)]2}1=2: (17)
4.2. Conditions for eliminating the rigid body rotation
This condition, like the 1rst two, is applied only for the 1rst fundamental problem. We shall
require that
9u
9y (0; 0)−
9v
9x (0; 0) = 0;
or, using (10a) and (10b),
9
9y (0; 0) = 0; (18)
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which may be written in terms of the boundary values of the unknown harmonic functions as∮
S
[
(s′)
9
9n′
y(s′)
R20
+ c(s′)
9
9s′
y(s′)
R20
]
ds′ = 0: (19)
4.3. Additional simplifying conditions
We shall require the following supplementary conditions to be satis1ed at the point Q0 (s = 0)
of the boundary, in order to determine the totality of the arbitrary integration constants appearing
throughout the solution process. These additional conditions have no physical implications on the
solution of the problem:
(i) The vanishing of the function U and its 1rst order partial derivatives at Q0
U =
9U
9x =
9U
9y = 0;
or, equivalently,
U =
9U
9s =
9U
9n = 0;
which, in terms of the boundary values of the unknown harmonic functions, give
x(0)(0) + y(0)c(0) +(0) = 0; (20a)
x(0)˙(0) + y(0)˙c(0) + ˙(0) + x˙(0)(0) + y˙(0)c(0) = 0 (20b)
and
x(0)˙c(0)− y(0)˙(0) + ˙c(0) + y˙(0)(0)− x˙(0)c(0) = 0 (20c)
(ii) The vanishing of the combination
x(0)c(0)− y(0)(0) +c(0) = 0: (20d)
This last additional condition amounts to determining the value of c at Q0 and this is chosen to
simplify the formulae.
4.3.1. The 5rst fundamental problem
In the 1rst fundamental problem, 1 we are given the force distribution on the boundary S of the
domain D.
Let
f = fxi + fyj= f	+ fnn
1 The classi1cation of the three fundamental problems of the Theory of Elasticity as used here follows Muskhelishvili
[5, p. 79] and Filonenko-Boroditch [6, pp. 142, 143]. Other authors prefer to interchange the nominations of the 1rst two
problems (cf. Kupradze [3, p. 9]).
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denote the external force per unit length of the boundary. Then, at a general boundary point Q, the
stress vector n satis1es the condition
n = f
or, in components,
xxnx + xyny = fx and xynx + yyny = fy: (21)
Substituting for xx, xy and yy in terms of the stress function U and for nx and ny and taking
conditions (20b) and (20c) into account, the last two relations yield
9U
9x (s) =−
∫ s
0
fy(s′) ds′ =−Y (s); say (22a)
and
9U
9y (s) =
∫ s
0
fx(s′) ds′ = X (s); say: (22b)
If another parameter,  say, is used instead of the arc length s, relations (22a) and (22b) should
be replaced by
9U
9x () =−
∫ 
0
fy(′)
√
$(′) d′ =−Y (); say (22c)
and
9U
9y () =
∫ 
0
fx(′)
√
$(′) d′ = X (); say; (22d)
where X () and Y () still denote the components of the resultant force applied to that part of the
boundary bounded by the point Q0 and the point with parameter .
Using expressions (22a) and (22b), one may easily obtain the tangential and normal derivatives
of the stress function U at the boundary point Q.
9U
9s (s) =−x˙(s)Y (s) + y˙(s)X (s);
9U
9n (s) =−y˙(s)Y (s)− x˙(s)X (s)
or, in terms of the unknown harmonic functions
x(s)˙(s) + y(s)˙c(s) + ˙(s) + x˙(s)(s) + y˙(s)c(s)
=− x˙(s)Y (s) + y˙(s)X (s) (23a)
and
x(s)˙c(s)− y(s)˙(s) + ˙c(s) + y˙(s)(s)− x˙(s)c(s)
=− y˙(s)Y (s)− x˙(s)X (s): (23b)
These last two equations, together with relation (14) written for (s) and (s):
(s) =
1

∮
S
[
(s′)
9
9n′ ln R+ 
c(s′)
9
9s′ ln R
]
ds′; (24a)
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and
(s) =
1

∮
S
[
(s′)
9
9n′ ln R+
c(s′)
9
9s′ ln R
]
ds′; (24b)
form a set of four integral and di8erential relations, the solution of which under conditions (16a),
(16b), (19) and (20a)–(20d) provides the boundary values of the unknown harmonic functions 
and  and their harmonic conjugates. The full determination of these functions (and hence of the
stress function U ) is then achieved by substitution into Eqs. (12a) and (12b) written for  and .
It is important to notice that each of the two integral relations (24a) and (24b) involves a remov-
able singularity in the kernels when s= s′. To remove these singularities in view of the subsequent
numerical treatment, it is useful to rewrite the two relations in the equivalent forms
(s) =
1

∮
S
[
(s′)
9
9n′ ln R+ (
c(s′)− c(s)) 99s′ ln R
]
ds′; (24c)
and
(s) =
1

∮
S
[
(s′)
9
9n′ ln R+ (
c(s′)−c(s)) 99s′ ln R
]
ds′: (24d)
4.3.2. The second fundamental problem
In this problem, we are given the displacement vector on the boundary S of the domain D. Let
this vector be denoted d = dxi + dyj= d	+ dnn.
Multiplying the restriction of expression (10a) to the boundary S by x˙(s) and that of expression
(10b) by y˙(s) and adding, one gets
(3− 4)(x˙(s)(s) + y˙(s)c(s))− x(s)˙(s)− y(s)˙c(s)− ˙(s)
=
E
1 + 
(x˙(s)dx(s) + y˙(s)dy(s)): (25a)
Similarly, if one multiplies the restriction of expression (10a) to the boundary S by y˙(s) and that
of expression (10b) by x˙(s) and subtracting, one obtains
(3− 4)(y˙(s)(s)− x˙(s)c(s))− x(s)˙c(s) + y(s)˙(s)− ˙c(s)
=
E
1 + 
(y˙(s)dx(s)− x˙(s)dy(s)): (25b)
These last two relations may be conveniently rewritten as
(3− 4)(x˙(s)(s) + y˙(s)c(s))− x(s)˙(s)− y(s)˙c(s)− ˙(s) = E
1 + 
d	(s) (26a)
and
(3− 4)(y˙(s)(s)− x˙(s)c(s))− x(s)˙c(s) + y(s)˙(s)− ˙c(s) = E
1 + 
dn(s); (26b)
Eqs. (25a) and (25b) (or (26a) and (26b)), together with (24a) and (24b) form the required set
of simultaneous integral and di8erential equations for the determination of the boundary values of
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the unknown harmonic functions  and  and their harmonic conjugates. The full solution of the
problem proceeds as for the 1rst fundamental problem.
5. Numerical scheme for the solution
For general boundary shapes, the obtained systems of di8erential and integral equations and con-
ditions for the di8erent problems introduced in the previous section do not seem to have analytical
solutions, whence the necessity of recurring to numerical techniques. In this case, the di8erential
and integral operators appearing in the equations are to be discretized as usual and the problem of
determination of the boundary values of the unknown functions reduces to 1nding the solution of a
linear system of algebraic equations. The full solution is then obtained by numerical integration of
boundary integrals of the type (12a).
For the numerical treatment, the 1rst and second derivatives of the functions x(s) and y(s) will be
needed. Hence, the contour S must be assumed smooth enough at each of its points. If this condition
is not satis1ed at certain points of the contour, e.g. if it has corner points, the numerical solution
may still be obtained after smoothing the contour in an appropriate way at such points.
The subsequent considerations concerning the discretization of the equations will deal only with
the 1rst and second fundamental problems of elasticity.
5.1. The discretization procedure
The contour of integration S will be divided into a 1nite number N of segments G1; G2; : : : ; GN
of respective lengths Ts1; Ts2; : : : ;TsN , not necessarily equal. Let Qi = (xi; yi) be the midpoint of
the segment Gi (i = 1; 2; : : : ; N ), with corresponding value si of the parameter s (the points Qi may
in fact be arbitrarily chosen in the intervals Gi). The lengths of these segments are chosen small
enough so that the value of any continuous function f(s) de1ned on S may be approximated on the
segment Gi by its value at the point Qi, denoted fi. The point Q0 appearing in the above formulation
is identi1ed with any one of the points Qi, say Q1.
Any contour integration on S will be replaced, as an approximation, by the Riemann sum
∮
S
f(s) ds=
N∑
i=1
fiTsi: (27)
The 1rst and the second derivatives of the function f(s) at the point Qi will be denoted f˙i and
Ufi respectively and may be approximated by the formulae
f˙i =
fi+1 − fi
i
; i = 1; 2; : : : ; N; (28a)
and
Ufi =
2
2i + 
2
i−1
[
i−1
i
fi+1 − i + i−1i fi + fi−1
]
; i = 1; 2; : : : ; N; (28b)
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with
i = 0:5(Tsi+1 + Tsi); i = 1; 2; : : : ; N (28c)
and
f0 = fN ; fN+1 = f1; (28d)
0 = N = 12(Ts1 + TsN ): (28e)
For the sake of conciseness, we have con1ned our scheme to calculating the 1rst derivative from
two consecutive points only and the second derivative from three consecutive points only. The
accuracy of the results, however, may be strongly improved by calculating the derivatives from a
larger number of points. This has been applied in some forthcoming calculations.
The total number of unknowns on the boundary is 4N , representing the values of the harmonic
functions  and  and their complex conjugates at the points Qi (i = 1; 2; : : : ; N ). To unify the
notations, we shall consider these unknowns as the components of a 4N -dimensional vector X with
components (X1; X2; : : : ; X4N ) de1ned according to the rule
Xi = i; Xi+N = ci ; Xi+2N =i; Xi+3N =
c
i ; i = 1; 2; : : : ; N: (29)
The total number of algebraic equations at our disposal is 4N + 7, consisting of:
(i) A number of 2N equations arising from the Cauchy–Riemann relations (24a) and (24b). 2
(ii) A number of 2N equations arising from the boundary conditions (23a) and (23b) for the 1rst
fundamental problem and (26a), (26b) for the second fundamental problem.
(iii) A number of three equations, only in the case of the 1rst fundamental problem, arising from
conditions (16a), (16b) and (18) for the elimination the rigid body motion.
(iv) A number of four equations arising from the additional simplifying conditions (20a)–(20d).
As a matter of fact, one may still keep the three equations of (iii) in the case of the second
fundamental problem, since the absence of a rigid body motion is secured and these equations will
not be independent of the remaining 4N + 4 equations. Keeping these redundant equations in the
system may serve as a sort of veri1cation of the numerical results.
This procedure for the determination of the unknowns (X1; X2; : : : ; X4N ), yields an overdetermined
system of linear algebraic equations which can be written in the matricial form
AX = B; (30)
where the general elements (Amn) and (Bm) of matrix A and vector B, with (m = 1; 2; : : : ; 4N + 7;
n= 1; 2; : : : ; 4N ), shall be determined in the following subsections.
5.2. Discretization of the Cauchy–Riemann conditions
This concerns the discretization of the two Eqs. (24c) and (24d) will provide the 1rst 2N rows
of the augmented matrix of the system of Eq. (30).
2 However, the actual calculations showed that the accuracy of the method drastically improved by taking the other
Cauchy–Riemann relations for the conjugate harmonic functions as well.
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Consider 1rst equation (24c): The discretization of this equation leads to the following N algebraic
equations
i =
1

N∑
j=1
[
j
9
9nj
ln Rij + (cj − ci )
9
9sj
ln Rij
]
Tsj; i = 1; 2; : : : ; N; (31)
where 9=9nj and 9=9sj denote respectively the directed derivatives along the normal and the tangent
to the contour S at the point Qj and Rij is the distance between the two points Qi and Qj. Clearly,
when i=j there will be a singularity in the corresponding summation term and this requires a special
treatment. For convenience, we set
Wij ≡
(
9
9nj
ln Rij
)
Tsj and Zij ≡
(
9
9sj
ln Rij
)
Tsj for i; j = 1; 2; : : : ; N: (32a)
One may easily verify the following formulae
Wij =
y˙ j(xj − xi)− x˙j(yj − yi)
R2ij
Tsj; i 	= j; (32b)
Wii =−12
Uxiy˙ i − Uy ix˙i
(x˙i)2 + (y˙ i)2
Tsi: (32c)
Formulae (32), to our belief, are more accurate than those usually used in the boundary integral
equation methods existing in the literature [6, p. 26]. These methods replace the actual boundary
by a polygon over which the line integrals are performed, while the present formulation takes into
account the shape of the actual boundary through the 1rst and the second derivatives of the functions
x(s); y(s).
The quantities xi, yi, as well as their derivatives w.r.to the parameter s, are known once the contour
has been precised. Formula (32c) requires the existence and continuity of the second derivatives of
the functions x(s); y(s), i.e. the closed boundary S must belong to class C2 at least. In fact, this
is the condition imposed by Constanda [7] when investigating the uniqueness and existence of the
solution by the Boundary Integral Method.
For the part involving Zij, one has
Zij =
x˙j(xj − xi) + y˙ j(yj − yi)
R2ij
Tsj; i 	= j (32d)
while, for i = j, one proceeds in a di8erent way and make the following replacement:
(cj − ci )Zij = ˙ci Tsi = *i(ci+1 − ci ) for i = j; (32e)
where
*i =
Tsi
0:5(Tsi+1 + Tsi)
: (33)
As a result of the above mentioned replacement, the values of the elements of matrix A and
vector B are obtained as
Aij =Wij − +ij; i; j = 1; 2; : : : ; N; (34a)
Ai;N+i =−*i −
N∑
k=1; k =i
Zik ; i = 1; 2; : : : ; N; (34b)
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Ai;N+i+1 = *i + Zi; i+1; i = 1; 2; : : : ; N − 1; (34c)
AN;N+1 = *N + ZN1; (34d)
Ai;N+j = Zij; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1) (34e)
and
Ai;2N+j = Ai;3N+j = Bi = 0; i; j = 1; 2; : : : ; N; (34f)
where +ij denote the Kronecker delta symbols.
Similar steps applied to Eq. (24d) yield the results
AN+i;2N+j =Wij − +ij; i; j = 1; 2; : : : ; N; (35a)
AN+i;3N+i =−*i −
N∑
k=1; k =i
Zik ; i = 1; 2; : : : ; N; (35b)
AN+i;3N+i+1 = *i + Zi; i+1; i = 1; 2; : : : ; N − 1; (35c)
A2N;3N+1 = *N + ZN1; (35d)
AN+i;3N+j = Zij; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (35e)
and
AN+i; j = AN+i;N+j = BN+i = 0; i; j = 1; 2; : : : ; N: (35f)
5.3. Discretization of the boundary conditions
This operation will provide the matrix elements from the rows 2N +1 to the row 4N of the aug-
mented matrix of the system of Eq. (30). We consider separately the 1rst and the second fundamental
problems of the Theory of Elasticity.
5.3.1. First fundamental problem
The two boundary conditions for the 1rst fundamental problem in Eqs. (23a) and (23b) are written
in discretized form as
(x˙ii − xi)i + xii+1 + (y˙ ii − yi)ci + yici+1
−i +i+1 = (−x˙iYi + y˙ iXi)i; i = 1; 2; : : : ; N; (36a)
and
(y˙ ii + yi)i − yii+1 − (x˙ii + xi)ci + xici+1
−ci +ci+1 =−(x˙iXi + y˙ iYi)i; i = 1; 2; : : : ; N: (36b)
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The 1rst of these two equations yields
A2N+i; i = x˙ii − xi; i = 1; 2; : : : ; N; (37a)
A2N+i; i+1 = xi; i = 1; 2; : : : ; N − 1; (37b)
A3N;1 = xN ; (37c)
A2N+i; j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (37d)
A2N+i;N+i = y˙ ii − yi; i = 1; 2; : : : ; N; (37e)
A2N+i;N+i+1 = yi; i = 1; 2; : : : ; N − 1; (37f)
A3N;N+1 = yN ; (37g)
A2N+i;N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (37h)
A2N+i;2N+i =−1; i = 1; 2; : : : ; N; (37i)
A2N+i;2N+i+1 = 1; i = 1; 2; : : : ; N − 1; (37j)
A3N;2N+1 = 1; (37k)
A2N+i;2N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (37l)
A2N+i;3N+j = 0; i; j = 1; 2; : : : ; N (37m)
and
B2N+i = (−x˙iYi + y˙ iXi)i; i = 1; 2; : : : ; N; (37n)
while the second one gives
A3N+i; i = y˙ ii + yi; i = 1; 2; : : : ; N; (38a)
A3N+i; i+1 =−yi; i = 1; 2; : : : ; N − 1; (38b)
A3N;1 =−yN ; (38c)
A3N+i; j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (38d)
A3N+i;N+i =−x˙ii − xi; i = 1; 2; : : : ; N; (38e)
A3N+i;N+i+1 = xi; i = 1; 2; : : : ; N − 1; (38f)
A4N;N+1 = xN ; (38g)
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A3N+i;N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (38h)
A3N+i;3N+i =−1; i = 1; 2; : : : ; N; (38i)
A3N+i;3N+i+1 = 1; i = 1; 2; : : : ; N − 1; (38j)
A4N;3N+1 = 1; (38k)
A3N+i;3N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (38l)
A3N+i;2N+j = 0; i; j = 1; 2; : : : ; N (38m)
and
B3N+i =−(x˙iXi + y˙ iYi)i; i = 1; 2; : : : ; N: (38n)
5.3.2. Second fundamental problem
The two boundary conditions (26a) and (26b) after discretization read
((3− 4)x˙ii + xi)i − xii+1 + ((3− 4)y˙ ii + yi)ci
−yici+1 +i −i+1 =
E
1 + 
(d	)ii; i = 1; 2; : : : ; N; (39a)
and
((3− 4)y˙ ii − yi)i + yii+1 + (−(3− 4)x˙ii + xi)ci
− xici+1 +ci −ci+1 =
E
1 + 
(dn)ii; i = 1; 2; : : : ; N: (39b)
The 1rst of these conditions yields
A2N+i; i = (3− 4)x˙ii + xi; i = 1; 2; : : : ; N; (40a)
A2N+i; i+1 =−xi; i = 1; 2; : : : ; N − 1; (40b)
A3N;1 =−xN ; (40c)
A2N+i; j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (40d)
A2N+i;N+i = (3− 4)y˙ ii + yi; i = 1; 2; : : : ; N; (40e)
A2N+i;N+i+1 =−yi; i = 1; 2; : : : ; N − 1; (40f)
A3N;N+1 =−yN ; (40g)
A2N+i;N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (40h)
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A2N+i;2N+i = 1; i = 1; 2; : : : ; N; (40i)
A2N+i;2N+i+1 =−1; i = 1; 2; : : : ; N − 1; (40j)
A3N;2N+1 =−1; (40k)
A2N+i;2N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (40l)
A2N+i;3N+j = 0; i; j = 1; 2; : : : ; N (40m)
and
B2N+i =
E
1 + 
(d	)ii; i = 1; 2; : : : ; N; (40n)
while the second one gives
A3N+i; i = (3− 4)y˙ ii − yi; i = 1; 2; : : : ; N; (41a)
A3N+i; i+1 = yi; i = 1; 2; : : : ; N − 1; (41b)
A3N;1 = yN ; (41c)
A3N+i; j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (41d)
A3N+i;N+i =−(3− 4)x˙ii + xi; i = 1; 2; : : : ; N; (41e)
A3N+i;N+i+1 =−xi; i = 1; 2; : : : ; N − 1; (41f)
A4N;N+1 =−xN ; (41g)
A3N+i;N+j = 0; i; j = 1; 2; : : : ; N and i 	= j 	= i + 1 and (i; j) 	= (N; 1); (41h)
A3N+i;3N+i = 1; i = 1; 2; : : : ; N; (41i)
A3N+i;3N+i+1 =−1; i = 1; 2; : : : ; N − 1; (41j)
A4N;3N+1 =−1; (41k)
A3N+i;3N+j = 0; i; j = 1; 2; : : : ; N; i 	= j 	= i + 1 and (i; j) 	= (N; 1); (41l)
A3N+i;2N+j = 0; i; j = 1; 2; : : : ; N (41m)
and
B3N+i =
E
1 + 
(dn)ii; i = 1; 2; : : : ; N: (41n)
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5.4. Discretization of the additional simplifying conditions
This concerns the mathematical conditions (20a)–(20d) which have to be applied for both the
1rst and the second fundamental problems of the Theory of Elasticity. The discretization of these
equations yields the matrix elements in the rows from 4N + 1 to 4N + 4 of the augmented matrix
of the system of Eq. (30).
Under the assumption that the initial boundary point Q0 coincides with the midpoint of the interval
G1, the discretization of the additional simplifying conditions gives
x11 + y1c1 +1 = 0; (42a)
(x˙1T1 − x1)1 + x12 + (y˙ 1T1 − y1)c1 + y1c2 −1 +2 = 0; (42b)
(y˙ 1T1 + y1)1 − y12 − (x˙1T1 + x1)c1 + x1c2 −c1 +c2 = 0; (42c)
− y11 + x1c1 +c1 = 0; (42d)
from which one gets
A4N+1;m = x1+1m + y1+N+1;m + +2N+1;m; m= 1; 2; : : : ; 4N; (43a)
A4N+2;m= (x˙11 − x1)+1m + (y˙ 11 − y1)+N+1;m
+ x1+2m + y1+N+2;m − +2N+1;m + +2N+2;m; m= 1; 2; : : : ; 4N; (43b)
A4N+3;m= (y˙ 11 + y1)+1m + (x˙11 + x1)+N+1;m
+ x1+N+2;m − y1+2m − +3N+1;m + +3N+2;m; m= 1; 2; : : : ; 4N; (43c)
A4N+4;m =−y1+1m + x1+N+1;m + +3N+1;m; m= 1; 2; : : : ; 4N (43d)
and
B4N+1 = B4N+2 = B4N+3 = B4N+4 = 0: (43e)
5.5. Discretization of the conditions eliminating the rigid body motion
This concerns Eqs. (16a), (16b) and (19) and will provide the last three rows 4N + 5 to 4N + 7
of the augmented matrix of the system of Eq. (30). These equations are needed only for the 1rst
fundamental problem of the Theory of Elasticity (given stresses on the boundary) in order to get rid
of the rigid body motion. However, one may keep these equations for the other problems as well,
since they are linearly dependent on the other equations.
Using similar techniques as above, it may be veri1ed that the discretization of Eqs. (16a), (16b)
and (19) yields respectively the following matrix elements
A4N+5; i = (3− 4)xiy˙ i − yix˙ix2i + y2i
; i = 1; 2; : : : ; N; (44a)
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A4N+5;N+i = (3− 4)xix˙i + yiy˙ ix2i + y2i
; i = 1; 2; : : : ; N; (44b)
A4N+5;2N+i =
(y2i − x2i )y˙ i + 2xiyix˙i
(x2i + y
2
i )2
; i = 1; 2; : : : ; N; (44c)
A4N+5;3N+i =
(y2i − x2i )x˙i − 2xiyiy˙ i
(x2i + y
2
i )2
; i = 1; 2; : : : ; N; (44d)
A4N+6; i =−(3− 4)xix˙i + yiy˙ ix2i + y2i
; i = 1; 2; : : : ; N; (45a)
A4N+6;N+i = (3− 4)xiy˙ i − yix˙ix2i + y2i
; i = 1; 2; : : : ; N; (45b)
A4N+6;2N+i =
(x2i − y2i )x˙i + 2xiyiy˙ i
(x2i + y
2
i )2
; i = 1; 2; : : : ; N; (45c)
A4N+6;3N+i =
(x2i − y2i )y˙ i − 2xiyix˙i
(x2i + y
2
i )2
; i = 1; 2; : : : ; N; (45d)
and
A4N+7; i =−xix˙i + yiy˙ ix2i + y2i
; i = 1; 2; : : : ; N; (46a)
A4N+7;N+i =
xiy˙ i − yix˙i
x2i + y
2
i
; i = 1; 2; : : : ; N; (46b)
A4N+7;2N+i = A4N+7;3N+i = 0; i = 1; 2; : : : ; N; (46c)
B4N+5 = B4N+6 = B4N+7 = 0: (47)
5.6. Calculation of the stress and the displacement components
Having determined the boundary values of the unknown harmonic functions ; c,  and c,
one proceeds as follows in order to obtain any of the stress or displacement components:
5.6.1. Inside the domain
All the stress and the displacement components, as well as any other quantity of physical interest
may be calculated at a general point (x; y) inside the region D starting from relations (9a)–(9c) and
(10a), (10b) by direct di8erentiation under the integral sign of expressions of the types (12a), (12b)
(the integrands in this case have no singularities). Any one of these unknown functions, F say, is
obtained in the form
F(x; y) =
N∑
i=1
(iAi(x; y) + ciBi(x; y) +iCi(x; y) +
c
iDi(x; y)); (48)
where Ai, Bi, Ci and Di are known explicit functions of (x; y).
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5.6.2. On the boundary
As to the calculation of the boundary values of unknown functions, this may be carried out using
(9a)–(9c) or (10a), (10b) after replacement of the 1rst and second partial derivatives w.r.to x and
y of the harmonic functions by their expressions in terms of the total derivatives w.r.to s of their
already calculated restrictions to the boundary S, according to the general formulae
9f
9x (s) =
1
$
[
x˙
df(s)
ds
+ y˙
dfc(s)
ds
]
; (49a)
9f
9y (s) =
1
$
[
y˙
df(s)
ds
− x˙df
c(s)
ds
]
(49b)
and
92f
9y2 (s) =−
92f
9x2 (s) =
1
$2
(
.
d2f(s)
ds2
− /d
2fc(s)
ds2
)
+
1
$3
(/0− .+)df(s)
ds
+
1
$3
(/++ .0)
dfc(s)
ds
; (50a)
92f
9x9y (s) =
1
$2
(
/
df2f(s)
ds2
+ .
d2fc(s)
ds2
)
− 1
$3
(/++ .0)
df(s)
ds
+
1
$3
(/0− .+)df
c(s)
ds
; (50b)
where
.= (y˙)2 − (x˙)2; / = 2x˙y˙; 0= x˙ Uy − y˙ Ux; += x˙ Ux + y˙ Uy (51)
and $ was de1ned in (1c). The numerical values of these derivatives at any one of the points Qi
are calculated using formulae (28).
6. Applications
We consider herebelow four applications that allow to test the validity and the e=ciency of
the proposed scheme and to compare the obtained results with previous results whenever possible.
These applications are: The nearly-circular cylinder subjected to a uniform pressure or to a uniform
normal extension and the square cylinder subjected to a uniform pressure or to prescribed normal
displacement. The applications concerning the 1rst fundamental problem of elasticity are given for
the sake of comparison with previous results from [5] to test the e=ciency of the proposed method
for smooth boundaries and boundaries with corner points. The other applications provide new results
and serve to assess the inIuence of the regularity of the boundary conditions on the accuracy of the
obtained results.
6.1. The nearly-circular cylinder under a uniform pressure
The parametric representation of the boundary is taken as
x = a(1 + 2 cos ) cos ; y = a(1 + 2 cos ) sin ; 06 26 1; (52)
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Fig. 1. The boundary for 2 = 0:25 (I), 2 = 0:50 (II), 2 = 1=
√
2 (III).
with 06 ¡ 2 and 2 is a parameter which precises the degree of deformation of the boundary
with respect to a circle with radius a centered at the origin.
For 2=0, this curve reduces to a circle with radius a, for which the exact solution is known [2].
For 2= 1, the boundary is a cardioid with cusp at = . This case is not considered here, since
the normal is not de1ned at the cusp point and, therefore, the boundary curve S does not belong to
the class C2. However, the behaviour of the solution has been discussed when 2 approaches unity.
When 0¡2¡ 1, the curve is cardioid-like as shown on the 1gure. For su=ciently small values
of 2, this is a nearly circular boundary (Fig. 1).
The points of the boundary at which the tangent is vertical are determined by the roots of the
equation
d
d
x() = 0;
i.e.
1 = 0; 2 = ; 3;4 = ± ’;
with
’= cos−1
1
22
; 06’¡

2
:
1. For 06 2¡ 12 , the angles 3;4 are not real.
2. For 12 ¡2¡ 1, the four angles are real and distinct.
3. For 2= 12 , there are three repeated roots 2 = 3 = 4 = .
4. For 2= 1 (the case of the cardioid), one has to consider three distinct roots only: 1; 3 and 4.
It is important to notice that the tangent at the root 2 =  is not de1ned, since (d=d)x() =
(d=d)y() = 0 at this point.
It is easy to verify that the curvature of the curve under consideration does not vanish when
06 2¡ 12 . However, for
1
26 26 1, the curvature vanishes at the two points with polar angles
± cos−1 (1 + 222)=32. As 2→ 1, the two points tend towards the point = .
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We notice that our parameter  here is di8erent from the arc length, but our formulae are still
valid and no changes are needed whatsoever. Point Q0 on the boundary S is taken to correspond to
the value = 0.
The following formulae, necessary for the application of the proposed scheme, are easily veri1ed:
x˙ =−a(sin + 2 sin 2); y˙ = a(cos + 2 cos 2);
Ux =−a(cos + 22 cos 2); Uy =−a(sin + 22 sin 2): (53)
The force per unit length applied to the boundary is due to a uniform pressure P0:
f =−P0n =−P0 y˙√$ i + P0
x˙√
$
j: (54)
From (54) and (22c), (22d), one obtains
X () =−aP0(1 + 2 cos ) sin ; Y () = aP0[(1 + 2 cos ) cos − (1 + 2)]: (55)
As explained earlier, the total interval of variation of the parameter  is divided into N subintervals
Gi (of lengths Ti, i = 1; 2; : : : ; N ). The midpoints Qi of the intervals Gi correspond to the values
i given by
1 = 0; 2 = 12(T1 + T2);
i =
i−1∑
j=2
Tj +
1
2
(T1 + Ti); i = 3; 4; : : : ; N: (56)
Also, for i = 1; 2; 3; : : : ; N , one gets
xi = a(1 + 2 cos i) cos i; yi = a(1 + 2 cos i) sin i; (57)
x˙i =−a(sin i + 2 sin 2i); y˙ i = a(cos i + 2 cos 2i); (58a)
Uxi =−a(cos i + 22 cos 2i); Uy i =−a(sin i + 22 sin 2i): (58b)
For 2=1 at the cusp i=, one gets from (61a) that x˙i= y˙ i=0, showing that the present approach
is no more valid.
Finally,
Xi() =−aP0(1 + 2 cos i) sin i; Yi() = aP0[(1 + 2 cos i) cos i − (1 + 2)]: (59)
These quantities are to be inserted into the expressions of the matrix elements Amn and Bm
(m= 1; 2; : : : ; 4N + 7; n= 1; 2; : : : ; 4N ) of the 1rst fundamental problem.
The resulting system of linear algebraic equations is solved using Gauss’ elimination procedure
to yield the boundary values of the unknown harmonic functions at the points Qi. These values are
subsequently used to 1nd the stresses in the body and the displacements inside and on the boundary.
Since the boundary is su=ciently smooth, we consider an equipartition of the interval of variation
of the angular parameter . Hence
Ti =
2
N
; i = 1; 2; : : : ; N: (60)
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Fig. 2. Errors in u (left) and v (right) on the boundary for 2 = 0:5 and N = 194.
Fig. 3. Errors in u (left) and v (right) on the boundary for 2 = 0:9 and N = 194.
6.1.1. Numerical results and discussion
For the sake of comparison, we quote herebelow the exact expressions for the harmonic functions
, c,  and c, in accordance with the conditions imposed on them in [2]. These formulae were
shown to be the same for any simply connected region, the (smooth) boundary of which is subjected
to a uniform pressure P0:
(x; y) =
a(1 + 2)P0
4(1− ) −
1
2
P0x; (61a)
c(x; y) =−1
2
P0y; (61b)
(x; y) =−1
2
a2(1 + 2)2P0 +
[
a(1 + 2)P0 − a(1 + 2)P04(1− )
]
x; (62a)
c(x; y) =
[
a(1 + 2)P0 − a(1 + 2)P04(1− )
]
y: (62b)
For the considered example, we have chosen = 16 .
The calculations were carried out for several values of 2. Initially, the boundary was divided into
N = 80 segments. This number was gradually increased to N = 192.
Figs. 2 and 3 represent the errors in the x- and y-dimensionless displacement components at the
chosen boundary points, as calculated from the proposed numerical scheme and from the above
formulae (10), (61) and (62) for the exact solution. The maximal error on the boundary, obtained
for 2= 0:50 with N = 192, is of the order of 10−8. The accuracy could be increased to 10−32 (Fig.
2) by calculating the derivatives from 32 boundary points. The errors at internal points are lower.
The smoothness of the boundary contributed to this high accuracy. The 1gures also show that the
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highest errors occur at a very narrow neighborhood of the point =  and that the errors are much
lower outside it. As 2 increases towards unity, it was noticed that the error increased. For 2 = 0:9
using the same number of segments, the maximal error fell to 10−5 (Fig. 3). This is due to the
formation of a cusp at =  as 2 approaches unity. At the limiting value 2=1, the calculations are
no more reliable and a special treatment is needed. The case of the angular boundary point will be
treated separately for the square boundary in a following section.
6.2. The nearly-circular cylinder under a uniform extension
The same representation as for the preceding example is used. The boundary conditions on stresses
are replaced by the conditions on the displacement in the form
dn() = + and d	() = 0: (63)
For our choice, this yields
(dn)i = + and (d	)i = 0; i = 1; 2; : : : ; N: (64)
The procedure followed in the preceding example is repeated here for the second fundamental
problem of Elasticity. This problem has no known analytical solution to the authors’ knowledge.
6.2.1. Numerical results and discussion
For 2=0 (case of the circular boundary), the stress components at any point inside the region or
on its boundary assume constant values and are given by the expressions:
xx = yy =
26
1− 2
+
a
; xy = 0:
As in the previous case, we take = 16 . Also, +=a=0:1. For this choice, the stresses for the circular
boundary are
xx = yy = 0:3; xy = 0:
Following the above discussion concerning the geomety of the boundary, we have considered three
cases:
1. 2 = 0:25, where the boundary includes only two points with vertical tangent at  = 0;  and the
curvature is always positive.
2. 2 = 0:50, for which there are four points with vertical tangent, three of which are coincident, at
= , and one distinct point at = 0. Also, the curvature vanishes only for = 0.
3. 2=1=
√
2, where vertical tangents occur at four distinct positions 1=0; 2=; 3=3=4, 4=5=4.
In this case, the curvature vanishes at the two points with polar angles   ± 0:34 rad.
Figs. (4)–(6) represent the values at the boundary of the stress components as functions of the
angle , as calculated by the numerical procedure for the three above-mentioned cases, for N =197.
The 1gures clearly indicate the particularity of the boundary point  = . In the vicinity of this
point, the stress components undergo large variations, while on the remaining part of the boundary
the stresses tend to be uniform (to be compared with the case of the circular boundary). The uniform
value for each stress component is almost the same as for the circular boundary.
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Fig. 4. xx-stress component on the boundary.
Fig. 5. xy-stress component on the boundary.
Fig. 6. yy-stress component on the boundary.
As the value of 2 increases towards unity, the width of the interval (centered at  = ) of large
variations of the stresses increases. Simultaneously, the stress amplitudes increase inde1nitely as
 → , such that xx → +∞, yy → −∞; (xy)± → ±∞. Beyond a certain threshold value for
2 (between 0:5 and 1=
√
2 in the considered example), the stress component yy starts acquiring
negative values in a certain interval of the point = , which depends on the value of 2.
In the limiting case 2=1, a cusp is formed at = and a state of stress concentration is expected
at this point.
A closer look at the shape of the curves for the stress components reveals the following:
For su=ciently small values 2 12 , the curves are almost identical to those for the circular boundary.
For values 2¿ 12 , the curve for xx (yy) exhibits one position of local maximum (minimum) and
310 M.S. Abou-Dina, A.F. Ghaleb / Journal of Computational and Applied Mathematics 159 (2003) 285–317
two symmetrical positions of local minima (maxima). It may be veri1ed that these two symmetrical
positions are located at the points where the curvature vanishes. As 2→ 1, the curve will tend to be
a cardioid and it is expected that the two symmetrical local extrema will tend to the position = .
For the cardioid, the stresses will have a singular behaviour at this latter point.
6.3. The square cylinder under a uniform pressure
The square boundary belongs to the class C0, because of the corner points at which the normals
to the curve do not exist. It is thus clear that this curve does not satisfy the smoothness conditions
stated earlier for the validity of the present approach, which require the curve to belong to the
class C2 at least. To overcome this di=culty, one has to carry out a smoothing of the boundary.
This smoothing process must produce a boundary, su=ciently close to the square and belonging
to the class C2 at least. In practice, the best results were obtained for a smoothed curve of the
class C4.
The square of side length 2a, centered at the origin and with sides parallel to the axes of
coordinates, will be described with the usual polar angle  as parameter. After smoothing, the
portion of the boundary lying in the 1rst quadrant (06 ¡=2) will be given the following
representation:
x() =


a; 06 ¡

4
− ;
f();

4
− 6 ¡ 
4
+ ;
a cot ;

4
+ 6 6

2
;
(65a)
y() =


a tan ; 06 ¡

4
− ;
g();

4
− 6 ¡ 
4
+ ;
a;

4
+ 6 6

2
;
(65b)
where
f() =
K∑
k=1
fk  k ; g() =
K∑
k=1
gk  k (66)
and ¿ 0 is su=ciently small (the case =0 corresponds to the square boundary). The coe=cients
fk and gk are determined so as to achieve continuity of the functions x() and y(), as well as
their derivatives up to order K − 1 included at the two points  = =4 ± . The entire smoothed
boundary may now be obtained by suitable reIections with respect to the coordinate axes.
Although the smoothing process is not unique, the smoothed curve should not exhibit inIection
points locally at each corner of the original curve to avoid Iuctuations. Polynomial representations
like (66) satisfy this requirement in the vicinity of the corner point, as shown on the 1gures.
The point Q0 which corresponds to the value = 0 has coordinates (a; 0) and is the midpoint of
one of the sides. According to our choice of N , this point coincides with the midpoint of one of
the intervals Gi; (i = 1; 2; : : : ; N ), G1 say.
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Fig. 7. Smoothed square for = =8; K = 5.
Fig. 8. Error in the displacement components u and v for N = 80; = 0.
The 1rst and the second continuous derivatives of the functions x() and y() at any of the
regularized boundary points may now be easily calculated. The obtained formulae for the functions
x(); y() and their 1rst and second derivatives are now introduced into the discretization formulae
as explained above, using the boundary condition (54) expressing the uniform external pressure P0
applied to the boundary.
6.3.1. Numerical results and discussion
Here again, we have taken  = 16 . To assess the inIuence of the degree of smoothness of the
boundary curve on the accuracy of the results as compared to the analytical expressions given in
[2], we have carried out the computations for N = 80 for three cases:
(i) The actual square (=0) after excluding the corner points from the set of discretization points
(Figs. 7 and 8).
(ii) The smoothed square belongs to the class C2, with = =8 (Fig. 9).
(iii) The smoothed square belongs to the class C4, with = =8 (Fig. 10).
Further increase of the value of K did not improve the accuracy. Again, we performed a new run
with K = 5, but for increased numbers of segments N . The best results were obtained for N = 192.
This is illustrated in Fig. 11.
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Fig. 9. Error in the displacement components u and v for N = 80; = =8; K = 3.
Fig. 10. Error in the displacement components u and v for N = 80; = =8; K = 5.
Fig. 11. Errors in the displacement components u and v for N = 192; = =8; K = 5.
6.4. The square cylinder under variable boundary displacements
As for the 1rst fundamental problem, the square boundary is suitably replaced by a smooth one
(smoothness of order 4 for the best results, cf. previous problem).
We have considered two cases for the prescribed normal displacement on the boundary, in order
to assess the inIuence of the smoothness of the boundary condition on the accuracy of the results:
(i) A normal displacement described by a cosine function of the angle 
dn() =−+ cos(.); d	() = 0; (67)
thus ensuring a perfectly smooth boundary condition. Two subcases where considered: (i.1)
. = 0 and +=a = −0:1. This is a uniform normal extension of the boundary. (i.2) . = 1 and
+=a= 0:1. In this latter case, the deformed boundary shown in Fig. 12 has two 1xed points, at
the intersections with the y-axis. The corners at  = =4; 7=4 are compressed, while those at
= 3=4; 5=4 are stretched.
Stretched boundary with cosine normal displacement given by Eq. (63), = =8; .= 1 and
+=a= 0:1.
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Fig. 12. Stretched boundary with cosine normal displacement given by Eq. (63), = =8; . = 1 and +=a= 0:1.
Fig. 13. Deformed boundaries for the normal displacement given by Eq. (65) for M = 1 (left), 3 (middle), 5 (right),
= =8 and +=a= 0:1.
(ii) Three sides of the square are 1xed, while the side at x = −a is given a normal displacement
(compression) with maximum amplitude +:
d(y) = +
[(y
a
)2 − 1
]M
; −a6y6 a; (68)
with M =1; 3; 5. This function belongs to the class CM−1 on the boundary. For M = 1, this
is a parabolic displacement with discontinuous 1rst derivative at the corners x = −a; y = ±a.
This form of the boundary condition does not satisfy the regularity condition imposed in [7]
and con1rmed here. For M = 5, the boundary condition belongs to the class C4.
Here, however, the boundary condition (68) needs to be adequately modi1ed as well, in order to
1t the smoothed boundary. In what follows, we shall consider the following boundary condition on
the smoothed boundary:
dn() =


0; 06 ¡ 3=4 + ;
+
{
[tan ]2 − [tan(5=4− )]2
[tan(5=4− )]2
}M
; 3=4 + 6 6 5=4− ;
0; 5=4− ¡¡ 2:
(69)
The deformed boundary is shown in Fig. 13 for the cases M = 1; 3; 5.
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Fig. 14. Stress components xx (left) xy (middle), yy (right) on the boundary for the case (i.1).
Fig. 15. Stress components xx (left), xy (middle), yy (right) on the boundary for the case (i.2).
6.4.1. Numerical results and discussion
Fig. 14 represent the stress tensor components on the boundary as functions of the angle  for
the case (i.1). The curves for xx and yy yield positive values everywhere and are identical to each
other, except for a shift by an angle of =2. The symmetries of the boundary and of the applied
boundary condition are reIected in the curves. At the corner points, these two functions attain local
maxima, while their local minima occur at the midpoints of the sides. As for the shear component
(middle 1gure), its absolute value is maximum at the four corners and vanishes at the midpoints of
the sides.
Fig. 15 show the stress components on the boundary for the case (i.2). The symmetry about the
x-axis is exhibited on these 1gures. The normal stresses on the boundary assume their absolute max-
imum (minimum) value on the two stretched (compressed) corners. The maximum of the absolute
value of the shear stress is attained at the four corners. Local minima of the absolute value occur
at the two 1xed points of the boundary (= =2; 3=2).
Figs. 16–18 show the stresses on the boundary for case (ii) with M = 1; 3; 5, respectively, as
calculated with a number of segments N = 192. A follow up of these three 1gures reveals how the
oscillations in the solutions gradually disappear as the order of smoothing of the boundary condition
is raised from C0 to C2 and, 1nally, to C4. Further increase of M does not seem to a8ect the
results. These results give a strong indication on the sensibility of the proposed method to the order
of smoothness of the applied boundary condition. It may be inferred here that a smoothing of the
boundary condition within the class C4 is necessary for obtaining reasonable results. It is worth
noting that the oscillations in Fig. 16 are due to the fact that the boundary displacement function
has a discontinuous derivative and therefore does not satisfy the smoothness requirement discussed
above.
Although the applied external displacement is along the x-axis, it is found that both stress com-
ponents xx and yy have the same behaviour, except that the amplitude of variation of yy is less,
compared with that of xx.
The stress component xx has a local minimum with negative value at  = . Such a result is
expected, since the applied boundary displacement (compression) is maximum at this position. Also,
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Fig. 16. Stress components xx (left), xy (middle), yy (right) on the boundary for the case (ii) with M = 1.
Fig. 17. Stress components xx (left), xy (middle), yy (right) on the boundary for the case (ii) with M = 3.
Fig. 18. Stress components xx (left), xy (middle), yy (right) on the boundary for the case (ii) with M = 5.
it may be veri1ed that the two local maxima appearing in the 1gure for xx, symmetrically positioned
with respect to the point = , are located at the points of vanishing curvature (these are inIection
points) for the deformed square. The value of xx at these two points is positive, which, at 1rst
impression, seems odd. However, this may be explained by the fact that the material inside the
square reacts to the applied compression by trying to push the boundary back. At the midpoint of
the side x = −a, this reaction is not su=cient to overcome the pressure produced by the external
displacement. As one moves towards the corner, the applied external pressure decreases in magnitude
and, consequently, the resultant stress gradually changes sign from negative to positive, till attaining
its positive maximum at those two particular points before decreasing to zero.
7. Conclusions
We have presented a computational scheme to solve the 1rst and the second fundamental problems
of the Theory of Elasticity for plane strain. This scheme relies on the Boundary Integral Represen-
tation of the solution for these problems, as formulated by the authors [2].
The basic equations, the boundary conditions and the other additional conditions for both prob-
lems have all been discretized and the problems were 1nally reduced to the solution of a linear,
overdetermined system of algebraic equations in the values of the four basic harmonic functions
at the chosen boundary points. This scheme basically requires a C2-boundary. As illustrations, the
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scheme was tested to solve the 1rst and the second fundamental problems for nearly-circular and
square boundaries. In the latter case, a smoothing of the boundary was carried out.
The following conclusions were reached, concerning the requirements and the e=ciency of the
proposed method:
1. The basic harmonic function  must belong to the class of functions C3(D) ∩ C2(S), while 
belongs to C2( OD). The obtained stresses will belong to the class of functions C2(D)∩C(S), while
the displacement components belong to C2(D) ∩ C1(S). Under this condition, it was shown in
[7] that the Boundary Integral Method leads to the same (unique) solution of the problem as
that obtained by the direct method. It is thus clear that the presented scheme cannot deal with
problems involving discontinuous boundary stresses, in which case an adequate smoothing process
must be carried out 1rst. It is expected that higher smoothness properties have to be met in order
for the method to be e=cient.
2. The accuracy of the presented theoretical scheme may be improved by calculating the derivatives
on the boundary from more than two consecutive points. This usually leads to higher accuracy.
For example, for the 1rst fundamental problem of the nearly-circular cylinder under uniform
pressure, an accuracy of order 10−32 is obtained by using 32 points for the derivative, while the
accuracy was of order 10−8 for two points.
3. To improve the accuracy, it is not always su=cient that the boundary belongs to class C2. In fact,
the case of the square boundary under uniform pressure has shown that the accuracy is increased
by one order of magnitude if the smoothed boundary belongs to the class C4. Further increase of
the smoothness does not improve the accuracy further (Figs. 9 and 10).
4. The e=ciency of the method was also tested for the smoothness of the boundary conditions. The
second application for the square boundary under prescribed boundary displacements has clearly
pointed out at the strong dependence of the e=ciency of the method on the degree of smooth-
ness of the boundary condition. The best results were obtained for a C4-boundary displacement,
otherwise, undesirable oscillations may appear in the solution (Figs. 16–18).
5. To handle any of the 1rst or second fundamental problems of plane strain elasticity for best
accuracy using the proposed numerical scheme, one has to ensure that both the boundary and the
boundary conditions are of class C4 at least. Otherwise, a proper smoothing process has to be
carried out.
6. The treated applications reveal some extremality behaviour of the solution at the boundary, at the
inIection points of the functions describing the boundary or the boundary conditions (Figs. 4–6,
15 and 18).
7. Future work will further implement the e=ciency of the proposed method in treating cases of dif-
ferent corner points and the behaviour of the solutions for irregular boundary conditions, including
the third fundamental problem of elasticity.
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