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LINEAR AND RATIONAL FACTORIZATION OF
TROPICAL POLYNOMIALS
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Abstract. Already for bivariate tropical polynomials, factoriza-
tion is an NP-Complete problem. In this paper, we give an efficient
algorithm for factorization and rational factorization of a rich class
of tropical polynomials in n variables. Special families of these
polynomials have appeared in economics, discrete convex analy-
sis, and combinatorics. Our theorems rely on an intrinsic char-
acterization of regular mixed subdivisions of integral polytopes,
and lead to many open problems of interest in discrete geometry.
Keywords. Tropical polynomials, factorization, rational factor-
ization, M -convex, L-convex, generalized permutohedra, Legendre
transform, Minkowski sum
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Consider the max-plus tropical algebra (R,,⊕), a  b = a + b,
a ⊕ b = max(a, b). A unit f is a tropical polynomial inducing triv-
ial regular subdivision of its Newton polytope Newt(f). For a set of
lattice polytopes S in Rn, an S-unit f is a unit where Newt(f) is a
translation of some polytope in S. We say that an n-variate polyno-
mial f is S-factorizable if it equals a product of S-units. The set of
S-factorizables N[S] is a monoid. Deciding if a given polynomial f
is S-factorizable is an instance of the classic factorization problem in
tropical geometry [MS15, SS09], which remains open except for uni-
variate polynomials [Gri07, KR05]. By the Cayley trick [Stu94], this
problem is equivalent to deciding if a given regular subdivision ∆f is
mixed with respect to some sequence of polytopes in S. Computing
and enumerating regular mixed subdivisions is a central problem poly-
hedral geometry [DLRS10], however, this problem too seems open.
This paper gives a large class of polytopes S such that N[S] has
unique and local factorization. This latter condition means if each cell
of ∆f is a Minkowski sum of some polytopes in S, then f ∈ N[S]. This
is significantly weaker than the mixed condition of the Cayley trick,
which requires that the same sequence of polytopes work for all cells.
With this property, factorization reduces to a series of independent
Minkowski decomposition problems. While this is still NP-Complete
[GL01,Tiw08], there are many algorithms one could apply and efficient
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shortcuts in special cases [Fuk04,FW05,GS93,MS91,Wei07]. In partic-
ular, our result supplies a computational shortcut to verifying regular
mixed subdivisions.
Theorem 1 (Local Factorization). If S is a positive basis, then N[S]
has unique and local factorization.
The name ‘positive basis’ comes from the fact that S is associated
with a basis of a certain vector space, with some extra orientability
conditions. The precise definitions are given in Section 3. Positive bases
are simple to construct and verify. As a result, Theorem 1 applies to a
wide class of polynomials, with a number of interesting consequences.
The rest of our paper explores applications of Theorem 1 to rational
factorization. Say that f is S-rational if f  g ∈ N[S] for g a product
of units. Say that it is strong S-rational if in addition, g ∈ N[S]. The
set of S-rationals E[S] and the set of strong S-rationals Z[S] are both
monoids, and they are much richer than N[S]. Tropical division is a
highly non-trivial operation even in one variable [KLT15,Tsa12]. At the
same time, it is a very useful operation: tropical rational polynomials
have appeared in a variety of applications, from product-mix auctions
in economics [BGK16], topological data analysis [Ver16], to unirational
varieties [DF13] and ultra discrete equations [KLT15]. In general, the
extension from N[S] to Z[S] parallels the extension from Minkowski
sums to signed Minkowski sums. Analogous to N[S], say that Z[S]
has local factorization if for a polynomial f such that each cell of ∆f
is a signed Minkowski sum of some polytopes in S, then f ∈ Z[S].
The most difficult step for the membership problem of Z[S] or E[S]
is in verifying that f  g ∈ N[S] for some candidate g. When S is a
positive basis, this difficulty is resolved by Theorem 1. In this case, we
also obtain a necessary and sufficient condition for Z[S] to be equal to
E[S].
Theorem 2 (Local strong rational factorization). Suppose S is a posi-
tive basis. Then Z[S] has unique and local factorization. Furthermore,
Z[S] = E[S] if and only if S is a full positive basis. In this case,
f ∈ Z[S] = E[S] if and only if the edges of ∆f are parallel to integer
multiples of edges in S, as vectors.
Loosely speaking, being full means S is a maximal basis amongst
all bases that have the same set of primitive edges (cf. Section 3).
While it is easy to construct and verify positive bases, or construct
a full basis, constructing one that is simultaneously full and positive
is more difficult. In particular, we do not know if they always exist
for any prescribed set of edges. This is a major open problem in our
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paper. For the full positive bases that we know, Theorem 2 produces
many interesting consequences. For instance, we show in Proposition 35
that there is a full positive basis for any set of primitive edges in Z2.
Theorem 2 then implies that the rational analogue of the Fundamental
Theorem of Algebra holds for bivariate tropical polynomials.
Corollary 3 (Rational Factorization for Bivariates). Any bivariate
tropical polynomial is rationally factorizable into a product of affine
monomials of the form (x, y) 7→ c0 ⊕ xa  yb, a, b ∈ N, c0 ∈ R.
Another large family of full positive basis is the one constructed from
edges of the form ei− ej, where (i, j) runs over all edges in some graph
G on n nodes. Such sets are precisely the set of support vectors in
graphical hyperplane arrangements.
Proposition 4 (Graphical bases). Given a graph G on n nodes, let
SG consist of simplices ∆I , where I ⊆ [n] runs over all cliques in G.
Then SG is a full positive basis.
For the complete graph Kn, for instance, SKn consists of the stan-
dard simplex in Rn and its faces, and the units are homogeneous linear
(degree one) polynomials. This linear case is particularly interesting.
Polynomials in N[SKn ] define hypersurfaces which are also called trop-
ical hyperplane arrangements. They play an important role in defining
tropical polytopes and their generalizations [DS04, FR15, JL16], and
have applications in economics and combinatorics [ABGJ15, AD09,
BK15, CT16, Jos16, Shi15]. The set Z[SKn ], which equals E[SKn ] by
Theorem 2, are also known as L-convex functions whose domain is
all of Zn [Mur03]. Their Legendre transforms are M -convex functions
with compact domain. These functions feature prominently in discrete
convex analysis and polymatroid theory, and have many interesting
properties and applications, see [Fuj05,Mur03] and references therein.
The units in Z[SKn ] induce trivial subdivisions of signed Minkowski
sum of standard simplices, also known as M -convex polytopes [Mur03]
or generalized permutohedra [PRW08, Pos09]. There are many pa-
pers devoted to their combinatorics and applications [ABD10, CL15,
Dok11,MUWY16,MPS+09,PRW08,Pos09,POC13]. Thus, characteriz-
ing other full positive bases is a research direction that would generalize
the M -convex functions and the generalized permutohedra.
For n = 1, rational factorization of tropical polynomials have been
studied in [Tsa12,KLT15], in connections to tropical meromorphic func-
tions. For n > 1, the first result on tropical rational factorization is due
to Baldwin, Goldberg and Klemperer [BGK16]. They were motivated
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by questions on the product-mix auctions in economics. For ease of
reference we restate their theorem in full here.
Theorem 5 (Baldwin-Goldberg-Klemperer [BGK16]). Let f be a trop-
ical polynomial. There exists g a product of linear polynomials such that
f  g is a product of linear polynomials if and only if the edges in ∆f
are parallel to ei − ej for i, j ∈ {0, 1, . . . , n}, with the convention that
e0 is the origin.
After homogenization, this theorem states that Z[SKn ] = E[SKn ].
Combining Theorem 2 and Proposition 4 gives the following strength-
ened version of the Baldwin-Goldberg-Klemperer Theorem, where in
addition one has unique factorization, and only edges that appear in
∆f may appear in both the numerator and denominator of the rational
factorization.
Corollary 6. Let the edges of ∆f satisfy the condition of Theorem 5.
Let G(f) be the graph on n + 1 nodes, where (i, j) ∈ G(f) whenever
there exists an edge in ∆f parallel to ei − ej. Then f ∈ Z[SG(f)].
Our theorems are constructive. Given a set S, Algorithm 37 certifies
if it is a positive basis, and if it is, for any f ∈ Z[S], Algorithm 40
produces the unique minimal g ∈ N[S] such that f  g ∈ N[S], and
Algorithm 39 produces the unique factorization of a polynomial in N[S].
Our algorithms have polynomial run time with respect to the number
of polytopes in S, however, this generally scales exponential in n. We
implement these algorithms with the softwares Maple and Polymake.
Organization. We collect background materials and discuss sub-
tleties surrounding factorization in Section 1. We discuss factorization
of units in Section 2, define positive bases and prove the main results
in Section 3. Section 4 introduces two families of full positive bases and
some examples. Section 5 and 6 show the various algorithms and their
outputs on numerical examples. We conclude with open problems in
Section 7.
Notations. For a set of vectors B ∈ Rn, write NB for their span over
N, ZB for their span over Z. Say that B′ is a basis of B if ZB = ZB′,
and the vectors in B′ are linearly independent over Z. For polytopes
P,Q ⊂ Rn, c ∈ N, let P +Q denote their Minkowski sum, c · P denote
the dilation of P . Say that P is equivalent to Q, written P ≡ Q, if
P = v + Q for some v ∈ Zn. If there exists a polytope S ⊂ Rn such
that Q+ S = P , say that Q is a Minkowski summand of P , and write
Q ≤ P . Let N (P ) denote the normal fan of a polytope P . A face of P
is either P itself, or any polytope obtained as the set of maximizers of
some linear functional over P . A proper face of P is a face of P that is
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neither P nor one of its vertices. We denote the face of P supported by
a vector v by facev(P ). For vectors v, w ∈ Rn, write v ·w for their inner
product. For a matrix H ∈ Zr×n, write ImZ(H) := {Hv : v ∈ Zn} ⊂ Zr
for the image of Zn under H.
1. Background
1.1. Background on tropical polynomials. A tropical polynomial
in n variables is a piecewise linear, convex function f : Rn → R such
that there exists ca ∈ R, a ∈ A ⊂ Rn where
(1) f(x) =
⊕
a∈A
(
ca  xa
)
= max
a∈A
(
ca +
n∑
i=1
aixi
)
for all x ∈ Rn.
The convex hull of A is called the Newton polytope of f , denoted as
Newt(f). Points a ∈ A are said to be lifted by the height function a 7→
ca. The Legendre transform of f is the function f
∗ : Rn → R∪ {+∞},
given by
f ∗(y) = sup
x∈Rn
(
n∑
i=1
yixi − f(x)
)
for all y ∈ Rn.
The Legendre transform f ∗ has a particularly simple interpretation:
f ∗(y) 6= +∞ if and only if y is in Newt(f), and on this set, the graph
of f ∗ equals the lower convex hull of the points {(a,−ca) : a ∈ A}. The
projection of this graph onto Newt(f) is called the regular subdivision
of Newt(f) induced by f , denoted as ∆f . A regular subdivision ∆f is
called mixed with respect to a sequence of polytopes (F1, F2, . . . , Fr) if
each cell in ∆f equals to a Minkowski sum
∑r
i=1Bi, where Bi is a face
of Fi for each i, and such that this representation intersects properly
as a sum, meaning that if σ =
∑r
i=1Bi, and σ
′ =
∑r
i=1B
′
i for faces
Bi, B
′
i of Fi, then the intersection of Bi and Bi is a face of both, for
each i ∈ {1, . . . , r}. The polyhedral version of the Cayley trick [Stu94]
can be restated in the language of tropical factorization as follows.
Theorem 7 (Cayley trick). Let S be a set of polytopes. Then f ∈ N[S]
if and only if ∆f is a regular mixed subdivision of Newt(f) with respect
to a sequence of possibly repeated polytopes in S.
The tropical hypersurface T (f) defined by f is the set of points in
Rn where the graph of f are not differentiable. A tropical hypersurface
defines a balanced, weighted polyhedral complex, pure of dimension
n − 1 in Rn, and a converse of this statement also holds, see [MS15,
Proposition 3.3.10]. A straight-forward definition chase from this result
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gives Corollary 9, a characterization of when a unit can be factorized
off a given tropical polynomial.
Definition 8. Let σ, σ′ be maximal cells in ∆f . Say that σ′ is a
neighbor of σ in direction v if facev(σ) is a maximal face of σ, and
facev(σ) = face−v(σ′). Say that σ′ is in direction v from σ if there
exists a sequence of cells σ1, σ2, . . . , σk in ∆f where σ1 = σ, σk = σ
′,
and σi+1 is a neighbor of σi in direction v, for i = 1, . . . , k − 1.
Corollary 9. Let h be a tropical polynomial. Then T (h) = T (f) ∪
T (h′) for some unit f with Newt(f) = F and some tropical polynomial
h′ if and only if there exists a cell σ ∈ T (h) where F ≤ σ, and for each
maximal face facev(σ) of σ, all cells of ∆h in direction v from σ has
facev(F ) as a Minkowski summand.
1.2. What counts as factorization. There are at least three natural
notions of ‘equality’ for two tropical polynomials f and g in n variables
x1, . . . , xn.
(1) As algebraic polynomials: f =1 g if and only if ca(f) = ca(g)
for all a ∈ Zn.
(2) As functions: f =2 g if and only if f(x) = g(x) for all x ∈ Rn.
(3) As balanced polyhedral complexes: f =3 g if and only if T (f) =
T (g) as sets and as balanced weighted polyhedral complexes.
One can check that f =1 g implies f =2 g, and f =2 g implies f =3 g,
but the converses are not true. Often equality as functions is taken to
be the definition of equality in factorization problems [MS15,SS09]. As
with classical factorization, it is more natural to consider this equality
up to multiplication by constants and monomials. On the surface this
seems to be a fourth notion of equality. However, we show that this is
exactly =3, and this is the notion of equality for tropical polynomials
used throughout this paper.
Lemma 10. We have f =3 g ⇔ f =2 axvg for some v ∈ Zn, a ∈
R.
Proof. Suppose f =2 axvg. Then T (f) = T (g). Conversely, sup-
pose T (f) = T (g). The weighted polyhedral complex T (f) uniquely
determines ∆f up to a translation, thus, ∆f = ∆g +v for some v ∈ Zn.
Furthermore, a face σ lifted in the graph of f ∗ is supported by the
same set of vectors as the face σ + v lifted in the graph of g∗. Thus
f ∗(x) = g∗(x) + a for some a ∈ R. Since the function f is uniquely
determined by its Legendre transform, rewriting in polynomial terms
gives f =2 a xv  g. 
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Remark 11. In several papers [GM07, Izh08, Tsa12] one associates a
function f with the unique polynomial f¯ where f =2 f¯ and all lattice
points in ∆f¯ are lifted, including interior points. This gives the stronger
equivalence between =3 and =1
f =3 g ⇔ f¯ =1 a xv  g¯.
We do not take this approach here, as tropical multiplication does
not commute with taking this canonical element. That is, for general
polynomials f and g,
(2) f¯  g¯ 6=1 f  g =1 f¯  g¯.
Characterizing when f¯  g¯ =1 f  g is the problem of finding competi-
tive equilibrium in the product-mix auctions pioneered in [BK15]. For
connections to integer programming and toric geometry, see [TY15].
1.3. Signed Minkowski sums as vector additions. For polytopes
P,Q ⊂ Rn, the signed Minkowski sum P −Q is
P −Q = {x ∈ Rn : x+Q ⊆ P}.
In general, P + (−Q) 6= P − Q. For instance, if P = Q and P is a
symmetric polytope around the origin, so P = −P , then P + (−P ) =
2 · P . In contrast, P − P = {0}. Throughout this text, when we write
c1P + c2Q for c1, c2 ∈ Z, we mean the signed Minkowski sum.
Lemma 12 (Signed Minkowski sum operations). Let P,Q ⊂ Rn be
lattice polytopes.
(i) If P −Q 6= ∅, P −Q is a convex polytope.
(ii) (P +Q)−Q = P .
(iii) (P −Q) +Q = P if and only if Q ≤ P .
(iv) If Q ≤ P , then P −Q is a lattice polytope.
Proof. Statements (i) and (ii) are due to Postnikov [Pos09, Lemma
11.1]. For statement (iii), suppose (P − Q) + Q = P . By definition,
Q ≤ P . Now suppose Q ≤ P . Then Q + S = P for some polytope
S ⊂ Rn. By (ii), P − Q = (Q + S) − Q = S. For statement (iv), let
S = P −Q. Let V (S), V (P ), V (Q) be the set of vertices of S, P and Q,
respectively. Note that V (P ) ⊆ V (Q)+V (S). Take a vertex s ∈ V (S).
If there exists a vertex q ∈ V (Q) with q + s ∈ V (P ), then s ∈ Zn. If
there is no such vertex q ∈ v(Q), then s + Q ⊂ P\V (P ). Since s + Q
is a closed polytope, there exists a direction w ∈ Rn and a small  > 0
such that s + [−, ] · w + Q ⊂ P . So s cannot be a vertex of S, a
contradiction. Therefore, all vertices of S are in Zn, as claimed. 
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The case (P −Q) +Q = P , that is, Q ≤ P , is of most interest to us,
since f  g = h implies Newt(f) + Newt(g) = Newt(h). Some authors
only defined P−Q when Q ≤ P [ABD10]. However, we prefer to define
P −Q for general polytopes, and make the assumption Q ≤ P explicit
where necessary.
Let P ⊂ Rn be a lattice polytope with dimension 1 ≤ k ≤ n. The
H-matrix of P is the unique matrix H(P ) ∈ Zr×n such that each row
of H(P ) ∈ Zn is the primitive outer normal vector to a dimension k−1
face of P . Say that a lattice polytope Q ⊂ Rn is H(P )-representable
if Q ≤ c · P for some c ∈ N, c > 0. In this case, there is a unique
coordinate-wise minimal b ∈ Zr such that
(3) Q = {x ∈ Rn : H(P )x ≤ b}.
Call this the H(P )-constant of Q, denoted bH(P )(Q) ∈ Zr. We shall
abbreviate H(P ) to H when the underlying polytope P is obvious from
the context. We stress that not all non-empty lattice polytopes Q of
the form (3) for some b is H(P )-representable. When P is a permuto-
hedron, for example, a characterization of all H(P )-constants is given
in [MPS+09, Pos09, ABD10]. For this case, an example of a polytope
that satisfies (3) but is not H(P )-representable can be found in [Mur03,
Note 4.25]. For the main theorems and examples in our manuscript, P
will be the Minkowski sum of a finite collection of line segments. In this
case, there are shortcuts for recognizing H(P )-representable polytopes,
see Section 2.
Proposition 13. Let F1, . . . , Fm ⊂ Rn be lattice polytopes. Let Σ :=∑m
i=1 Fi be their Minkowski sums, and H := H(Σ). For y ∈ Zm,
let F (y) :=
∑m
i=1 yiFi. If F (y) 6= ∅, then F (y) is H-representable.
Furthermore
(4) bH(F (y)) =
m∑
i=1
yib
H(Fi)
holds if and only if F (y−) ≤ F (y+), where y+i = max(yi, 0) for i =
1, . . . ,m and y− = y − y+.
Lemma 12 says that signed Minkowski sums are subtle: the oper-
ations are not commutative in general. Proposition 13 says that if
appropriate polytopes are involved, signed Minkowski addition of a
given set of polytopes is equivalent to vector addition of a given set
of vectors in some dimension. This proposition serves two purposes.
First, it is a vehicle to prove unique factorization. Second, it gives an
algorithm to decompose a polytope into a signed Minkowski sum with
LINEAR AND RATIONAL FACTORIZATION OF TROPICAL POLYNOMIALS 9
respect to some given set of polytopes. To prove Proposition 13, we
first collect some useful lemmas.
Lemma 14. Let P,Q ⊂ Rn be lattice polytopes, H := H(P ) ∈ Zr×n.
Then Q is H-representable if and only if N (P ) refines N (Q). Further-
more, Q ≡ P if and only if Q is H-representable, bH(Q) ∈ Zr, and
bH(Q) ∈ bH(P ) + ImZ(H).
Proof. If Q is H-representable, then Q ≤ c · P , so N (Q) is refined by
N (c · P ) = N (P ) by [Zie95, Section 7.2]. Conversely, let c′ ∈ R be
a large positive constant such that a translation of Q is contained in
c · P . By [Zie95, Section 7.2], the fact that N (P ) = N (c′ · P ) refines
N (Q) implies Q ≤ c′ · P . Let c be an integer greater than c′. Then
Q ≤ c · P , so Q is H-representable. For the second statement, note
that Q ≡ P if and only if Q = P + v for some v ∈ Zn, if and only if
bH(Q) = bH(P ) +Hv, and the conclusion follows. 
Lemma 15. Define the Fi’s and F (y) as in Proposition 13. Suppose
y ∈ Nm. For any vector v ∈ Rn,
(5) facev(F (y)) =
m∑
i=1
yi facev(Fi).
Proof. Equation (5) is equivalent to
(6) max
x∈∑mi=1 yiFi (v · x) =
m∑
i=1
yi max
x∈Fi
(v · x).
By the linearity of dot product,
max
x∈∑mi=1 yiFi (v · x) ≤
m∑
i=1
yi max
x∈Fi
(v · x).
To establish equality, for 1 ≤ i ≤ m, there exists a point xi ∈ Fi such
that v · xi = maxx∈Fi (v · x). Then
v ·
(
m∑
i=1
yixi
)
=
m∑
i=1
yi(v · xi) =
m∑
i=1
yi max
x∈Fi
(v · x).
Since
∑m
i=1 yixi ∈
∑m
i=1 yiFi, this implies (6). 
Proof of Proposition 13. Suppose F (y) 6= ∅. By construction, N (Σ)
refines N (Fi) for each i = 1, . . . ,m. Since Minkowski addition cor-
responds to normal fan refinement, N (Σ) also refines N (F (y+)) and
N (F (y−)). By Lemma 14, F1, . . . , Fm, F (y+), F (y−) areH-representable.
Note that
F (y) = {x : Hx ≤ bH(F (y+))− bH(F (y−))},
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so it is also H-representable, with
(7) bH(F ) ≤ bH(F (y+))− bH(F (y−)).
By Lemma 15, (4) is equivalent to an equality in (7). Suppose F (y−) ≤
F (y+). By Lemma 12, F (y)+F (y−) = F (y+). By Lemma 15, bH(F )+
bH(F (y−)) = bH(F (y+)), as needed. Conversely, suppose equality holds
in (7). Let span(H) ⊂ Rn denotes the subspace spanned by the row
vectors of H. For any h ∈ span(H), by Lemma 15,
(8) faceh(F (y)) + faceh(F (y
−)) = faceh(F (y+)).
Suppose for contradiction that F (y) + F (y−) ( F (y+). There exists
some vertex w of F (y+) such that w /∈ F (y) + F (y−). Since w ∈
span(H) and F (y) +F (y−) ⊂ span(H) is a polytope, there exists some
vector h ∈ span(H) whose supporting hyperplane separates w from
F (y) + F (y−). Therefore,
faceh(F ) + faceh(F (y
−)) ( faceh(F (y+)),
but this is a contradiction from (8), so we are done. 
2. Unit Polynomials and Bases
Recall that f is a unit if ∆f is the trivial subdivision of Newt(f). In
this section, we characterize the set of units in N[S],Z[S] and E[S]. We
also introduce the concept of bases and various versions of bases. Not
only these results are special cases of the main theorems, but they also
are important building blocks in the proofs. Throughout this section
let S be a finite set of lattice polytopes in Rn. Define
NS = {lattice polytope F ⊂ Rn : F ≡
∑
S∈S
ySS, yS ∈ N}
ZS = {lattice polytope F ⊂ Rn : ∃G ∈ NS s.t. F +G ∈ NS}
ES = {lattice polytope F ⊂ Rn : ∃ lattice polytope G s.t. F +G ∈ NS}.
Corollary 16 (Cayley Trick for Units). Let f be a unit. Then
f ∈ N[S]⇔ Newt(f) ∈ NS,
f ∈ Z[S]⇔ Newt(f) ∈ ZS, and
f ∈ E[S]⇔ Newt(f) ∈ ES.
Define the H-matrix of S to be the H-matrix of ∑S∈S S. Let
B(S) := {b ∈ Zr : b = bH(F ) for some non-empty lattice polytope F ⊂ Rn}.
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Note that each point in B(S) corresponds to a unique H-representable
lattice polytope, and vice versa. Let
(9) B(S) := {bH(S) : S ∈ S} ⊂ B(S)
be those vectors correspond to polytopes in S. The following gives a
complete characterization of the sets NS,ZS and ES.
Proposition 17. Let H be the H-matrix of S. Fix a nonempty lattice
polytope F ⊂ Rn. Then
• F ∈ ES if and only if F is H-representable.
• F ∈ NS if and only if F ∈ ES, and bH(F ) ∈ B(S)∩ (NB(S) +
ImZ(H)).
• F ∈ ZS if and only if F ∈ ES, and bH(F ) ∈ B(S) ∩ (ZB(S) +
ImZ(H)).
Proof. The first statement follows from Lemma 14(iii). The remaining
statements follow from Proposition 13 and Lemma 14. 
Lemma 18. Both ZB(S) and ZB(S) are finitely generated.
Proof. Both sets B(S) and B(S) are integral vectors in Rr for some fi-
nite r. Thus, ZB(S) and ZB(S) are each isomorphic to some subgroup
of Zr, so each must be finitely generated. 
Definition 19. Let S,S ′ be finite sets of lattice polytopes. Say that
S is a basis for ZS ′ if B(S) is a basis for ZB(S ′). Say that S is a full
basis for ES ′ if B(S) is a basis for ZB(S ′). If S ′ = S, say that S is a
basis and full basis, respectively.
Let S1 be the set of primitive edges parallel to the edges of polytopes
in S. We give a simple criterion for recognizing full bases when S
contains S1. As we shall prove, a positive basis S always contains S1,
so this does not add restrictions to the construction of full positive
bases.
Lemma 20. Suppose S1 ⊆ S. Let F ⊂ Rn be a lattice polytope. The
following are equivalent
(i) F ∈ ES
(ii) edges of F are integer multiples of edges in S1 as vectors
(iii) there exists a polytope Q such that F +Q equals a Minkowski sum
of edges in S1.
Proof. Let Σ1 be the Minkowski sum of edges in S1, and Σ be the
Minkowski sum of polytopes in S. Since S1 consists of primitive edges,
the edge condition on F is precisely the condition that N (F ) is refined
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by N (Σ1). The condition F ∈ ES is precisely the condition that N (F )
is refined by N (Σ). But N (Σ1) = N (Σ), so (i) and (ii) are equivalent.
Statement (iii) is equivalent to (i) by Lemma 14. 
Corollary 21. Suppose S1 ⊆ S. Then E[S1] = E[S].
Proof. Let Σ1 be the Minkowski sum of edges in S1. Let f ∈ E[S] with
f  g = f1  · · ·  fr for units fi in N[S]. For each fi, by Lemma 20,
there is some polytope Qi such that Newt(fi) + Qi = ci · Σ1 for some
ci ∈ N, ci > 0. Let gi be a unit with Newt(gi) = Qi, and g∗i is a classical
linear function whose restriction on Newt(fi) equals f
∗
i . Then figi is
a unit with Newt(fi  gi) = ci · Σ1, so fi  gi ∈ N[S1] by Corollary 16.
So f  g  g1 · · ·  gr ∈ N[S1], thus E[S1] = E[S]. 
Corollary 22. Suppose S1 ⊆ S. Then the following are equivalent
• S is a full basis
• for a lattice polytope P ⊂ Rn, edges of P are multiples of edges
in S1 as vectors if and only if P ∈ ZS.
Say that NS has unique factorization if for each P ∈ NS, there is a
unique way to write P as a Minkowski sum of polytopes in S. Define
unique factorization for ZS analogously.
Corollary 23. S is a basis if and only if NS or ZS has unique fac-
torization.
Lemma 24. Suppose S is a basis. If P,Q ∈ NS, P ≤ Q then Q −
P ∈ NS.
Proof. Write P ≡∑S∈S ySS, Q ≡∑S∈S zSS for unique integers yS, zS ≥
0. For each yS > 0, ySS ≤ P , so ySS ≤ Q. Since S is a basis, this im-
plies yS ≤ zS. Therefore, by Proposition 13, Q−P =
∑
S∈S(zS−yS)S ∈
NS. 
Proposition 25 (Unique Factorization). Let S be a set of polytopes.
Then N[S] has unique factorization if and only if S is a basis.
Proof. By Corollaries 16 and 23, S is a basis is a necessary condition.
Now we prove sufficiency. Suppose S is a basis. Let f ∈ N[S]. Suppose
there are two factorizations of f . Multiply f by a constant and a
monomial if necessary, one can assume
f = f1  · · ·  fr = f ′1  · · ·  f ′r′
for some units fi, f
′
j with Newt(fi),Newt(f
′
j) ∈ S, i ∈ {1, . . . , r}, j ∈
{1, . . . , r′}. By the Cayley trick, ∑ri=1 Newt(fi) and∑r′j=1 Newt(f ′j) are
both equal to the support of ∆f . Since NS has unique factorization,
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the sequence (Newt(fi)) must equal the sequence (Newt(f
′
j)), counting
multiplicity. By the bijection given in the Cayley trick, the factorization
of f is uniquely determined by the sequence of polytopes to which ∆f
is a regular mixed subdivision. So f has a unique factorization. 
3. Positive bases and local factorization
In this section, we define positive bases and prove Theorems 1 and 2.
Let S be a finite set of lattice polytopes in Rn. We first give some nec-
essary conditions on S for N[S] to have unique and local factorization.
Definition 26 (Canonical and hierarchical). Say that a polytope S is
canonical if for any proper face P of S, P 6≤ S. Say that S is canonical
if all S ∈ S are canonical. Say that S is hierarchical if S ∈ S implies
all proper faces of S are in NS.
Canonical means the polytopes in S are as ‘primitive’ as possible.
Hierarchical means if f ∈ N[S], one can consider each cell of ∆f inde-
pendently as a Minkowski sum of polytopes in S, and not as a sum of
polytopes in S and their faces. Both properties in fact are necessary
for N[S] to have local and unique factorization.
Lemma 27 (Necessary conditions for unique and local factorization).
Suppose N[S] has unique and local factorization. Then S is a basis,
and it is canonical and hierarchical.
Proof. The basis condition follows from Proposition 25. For each S ∈
S, let f be a unit with Newt(f) = S. Then trivially f ∈ N[S]. Since
N[S] has local factorization, each lower-dimensional cell of ∆f is in
N[S], therefore proper faces of S must be in NS. So S is hierarchical.
We now prove that S is canonical. Suppose for contradiction that there
is some S ∈ S such that S = P + Q where P is a proper face of S.
Let ∆ be a subdivision of P + 2Q obtained by joining two copies of
S at a common face that is a translation of P . Then ∆ = ∆f for
some polynomial f , and each cell of ∆ is in NS. Since N[S] has local
factorization, f ∈ N[S]. Now, Newt(f) = P + 2Q = 2S − P . As S
is hierarchical, P ∈ NS. Since S is a basis, P = ∑T∈S yTT for some
yT ∈ N with at least one yT > 0. As S is a basis element and S 6≤ P ,
2S − P = 2S +
∑
T∈S:T 6=S
−yTT /∈ NS.
So Newt(f) /∈ NS, thus f /∈ N[S] by the Cayley trick, a contradiction.

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In view of Lemma 27, our definition of positive basis must include
being hierarchical and canonical. We now define the orientability con-
dition that lends positive bases their names.
Lemma 28. Suppose S is hierarchical. If v is a row vector of the
H-matrix of S, then −v is also.
Proof. For each S ∈ S, each edge e of S is a proper face of dimension
1. Thus e ∈ NS, which means e is a positive integer multiple of some
edge w ∈ S as vector. Let Σ1 be the sum of all such shortest edges
w ∈ S. The H-matrix of S is that of the polytope ∑S∈S S, whose
normal fan equals to the normal fan of Σ1, which equals a hyperplane
arrangement. So its H-matrix has the form stated in the lemma. 
Definition 29 (Orientation). Suppose S is hierarchical. Let H be its
H-matrix. An orientation τ is a map from row vectors of H to {±1},
such that τ(v) = −τ(−v). Given an orientation τ , let Hτ+ = {v : τ(v) =
+1}. Say that S is positive with orientation τ if for each v ∈ Hτ+ and
S ∈ S, face−v(S) is not a proper face of S.
Definition 30 (Positive basis). Say that S is a positive basis if it is a
hierarchical basis with a positive orientation.
The positive orientation restricts when two polytopes in NS can
share a face. In particular, regular mixed subdivisions constructible
from a sequence of polytopes in S must have a particular structure.
The following gives an equivalent characterization in terms of pairs of
polytopes in S, without reference to an orientation τ , and thus is easy
to verify in specific examples. See Algorithm 37.
Proposition 31 (Characterization of positive basis). Suppose S is a
hierarchical basis with H-matrix H. Then S is a positive basis if and
only if for each row vector v of H, there are no polytopes S, S ′ ∈ S, not
necessarily distinct, such that both facev(S) and face−v(S ′) are proper
faces of S and S ′, respectively.
Proof. Suppose S is a positive basis with orientation τ . For any pair
of polytopes S, S ′ ∈ S, either facev(S) or face−v(S) must be a proper
face. So the criterion holds. Conversely, suppose the criterion holds.
This means for each tuple (v,−v, S), exactly one of the following cases
hold
(i) facev(S) is a proper face and face−v(S) is a vertex
(ii) face−v(S) is a proper face and facev(S) is a vertex
(iii) face−v(S) and facev(S) are both equal to S or are both vertices
of S.
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Define a local partial orientation ν : (v, S) 7→ {±1, 0} as follows.
ν(v, S) =
 +1 if (i)−1 if (ii)0 else.
Note that ν(−v, S) = −ν(v, S). By the hypothesis, for each fixed v,
there are no two polytopes S, S ′ ∈ S such that ν(v, S) = +1 and
ν(v, S ′) = −1. Thus, one can define a global partial orientation τ ′ :
v 7→ {±1, 0} such that τ ′(v) = +1, τ ′(−v) = −1 whenever v supports
a proper face of some S ∈ S, and τ ′(v) = τ ′(−v) = 0 if v and −v
never support a proper face of S for all S ∈ S. Set τ : v 7→ {±1} by
τ(v) = τ ′(v) if τ ′(v) 6= 0, otherwise choose τ(v) = +1, τ(−v) = −1 at
random. Now take v ∈ Hτ+, and S ∈ S. Only cases (i) and (iii) can
happen. That is, face−v(S) is not a proper face of S. By definition, S
is a positive basis with respect to orientation τ . 
Corollary 32. If S is a positive basis and S ′ ⊆ S is hierarchical, then
S ′ is a positive basis.
Corollary 33. If S is a positive basis, then S is canonical.
Proof. Let us prove the contrapositive. Suppose that some S ∈ S is
not canonical. Then S = P + Q for some proper face P of S, so
P = facev(S) for some row vector v in the H-matrix of S. Note that
face−v(S) = face−v(P ) + face−v(Q) = P + face−v(Q),
so face−v(S) has dimension at least one. Since face−v(S) 6= S, face−v(S)
is a proper face of S. So by Proposition 31, S cannot be a positive
basis. 
Proof of Theorem 1. Let S be a positive basis. If f ∈ N[S], then the
conclusion follows trivially from the Cayley trick. Conversely, suppose
each cell of ∆f is in NS. Decompose each maximal dimensional cell
of ∆f as a Minkowski sum of polytopes in S. As S is a basis, by
Proposition 17, this decomposition is unique. Let S(f) denote the
sequence of polytopes in S that appear as Minkowski summands of
the maximal cells of ∆f , with multiplicity. Note that |S(f)| is finite.
We shall do induction on |S(f)|. If |S(f)| = 1, then ∆f is the trivial
subdivision of a single polytope in S, so we are done. If |S(f)| > 1,
pick F ∈ S(f) of maximal dimension. We shall use Lemma 9 to show
that T (f) = T (F )∪T (f ′) for some polynomial f ′. We then argue that
each cell of ∆f ′ is still in NS, and S(f ′) ⊂ S(f), so |S(f ′)| < |S(f)|.
This would complete the induction step. Let us prove the first claim
that the condition of Lemma 9 holds for ∆f . By the setup, there
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exists a cell σ ∈ ∆f with F ≤ σ. Since σ ∈ NS, maximal faces
of σ are supported by vectors in H(S). Let v ∈ H(S) be such a
vector. We need to show that all cells in direction v from σ has facev(F )
as a Minkowski summand (recall Definition 8). By induction on the
number of neighbors, it suffices to show that the immediate neighbor
of σ in direction v has this property. If σ does not have a neighbor in
direction v, then we are done. Otherwise, let σ′ be this neighbor, that
is, facev(σ) = face−v(σ′). If facev(F ) is a point, then this is trivial. If
F ≤ σ′, then trivially facev(F ) ≤ facev(σ′). Therefore, we are left with
the case that facev(F ) is not a vertex, and F 6≤ σ′. Write
σ′ =
∑
S∈V ⊥
ySS +
∑
T∈V
yTT
for unique yS, yT ∈ N, where
V ⊥ = {S ∈ S(f) : facev(S) is a proper face of S, S 6= F}
and
V = {T ∈ S(f) : facev(T ) = T = face−v(T ), T 6= F}.
By Proposition 13, F ≤ σ implies
facev(F ) ≤ facev(σ) = face−v(σ′) =
∑
S∈V ⊥
yS face−v(S) +
∑
T∈V
yTT.
We now argue that facev(F ) ≤
∑
T∈V yTT . If this holds, then facev(σ
′) ≥∑
T yTT so facev(F ) ≤ facev(σ′) as needed. Suppose for contradiction
that this does not hold. There is at least one S ∈ V ⊥ such that
face−v(S) is a proper face of S, and c · facev(F ) ≥ face−v(S) for some
c ∈ N. If facev(F ) is also a proper face of F , then S cannot be a
positive basis by Proposition 31. So we must have facev(F ) = F . As
S is a hierarchical and canonical basis, F ∈ S and face−v(S) ∈ NS,
c · F ≥ face−v(S) implies face−v(S) = F . But this means S has di-
mension strictly larger than that of F , which is not possible as F is
maximal amongst those in S(f). So we obtain the desired contradic-
tion. This proves the first claim. For the second claim on |S(f ′)|, note
that cells of ∆f ′ are either equivalent to some cells of ∆f , or they have
the form τ ′ ≡ τ − ω for some τ ∈ ∆f and some face ω of F . Since S
is hierarchical, τ, ω ∈ NS. Since S is a basis, by Lemma 24, τ ′ ∈ NS.
So all cells of ∆f are in NS, and S(f ′) ⊆ S(f). But F ∈ S(f) and
F /∈ S(f ′), so S(f ′) ⊂ S(f), and thus |S(f ′)| < |S(f)|. This concludes
the proof. 
Proof of Theorem 2. Suppose f ∈ Z[S]. Let g ∈ N[S] be such that
h = g  f ∈ N[S]. For each cell σf of ∆f , there exists cells σg of ∆g
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and σh of ∆h such that
σf + σg = σh.
By the Cayley trick, σg, σh ∈ NS, so σf ∈ ZS. Conversely, suppose
all cells of ∆f are in ZS. Compute the signed Minkowski sum de-
composition of each cell of ∆f with respect to S. Let S−(f) be the
sequence of polytopes in S that appear with negative signs, with mul-
tiplicity. Similar to the proof of Theorem 1, we shall do an induction
on |S−(f)|. If S−(f) = ∅ then all cells of ∆f are in NS. By Theo-
rem 1, f ∈ N[S], so we are done. If not, for S a polytope of maximal
dimension in S−(f), let σS be the cell of ∆f where −ySS appears in
its signed Minkowsi decomposition for some yS > 0. Define a unit g(S)
such that Newt(g(S)) = S, and that g∗ is a classical linear function
such that g∗ = f ∗ restricted to σS. Let f ′ := f  (g(S))yS . Since S
is hierarchical, S ∈ NS implies that its faces are in NS. So cells of
∆f ′ are in ZS, and S−(f ′) ( S−(f). As S−(f) is a finite sequence, by
induction we are done. So f ∈ Z[S], which proves that Z[S] has local
factorization. Note that our proof produces a polynomial g ∈ N[S]
such that f  g ∈ N[S]. For uniqueness of this g, it is sufficient to
show that this g does not depend on the order amongst polytopes of
maximal dimension in S−(f). Indeed, note that if S, S ′ ∈ NS are two
polytopes of the same dimension, and ω is a proper face of S, then
ω 6= S ′. Therefore, if S, S ′ are two maximal dimensional polytopes in
S−(f), S 6= S ′, then S ′ ∈ S−(fg(S)). So the g produced by the proof
is unique. Furthermore, any other g˜ ∈ N[S] such that f  g˜ ∈ N[S]
must contain enough units to bring all cells of ∆f from ZS\NS to NS,
and therefore must contain g in its factorization. So the g produced
is the minimal denominator. Finally, let us prove the assertion on full
positive basis. Suppose Z[S] = E[S]. In particular, ZS = ES, so S is
a full basis by Definition 19. Conversely, suppose S is a full positive
basis. For f ∈ E[S], let g be a product of units such that f  g ∈ N[S].
Then edges in ∆f must be parallel to integer multiples of primitive
edges in ∆fg, which are contained in S1. Therefore, each cell of ∆f is
in ES. But S is a full basis, so each cell of ∆f is also in ZS. As S is a
positive basis, Z[S] has local factorization so f ∈ Z[S]. 
4. Two families of full positive bases
Lemma 34. Let S = {∆I : I ⊆ [n], |I| ≥ 2} be the set of the standard
simplex in Rn and its proper faces. Then S is a full positive basis.
Proof. The H-matrix of S consists of vectors of the form vI =
∑
i∈I ei
where I ⊆ [n] and their negatives. It is straight forward to verify
that S satisfies the criterion of Proposition 31, so S is a positive basis.
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By [ABD10, Proposition 2.4], P has edges parallel to ei−ej if and only
if P ∈ ZS. By Corollary 22, S is full. 
Proof of Proposition 4. By Lemma 34, SKn is a full positive basis. Now,
G is a subgraph of Kn, so SG ⊆ SKn . Clearly SG is hierarchical, so by
Corollary 32, SG is a positive basis. It remains to show that it is full.
By Corollary 22, it is sufficient to show that if P is a lattice polytope
whose edges are parallel to ei−ej for (i, j) ∈ e(G), then P ∈ ZSG. Sup-
pose P is a lattice polytope with such edge directions. By Lemma 34,
P ∈ ZS(Kn), so
P =
∑
I⊆[n]
yI(P )∆I ∈ ZS(Kn)
for unique constants yI(P ) ∈ Z, I ⊆ [n]. Let
I = {I ⊆ [n] : ∆I /∈ SG, yI(P ) 6= 0}.
If I = ∅, then we are done. Otherwise, for contradiction, consider two
cases.
• There exists some I ∈ I such that yI(P ) > 0. Then there is
some edge (i, j) /∈ e(G) such that i, j ∈ I. But P must contain
an edge parallel to ei − ej, a contradiction.
• For all I ∈ I, yI(P ) < 0. Let
P ′ := P +
∑
I∈I
(−yI(P ))∆I .
Then P ′ =
∑
L∈SG yL(P )∆L, so edges in P
′ are parallel to ei−ej
for (i, j) ∈ e(G). On the other hand, since I 6= ∅, there exists
some I ∈ I such that ∆I ≤ P ′, so P ′ must contain an edge
parallel to ei − ej for some (i, j) /∈ e(G), a contradiction.
Therefore, one must have P ∈ ZSG. So SG is a full basis. 
Next we show that there are full positive bases in Z2 starting from
any given set of primitive edges S1. As there are many full positive
bases for a given set S1, we deliberately present a non-constructive
proof. In specific examples, it is not difficult to construct a given full
positive basis in Z2, see Example 36.
Proposition 35. Let S1 be a set of primitive edges in Z2. There exists
a full positive basis S of ES1.
Proof. If S1 has cardinality one or two, take S = S1 and the result
holds trivially. Now suppose S1 consists of at least three edges. The
row vectors of H(S1) consists of primitive vectors in Z2 which are
orthogonal to those in S1. Since S1 has at least three edges, one can
choose an orientation τ such that spanR(H
τ
+) = R2. Let Pτ be the
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set of all full-dimensional lattice polygons whose outer normal vectors
are nonnegative integer multiples of those in Hτ+. Choose S ′ ⊆ Pτ
so that S ′ is a canonical basis for ZPτ . Such a basis exists and is
finite, as ZPτ is finitely generated by Lemma 18. Set S = S ′ ∪ S1.
Then S is a hierarchical and canonical basis. We claim that S in fact
generates ES1. Indeed, let P be a polygon in ES1. Let v−(P ) be the
set of outer normal vectors of P that are positive integer multiples of
vectors in Hτ−. If v−(P ) = ∅, then P ∈ Pτ , so P ∈ ZS. Otherwise, for
each cv · (−v) ∈ v−(P ) with −v ∈ Hτ−, there is a polygon Q(v) ∈ Pτ
such that cv · v is an outer normal vector of Q(v). Then
(10) P +
∑
v∈v−(P )
Q(v) = P ′ +
∑
v∈v−(P )
cv · e(v),
where e(v) ∈ S1 is the edge orthogonal to v, and P ′ is some polytope
whose outer normal vectors are all in Hτ+. Thus the RHS of (10) is in
ZS, and each Q(v) is in ZS, so P ∈ ZS. Thus S is a full positive basis
of ES1. 
Proof of Corollary 3. Let e(f) be the set of primitive edges in ∆f , Σ
be their Minkowski sum. By Proposition 35, there exists a full positive
basis S such that S1 = e(f), so f ∈ Z[S] = E[S]. Since S1 ⊆ S,
f ∈ E[S1] by Corollary 21. 
Example 36 (Tropical plane curves of degree d). For some d ∈ N, let
T ⊂ Z3 be the set of edges of the form ν− ν ′, where ν, ν ′ are partitions
of d into exactly three parts. Dehomogenize the first coordinate and
identify T with a set of edges in Z2. Let S1 be the primitive edges
amongst those in T . Proposition 35 implies that as long as ∆f has
edges parallel to these differences of integer partitions, then f is ratio-
nally factorizable, where both the numerator and the denominator are
products of tropical bivariates of degree d. Let us do an illustration
for d = 2. There are six primitive edges corresponding to the following
vectors
(11) S1 = {(0, 1), (1, 0), (1, 1), (1,−2), (−2, 1), (1,−1)}.
The matrix H(S1) has 12 row vectors, which are these six and their
negatives
(1, 0), (0, 1), (1, 1), (1,−1), (1, 2), (2, 1).
Orient these vectors as−,−,+,−,+,+ in the order that they are listed,
and orient their negatives with opposite signs. A full positive basis S
with this orientation consists of ten polytopes shown in Figure 1.
The six edges of S are translations of the six edges listed in (11).
One can take another orientation, τ ′ with signs −,−,+,+,−,−, for
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Figure 1. Ten polytopes in S, a full positive basis for
the edge set given in (11).
Figure 2. Ten polytopes in S ′, another full positive ba-
sis for the edge set given in (11).
Figure 3. Decomposition of a polytope in ZS for S
shown in Figure 1.
instance, which gives a full positive basis S ′ shown in Figure 2. Any
polygon in Z2 with edges parallel to those in S1 has a unique decom-
position in ZS and ZS ′. The decomposition with respect to one basis
can be simpler. For example, let P be the second polytope from the
left of S ′ in Figure 1. It has a trivial decomposition in ZS ′, while its
decomposition in ZS is shown in Figure 3.
5. Algorithms
In this section we discuss various algorithms for factorization, ratio-
nal factorization and their implementations. Without loss generality,
assume that the tropical polynomials of interest is homogeneous. Given
such a tropical polynomial f and a finite set of lattice polytopes S, we
supply algorithms to do the following
(1) Decide whether S is a positive basis (Algorithm 37).
(2) Given S a positive basis, decide whether f ∈ Z[S] \N[S], f ∈
N[S], or neither (Algorithm 38).
(3) If f ∈ N[S], produce the unique factorization for f (Algorithm
39).
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(4) If f ∈ Z[S] \N[S], produce a g ∈ N[S] such that f  g ∈ N[S]
(Algorithm 40).
Algorithm 37 is based on Proposition 31. As a by-product, it also
computes the H-matrix of S, which is needed for subsequent algo-
rithms. Computing H(S) is in fact the most intensive part, as this
matrix could have exponentially many row vectors. The other algo-
rithms are based on Proposition 17 and the proofs of Theorems 1 and
2. A crucial difference to the proof is that these algorithms use the
stricter notion of =2 instead of =3 for equality of two tropical polyno-
mials. This means we need to keep track of translations of the regular
subdivisions and translations of the Legendre transform. A major part
of the algorithms is spelling out the details of this step.
Algorithm 37 (Positive basis).
Input: S, a finite set of lattice polytopes
Output: the H-matrix H(S) if S is a positive basis, FALSE else.
Steps:
(i) For each S ∈ S, check if the proper faces of S are in S. If no,
output FALSE. Otherwise, continue.
(ii) Compute H(S), the H-matrix of the polytope ∑S∈S S.
(iii) For each pair of row vectors (v,−v) of H(S), compute V + (resp.
V −), the set of maximal polytopes S ∈ S such that facev(S) (resp.
face−v(S)) is a proper face of S. If V + ∩ V − 6= ∅, output FALSE.
Otherwise, continue to the next pair.
(iv) Output H(S).
Algorithm 38 (Membership test for Z[S] and N[S]).
Input: a tropical polynomial f , a positive basis S, its H-matrix H and
the vectors B(S) defined in (9)
Output: f /∈ Z[S], f ∈ Z[S] \N[S], or f ∈ N[S], along with the
decomposition of each maximal cell of ∆f in the latter cases.
Steps:
(i) Compute the regular subdivision ∆f of Newt(f).
(ii) For each maximal cell σ of ∆f , check if σ is H-representable. If it
is not, output f /∈ Z[S]. Otherwise, compute bH(σ) as a Q-linear
combination of the vectors in B(S) plus a vector in ImZ(H):
(12) bH(σ) =
∑
S∈S
σS · bH(S) +Hw(σ).
Here σS ∈ Q, w(σ) ∈ Zn.
(iii) If all σS are in N, then output f ∈ N[S] along with (12) for each
maximal cell σ of ∆f . Otherwise, if they are in Z, then output
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f ∈ Z[S] \N[S] along with equations in (12). Otherwise, output
f /∈ Z[S].
Algorithm 39 (Factorization for N[S]).
Input: a tropical polynomial h ∈ N[S], a positive basis S, its H-matrix
H and the vectors B(S).
Output: S-units hi with multiplicities mi such that h =2 ihmii .
Steps:
(i) Apply Algorithm 38 for input (h, S, H and B(S)) to obtain the
Minkowski sums in (12).
(ii) For each maximal cell σ in ∆h, compute a classical linear function
lσ such that l
∗
σ and h
∗ coincide on σ. Denote lσ by
(13) lσ(x1, x2, . . . , xn) =
n∑
i=1
σixi.
(iii) Define variables O, A = (aσ,S) where σ runs over all maximal
cells of ∆h, and S runs over all polytopes in S. Initialize O := ∅,
aσ,S := σS
(iv) While there exists aσ,S > 0, do
• Let S ∈ S be of maximal dimension such that aσ,S > 0. Let
V (S) be the set of vertices in S.
• Add the following S-unit with multiplicity aσ,S to the se-
quence O
(14) x 7→ max
v=(v1,...,vn)∈V (S)
(
n∑
i=1
vixi + lσ(v)).
• For each maximal cell η ∈ ∆h, let
JS,η = argmax
v∈V (S)
(lσ(v)− lη(v)).
Compute bH(conv(JS,η)) and write it as in (12):
bH(conv(JS,η)) =
∑
P∈S
conv(JS,η)P · bH(P ) +Hw(conv(JS,η)).
• Update A: aη,P 7→ aη,P − conv(JS,η)P for each maximal cell
P of ∆f .
(v) Output O.
Algorithm 40 (Factorization for Z[S]).
Input: a tropical polynomial f ∈ Z[S], a positive basis S, its H-matrix
H and the vectors B(S).
Output: a g ∈ N[S] such that f  g ∈ N[S].
Steps:
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(i) Apply Algorithm 38 with input (f , S, H,B(S)). If f ∈ N[S],
then output g ≡ 0. Otherwise, for each maximal cell σ in ∆f ,
compute a classical linear function lσ such that l
∗
σ and f
∗ coincide
on σ. Denote lσ by (13).
(ii) For each coefficient σS < 0 in (12), define an S-unit with multi-
plicity −σS, denoted lσ,S, exactly as in (14).
(iii) Let L be the set of all lσ,S and for l ∈ L, let mult(l) = maxl=2lσ,S(−σS).
Return
g =
⊙
l∈L
lmult(l).
Remark 41. When S = SKn or more generally SG, there are two major
computation shortcuts for Algorithms 39 and 40. Firstly, as S is a full
positive basis, Corollary 22 gives a short-cut on checking if a polytope
is a signed Minkowski sum of polytopes in S. Secondly, the H-matrix
is highly symmetric, and in this case, bH(P ) for some polytope P can
be computed by Mo¨bius inversion [ABD10, Proposition 2.4].
6. Numerical Examples
Example 42 (Rational polynomials from spanning trees). This exam-
ple is adapted from the family of M -convex functions given in [Mur03,
Example 6.27]. Let G be the edge-weighted graph on n = 5 edges
shown below.
1
2
3
4
3.5
Let Θ be the set of spanning trees of G. Define the following tropical
polynomial fG : Rn → R
(15) fG(x) =
⊕
T∈Θ
− ⊙
ei∈E(T )
wi
 ⊙
ei∈E(T )
xi
.
Explicitly, fG(x) is the maximum of the following
x1 + x2 + x3 − 6, x1 + x2 + x4 − 7, x1 + x3 + x4 − 8,
x2 + x3 + x4 − 9, x1 + x2 + x5 − 6.5, x1 + x3 + x5 − 7.5,
x2 + x4 + x5 − 9.5, x3 + x4 + x5 − 10.5.
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We find that fG is a unit, with
Newt(fG) = ∆{1,4} + ∆{2,3} + ∆{1,2,5} + ∆{1,3,5} + ∆{2,4,5}
+ ∆{3,4,5} −∆{1,2,3,5} −∆{1,2,4,5} −∆{1,3,4,5} −∆{2,3,4,5} + ∆{1,2,3,4,5}.
(16)
Algorithm 40 outputs the following
gG(x) = max(x1, x2 − 1, x3 − 2, x5 − 2.5) + max(x1, x2 − 1, x4 − 3, x5 − 2.5)
+ max(x1, x3 − 2, x4 − 3, x5 − 2.5) + max(x2, x3 − 1, x4 − 2, x5 − 1.5).
One can check that fG  gG is still a unit, and Newt(fG  gG) is a
Minkowski sum of the 7 simplices with positive coefficients amongst
those in (16). By Algorithm 39, we get its factorization as follows:
fG  gG(x) = max(x1, x2 − 1, x3 − 2, x4 − 3, x5 − 5
2
)
+ max(x1, x2 − 1, x5 − 5
2
) + max(x1, x3 − 2, x5 − 5
2
)
+ max(x2, x4 − 2, x5 − 3
2
) + max(x3, x4 − 1, x5 − 1/2)
+ max(x1, x4 − 3) + max(x2, x3 − 1).
Next we present a non-unit tropical polynomial f ∈ Z[SK3 ]\N[SK3 ].
This example comes from a quadratic M -convex function in [Mur03,
Example 2.10].
Example 43. Let f : R3 → R be a homogeneous quadric tropical
polynomial that is the maximum of the following
3x1 − 18, 3x2 − 45, 3x3 − 54, 3x4 − 81, x1 + 2x2 − 34, x1 + 2x3 − 34,
x1 + 2x4 − 42, 2x1 + x2 − 25, 2x1 + x3 − 22, 2x1 + x4 − 21, x2 + 2x3 − 45,
x2 + 2x4 − 53, 2x2 + x3 − 42, 2x2 + x4 − 41, x3 + 2x4 − 54, 2x3 + x4 − 45,
x1 + x2 + x3 − 31, x1 + x2 + x4 − 30, x1 + x3 + x4 − 29, x2 + x3 + x4 − 40.
The Newton polytope of f is 3 times the standard simplex R4. Its
regular subdivision consists of 14 maximal cells, which are all in ZS4.
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Their signed Minkowski sum decompositions are
1 ·∆{1} + 1 ·∆{1,2} + 1 ·∆{2,3,4},
1 ·∆{1} + 1 ·∆{4} + 1 ·∆{1,2,3,4},
1 ·∆{1,2} + 1 ·∆{2,3} + 1 ·∆{2,4} + 1 ·∆{3,4} − 1 ·∆{2,3,4},
1 ·∆{3} + 1 ·∆{1,2} + 1 ·∆{2,3,4},
1 ·∆{3} + 1 ·∆{3,4} + 1 ·∆{1,2,3} + 1 ·∆{1,2,4} − 1 ·∆{1,2,3,4},
2 ·∆{3} + 1 ·∆{1,2,3,4},
2 ·∆{4} + 1 ·∆{1,2,3,4},
1 ·∆{3} + 1 ·∆{4} + 1 ·∆{1,2,3,4},
1 ·∆{4} + 1 ·∆{3,4} + 1 ·∆{1,2,3} + 1 ·∆{1,2,4} − 1 ·∆{1,2,3,4},
1 ·∆{4} + 1 ·∆{1,2} + 1 ·∆{2,3,4},
1 ·∆{2} + 1 ·∆{1,2} + 1 ·∆{2,3,4},
1 ·∆{1} + 1 ·∆{3} + 1 ·∆{1,2,3,4},
1 ·∆{1} + 1 ·∆{3,4} + 1 ·∆{1,2,3} + 1 ·∆{1,2,4} − 1 ·∆{1,2,3,4},
2 ·∆{1} + 1 ·∆{1,2,3,4}.
There are four terms with negative coefficients. Algorithm 40 out-
puts g a product of four units
g(x) = max(x2, x3 − 11, x4 − 10) + max(x1, x2 − 11, x3 − 15, x4 − 11)
+ max(x1, x2 − 11, x3 − 12, x4 − 25) + max(x1, x2 − 9, x3 − 8, x4 − 7).
Algorithm 39 gives the following factorization
(f  g)(x)
= max(x1, x2 − 9, x3 − 12, x4 − 7) + max(x1, x2 − 9, x3 − 8, x4 − 21)
+ max(x1, x2 − 11, x3 − 12, x4 − 39) + max(x1, x2 − 11, x3 − 16, x4 − 25)
+ max(x1, x2 − 11, x3 − 20, x4 − 11) + max(x1, x2 − 7, x3 − 4, x4 − 3)
+ max(x2 − 2, x3 − 1, x4).
Example 44. This is an example for a full positive basis S that is not a
graphical basis. Note that in this case, we need to use the H-matrix and
the vectors bH to obtain the signed Minkowski sum of polytopes in S.
Let S = (P1, . . . , P10) be the ten polytopes obtained by homogenizing
the polytopes shown in Figure 1. The H-matrix of S is the transpose
of the following 3× 14 matrix:
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(17)
1 −1 0 0 1 −1 1 −1 1 −1 2 −2 1 −10 0 1 −1 1 −1 −1 1 2 −2 1 −1 1 −1
0 0 0 0 0 0 0 0 0 0 0 0 1 −1
 .
Let fq(x1, x2, x3) = max(2x1 +2x2, x1 +3x2−2, x1 +x2 +2x3−3, 3x1 +
x3 − 1, x1 + 2x2 + x3 − 4, 4x1 − 3). Its regular subdivision ∆fq consist
of 3 maximal cells C1, C2, C3 shown in Figure 4. Note that these cells
are in ZS, with signed Minkowski decomposition
C1 = P1 − P2 + P3 − P4 + P10 + (1, 0, 1),
C2 = −P1 + 2P4 + P7 + (1, 1,−2),
C3 = −P3 + 2P4 + P9 + (2, 0,−2).
Algorithm 40 certifies that fq ∈ Z[S], and outputs the following
gq(x) = max(2x1, 2x3 − 10/3, x2 + x3 − 2)
+ max(x1 + x3, 2x3 − 5/3, x2 + x3 − 1/3)
+ max(2x3, 2x2 − 1, x1 + x3 − 2) + max(2x1, 2x3 − 5, x1 + x2 − 2).
The product hq = fq  gq has degree 12. Algorithm 39 shows it is fac-
torizable as product of seven S-units. The decompositions of Newt(hq)
are shown in Figure 4.
hq(x) = x1 − 3x3 + 2 max(2x3 − 5
2
, x1 + x3, x2 + x3 − 2)
+ max(2x3 − 8
3
, x1 + x3 − 1, 2x2) + max(x2 + x3 − 2, 2x1)
+ 2 max(2x3, x1 + x3 − 2, x2 + x3 − 1
2
) + max(2x3 − 10
3
, x1 + x2 − 1
3
, 2x1)
Figure 4. Two ways to decompose ∆hq in Example 43:
by writing hq as a product of units, or by writing hq =
fq  gq.
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7. Open questions
In this work, we showed that if a finite set of lattice polytopes S
is a positive basis, then one has an efficient algorithm to decide if a
given tropical polynomial is S-factorizable or strong S-rational. Fur-
thermore, when S is a full positive basis, then one has an even better
description of strong S-rationals. A major open problem of our work
is whether a full positive basis always exists. We conjecture this to be
true.
Conjecture 45 (The Full Positive Basis Conjecture). Let E be a set
of primitive lattice edges in Rn. There is a full positive basis S such
that S1 = E.
If this conjecture holds, then for a given tropical polynomial f , let
e(f) be the set of primitive edges parallel to those in ∆f . Let S be a full
positive basis such that S1 = e(f). Then Theorem 2 says that f must
be rationally factorizable, where both the numerator and denominator
are S-units. In other words, the conjecture implies that the following
is true.
Conjecture 46 (Conjecture for Rational Factorization). Any tropical
polynomial in any number of variables is rationally factorizable.
Another major question is a generalization of the positive basis con-
dition to a necessary and sufficient condition for N[S] to have unique
and local factorization. By Lemma 27, necessary conditions include
being canonical, hierarchical and being a basis. However, from certain
examples we know that being positive is a strictly sufficient condition.
One can potentially obtain even weaker conditions by requiring that
N[S] has local, but not necessarily unique, factorization. This weaker
version of Theorem 1 would immediately imply weaker versions of The-
orem 2. In particular Conjecture 46 could still hold independent of the
Full Positive Basis Conjecture.
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