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a b s t r a c t
In this paperwe consider quadrature formulaswhich use the derivative of only an arbitrary
fixed order (m) of function f at the nodes. One of the advantages of the new approach is
that we can increase the precision degree of the n-point quadrature formulas from 2n− 1
to 2n+m− 1. Furthermore we give an asymptotic estimation for the rate of convergence
of this formula. Some examples will be given to support the results.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Letµ(x) be a nonnegative function on [−1, 1] with infinitely many points of increase such that all moments of dµ(x) are
finite (we call dµ(x) a measure), Pn denote the set of polynomials of degree≤ n and f (m)(x) is used for the derivative of f (x)
of orderm. Now we consider the general form of weighted quadrature rules [1–4], which is defined as∫ b
a
f (x)dµ(x) =
n∑
i=1
wn i f (xn i)+
m∑
k=1
vmk f (zmk)+ Rn,m[f ], (1)
where {wn i}ni=1,{ vmk}mk=1 are unknown coefficients; { xn i}ni=1 are unknownnodes and finally { zmk}mk=1 are the predetermined
nodes. The error function Rn,m[f ] is also determined [1–3] by
Rn,m[f ] = f
(2n+m)(ξ)
(2n+m)!
∫ b
a
m∏
k=1
(x− zmk)
n∏
i=1
(x− xn i)2dµ(x), a < ξ < b. (2)
In general, it is proved that the Gaussian quadrature (for m = 0 in (1)) has the highest precision degree (2n − 1) among
other quadrature rules of this type. In other words, if the equality∫ b
a
f (x)dµ(x) =
n∑
i=1
wn i f (xn i)+ Rn[f ], (Rn[f ] = Rn,0[f ]), (3)
holds, then
Rn[f ] = 0⇔ f ∈ P2n−1, (4)
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and the nodes { xn i}ni=1 in (3) are the zeros of a sequence of polynomials, say pn(x), which is orthogonal [5,6] with respect
dµ(x) on [a, b], i.e.∫ b
a
pm(x)pn(x)dµ(x) =
(∫ b
a
p2n(x)dµ(x)
)
δm,n; δm,n =
{
1 m 6= n,
0 m = n. (5)
Moreover, to obtain the coefficients {wn i}ni=1 in (3) it is not necessary to solve the following linear system of order n× n:
n∑
i=1
wn i xkn i =
∫ b
a
xkdµ(x); k = 0, 1, . . . , 2n− 1, (6)
rather, one can straightforwardly use the following formulas [7]:
wn j = 〈pn−1(x), pn−1(x)〉pn−1(xn j)p′n(xn j)
; j = 1, 2, . . . , n, (7)
where
〈
pi(x), pj(x)
〉 = ∫ b
a
pi(x)pj(x)dµ(x), (8)
or
wn j = 1n−1∑
i=0
(p∗i (xn j))2
; j = 1, 2, . . . , n, (9)
where p∗i (x) are orthonormal polynomials of pi(x) defined by [8]:
p∗i (x) =
pi(x)
〈pi(x), pi(x)〉1/2
. (10)
1.1. Gauss–Jacobi quadrature rules
Let us consider dµ(x) = (1− x)αxβdx, (Jacobi weight function) (α > −1, β > −1) on [0,1], therefore (3) can be written
as ∫ 1
0
(1− x)αxβ f (x)dx =
n∑
k=1
w
(α,β)
n k f (x
(α,β)
n k )+ R(α,β)n [f ], (11)
where
{
x(α,β)n k
}n
k=1
are the roots of Jacobi polynomials on [0,1] which are defined [9] by
P (α,β)n (x) =
n∑
k=0
(−1)n−k
(
α + n
k
)(
β + n
n− k
)
(1− x)n−kxk; x ∈ [0, 1], (12)
and
w
(α,β)
n k =
2α+β+10(α + n+ 1)0(β + n+ 1)
n!0(α + β + n+ 1)(1− (2x(α,β)n k − 1)2)
(
d
dx
P (α,β)n (x)
∣∣∣∣
x=x(α,β)n k
)−2
, k = 1, 2, . . . , n. (13)
Furthermore if f (x) has a continuous derivative of order 2n on the segment [0,1] then the remainder term of formula (3) is:
R(α,β)n [f ] =
f 2n(η)
(2n)!
[
n!0(α + β + n+ 1)
0(α + β + 2n+ 1)
]2 ∫ 1
0
(1− x)αxβ [P (α,β)n (x)]2 dx
= f
2n(η)
(2n)!
n!0(α + n+ 1)0(β + n+ 1)0(α + β + n+ 1)
(α + β + 2n+ 1)[0(α + β + 2n+ 1)]2 ; 0 < η < 1. (14)
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1.2. Gauss–Laguerre quadrature rules
A well-known quadrature formula that is called generalized Gauss–Laguerre quadrature is obtained by selecting the
interval of quadrature [0,+∞) and dµ(x) = xse−xdx (s > −1) in (3). The form of this quadrature rule is:∫ +∞
0
xse−xf (x)dx =
n∑
k=1
w
(s)
n k f (x
(s)
n k)+ R(s)n [f ], (15)
where
{
x(s)n k
}
are the zeros of Laguerre polynomials [9] of the form:
L(s)n (x) =
n∑
k=0
(
n+ s
n− k
)
(−x)k
k! , x ∈ [0,+∞), (16)
and
w
(s)
n k =
0(s+ n+ 1)
n! x(s)n k
(
d
dx
L(s)n (x)
∣∣∣∣
x=x(s)n k
)−2
, k = 1, 2, . . . , n, (17)
and error of quadrature is:
R(s)n [f ] =
f 2n(η)
(2n)! (n!)
2
∫ +∞
0
xse−x [L(s)n (x)]2dx
= f
2n(η)
(2n)! n!0(n+ s+ 1); 0 < η < +∞. (18)
Note that in the case s = 0, (15) is called Gauss–Laguerre quadrature formula.
1.3. Gauss–Hermite quadrature rules
Another class of quadrature rules is the Gauss–Hermite quadrature formula [10] which can be represented by:∫ +∞
−∞
e−x
2
f (x)dx =
n∑
k=1
wn k f (xn k)+ Rn[f ], (19)
where { xn k} are the zeros of Hermite polynomials of the form:
Hn(x) = n!
[n/2]∑
k=0
(−1)k(2x)n−2k
k!(n− 2k)! , x ∈ (−∞,+∞), (20)
and
wn k = √pi2n+1n!
(
d
dx
Hn(x)
∣∣∣∣
x=xn k
)−2
, k = 1, 2, . . . , n, (21)
and
Rn[f ] = n!
√
pi
2n(2n)! f
2n(η); −∞ < η < +∞. (22)
In the next section we discuss new quadrature rules and also highlight the advantages of the new approach.
2. A new quadrature rule on a finite interval
Let us first present an example to show the main idea behind the new technique. Suppose we would like to compute∫ 1
0 f (x)dx. To reach propose we review the simple integration formula (integration by parts):∫ b
a
udv = uv|ba −
∫ b
a
vdu. (23)
By putting{
dv = dx,
u = f (x), x ∈ [0, 1], (24)
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in (23), we have:∫ 1
0
f (x)dx = xf (x)|10−
∫ 1
0
xf ′(x)dx = f (1)−
∫ 1
0
xf ′(x)dx. (25)
Now, if we use the Gauss–Jacobi quadrature rule with respect to the weight function x on [0,1] to f ′(x) (instead of f (x) in
(11)), we obtain∫ 1
0
xf ′(x)dx =
n∑
i=1
w
(0,1)
n i f
′(x(0,1)n i )+ R(0,1)n [f ′], (26)
where
{
x(0,1)n i
}n
i=1
are roots of p(0,1)n (x) and
{
w
(0,1)
n i
}n
i=1
are obtained from (13). Thus noting (25) and (26) yields:∫ 1
0
f (x)dx = f (1)+
n∑
i=1
w¯
(0,1)
n i f
′(x(0,1)n i )+ R¯(0,1)n [f ′], (27)
where
w¯
(0,m)
n i =
(−1)m
m! w
(0,m)
n i ; m = 0, 1, . . . , (28)
R¯(0,m)n [f (m)] =
(−1)m
m! R
(0,m)
n [f (m)]; m = 0, 1, . . . . (29)
Remark 1. It is important to note that (27) is exact for all polynomials of degree at most 2n, in other words we obtain
n-point quadrature formulawith the precision degree 2n (one degree higher than the degree of precision ofGauss quadrature
formula). Now we present an example to have a clear understanding of (27).
Example 1. The 2-point formula of the general rule (27) takes the form:∫ 1
0
(f (x)− f (1))dx = w¯(0,1)2,1 f ′(x(0,1)2,1 )+ w¯(0,1)2,2 f ′(x(0,1)2,2 )−
1
900
f (5)(η); 0 < η < 1. (30)
Noting to precision degree definition, (30) must be exact for the basis
{
1, x, x2, x3, x4
}
. Substituting the aforesaid basis into
(30) makes a nonlinear system as
w¯
(0,1)
2,1 + w¯(0,1)2,2 = −1/2,
w¯
(0,1)
2,1 (x
(0,1)
2,1 )+ w¯(0,1)2,2 (x(0,1)2,2 ) = −1/3,
w¯
(0,1)
2,1 (x
(0,1)
2,1 )
2 + w¯(0,1)2,2 (x(0,1)2,2 )2 = −1/4,
w¯
(0,1)
2,1 (x
(0,1)
2,1 )
3 + w¯(0,1)2,2 (x(0,1)2,2 )3 = −1/5.
(31)
By solving the above system, the final form of (30) is obtained as∫ 1
0
(f (x)− f (1))dx = −
(√
6+ 9
36
)
f ′
(
6+√6
10
)
+
(√
6− 9
36
)
f ′
(
6−√6
10
)
− 1
900
f (5)(η); 0 < η < 1. (32)
It is clear that the formula (32) is exact for all polynomials of degree at most 4. Moreover, as we said x(0,1)2,1 = 6+
√
6
10 and
x(0,1)2,2 = 6+
√
6
10 are the zeros of P
(0,1)
2 (x).
At this point, the reader may ask the question, can we extend (27) for derivatives of arbitrary order? For an answer to
this question it is sufficient to use in (25) the integration by parts for
∫ 1
0 xf
′(x)dx by changing variables:{
dv = xdx,
u = f ′(x), x ∈ [0, 1], (33)
in (23). Thus we get:∫ 1
0
f (x)dx =
(
xf (x)− x
2
2
f ′(x)
)∣∣∣∣1
0
+ 1
2
∫ 1
0
x2f ′′(x)dx
= f (1)− 1
2
f ′(1)+ 1
2
∫ 1
0
x2f ′′(x)dx. (34)
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Employing a Gauss–Jacobi quadrature with respect to the weight function x2 on [0,1] to f ′′(x) (instead of f (x) in (11)),
concludes:∫ 1
0
(f (x)− f (1)+ xf ′(1))dx = 1
2
∫ 1
0
x2f ′′(x)dx =
n∑
i=1
w¯
(0,2)
n i f
′′(x(0,2)n i )+ R¯(0,2)n [f ′′], (35)
where w¯(0,2)n i , x
(0,2)
n i and R¯
(0,2)
n [f ′′]were defined previously.
Now if we repeat this process (using the integration by parts)m times we get:∫ 1
0
f (x)dx =
(
m∑
k=1
(−1)k−1
(k)! x
kf (k−1)(x)
)∣∣∣∣∣
1
0
+ (−1)
m
m!
∫ 1
0
xmf (m)(x)dx. (36)
Using a Gauss–Jacobi quadrature we have:∫ 1
0
f (x)dx =
(
m∑
k=1
(−1)k−1
(k)! x
kf (k−1)(x)
)∣∣∣∣∣
1
0
+
n∑
i=1
w¯
(0 ,m)
n i f
(m)(x(0,m)n i )+ R¯(0,m)n [f (m)], (37)
where
{
w¯
(0 ,m)
n i
}n
i=1
are obtained from (13) and (28),
{
x(0,m)n i
}n
i=1
are the roots of Jacobi polynomials p(0,m)n (x) and
R¯(0,m)n [f (m)] =
(−1)m(n!)202(m+ n+ 1)
(m)!(2n)!(m+ 2n+ 1)02(m+ 2n+ 1) f
(2n+m)(η); 0 < η < 1. (38)
It is worth pointing out that the degree of precision of the n-point quadrature formula (37) is 2n + m − 1. This is one of
the advantages of the new approach. Also it is obvious that putting m = 0 (∑0k=1 = 0) in (37) gives the Gauss–Legendre
quadrature formula. Furthermore note that these results can be extended to the interval [a, b] instead of the interval [0,1].
This can be done by transferring the interval [c, d] to [a, b] using the following transformation:∫ d
c
Φ(t)dt =
∫ b
a
f (x)dx, (39)
where
f (x) =
(
d− c
b− a
)
Φ
(
d− c
b− ax+
bc − ad
b− a
)
. (40)
Here we are in good position to study the error term (38). After simplifying (38) we have:∣∣R¯(0,m)n [f (m)]∣∣ = (n!)2((m+ n)!)2(m)!(2n+m+ 1)((m+ 2n)!)2
∣∣∣∣ f (2n+m)(η)(2n)!
∣∣∣∣ ; 0 < η < 1. (41)
In the next theorem we study rate of convergence of (37) using (41) in the asymptotic case.
Theorem 1. Suppose
Mn,m := Max
0≤x≤1
|f (n+m)(x)|
n! ; (SupremumMn,m <∞); m ≥ 0; n ≥ 1, (42)
then ∣∣R¯(0,m)n [f (m)]∣∣ ≤ 1m!4ne2mnM2n,m, as n→∞ (43)∣∣R¯(0,m)n [f (m)]∣∣ ≤ √2pimm+1/2e2mn−mM2n,m, as m→∞. (44)
Proof. Combining (41) and (42) yields:∣∣R¯(0,m)n [f (m)]∣∣ ≤ en,mM2n,m; n ≥ 1, m ≥ 0, (45)
where
en,m := (n!)
2((m+ n)!)2
(m)!(2n+m+ 1)((m+ 2n)!)2 , (46)
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and the size of en,m is essential in examining the speed of convergence. The term en,m can be made more understandable by
estimating it to simplify (46):
en,m = (n!)
2
(m!)(2n+m+ 1)((m+ 2n)(m+ 2n− 1) · · · (m+ n+ 1))2 . (47)
But noting to inequality
n! ≤
(n
2
)n ; n ≥ 6, (48)
we get
en,m ≤ (n)
2n
(m!)4n(m+ n)2n =
1
(m!)4n (1+ mn )2n , (49)
and consequently we can write
en,m ≤ 1
(m!)4ne2mn as n→∞ (50)
Now suppose in (45)m→∞. In this case the term en,m can be usable by noting to Stirling’s formula
m! ' e−mmm√2pim. (51)
Substituting (51) in (47) yields:
en,m ' 2pi n
2n+1(m+ n)2(m+n)+1
(e−mmm
√
2pim)(2n+m+ 1)(m+ 2n)2(m+2n)+1
≤ 2pi (m+ n)
2(m+2n)+2
(e−mmm
√
2pim)(m+ 2n)2(m+2n)+2 =
√
2pi
(e−mmm+1/2)
(
1− n
m+ 2n
)2(m+2n)+2
. (52)
and
en,m ≤
√
2pi
mm+1/2e2mn−m
asm→∞ (53)
Combining (45) and (50) implies (43). Also (45) and (53) gives (44) and the proof of theorem is completed. 
Now noting to Theorem 1 we compare (43) with a rate of convergence of the Gauss–Legendre 1/4n. As you see the
rate of convergence of (43) is much greater than the rate of convergence Gauss–Legendre quadrature rules. This is another
advantage of the new method. In order to work out the speed of convergence (43) and (44) some numerical results are
graphed in Figs. 1 and 2 respectively. Fig. 1 presents the results obtained using (43) for m = 0, 1, . . . , 6. In this figure the
upper curve is the result form = 0 and the lower one corresponds to the casem = 6. Fig. 2 shows the results obtained using
(44) for n = 2, 3, . . . , 10. As can be seen in this figure the rate of convergence increases as n increases.
3. New type weighted quadrature rules on finite intervals
Here we would like to generalize above idea for
∫ b
a f (x) dµ1(x)where dµ1(x) is a measure. First if we put in (23){
dv = dµ1(x),
u = f (x), x ∈ [a, b], (54)
then we have∫ b
a
f (x) dµ1(x) = f (x) µ1(x)|ba −
∫ b
a
µ1(x)f ′(x)dx. (55)
Repeating this process for
∫ b
a µ1(x)f
′(x)dx in (55) yields:∫ b
a
f (x)dµ1(x) =
(
f (x) µ1(x)− f ′(x) µ 2(x)
)∣∣ b
a −
∫ b
a
µ 2(x)f ′′(x)dx, (56)
where dµ2(x) = µ1(x)dx.
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Fig. 1. Rate of convergence when n→∞ andm = 0, 1, . . . , 6.
Fig. 2. Rate of convergence when m→∞ and n = 2, 3, . . . , 10.
One can use the integration by parts form times then the following formula will be obtained:∫ b
a
f (x)dµ1(x) =
(
m∑
k=1
(−1)k−1f (k−1)(x)µk(x)
)∣∣∣∣∣
b
a
+ (−1)m
∫ b
a
µm(x)f (m)(x)dx, (57)
where
dµm(x) = µm−1(x)dx; m = 1, 2, . . . . (58)
Now if there exist
{
wˆ
(m)
n i
}n
i=1
and
{
x(m)n i
}n
i=1
such that:
(−1)m
∫ b
a
f (m)(x)µm(x)dx =
n∑
i=1
wˆ
(m)
n i f
(m)(x(m)n i )+ Rˆn,m[f (m)], (59)
then we have a n-point quadrature formula with degree of precision 2n+m− 1 in the form:∫ b
a
f (x)dµ1(x) =
(
m∑
k=1
(−1)k−1f (k−1)(x)µk(x)
)∣∣∣∣∣
b
a
+
n∑
i=1
wˆ
(m)
n i f
(m)(x(m)n i )+ Rˆn,m[f (m)]. (60)
M.R. Eslahchi, M. Dehghan / Computers and Mathematics with Applications 57 (2009) 1212–1225 1219
Note that in this case if dµ1(x) = dx then the special case (37) can be obtained.
Now we present an example to show the details.
Example 2. As a second example we use the following example which is taken from the literature [11].∫ 1
0
xλf (x)dx for λ > −1, λ ∈ R. (61)
In this example it is easy to see
µ j(x) = 1
(1+ λ)(2+ λ) · · · (j+ λ)x
λ+j, (62)
thus noting to (62) we have:
(−1)m
∫ b
a
µm(x)f (m)(x)dx = (−1)
m
(1+ λ)(2+ λ) · · · (m+ λ)
∫ 1
0
xλ+mf (m)(x)dx
=
n∑
i=1
w˜
(0 , λ+m)
n i f
(m)(x(0,λ+m)n i )+ R˜(0,λ+m)n [f (m)], (63)
where
w˜
(0 , λ+m)
n i =
(−1)m
(1+ λ)(2+ λ) · · · (m+ λ)w
(0,λ+m)
n i , (64)
and
R˜(0,λ+m)n [f (m)] =
(−1)m
(1+ λ)(2+ λ) · · · (m+ λ)R
(0,λ+m)
n [f (m)], (65)
in which
R(0,λ+m)n [f (m)] =
(n!)202(λ+m+ n+ 1)
(2n)!(λ+m+ 2n+ 1)02(λ+m+ 2n+ 1) f
(2n+m)(η); 0 < η < 1, (66)
and x(0,λ+m)n i are roots of Jacobi polynomials p
(0,λ+m)
n (x).
Therefore the new quadrature formula in this case is in the form:∫ 1
0
xλf (x)dx =
(
m∑
k=1
(−1)k−1f (k−1)(x)xλ+k
(1+ λ)(2+ λ) · · · (k+ λ)
)∣∣∣∣∣
1
0
+
n∑
i=1
w˜
(0,λ+m)
ni f
(m)(x(0,λ+m)n i )
+ (−1)
m
(1+ λ)(2+ λ) · · · (m+ λ)R
(0,λ+m)
n [f (m)]. (67)
Note that (67) form = 0 is a Gauss–Jacobi quadrature formula with parameter (0, λ).
Authors of [11] derived an asymptotic estimation for the error of a n-point Gauss–Jacobi quadrature rule with parameter
(0, λ) on [0,1] to approximate (61) in the form c(f , λ)/n2 (1+λ) where c(f , λ) is constant. Here we present an asymptotic
estimation for the error of the new quadrature rule. For this propose noting to (42), (66) and property of gamma function:
0(z + 1) = z0(z), (68)
we define:
en,m = (n!)
202(λ+m+ n+ 1)
(1+ λ)(2+ λ) · · · (m+ λ)(λ+m+ 2n+ 1)02(λ+m+ 2n+ 1)
= (n!)
2
(1+ λ) · · · (m+ λ)(m+ 2n+ λ+ 1)((m+ 2n+ λ)(m+ 2n+ λ− 1) · · · (m+ n+ λ+ 1))2
≤ n
2n
(1+ λ)m4n(m+ n+ λ+ 1)2n =
1
(1+ λ)m4n (1+ m+λ+1n )2n . (69)
Then we obtain:
en,m ≤ 1
(1+ λ)m4ne2(m+λ+1)n as n→∞, (70)
1220 M.R. Eslahchi, M. Dehghan / Computers and Mathematics with Applications 57 (2009) 1212–1225
and get an asymptotic estimation for the error of (66) which is∣∣R(0,λ+m)n [f (m)]∣∣ ≤ 1(1+ λ)m4ne2(m+λ+1)nM2n,m as n→∞. (71)
Remark 2. One important problem in numerical integration theory is the singularity points of the integrand function on the
interval of integration. A large number of papers and books have considered this problem in various categories and solved
it [1–3]. Here suppose in (61),−1 < λ < 0 and limx→0+ xλf (x) exists, thereforewehave a removable singularity of integrand
function xλf (x) at 0. But in the right-hand side of (63) (or (67)) this singularity at 0 does not exist. In other words for any
m (natural number) the integration
∫ 1
0 x
λ+mf (m)(x)dx is not singular at 0. For example authors [2] used this technique for
m = 1 to remove the singularity of ∫ 10 x−1/2 cos(x)dx. Furthermore this technique is employed in [12] form = 2 to remove
the singularity of
∫ 1
0 x
−1/2exdx. Note that this is one of the advantages of using this formula to remove the singularity at end
points. But as we said (67) was a special case of (60). Therefore onemay extend this result for (60). For this purpose suppose
f (x)dµ1(x) has a singularity point at a (or b) and limx→a+ µ′1(x)f (x) exists. Now if there exists the natural number m such as
µm(x)f (m)(x) is not singular at end point a (or b) then this n-point formula can be used to treat the singularity
∫ b
a f (x)dµ1(x).
4. New type quadrature rules on infinite intervals
Finally we intend to discuss the result on the interval [0,+∞). For this propose in (23) we use a change of variables{
dv = e−xdx,
u = f (x), x ∈ [0,+∞), (72)
thus we have∫ +∞
0
e−xf (x)dx = −e−xf (x)∣∣+∞0 + ∫ +∞
0
e−xf ′(x)dx. (73)
Repeating the integration by parts rule for
∫ +∞
0 e
−xf ′(x)dx gives:∫ +∞
0
e−xf ′(x)dx = −e−xf ′(x)∣∣+∞0 + ∫ +∞
0
e−xf ′′(x)dx, (74)
and putting (74) in (73) yields∫ +∞
0
e−xf (x)dx = −e−x(f (x)+ f ′(x))∣∣+∞0 + ∫ +∞
0
e−xf ′′(x)dx. (75)
One can use this processm times to get:∫ +∞
0
e−xf (x)dx =
(
−e−x
m−1∑
k=0
f (k)(x)
)∣∣∣∣∣
+∞
0
+
∫ +∞
0
e−xf (m)(x)dx, (76)
but the Gauss–Laguerre quadrature rule gives:∫ +∞
0
e−xf (m)(x)dx =
n∑
k=1
w
(0)
n k f
(m)(x(0)n k )+ R(0)n [f (m)], (77)
and finally we have:∫ +∞
0
e−xf (x)dx =
(
−e−x
m−1∑
k=0
f (k)(x)
)∣∣∣∣∣
+∞
0
+
n∑
k=1
w
(0)
n k f
(m)(x(0)n k )+ R(0)n [f (m)], (78)
wherew(0)n k is obtained from (17), x
(0)
n k are roots of Laguerre polynomials L
(0)
n (x) and
R(0)n [f (m)] =
f 2n+m(η)
(2n)! (n!)
2; 0 < η < +∞. (79)
Remark 3. As we saw in (79) if f (x) satisfies (42) for 0 < x < +∞ then comparing (18) for s = 0 and (79) concludes
that the rate of convergence of (78) and the rate of convergence of the Gauss–Laguerre quadrature formula (15) in the
asymptotic case are equal. Otherwise if f (x) does not satisfy in (42) the rate of convergence (78) and (18) directly depends
to function f (x).
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Table 1
The results for the new 2-point and 3-point rules.
m Approximation Im,2 E(Im,2) Approximation Im,3 E(Im,3)
1 0.379878440699356e+00 0.705e−05 0.379885514452328e+00 0.214e−07
2 0.379880288328712e+00 0.520e−05 0.379885546277737e+00 0.532e−07
3 0.379885270097729e+00 0.223e−06 0.379885501550783e+00 0.851e−08
4 0.379885953261926e+00 0.460e−06 0.379885488203262e+00 0.483e−08
5 0.379885596116837e+00 0.103e−06 0.379885491154835e+00 0.189e−08
6 0.379885471042686e+00 0.220e−07 0.379885493175866e+00 0.134e−09
7 0.379885480255640e+00 0.128e−07 0.379885493251586e+00 0.210e−09
8 0.379885492663954e+00 0.378e−09 0.379885493067952e+00 0.262e−10
9 0.379885494063168e+00 0.102e−08 0.379885493027028e+00 0.147e−10
10 0.379885493253950e+00 0.212e−09 0.379885493036628e+00 0.510e−11
Table 2
The results for the new 4-point and 5-point rules.
m Approximation Im,4 E(Im,4) Approximation Im,5 E(Im,5)
1 0.379885493181832e+00 0.140e−09 0.379885493038523e+00 0.320e−11
2 0.379885492600051e+00 0.441e−09 0.379885493044743e+00 0.302e−11
3 0.379885492901350e+00 0.140e−09 0.379885493043429e+00 0.170e−11
4 0.379885493078336e+00 0.366e−10 0.379885493041574e+00 0.151e−12
5 0.379885493068061e+00 0.263e−10 0.379885493041421e+00 0.304e−12
6 0.379885493042772e+00 0.105e−11 0.379885493041676e+00 0.490e−13
7 0.379885493039010e+00 0.272e−11 0.379885493041751e+00 0.910e−13
8 0.379885493041080e+00 0.645e−12 0.379885493041732e+00 0.700e−14
9 0.379885493041875e+00 0.150e−12 0.379885493041721e+00 0.400e−14
10 0.379885493041816e+00 0.910e−13 0.379885493041722e+00 0.300e−14
Table 3
The results for the new 6-point and 7-point rules.
m Approximation Im,6 E(Im,6) Approximation Im,7 E(Im,7)
1 0.379885493041759e+00 0.340e−13 0.379885493041722e+00 0.300e−14
2 0.379885493041706e+00 0.190e−13 0.379885493041723e+00 0.200e−14
3 0.379885493041705e+00 0.200e−13 0.379885493041724e+00 0.100e−14
4 0.379885493041722e+00 0.300e−14 0.379885493041725e+00 0.000e−15
5 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
6 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
7 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
8 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
9 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
10 0.379885493041725e+00 0.000e−15 0.379885493041725e+00 0.000e−15
5. Numerical results
Before we start this section note that in Tables 1–11we apply the notation G-J(α,β)(n) to denote the n-point Gauss–Jacobi
with parameter (α, β) and use G-L(0)(n) for the n-point Gauss–Laguerre quadrature rulewith parameter s = 0. Furthermore
the notation E is used for the error of relevant rules. In other words
E = |Exact value− Approximation value|. (80)
Note that our algorithms are implemented in the well-known software Maple 10 using 15 decimal digits.
Example 3. As the first numerical example we use the following test problem which is taken from the literature [2].
I3 =
∫ 1
0
1
(1+ ex)dx = 0.379885493041725. (81)
This example is computed using the new algorithm which is presented in (37):
Im,n =
(
m∑
k=1
(−1)k−1
(k)! x
kf (k−1)(x)
)∣∣∣∣∣
1
0
+
n∑
i=1
w¯
(0 ,m)
n i f
(m)(x(0,m)n i ), (82)
where f (x) = 1
(1+ex) .
The results obtained are tabulated in Tables 1–3. Note that Tables 1–3 report the result for n = 2, 3, . . . , 7 and
m = 1, 2, . . . , 10 respectively. Also in order to compare the results we have given the result of the n-point Gauss–Legendre
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Table 4
The results for the n-point Gauss–Legendre.
n G - J(0,0)(n) E(G-J(0,0)(n))
2 0.379908868144309e+00 0.234e−04
3 0.379885308222793e+00 0.185e−06
4 0.379885494314649e+00 0.127e−08
5 0.379885493033847e+00 0.788e−11
6 0.379885493041767e+00 0.420e−13
7 0.379885493041722e+00 0.300e−14
8 0.379885493041723e+00 0.200e−14
9 0.379885493041724e+00 0.100e−14
10 0.379885493041725e+00 0.000e−15
Table 5
The results for the new 2-point and 3-point rules.
m Approximation I1/2m,2 E(I
1/2
m,2) Approximation I
1/2
m,3 E(I
1/2
m,3)
1 0.255422549791073e+00 0.582e−03 0.255982030994368e+00 0.223e−04
2 0.255711110975955e+00 0.293e−03 0.255990995111202e+00 0.133e−04
3 0.255864050781966e+00 0.140e−03 0.255997077265999e+00 0.726e−05
4 0.255938634540865e+00 0.657e−04 0.256000579767847e+00 0.376e−05
5 0.255973833725130e+00 0.305e−04 0.256002448321605e+00 0.189e−05
6 0.255990218756165e+00 0.141e−04 0.256003404717005e+00 0.934e−06
7 0.255997804528231e+00 0.653e−05 0.256003882438372e+00 0.456e−06
8 0.256001311416547e+00 0.303e−05 0.256004117486243e+00 0.221e−06
9 0.256002933562888e+00 0.140e−05 0.256004232026708e+00 0.107e−06
10 0.256003685108814e+00 0.654e−06 0.256004287496591e+00 0.515e−07
Table 6
The results for the new 4-point and 5-point rules.
m Approximation I1/2m,4 E(I
1/2
m,4) Approximation I
1/2
m,5 E(I
1/2
m,5)
1 0.256003533142173e+00 0.806e−06 0.256004310912502e+00 0.281e−07
2 0.256003779274889e+00 0.560e−06 0.256004316776920e+00 0.222e−07
3 0.256003996772012e+00 0.342e−06 0.256004323907442e+00 0.151e−07
4 0.256004144486676e+00 0.194e−06 0.256004329647111e+00 0.936e−08
5 0.256004233375972e+00 0.106e−06 0.256004333540694e+00 0.547e−08
6 0.256004283352443e+00 0.556e−07 0.256004335943124e+00 0.306e−08
7 0.256004310288444e+00 0.287e−07 0.256004337339704e+00 0.167e−08
8 0.256004324405809e+00 0.146e−07 0.256004338119490e+00 0.889e−09
9 0.256004331663218e+00 0.734e−08 0.256004338542610e+00 0.466e−09
10 0.256004335343061e+00 0.366e−08 0.256004338767423e+00 0.510e−09
quadrature rule in Table 4. Tables 1–3 present that the newmethod produces more accurate results in comparison with the
Gauss–Legendre quadrature rules. As can be seen in Section 2 and Tables 1–3, for fixed n if the value of the given integrand is
required up to a given accuracy, one can choose large enoughm. It is worth pointing out that the classical Gauss quadrature
rules achieve this end only by using a large number of nodes. This can be one advantage of the new technique.
It is well known that the Gauss quadrature rules give more accurate results in comparison with Newton–Cotes, Simpson
and trapezoidal quadrature rules. Thuswe only compared resultswith the results obtained using the Gauss quadrature rules.
Example 4. As the second example we use the following problem [13]:
I4 =
∫ 1
0
√
x
ex(1+ x)dx = 0.256004339008567. (83)
Here we employ the new algorithm which is defined in (67):
Iλm,n =
(
m∑
k=1
(−1)k−1f (k−1)(x)xλ+k
(1+ λ)(2+ λ) · · · (k+ λ)
)∣∣∣∣∣
b
a
+
n∑
i=1
w˜
(0 , λ+m)
n i f
(m)(x(0,λ+m)n i ), (84)
where in this example we choose f (x) = 1ex(1+x) and λ = 1/2. The results obtained using the new n-point (n = 2, 3, . . . , 9)
quadrature rule and m = 1, 2, . . . , 10 derived in this paper are reported in Tables 6–10 respectively. Again we can see
that the new method gives more accurate results in comparison with the Gauss–Jacobi quadrature rule with parameter
(0, 1/2).
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Table 7
The results for the new 6-point and 7-point rules.
m Approximation I1/2m,6 E(I
1/2
m,6) Approximation I
1/2
m,7 E(I
1/2
m,7)
1 0.256004338053011e+00 0.955e−09 0.256004338976654e+00 0.319e−10
2 0.256004338159954e+00 0.849e−09 0.256004338977151e+00 0.314e−10
3 0.256004338374260e+00 0.634e−09 0.256004338982923e+00 0.256e−10
4 0.256004338582315e+00 0.426e−09 0.256004338989992e+00 0.186e−10
5 0.256004338741818e+00 0.267e−09 0.256004338996151e+00 0.124e−10
6 0.256004338849830e+00 0.159e−09 0.256004339000750e+00 0.782e−11
7 0.256004338917521e+00 0.910e−10 0.256004339003852e+00 0.472e−11
8 0.256004338957782e+00 0.508e−10 0.256004339005816e+00 0.275e−11
9 0.256004338980842e+00 0.277e−10 0.256004339007002e+00 0.156e−11
10 0.256004338993684e+00 0.149e−10 0.256004339007698e+00 0.869e−12
Table 8
The results for the new 8-point and 9-point rules.
m Approximation I1/2m,8 E(I
1/2
m,8) Approximation I
1/2
m,9 E(I
1/2
m,9)
1 0.256004339007511e+00 0.106e−11 0.256004339008526e+00 0.410e−13
2 0.256004339007442e+00 0.112e−11 0.256004339008528e+00 0.390e−13
3 0.256004339007567e+00 0.100e−11 0.256004339008537e+00 0.300e−13
4 0.256004339007804e+00 0.763e−12 0.256004339008538e+00 0.290e−13
5 0.256004339007994e+00 0.573e−12 0.256004339008558e+00 0.900e−14
6 0.256004339008206e+00 0.361e−12 0.256004339008574e+00 0.700e−14
7 0.256004339008323e+00 0.244e−12 0.256004339008564e+00 0.300e−14
8 0.256004339008431e+00 0.136e−12 0.256004339008566e+00 0.100e−15
9 0.256004339008481e+00 0.860e−13 0.256004339008567e+00 0.000e−15
10 0.256004339008523e+00 0.440e−13 0.256004339008567e+00 0.000e−15
Table 9
The results for the n-point Gauss–Jacobi.
n G-J(0,1/2)(n) E(G - J(0,1/2)(n))
2 0.255004321119831e+00 0.100e−02
3 0.255974120414155e+00 0.302e−04
4 0.256003444321983e+00 0.895e−06
5 0.256004312586142e+00 0.264e−07
6 0.256004338229001e+00 0.779e−09
7 0.256004338985582e+00 0.230e−10
8 0.256004339007891e+00 0.676e−12
9 0.256004339008549e+00 0.180e−13
10 0.256004339008569e+00 0.200e−14
Example 5. In this example we consider the new quadrature formula (78) for computing:
I5 =
∫ +∞
0
e−xe(sin(
x
10 )−cos( x10 ))dx = 0.413308758708488. (85)
From (78) we define:
Im, n =
(
−e−x
m−1∑
k=0
f (k)(x)
)∣∣∣∣∣
+∞
0
+
n∑
k=1
w
(0)
n k f
(m)(x(0)n k ), (86)
where f (x) = e(sin( x10 )−cos( x10 )).
Tables 10–12 show the result for n = 2, 3, . . . , 7 and m = 1, 2, . . . , 10 respectively. Furthermore in order to compare
the results we have given the result of the n-point Gauss–Laguerre quadrature rule in Table 13.
6. Conclusion
In this research we used integration by parts to develop some new quadrature rules. The corresponding nodes,
coefficients, and errors of the described ruleswere obtained using theGauss quadrature. Aswe saw the degree of precision of
the new rules increased from 2n−1 to 2n+m−1. Furthermorewe discussed the rate of convergence in asymptotic cases for
the new quadrature rule proposed in this paper and compared it with the rate of convergence of the Gauss quadrature rules.
In this comparison we saw that the rate of convergence of the new method is much greater than the rates of convergence
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Table 10
The results for the new 2-point and 3-point rules.
m Approximation Im,2 E(Im,2) Approximation Im,3 E(Im,3)
1 0.413313715675534e+00 0.496e−05 0.413309068261941e+00 0.309e−06
2 0.413312141551869e+00 0.338e−05 0.413308745632497e+00 0.131e−07
3 0.413309790743845e+00 0.103e−05 0.413308712414357e+00 0.463e−07
4 0.413308846410076e+00 0.877e−07 0.413308738042928e+00 0.207e−07
5 0.413308669429555e+00 0.893e−07 0.413308756510930e+00 0.220e−08
6 0.413308699795831e+00 0.589e−07 0.413308761812686e+00 0.310e−08
7 0.413308743374400e+00 0.153e−07 0.413308760963098e+00 0.225e−08
8 0.413308762195652e+00 0.349e−08 0.413308759209416e+00 0.501e−09
9 0.413308764268310e+00 0.556e−08 0.413308758350864e+00 0.358e−09
10 0.413308761183916e+00 0.247e−08 0.413308758321756e+00 0.387e−09
Table 11
The results for the new 4-point and 5-point rules.
m Approximation Im,4 E(Im,4) Approximation Im,5 E(Im,5)
1 0.413308739758381e+00 0.189e−07 0.413308759445102e+00 0.737e−09
2 0.413308753104301e+00 0.560e−08 0.413308759277828e+00 0.569e−09
3 0.413308759434518e+00 0.726e−09 0.413308758823584e+00 0.115e−09
4 0.413308760259768e+00 0.155e−08 0.413308758617028e+00 0.915e−10
5 0.413308759369426e+00 0.661e−09 0.413308758623672e+00 0.848e−10
6 0.413308758665277e+00 0.432e−10 0.413308758690113e+00 0.184e−10
7 0.413308758487669e+00 0.221e−09 0.413308758728188e+00 0.197e−10
8 0.413308758590040e+00 0.118e−09 0.413308758727680e+00 0.192e−10
9 0.413308758714083e+00 0.559e−11 0.413308758712111e+00 0.362e−11
10 0.413308758758398e+00 0.499e−10 0.413308758701987e+00 0.650e−11
Table 12
The results for the new 6-point and 7-point rules.
m Approximation Im,6 E(Im,6) Approximation Im,7 E(Im,7)
1 0.413308758698013e+00 0.105e−10 0.413308758705940e+00 0.255e−11
2 0.413308758660766e+00 0.477e−10 0.413308758712622e+00 0.413e−11
3 0.413308758686655e+00 0.218e−10 0.413308758711583e+00 0.309e−11
4 0.413308758712417e+00 0.393e−11 0.413308758708540e+00 0.520e−13
5 0.413308758718561e+00 0.101e−10 0.413308758707199e+00 0.129e−11
6 0.413308758712736e+00 0.425e−11 0.413308758707726e+00 0.762e−12
7 0.413308758706709e+00 0.178e−11 0.413308758708676e+00 0.188e−12
8 0.413308758705451e+00 0.304e−11 0.413308758709003e+00 0.515e−12
9 0.413308758707473e+00 0.101e−11 0.413308758708700e+00 0.212e−12
10 0.413308758709447e+00 0.959e−12 0.413308758708312e+00 0.176e−12
Table 13
The results for the n-point Gauss–Laguerre.
n G - L(0)(n) E(G - L(0)(n))
2 0.413283366249213e+00 0.254e−04
3 0.413310078204868e+00 0.132e−05
4 0.413308737784086e+00 0.209e−07
5 0.413308757732947e+00 0.975e−09
6 0.413308758865731e+00 0.157e−09
7 0.413308758692035e+00 0.164e−10
8 0.413308758710220e+00 0.173e−11
9 0.413308758708284e+00 0.204e−12
10 0.413308758708515e+00 0.270e−13
of the classical methods. Also the new algorithm was tested on several problems. The results showed the superiority of the
new formulas in comparison with classical Gauss quadrature rules.
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