Truncation of the first variable Gaussian approximation Gumbel max-domain of attraction a b s t r a c t
Introduction
In recent years one has been able to observe growing interest in the construction of multivariate stochastic models describing the dependence among several variables. In particular, the recent financial crisis has underlined the necessity of considering models that can serve to estimate better the occurrence of extremal events (see, for example, [5, 7, 21] ).
Following the distributional approach proposed in [18, 19, 22] , the concept of conditional copula (also called taildependence or threshold copula) has proved to be useful for the description of the dependence among random variables, when we condition observations to lie above or below some thresholds, (e.g., [4, 8, 10, 16, 24] ).
In our terminology, for a vector (X, Y 1 , . . . , Y d ) of real-valued random variables, a conditional copula is the copula associated with the conditional distribution function (df) of (X, Y 1 , . . . , Y d ) conditioned on the event {X > q} for some constant q such that P {X > q} ∈ (0, 1].
The goal of this paper is to extend the limit theorems obtained by Berman in [1] and Hashorva in [14] for margins of conditional elliptically symmetric (for short elliptical) distributions to conditional elliptical copulas. The main assumption imposed in this paper is that the associated random radius of the elliptical random vector has df in the Gumbel max-domain of attraction (MDA). Under additional asymptotic assumptions on the density of the random radius, it is of interest to quantify the aforementioned limit theorems.
A brief organisation of the paper is as follows: Sections 2 and 3 present some facts that are necessary in order to make the paper self-contained. The characterisation of the limits of elliptical copulas under univariate truncation is presented in Section 4 followed by a result on the quality of the approximation contained in Theorem 4.2. The proofs of all the results are relegated to Section 5.
Preliminaries
In the following X = (X 1 , . . . , 
In the case that we describe X in terms of some matrix operations, then X = (X 1 , . . . , X d ) ⊤ with ⊤ the transpose sign. For notational simplicity we shall often omit the transpose sign.
Let a d-dimensional random vector X = (X 1 , . . . , X d ) be defined on a probability space (Ω, F , P). Due to the celebrated Sklar's Theorem, the joint df F of X can be written as a composition of a copula C and the univariate marginals
Moreover, if F i are continuous, then the copula C is uniquely determined. For more details about copula theory and (some of) its applications, we refer to [6, 11, 13, 15, 17, 21, 23] .
The copula C X |B of F X |B is called the conditional copula of X with respect to B.
Actually, as shown for instance in [9] for d = 2, such a C X |B depends only on the values that C , the copula associated with
d , where
Thus, in an equivalent way, one can refer to the conditional copula C B ′ of a random vector U distributed according to copula
d . In this paper, we are interested in d-variate elliptical copulas that are upper conditioned with respect to the first variable,
In Section 3 we show that C X |B α is equal to copula
determined by Eq. (1).
Univariate conditioning
We recall the basic facts concerning the univariate upper conditioning (truncation, thresholding) of random variables and copulas with respect to the first variable. For the study of lower conditioning see [10, 16] . We denote by V C the C -volume generated by the copula C . 
where  C is a dual copula given by
The existence and uniqueness of C [α] follows from Sklar's Theorem [23, Theorem 2.10.9] and the fact that the right-hand side of formula (1) divided by α is a restriction of the function 
Proposition 3.2.
If C is the copula of (X, Y ), then C [α] is the copula of the conditional df of (X, Y ) with respect to the condition X > t, where P {X > t} = α ∈ (0, 1].
Main results
We consider in this paper an elliptical random vector X = (X 1 , . . . , X d ) ⊤ with stochastic representation
where When H is absolutely continuous with some probability density function (pdf) h, then X possesses a pdf of the form
with Σ −1 the inverse of Σ := A ⊤ A with positive determinant |Σ|. The function g is the so-called density generator of X , see e.g., [3] . There is a close relation between g and h given by
with Γ (·) the Euler gamma function.
Our main results will be derived under the Gumbel MDA assumption on the df H, namely we shall assume in the following that
where
property of the Gumbel MDA assumption on H is that the function
see [12, 25] for details on the Gumbel MDA.
Let A * (respectively Σ * ) be the (d−1)×(d−1) triangular (resp. symmetric) matrix obtained from A (resp. Σ) by dropping the first column and the first row, i.e.,
where the (horizontal) vector a is equal to the first row of A without the first coefficient.
Since we assume that the matrix A is non-singular, then
Furthermore, the square matrix
which will play a crucial role in our derivations below is positive definite and |  Σ| = |A * | 2 .
Theorem 4.1. Let C [α] be the copula of the conditional df of X with respect to the condition X 1 > t, where
where C is a Gaussian copula with a covariance matrix  Σ defined above.
Remark 4.1. (a)
It is well-known (see e.g., [3] ) that if B is another square matrix such that B has all diagonal elements equal 1, and the off-diagonal elements equal ρ ∈ (−1/n, 1). Assume that the associated random radius R has the following tail asymptotics
with c i (i ≤ 4) some positive constants. It follows easily that the df H of R is in the Gumbel MDA. Consequently, the result of Theorem 4.1 holds with covariance matrix Our next goal is to investigate the speed with which the conditional elliptical copula is tending to the limit copula C . To achieve that we need better estimates than the limit (5).
Assumption 4.1. The random vector X is absolutely continuous and its pdf is given by (3). For some constants θ ∈ R, β 1 ∈ (−1, 0], β 2 ∈ [0, ∞) and a scaling function w(t) satisfying (6) we have
where for all t in a left-neighbourhood of ω ∈ (0, ∞] and z > 0
and η(t) is some positive function such that lim t↑ω η(t) = 0.
Below we provide two examples of density generators which fulfill Assumption 4.1, one example where only a subclass of the family of generators satisfy it and one example of the density generator which does not fulfill it.
Example 4.2. The density generator of centered Gaussian random vector in R d has the form
Putting w(t) = t we get η(t) = 0. Indeed
hence for this example θ = 0.
Example 4.3. For some fixed ω ∈ (0, ∞) let g be a density generator given by
where c is a positive constant. Putting
and θ can be chosen to be some large constant.
Example 4.4. Let X be as in Example 4.1. Furthermore let R be absolutely continuous with the density
with c i (i ≤ 4) some positive constants. It follows that the density generator of X fulfills the Assumption 4.1 if and only if c 4 ≥ 2. Moreover for c 4 ≥ 2 we may take
Example 4.5. In order to demonstrate the relevance of condition (11) we consider the absolutely continuous elliptical vector X such that for sufficiently large x
where Φ is a distribution function of N(0, 1). Since the density is unbounded, the Assumption 4.1 is not fulfilled.
As it is shown in our main result below, the approximation of C [α] is controlled by the following function
which is on one side influenced by the MDA condition through the scaling function w(·), and on the other side by the existence of the function η suggested in the Assumption 4.1.
The proposition below shows that Assumption 4.1 implies a refinement of the limit relation (5).
Proposition 4.1. If Assumption 4.1 holds for the density generator g, then the df H of the associated random radius R with pdf
h given by (4) satisfies uniformly for x ∈ [0, ∞)
with η * (t) defined in (12) .
Furthermore Assumption 4.1 implies a refinement of the limit relation (8). 
where C is the Gaussian copula from 
(ii) If X is any elliptical random vector fulfilling Assumption 4.1, then the expansion (14) is the beginning part of the following one
where N is any positive integer and F i (p, q) are the same as for the Gaussian vector.
Further results and proofs

Proof of Proposition 3.2. Let F X and F i be the df's of
The conditional df's are given by the following formulas
Next, we verify that the composition of C [α] and the marginal conditional df's is equal to the joint conditional df. For x ≥ q we obtain (set y = (y 1 , . . . , y d−1 ))
hence the claim follows.
Proof of Theorem 4.1. By definition C [α] is the copula corresponding to the distribution function
By the invariance of the copula under increasing transformations of marginals, it is also the copula corresponding to the distribution function
Now, repeating the arguments from the Remark 3.3.ii in [14] , we get that G t → G ∞ as α = P(X 1 > t) → 0, where
where Φ is a Gaussian df with covariance equal A ⊤ * A * = Σ * − a ⊤ a and mean zero. Since the margins of G ∞ are continuous, the corresponding copula C is uniquely determined. By the Ascoli Theorem (see for example Theorem 3.2.5 [20] ), we get that C [α] are converging to C as α → 0. Furthermore
Hence the limiting copula C is that of a Gaussian random vector with covariance matrix equal
where Z has df Φ, and thus the claim follows.
The proof of Theorem 4.2 is based on the following two lemmas. (1, a) .
Proof of Lemma 5.1. First note that in view of (7) and the fact that Σ is positive definite
Furthermore, since the first row of Σ equals (1, a) we have
Hence for any t ∈ R
establishing thus the proof. and let ξ := (ξ 1 , . . . , ξ d ) to denote a row vector with subvector ξ I = (ξ 2 , . . . , ξ d ). For any t in a left-neighbourhood of ω we have
After substitution
we get
Next by Assumption 4.1 with
where Φ is the df of a centered Gaussian random vector with inverse covariance matrix
the claim follows by the fact that B Therefore, we may put
and apply the same arguments as above.
Proof of Proposition 4.1. When the density generator g(t) fulfills Assumption 4.1, the same is valid for g β (t) = t β g(t) for any positive real β with η replaced by η * defined in (12) . In view of (4), applying Lemma 5.2 for d = 1 and x := exp(−χ ) we obtain as t ↑ ω
uniformly for χ ≥ 0 as t ↑ ω, and thus the claim follows.
Proof of Theorem 4.2. This proof is not just a refinement of the proof of Theorem 4.1, since we can not apply the Ascoli Theorem in these settings. For notational simplicity we put
Taking (x, v) in Lemma 5.2 equal respectively to
, +∞
We have
where Φ i is a univariate Gaussian df with variance equal 
Next by the fact that copulas are Lipschitz functions we have set y = (y 1 , . . . ,
Hence we get
From the above and Eq. (1) we obtain that for any p ∈ [0, 1]
On the other side we have 
(tw(t)) i/2 + O(max((tw(t))
−N/2 , η(t)))
is uniform in (x, v) with X I = (X 2 , . . . , where G i are analytic functions, and thus the proof follows.
