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Abstract
A graph is P4-connected if, for every partition of its vertices into two nonempty disjoint sets,
some P4 in the graph contains vertices from both sets in the partition. A p-tree is a P4-connected
graph such that each induced subgraph contains a vertex which belongs to at most one P4.
It has been shown that these graphs have numerous tree-like characterizations. In this paper we
present linear-time methods to recognize and to test isomorphism of p-trees. Our algorithms are
based on new structural results. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The P4-connectedness of graphs has been introduced by Jamison and Olariu in [20] as
a connexity notion which is more stringent than the usual connectedness. This concept
constitutes the starting point for a rich theory providing a variety of new structural and
algorithmic results. Among others, it yields a structure theorem for arbitrary graphs
which decomposes a graph into its P4-connected components and which suggests a
tree representation which is unique up to isomorphism [4,20].
Historically, the introduction of P4-connected graphs and the search for a general
decomposition theorem was motivated by decomposition methods which have been
obtained for special graphs with a simple P4-structure. Starting with the class of
cographs [9], that are graphs which do not contain any induced P4, classes termed
P4-reducible [15], P4-extendible [17] and P4-sparse [18] have been examined which are
characterized by containing, in some local sense, only a small number of induced P4s.
( Supported by the Deutsche Forschungsgemeinschaft (DFG).
∗ Fax: +49 89 289 25150.
E-mail address: babel@mathematik.tu-muenchen.de (L. Babel)
1 Part of this work was done while the author was visiting Old Dominion University, Norfolk, VA, USA.
0166-218X/00/$ - see front matter ? 2000 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(99)00140 -7
296 L. Babel / Discrete Applied Mathematics 99 (2000) 295{315
Later, these classes have been generalized and extended to the so-called (q; t)-graphs
[5].
The study of graphs that are unlikely to have more than a few induced P4s is mo-
tivated by several practical applications arising in computer science and computational
linguistics. Examples include examination scheduling and semantic clustering of index
terms (for more details see e.g. [10,17,21]).
The decompositions of the previously mentioned graph classes allow to solve very ef-
ciently a number of combinatorial problems which are hard for general graphs, includ-
ing maximum clique, minimum coloring, hamiltonicity, path cover number, treewidth,
minimum ll-in, Steiner tree, domination number and others (see e.g. [2,9,10,14,21]).
In particular, linear-time recognition algorithms and isomorphism tests have been con-
structed for cographs [10], P4-reducible graphs [16], P4-sparse graphs [19] and P4-
extendible graphs [13]. Polynomial-time methods are also known for certain classes of
(q; t)-graphs [5].
Recently, we introduced the class of p-forests [1]. In such a graph each induced
subgraph contains a vertex which belongs to at most one P4. It turned out that the
P4-connected components of a p-forest, termed p-trees, are provided with structural
properties which can be expressed in a manner quite similar to the numerous char-
acterizations of ordinary trees. Hence, p-trees can be seen as the natural analogue of
trees in the context of P4-connectedness.
The aim of this paper is to develop ecient algorithms for recognition and isomor-
phism of p-trees. For that purpose we rst reveal new structural properties. It is known
that every two vertices in a p-tree which do not belong to a common P4 are connected
by a unique p-chain, i.e. a sequence of vertices such that any four consecutive ver-
tices induce a P4. We show that in a p-tree only very few types of such p-chains
exist. Using this result we are able to present a novel characterization of p-trees. Our
algorithms are based on this characterization.
2. p-connected graphs
All graphs in this paper are nite and simple. In addition to standard graph-theoretic
notation compatible with Bondy and Murthy [6] we use some new terms that we are
about to dene.
Let G = (V; E) be a graph with vertex-set V and edge-set E. We denote by n the
cardinality of V . If v is a vertex of G then N (v) is the set of all vertices which
are adjacent to v. Given a subset U of V , let G(U ) stand for the subgraph of G
which is induced by U . For sake of simplicity, we occasionally write G − v instead
of G(V − fvg). A clique is a set of pairwise adjacent vertices, a stable set is a set of
pairwise nonadjacent vertices. A graph is termed a split graph if its vertices can be
partitioned into a clique and a stable set. As usual, let Pk denote the chordless path
on k vertices and k − 1 edges. In a P4 with vertices u; v; w; x and edges uv; vw; wx,
vertices v and w are referred to as midpoints whereas u and x are called endpoints.
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Following the terminology of Jamison and Olariu [20], a graph G = (V; E) is P4-
connected, or p-connected for short, if for every partition of V into nonempty disjoint
sets V1; V2 there exists an induced P4 containing vertices from both sets in the partition.
Such a P4 is termed as crossing between V1 and V2. The p-connected components of
a graph are the maximal-induced p-connected subgraphs. Note that the p-connected
components are closed under complementation and are connected subgraphs of both G
and G. Furthermore, it is easy to recognize that each graph has a unique partition into
p-connected components.
A p-connected graph is termed separable if its vertex set V can be partitioned into
two nonempty disjoint sets V1 and V2 in such a way that each crossing P4 has its
midpoints in V1 and its endpoints in V2. This partition is commonly written as (V1; V2)
and called the separation of G. It is obvious that the complement of a separable
p-connected graph is also separable. The separation (V1; V2) of G becomes (V2; V1)
in G.
A subset H of V with 1< jH j< jV j is termed a homogeneous set if every vertex
outside H is either adjacent to all vertices from H or to none of them. A homogeneous
set H is maximal if no other homogeneous set properly contains H . The graph obtained
from a p-connected graph G by shrinking every maximal homogeneous set to one
single vertex is called the characteristic graph of G. As shown in [20], separable
p-connected graphs can be characterized as follows:
Proposition 2.1. A p-connected graph is separable if and only if its characteristic
graph is a split graph.
The introduction of separable p-connected graphs is justied by the following general
structure theorem which has been found by Jamison and Olariu [20].
Theorem 2.2 (Structure Theorem). For an arbitrary graph G exactly one of the fol-
lowing conditions is satised:
(1) G is disconnected;
(2) G is disconnected;
(3) There is a unique proper separable p-connected component H of G with a par-
tition (H1; H2) such that every vertex outside H is adjacent to all vertices in H1 and
to no vertex in H2;
(4) G is p-connected.
The concept of p-connectedness sharpens the usual connectedness of graphs, since
a graph is connected, in the usual sense, if for every partition of V into nonempty
disjoint sets V1 and V2 there exists an edge with one endpoint in V1 and the other one
in V2. A more common characterization states that each pair of vertices is connected
by a path. In [3] a similar characterization of p-connected graphs in terms of p-chains
has been established.
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Fig. 1. A p-chain.
Fig. 2. The spiders with eight vertices.
A P4-chain, or p-chain for short, of length k − 1 connecting vertices u and v is
dened as a sequence of pairwise dierent vertices (v1; v2; : : : ; vk) such that
 u= v1; v= vk , and
 Xi := fvi; vi+1; vi+2; vi+3g induces a P4, for i = 1; 2; : : : ; k − 3.
For an illustrative example see Fig. 1. Occasionally, a p-chain consisting of a single
P4 is termed a trivial p-chain. Clearly, p-chains are invariant under complementation,
i.e. a p-chain in G is also a p-chain in G. We say that two vertices u and v are
connected by a unique p-chain if the sequence of sets X1; X2; : : : ; Xk−3 is unique. The
following theorem is due to Babel and Olariu [3].
Theorem 2.3. A graph is p-connected if and only if every pair of dierent vertices
is connected by a p-chain.
Two vertices u and v are called p-connected if either u = v holds or there exists
a p-chain connecting u and v. As shown in [3], p-connectedness of vertices is an
equivalence relation on V . The equivalence classes are precisely the vertex sets of the
p-connected components.
A graph G = (V; E) is termed a spider (see Fig. 2) if its vertex-set V can be
partitioned into disjoint sets S and K such that
 jSj= jK j>2; S is a stable set, K is a clique;
 there exists a bijective mapping f : S ! K such that either
N (s) = ff(s)g for all vertices s 2 S; or else;
N (s) = K − ff(s)g for all vertices s 2 S:
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The smallest spider is the P4, spiders with more than four vertices are referred to as
proper spiders. If the rst of the two alternatives holds then G is said to be a spider
with thin legs, otherwise G is a spider with thick legs. Clearly, the complement of a
spider with thin legs is a spider with thick legs and vice versa.
A vertex v of a p-connected graph G is called a p-articulation-vertex if G − v
is not p-connected. A graph is minimally p-connected if each of its vertices is a
p-articulation-vertex. Minimally p-connected graphs have been characterized in [5].
Theorem 2.4. A graph is minimally p-connected if and only if it is a spider.
3. p-trees
A vertex v is called a p-end-vertex if v belongs to exactly one P4. A p-cycle is
a p-connected graph without p-end-vertices which is minimal with these properties,
i.e. every proper induced subgraph is either not p-connected or has a p-end-vertex.
Important examples of p-cycles are the chordless cycles Ck of length k>5 and their
complements, and spiders with six vertices.
A p-forest is dened as a graph which does not contain an induced p-cycle.
The p-connected components of a p-forest are called p-trees. Hence, a p-tree is a
p-connected graph without induced p-cycles.
p-forests and p-trees have been introduced and investigated in [1]. Among others,
it has been pointed out that p-forests properly contain the classes of cographs
[9], P4-reducible graphs [15], and several classes of (q; t)-graphs [5]. On the other
hand, p-forests are weakly triangulated [12] and even brittle graphs [8]. p-trees are
provided with very nice structural properties which are summarized in the next state-
ment [1].
Theorem 3.1. For a graph G with n>4 the following statements are equivalent:
(1) G is a p-tree;
(2) G is p-connected and every p-connected induced subgraph H of G contains at
least one p-end-vertex;
(3) G is p-connected; contains no proper induced spider and has exactly n− 3 P4s;
(4) G contains no induced p-cycle and has exactly n− 3 P4s;
(5) G is p-connected; contains no proper induced spider and each vertex of a p-
connected induced subgraph H of G is either a p-end-vertex or a p-articulation-
vertex in H ;
(6) G contains no proper induced spider and each pair of vertices is connected either
by a unique nontrivial p-chain or by trivial p-chains only.
In the following we need several further properties of p-trees. We say that two
sets U and W of vertices are nonadjacent if no edge has one endpoint in U and the
other one in W: U and W are totally adjacent if every vertex in U is adjacent to
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all vertices in W . Let I(U ) and T (U ) denote the sets of vertices outside U which
are nonadjacent resp. totally adjacent to U . Then a homogeneous set H fullls V =
H [ I(H)[T (H). Let S induce a separable p-connected graph with separation (S1; S2)
and denote by M (S) the set of vertices outside S which are adjacent precisely to the
vertices of S1. If V = S [ I(S) [ T (S) [M (S) holds with M (S) 6= ; then S is termed
a separable-homogeneous set (this notion has been introduced in [5]).
We shall see that homogeneous sets play an important role in the design of algorithms
for p-trees. Fortunately, these sets are of a very simple structure.
Lemma 3.2. Each homogeneous set in a p-tree induces a cograph.
Proof. Let H be a homogeneous set in a p-tree G = (V; E). Since G is p-connected
there is a crossing P4, say with vertex-set X , with respect to the partition H; V − H
of V . Clearly, X contains precisely one vertex from H . Assume that H contains a P4.
Then this P4 together with the three vertices from X outside H induce a p-cycle. This
is a contradiction. Hence H induces a cograph.
On the other side, we can show:
Lemma 3.3. A p-tree contains no separable-homogeneous sets.
Proof. Assume that S is a separable homogeneous set in a p-tree G. Then each vertex
outside S belongs to one of the sets M (S); I(S) or T (S) with M (S) being nonempty.
If I(S) is adjacent to M (S) then it is easy to realize that G contains a spider with thin
legs and six vertices as an induced subgraph. This, however, is not allowed since this
graph is a p-cycle. On the other side, if T (S) is not totally adjacent to M (S), then we
can nd an induced spider with thick legs and six vertices which again is a p-cycle.
As a consequence, I(U ) is nonadjacent to M (S) and T (S) is totally adjacent to M (S).
This implies that both I(S) and T (S) must be empty since otherwise, in contradiction
to Lemma 3.2, we have a homogeneous set S [M (S) containing a P4. However, now
the graph G is in the third state of the Structure Theorem and hence not p-connected.
This is a contradiction.
In the next section we investigate the structure of p-chains in p-trees. It will turn
out that there are only very few types of such p-chains.
4. Simple p-chains
A p-chain (v1; v2; : : : ; vk) is called simple if there is no P4 in G(fv1; v2; : : : ; vkg)
dierent from (vi; vi+1; vi+2; vi+3) with 16i6k−3. In other words, a p-chain of length
k − 1 is simple i the vertices of the p-chain induce precisely k − 3 P4s.
It is a natural question to ask whether any two p-connected vertices are connected
by a simple p-chain. The example in Fig. 1 shows that this is not true in general. The
L. Babel / Discrete Applied Mathematics 99 (2000) 295{315 301
Fig. 3. The graphs R5; R6 and R7.
Fig. 4. The graphs Q8 and Q8.
black vertices are connected by a unique p-chain which, obviously, is not simple. The
situation, however, is dierent for p-trees. Let again (v1; v2; : : : ; vk) be a p-chain in a
p-tree G and let H denote the graph induced by v1; v2; : : : ; vk . Since H is a p-connected
subgraph of G we conclude that H is a p-tree. Therefore, H contains exactly k − 3
P4s. This implies:
Lemma 4.1. In a p-tree every p-chain is simple. In particular; any two vertices in a
p-tree are connected by a simple p-chain.
Obviously, each path Pk consisting of k>4 vertices and the complement of such a
path are simple p-chains. Further examples are the graphs R5; R6; R7 of Fig. 3 along
with their complements and the graphs Qk; k>4, and their complements as shown in
Fig. 4.
The graphs Pk; Pk; Qk and Qk can formally be dened in the following way: Let
v1; v2; : : : ; vk be an ordering of the vertices and denote by N (vi)+ (resp. N (vi)+) the
set of all neighbors (resp. nonneighbors) of vi with index larger than i. Then, for i>1,
(Pk) N (v2i−1)+ = fv2ig; N (v2i)+ = fv2i+1g,
( Pk) N (v2i−1)+ = fv2ig; N (v2i)+ = fv2i+1g,
(Qk) N (v2i−1)+ = fv2ig; N (v2i)+ = fv2i+1g,
( Qk) N (v2i−1)
+ = fv2ig; N (v2i)+ = fv2i+1g.
Note that the graphs Qk and Qk are separable while, for k>5, the graphs Pk and
Pk are not separable.
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Theorem 4.2. A simple p-chain is isomorphic to one of the graphs Pk; Qk (k>4); R5;
R6; R7 or to the complement of one of these graphs.
Proof. Given a simple p-chain (v1; v2; : : : ; vk) of length k−1, let Xi=fvi; vi+1; vi+2; vi+3g
with 16i6k − 3 denote the vertex sets of the involved P4s. The proof of the theorem
is based on the following simple observations. Let j>i + 5. Then
vj 2 I(Xi) [ T (Xi) [M (Xi)
holds (i.e. vj is either nonadjacent, totally adjacent or adjacent precisely to the midpoints
of Xi), otherwise vj together with three vertices of Xi induce a P4, which implies that
the p-chain is not simple. Let us write v 2 I [Xs; Xt] if v 2 I(Xs)[ I(Xs+1)[   [ I(Xt).
Clearly,
if vj 2 I(Xi) then vj 2 I [X1; Xj−5]:
Similarly,
if vj 2 T (Xi) then vj 2 T [X1; Xj−5]
and
if vj 2 M (Xi) then vj 2 M [X1; Xj−5]:
It is easy to verify using complete enumeration that there are six simple p-chains of
length four, namely the graphs P5; Q5; R5 and their complements. Consider a sim-
ple p-chain (v1; v2; : : : ; v6) of length ve and let H denote the graph induced by
v1; v2; : : : ; v6. Since (v1; v2; : : : ; v5) is a simple p-chain and since we can arbitrarily
switch from the graph to its complement, it suces to consider the following three
cases:
(i) (v1; v2; : : : ; v5) is a P5: If v6 2 I(X1) then v5v6 2 E, otherwise H is disconnected.
Now (v1; v2; : : : ; v6) is a P6. If v6 2 T (X1) then v5v6 62 E, otherwise H is discon-
nected. However, now H contains more than three P4s which is not allowed. If
v6 2 M (X1) then v5v6 62 E, otherwise H contains more than three P4s. Now H is
an R6.
(ii) (v1; v2; : : : ; v5) is a Q5: If v6 2 I(X1) then v5v6 2 E must hold, otherwise H is
disconnected. However, now H contains more than three P4s. If v6 2 T (X1) then
v5v6 62 E, otherwise H is disconnected. Now H is a Q6. If v6 2 M (X1) then
v5v6 2 E, otherwise H is not p-connected. Now H is a Q6.
(iii) (v1; v2; : : : ; v5) is an R5: If v6 2 I(X1) then, as pointed out before, v5v6 2 E. Now
H is an R6. If v6 2 T (X1) then v5v6 62 E and H contains more than three P4s. If
v6 2 M (X1) then v5v6 2 E and H contains more than three P4s.
Now let (v1; v2; : : : ; v7) be a simple p-chain of length six and let H denote the graph
induced by v1; v2; : : : ; v7. Again, since (v1; v2; : : : ; v6) is a simple p-chain, we have to
consider three cases:
(i) (v1; v2; : : : ; v6) is a P6: If v7 2 I [X1; X2] then v6v7 2 E, otherwise H is dis-
connected. Now H is a P7. If v7 2 T [X1; X2] then v6v7 62 E, otherwise H is
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disconnected. This implies that H has more than four P4s which is a contradic-
tion. Obviously, the case v7 2 M [X1; X2] is not possible.
(ii) (v1; v2; : : : ; v6) is a Q6: Here we have to distinguish two cases according to the
dierent possible numberings of the vertices. In the rst case, the vertices of the
graph Q6 are numbered as indicated in Fig. 4, in the second case the vertices
are numbered in reverse order.
() If v7 2 I [X1; X2] then, as above, v6v7 2 E. Now H contains more than four P4s.
If v7 2 T [X1; X2] then v6v7 62 E and H has more than four P4s. If v7 2 M [X1; X2]
then v6v7 62 E, otherwise H is not p-connected. Now H is a Q7.
() If v7 2 I [X1; X2] then, as above, v6v7 2 E and H contains more than four P4s. If
v7 2 T [X1; X2] then v6v7 62 E and H is a Q7. If v7 2 M [X1; X2] then v6v7 2 E,
otherwise H is not p-connected. Now H has more than four P4s.
(iii) (v1; v2; : : : ; v6) is an R6: Again we have to study two cases, according to whether
the vertices in the graph R6 are labeled as seen in Fig. 3 or in the reverse order.
() If v7 2 I [X1; X2] then, as above, v6v7 2 E and H contains more than four P4s.
Similarly, if v7 2 T [X1; X2] then v6v7 62 E and H contains more than four P4s.
Finally, if v7 2 M [X1; X2] then v6v7 62 E, otherwise H has too many P4s. Now H
is an R7.
() If v7 2 I [X1; X2] or v7 2 T [X1; X2] then H contains more than four P4s. The case
v7 2 M [X1; X2] cannot occur.
Now we consider a simple p-chain (v1; v2; : : : ; v8) of length seven. Let again H
denote the graph induced by v1; v2; : : : ; v8. As before, we have to investigate three
cases:
(i) (v1; v2; : : : ; v7) is a P7: If v8 2 I [X1; X3] then v7v8 2 E, otherwise H is discon-
nected. This implies that H is a P8. If v8 2 T [X1; X3] then v7v8 62E, otherwise H
is disconnected. Now H has more than ve P4s. The case v8 2 M [X1; X3] is not
possible.
(ii) (v1; v2; : : : ; v7) is a Q7: Again we investigate two cases. In the rst case, the ver-
tices of the graph Q7 are numbered as shown in Fig. 4, in the second case they
are numbered in reverse order.
() If v8 2 I [X1; X3] or if v8 2 T [X1; X3] then H contains too many P4s. If v8 2
M [X1; X3] then v7v8 2 E, otherwise H is not p-connected. Now H is a Q8.
() If v8 2 I [X1; X3] then v7v8 2 E and H contains more than ve P4s. If v8 2
T [X1; X3] then v7v8 62 E and H is a Q8. Finally, if v8 2 M [X1; X3] then v7v8 2 E
and H has too many P4s.
(iii) (v1; v2; : : : ; v7) is an R7: If v8 2 I [X1; X3] or if v8 2 T [X1; X3] then H contains too
many P4s. The case v8 2 M [X1; X3] is not possible.
So far we have shown that each simple p-chain of length 4, 5 or 6 is isomorphic
to a Pk; Pk; Qk ; Qk; Rk or Rk (56k67), and each simple p-chain of length 7 is
isomorphic to a P8; P8; Q8; or Q8. It is now very easy to proceed analogously as in
the previous step.
Let (v1; v2; : : : ; vk) be a simple p-chain of length k − 1>8 and denote by H the
graph which is induced by v1; v2; : : : ; vk . We have to investigate two cases:
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(i) (v1; v2; : : : ; vk−1) is a Pk−1: If vk 2 I [X1; Xk−5] then vk−1vk 2 E, otherwise H
is disconnected. This implies that H is a Pk . If vk 2 T [X1; Xk−5] then
vk−1vk =2E, otherwise H is disconnected. It is easy to see that now H has more
than the allowed k − 3 P4s. Obviously, the case vk 2 M [X1; Xk−5] is not
possible.
(ii) (v1; v2; : : : ; vk−1) is a Qk−1: In the rst of the two following cases, the vertices of
the graph Qk−1 are numbered as shown in Fig. 4, in the second case they are
numbered in reverse order.
() If vk 2 I [X1; Xk−5] or if vk 2 T [X1; Xk−5] then H contains too many P4s. If
vk 2 M [X1; Xk−5] then vk−1vk 2 E for k even, resp. vk−1vk 62 E for k odd,
otherwise H is not p-connected. Now H is a Qk .
() If vk 2 I [X1; Xk−5] then vk−1vk 2 E and it is easy to see that H contains more
than k − 3 P4s. If vk 2 T [X1; Xk−5] then vk−1vk 62 E and H is a Qk . Finally, if
vk 2 M [X1; Xk−5] then vk−1vk 2 E and H has too many P4s.
This completes the proof of the theorem.
5. A new characterization of p-trees
We now introduce the notion of spiked p-chains. Informally, these are simple
p-chains which are extended by a number of vertices which all are p-end-vertices.
More precisely, a spiked p-chain Pk is a p-chain Pk = (v1; v2; : : : ; vk); k>6, with ad-
ditional vertices x; y such that
 N (x) = fv2; v3g,
 N (y) = fvk−2; vk−1g, and
 x and y do not belong to a common P4.
One or both of the vertices x and y may be missing (see Fig. 5 for an illustrating
example). Note that, by denition, in a spiked p-chain P6 at most one of the vertices
x or y is allowed to exist. Due to the similarity of the simple p-chains R7; R6 and P5
with a spiked p-chain Pk , we shall refer to these three p-chains as spiked p-chains
P5.
A spiked p-chain Qk is a p-chain Qk=(v1; v2; : : : ; vk); k>6, with additional vertices
z2; z3; : : : ; zk−5 such that
 N (zi) = fv2; v4; : : : ; vi−1; vi+1g [ fz2; z4; : : : ; zi−1g for i odd, and
 N (zi) = fv1; v3; : : : ; vi−1; vi+1g [ fz3; z5; : : : ; zi−1g for i even.
Any of the vertices z2; z3; : : : ; zk−5 may be missing (see Fig. 6 for an example).
A spiked p-chain Pk (or Qk) is the complement of a spiked p-chain Pk (or Qk). It is
easy to verify that v1; x; y; vk and v1; z2; z3; : : : ; zk−5; vk , respectively, are p-end-vertices
(the unique P4 containing zi is induced by fzi; vi+1; vi+2; vi+3g). Using the fact that
simple p-chains are p-trees, this immediately implies that spiked p-chains are p-trees.
Obviously, this is also true if the p-end-vertices are replaced by graphs which con-
tain no induced P4s. In the following we shall prove that the converse is also
true.
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Fig. 5. A spiked p-chain P9. Black vertices may be missing.
Fig. 6. A spiked p-chain Q9. Black vertices may be missing.
Theorem 5.1. A graph is a p-tree if and only if it is either a P4 with one ver-
tex replaced by a cograph or a spiked p-chain with the p-end-vertices replaced by
cographs.
Proof. Consider a longest p-chain (v1; v2; : : : ; vk) in a p-tree G and denote by U the
vertex-set and by X1; X2; : : : ; Xk−3 the P4s of this p-chain. As usual, we switch from
the graph to its complement, if more convenient.
(i) Assume that the p-chain is a Pk with k>6. If there are no further vertices in G
then we are done. Therefore let V−U 6= ;. Denote by P(U ) the set of vertices that
are adjacent but not totally adjacent to U . The set P(U ) must be nonempty since
otherwise, in contradiction to Lemma 3.2, we obtain a homogeneous set U in G not
inducing a cograph. Let v 2 P(U ). The Structure Theorem implies that the graph
G(U [ fvg) is p-connected and, hence, is a p-tree. By Theorem 3.1 (5), since v
is not a p-articulation-vertex, it must be a p-end-vertex in G(U [ fvg). We say
that v has a partner in some P4 X if v together with three vertices from X induces
a P4.
Fact 1. v has precisely two partners Xi and Xi+1 in U .
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Proof. If v has more than two partners or precisely two partners which are not con-
secutive P4s in the p-chain then, obviously, v belongs to at least two dierent P4s and
is not a p-end-vertex. Suppose that v has precisely one partner Xi.
If i=1 then either v 2 I [X2; Xk−3] or v 2 T [X2; Xk−3] holds. In the rst case v must
be adjacent to v1, otherwise v 2 I(X1) and X1 is not a partner of v. This, however,
implies that the p-chain Pk is not maximal. In the second case, v must be nonadjacent
to v1, otherwise we have v 2 T (X1) and X1 is again not a partner of v. This implies
that v belongs to more than one P4 and is not a p-end-vertex. The case i = k − 3 is
settled by a symmetry argument.
If i = 2 then either v 2 I(X1) or v 2 T (X1) or v 2 M (X1). On the other side, we
have either v 2 I [X3; Xk−3] or v 2 T [X3; Xk−3] or, for k = 6; v 2 M (X3). Clearly, if
v 2 I(X1) then v 2 I [X3; Xk−3] must hold. This implies that v 2 I(X2), thus X2 is
not a partner of v. If v 2 T (X1) then v 2 T [X3; Xk−3] must hold which implies that
v 2 T (X2). Again, X2 is not a partner of v. Obviously, the remaining case v 2 M (X1)
is not possible.
Now let 2<i<k − 4. Then either v 2 I [X1; Xi−1] or v 2 T [X1; Xi−1] holds and,
similary, either v 2 I [Xi+1; Xk−3] or v 2 T [Xi+1; Xk−3]. Clearly, if v 2 I [X1; Xi−1] then
v 2 I [Xi+1; Xk−3] must hold. This implies that v 2 I(Xi), thus Xi is not a partner of v.
On the other side, if v 2 T [X1; Xi−1] then v 2 T [Xi+1; Xk−3] must hold which implies
that v 2 T (Xi). Again, Xi is not a partner of v.
Let A (resp. B) denote the vertices from P(U ) whose neighbors in U are either
v1; v2 or v2 only (resp. vk ; vk−1 or vk−1 only). Furthermore, let X (resp. Y ) denote
the vertices from P(U ) whose neighbors in U are v2; v3 (resp. vk−1; vk−2).
Fact 2. P(U ) = A [ B [ X [ Y .
Proof. Assume rst that X1 and X2 are the partners of v. Then we have either v 2
I [X3; Xk−3] or v 2 T [X3; Xk−3] or, if k = 6; v 2 M (X3). In the rst case v must be
adjacent to v2, otherwise X2 is not a partner of v. This means that v belongs to A. In
the second case v must be nonadjacent to v2, otherwise again X2 is not a partner
of v. Now there are at least two P4s containing v, regardless whether v is adja-
cent to v1 or not. This is not allowed. Finally, in the third case, v must be nonadja-
cent to v1 and to v2, otherwise v is again not a p-end-vertex. This implies that v belongs
to Y .
Assume now that X2 and X3 are the partners of v. Note that, by a symmetry argument,
we can assume that k>7. Clearly, we have v 2 I(X1) [ T (X1) [M (X1). If v 2 I(X1)
then either v 2 I [X4; Xk−3] or, for k = 7; v 2 M (X4) holds. In the rst case v has no
partners, in the second case v belongs to Y . If v 2 T (X1) then v 2 T [X4; Xk−3] must
hold which implies that v is without partners. Finally, if v 2 M (X1) then we have
either v 2 I [X4; Xk−3] or, for k =7; v2M (X4). In the rst case v belongs to X , in the
second case v is not a p-end-vertex.
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Let now Xi and Xi+1 with 2<i<k − 4 be the partners of v. Using again a
symmetry argument we can assume that k>9. Note that either v2 I [X1; Xi−1] or v2
T [X1; Xi−1] holds and, similarly, either v2 I [Xi+2; Xk−3] or v2T [Xi+2; Xk−3]. Clearly,
if v2 I [X1; Xi−1] then v2 I [Xi+2; Xk−3] must hold which implies that v has no
partners. If v2T [X1; Xi−1] then v2T [Xi+2; Xk−3] holds and again v has no
partners.
Note that, if both X and Y are nonempty, then k 6= 6 must hold, otherwise any two
vertices x 2 X; y 2 Y together with v2; v3; v4; v5 induce a p-cycle.
Fact 3. A; B; X and Y are pairwise nonadjacent.
Proof. If A and X are adjacent then v2; v3; v4; v5 together with two adjacent vertices
a 2 A and x 2 X induce a p-cycle. Analogously, we can show that B and Y are
nonadjacent. In all other cases, adjacency between two of the sets implies the existence
of an induced cycle of length at least ve which is a p-cycle.
Fact 4. I(U ) and T (U ) are both empty.
Proof. We rst show that, if I(U ) is nonempty, then I(U ) is nonadjacent to P(U ).
Clearly, if I(U ) is adjacent to A or to B then the p-chain Pk is not maximal. On the
other hand, if I(U ) is adjacent to X or to Y then the graph contains a spider with thin
legs consisting of six vertices. This is not allowed since this graph is a p-cycle.
Similarly we can show that, if T (U ) is nonempty, then T (U ) is totally adjacent to
P(U ). If T (U ) is not totally adjacent to A then t; a; v2; v3; v4; v5 with nonadjacent
vertices t 2 T (U ) and a 2 A induce a p-cycle (analogously we see that T (U ) is totally
adjacent to B). On the other hand, if T (U ) is not totally adjacent to X or to Y then
there is a spider with thick legs consisting of six vertices, which is again a p-cycle.
It is now clear that both I(U ) and T (U ) must be empty, since otherwise U [P(U )
is a homogeneous set not inducing a cograph.
If one of the sets A[ fv1g; B[ fvkg; X or Y contains more than two vertices then,
by denition, it is a homogeneous set and, by Lemma 3.2, it must induce a cograph.
This proves that G is a spiked p-chain Pk where the p-end-vertices are replaced by
cographs.
(ii) Assume that the p-chain is a Qk with k>6. If no further vertices exist then we
are done. Therefore let V − U 6= ;. By Lemma 3.2 we know that U is not
homogeneous, by Lemma 3.3 it follows that U is not separable-homogeneous.
Therefore P(U ) must be nonempty, where now P(U ) denotes all vertices outside
U which do not belong to one of the sets M (U ); I(U ) or T (U ). Let v 2 P(U ).
The same argumentation as used in (i) shows that v must be a p-end-vertex.
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Fact 5. v has precisely two partners Xi and Xi+1 in U .
Proof. As in the proof of Fact 1, if v has more than two partners or precisely two
partners which are not consecutive P4s in the p-chain, then v belongs to at least two
dierent P4s and is not a p-end-vertex. Hence, we only have to consider the case
where v has precisely one partner Xi.
If i=1 then v either belongs to I [X2; Xk−3], to T [X2; Xk−3] or to M [X2; Xk−3]. In the
rst case v must be adjacent to v1, otherwise X1 is not a partner of v. This implies that
v belongs to more than one P4 and, hence, is not a p-end-vertex. In the second case,
by the same reason, v must be nonadjacent to v1. Now the p-chain is not maximal. In
the third case v must be adjacent to v1 which again implies that v is not a p-end-vertex.
For i = k − 3 we can use a similar argumentation.
Now let 1<i<k − 3. Then either v2 I [X1; Xi−1] or v2T [X1; Xi−1] or v2
M [X1; Xi−1] holds and, similarly, either v2 I [Xi+1; Xk−3] or v2T [Xi+1; Xk−3] or
v2M [Xi+1; Xk−3]. Clearly, if v2 I [X1; Xi−1] then v2 I [Xi+1; Xk−3] must hold. This im-
plies v2 I(Xi). If v2T [X1; Xi−1] then we must have v2T [Xi+1; Xk−3], which implies
v2T (Xi). Finally, if v 2 M [X1; Xi−1] then v 2 M [Xi+1; Xk−3] must hold. This implies
v 2 M (Xi). In all three cases Xi is not a partner of v.
Let A (resp. B) denote the vertices from P(U ) whose neighbors in U coincide with
the neighbors of v1 (resp. vk) and which, additionally, may be adjacent to v1 (resp.
vk). For 26i6k − 5 and i odd, let Zi denote the vertices from P(U ) which are
adjacent precisely to v2; v4; : : : ; vi−1; vi+1. For i even, let Zi denote the vertices which
are nonadjacent precisely to v1; v3; : : : ; vi−1; vi+1.
Fact 6. P(U ) = A [ Z2 [    [ Zk−5 [ B.
Proof. Assume that X1 and X2 are the partners of v. Then v either belongs to
I [X3; Xk−3], to T [X3; Xk−3] or to M [X3; Xk−3]. In the rst case v must be adjacent
to v2, otherwise X2 is not a partner of v. This means that v belongs to A. In the second
case v must be nonadjacent to v2, otherwise again X2 is not a partner of v. This implies
that v is not a p-end-vertex, regardless whether v is adjacent to v1 or not. In the third
case, v must be nonadjacent to v2. Again, v is not a p-end-vertex, regardless whether
v is adjacent to v1 or not. If Xk−4 and Xk−3 are the partners of v then we proceed
analogously and show that v must belong to B.
Now let Xi and Xi+1 with 1<i<k − 4 be the partners of v. Then we have k>7.
Clearly, v either belongs to I [X1; Xi−1], to T [X1; Xi−1] or to M [X1; Xi−1]. Similary, v
either belongs to I [Xi+2; Xk−3], to T [Xi+2; Xk−3] or to M [Xi+2; Xk−3]. Assume that i
is even (the case of i being odd is settled similarly). If v 2 I [X1; Xi−1] then v 2
I [Xi+2; Xk−3] must hold which implies that v has no partners. If v 2 T [X1; Xi−1] then v
must belong to T [Xi+2; Xk−3] or to M [Xi+2; Xk−3]. In the rst case v has no partners,
in the second case v is not a p-end-vertex. If v 2 M [X1; Xi−1] then v either belongs to
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T [Xi+2; Xk−3] or to M [Xi+2; Xk−3]. In the rst case v belongs to Zi, in the second case
v has no partners.
Now let Z1 = A [ fv1g and Zk−4 = B [ fvkg. Note that all vertices from sets Zi
are p-end-vertices in the graph induced by U [ P(U ). The unique P4 with zi 2 Zi is
induced by the vertices zi; vi+1; vi+2; vi+3.
Fact 7. For i even (odd); Zi is totally adjacent (nonadjacent) to Zi+1; Zi+2; : : : ; Zk−4.
Proof. Assume that Zi is not totally adjacent (resp. adjacent) to a set Zj, i< j. Let zi
and zj be nonadjacent (adjacent) vertices from Zi and Zj, respectively. Then zi has a
partner in the P4 which is induced by zj; vj+1; vj+2; vj+3. This implies that zi belongs
to a second P4 and is not a p-end-vertex.
Clearly, the above facts imply that each nontrivial set Zi is a homogeneous set
in G(U [ P(U )). Hence, the associated characteristic graph is a split graph and, by
Proposition 2.1, we conclude that G(U [ P(U )) is separable.
Fact 8. I(U ); T (U ) and M (U ) are empty.
Proof. We prove rst that I(U ) is nonadjacent to P(U ). If I(U ) is adjacent to Z1 then
two adjacent vertices from I(U ) and Z1 together with v2; v3; v4; v5 induce a p-cycle.
If I(U ) is adjacent to Zi, 26i6k − 4, then, for i odd, two adjacent vertices from
I(U ) and Zi along with vi−2; vi−1; vi; vi+1 and, for i even, with vi−1; vi; vi+1; vi+2 induce
a spider with thin legs.
Next we show that T (U ) is totally adjacent to P(U ). Assume that T (U ) is not
totally adjacent to Z1 and let t 2 T (U ) and z1 2 Z1 be two nonadjacent vertices. It is
easy to realize that (t; z1; v2; v3; : : : ; vk) is a p-chain. This means that the p-chain Qk is
not maximal in contradiction to the assumption. Now assume that T (U ) is not totally
adjacent to Zi, 26i6k − 4. If i is odd then two nonadjacent vertices from T (U ) and
Zi together with vi−2; vi−1; vi; vi+1, otherwise with vi−1; vi; vi+1; vi+2 induce a spider with
thick legs.
Finally, we prove that M (U ) is totally adjacent to Zi, if i is even and nonadjacent to
Zi, if i is odd, i= 1; 2; : : : ; k − 4. Assume rst that M (U ) is not totally adjacent to Zi,
i even, and let m and zi be two nonadjacent vertices from M (U ) and Zi, respectively.
If i< k − 4 then m and zi together with vi+2; vi+3; vi+4; vi+5 induce a spider with thick
legs. If i=k−4 then the p-chain Qk is not maximal since now (v1; v2; : : : ; vk−1; zk−4; m)
is a p-chain Qk+1. Assume that M (U ) is adjacent to Zi, i odd, and let m 2 M (U )
and zi 2 Zi denote adjacent vertices. If i< k − 4 then m; zi; vi+2; vi+3; vi+4; vi+5 in-
duce a spider with thin legs. For i = k − 4 we again obtain a p-chain (v1; v2; : : : ;
vk−1; zk−4; m).
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It follows that all three sets I(U ), T (U ) and M (U ) must be empty, since otherwise
U [ P(U ) is either a homogeneous or a separable-homogeneous set. By virtue of
Lemmas 3.2 and 3.3, this is not allowed.
This shows that each set Zi with more than two vertices is homogeneous. Hence, by
Lemma 3.2, it must induce a cograph. Therefore, G is a spiked p-chain Qk where the
p-end-vertices are replaced by cographs.
(iii) If the longest p-chain is a R7, a R6 or a P5 then, using the same techniques
as before, we recognize that G is a spiked p-chain P5 with the two p-end-vertices
replaced by cographs (we omit the details which are straightforward).
It remains to consider the case where the longest p-chain is either a R5, a Q5 or
a P4. Let U denote the vertex-set of the p-chain. Clearly, if U induces a P4 then
each vertex outside U must belong either to I(U ), to T (U ) or to M (U ), otherwise
there are two P4s sharing three vertices, i.e. a p-chain with ve vertices. Since U is
neither a homogeneous nor a separable-homogeneous set, all three sets must be empty.
This implies that G is a P4. In the other cases, if V − U 6= ;, then P(U ) must be
nonempty (here P(U ) again denotes all vertices outside U which do not belong to
I(U ) [ T (U ) [M (U )). Furthermore, using the same argumentation as in (i) and (ii),
each vertex v 2 P(U ) must be a p-end-vertex in G(U [ fvg).
Now denote in U the common neighbor of v1 and v5 with w and the remaining
vertices with x and y. Let further A be the set of all vertices from P(U ) which are
adjacent to w and nonadjacent to x and y. It is easy to realize that each vertex v 2 P(U )
belongs to A, otherwise either v is not a p-end-vertex or we obtain a p-chain with six
vertices. Thus we have P(U ) = A.
We proceed by showing that I(U ) and M (U ) are nonadjacent to A and T (U ) is
totally adjacent to A. If I(U ) is adjacent to A then we obtain a p-chain with six
vertices. If M (U ) is adjacent to A then either we obtain a p-cycle or a p-chain
with six vertices. Finally, if T (U ) is not totally adjacent to A then again we obtain
either a p-cycle or a p-chain with six vertices. Since U [ A is neither a homoge-
neous nor a separable-homogeneous set, all three sets I(U ), T (U ) and M (U ) must
be empty. Now it is clear that G is a P4 with precisely one vertex replaced by a
cograph.
Clearly a graph is a nonseparable p-tree if and only if it is a spiked p-chain Pk or
Pk with the p-end-vertices replaced by cographs. A graph is a separable p-tree if and
only if it is either a P4 with one vertex replaced by a cograph or a spiked p-chain Qk
or Qk with the p-end-vertices replaced by cographs.
6. Recognition and isomorphism
With the above characterization we are able to develop an ecient recognition al-
gorithm as well as an ecient isomorphism test for p-trees. The recognition algorithm
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proceeds as follows. In the rst step we have to convince ourselves that each maximal
homogeneous set of the graph induces a cograph. If this is not true then the graph
is not a p-tree. Then we construct the characteristic graph and mark all those ver-
tices which result from shrinking a maximal homogeneous set. Now we have to check
whether the characteristic graph is a P4 or a spiked p-chain. If this is not the case then
the graph is not a p-tree. If the characteristic graph is a P4 then the original graph
is a p-tree if and only if there is at most one marked vertex. If we have a spiked
p-chain then it remains to check whether all marked vertices are p-end-vertices. In the
armative the graph is a p-tree, otherwise it is not a p-tree. Here is a more formal
description.
Algorithm RECOGNITION (G)
Input: A graph G.
Output: A boolean variable Boole, which is true or false
depending on whether G is a p-tree .
1. Find all maximal homogeneous sets in G.
2. If there is a maximal homogeneous set containing an induced P4
then set Boole := false and STOP.
3. Shrink each maximal homogeneous set to one single vertex and
mark this vertex.
4. If the obtained graph is not a P4 or a spiked p-chain
then set Boole := false and STOP.
5. If the obtained graph is a P4 and
if more than one vertex is marked
then set Boole := false and STOP.
6. If the obtained graph is a spiked p-chain and
if there is a marked vertex which is not a p-end-vertex
then set Boole := false and STOP.
7. Set Boole := true .
Clearly, nding the maximal homogeneous sets (see [11,22]), checking whether these
sets contain an induced P4 (see [10]) and shrinking them to single vertices can be done
in time linear in the size of the graph. The remaining crucial point in the algorithm is
to test whether a graph is a spiked p-chain. Obviously, recognizing whether a graph is
a spiked p-chain Pk or Pk requires linear time (we omit the details which should be
straightforward). In the following we only describe how to recognize spiked p-chains
Qk and Qk .
Since a spiked p-chain Qk with n vertices is connected and contains a clique with
more than 13n vertices, it must have more than
1
9n
2 edges. The same, of course, holds
for the complement. This implies that both the graph and its complement must have
O(n2) edges. The following procedure tests whether a graph G is a spiked p-chain
Qk . In the armative, it additionally returns a labeling of the vertices as stated in the
denition. Otherwise we compute the complement G and test whether G is a spiked
p-chain Qk .
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Procedure RECOGNIZE SPIKED Qk(G)
Input: A graph G = (V; E) with n= jV j>6.
Output: A boolean variable Boole, which is true or false
depending on whether G is a spiked p-chain Qk .
1. Find a vertex v of maximal degree.
If d(v) = n− 2 then set v2 := v else set Boole := false and STOP.
Find vertices u; w of minimal degree.
If d(u) = d(w) = 1 and precisely one of u; w, say u, is adjacent to v2
then set v1 := u, v3 :=w else set Boole := false and STOP.
Let V :=V − fv1g, n := jV j and i := 2.
If n> 5 then
If there is a vertex z such that N (z) = N (v2) then set z2 := z.
2. Let V :=V − fvi; zig, n := jV j and i := i + 1.
If n> 5 then
If there is a vertex z such that N (z) = N (vi) then set zi := z.
Find a vertex v of maximal degree which is adjacent to vi.
If d(v) = n− 2 then set vi+1 := v else set Boole := false and STOP.
If n= 3 then goto 4 .
3. Let V :=V − fvi; zig, n := jV j and i := i + 1.
If n> 5 then
If there is a vertex z such that N (z) = N (vi) then set zi := z.
Find a vertex v of minimal degree which is nonadjacent to vi.
If d(v) = 1 then set vi+1 := v else set Boole := false and STOP.
If n> 3 then goto 2.
4. Let v be the remaining unlabeled vertex.
Set vi+2 := v and Boole := true.
The correctness of the procedure is evident. In order to nd a vertex z with N (z)=
N (vi) it suces to consider vertices having the same degree as vi. Note that there cannot
be more than two such vertices (there are at most three vertices having maximal or
minimal degree). With this observation it is easy to realize that, using suitable data
structures and sorting techniques, the above procedure can be implemented to run in
time linear in the size of the graph.
Clearly, in the case of a spiked p-chain Pk or Pk , a labeling as stated in the denition
is also obtainable in linear time. The labelings of the spiked p-chains immediately
indicate which vertices are p-end-vertices. These considerations can be summarized in
the following statement.
Theorem 6.1. p-trees can be recognized in linear time.
The results of this section also imply an ecient isomorphism test. It again re-
lies on the simple structure of the homogeneous sets and on the fact that isomor-
phism of spiked p-chains can be tested very easily. Here is a skeleton of the method.
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Algorithm ISOMORPH(G1; G2)
Input: Two p-trees G1; G2.
Output: A boolean variable Boole, which is true or false
depending on whether G1 and G2 are isomorphic.
1. Find the maximal homogeneous sets in G1 and G2.
2. Shrink each maximal homogeneous set to one single vertex.
3. Determine all isomorphisms between the obtained graphs G1 and G

2 .
4. Let H (v) :=H if v is the result of shrinking a maximal
homogeneous set H to v and H (v) := fvg otherwise.
5. For each isomorphism  between G1 and G

2 do
If H (v) is isomorphic to H ((v)) for all v 2 G1
then set Boole := true and STOP.
6. Set Boole := false .
If the characteristic graphs G1 and G

2 are P4s then obviously there are precisely
two isomorphisms between them. Otherwise we assign labelings to the spiked p-chains
G1 and G

2 as stated in the denition. If a graph or its complement is a spiked
p-chain Qk then the previous procedure provides such a labeling. It is an important
observation that this labeling is unique. Clearly, if the graph is a spiked p-chain Pk
then the labeling stated in the denition is not unique. In fact there are two possi-
ble labelings. This implies that, if two spiked p-chains Qk (or Qk) are isomorphic,
then there is precisely one isomorphism between them. Moreover, this isomorphism
is completely determined by the labelings. In the case of two spiked p-chains Pk (or
Pk) there may be two isomorphisms. Obviously, these isomorphisms are obtainable in
linear time.
We know that the graphs which are induced by the maximal homogeneous sets are
cographs. As already pointed out earlier, each cograph has a unique tree representation
which is obtainable in time linear in the size of the graph and which allows a linear
isomorphism test (see [10]). Hence, Step 5 of the algorithm can also be performed
eciently. Altogether we obtain:
Theorem 6.2. Isomorphism of p-trees can be tested in linear time.
7. Concluding remarks
In this paper we presented a new characterization of p-trees and, from that, devel-
oped linear-time algorithms for recognition and isomorphism testing. Our results also
imply ecient algorithms for p-forests. As already pointed out in [20], the Structure
Theorem allows to represent an arbitrary graph by a unique labeled rooted tree which
is constructed in the obvious way. The labels of the interior nodes of the tree cor-
respond to the rst three conditions in the Structure Theorem, while the leaves are
the p-connected components of the graph. In the case of a p-forest, the leaves are
the p-trees of the p-forest. Since the tree representation of an arbitrary graph is
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obtainable in polynomial time (see [20]), it is straightforward to construct polynomial
algorithms for recognition and isomorphism testing of p- forests.
It is clear that a tree is in general not a p-tree. Very recently, a generalization of
trees (and forests) in terms of P4s has been proposed in [7], namely the so-called tree-
(and forest-) perfect graphs which are the graphs having the same P4-structure as a
tree (or a forest). The latter paper characterizes the structure of tree- and forest-perfect
graphs in a similar way as for p-trees and by using similar methods.
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