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Atomic-Scale Magnetic Toroidal Dipole under Odd-Parity Hybridization
Megumi Yatsushiro and Satoru Hayami
Department of Physics, Hokkaido University, Sapporo 060-0810, Japan
Magnetic toroidal dipole (MTD) is one of a fundamental constituent to induce magneto-electric effects in the absence
of both spatial inversion and time-reversal symmetries. We report on a microscopic investigation of the atomic-scale
MTD in solids by taking into account the orbital degree of freedom with a different parity. We construct an effective two-
orbital d- f tight-binding model on a polar tetragonal system for describing the atomic-scale MTD, which are obtained by
incorporating the atomic spin-orbit coupling and odd-parity hybridization. The effective model exhibits two types of the
MTDs: in-plane x, y components activated through spontaneous ferromagnetic ordering or external magnetic field and
an out-of-plane z component by a spontaneous odd-parity hybridization without spin moments. We show that the intra-
orbital (inter-orbital) Coulomb interaction in multi-orbital systems plays an important role in stabilizing the in-plane
(out-of-plane) MTD orderings. We also examine the magneto-electric effect under each MTD ordering by calculating a
linear response tensor. We show that the odd-parity hybridization enhances the magneto-electric effect for the in-plane
MTDs, while it suppresses that for the out-of-plane MTD.
1. Introduction
Magneto-electric (ME) effect is an intriguing phenomenon
where an external electric (magnetic) field inducesmagnetiza-
tion (electric polarization) in the systems without both spatial
inversion and time-reversal symmetries.1–3) There are several
microscopic origins for such a coupling between electric and
magnetic degrees of freedom. One of the most prominent ex-
amples is the ferroelectricity under the spin orderings which
break the spatial inversion symmetry, as seen in a spiral mag-
netic structure.4–9) Another example is found in a collinear
magnetic structure with concomitant charge disproportiona-
tion in the presence of magnetostriction.10) These ME cou-
plings driven by electronic degrees of freedommight give rise
to gigantic ME responses, which are expected for potential
applications to next-generation spintronics devices.
A magnetic toroidal dipole (MTD) is one of fundamental
objects showing the ME effect, which has been expressed as
t ∝
∑
i
ri × Si, (1)
where ri is the position vector and Si is the localized spin.
11, 12)
The expression in Eq. (1) indicates that the MTD is induced
for nonzero vector products of ri and Si, as schematically
shown in Fig. 1(a). Such an MTD has been found in vari-
ous magnetic insulators, such as Cr2O3 under a strong mag-
netic field,13) Ga2−xFexO3 by the X-ray scattering measure-
ment,14) LiCoPO4 by the second harmonic generation mea-
surement,15, 16) and LiFeSi2O6 by the ME measurement.
17)
Recently, a concept of the MTD has been extended to vari-
ous situations beyond magnetic insulators. For example, the
MTD ordered state has been indicated in a metallic com-
pound UNi4B
18, 19) by detecting the current-induced magne-
tization.20) Meanwhile, theoretical studies show extended ex-
pressions of the MTD by considering other electronic degrees
of freedom, such as the kinetic orbital moment21) and the
atomic orbital angular momentum.22)
Among them, we focus on the atomic-scale MTD, which
is induced by the parity-mixing hybridization, such as p-d
and d- f orbitals, without the time-reversal symmetry. When
Fig. 1. (Color online) Schematic pictures of (a) the MTD from a vortex-
type spin cluster and (b) the MTD from an odd-parity d- f orbital hybridiza-
tion breaking time-reversal symmetry. In (b), the shape represents the atomic-
scale charge distribution and the color represents the direction of the xy-plane
orbital angular momentum shown in the lower-right panel.
taking into account the parity-mixing hybridization, the MTD
degree of freedom is described by a vortex-type structure of
the orbital angular momentum at the atomic site, as schemati-
cally shown in Fig. 1(b), which is qualitatively different from
the spin-cluster MTD in Eq. (1) [Fig. 1(a)]. In other words,
both the orbital and spin degrees of freedom play an important
role in the atomic-scale MTD, while the spin degree of free-
dom is dominant for the spin-cluster MTD. Reflecting such
a difference, the atomic-scale MTD might be realized in the
systems with a strong parity-mixing hybridization and lead
to anomalous ME effects and transport properties through or-
bital fluctuations. However, such an atomic-scale MTD has
not been identified in experiments yet. Toward experimental
observations, it is desirable to clarify when and how such an
MTD is stabilized at the microscopic level. It is also informa-
tive to examine the nature of physical phenomena, such as the
ME effects, under the MTD ordering.
In the present study, we investigate the nature of the atomic-
scale MTD in a noncentrosymmetric crystal from a micro-
scopic point of view. Starting from a multi-orbital model in-
cluding five d and seven f orbitals in a polar tetragonal crys-
tal, we construct a minimal two-orbital model to examine the
atomic-scale MTD degree of freedom. By carefully classi-
fying the electronic degrees of freedom in terms of multi-
1
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poles, we show that two types of the MTDs are potential or-
der parameters. The one is the in-plane x, y components of
the MTDs composed of the spin and orbital degrees of free-
dom, while the other is the out-of-plane z component com-
posed of only the orbital degree of freedom. We show that
the interplay among the spin-orbit coupling (SOC), the odd-
parity hybridization, and the Coulomb interaction plays an
important role in stabilizing theMTD orderings. Furthermore,
we examine the ME responses for the atomic-scale MTD or-
derings by using the linear response theory. We find that the
odd-parity hybridization enhances the ME effect for the in-
plane MTD, whereas it suppresses the ME effect for the out-
of-plane MTD.
The organization of this paper is as follows. In Sect. 2, we
derive an effective two-orbital model including the atomic-
scale MTD degree of freedom in a polar tetragonal crystal.
We show that two types of the MTD can be activated in the
low-energymodel. In Sect. 3, we discuss the stability of these
MTDs from the energetics viewpoint. In Sect. 4, we investi-
gate the ME effect under the two types of the MTD orderings.
Section 5 is devoted to summary. In Appendix A, the defi-
nitions of the d and f orbital wave functions and multipole
expressions are shown. In Appendix B, we discuss the an-
tisymmetric spin-orbit interactions between the orbitals with
the same and different parities, respectively.
2. Model with Parity-Mixing Orbitals
The MTD as the atomic-scale degree of freedom can be
activated in multi-orbital systems with the different pari-
ties.22, 23) In this section, we construct an effective model in-
cluding the atomic-scale MTD degree of freedom in a d- f
orbital system. In Sect. 2.1, we introduce the atomic base in
a local Hamiltonian under the crystalline electric field (CEF)
and the atomic SOC. In Sect. 2.2, we describe active mul-
tipoles in the two-orbital d- f base. In Sect. 2.3, we show the
tight-bindingmodel and introduce the atomic MTDmoments.
2.1 Atomic basis functions
In order to derive a minimal model including the atomic
MTD degree of freedom, we start from general five d orbitals,
(φu, φv, φyz, φzx, φxy), and seven f orbitals, (φxyz, φxα, φyα,
φzα, φxβ, φyβ, φzβ), where their functional forms are shown in
Appendix A. We consider the atomic-energy level splittings
for the d and f orbitals under the CEF and the atomic SOC.
By assuming that d and f orbitals are located at the on-site
position for simplicity, the local HamiltonianHloc is given by
Hloc = HCEF +HLS +Hatomic. (2)
The first term in Eq. (2) represents the CEF Hamiltonian. We
consider the CEF of the polar point groupC4v, which is one of
the noncentrosymmetric point groups. The CEF Hamiltonian
HCEF consists of the even-parity one H (even)CEF and odd-parity
oneH (odd)
CEF
, which are written as
HCEF =H (even)CEF +H (odd)CEF , (3)
H (even)
CEF
=B20O20(r) + B40O40(r) + B44O
(c)
44
(r)
+ B60O60(r) + B64O
(c)
64
(r), (4)
H (odd)
CEF
=B10O10(r) + B30O30(r) + B50O50(r) + B54O
(c)
54
(r),
(5)
where Blm (l = 0-6 and m = 0-4) is the CEF parameter and
Olm(r) =
√
4pi/(2l + 1)rlY∗
lm
(rˆ). Ylm(rˆ) is the spherical har-
monics [l and m are orbital-angular and magnetic quantum
numbers (l ≥ 0, −l ≤ m ≤ l), respectively, and rˆ = r/|r|]. In
Eqs. (4) and (5), the tesseral harmonics are used:24)
O
(c)
lm
(r) ≡ (−1)
m
√
2
[
Olm(r) + O
∗
lm(r)
]
, (6)
O
(s)
lm
(r) ≡ (−1)
m
√
2i
[
Olm(r) − O∗lm(r)
]
, (7)
for l ≥ 1 and 1 ≤ |m| ≤ l. We use Olm(r) = (−1)mO∗l−m(r).
As Olm(r) has parity (−1)l with respect to spatial inversion,
H (even)
CEF
(r) = H (even)
CEF
(−r) andH (odd)
CEF
(r) = −H (odd)
CEF
(−r) are sat-
isfied. The even- and odd-parity CEFs in Eqs. (4) and (5) give
rise to qualitatively different splittings; the former leads to en-
ergy splittings between orbitals with the same parity, i.e., d-d
and f - f orbitals, while the latter leads to a mixing between
orbitals with the different parity, i.e., d- f orbitals.25) The sec-
ond term in Eq. (2) is the atomic SOC Hamiltonian, which is
given by
HLS =
∑
ζ=d, f
λζ
2
l · σ, (8)
where λζ are the SOC constants for d and f orbitals. l and
σ/2 are the orbital and spin angular-momentum operators,
respectively. The term in Eq. (8) mixes the orbitals with the
same parity but different angular momenta. The third term in
Eq. (2) represents the atomic energy difference between d and
f orbitals where we set an appropriate value below.
In the situation where the energy scale of the even-parity
CEF is larger than those of the odd-parity CEF and the
SOC,26) the five d orbitals are split into three single orbitals
φu belonging to the irreducible representation A1, φv to B1,
and φxy to B2 and a doubly-degenerate orbital (φyz, φzx) to E,
while seven f orbitals are into three single orbitals φzα to A1,
φzβ to B1, and φxyz to B2 and two doubly-degenerate orbitals
(φxα, φyα) and (φxβ, φyβ) to E. The schematic level splittings
under the even-parity CEF are shown in Fig. 2. Note that the
even-parity CEF in Eq. (4) corresponds to that in the cen-
trosymmetric point group D4h. Here and hereafter, we focus
on two orbitals φxy and φxyz belonging to the same irreducible
representation B2. The following results are straightforwardly
applied to the other orbitals belonging to the different repre-
sentations, such as A1 and B1.
Next, we consider the effect of the SOC. The spinful basis
φxy,σ and φxyz,σ (σ =↑, ↓) belong to the double group represen-
tation E3/2 due to B2 ⊗ E1/2 → E3/2. Considering the mixing
with higher energy levels in the first-order perturbation with
respect to λ, (φxy,σ, φxyz,σ) turns into (φd,σ, φ f ,σ), which are
given by
φd,σ = Nd
[
φxy,σ ∓ 2iΛdB1φv,σ ± ΛdE(φyz,σ˜ ± iφzx,σ˜)
]
,
φ f ,σ = N f
[
φxyz,σ ∓ 2iΛ fB1φzβ,σ + i
(
Λ˜
( f ,1)
E
φ
(1)
E3/2,σ˜
− Λ˜( f ,2)
E
φ
(2)
E3/2,σ˜
)]
,
(9)
where the coefficients are represented by
Λ
ζ
Γ
=
λζ
∆
ζ
B2
− ∆ζ
Γ
, (10)
2
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Fig. 2. (Color online) Schematic energy levels under the local Hamiltonian in Eqs. (3) and (8). The energy level splittings for d and f orbitals under the
even-parity CEF and the SOC are shown in the left and right panels, respectively. The CEF parameters in Eq. (4) are B20 = 1.0, B40 = 0.8, B44 = 0.6,
B60 = 0.4, and B64 = 0.2. The atomic wave functions and their irreducible representations in the point group C4v are also shown. The middle of the panel is
the energy splitting under the odd-parity CEF in Eq. (5) due to the parity-mixing hybridization. The dashed square represents the low-energy levels considered
in the present study.
(
Λ˜
( f ,1)
E
, Λ˜
( f ,2)
E
)
=
 2
√
2λ f
∆
f
B2
− ∆( f ,1)
E
c1,
2
√
2λ f
∆
f
B2
− ∆( f ,2)
E
c2
 . (11)
In Eq. (9), Nd and N f are normalization factors and the sub-
script σ˜ represents the opposite spin to σ. ∆
ζ
Γ
is the atomic
energy level split under the even-parity CEF for ζ = d, f
and Γ = B1,B2,E. φ
(i)
E3/2,σ
with the atomic energy ∆
( f ,i)
E
(i =
1, 2) in Eq. (9) is constructed from linear combinations of
(φxα,σ, φyα,σ, φxβ,σ, φyβ,σ). c1 and c2 in Eq. (11) are determined
by the even-parity CEF parameters.
Finally, let us consider H (odd)
CEF
for the basis (φd,σ, φ f ,σ) in
Eq. (9). As H (odd)
CEF
leads to the parity mixing between d and
f orbitals, the off-diagonal matrix element between φd,σ and
φ f ,σ becomes nonzero, which is evaluated from Eq. (5) as
〈φd,σ|H (odd)CEF |φ f ,σ〉 =
33B10 − 22B30 + 5B50 − 3
√
35B54
33
√
7
.
(12)
Such an odd-parity hybridization plays an important role in
describing the atomic-scale MTD degree of freedom, as dis-
cussed in the subsequent sections.
2.2 Active multipoles
We examine active multipoles including the MTD degree
of freedom in (φd,σ, φ f ,σ) in Eq. (9). In order to describe elec-
tronic degrees of freedom in the parity-mixing orbitals, we
introduce four types of multipoles: electric (E) Qˆlm, magnetic
(M) Mˆlm, magnetic toroidal (MT) Tˆlm, and electric toroidal
(ET) Gˆlm multipoles.
22, 27, 28) The operator expressions of E,
M, MT, and ET multipoles are given by22, 29–32)
Qˆlm = −e
∑
j
Olm(r j), (13)
Mˆlm = −µB
∑
j
(
2l j
l + 1
+ σ j
)
· ∇Olm(r j), (14)
Tˆlm = −µB
∑
j
[
r j
l + 1
×
(
2l j
l + 2
+ σ j
)]
· ∇Olm(r j), (15)
Gˆlm = −e
∑
j
x,y,z∑
αβ
g
αβ
l
(r j)∇α∇βOlm(r j), (16)
where e and µB represent electron charge and the Bohr mag-
neton, respectively. g
αβ
l
(r j) = [2l j/(l+ 1)+σ j]α[r j × [2l j/(l+
2) + σ j]/(l + 1)]β. As Olm(r j) has the parity (−1)l under
the spatial inversion, and l j and σ j are time-reversal odd,
the spatial inversion (P) and time-reversal (T ) properties of
E, M, MT, and ET multipoles are represented by (P,T ) =
[(−1)l,+1], [(−1)l+1,−1], [(−1)l,−1], and [(−1)l+1,+1], re-
spectively. Hereafter, we set −e and −µB as 1 for simplicity.
By calculating the matrix elements of the operators
〈φ|Xˆlm|φ′〉 [φ, φ′ ∈ (φd,σ, φ f ,σ) and Xˆ = Qˆ, Mˆ, Tˆ , Gˆ] in
Eqs. (13)-(16), we identify active multipoles in the ba-
sis (φd,σ, φ f ,σ). For simplicity, we use the notations Xˆ0
for a monopole (l = 0), (Xˆx, Xˆy, Xˆz) for dipoles (l =
1), (Xˆu, Xˆv, Xˆyz, Xˆzx, Xˆxy) for quadrupoles (l = 2), and
(Xˆxyz, Xˆxα, Xˆyα, Xˆzα, Xˆxβ, Xˆyβ, Xˆzβ) for octupoles (l = 3) instead
of Xˆlm.
22, 23) See Appendix A for each detailed expression.
We describe the active sixteen multipoles spanned by
(φd,σ, φ f ,σ) in Eq. (9) by the product of two Pauli matrices
τµ and σν for µ, ν = 0, x, y, z; τµ represents the orbital de-
gree of freedom between (φd,σ, φ f ,σ) and σν represents the
spin degree of freedom (τ0 and σ0 are 2 × 2 identity matrices
in each space). Among sixteen multipoles, eight multipoles
are even-parity, which are activated in the intra-orbital space:
E monopole Qˆ0 = σ0τ0, E quadrupole Qˆu = −σ0(τ0 + τz), M
dipoles (Mˆx, Mˆy, Mˆz) = (σxτ0, σyτ0, σzτ0), M octupole Mˆzα =
−σz(τ0 + τz), and MT quadrupoles (Tˆyz, Tˆzx) = [−σx(τ0 +
τz), σy(τ0 + τz)]. On the other hand, remaining eight multi-
poles in the inter-orbital space are the odd-parity multipoles:
E dipoles (Qˆx, Qˆy, Qˆz) = (−σyτy, σxτy, σ0τx), M quadrupole
Mˆu = σzτx, MT dipoles (Tˆx, Tˆy, Tˆz) = (−σyτx, σxτx,−σ0τy),
3
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Table I. Active multipoles in (φd,σ, φ f ,σ) orbitals under the point group
C4v.
(a) intra-orbital multipole degrees of freedom
irrep. multipole Pauli matrix representation
A+
1
Qˆ0 ∝ 1 σ0τ0
Qˆu ∝ (3z2 − r2) −σ0(τ0 + τz)
A−
2
Mˆz ∝ σz σzτ0
Mˆzα ∝ (3z2 − r2)σz −σz(τ0 + τz)
E− (Mˆx, Mˆy) ∝ (σx , σy) (σxτ0 , σyτ0)
(Tˆyz, Tˆzx) ∝ (z2σx,−z2σy) [−σx(τ0 + τz), σy(τ0 + τz))]
(b) inter-orbital multipoles degrees of freedom
irrep. multipole Pauli matrix representation
A+
1
Qˆz ∝ z σ0τx
A−
1
Tˆz ∝ xly − ylx −σ0τy
A+
2
Gˆu ∝ (xly − ylx)σz −σzτy
A−
2
Mˆu ∝ zσz σzτx
E+ (Qˆx, Qˆy) ∝ (x, y) (−σyτy, σxτy)
E− (Tˆx, Tˆy) ∝ (−zσy, zσx) (−σyτx, σxτx)
and ET quadrupole Gˆu = −σzτy where we renormalize con-
stant coefficients in each multipole. These active multipoles
are summarized in Table I.
The results indicate that the MTDs (Tˆx, Tˆy, Tˆz) can be de-
scribed as the parity-mixing degrees of freedom between d
and f orbitals. Especially, we find two types of the MTDs
in the present system. The one is the in-plane x and y com-
ponents of the MTD [(Tˆx, Tˆy) = (−σyτx, σxτx)] depending
on both the spin and orbital degrees of freedom. The other is
the out-of-plane z component of the MTD (Tˆz = −σ0τy) de-
pending on only the orbital degree of freedom. Such a differ-
ence gives rise to different magnetic responses, as discussed
in Sect. 4.
Above multipole classification is also understood from the
symmetrical analysis. By decomposing the product of the ir-
reducible representation E3/2 for (φxy,σ, φxyz,σ), sixteen irre-
ducible representations are given by
(E3/2 ⊕ E3/2) ⊗ (E3/2 ⊕ E3/2)
= (2A+1 ⊕ 2A−2 ⊕ 2E−)intra ⊕ (A±1 ⊕ A±2 ⊕ E±)inter, (17)
where the superscript ± represents the parity under the time-
reversal operation and (. . . )intra [(. . . )inter] represents the mul-
tipoles activated in intra-(inter-)orbital degrees of freedom.
Considering the correspondence to the results in Table I, the
intra-orbital even-parity multipoles Qˆ0 and Qˆu belong to A
+
1
,
Mˆz and Mˆ
α
z to A
−
2
, and (Mˆx, Mˆy) and (Tˆyz, Tˆzx) to E
−. Mean-
while, the inter-orbital odd-parity multipoles are classified
into Qˆz, Tˆz ∈ A±1 , Gˆu, Mˆu ∈ A±2 , and (Qˆx, Qˆy), (Tˆx, Tˆy) ∈ E±,
respectively. The results are also presented in Table I.
2.3 Effective tight-binding model
We construct the tight-binding model on a square lattice
where the primitive translation vectors are (a, 0) and (0, a)
(we set the lattice constant a = 1). By adopting the Slater-
Koster parameters33) for electron hoppings, the tight-binding
Hamiltonian is given by
Hd f = Hhopping +Hmixing +Hodd +H f , (18)
Fig. 3. (Color online) Schematic pictures of the inter-orbital hoppings be-
tween d and f orbitals. ±1 and ±i represent phases of the hybridization.
Hhopping =
∑
k
∑
ζ
∑
σ
εζ (k) ζ
†
kσ
ζkσ, (19)
Hmixing =
∑
k
∑
σ,σ′
[
σ
σσ′ × V (k)
]
z
d
†
kσ
fkσ′ + h.c., (20)
Hodd = Vintra
∑
k
∑
σ
d
†
kσ
fkσ + h.c., (21)
H f = ∆ f
∑
k
∑
σ
f
†
kσ
fkσ, (22)
where ζ
†
kσ
(ζkσ) is a creation (annihilation) operator of an elec-
tron for ζ = d, f with wave number k and spin σ =↑, ↓. The
first two terms in Eq. (18) describe the off-site components.
Hhopping in Eq. (19) represents the intra-orbital hopping for d
and f orbitals where εζ (k) = 2tζ(coskx + cosky). Hmixing in
Eq. (20) describes the off-site spin-dependent hybridization
between d and f orbitals where V (k) = 2Vinter(sinkx, sinky).
Note that Vinter originates from the atomic SOC, which leads
to magnetic anisotropy, and is proportional to Vd fpiΛ˜
( f ,i)
E
(i = 1, 2) (Vd fpi is the Slater-Koster parameter). The bond-
dependent phase factors in Hmixing are shown in Fig. 3. The
third and fourth terms in Eq. (18) describe the local part re-
lated with Eq. (2) in Sect. 2.1.Hodd in Eq. (21) represents the
odd-parity CEF Hamiltonian inducing the on-site hybridiza-
tion between d and f orbitals, where Vintra is represented by
the odd-parity CEF parameter in Eq. (12).H f in Eq. (22) rep-
resents the f -orbital energy level measured from the d-orbital
energy level. Hereafter, we fix the parameters as td = 1 and
t f = 0.1, and change Vinter, Vintra, and ∆
f in order to examine
the effect of the SOC and the odd-parity CEF on the stability
of the atomic-scale MTDs and their ME responses.
The tight-binding model in Eq. (18) implicitly includes
the Rashba-type antisymmetric spin-orbit interaction (ASOI),
which is present under the polar-type inversion symmetry
breaking.34) In fact, the Rashba-type ASOI, σxsinky−σysinkx,
is obtained by performing an appropriate unitary transforma-
tion for the basis (φd,σ, φ f ,σ) in the presence of both Vinter and
Vintra, as shown in Appendix B. Thus, the model in Eq. (18)
gives rise to the spin splitting in the band structure. Moreover,
it is noteworthy that there is no intra-orbital ASOI for d and f
orbitals due to the higher order with respect to the odd-parity
CEF, as shown in Appendix B.
For later convenience, we introduce the atomic-scale MTD
moments at zero temperature in the model in Eq. (18) as
Tx ≡ 〈Tˆx〉 = −i 〈d†k↑ fk↓ + f †k↑dk↓ − f †k↓dk↑ − d†k↓ fk↑〉 , (23)
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Ty ≡ 〈Tˆy〉 = 〈d†k↑ fk↓ + f †k↑dk↓ + f †k↓dk↑ + d†k↓ fk↑〉 , (24)
Tz ≡ 〈Tˆz〉 = −i 〈d†k↑ fk↑ + d†k↓ fk↓ − f †k↑dk↑ − f †k↓dk↓〉 . (25)
The braket 〈〉 is defined as
〈Xˆ〉 ≡ 1
2Nk
∑
k
∑
q
〈qk|Xˆ|qk〉 θ(ξq(k) − ξF), (26)
where Nk is the number of k, and |qk〉 is the eigenvector for
the eigenenergy ξq(k) for the band indices q and k. ξF repre-
sents the Fermi energy and θ(ξ) is the Heaviside step function.
Hereafter, we use the notation X ≡ 〈Xˆ〉 for other multipoles.
3. Stability
We examine when and how the MTDs in Eqs. (23)-(25) be-
come nonzero from the energetics point of view. In Sect. 3.1,
we show that the in-plane MTDs Tx and Ty are activated by
the spontaneous ferromagnetic state under the intra-orbital
Coulomb interaction. In Sect. 3.2, we discuss the stability of
the out-of-plane MTD Tz in the presence of the inter-orbital
Coulomb interaction.
3.1 In-plane spin-dependent MTD
We investigate how to activate the in-plane MTDs Tx, Ty in
Eqs. (23) and (24) in the model in Eq. (18). We focus on the
fact that Tx and Ty belong to the same irreducible represen-
tation to My and Mx, as shown in Table I, which means that
Tx (Ty) is indirectly induced as a secondary order parameter
once the ferromagnetic state with the My (Mx) component is
stabilized in the presence of the odd-parity CEF Vintra.
In order to examine the stability of the in-plane ferromag-
netic ordering, we introduce the Coulomb interaction for the
f orbital:
HU = U
∑
i
f
†
i↑ fi↑ f
†
i↓ fi↓. (27)
We apply the standard Hartree-Fock approximation as
f
†
i↑ fi↑ f
†
i↓ fi↓ →
(
Q
f
0
Qˆ
f
0
− M f · Mˆ f
)
+ const., (28)
where Qˆ
f
0
and Mˆ f are defined as Qˆ
f
0
=
∑
σ f
†
iσ
fiσ and Mˆ
f =∑
σ,σ′ f
†
iσ
σ
f fiσ′ , respectively [σ
f
µ = (1/2)σµ(τ0 − τz) for µ =
x, y, z].
For the mean-field calculations, we consider a single-site
unit cell to examine the local magnetic anisotropy, and calcu-
late the mean fields by taking the k summation over 200×200
grid points in the first Brillouin zone. The mean fields are de-
termined self-consistently within a precision less than 10−8.
We set U = 10 and Vinter = 0.5 for the following calculations.
Figure 4(a) shows the zero-temperature phase diagram by
changing Vintra and ∆
f at half (1/2) filling. There are two in-
plane magnetic states with Mx or Mx + My in the phase di-
agram. The Mx state has nonzero magnetization along the
〈100〉 direction, while the Mx + My state has nonzero mag-
netization along the 〈110〉 direction. The Mx state becomes
stable in the region for large negative ∆ f , while the Mx + My
state appears in the region for small ∆ f . Both magnetic states
are metallic, while the paramagnetic state is insulating with a
hybridization gap between d and f orbitals. The phase tran-
sition between two magnetic phases is of first order. On the
other hand, the phase transition between the Mx + My and
paramagnetic state is of second order.
Both in-plane magnetic states are accompanied with the
nonzero MTD moments; −Ty (Tx) is induced in the Mx (My)
state, whereas Tx − Ty (−Tx − Ty) is induced in the Mx + My
(Mx−My) state. The in-planeMTDmoments are developed by
increasing Vintra and decreasing ∆
f , while in-plane M dipole
moments are suppressed by increasing Vintra. This result indi-
cates that the in-planeMTD is affected by the odd-parity CEF
Vintra as well as the ferromagnetic moment. The amplitude of
(Tx, Ty) is roughly scaled by the products of (My,−Mx) and
Qz, where Qz becomes nonzero for nonzero Vintra.
The preference of the in-plane magnetic states rather than
the out-of-plane magnetic states is presumably understood
from the effective inter-orbital Rashba-type ASOI, which con-
sists of the odd-parity CEF Vintra and the spin-dependent hop-
ping Vinter.
35) This tendency to stabilize the in-plane magnetic
states is different from the intra-orbital Rashba-type ASOI ne-
glected in the present study, which favors the out-of-plane
magnetic anisotropy. In fact, we confirmed that the out-of-
plane magnetic state is stabilized by introducing the intra-
orbital Rashba-type ASOI. In other words, the inter-orbital
ASOI in “multi-orbital” systems is a key ingredient to stabi-
lize the spin-dependent in-plane MTD state.
Figure 4(b) shows the phase diagram at a different filling
fraction (2/5 filling). In contrast to the case at half filling, the
Mz state with the out-of-plane magnetization is stabilized in
the small ∆ f region. The Mz state exhibits the M quadrupole
Mu because they belong to the same irreducible representa-
tion A−
2
in Table I. In the large negative ∆ f region, the Mz
state is replaced by the Mx +My state with the in-plane MTD.
The phase transition between the Mx + My and Mz phases is
of first order, whereas that between the Mz and paramagnetic
state is of second order. For the case in Fig. 4(b), the in-plane
magnetic state is also destabilized by introducing the intra-
orbital Rashba-type ASOI.
3.2 Out-of-plane spin-independent MTD
Next, we discuss the stability of the out-of-plane MTD Tz
in the model in Eq. (18). In contrast to (Tx, Ty), any magnetic
orders do not induce Tz, as they are not coupled with each
other. In order to realize the Tz ordering, we introduce the
inter-orbital Coulomb interaction between d and f orbitals,
which is represented as
HU′ = U ′
∑
i
∑
σ,σ′
f
†
iσ
fiσd
†
iσ′diσ′ . (29)
The mean-field decoupling for the Fock terms leads to an ef-
fective interaction to induce Tz, which is represented by∑
σ,σ′
[
f
†
iσ
fiσd
†
iσ′diσ′
]
Fock
→ −1
2
(
T · Tˆ + Q · Qˆ +GuGˆu + MuMˆu
)
+ const., (30)
where each multipole operator is constructed by using τµσν
(µ, ν = 0, x, y, z) in Table I. When the Fock term in
Eq. (30) is a dominant interaction, one of eight multipoles
(Tx, Ty, Tz, Qx, Qy, Qz,Gu, Mu) in the inter-orbital space is ac-
tivated. Note that energies for eight multipole states are de-
generate under the Fork term.
The energy degeneracy for eight multipoles is lifted by con-
sidering Vintra and Vinter. Figure 5 shows Vinter dependences of
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Fig. 4. (Color online) The preferred magnetic moment direction for the
model in Eq. (18) in the presence of the intra-orbital Coulomb interaction
in Eq. (27). The phases are obtained by the mean-field calculations at (a)
half (1/2) filling and (b) 2/5 filling. Mx , Mx + My, Mz, and para in the figure
represent the magnetic states with the magnetization along the 〈100〉, 〈110〉,
and 〈001〉 direction and the paramagnetic state, respectively.
the energies per site for eight states measured from that for the
Qz state at U
′ = 10, Vintra = 0.5, and half filling. We assume
the saturated mean-field values for each multipole state. At
Vinter = 0, the Qz state has the lowest energy among the eight
states. While increasing Vinter, the energy difference between
the Qz state and the Tz state is smaller, and the Tz state be-
comes the lowest energy state for Vinter & 0.85. While further
increasing Vinter, the energy for the Mu state is close to that for
the Tz state, and they are almost degenerate for Vinter & 3.0.
The energy difference between the Tz and Mu states is deter-
mined by Vintra.
The result indicates that the out-of-plane Tz state is real-
ized in the system for the intermediate region of the inter-
site hybridization Vinter and nonzero Vintra, although the self-
consistent calculations are required to settle this point. The
excitonic insulators, which have been often characterized by
the off-diagonal orbital orderings, might be potential candi-
dates to exhibit the Tz state.
36)
4. Magneto-Electric Effect
Let us investigate the ME effect under the MTD orderings.
Before discussing the results, we briefly review the ME ef-
Fig. 5. (Color online) The energy at T = 0 for each ordered state measured
from that for the Qz state as a function of Vinter. The data are at Vintra = 0.5,
U′ = 10, and half filling. The vertical dashed line at Vintra ∼ 0.85 shows the
boundary between the Qz and Tz states.
fect from the symmetrical point of view.23, 37) The ME effect
where the uniformmagnetization M is induced by an external
electric field E is expressed as
M = αˆE, (31)
where αˆ is the ME tensor. αˆ is calculated by the linear re-
sponse theory;38)
αµν =
egµB~
2Vi
∑
k
∑
p,q
f [ξp(k)] − f [ξq(k)]
ξp(k) − ξq(k)
σ
pq
µ,k
3
qp
ν,k
ξp(k) − ξq(k) + i~δ ,
(32)
where V is the system volume, ~ = h/2pi is the Plank constant,
and δ is the broadening factor. f [ξ(k)] represents the Fermi
distribution function and ξ(k) is the eigenenergy. As σ
pq
µ,k
=
〈pk|σµ|qk〉 and 3pqν,k = 〈pk|3ν,k|qk〉 (µ, ν = x, y, z) are matrix
elements of spin moment and velocity 3µ,k = ∂H/(~∂kµ) at
k, αµν represents the correlation of the magnetic moment and
electric current.38) We take egµB~/2 = 1.
The ME tensor αµν can be divided into two parts: the dis-
sipative part (current-driven) α
(J)
µν and the non-dissipative part
(electric-field driven) α
(E)
µν . The expressions are shown as
α(J)µν = −
~δ
V
∑
k
=∑
p,q
f [ξp(k)] − f [ξq(k)]
ξp(k) − ξq(k) Π
pq
µν (k), (33)
α(E)µν =
1
Vi
∑
k
,∑
p,q
{ f [ξp(k)] − f [ξq(k)]} Πpqµν (k), (34)
where Π
pq
µν (k) = σ
pq
µ,k
3
qp
ν,k
/{[ξp(k)− ξq(k)]2 + (~δ)2}. The dissi-
pative part α
(J)
µν represents the intra-band contribution,whereas
the non-dissipative part α
(E)
µν represents the inter-band contri-
bution. We set ~ = 1.
Each component of the ME tensors, α
(J)
µν and α
(E)
µν , is related
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with the odd-parity multipoles, which is represented by23)
αˆ(J) =

α
(J)
xx α
(J)
xy 0
α
(J)
yx α
(J)
yy 0
α
(J)
zx α
(J)
zy 0
 ∼

Gu Qz 0
−Qz Gu 0
Qy −Qx 0
 , (35)
αˆ(E) =

α
(E)
xx α
(E)
xy 0
α
(E)
yx α
(E)
yy 0
α
(E)
zx α
(E)
zy 0
 ∼

Mu Tz 0
−Tz Mu 0
Ty −Tx 0
 , (36)
where α
(J)
µz = α
(E)
µz = 0 in the two-dimensional system. The
paramagnetic state in the model in Eq. (18) exhibits nonzero
responses α
(J)
xy = −α(J)yx due to the nonzero odd-parity CEF,
resulting in the E dipole Qz. The other components become
nonzero when the corresponding multipoles are activated.
It is note that the ME tensors α
(J)
µν and α
(E)
µν are also active
for different multipole ordered states according to the crystal-
lographic point-group symmetry. In the present model under
the point group C4v, α
(E)
zy and α
(E)
zx become nonzero when the
M dipole (My, Mx) and/or the MT quadrupole (Tzx, Tyz) are
activated, since they belong to the same irreducible represen-
tation E− as the MT dipole (Tx, Ty) shown in Table I. In a
similar way, α
(E)
xx = α
(E)
yy in Eq. (36) also becomes nonzero in
the presence of Mz in Table I.
In the following, we focus on the ME tensor α
(E)
µν induced
by the two types of MTDs. The results for the in-plane MTDs
Tx, Ty are shown in Sect. 4.1, and those for the out-of-plane
MTD Tz are shown in Sect. 4.2.
4.1 In-plane spin-dependent MTD
We investigate the ME effect induced by the in-plane spin-
dependent MTDs, Tx and Ty. As discussed in Sect. 3.1, since
(Tx, Ty) is induced under the (My, Mx) state, we introduce an
in-plane magnetic field to the model in Eq. (18). We consider
the magnetic field along the x direction, which is given by
H = −Hx
∑
k
Mˆx, (37)
where Mˆx =
∑
ζζ′
∑
σσ′ ζ
†
kσ
σσσ
′
x τ
ζζ′
0
ζ′
kσ′ for ζ = d, f and σ =↑,
↓. The g factors for d and f orbitals are taken as the same for
simplicity.
Figure 6(a) shows the M dipole moment Mx, the MT dipole
moment Ty, and the ME tensor α
(E)
zx for Hx = 0.2, 0.4, 0.6 as
a function of Vintra. The parameters are taken at ∆
f = −1,
Vinter = 0.5, T = 0.1, δ = 0.01, and 1/5 filling. As shown in
the top panel of Fig. 6(a), Mx is larger with an increase of the
magnetic field Hx, whereas it is almost independent of Vintra.
On the other hand, Ty becomes larger while increasing either
Hx or Vintra, as shown in the middle panel of Fig. 6(a). Note
that Ty = 0 for Vintra = 0. The ME tensor α
(E)
zx , as shown in
the bottom panel of Fig. 6(a), exhibits a more complicated
behavior. For Hx = 0.4, it becomes larger with an increase of
Vintra for small Vintra. While further increasing Vintra, it shows
a kink at Vintra ∼ 0.45, and takes a constant value for Vintra &
1.8. Such a behavior of α
(E)
zx is qualitatively common to other
magnetic fields, Hx = 0.2 and 0.6.
In order to examine α
(E)
zx , we discuss the relationship
with the band structure. We decompose the ME ten-
sor α
(E)
zx into each wave number defined as α
(E)
zx (k) =∑
,
p,q { f [ξp(k)] − f [ξq(k)]}Πpqzx (k)/(Vi). Figures 7(a) and (b)
represent α
(E)
zx (k) at Vintra = 0 [Fig. 7(a)] and at Vintra = 0.1
Fig. 6. (Color online) (a) Vintra dependences of Mx , Ty, and α
(E)
zx for Hx =
0.2, 0.4, 0.6. (b), (c) Counter plots of (b) Ty and (c) α
(E)
zx in the plane of Hx
and Vintra. The dashed lines on (b) and (c) correspond to the data presented
in (a). The other parameters are taken at ∆ f = −1.0, Vinter = 0.5, T = 0.1,
δ = 0.01, and 1/5 filling.
[Fig. 7(b)] for fixed Hx = 0.4. The corresponding band dis-
persions are also shown in the lower panels of Fig. 7. At
Vintra = 0, the energy band shows a symmetric structure with
respect to the wave number (kx, ky) ↔ (−kx,−ky) because
Qz resulting from the odd-parity CEF is not activated. Mean-
while, α
(E)
zx (k) shows a symmetric structure with respect to kx,
α
(E)
zx (kx, ky) = α
(E)
zx (−kx, ky), while it shows an antisymmetric
structure with respect to ky, α
(E)
zx (kx, ky) = −α(E)zx (kx,−ky), as
shown in the upper panel of Fig. 7(a). The asymmetric struc-
ture with respect to ky is due to the breaking of the mirror
symmetry in the xz plane under the magnetic field Hx. Nev-
ertheless, no MTDs are induced at Vintra = 0, i.e., α
(E)
zx =∑
k α
(E)
zx (k) = 0, since α
(E)
zx (kx, ky) = −α(E)zx (−kx,−ky). The re-
sult is consistent with the absence of Ty at Vintra = 0. For an
infinitesimal Vintra, the structure α
(E)
zx (k) shows an asymmetric
modulation along the ky direction, as shown in Fig. 7(b).
19)
This result indicates the emergence of Ty, which gives rise to
nonzero α
(E)
zx .
Figures 6(b) and (c) represent the contour plots of Ty and
α
(E)
zx in the Vintra-Hx plane, respectively. Ty shows a large value
with an increase of either Vintra or Hx, which is a similar ten-
dency in Fig. 6(a). On the other hand, the ME tensor α
(E)
zx be-
comes larger with an increase of Vintra for small Vintra, while it
takes constant value for large Vintra. The position of the kink
is roughly scaled as Vintra ∼ Hx, which indicates that a large
ME response is expected for Vintra ∼ Hx. A further analysis by
taking into account the electron correlation beyond the mean-
field level might also bring a large ME tensor.39)
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Fig. 7. (Color online) (Upper panel) The ME tensor α
(E)
zx (k) decomposed
at each wave number in the first Brillouin zone for (a) Vintra = 0 and (b)
Vintra = 0.1. The other parameters are Hx = 0.4, ∆
f = −1.0, and Vinter = 0.5.
(Lower panel) The corresponding energy bands. The dashed lines show the
Fermi levels.
4.2 Out-of-plane spin-independent MTD
We investigate the ME effect under the out-of-plane MTD
Tz ordering, which is expected to show nonzero α
(E)
xy = −α(E)yx .
We introduce the mean filed to induce Tz, which is given by
H = −H(T)z
∑
k
Tˆz, (38)
where Tˆz =
∑
ζζ′
∑
σσ′ ζ
†
kσ
σσσ
′
0
τ
ζζ′
y ζ
′
kσ′ for ζ, ζ
′ = d, f and
σ, σ′ =↑, ↓. H(T)z in Eq. (38) corresponds to the mean field
U ′Tz/2 in Sect. 3.2.
Contrary to the symmetrical argument in Eq. (36), it is
found that the ME tensor α
(E)
xy becomes zero even under the
Tz ordering by calculating it. In order to investigate whether
a nonzero α
(E)
xy can be obtained or not, we examine the behav-
ior of α
(E)
xy in details. For that purpose, we decompose the ME
tensor α
(E)
xy in Eq. (34) into that for d( f )-orbital components,
which are defined as
α
(E,ζ)
xy =
1
Vi
∑
k
,∑
p,q
{ f [ξp(k)] − f [ξq(k)]} Π(ζ)pqxy (k), (39)
where the total spin moment σ
pq
µ,k
in Eq. (34) is replaced with
that for the d-orbital spin moment σ
(d)
x = σx(τ0 + τz)/2 for
ζ = d and the f -orbital spin moment σ
( f )
x = σx(τ0 − τz)/2
for ζ = f . The nonzero α
(E,d)
xy [α
(E, f )
xy ] in Eq. (39) means that
the x component of the magnetization for the d ( f ) orbital is
induced for an applied electric field along the y direction. As
the relation α
(E,d)
xy = −α(E, f )xy holds from α(E)xy = α(E,d)xy + α(E, f )xy =
0 in the present model, we discuss α
(E,d)
xy in the following.
Figure 8(a) shows Vintra dependences of Tz and the ME ten-
sor α
(E,d)
xy for H
(T)
z = 0.2, 0.4, 0.6. Tz shows a similar depen-
dence on Vintra for each H
(T)
z . Tz becomes larger with an in-
crease of H
(T)
z , whereas it is suppressed while Vintra increases.
Meanwhile, the behavior of α
(E,d)
xy is similar to that of Tz ex-
cept for small Vintra. For small Vintra, α
(E,d)
xy becomes slightly
larger while increasing Vintra, and shows a broad peak around
Vintra ∼ 0.8. While further increasing Vintra, α(E,d)xy decreases
Fig. 8. (Color online) (a) Vintra dependences of Tz and α
(E,d)
xy for H
(T)
z =
0.2, 0.4, 0.6. (b), (c) Counter plots of (b) Tz and (c) α
(E,d)
xy in the plane of H
(T)
z
and Vintra. The dashed lines on (b) and (c) correspond to the data presented in
(a). The other parameters are ∆ f = −1.0, Vinter = 0.5, T = 0.1, δ = 0.01 and
1/5 filling.
gradually and approaches to zero.
In contrast to the ME effect under the Ty ordering in
Sect. 4.1, both Tz and α
(E,d)
xy become nonzero at Vintra = 0.
Moreover, the band structure under the Tz ordering is sym-
metric with respect to (kx, ky)↔ (−kx,−ky) because the asym-
metric structure is expected to occur along the kz direction in
a three-dimensional system.
Figures 8(b) and (c) show the contour plots of Tz and α
(E,d)
xy
in the Vintra-H
(T)
z plane. Tz shows a large value in the region
for small Vintra and large H
(T)
z , which is similar to the result
in Fig. 8(a). On the other hand, the ME tensor α
(E,d)
xy shows a
maximum value at Vintra ∼ 0.8 , which is almost independent
of H
(T)
z , and decreases while increasing Vintra or decreasing
H
(T)
z .
Meanwhile, the nonzero ME tensor α
(E)
xy is obtained by
taking into account the intra-orbital ASOI in addition to the
Hamiltonian in Eq. (18), which is neglected as a higher-order
contribution compared to the inter-orbital ASOI. The intra-
orbital ASOI Hamiltonian is given by
H intraASOI =
∑
k
∑
ζ
∑
σ,σ′
gζ(sinkxσ
σσ′
y − sinkyσσσ
′
x ) ζ
†
kσ
ζkσ′ ,
(40)
where gζ is the magnitude of the intra-orbital ASOI for the
orbital ζ (ζ = d, f ). The derivation of the intra-orbital ASOI
in Eq. (40) is shown in Appendix B. We show the net compo-
nent of the ME tensor α
(E)
xy as a function of the d-orbital intra-
orbital ASOI gd(= 2g f ) in Fig. 9. The result indicates that α
(E)
xy
becomes nonzero for an infinitesimal gd and increases with an
increase of gd. The behaviors of nonzero α
(E)
xy while changing
H
(T)
z and Vintra are similar to those of α
(E,d)
xy ; α
(E)
xy is enhanced
by H
(T)
z and suppressed by Vintra.
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Fig. 9. (Color online) The intra-orbital ASOI gd(= 2g f ) dependence of
α
(E)
xy for H
(T)
z = 0.2, and Vintra = 1. The other parameters correspond to those
in Fig. 8.
5. Summary
We have investigated the atomic-scale MTD originating
from the parity-mixing orbital degree of freedom in the mi-
croscopic model. We derived a minimal two-orbital model to
examine the nature of the MTD by taking into account the
odd-parity CEF and the atomic SOC. We clarified that two
types of the MTDs emerge as an atomic object. The one is
the in-plane MTDs depending on both the spin and orbital
degrees of freedom, and the other is the out-of-plane MTD
depending on only the orbital degree of freedom. We found
that the in-plane MTD is activated by the in-plane magnetic
moments or external magnetic field, while the out-of-plane
MTD is expected to occur when the inter-orbital Coulomb in-
teraction becomes large. Moreover, we examined a behavior
of the ME effect for each MTD. We have shown that the large
(small) odd-parity hybridization is favorable for the large ME
effect in the in-(out-of-)planeMTD.
The atomic-scale MTDs in the present study can be real-
ized in other noncentrosymmetric crystals. For example, the
atomic-scale MTD can be induced by appling an external
magnetic field to materials with the polar/chiral crystal struc-
ture, such as noncentrosymmetric superconductor CePt3Si
40)
and CeTSi3(T = Rh, Ir).
41, 42) Furthermore, such a MTD de-
gree of freedom is emergent even in centrosymmetric crystals
when there is no local inversion symmetry at lattice sites, such
as CeTAsO (T=Fe, Co, Ni, Mn).43–46) Our microscopic anal-
ysis will give an insight for exploring the atomic-scale MTD
in these materials.
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Appendix A: Definitions of Atomic d- and f -Orbital
Wave Functions and Atomic Multipoles
In this Appendix, we present the definitions of atomic d-
and f -orbital wave functions. The five d-orbital wave func-
tions (φu, φv, φyz, φzx, φxy) are represented by
φu =
1
2
√
5
4pi
3z2 − r2
r2
, φv =
1
2
√
15
4pi
x2 − y2
r2
, (A·1)
(φyz, φzx, φxy) =
√
15
4pi
(
yz
r2
,
zx
r2
,
xy
r2
)
, (A·2)
and the seven f -orbital wave functions
(φxyz, φxα, φyα, φzα, φxβ, φyβ, φzβ) are represented as
φxyz =
√
105
4pi
xyz
r2
, (A·3)
(φxα, φyα, φzα)
=
1
2
√
7
4pi
[
x(5x2 − 3r2)
r3
,
y(5y2 − 3r2)
r3
,
z(5z2 − 3r2)
r3
]
,
(A·4)
(φxβ, φyβ, φzβ) =
1
2
√
105
4pi
[
x(y2 − z2)
r3
,
y(z2 − x2)
r3
,
x(x2 − y2)
r3
]
,
(A·5)
where r =
√
x2 + y2 + z2.
We also present the expressions of multipoles for 0 ≤ l ≤ 3.
By using the real expressions for the multipole operator Xˆlm,
which are given by
Xˆ
(c)
lm
=
1√
2
[
Xˆl−m + (−1)mXˆlm
]
, (A·6)
Xˆ
(s)
lm
= − 1√
2i
[
Xˆl−m − (−1)mXˆlm
]
, (A·7)
a monopole, dipoles, quadrupoles, and octupoles are ex-
pressed as
Xˆ0 = Xˆ00, (A·8)(
Xˆx, Xˆy, Xˆz
)
=
(
Xˆ
(c)
11
, Xˆ
(s)
11
, Xˆ10
)
, (A·9)
(
Xˆu, Xˆv, Xˆyz, Xˆzx, Xˆxy
)
=
(
Xˆ20, Xˆ
(c)
22
, Xˆ
(s)
21
, Xˆ
(c)
21
, Xˆ
(s)
22
)
, (A·10)
Xˆxyz = Xˆ
(s)
32
, (A·11)
Xˆxα =
1
2
√
2
[√
5Xˆ
(c)
33
−
√
3Xˆ
(c)
31
]
, (A·12)
Xˆyα = − 1
2
√
2
[√
5Xˆ
(s)
33
+
√
3Xˆ
(s)
31
]
, (A·13)
Xˆzα = Xˆ
(c)
30
, (A·14)
Xˆxβ = − 1
2
√
2
[√
3Xˆ
(c)
33
+
√
5Xˆ
(c)
31
]
, (A·15)
Xˆyβ =
1
2
√
2
[
−
√
3Xˆ
(s)
33
+
√
5Xˆ
(s)
31
]
, (A·16)
Xˆzβ = Xˆ
(c)
32
. (A·17)
Appendix B: The Inter- and Intra-Orbital Antisymmet-
ric Spin-Orbit Interaction
The effective model in Eq. (18) implicitly includes the
inter-orbital Rashba-type ASOI, as discussed in Sect. 2 in
the main text. In this Appendix, we discuss the role of the
inter-orbital ASOI by taking an appropriate unitary transfor-
mation for (φd,σ, φ f ,σ). As the inter-site hybridizationHmixing
in Eq. (20) and the odd-parity CEFHodd in Eq. (21) are impor-
tant to derive the inter-orbital ASOI, we only consider these
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Fig. B·1. The level schemes of the orbitals belongs to the E3/2 representa-
tion. φd,σ and φ f ,σ are the d and f orbitals with the lowest energy, and φ
′
d,σ
and φ′
f ,σ
are the d and f orbitals with the second lowest energy .
two terms. Then, the Hamiltonian is explicitly written as
H =
∑
k
c
†
k
Hˆ ck, (B·1)
Hˆ =

0 Vintra 0 h(k)
Vintra 0 h(k) 0
0 h∗(k) 0 Vintra
h∗(k) 0 Vintra 0
 , (B·2)
h(k) = 2Vinter(sinky + isinkx), (B·3)
where c
†
k
= (d
†
k↑, f
†
k↑, d
†
k↓, f
†
k↓) [ck = (dk↑, fk↑, dk↓, fk↓)]. By
transforming (φd,σ, φ f ,σ) to the basis diagonalizing the odd-
parity CEF, the Hamiltonian in Eq. (B·1) turns into
H =
∑
k
c
′†
k
Hˆ ′c′k, (B·4)
Hˆ ′ =

Vintra 0 h(k) 0
0 −Vintra 0 −h(k)
h∗(k) 0 Vintra 0
0 −h∗(k) 0 −Vintra
 , (B·5)
where c
′†
k
= (a
†
k↑, b
†
k↑, a
†
k↓, b
†
k↓) [c
′
k
= (ak↑, bk↑, ak↓, bk↓)].
a
†
kσ
and b
†
kσ
(akσ and bkσ) are represented by a
†
kσ
= (d
†
kσ
+
f
†
kσ
)/
√
2 and b
†
kσ
= (d
†
kσ
− f †
kσ
)/
√
2 [akσ = (dkσ + fkσ)/
√
2,
bkσ = (dkσ − fkσ)/
√
2]. Then, the off-diagonal part in
Eq. (B·5) represents the inter-orbital ASOI, which is shown
as
HASOI = 2Vinter
∑
k,σ,σ′
(sinkxσ
σσ′
y − sinkyσσσ
′
x )(b
†
kσ
bkσ′ − a†kσakσ′ ).
(B·6)
Note that this type of ASOI is present in a staggered way for
orbitals a and b.
Next, we discuss the intra-orbital ASOI for (φd,σ, φ f ,σ) ig-
nored in the main text. The intra-orbital ASOI is obtained
by considering the higher-order d- f hybridization with re-
spect to the odd-parity CEF and the atomic SOC. Assum-
ing (φ′
d,σ
, φ′
f ,σ
) has the second lowest energy, as shown in
Fig. B·1 (see also Fig. 2 in the main text), the wave functions
of (φ′
d,σ
, φ′
f ,σ
) are represented by
φ′d,σ ∝
[
φv,σ ± 2iΛ′dB2φxy,σ − Λ′dE (iφyz,σ˜ ∓ φzx,σ˜)
]
, (B·7)
φ′f ,σ ∝
[
φ
(1)
E3/2,σ˜
− Λ′ f
B2
iφxyz,σ ± Λ′ fB1φzβ,σ
]
, (B·8)
Λ′dΓ =
λd
∆d
B1
− ∆d
Γ
, (B·9)
Λ
′ f
B2
=
2
√
2λ f
∆
( f ,1)
E
− ∆ f
B2
c1, (B·10)
Λ
′ f
B1
=
1√
2
λ f
∆
( f ,1)
E
− ∆ f
B1
(
c1 −
√
15c2
)
, (B·11)
where the subscript σ˜ represents the opposite spin component
to σ. ∆
ζ
Γ
is the atomic energy level split under the even-parity
CEF for ζ = d, f and Γ = B2,E. ∆
( f ,1)
E
and ∆
( f ,2)
E
are the energy
levels of two pairs of f orbitals belonging to the representa-
tion E. φ
(1)
E3/2,σ
is defined in Sect. 2.1. By considering the odd-
parity hybridization between φd,σ and φ
′
f ,σ
(φ f ,σ and φ
′
d,σ
), the
basis functions are modulated as
φd,σ → φ˜d,σ ∝
φd,σ +
〈φ′
f ,σ
|H (odd)
CEF
|φd,σ〉
∆d − ∆′f
φ′f ,σ
 , (B·12)
φ f ,σ → φ˜ f ,σ ∝
φ f ,σ +
〈φ′
d,σ
|H (odd)
CEF
|φ f ,σ〉
∆ f − ∆′d
φ′d,σ
 , (B·13)
where 〈φ′ζ′,σ|H (odd)CEF |φζ,σ〉 for ζ, ζ′ = d, f (ζ , ζ′) is the order
of VintraΛ
′ζ′
B2
.
By taking into account the off-site d- f hybridization of
(φ˜d,σ, φ˜ f ,σ), the intra-orbital ASOI is obtained as
H intraASOI =
∑
k
∑
ζ
∑
σ,σ′
gζ(sinkxσ
σσ′
y − sinkyσσσ
′
x ) ζ
†
kσ
ζkσ′ ,
(B·14)
where gζ (ζ = d, f ) is the magnitude of the intra-orbital ASOI
parameter. The expression in Eq. (B·14) corresponds to that
in Eq. (40) in Sect. 4.2. The order of gζ is represented by gd ∼
VintraVd fpiΛ
′ f
B2
/(∆d−∆′f ) and g f ∼ VintraVd fσΛ˜( f ,i)E Λ′dB2/(∆ f−∆′d)
(i = 1, 2), where Vd fpi and Vd fσ are the Slater-Koster parame-
ters. Thus, the magnitude of the intra-orbital ASOC is smaller
than that of the inter-orbital ASOI in Eq. (B·6) at least by
Vintra/(∆ζ − ∆′ζ′ ) for ζ, ζ′ = d, f (ζ , ζ′).
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