of manipulators is small. However, with an increase in the number of degrees of freedom of the manipulators, the parallel algorithms will be more efficient than the serial algorithms. For example, the serial algorithm of [5] is more efficient than the parallel algorithm of [14], however, when n = 6, the operations of computation of [14] is 556 while [5] is 869. 2) Compared with other algorithms, the parallel algorithm using three processors is more efficient. 3) Because the formulation developed in this paper possesses good parallelism, the further improvement in computational efficiency could easily be achieved by increasing the processors, while it is not the same case based on the recursive Newton-Euler formulation [10].
Automatically Integrating Multiple Rule Sets in a Distributed-Knowledge Environment
Ching-Hung Wang, Tzung-Pei Hong, Shian-Shyong Tseng, and Chih-Mao Liao Abstract-In this paper, an actual knowledge application is made by means of evolution paradigms in terms of knowledge acquisition. An automatic knowledge integration approach in a distributed-knowledge environment is thus proposed to integrate multiple rule sets into a single effective rule set. The proposed approach consists of two phases: knowledge encoding and knowledge integration. In the encoding phase, each knowledge input is translated and expressed as a rule set, then encoded as a bit string. The combined bit strings from multiple knowledge inputs form an initial knowledge population, which is then ready for integration. In the knowledge integration phase, a genetic search technique generates an optimal or nearly optimal rule set from these initial knowledge-input strings. Finally, experimental results from diagnosis of brain tumors show that the rule set derived by the proposed approach is much more accurate than each initial rule set.
I. INTRODUCTION
Developing an expert system requires construction of a complete, consistent, and unambiguous knowledge base [2] , [16] . The knowledge required to develop a knowledge-based system is often distributed among groups of experts rather than being available for elicitation from a single expert [11] . Acquiring and integrating multiple knowledge inputs from many experts or by various knowledge-acquisition techniques [6] , [7] , [17] , [21] thus plays an important role in building effective knowledge-based systems. Recently, knowledge acquisition and integration systems [3] , [12] , [19] , based on the Personal Constructs Psychology (PCP) model [15] or Integrity Constraints [2] , [16] , have been successfully applied. Examples include AQUINAS [4] , ETS [5] , KSSO [12] , and KITTEN [19] . These knowledge-integration methods then present the following problems.
1) Domain experts must intervene during integration to resolve conflicts and contradictions. 2) Integration is time-consuming (requiring weeks or months).
3) The more knowledge sources consulted, the more difficult and complex the integration. In order to overcome these problems, we propose a genetic knowledge-integration method that automatically combines multiple rule sets into one integrated knowledge base by means of evolutionary knowledge acquisition paradigms. Each rule set is encoded as a bit string and evaluated by an evaluation function. The proposed method then chooses good rule sets according to their fitness values and mates them. Domain experts need not intervene in the integration process. Finally, experimental results show that the proposed approach can greatly improve the knowledge base. Our knowledge integration is thus a successful application of genetic algorithms. Specifically, our approach can effectively integrate multiple knowledge sources in an environment with good communication facilities of networks. The remainder of this paper is organized as follows. An automatic knowledge-integration approach for a distributed-knowledge environment is proposed in Section II. Experiments on brain tumor diagnosis are reported in Section III. Conclusions are given in Section IV.
II. KNOWLEDGE INTEGRATION IN A DISTRIBUTED-KNOWLEDGE ENVIRONMENT
In this section, we propose a genetic knowledge-integration approach that rapidly constructs a knowledge-based system without human intervention by integrating knowledge from multiple sources. Here, we assume all knowledge sources are represented by rules since almost all knowledge derived by knowledge-acquisition (K.A.) tools or induced by machine-learning (M.L.) methods may easily be translated into or represented by rules. Fig. 1 shows the proposed knowledge-integration scheme. A genetic algorithm is used to maintain a population of possible rule sets and search for the best integrated one.
Our knowledge integration consists of two processes: encoding and integration. The encoding process transforms each rule set into a bit-string structure. The integration process chooses bit-string rule sets for "mating," gradually creating good offspring rule sets. The offspring rule sets then undergo recursive "evolution" until termination criteria are met. The best bit string rule set in the population is then output and translated into if-then rules. The encoding process is first explained below.
A. Knowledge Encoding
Since rule sets derived from different knowledge sources generally differ in syntax and size, designing an appropriate data structure to accommodate these rule sets is crucial. Several strategies have been proposed to represent rule-set knowledge structures for conceptual learning [3] , [9] , [10] , [14] . For example, the Michigan approach [3] encodes individual rules into fixed-length bit strings, with each individual in the population representing a rule. Another, the Pittsburgh approach [9] , encodes rule sets into variable-length bit strings, with each individual in the population representing a rule set. Since multiple rule sets must be combined, and the rule sets are derived from different sources, representation of variable-length rule sets is preferred in this paper to preserve the syntactic and semantic constraints of variable-length rule sets. We thus encode knowledge using the Pittsburgh approach. The rule sets from different sources must, however, be translated into a uniform syntactical representation before being encoded. The steps for translation of rule sets are described below.
1) Collect the features and possible values from the conditional parts of the rule sets. An elementary feature is a unit condition that cannot be decomposed into simpler ones. All features comprise a feature set. 2) Collect classes from the conclusion parts of the rule sets. An elementary class is a unit conclusion that cannot be decomposed into simpler ones. All classes comprise a class set. The tests with underlines are dummy tests. Also, R1 and R2 are logically equivalent to R 0 1 and R 0 2 . Using the intermediary form, we encode each feature test into a fixed-length binary string. For example, the set of legal values for feature location is {brain surface, sellar, brain stem}. Three bits are then used to represent this feature. The bit string 101 would represent the test for Location being "brain surface" or "brain stem." As a result, the above rules are, respectively, encoded as follows: Class  010  1000  111  10  100  1111  010  01 Finally, rule set RS i is encoded as "01010001111010011
1101001." As Example 1 shows, we can encode and translate rule sets into bit strings with a uniform syntax for integration.
B. Knowledge Integration
In our approach, the initial set of bit strings for rule sets comes from multiple knowledge sources. Each rule set represents one individual in the initial population. In order to develop a "good" knowledge base from an initial population of rule sets, the genetic algorithm selects parent rule sets with high fitness values for mating. An objective evaluation function and a set of training instances then qualify the rule set. The training instances are examples actually occurring in the applications and can also be gathered from the distributed environment. Two important factors are used in evaluating derived rule sets, the accuracy and the complexity of the resulting knowledge structure. Accuracy is evaluated using training instances as in (1), shown at the bottom of the page. The complexity of the resulting rule set (RS) is the ratio of rule increase, defined as in (2), shown at the bottom of the page, where RS i is the initial rule set, and m is the number of initial rule sets. Accuracy and complexity are combined to represent the fitness value of the rule set. The evaluation function is defined as follows:
where is a control parameter, representing a tradeoff between accuracy and complexity. The fitness function can also reduce the impact of noisy information that causes rule-set overfitting (excessive complexity) [7] .
C. Genetic Operators
Genetic operators are very important to the success of specific GA applications. There are generally two ways of employing genetic operators [10] : conventional mutation and crossover operators only may be used or new genetic operators may be added to these. Each has its advantages and disadvantages. By designing new genetic operators, the genetic process can take domain-specific characteristics into consideration, thus making the results closer to those desired. This however takes more execution time than using only the original operators. In this paper, both ways are examined and compared. Two fundamental genetic operators (crossover, mutation) and two domain-specific operators (fusion, fission) are used in the genetic algorithm.
The crossover operator used in this paper selects crossover points differently from that in the simple genetic algorithm. The crossover operator in the simple genetic algorithm chooses the same points for both parent chromosomes, but, the crossover operator here need not use the same point positions for both parent chromosomes. The crossover points may occur within rule strings or at rule boundaries. The only requirement for crossover points is that they "match up semantically."
The crossover operator takes two parent rule sets and swaps parts of their genes to produce offspring rule sets. If the genes swapped are desirable, the offspring rule sets will inherit these advantages from their parents and will survive after this generation. Thus, the resulting rule sets will be closer to the one really desired from generation to generation. The detailed procedure is shown below.
1) Select a crossover point in one of the parents at random.
2) If the chosen point occurs at some rule boundary, the crossover point in the other parent must also be at a rule boundary.
Otherwise, the point may be within the rule string p bits to left of a rule boundary. The crossover point for the other parent must also be within the rule string and p bits to left of some rule boundary. 3) Cross the genes of the parents according to the crossover points.
4) Generate new offsprings.
Example 2: Assume that parent rule sets RS 1 and RS 2 (shown in Fig. 2) , respectively, contain n and m rules for classifying training instances with four features (F1; F2; F3, and F4). Feature F1 has three possible values, features F 2 ; F 3 , and F 4 all have two possible values. Three classes are to be determined. A crossover operation with crossover points at cp 1 and cp 2 is shown in Fig. 2 .
The mutation operator is the same as the that used in the simple genetic algorithm. It randomly changes some elements in a selected rule set, leading additional genetic diversity to help the integration process escape from local-optimum "traps."
Problems such as redundancy [13] , subsumption [13] , contradiction [13] , and misclassification [13] do arise when integrating rule sets. We thus propose two domain-specific operators, fusion and fission, to solve these problems. Fusion emulates natural evolution's chromosomal genetic folding phenomenon to eliminate redundancy and subsumption. Assume that redundant rules Rule ki and Rule kj belong to rule set RS k . The redundancy relationship between Rule ki and Rule kj is found by matching strings. Below, an example is given to illustrate how fusion deals with redundancy. Since redundancy is a special case of subsumption, the fusion function can be extended to solve subsumption problems. Assume that in the rule set RS q ; Rule qi is subsumed by Rule qj . The logical "OR" operation can be used to find subsumptive relationships. If a string resulting from an "OR" operation between Rule qi and Rule qj is the same as Rule qi , rule Rule qi subsumes rule Rule qj . The fusion operator eliminates this by folding the subsumptive rules together. Below, an example is given to illustrate how fusion deals with subsumption.
Example 4: Assume that in rule set RSq ; Ruleqi subsumes Rule qj . The fusion operator folds the subsumptive rules together, removing the subsumption as shown in Fig. 4 .
The fusion operator thus reduces rule-set complexity by eliminating redundancy and subsumption.
Misclassifications and contradictions may also occur in rule sets. We propose a fission operator that emulates natural evolution's chromosomal schizogenesis to eliminate misclassifications and contradictions. A misclassification occurs when rules classify training instances incorrectly. Fission selects the "closest" near-miss rule [21] to specialize the wrongly classified training instance. Assume rules Rule ki ; 1 1 1 ; Rule kj ; 1 1 1 ; Rule kn all misclassify training instance I I I . The closest near-miss relationship among these rules with respect to I I I can be found by string-matching. If Rule kj has the fewest differing string bits when matched with training instance I I I , then Rule kj is the closest near-miss to training instance I I I . Fission specializes Rule kj into more specific rules that do not include this instance. Instance I I I is also transformed into a rule and inserted into the rule set. An example of handling misclassification is given below.
Example 5: Assume that rule Rule kj in rule set RS k misclassifies training instance I I I and is the closest near-miss to this instance. Assume that instance I I I has four features F 1 ; F 2 ; F 3 ; F 4, one class pattern, and is encoded as 100, 10, 01, 10, 010. The execution of the fission operator proceeds as shown in Fig. 5 .
Two kinds of contradiction may occur in a rule set. The first occurs when two rules with the same feature values point to different classes; the second occurs when a rule points to two or more classes simultaneously. The first case of contradiction is removed by the crossover and mutation operators; that is, the bit strings of conflicting rules may be altered or rearranged to remove the contradiction. In the second case, the fission operator is used to split the rule into more specific ones, each pointing to only one class. These new rules will still contradict each other, but have been reduced to the first class of contradiction, and can then be removed by the crossover and mutation operators. An example of resolving a contradiction is given below.
Example 6: Assume that the rule set RS k contains the rule Rule ki , which points to two conclusions. To resolve the contradiction in Rule ki , fission specializes rule Rule ki into rules Rule 0 ki and Rule 00 ki , each having only one conclusion, as shown in Fig. 6 . The fission operator thus acts as a specialization operation that resolves misclassification and contradiction problems and promotes rule accuracy.
Although fusion and fission may raise rule-set accuracy, they cause great computational burdens if performed whenever a new chromosome is generated. Operation probabilities for these two operators are thus set to achieve a tradeoff between time complexity and accuracy. These two operators are then performed on a new chromosome with the given probabilities.
III. EXPERIMENTAL RESULTS
Brain tumor diagnosis [20] was used as the problem domain to test the performance of the proposed knowledge-integration approach. The 504 cases used in these experiments were obtained from Veterans General Hospital (VGH), Taipei, Taiwan [20] . The goal of the experiments was to identify one of six possible classes of brain tumors frequently found in Taiwan. The 504 cases were first divided into two groups, a training set and a test set. The training set was used to evaluate the fitness of rule sets during the integration process; the test set acted as input events to test the derived rule set, and the percentage of correct predictions was recorded. In each run, 70% of the brain tumor cases were selected at random for training and the remaining 30% of the cases were used for testing. Because of incorrect recording or transcription errors, the cases contained noise that led to cases with identical features being classified differently. Ten initial rule sets were obtained from different groups of experts at VGH or derived via machine-learning [6] , [7] , [17] , [20] . Each rule, consisting of twelve feature tests and a class pattern, was encoded into a bit string 105 bits long. The accuracy of the ten initial rule sets was measured using the test instances. The results are shown in Table I .
Although the ten initial rule sets were not accurate enough, they could still however act as a set of locally-optimal solutions that indicate useful information in the search space. Beginning with these rule sets, the genetic algorithm could then more rapidly reach the (nearly) global optimal solution than that it could have with nothing to refer to. Of course, each initial rule set could first have been improved by the same GA scheme before integration. We do not however prefer this alternative since it cannot use information from the other rule sets and thus would take more time to get good results. Similarly, we could also have abandoned these initial rule sets and directly applied the genetic algorithm to acquire knowledge from training instances. But the same disadvantages would still have resulted.
In the experiments, the operation frequency to each bit string chosen for crossover, mutation, fusion, and fission operators was set at 0.9, 0.04, 0.01, and 0.01, respectively. The parameter in the fitness function is used for a tradeoff between accuracy and complexity.
If the value is small, the fitness function then focuses on the classification accuracy. Contrarily, if the value is large, the fitness function is then dominated by the complexity. Here, was set at 0.125. Two experiments were made to evaluate the effectiveness of the proposed methods: one with domain-specific operators (fusion and fission) and the other without them. Table II shows a comparison of these two approaches as to accuracy, number of rules in the resulting knowledge base, integration time, and resulting complexity, averaged over 50 runs.
Experimental results show that using the knowledge-integration algorithm with domain-specific operators yields more accurate results than those obtained without domain-specific operators. Domainspecific operators, however, have additional computational burdens. As Table II shows, integration with domain-specific operators takes 15 264.7 s after 2000 generations, but, without domain-specific operators, needs only 11264.3 s. Note that every accuracy rate in Table II is higher than that of any initial rule set in Table I . Fig. 7 shows the relationship between the generations and the fitness values of the resulting rule set for the proposed approach at different domain-specific operator rates. The more generations there were, the higher the fitness values of the resulting rule set. The integration process initially appeared unstable. Fusion operations reduced the structural complexity of the resulting rule sets, but fission operations increased it. Also, fusion does not affect the accuracy of the resulting rule sets, but fission may increase it. It is thus hard to see any trend for the domain-specific operators at this stage. In the later stages, the integration process stabilizes. The larger the domainspecific operator probabilities, the higher the fitness values of the resulting rule set. Domain-specific operators thus play an important role in the genetic process.
IV. CONCLUSIONS AND DISCUSSIONS
We have shown how knowledge integration can be effectively represented and addressed by a genetic algorithm with two domainspecific operators. Experimental results showed that our genetic knowledge-integration approach is valuable for combining multiple rule sets in distributed-knowledge environments. Our approach differs from some notable approaches [5] , [8] , [16] , mainly in that it requires no human experts' intervention during integration. Our approach is thus dependent on computer execution speeds, not on human experts. This saves much time since experts may be geographically dispersed, and their deliberations may be very time consuming. Our approach is also scalable and can be used effectively when the number of rule sets to be integrated is large, and integrating large numbers of rule sets may increase the validity of the resulting knowledge base. Our method is also objective since human experts are not involved in the integration process.
Problems such as redundancy, subsumption, misclassification, and contradiction in the integration are solved automatically. Although, the work presented here shows good results, it is only a beginning. Some future investigations are proposed below. 1) Knowledge sources or actual instances may contain fuzzy information in the real world. We are currently studying how to automatically generate the appropriate membership functions and deal with fuzzy knowledge. 2) Many issues in the field of knowledge verification remain unresolved. Our approach addresses four commonly seen issues (redundancy, subsumption, misclassification, and contradiction). Modifying or designing new genetic operators to deal with other knowledge verification issues is another interesting topic.
