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Abstract
The oxygen reduction reaction is a key process for sustainable energy generation, and
there is increasing demand for catalysts that perform aerobic oxidations. Although
both processes involve oxygen activation, there are limited examples of catalysts that
perform both reactions. In this work, a series of six bimetallic cobalt µ-peroxo (µ-OO)
and six analogous µ-chloro (µ-Cl) complexes, based on the 3,5-bis-(pyridin-2-yl)pyrazole
(Hbpp) ligand, were synthesised and characterised using NMR and UV-vis spectroscopy,
X-ray crystallography, mass spectrometry and electrochemistry. The activity of the µ-
OO complexes towards the oxygen reduction reaction and oxygen atom transfer was
investigated.
Using cyclic voltammetry, the µ-OO complexes were found to undergo a reversible one
electron redox event (determined using Randles-Sevcik analysis) at around -0.5 V vs.
NHE. Scanning to more negative potentials (-1.5 V vs. NHE) resulted in a second
irreversible reduction event (Ered). The irreversibility was tentatively ascribed to be
due to breaking of the peroxo O–O bond. The Ered value for the second reduction
was found to negatively correlate to the O–O bond lengths determined using X-ray
crystallography, suggesting that complexes that bound O2 less tightly required less
energy to be reduced.
The µ-Cl complexes were found to react with O2 when in solution to form their cor-
responding µ-OO complexes. The unsubstituted (Hbpp ligand) parent complex was
found to have the fastest rates, whilst the strongly electron-withdrawing nitro substitu-
ent effectively stopped any activity. The reactivity of the µ-OO complexes towards the
oxygen reduction reaction (ORR) was studied, and the rates were found to correlate to
the rates of oxidation, suggesting that O2-binding is a key step in both processes.
Studies of the reactivity of the µ-OO complexes towards oxygen atom transfer (OAT)
revealed that the unsubstituted parent complex and the backbone-bromo substituted
complex showed activity towards benzaldehyde. Using NMR spectroscopy and mass
spectrometry the main product of the reaction was determined to be a benzoate ad-
duct, indicating nucleophilic reactivity by the peroxo of the metal complex, and an
unidentified paramagnetic species. The two reactive µ-OO complexes had Ered poten-
tials that were less negative than the other four complexes, suggesting that the ease
iii
with which the oxygen adduct is reduced is important in predicting the reactivity of
these complexes.
Attempts to synthesise analogous copper, zinc and palladium complexes to the cobalt
species resulted in the formation of dimers (with general formula M2(bpp)2) or clusters
with 4 or 5 metal centres. Dimer formation could be prevented through the use of
different ligand architectures, and progress was made towards diversification of the
library of ligands.
Finally, in order to investigate the feasibility of the use of operando small angle X-ray
scattering (SAXS) for the detection of nanoparticles in situ, a study was conducted on
a series of iridium water oxidation catalysts. The study confirmed that the catalysts
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Although first isolated in the early 1600s by Michael Sendivogius, and then again by
Carl Wilhelm Scheele, it was Joseph Priestly who is most commonly remembered as the
person who first discovered and isolated oxygen, although he referred to it as “dephlo-
gisticated air”.1 Phlogiston theory was an attempt to explain combustion and had been
the dominant principle in combustion theory for the past 100 years. Around the same
time as Priestly, Antoine Lavoisier identified oxygen as an element, determined its role
in combustion, and was instrumental in overturning phlogiston theory completely.2 In
1794 Elizabeth Fulhame published “An Essay on Combustion” which built on Lavoisier’s
findings, and is also thought to be the first time catalysis is described.3 Unfortunately,
as is true of many historical female scientists, her name is little known.4
Since the 1700s, both oxygen and catalysis have become better understood. Oxidation
reactions are now incredibly important for a whole range of industrial processes, includ-
ing the production of bulk and fine chemicals.5 Traditionally, oxidation chemistry has
been carried out using commercially available oxidants based on metals such as chro-
mium or manganese, and used in stoichiometric quantities. One of the most famous
oxidation reactions is the Swern Oxidation, Figure 1.1, which is an early example of a











Figure 1.1: The Swern oxidation, which proceeds via reaction of the DMSO with the oxalyl
chloride, before the oxidation of the substrate. The byproducts from the reaction include CO,
CO2 and Me2S.
Industrially, oxidation reactions are a relatively small subsection of the total number
of reactions carried out in pharmaceutical synthesis.7 Historically, limited numbers of
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these reactions will have been catalytic, and even fewer used oxygen as the terminal
oxidant. Additionally, many of the more benign oxidants, such as m-CPBA (meta-
chloroperoxybenzoic acid) or NBS (N-bromosuccinimide) are not sufficiently selective
for application in fine chemical synthesis.8
However, over recent years the field of oxidation chemistry has grown, and there are
some notable classes of substrate, oxidation reaction, and catalysts that serve as the
basis for further development, including; olefin and alcohol oxidations, epoxidation and
oxidation of C–H bonds.5 Osmium tetroxide is commonly used as a catalyst for olefin
oxidations and when used in conjunction with a chiral ligand and a base can produce
reasonably good enantioselectivies for the oxidation.5 Palladium is also widely used to
carry out olefin oxidations, via a Wacker-style mechanism,9–11 and more recent studies
have investigated the scalability of such processes.12 Historically, oxidation of alcohols
has been carried out using chromium or manganese reagents, which again produce con-
siderable quantities of stoichometric, toxic, waste, or alternatively, the Swern oxidation
is used (Figure 1.1). More recent developments in alcohol oxidation have used milder
reagents such as TEMPO (2,2’,6,6’-tetramethylpoperidine-N -oxyl) which is used as a
catalyst in the presence of a terminal oxidant, such as sodium hypochlorite (NaOCl).
Further developments have focused on the synthesis of metal catalysts to perform such
reactions aerobically, often in the presence of TEMPO, as discussed further in Section
1.2.3.
Many of the design criteria for synthetic aerobic oxidation catalysts also apply to the
search for oxygen reduction reaction catalysts for use in fuel cells.13–15 These design
criteria include:
• Oxidatively robust ancilliary ligands: Ligands are commonly polyaromatic
systems with nitrogen donors and no CH2 groups.
• Metal centres with multiple accessible oxidation states: iron and copper
are commonly found in naturally occurring systems.
• Ability to bind and activate O2: the species needs to activate O2 but not
form an oxygen adduct that is too stable to perform catalysis.
• High catalytic performance: In order for a process to be truly sustainable,
the catalyst loading needs to be low, and the cost of producing ancillary ligands
needs to be cheap.
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1.1 Oxygen as a Reagent/Reactant
The relationship between transition metals and molecular oxygen, particularly for the
inorganic chemist, is often characterised by ill-will due to the ready decomposition
of many organometallic complexes of the transition metals in the presence of O2.16
However, this interaction is as important outside the chemistry department as it is in
the laboratory. Without the well-known activation of oxygen by iron found in haem,
Figure 1.2, human life on earth would not exist.17–19
N N
NN










Figure 1.2: The reaction between the iron centre in haem and O2 (L = histidine, or 4-
methylimidazole).20,21
Nature performs the effective transformation of abundant substrates, using first-row
transition metals such as iron and copper, in aqueous media at ambient pressures and
temperatures. As a consequence, oxidation chemistry has traditionally been inspired by
nature, where there is ample inspiration for synthetic analogues to perform oxidation
catalysis.18 Iron-based systems are one of a number of oxidising metalloenzymes, which
perform aerobic oxidations using O2 on varied substrates, including the oxidation of
steroids, fatty acids and other aromatic substrates.21,22 One of the most famous of
these is cytochrome P450, which contains a haem-cofactor and, among other things,
performs epoxidations of C–C double bonds.18 Metalloenzymes are often used as a
starting point when looking more closely at the interaction between transition metals
and dioxygen, and can inform rational design of homogeneous catalysts by looking at
common moieties found in nature.
However, despite the many attractions of using O2 as a reagent, including cost, abund-
ance and environmental impact, there are a number of challenges associated with its
use, including the synthesis of active catalysts. Additionally, the safe operation of high
pressure reactions in the presence of O2 and flammable solvents is challenging and as
such there are still limited examples of its use in industrial oxidations.7,23–25
The limiting oxygen concentration (LOC) is the concentration below which a combust-
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ible mixture is not supported. According to the combustion triangle, it is not simply
enough to remove ignition sources, the presence of sufficient fuel, oxidiser (O2) and
heat, or energy, can cause combustion. LOCs are specific to different solvents at var-
ied temperatures and pressures.26 Even air is above the limiting oxygen concentration
(LOC) for safe operation under some circumstances, and there are examples where the
oxygen concentration is diluted through addition of nitrogen.26
As a consequence, most oxidations in the context of synthetic chemistry are carried
out using stoichiometric oxidising agents such as permanganate or chromium-based
reagents.27 Although effective, the focus on sustainable chemical solutions means such
reagents are less favoured due to their poor atom economy and toxic byproducts.28,29
Aerobic oxidation chemistry has seen a growing interest as the urgency for sustainable
synthetic routes to commodity chemicals has increased.10,30 Therefore, green oxidants,
such as O2 or H2O2, are of interest to improve the sustainability of oxidation chemistry.
Dioxygen is paramagnetic with a triplet ground state, 1.3a. Generally, the presence
of unpaired electrons leads to highly reactive species which are short-lived, although
synthetically such species can be stabilised through the use of bulky substituents.19
In order to understand oxygen reactivity, it is first necessary to understand why O2
does not tend to undergo spontaneous reactions with organic substrates. Dioxgyen’s σ
bond is relatively weak, but recent studies by Thatcher-Borden et al. showed that the
resonance of the π bond contribute a stabilisation of 418 kJ/mol, 1.3b.19 It is also of
note that in most cases, activation of the O2 bond is reductive, in order to populate
the π∗ orbital, although it is possible to use spin inversion to singlet O2.
The reaction of most molecules with oxygen is strongly thermodynamically favoured.
The combustion of methane has an enthalpy of -890 kJ mol-1,31 and the formation
of haematite, an iron oxide, has an enthalpy of reaction of -822 kJ mol-1.32 Despite
this, dioxygen comprises 21% of the Earth’s atmosphere, and most objects do not
spontaneously combust upon contact with O2. The triplet ground state of dioxygen
means that the reaction with most organic substrates, which have closed shell singlet
electronic configurations, requires a large activation energy, due to the spin forbidden
nature of the reaction. In natural systems, metalloenzymes reduce O2 (bond order = 2)
to peroxide (O2–2 , bond order = 1) or superoxide (O–2 , bond order = 1.5) forms which


















(a) The molecular orbital diagram for triplet
dioxygen.
(b) Resonance of the π bond in O2. Re-
printed with permission from J. Am. Chem.
Soc. 2017, 139, 9010-9018. Copyright (2017)
American Chemical Society.19)
Figure 1.3: The MO diagram for O2, showing the two unpaired elections, and the resonance
of the O–O bond which contributes to its stability.
Predicting the reactivity between transition metals and O2 can be challenging, as there
are a number of factors that need to be taken into account; the oxidation state of
the metal, the coordination environment around the metal centre, the ligands, and
of course the thermodynamic drivers and kinetic barriers for the reaction. Extended
lattices of metals and oxygen (metal oxides) tend to act as ‘thermodynamic sinks’ for
the catalyst, forming readily under oxidising conditions. As a consequence, within the
field of homogeneous catalysis, it is necessary to tune both the metal complex and
the reaction conditions to prevent the formation of such species. Developing aerobic
oxidation catalysts requires lowering the activation energy required to facilitate reaction
of a substrate with O2, without resulting in uncontrolled total oxidation (combustion),
whilst also preventing the formation of thermodynamically favoured metal oxides. This
is achieved by ensuring the catalyst can “return” to its reduced state without loss of
the ligand, as discussed further in Section 1.2.2.
1.1.1 Oxygen (O2) Activation
Metalloenzymes activate dioxygen by reducing it to the more reactive peroxide (O2–2 )
or superoxide (O2– ) species, Figure 1.4.33 Most of the oxygen binding metalloenzymes
are bimetallic copper systems, and are “type-3” proteins, Figure 1.9.34–36 These are
a class of proteins that have a bimetallic core of two copper centres, each of which
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is coordinated by three histidine residues. The type-3 oxidising enzymes include cat-
echol oxidase, which is found in some plants and fungi and transforms diphenols into
ortho-quinones, and tyrosinase which catalyses the transition of phenols to catechols
and quinones.33 Low temperature studies (−78 ◦C) of metalloenzyme analogues have
helped reveal important characteristics of the reactivity of the bimetallic copper centre,
including structural and electronic properties, and potential reactivities.37
Although many metalloenzymes are bimetallic, there are some notable mono-metallic
examples, such as haemoglobin and other porphyrin complexes. In mono-metallic sys-
tems, O2 is bound to the metal centre via one of two binding modes, η1 or η2, shown
in Figure 1.4. Note that when bound in the η1 form the bound dioxygen more closely
resembles the superoxide state discussed previously (O–2 , bond order = 1.5) whereas in
the η2 binding mode, the dioxygen is closer to a peroxo state. These binding modes are























Figure 1.4: The binding modes of O2 to one or two metal centres. The binding mode gives
an indication of the degree to which the complex has activated the O–O bond. The end-on
mode is colloquially referred to as the Pauling binding mode, whilst the side-on mode is known
as Griffith binding.39 Examples of each can be found in Figure 1.5. Note that both bridging
dinuclear peroxo species are also collectively called bis-µ-peroxo species.
Elwell et al. report on series of mono-copper oxygen complexes, stating that upon
binding dioxygen, the degree of electron transfer, and therefore the degree of activation
of the O–O bond, is dependent on the “electron-donating power and denticity of the
supporting ligands”.36 In their reported Cu–O and O–O distances, determined by X-ray
crystallography, the O–O distances are consistently greater when the oxygen is bound
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in an η2-binding mode than in an η1 configuration, suggesting that the O–O bond is
weaker when bound in an η2 configuration. The use of Raman spectroscopy can help
distinguish between different binding modes, as the wavenumber associated with the
O–O stretch will give an indication of the bond strength, with higher wavenumbers






Raman spectroscopy can also allow investigations into the metal-to-ligand charge trans-
fer (MLCT) transitions of the M–O bond.36,40 In general, complexes where the bound
O2 is assigned as η1 have wavenumbers in the region associated with superoxides (ν(O–
O) = ≈1100 cm-1) and bond lengths in the region of 1.2 – 1.3Å, whereas those with
η2 binding modes have wavenumbers under 1000 cm-1 which is more similar to those of
peroxides, with bond lengths closer to 1.4Å.36
The mechanisms of catalytic aerobic oxidation reactions in naturally occurring systems
have been studied in depth, including structural investigations into the active site of
the enzyme and the mechanism of oxygen activation.35 These studies have informed
the design of synthetic analogues, and allowed insights into the binding modes of O2 by
first row transition metals, the impact of this on the activation of the O–O bond, the
roles of ancillary ligands, and the mechanism of oxygen activation.13 This is discussed
in more detail in Section 1.2.1 of Chapter 2.
1.2 Catalytic Activation of O2
Building on the activation of O2 discussed in Section 1.1.1, catalytic activation of O2
opens the door to a range of different applications. This includes aerobic oxidations,
which has synthetic chemistry applications, and oxygen reduction reactions for fuel cell
applications.
The two oxidations outlined above, the Swern oxidation and the reaction of O2 with
the iron centre in haem, demonstrate an important distinction in some oxidation reac-
tions. The Swern oxidation is an example of a dehydrogenative oxidation, whereby the
alcohol undergoes oxidation to a ketone, via the loss of a proton. O2 can be used as
a terminal oxidant in these reactions, but is not itself incorporated into the product.
Other oxidation reactions result in the transfer of an oxygen atom to the product (oxy-
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gen atom transfer, OAT), which will be discussed in more depth in Section 1.3. In many
cases, when O2 is used as the oxygen source, only one oxygen atom is transferred to
the product. The other is released from the catalyst, commonly as H2O which is often
facilitated by the addition of a coreductant. A number of the common types of aerobic
oxidation reaction are outlined in Table 1.1.
1.2.1 Use of First Row Transition Metals in O2 Binding and
Activation
There are many examples of the use of first row transition metals being used success-
fully in O2-binding an activations, although their use is not without challenges. The
formation of oxides can hinder the synthesis of homogeneous catalysts, whilst the many
variable coordination geometries can complicate the rational design of catalysts. Addi-
tionally, although the use of copper and iron is appealing due to their use in metalloen-
zymes, both are paramagnetic, which can complicate characterisation and monitoring
of catalysis.
However, there are many examples that use other first row transition metals, including
cobalt, nickel and manganese, to perform such transformations. One of the key features
of many of these catalysts is their bimetallic nature, either through the use of carefully
designed ligands, or through a cooperative mechanism during catalysts.41–45
There are a variety of modes in which O2 is bound to the metal centre(s), Figure 1.4,
and identifying these is key in predicting activity. The length of the O–O bond can
be used to infer the bond strength, and therefore how activated the O–O species is.46
Characterisation of these oxygen containing complexes can be carried out using X-ray
crystallography and various spectroscopic techniques.18,39,47
Unsurprisingly, due to their abundance in nature, porphyrins are commonly found in
oxidation chemistry, along with synthetic macrocyclic derivatives.13 A common motif
is a sandwich or “Pac-man” style complex, where two metal centres are held in close
proximity to each other, facilitating the binding of O2 between them.39,48
Some of the common synthetic derivatives that employ this “Pac-man” style motif are
based on Schiff-bases, due to their ease of synthesis and scalability. Work by Love
and coworkers demonstrated a dicobalt complex that spontaneously reacted with O2 to
form a CoIII2 -µ-OO species, as shown in Figure 1.5c. Using a mixture of electrochemical
oxidation and a sacrificial oxidant, the reactivity of these complexes towards the oxygen
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reduction reaction was investigated. Although turnover was observed, the rates of
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Figure 1.5: A series of literature examples demonstrating the five potential binding modes
shown in Figure 1.4 of first-row transition metal O2 activation catalysts. (b) Side-on, mono-
nuclear: An η2-peroxo cobalt complex from Cramer et al. O–O bond distance: 1.262(8) Å.46
(c) End-on, bridged-dinuclear: A porphyrin-inspired µ-η1:η1-peroxo complex reported by
Givaja et al. O–O bond length: 1.361(3) Å.49 (d) Side-on, bridged-dinuclear: An example
of a bimetallic, side-on µ-η2:η2-peroxo complex by Park et al. O–O bond length 1.540 (5) Å.52
(e) Side-on, bridged-dinuclear: A copper bis-µ-oxo complex reported by Kieber-Emmons
et al. O–O distance 2.319 Å (from calculations, see reference for further details.)53
1.2.2 Ligand Effects in O2 binding
Not only is tuning the metal centre a challenge in O2 activation, designing oxidatively
robust ligands is also an obstacle to the success of such complexes. The ligands need
to withstand the highly oxidising conditions of the reaction, but also variations in the
oxidation state of the metal centre, without themselves undergoing redox events. In
the 90s, early attempts to design oxidatively robust ligand architectures led to the de-
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velopment of “design rules” to apply to ligand architectures.54 Most of these apply to
the position of heteroatoms or substituents around the chelate ring and are designed
to prevent common degradation pathways observed in oxidation catalysts.54 Different
metal centres require different ligand frameworks,55 and some frameworks have proven
particularly well suited to different types of catalysis. The pyridine alkoxide ligand, Fig-
ure 1.6, has proven able to withstand the harsh conditions required for water oxidation
catalysis, including high oxidation states of the metal, without degradation.56
N
O
Figure 1.6: The pyridine alkoxide ligand. The pyridine ring provides a rigid N-donor, the
alkoxide is a strong donor, the methyl groups are resistant to oxidation, and also provide
scope for functionalisation and the ligand has a broad range of solubilities.56
The binding environment around the metal centre has a significant effect on reactivity.
This is not a recent observation, the phenomenon was demonstrated in a 1975 paper on
the impact of the basicity of the ligand on the O2-adduct stability.57 Figure 1.5 shows
five complexes, representing the different possible binding modes of O2 to a metal centre.
In all cases the ligands are nitrogen-based chelate ligands. The three bridged-dinuclear
complexes show bimetallic systems with the two metal centres held in close proximity
to each other in order to activate the O–O bond.
A 2018 study by Nishiura et al. examined the role of changing ligand substituents on
a mono-cobalt complex on the binding affinity of the cobalt(II) centre to O2, shown in
Figure 1.5a. They found that depending on where the substituent was located on the
complex had an impact on its effect. Although changing the boron substituent (R) had
an effect on the oxidation potential of the complex, they found that this did not correlate
to the affinity of the Co(II) centre to O2. Instead, they deduced that steric effect of the
substituent in the coordination sphere of the complex had a more pronounced effect.51
Conversely, by changing the substituent on the pyrazole ring (R’), both O2 affinity
and the electrochemical properties of the complex are affected in a similar manner.51
This led the authors to the conclusion that ligand effects in the secondary coordination
sphere have both a steric and inductive effect on the O2 binding affinity.
The bis-µ-oxo complex shown in Figure 1.5e is formed via an end-on µ-η1:η1-peroxo
complex, as shown in Figure 1.4. The subsequent breakage of the O–O bond to form the
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oxo species shows that the complex is able to activate the bond.53 In subsequent studies
by the same group, it was found that changing both the primary and the secondary
coordination sphere around the metal centre could promote or limit the conversion from
the peroxo- to the oxo- species. These changes were either due to the introduction of
Lewis acids which coordinated to the ligand, or substrates, which bound directly to
the metal centre. The authors concluded that the impact of the Lewis acids has a
steroelectronic effect on the reactivity at the metal centres.58
This observation is further supported by a series of examples from Elwell et al., whose
review demonstrated the significance of the binding environment around bimetallic
copper (I) centres on the reactivity with O2, Figure 1.7.36 They deduced that the steric
effect of the methyl and quinoyl groups reduced the electron donating ability of the
ligand to the copper centres, resulting in µ-η2:η2-peroxo dicopper complexes, rather
than the bis(µ-oxo) complex seen for the unsubstituted ligand.
Figure 1.7: The impact on ligand functionalisation on the binding of O2 by bimetallic cop-
per complexes. The systems on the left resulted in µ-η2:η2-peroxo dicopper complexes, whilst
the ligand on the right resulted in the formation of a bis(µ-oxo) complex. Reprinted (adap-
ted) with permission from Chem. Rev. 2017, 117, 2059–2107. Copyright (2017) American
Chemical Society.36
1.2.3 Aerobic Oxidations
Although stoichiometric oxidations of alcohols by palladium (II) and dioxygen were
reported as early as 1828 by Berzelius,59 it took until the 1950s before the techniques
were applied catalytically at scale.9 The Amoco process is used to produce almost 70%
of all terephthalic acid used worldwide,60 using a cobalt–manganese–bromide catalyst
and oxygen from air as the oxidant, 1.8b.61 Many aerobic oxidation catalysts draw
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inspiration from biological systems,62,63 or from Wacker chemistry which uses a palla-
dium/copper system to perform oxidations.13,64 In Wacker chemistry the copper salts
act as a cocatalyst, and are themselves oxidised by O2 meaning they can regenerate the
active Pd(II) species, which does not react with O2, 1.8a. The Wacker process is an


















Figure 1.8: (a) The Wacker process, showing the oxidation of the copper cocatalyst by
O2, which oxidises the palladium which can then react with the substrate. (b) The Amoco
process, which produces terephthalic acid via the catalytic oxidation of p-xylene through an
autoxidation process and a cobalt-manganese-bromide catalyst.
Biocatalysis is often used for aerobic oxidations, and there are a range of examples us-
ing different oxygenases to perform aerobic oxidations on a diverse range of substrates,
including alcohols, alkenes, sulphides and Baeyer-Villiger oxidations on ketones.66 Ad-
ditionally, using biological inspiration, there are numerous examples of porphyrin-based
catalysis for aerobic oxidations.67
Of the oxidising enzymes; bimetallic copper systems emerge as some of the most well
understood and characterised. These include catechol oxidase, which is found in some
plants and fungi and transforms diphenols into ortho-quinones, and tyrosinase which
catalyses the transition of phenols to catechols and quinones.33 Both catechol oxidase
and tyrosinase activate oxygen via the µ-η2-η2-peroxo state shown in Figure 1.9.18
Structural investigations into the active site of the enzyme and the mechanism of oxy-
gen activation have determined that most type-3 copper centres contain antiferromag-
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netically coupled copper centres, each coordinated by three histidine residues.35 These
studies have informed the design of synthetic analogues, due to their insights into the
way in which the oxygen binds to the metal centres, Figure 1.9, and the mechanism
of oxygen activation through different mind modes, Figure 1.12. Many of the studies
report that the active species is a copper(I) centre, which upon reaction with dioxygen































Figure 1.9: Binding modes to copper centres in synthetic aerobic oxidation catalysts. Ad-
apted with permission from Chem. Rev. 2004, 104, 1047–1076. Copyright (2004) American
Chemical Society.68
As discussed in Section 1.2.2, one of the significant factors in the reactivity of metal-
loenzymes is the environment around the active site.34 This is demonstrated again by
the examples shown in Figure 1.10 which show the significant differences in O–O bond
length by changing the ligand environment. However, the authors found during their
studies of dicopper complexes that in addition to the ligand, the use of additives had a
pronounced impact on the reactivity of the complex.
Using a different N-donor ligand, (N -methyl-N,N -bis[3-(dimethylamino)propyl]amine
(MeAN), shown in 1.11a), they found that their complex bound O2 in a µ-η2-η2-peroxo
configuration, but did not activate it further, meaning the complexes were inactive for
oxidation catalysis. Addition of additives such as sodium phenolates or Lewis acids
activated the complex, resulting in the cleavage of the O–O bond and consequently
oxidative activity, including C–H oxidation, Figure 1.11.58
The authors identified that the combination of weak “backbonding” from the metal
centre into the σ* orbital of the peroxo, with reduced electron donation from the π∗
orbital of the O2–2 to the copper centre (LMCT), resulted in a weaker O–O bond, but
no O–O bond cleavage, Figure 1.12. In addition to X-ray crystallography, the different
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Figure 1.10: The impact of three different N-donor ligands on O–O bond activation, rep-
resented through bond length, highlighting the impact of ligand variation. Reproduced with
permission from J. Am. Chem. Soc 2012, 134, 8513-8524. Copyright (2012) American
Chemical Society.52
binding modes can be distinguished by the use of Raman spectroscopy. In Resonance
Raman spectroscopy, the use of selective excitation allows vibrations that are strongly
affected by the electronic transition to be probed.69
The use of phenolates or Lewis acids also illustrated two different activation mechan-
isms, namely primary coordination sphere activation, by the phenolates, or secondary
coordination sphere control by the Lewis acids. The proposed mechanism of activation
by phenolates is shown in 1.11b, whereby the phenolate coordinates directly to the
copper centre, resulting in a change in oxidation state of the copper centres and break-
age of the O–O bond.58 The phenolate subsequently undergoes C–H activation through
electrophilic aromatic substitution, determined through Hammett studies, suggesting
electrophilic reactivity of the oxygen in this complex. They propose that Lewis acids
coordinate to the axial nitrogen donors of the MeAN ligand, resulting in greater ligand
donation from the equatorial ligands, resulting in O–O bond cleavage.58 This is an ex-
ample of cooperative catalysis, whereby the environment around an active site or metal
centre in a catalytic system “facilitates” a catalytic process. This could be a ligand
effect or a neighbouring metal.
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(a) X-Ray crystal structure of [Cu(MeAN)2(O2–2 )](SbF6)2. Reproduced with permission from J. Am.
Chem. Soc 2012, 134, 8513-8524. Copyright (2012) American Chemical Society.52
(b) Proposed mechanism of activation of the O–O bond by addition of sodium phenolate. Adapted
with permission from J. Am. Chem. Soc 2017, 139, 3186-3195. Copyright (2017) American Chemical
Society.58
Figure 1.11: The “in-active” copper dimer, and the proposed mechanism of activation with














2- σ∗ orbital Back-donation from π* orbital
N
Figure 1.12: Postulated modes of weakening the O–O bond in bimetallic copper complexes
with N-donor ligands, Adapted from a diagram by Garcia-Bosch et al.58
Due to their prevalence in natural systems, copper catalysts have seen widespread use
in the field of synthetic aerobic oxidation catalysis.62 However, most of the examples
of copper complexes use simple copper salts with high numbers of additives, or high
catalyst loadings. A review by Gulzar et al. included some examples with catalyst
loadings of CuCl2 of up to 20 mol%, coupled with the use of additives, such as TEMPO,
in loadings of up to 50 mol%.70
The aerobic oxidation of alcohols using a copper/TEMPO systems shows wide applicability,71
and the proposed mechanism for such reactions is similar to the mechanism proposed
for that of galactose oxidase, which proceeds via a radical mechanism.18 A mechanistic
study by Stahl and coworkers on a Cu/TEMPO catalyst system is shown in Figure 1.13.
Their study revealed a two part process: the oxidation of the catalyst and TEMPO-
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H by dioxygen, followed by oxidation of the substrate coupled with reduction of the
copper centre.71 They postulate that the oxidation of the substrate and reduction of
dioxygen is a bimetallic process, the mechanism of which is shown in Figure 1.13. They
propose that dioxygen is initially bound by one Cu(I) centre, forming a mono-metallic
superoxo species. This species reacts with another Cu(I) centre, reducing the superoxo
species to form a Cu2O2 intermediate, the exact structure of which is not known. The
authors suggest it could be any of the bimetallic structures shown in Figure 1.4. This
species reacts with TEMPO-H in Step 3 (Figure 1.13).
Figure 1.13: Proposed catalytic cycle for the aerobic oxidation of alcohols with a copper
catalyst and TEMPO. Reprinted with permission from J. Am. Chem. Soc 2013,135, 2357-
2367. Copyright (2013) American Chemical Society.71
This study also highlights the use of stable radicals (TEMPO) as a means of catalysing
and promoting the reaction. Unlike the example above, where phenolates or Lewis acids
bound directly to the complex (either via the metal centre, or the ligand) to activate the
O2, the TEMPO in this example interacts directly with the copper-substrate species
(Cu-alkoxide) to break the C–H bond of the primary alcohol and form the aldehyde
product. The use of stable radicals in aerobic oxidation catalysis is the focus of a review
by Muldoon and coworkers.72 Many of the reported catalytic systems are based on a
CuI(bipy) system. Indeed, they even report that in some cases, the copper equivalent
to a palladium or ruthenium catalyst has a greater substrate scope, which is promising
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from a sustainable chemistry perspective.
In contrast to the copper complexes, cobalt oxidation catalysts are often based on
salen and salen derivatives. These ligands are commonly used in aerobic oxidations
due to their oxidatively robust structure, similarity to some porphyrins, and scope for
functionalisation. A study by Stahl and coworkers using a cobalt (II) salophen complex
to perform aerobic oxidations on p-hydroquinone revealed that the reaction proceeds
via a CoIII-superoxide adduct, Figure 1.14.
Figure 1.14: Aerobic oxidation of p-hydroquinone to p-benzoquinone by a cobalt salophen
system, with two key intermediates shown. Reprinted with permission from J. Am. Chem.
Soc. 2016, 138, 4186–4193. Copyright (2016) American Chemical Society.73
Their studies also revealed that the mechanism included hydrogen atom transfer (HAT)
and proton coupled electron transfer (PCET), with the latter being the turnover-
limiting step. They found that the rate was strongly solvent dependent, with a signific-
ant rate enhancement when using methanol, but that mass transfer of O2 into solution
limits the rate.73 The use of EPR studies helped determine key intermediates (shown
in Figure 1.14) during the catalytic cycle in conjunction with UV-vis spectroscopy and
density functional theory (DFT) calculations.
The cobalt salophen complex performs the oxidation of the p-hydroquinone substrate
occurred with the full, 4-electron reduction of O2 to H2O. Other mononuclear CoII
species with an ONNO ligand framework have also demonstrated C–H bond activation
in conjunction with O2 reduction, suggesting that although historically copper has
dominated the field of aerobic oxidation, there is scope for other first-row transition
metals to perform such reactions.74
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Autoxidation Amoco process61 Co/Mn/Br61 Radical reaction.75 Air is used.




O2 is not able to directly reoxidise Pd(0) due to its
closed shell configuration. Instead, the O2 oxidises
the Cu co-catalyst which is able to reoxidise Pd(0)
to Pd(II) and complete the catalytic cycle.23,76
Dehydrogenative Oxidation of alcohols to al-
dehydes, ketones or esters.





O2 reoxidises the catalyst.10 H2O or H2O2 are com-
mon products. An example of C–H activation can
be seen in 1.11b, which is also an example of O-
atom incorporation. Oxidation of alcohols to alde-
hydes can be seen in Figure 1.13 and in Figure 1.14.




C–C bond formation, amin-





Proceeds via reductive elimination, followed by re-







The oxygen is incorporated into the product,66 and
in some cases serves to also reoxidise the catalyst.
Oxygen atom transfer reactions (discussed further




Ru,86 Ir87 The light either excites the O2 so it is no longer in
the triplet state and available to react with organic
substrates, or excites a photosensitiser that is able
to excite the substrate.86–89
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It is worth noting that although solvent effects can have a pronounced impact on the
reactivity of some catalyst systems,90 for example salen systems,91 there are no clear
rules that can be applied across oxidation catalyst systems. It is therefore recommended
that solvent effects are investigated during reactivity screening processes of new O2-
activation catalysts.
1.2.4 Oxygen Reduction Reaction (ORR)
The oxygen reduction reaction is used in fuel cells, which are used for sustainable energy
generation. The reduction of O2 is coupled with the oxidation of a sustainable fuels, such
as H2 generated from water oxidation, in order to generate electrical energy. Electricity
is generated via the controlled electrochemical oxidation of a fuel, for example H2, at
the anode, and the reduction of an oxidant, O2, at the cathode. Many of the existing
ORR catalysts are based on platinum, which although efficient, has seen a decrease in
popularity due to sustainability concerns.92 As a consequence, there has been a focus
on the use of abundant and cheap first row transition metals for catalysis.
In the context of electrocatalysis, efficiency can be described by a range of different
parameters. The include the overpotential, which is the difference between the stand-
ard potential for a reaction to occur and the applied potential required to obtain a
target current density.93 The Faradaic efficiency describes the ratio between the num-
ber of electrons passed as current, and the number of electrons detected in the product.
Additionally, for fuel cell applications, the selectivity of the catalyst is significant. It is
important that the catalyst performs the four electron reduction to H2O, rather than
the two electron reduction to H2O2, since the formation of H2O provides more eneregy
and is therefore more effective for energy production.13 Additionally, generation of H2O2
is of concern due to its corrosive nature as a result of the facile generation of highly
reactive radical species (HO•). The selectivity of the ORR can be confirmed using
iodometric titrations94,95 or a rotating ring disk electrode.96
O2 + 4H+ + 4 e– −−→ 2H2O Potential: 1.229 V97
O2 + 2H+ + 2 e– −−→ 2H2O2 Potential: 0.695 V13
Similarly to aerobic oxidations, there are a number of metaloenzymes which perform
the desired oxygen reduction reaction (the four electron reduction of O2 −−→ H2O)
and can be used for inspiration for synthetic analogues.98 Cytochrome c oxidase is a
transmembrane protein that performs the reduction of oxygen to water, and also acts
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as a proton shuttle, it contains two haem units and two copper centres, supported by
histidine units. Although there is still some uncertainty in the full catalytic cycle, there
are a number of steps that can be confidently assigned, the activation of O2 in the active
site. The active site contains an iron haem and a copper centre, and the mode of O2
activation is thought to be breakage of the O–O bond, rather than sequential reduction
steps, Figure 1.15.98,99 The iron and copper activate the O2 cooperatively,98 an example
of heterodinuclear O2 activation, and a number of model complexes have been synthes-
ised to further study the mechanism of O2 activation.100 Such cooperative mechanisms
are observed in the oxidases that perform aerobic oxidations, as discussed previously,
and the bimetallic copper complexes discussed in Section 1.2.3 which perform aerobic
oxidations.
Figure 1.15: The active site of cytochrome c oxidase showing the iron porphyrin and copper
centre. Image B shows the system with bound carbon monoxide. Reprinted with permission
from Chem. Rev. 2018, 118, 10840–11022. Copyright (2018) American Chemical Society.38
Although there are many examples of efficient heterogenous ORR catalysts,92,101 homo-
geneous systems are often used to probe the reaction mechanism due to the comparat-
ive ease of characterising the active site. Homogeneously catalysed ORR can be driven
electrochemically or chemically using a range of different reductants.13 The choice of
reductant will be determined by the onset and overpotential of the catalyst and the
standard reduction potential of the reductant. Iron, cobalt, manganese and copper
are most commonly used for both heterogeneous and homogeneous ORR catalysts, al-
though there are examples of vanadium, zirconium, chromium and molybdenum ORR
catalysts.13
Many synthetic ORR catalysts are based on porphyrins, since they are easily functional-
ised and oxidatively robust.48,102,103 Additionally, many of the systems draw inspiration
from cytochrome c oxidase and the cooperative nature of the bimetallic system, with
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two metal centres held in close proximity to each other, via “pacman” style arrange-
ments. First developed in the 80s and 90s, cofacial porphyrin architectures developed,
the so-called “pacman” style systems. Since then, they have been developed further,
with differing angles between the porphyrin rings, varying substitution patterns and a
wide range of different metal centres.104–106 Some of the more iconic ligand architectures
in this field are shown in 1.16a, including Nocera’s “hangman” porphyrin (right).
Studies probed the impact of “proton relay” functionality on the porphyrin rings,
determining that proton coupled electron transfer plays an important role in O–O
bond cleavage, and as such, the introduction of a “proton shuttle” can promote O2
activation.102 The proposed mechanism of ORR by the cobalt pacman complexes shown
in 1.16b is shown in Figure 1.17. The first protonation of the cobalt-superoxide species
is significant in the selectivity of the reaction to the 4e- reduction to H2O.
A recent study into mono-nuclear cobalt porphyrin ORR electrocatalysts found that
changing the substitution on the porphyrin backbone had a pronounced effect on the
reactivity of the complex.108 By changing the pH and overpotential, the authors found
that substituents that helped stabilise the O2-bound intermediates in the reaction mech-
anism. They found that the inclusion of a cationic quaternary amine resulted in a more
pH robust catalyst, as shown in Figure 1.18, which they ascribe to stabilisation of the
proposed cobalt peroxide intermediate. The authors compare this reactivity to com-
parable iron-based porphyrins, where the ORR selectivity can be improved by addition
of hydrogen-bonding substituents which can stabilise higher valent intermediates than
the cobalt complexes.108,109
An alternative approach to functionalisation of a mono-nuclear porphyrin, as shown
above, is to use an asymmetric pacman complex. A recent study by Liu et al. studied
the impact on the rate of ORR activity using the two complexes shown in Figure 1.19.
They found a pronounced acceleration in rate and selectivity with the asymmetric
species, which suggested a change in mechanism when compared to symmetrical pacman
complexes. They attributed this activity to one of the porphyrin moieties functioning
as a Lewis acid, stabilising the O2-adduct.48
The systems shown in Figure 1.18 and Figure 1.19 serve to illustrate the impact of elec-
trostatic effects of distal ligand functionalisation, in some cases changing the products of
reaction and significantly changing the electrochemical behaviour of the complexes.48,108
The introduction of an amine group on the complexes shown in Figure 1.18 meant the
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(a) A series of three macrocycle-based ORR catalysts. From left to right; Collman’s “picket-fence”
porphyrin, Chang’s Kemp’s “triacid” porphyrin and Nocera’s “hangman” porphyrin. Reprinted with
permission from Chem. Rev. 2018, 118, 2340-2391. Copyright (2018) American Chemical Society.13
(b) A series of cobalt pacman oxygen reduction catalysts. Reprinted with permission from J. Am.
Chem. Soc 2004, 126, 10013-10020. Copyright (2004) American Chemical Society.107
Figure 1.16: Architypal porphyrin-based oxygen reduction catalysts.
impact of protonation of the ligand due to changing pH on the mechanism could be
studied. This is of specific relevance when the proposed reaction mechanism includes
a proton coupled electron transfer (PCET) step. Both systems are electrochemically
driven oxygen reduction.
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Figure 1.17: The proposed mechanism of oxygen reduction by Nocera’s cobalt pacman
complex. The first protonation of the superoxo intermediate (green box) is important in
promoting the full 4e- reduction to H2O, rather than the 2e- reduction to H2O2, illustrated
with red arrows. Reprinted with permission from Acc. Chem. Res. 2007, 40, 543-553.
Copyright (2007) American Chemical Society.102
Proton coupled electron transfer (PCET) is a process commonly found in both syn-
thetic and natural systems, and describes the simultaneous transfer of a proton and
an electron.110 By coupling the transfer into a simultaneous process, the high energy
intermediates that would result from just H+ or e– transfer are avoided, making the
reaction more favourable.110,111
As electrochemically driven ORR catalysts, the catalytic performance of the porphyrin
systems described above are compared using the overpotential. However, many ORR
catalysts are chemically driven, often using terminal reductants such as ferrocene deriva-
tives.95,112–114 In both electrochemically-driven and chemically driven reactions, the pro-
ton source can also have a pronounced effect on the reaction, dictating whether it is a
2-electron reduction to H2O2 or the full 4-electron reduction to H2O. A study by Nocera
and coworkers studied two bimetallic cobalt complexes for their reactivity towards O2
reduction in the presence of different acids. Due to the competing proton reduction to
H2 by some electrode surfaces, it is necessary to choose conditions carefully.115 They
found that the Faradaic efficiency scales with the overpotential, meaning that in the
presence of strong acids, the high overpotential favours the ORR pathway that leads
to O–O bond cleavage and the production of H2O. In the presence of weaker acids the
formation of H2O2 is favoured.116
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Figure 1.18: Turnover frequencies (TOF) and overpotential at different pH values for the
cobalt porphyrin complex shown, reported by Zhang et al. Reprinted with permission from J.
Am. Chem. Soc. 2020, 142, 13426–13434. Copyright (2020) American Chemical Society.108
Figure 1.19: Cobalt pacman complexes reported by Liu et al. with the unsymmetrical
system shown on the left. Reprinted with permission from Chem. Sci., 2020, 11, 87 - 96.
Published by the Royal Society of Chemistry.48
As mentioned previously, cobalt salen complexes are often used in oxidation chemistry.
Although the partial 2e- reduction of O2 to H2O2 is not desirable for the ORR, there are
still lessons that can be learned from systems that perform such reductions. A recent
study into a different series of cobalt salen complexes for the selective reduction of
oxygen to hydrogen peroxide (O2+2 e– −−→ H2O2) by decamethylferrocene (Fc*) found
that substitution on the ligand backbone had a pronounced effect on the electrochemical
properties of the complexes, as shown in Figure 1.20.95 They found that the CoIII/II
redox potential corresponded to the chemically driven rates for ORR, where complexes
with lower oxidation potentials exhibited higher ORR rates for the formation of H2O2.
The correlation between the oxidation potential and chemically driven reactivity sug-
gest that the electrochemical properties of the complex can be used as a method of
probing the potential reactivity of the complex. Additionally, the shift in electrochem-
ical properties suggests that changes on the ligand backbone that are multiple bonds
away from the metal centre can have a pronounced effect on the electrochemistry of the
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Figure 1.20: The oxidation potentials (red) and selectivities of a series of cobalt complexes
for reduction to H2O2 (blue) reported by Wang et al. Reprinted with permission from J. Am.
Chem. Soc. 2017, 139, 16458–16461. Copyright (2017) American Chemical Society.95
complex, which can correspond to catalytic activity or potential changes in mechanism.
Although there are examples of water oxidation catalysts that also perform C–H activation,117,118
and a limited number of aerobic oxidation catalysts that perform oxygen reduction,30
there are fewer examples of oxygen reduction catalysts that also perform oxidation
reactions. The limited examples that exist are heterogeneous electrocatalytic oxygen
reduction catalysts that perform oxidation reactions.119
1.3 Oxygen Atom Transfer
An interesting feature of metal-oxygen complexes is the potential amphoteric reactiv-
ity of the resultant complex.120,121 Although O2 itself only behaves as an electrophile,
or is reduced as an electron acceptor, metal-oxygen species can react as electrophiles,
nucleophiles or in radical reactions, Figure 1.21. Such behaviour can be tuned through










Figure 1.21: Amphoteric reactivity of an M–O peroxo species, where S = substrate.
Oxygen atom transfer is often one part of the mechanism of catalytic aerobic oxida-
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tions. In both systems the metal complex needs to bind O2, and oxidise a substrate.
Figure 1.22 shows a simplified reaction mechanism, highlighting some key steps in the
process. The first two steps are the same for both, binding O2, and then binding a
substrate, note that the substrate-bound adduct can be bound in a number of differ-
ent configurations. In many oxygen atom transfer reactions, the oxidised substrate is
released from the complex, leaving a metal-oxo species. In order to make the process
catalytic and close the cycle, the second oxygen atom needs to be removed from the
metal centre. This can be done through a variety of ways, including addition of further















Figure 1.22: A schematic mechanism showing some key steps in oxygen atom transfer
reactions and aerobic oxidations. In order for the reaction to be catalytic, the reductive oxo
removal step is key, returning the complex to its initial state so that it may bind and activate
O2 again. It is worth noting that substrate binding is shown here as an inner-sphere process,
but there are examples of concerted outer-sphere processes.
An example of this is a cobalt-oxo species, reported byWang et al. that performs oxygen
atom transfer, C–H activation, and epoxidations, Figure 1.23.123 Using the correlation
between reaction rate and the oxidation potentials of a range of different substrates,
they determined that the cobalt-oxo species displayed electrophilic character.
The binding mode, spin and redox state of the metal-oxygen bond can play a significant
role in its reactivity. This is illustrated by an example reported by Shin et al. from
2016.124 They found they could activate a side-on η-2 peroxo species (Figure 1.24, top)
with perchloric acid to yield an end-on hydroperoxo complex (Figure 1.24, bottom). The
O2 is sourced from H2O2, rather than O2. They found that only the hydroperoxo com-
plex performed oxygen atom transfer on PPh3 and a series of thioanizoles, Figure 1.24.
Addition of 10 equivalents of phosphine revealed quantitative formation of OPPh3, sug-




Figure 1.23: The cobalt-oxo species synthesised by Wang et al.. (a) Oxygen atom transfer,
(b) C–H activation and epoxidation by the cobalt-oxo complex. Figure reproduced from Nat.
Commun. 2017, 8, 14839. Licensed under Creative Commons (2017).123
yield. A cobalt-hydroxo species was identified in solution by mass spectrometry, which
was proposed as a decomposition product of the complex, suggesting some catalytic
turnover before deactivation. Through the use of para-substituents on the thioanizoles
it was possible to construct a Hammett plot, revealing electrophilic reactivity of the
cobalt complex in the oxygen atom transfer reactions.124 Beyond construction of the
Hammett plot, mechanistic studies were not carried out, but in both cases the product
of the reaction is the result of a transfer of one oxygen from the hydroperoxo complex
to the substrate.
Figure 1.24: The monometallic cobalt complexes reported by Shin et al. showing the
difference in reactivity between the η-2 peroxo complex and the end-on hydroperoxo species.
Reprinted with permission from Inorg. Chem. 2016, 55, 12391–12399. Copyright (2016)
American Chemical Society.124
This observation was also mirrored in a series of manganese complexes, where the η-2
peroxo complex was not active for either oxygen atom transfer (OAT) or hydrogen atom
transfer (HAT), but after the formation of the end-on hydroperoxo species, activity was
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observed for both OAT and HAT. Changing substituent X allowed the mechanism of
reactivity to be determined.125
A mono-nuclear cobalt peroxo species [Co(13-TMC)(O2)]+, Figure 1.25, was found to
show nucleophilic reactivity towards organic substrates. Reactions with para-substituted
benzaldehyde (X = OMe, Me, F, H) allowed the construction of a Hammett plot, which
revealed nucleophilic reactivity of the cobalt peroxo towards the substrate.126 However,
upon changing the size of the macrocycle from 13-TMC to 12-TMC, the reactivity of





Figure 1.25: [Co(13-TMC)(O2)]+ (where 13-TMC = 1,4,7,10-tetramethyl-1,4,7,10-
tetraazacyclodecane) which showed nucleophilic reactivity towards benzaldehydes.126
Further studies on the use of varying sizes of macrocycles with different metal centres,
as a means of tuning the reactivity of the resultant complexes, has been carried out.
Such monometallic complexes have been observed to display both electrophilic and
nucleophilic reactivity (stoichiometric) depending on the metal used and the resultant
metal-oxygen bond, Figure 1.26.121,127–129
Figure 1.26: Examples of electrophilic and nucleophilic reactivity by a metal-oxygen com-
plex. Reprinted with permission from Acc. Chem. Res. 2012, 45, 1321–1330. Copyright
(2012) American Chemical Society.127
There are examples of using an aldehyde as a sacrificial reductant, so-called “Mukaiyama’s
Conditions”, for the aerobic oxidation of alcohols to their corresponding ketones with a
ruthenium/cobalt catalyst system.130,131 Studies by Mastrorilli et al. into the mechan-
ism of reaction suggested that the cobalt first binds the O2 to form a superoxo species
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which is in equilibrium with a µ-peroxo species. They propose that it is the cobalt
superoxo species that reacts with the sacrificial aldehyde, rather than the peroxo spe-
cies, forming the reactive species which activates the substrate. The reactive species
is speculated to be one of a number of possible products, including a hydroperoxo co-
balt complex, a coordinated peracyl radical, or a peroxo species. The products of the
reaction with the aldehyde are not identified, but are postulated to be an acylperoxo
species.131
It is clear that the ligand and metal environment have a large influence on the ability
of the complex to bind O2, and the subsequent reactivity of the O2-bound complex.
There are some tentative trends that can be drawn out from the examples shown. The
formation of peroxo-bound complexes tends to result in nucleophilic activity by the
complex, as observed in Figure 1.25 and Figure 1.26. Conversely, end-on O2-bound
species, such as superoxo or hydroperoxo complexes result in electophilic reactivity,
Figure 1.24 and Figure 1.26.
1.4 Homogeneous vs. Heterogeneous Catalysis
The distinction between heterogeneous and homogeneous catalysis was first made in
1902 by Ostwald.132 Since that time, new chemistry has been developed that blurs they
line between the two. This includes nanoparticles (1 – 100 nm), metal clusters (3 +
metal atoms) and single-site heterogeneous catalysis.133
Understanding the speciation of the catalyst is important in order to gain mechanistic
understanding, which can help catalyst optimisation through tuning of the selectivity,
lifetime, activity and recovery of the catalyst.133 Additionally when scaling up a process
there are important considerations with reproducibility, scalability, cost, leaching and
modelling if the speciation of the catalyst is not known.134
These considerations are of particular importance when the potential degradation products
of a homogeneous catalyst are active for catalysis themselves, such as palladium nano-
particles in C–C coupling reactions,134 or iridium oxide in water oxidation.135 There
are even examples of catalysis being due to contamination of reagents, for example
the “homeopathic” Suzuki cross couplings, catalysed by palladium contamination in
ppb levels in the NaCO3 used,136 or cross-coupling reactions caused by contamination
of the iron species with Cu2O.137 Some homogeneous systems are further complicated
by the use of sacrificial placeholder ligands, the most famous of which are the loss of
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cyclooctadiene (COD) or norbornadiene (NBD) in olefin hydrogenation catalysis with
Schrock-Osborn type rhodium catalysts.138 This also includes the loss of the Cp* in some
iridium-based water oxidation catalysts,139–143 or molybdenum epoxidation systems,144
which is lost during catalyst activation.
The highly oxidising conditions required for oxidation reactions, or those where oxygen
is a reagent, increases the risk of nanoparticle formation.145 The need for oxidatively
robust ligands, as discussed in previously, is of particular importance in these reac-
tions. This is a risk for both chemically driven systems and electochemically driven
processes.146 There are a number of examples where catalysts that were thought to be
homogeneous were found to be nanoparticles upon further studies.134
There are a number of examples with copper and manganese systems of active cata-
lysts for oxygen activation or water oxidation that further studies have shown to be
nanoparticles, rather than homogeneous molecular catalysis.147–149 The potentially act-
ive nature of the nanoparticles, and the increased risk of nanoparticle formation due
to the highly oxidising conditions of many oxidation reactions, means determination of
catalyst speciation is important.
Methods of probing catalyst speciation include chemical methods, such as the mercury
drop test and other poisoning experiments, or scattering methods to determine the
presence of nanoparticles. Poisoning experiments work through addition of a selective
poison during catalysis. Hg(0) binds selectively to active sites of some heterogeneous
catalysis, but will not inhibit true homogeneous species. However, it is less effective for
some metals, including iridium, ruthenium and iron, and not effective at all for metal
oxides.145,146
Poisoning experiments can be effective, but since the poison is added to the active
catalyst, it can be hard to extract information about when in the catalytic cycle nan-
oparticle formation occurs. Scattering experiments are non-invasive, allowing the spe-
ciation of catalyst to be studied without disturbing the sample. Light or X-rays are
shone through a sample onto a detector, and the resultant scattering pattern is used to
extract information about the scatterer in the sample, including the size and quantity of
nanoparticles formed. The two commonly used scattering methods are Dynamic Light
Scattering (DLS) and Small Angle X-ray Scattering (SAXS).
Although SAXS has higher resolution than DLS, and can detect nanoparticles down
to 0.1 nm,150 DLS is commonly used since high quality measurements can be collected
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faster. Although SAXS does not necessarily require collection at a synchrotron, higher
flux and better detectors mean synchrotron collection is preferred to obtain high quality
resolution. However, DLS is a diffusional technique, meaning the observed solution must
be static, and therefore it is not possible to collect data under true reaction conditions
which often involve active mixing. In all cases, careful control experiments are necessary
to ensure the observed results are not caused by the static conditions required for the
DLS, or the potential of radiation damage caused by the X-Rays needed for SAXS.
1.5 Aims
In order to better understand the impact of O2 binding and activation across two metal
centres, a series of bimetallic complexes will be synthesised. These will be complement-
ary to the cytochrome C and pacman complexes. Cobalt and copper will be used due
to their relevance for oxygen reduction and activation. The impact of varying ligand
substituents on the reactivity of the complex will be studied by synthesising a series of
ligands varying electronic and steric properties.
Complexes will be synthesised and structurally characterised, before investigating their
electronic properties through the use of cyclic voltammetry. These studies will give
insight into the impact of ligand substitution on the oxidation or reduction potentials
of the complexes, allowing the electronic impact of the substituents to be probed. The
impact of ligand substitution on the activity of the complexes towards the oxygen
reduction reaction will be studied. Using the 3,5-bis(2-pyridyl)pyrazole (Hbpp) ligand







Figure 1.27: The different potential functionalisations of the Hbpp ligand. R1 is referred
to as ortho-functionalisation throughout, and R2 as pyrazole functionalisation. X is discussed
further in Chapter 4.
An analogue to a proposed reaction intermediate will be synthesised, allowing further
investigation of the mechanism of reaction. The analogue will also be studied by cyclic
voltammetry, and the “oxophilicity” of these complexes studied in order to ascertain
whether binding of O2 is rate determining.
As an initial study into the potential reactivity of the complexes for aerobic oxida-
33
tions, oxygen atom transfer reactions will be studied. A number of substrates will be
screened, chosen to represent the different potential reactivities of metal-peroxo com-
plexes. This will include benzaldehyde, triphenyl phosphine and 1,3-cyclohexadiene to
probe nucleophilic, electrophilic and radical behaviour by the complexes, respectively.
The use of Small Angle X-ray Scattering (SAXS) to detect the formation of nano-
particles under catalytic conditions will be investigated. In order to do this a well
characterised iridium water oxidation catalyst that is known to form nanoparticles will
be used. A series of further iridium water oxidation catalysts will be investigated to
investigate whether they are truly homogeneous under catalytic conditions.
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Chapter 2
Synthesis of Bimetallic Cobalt
Complexes
A homologous series of new, bimetallic CoIII2 -µ-OO complexes have been synthesised
using a series of previously reported ligands, and characterised using NMR spectroscopy,
crystallography and UV-vis spectroscopy. The impact of varying ligand substituents
on the binding environment around the metal centres was investigated.
Substituents in the ortho position were found to result in steric constraints around the
binding site between the two cobalt centres, meaning the formation of the bis-peroxo
complex was less favourable than in complexes with substituents in other positions on
the ligand. The presence of electron donating groups in the 4-position of the pyrazole
backbone were found to result in a slightly longer O–O bond length, suggesting a
weakening of the O2 bond. The impact of this on reactivity will be further investigated
in Chapter 3.
The corresponding µ-chloro cobalt (II) paramagnetic species have also been synthesised
and characterised by wide-spectral width 1H NMR spectroscopy and UV-vis spectro-
scopy. Although it is not possible to fully assign paramagnetic NMR spectra without
the help of computational results, some tentative assignments have been made using
results from 1H and COSY spectra.
2.1 Introduction
In the strive for sustainable solutions for oxygen activation, attention has turned to
the use of the abundant first row transition metals as replacements for the more rare
platinum group metals. The natural world provides ample inspiration, with many
metalloenzymes performing oxygen activation reactions using abundant first row trans-
ition metals, such as iron and copper, and under mild conditions.13,36,68,151,152 These
naturally occurring systems have offered guidance to synthetic chemists into key steps
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in the activation process, the importance of the environment around the active metal
centre, and the role of additives or transfer agents.18
Design of aerobic oxidation catalysts or oxygen reduction catalysts requires a species
that is capable of binding, reducing and cleaving the O–O bond of O2. The reduced
form of the catalyst needs to react with O2 to activate it, either via partial reduction
or spin inversion, or both. This species needs to react with the substrate, resulting in
O–O cleavage. However, the second step is often challenging and can prevent catalytic
turnover, particularly if the O2-catalyst adduct is too stable, or forms an inactive mono-
oxo compound after one turn-over or oxygen atom transfer event. Additionally, the
catalyst also needs to be oxidatively robust enough to withstand the conditions used in
the catalysis.
2.1.1 Bimetallic Complexes based on the Hbpp Ligand
The tetradentate ligand, 3,5-bis-(pyrdidin-2-yl)pyrazole (Hbpp), Figure 2.1, was first
reported in 1969 by Ball and Blake in a nickel (II) complex.153 The next report of the
ligand was not until 1989 by Casabo et al. who reported a series of bimetallic first row
transition metal complexes based on cobalt, nickel, copper, zinc and cadmium.154 Since
the late 80s, the Hbpp ligand has seen application in a range of different fields, including




Figure 2.1: 3,5-bis-(pyridin-2-yl)pyrazole (Hbpp)
The dinuclear nature of the complexes obtained through the use of this ligand lends
them to investigations into the impact of intramolecular magnetic interactions, result-
ing in a high number of studies into the magnetic properties of these complexes.161–163
The ligand has also seen extensive use in the study of spin-crossover phenomena in bis-
iron complexes.164 There are also a wide range of reported metal complexes based on
Hbpp or derivatives that show catalytic activity, including ruthenium, cobalt, copper,
manganese, nickel and iron.155,160,165–168 The use of the Hbpp ligand in water oxida-
tion catalysis confirms that it is oxidatively robust under the harsh driving conditions
necessary for such reactions.157,166,169 The ligand supports a wide range of different
coordination architectures, some of which are shown in Figure 2.2.
36
(a) Iron spin-crossover complex. Reprinted
with permission from Polyhedron 2007, 26,
1764-1772. Copyright (2007) Elsevier Ltd.163
(b) A tetranuclear copper cluster based on a
derivative of the Hbpp ligand. Reproduced
with permission from Inorg. Chem. 2008, 47,
1576-1585. Copyright (2008) American Chem-
ical Society.170
(c) Pentanuclear manganese cluster. Reprin-
ted with permission from Inorg. Chem. 2011,
50, 8427-8436. Copyright (2011) American
Chemical Society.160
Figure 2.2: Examples of different coordination architectures supported with the Hbpp lig-
and, or derivatives.
Although there is rotation around the C–C axes between the rings, the polyaromatic
structure results in reasonably well-defined distance between the two metal centres when
bound in the NN binding sites of around 4 Å. This is similar to the distance between the
copper centres in catechol oxidase, a metalloenzyme that performs aerobic oxidations
by activating O2, the Cu–Cu distances varies during catalysis from 2.9 Å to 3.8 Å.34 The
Hbpp ligand also offers scope for tuning the reactivity of the resultant metal complexes
through varying the functionalisation around the ligand. Through functionalisation
at different positions around the pyridines, or on the pyrazole backbone, it should be
possible to investigate the impact of steric or electronic changes to the metal centre.
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Indeed, studies of a penta-iron water oxidation catalyst using the Hbpp ligand revealed
kinetic effects on the reactivity of the complex when exchanging the proton-substituted
pyrazole backbone for a bromo or methyl substituent, these studies helped elucidate a
change in mechanism of water oxidation.171
Perhaps the most widely investigated bpp-containing complex is [Ru2(µ-Cl)(bpp)(trpy)2]2+,
synthesised by Llobet et al. in 2004 which is active for water oxidation, Figure 2.3.155
Since 2004, the complex has been the subject of many further mechanistic investigations
using a range of techniques including electrochemistry, UV-vis, EPR, isotopic labelling













Figure 2.3: The ruthenium water oxidation catalyst, [Ru2(µ-Cl)(bpp)(trpy)2][PF6]2 with
points of functionalisation shown in grey. R = H, Me, NO2, or tethering via a –CH–Ph–CH-
linkage. OR = COO-
The impact of varying the ligand substituents has also been investigated, including
functionalisation on the pyrazole backbone, addition of oxygen-based substituents in
the ortho-position of the pyridine rings on the bpp ligand, and the tethering of mul-
tiple ligand systems together.165,175–178 It was found that the addition of an NO2 sub-
stituent on the pyrazole backbone had a pronounced effect on the electochemistry of
the complexes, shifting the CVs almost 0.5 V to higher potentials. It was also found
that electron-donating groups promoting the electronic coupling between the ruthenium
centres.175 The group found that electron donating groups reduced oxidation potentials,
although only by 50 mV relative to the unsubstituted species. Electron withdrawing
groups had a more pronounced effect of almost 200 mV.175 They also investigated the
rate of substitution from an aqua complex to an MeCN-bound species, finding that
whilst electron donating groups (such as Me) enhanced the substitution kinetics of
the complex, the presence of electron donating groups (NO2) “drastically reduced” the
rates.178
More recent work by the same group investigated an analogous cobalt complex which
exists in the µ-peroxo state, rather than the µ-Cl form of the ruthenium complex.
The cobalt complex was initially shown to be active for water oxidation catalysis,166
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and subsequently for the oxygen reduction reaction,113 and hydrogen production via








Figure 2.4: The cobalt catalyst synthesised by Llobet and coworkers (referred to as Co1O2
throughout).
Although there have been subsequent investigations into the mechanism of water ox-
idation by the cobalt complex, the impact of functionalisation on the Hbpp ligand has
not been investigated. In the initial study of the catalyst for water oxidation, the
impact of changing the terpyridine ligand for a more electron-donating, tri-chelating,
nitrogen-based ligand ((Me)2bimpy, Figure 2.5) was investigated and found to result
in lower oxidation potentials. This is consistent with a more electron-rich ligand, and
resulted in higher currents when controlled potential electrolysis studies at 2 V of the
two complexes was carried out.166 The group also synthesised the Co(II) µ-Cl complex
to offer a structural comparison to the ruthenium complex.113 By reacting the Co(II)








Figure 2.5: Bis-(N-methylimidazoyl)-pyridine ((Me)2bimpy)
The results from the ruthenium complexes suggest that ligand functionalisation might
have a pronounced effect on reactivity. Additionally, the studies reported previously in
Section 1.2.2 suggest that functionalisation on the Hbpp ligand might have an impact
on the binding of O2 by the cobalt complex.
The impact of ligand functionalisation in the ruthenium studies is supported by a study
of a tetranuclear copper water oxidation catalyst.167 In this complex, the Hbpp ligand
had hydroxy groups in the ortho position of the pyridine rings. Through pH studies, it
was shown that the hydroxy group acts as a proton shuffle during catalysis.
The Hbpp cobalt complex has been shown to be active towards O2. However, the
effect of substitution on the Hbpp ligand on the reactivity of the complex had not
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been studied. The Hbpp ligand has multiple sites of functionalisation, the impact of
substitution on two of these sites was investigated through the synthesis of a number of
different Hbpp ligands. The substituents span a range of electronic and steric properties,
meaning the impact of both steric and electronics on the resultant bimetallic cobalt
complex was studied.
2.2 Ligand Synthesis
A series of six ligand precursors were synthesised based on 3,5-bis(2-pyridyl)pyrazole
(Hbpp), 2.6a and a number previously reported variants, Figure 2.6.153,175,180–182 The
series represents a range of different functionalisations, including sterically bulky (2.6b),




























Figure 2.6: HL1 – HL6 synthesised as ligand precursors for bimetallic cobalt complexes.
Isolated yields included.
The different functionalisations of the six ligands represent a range of steric and elec-
tronic factors. The ortho-methyl groups on HL2 are expected to have a steric effect on
the binding pocket of the resultant metal complex. Conversely, the backbone pyrazole
substituents are less likely to result in a steric effect, but have varying electronic proper-
ties. Using Hammett parameters of the various substituents, Table 2.1,183 it is possible
to see that the four different substituents represent a range of both strong and weak
electron-donating and -withdrawing functionalisations.
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Table 2.1: Hammett constants for the substituents used in HL1 – HL6. Values are the
σ(para) constants reported by Taft and coworkers.183 Positive is electron-withdrawing, neg-
ative is electron-donating.






The synthesis of the parent Hbpp ligand (2.6a) proceeds via a Claisen condensation
between an ester and a ketone to form a diketone, followed by a Knorr-pyrazole reaction
to form the pyrazole dipyridine product. Although reported a number of times in the
literature,153,154 some optimisation of the procedure was necessary, as discussed below.
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Scheme 2.1: Optimised synthetic route to HL1 ligand (Hbpp). M.W. = microwave reactor.
The esterification of picolinic acid was carried out in the presence of an alcohol with an
acid catalyst. Adapting the synthesis to perform the esterification using a microwave
reactor dramatically reduced reaction times from 12 hours to 45 minutes. Synthesis
of the diketone resulted in consistently low spectroscopic yields, despite variation of
solvents (toluene, ethanol, tetrahydrofuran (THF)), bases (sodium ethoxide (NaOEt),
sodium hydride (NaH)) and reaction conditions. Despite attempting extensive puri-
fication of the diketone product by repeated recrystalisations, it was found that such
methods lowered yields, without any impact on purity of the diketone product.
Rather than isolating the diketone, it was used directly in the pyrazole synthesis,
without further purification. Removal of the solvent, followed by quenching by ad-
dition of water and acetic acid caused the crude diketone product to precipitate, which
was filtered. Dissolving the diketone product in ethanol and refluxing in the presence of
hydrazine hydrate yielded the pyrazole product. The best results were obtained using
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an excess of a hydride base (NaH) in distilled THF, followed by heating at 60 ◦C for
12 hours. The use of distilled acetyl pyridine and tetrahydrofuran (THF) also had a
notable improvement on the yield. The Hbpp ligand product was recrystallised from
ethanol and diethyl ether to yield a light brown powder.
Ligand HL2 was synthesised using functionalised starting materials, whilst introduction
of substituents on HL3 and HL4 occurred via a modified HL1 synthesis, and both HL5
and HL6 were synthesised though post-synthesis functionalisation of HL1, as described
in the following Sections.
2.2.1 Ligand Functionalisation
Synthesis of HL2: Ortho- Substituents
Addition of methyl groups to the 2-position of the pyridine ring is predicted to have both
a steric and inductive effect on the binding of the ligand to a metal centre, due to the
proximity to the binding site.183 Functionalisation in this position may also facilitate
the synthesis of another binding site to yield an NNX-type ligand, as illustrated in
Figure 1.27. Introduction of a methyl substituent in the ortho position was first reported
by Pons et al. in 1990,180 and has since seen minor application in first-row transition
metal complex synthesis.170,184,185
The synthesis of 3,5-bis-2-(6-methyl)pyridyl-3,5-pyrazole) (HL2) uses methyl substi-
tuted acetyl pyridine and picolinic acid starting materials, Scheme 2.2. The synthesis
is slightly modified from the synthesis of the unsubstituted ligand (Hbpp), with a lower
excess of base used in the Claisen condensation. The final product (HL2) was purified
by recrystallisation, yielding a light brown powder, with overall yield of 66%. The
product was confirmed by NMR spectroscopy and mass spectrometry.
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Scheme 2.2: Synthesis of the ortho-methyl substituted Hbpp ligand, HL2. Esterification of
the 6-methyl picolinic acid to form the ester shown, was carried out using a microwave reactor
under the conditions shown in Scheme 2.1.
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Functionalisation on the pyrazole backbone
Functionalisation of the pyrazole backbone (Position R2, Figure 1.27) offers a way of
tuning the electronic properties of the ligand, whilst reducing potential steric effects
of such a functionalisation on the resultant metal complex. There are three main
synthetic routes to install functionality on the pyrazole backbone of the Hbpp ligand;
incorporation of the functionality to the precursors (Route 1), addition of a substituent
to the diketone intermediate through the nucleophilic substitution of the corresponding
enolate (Route 2), or post synthesis functionalisation via electrophilic substitution on


























Scheme 2.3: Three generic synthetic routes to functionalisation on the pyrazole backbone,
with the route taken for each ligand shown.
Route 1 required the synthesis of suitable functionalised ketones, which were deproton-
ated to perform the Claisen condensation with the corresponding ester. Both Route 2
and Route 3 required the substituent to be an electrophile, such as methyl iodide or
bromine, which limits the substituents available via these routes.
Synthesis of HL3: Addition of a methyl substituent
There is literature precedent for the addition of a methyl group via Route 1 with a
similar ligand system.186 Therefore, this was investigated for the Hbpp ligand because
it would open up scope for the introduction of a range of further substituents, as
discussed in more depth in Chapter 4. Although a range of different bases and solvents
were investigated for the addition of MeI to acetyl pyridine, Scheme 2.4, none proved
successful, Table 2.2. In every case the product of the reaction was an intractable
mixture, presumably a mixture self-condensation products of the reaction, which was
not prevented by varying order of addition, or keeping the temperature at 0 ◦C. Due
to the lack of any indication that the desired product had formed this synthetic route








Scheme 2.4: Attempted addition of a methyl group to 2-acetylpyridine, by addition of base
to form the enolate, before the use of methyl iodide to form the desired product. Bases and
order of addition are outlined in Table 2.2
Table 2.2: Various bases and solvents tried for the addition of a methyl group to 2-
acetylpyridine. The 2-acetylpyrdine (2-AP) was distilled prior to use. Base (1.1 eq.) was
dissolved in solvent, 2-AP was added and stirred at 0 ◦C for 30 minutes. Addition of enolate
and MeI (1.5 eq.) was done dropwise at 0 ◦C, solution stirred for 12 hrs at room temperature.
Base Solvent Order of addition Product
1.1 eq. KOtBu THF MeI to enolate inconclusive
1.1 eq. LiHMDS THF MeI to enolate inconclusive
1.1 eq. KHMDS THF Enolate to MeI inconclusive
1.1 eq. KHMDS Toluene Enolate to MeI inconclusive
As an alternative to Route 1, there was literature precedent for the addition of a methyl
group via Route 2 for Hbpp,175 and for a bis-bipy variant.186 These routes used a mixture
of conditions; in the first MeI was added to a solution of the diketone and NaOH in
acetonitrile before refluxing overnight. The second route used KHMDS in 1,4-dioxane
before addition of MeI.
Using a modified procedure, the methyl-substituted diketone (shown in Scheme 2.5),
was synthesised using a different potassium base, KOtBu, and THF as the solvent.
KOtBu is, like KHMDS, a non-nucleophilic base, but has a lower pKa than the methyl-
silyl amine base (KOtBu = 17, KHMDS = 26) and is considerably cheaper. The product
was isolated by quenching the reaction with water before extraction with diethyl ether
and drying over MgSO4. The resultant methyl-substituted diketone was then refluxed
















Scheme 2.5: Synthesis of HL3: Addition of a methyl group to the diketone intermediate
via deprotonation by potassium tert-butoxide, followed by addition of methyl iodide and the
formation of the pyrazole. Reported yield is for final transformation.
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Synthesis of HL4: NH2 addition
Synthesis of the 4-amino pyrazole was reported in 2011 by Stockmann et al. as a by-
product of the reaction between isonitriles and tetrazines in a study of biocompatible
ligation reactions.181 In 2018, Franzini et al. also reported on the use of the reaction
between tetrazines and isonitrile groups for their utility in the controlled release of drugs










Scheme 2.6: Synthesis of HL4 via reaction between isonitriles and tetrazines.181,187
Although both literature procedures report the synthesis of HL4 (3,5-di(pyridine-2-yl)-
1H-pyrazol-4-amine) in good yields (> 80%), the reactions were performed on small
scales (< 100 mg) with poor atom economy. Additionally, both the tetrazine and
isocyanide starting materials are expensive reagents, with a multi-step synthesis, so an
alternative synthetic route to the ligand was sought.
In order to add amine functionality, N-Bromosuccinimide (NBS) was first used to install
a bromine at the alpha-postition of the diketone, Scheme 2.7. The reaction proceeded
cleanly via the radical reaction of NBS with the diketone in diethyl ether after irradi-
ation by UV-light for 20 minutes. The solvent was evaporated and the resultant oil re-
crystallised from EtOH/Et2O to remove unreacted NBS, yielding the bromo-substituted
diketone in 56% yield. Refluxing the bromo-diketone product with an excess of hy-
drazine hydrate resulted in amination in the alpha position and pyrazole formation, to
yield the amine-substituted Hbpp ligand, HL4, in 44% yield for this step, as a bright
yellow powder. The NMR spectroscopic data was in agreement with reported literature
values181,187 and confirmed with mass spectrometry.
Post-Synthesis Functionalisation of Hbpp: Synthesis of HL5 and HL6
In order to add introduce bromine functionality on the pyrazole backbone, the bromine
must be installed via Route 3 (Scheme 2.3) in order to prevent amination occurring
during the formation of the pyrazole ring, Section 2.2.1. A 2006 report by Sun et al.
detailed the post-synthesis functionalisation of Hbpp (Route 3, Scheme 2.3) via elec-
trophilic substitution with a range of halogens and nitro substituents in good yields.182
























Scheme 2.7: Synthesis of HL4: Addition of a primary amine to the backbone of the Hbpp
ligand, via a radical addition of bromine, followed by amination with excess hydrazine. The
radical addition of bromine using N-Bromosuccinimide followed a previously reported syn-
thetic route by Wu et al.188
reported by Sun et al. and involved stirring the Hbpp ligand in DCM with an ex-
cess of bromine in Na2CO3 (sat.) at 0 ◦C before quenching with sodium thiosulphate,
Scheme 2.8. The bromo-substituted ligand was obtained in 57% yield after recrystal-









DCM, 0 - 5 oC
HL5, 57%
Scheme 2.8: Synthesis of HL5: Addition of a bromine to the pyrazole backbone of the Hbpp
ligand.182
Sun et al. also provided a synthetic route to the nitro-functionalised HL6.182 Intro-
duction of the nitro group to form HL6 proceeded via the synthetic route shown in
Scheme 2.9 by dissolving Hbpp in concentrated sulphuric acid at 0 ◦C, before the care-
ful addition of a nitric / sulphuric acid solution and refluxing at 100 ◦C for 6 hours.
Quenching of the reaction with Na2CO3 followed by a biphasic work-up and subsequent
recrystallisation from ethanol and diethyl ether yielded HL6 in 45% yield. The product
was confirmed by NMR spectroscopy and mass spectrometry and was in agreement











Scheme 2.9: Synthesis of HL6: Addition of a nitro group to the pyrazole backbone of the
Hbpp ligand.182
2.3 Synthesis of Cobalt Complexes
2.3.1 Synthesis of Co(III)-peroxo Complexes: Co1O2 – Co6O2
Following a reported literature procedure for Co1O2 , synthesis of the cobalt complexes
was carried out by deprotonation of the appropriate ligand with a weak base (NaOH)
before addition of two equivalents of cobalt(II) chloride and terpyridine before refluxing
in methanol in air. At elevated temperatures the solution was an orange colour, but
upon cooling became dark purple, suggesting a chemical change, this is disucssed further
in 2.4.4
After cooling, addition of sodium hexafluorophosphate resulted in the cobalt complexes
precipitating out of solution, allowing separation by filtration and washing by diethyl
ether, Scheme 2.10. The product was further purified by recrystallisation from acet-
onitrile and methanol with 1M NaPF6.113,166 The cobalt (III) µ-OO complexes Co1O2
– Co5O2 were isolated as deep purple solids, with yields between 45% and 85% after
recrystallisation, Figure 2.7. Co6O2 had a lower overall yield of 28% due to requiring
a more extensive purification process. The synthesis of all six complexes was confirmed
by mass spectrometry and NMR spectroscopy, Section 2.4.1. Additionally, complexes
Co3O2 – Co6O2 were characterised by X-ray crystallography, the structures of which
can be found in Section 2.4.3. The complexes were further investigated by electrochem-
ical methods, in Chapter 3. Variation of the terpyridine ligand has been seen to be
advantageous to the reactivity of the complex, 2.1.1. However, in these studies it was
not varied in order to assign any changes in reactivity to variations in the Hbpp ligand.
It is worth noting that the hexafluorophosphate anion undergoes hydrolysis in aqueous
solutions,189 so future work might investigate the use of alternative counterions such as
tetrafluoroborate or triflate, which are more robust in aqueous solutions.
Co1O2 – Co6O2 are diamagnetic Co
III complexes. Using wide spectral width NMR
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1) 1.1 eq. NaOH




3) 2 eq. trpy
MeOH, reflux, air, 3h
















Scheme 2.10: Synthesis of µ-OO cobalt (III) complexes. R1 = R2 = H = Co1O2 , R1 =
Me,R2 = H = Co2O2 , R1 = H,R2 = Me = Co3O2 , R1 = H,R2 = NH2 = Co4O2 , R1 =
H,R2 = Br = Co5O2 , R1 = H,R2 = NO2 = Co6O2
spectroscopy, it was possible to identify contamination of some of the complexes with
their corresponding paramagnetic CoII µ-Cl complexes. In most cases, these species
were removed by stirring in MeCN/MeOH in air with NaPF6, reducing the quantity of
solvent, and filtering.
Unfortunately, stirring with NaPF6 in air did not work for Co2O2 , and due to the
similarity in mass and polarity, it was not possible to effectively remove all of the µ-Cl
species by any usual methods.i Therefore, an alternative approach was investigated



















































(f) Co6O2 , 28%
Figure 2.7: Co1O2 – Co6O2 with their isolated yields.
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to remove the µ-Cl species. In an attempt to drive the paramagnetic impurities in
Co2O2 to the µ-OO form, the complex was refluxed in methanol with sodium peroxide,
Na2O2. However, this yielded a complex mixture of products unidentifiable by 1H
NMR spectroscopy, accompanied by the loss of some of the diagnostic Co2O2 peaks,
suggesting decomposition of the product. The failure of this synthetic route suggests
that the binding of O2 is not merely a substitution reaction, but that the O2 is reduced
and the metal centres oxidised. The O2–2 of Na2O2 is already reduced and therefore
not able to form the desired product. The difficulties associated with converting Co2Cl
into Co2O2 suggests that the oxophilicity of the complex is reduced compared to the
other substitution patterns. This results in preferential formation of the µ-Cl form of
the complex, with a mixture of µ-OO and µ-Cl species of up to 50%. In further work,
Co2O2 was used in its unpurified form. These initial results for Co2O2 suggest that
this complex does not readily form the peroxo species. Despite issues with isolation, it
will be studied alongside the other complexes in further studies.
Co6O2 also required additional purification, as analysis of the
1H NMR suggested the
presence of paramagnetic species, similar to Co2O2 , but also a diamagnetic species.
Although some impurities were removed by dissolving the complex in MeCN and stir-
ring in air, as discussed above, low concentrations of the impurities persisted. Thin film
chromatography suggested the presence of two species in solution which showed good
separation on alumina, with Rf values of 0.24 and 0.92 for the product and impurity,
respectively. The two species were separated using a short alumina plug and a 10%
MeOH in MeCN eluant, yielding a pure sample of Co6O2 . The analysis of the impur-
ities by NMR spectroscopy showed a mixture of unidentified diamagnetic peaks, and
paramagnetic peaks that were identified as a small amount of [Co(trpy)Cl2]. The im-
purities were further analysed by X-ray crystallography after growth of crystals by slow
diffusion of diethyl ether into an acetonitrile solution of the impurities and confirmed
to be a mono-metallated complex.
Mono-metallated Co6
As discussed previously (Section 2.3.1), a CoII species was formed during the synthesis
of Co6O2 . Using X-ray crystallography, this was confirmed to be the mono-metallated
form of the complex shown in Figure 2.8. The short Co–Co distance in Co6O2 possibly
suggests that the NO2 group imposes some steric constraints on the ligand, resulting
in a smaller binding pocket. These constraints might help explain the formation of the
mono-metallated form of the complex, Figure 2.8.
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Figure 2.8: Crystal structure of the monometallated NO2-pyrazole complex. Hydrogen
atoms, solvent molecules and counter ions omitted for clarity. Ellipsoids shown at 50% probab-
ility. Bond lengths: N(py)–Co = 1.9638(18) Å, N(pz)–Co = 1.8926(17) Å, Co–Cl = 2.2279(6)
Å.
The complex has an overall charge of +1, with just one [PF6] counter-ion in the unit cell.
However, the diamagnetic peaks suggest that the complex is CoIII, which means the
bridging pyrazole ligand must be deprotonated, to the bpp– form, rather than proton-
ated as Hbpp. Therefore, the formula of the complex is derived as [Co(bpp)(trpy)(Cl)][PF6].
Figure 2.8 shows the non-binding pyridine ring rotated away from the cobalt centre, and
the terpyridine ligand in the opposite conformation to the bimetallic complexes, with
the chloro pointing away from the second binding pocket. This conformation is also
favoured in the known ruthenium complex with the unsubstituted Hbpp ligand, where
this arrangement is referred to as Ru-Cl out.190 The authors ascribe the preference
for the out isomer to a mixture of steric and electronic effects, suggesting a weak
hydrogen bond between the chloro and the hydrogen in the ortho postition of the
Hbpp-pyridine, and a steric interaction between the terpyridine and the Hbpp ligand
in the in conformation.
Although initially it might be thought that the formation of the monometallated spe-
cies opens the door to heterobimetallic complexes, there are a series of problems that
need to be overcome before the successful synthesis of heterobimetallic species. The out
conformation of the complex shown in Figure 2.8 might cause problems, it would be ne-
cessary to develop a synthetic route that consistently resulted in the formation of the in
complex, since separating a mixture would be challenging. Additionally, the deproton-
ation of the ligand in the course of the reaction means that using the proton to “block”
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reactivity in the second binding site is unlikely to be a feasible route. There is some
evidence of using the formation of a monometalled bpp species to synthesise a mixed-
metal complexes, including a chromium/lanthanide complexes191 and a ruthenium/zinc
species.192 The potential for heterobimetallic systems is discussed further in Chapter 4.
2.3.2 Synthesis of Co(II) complexes: Co1Cl – Co6Cl
In order to offer a comparison to the µ-OO complexes, the chloro-bridged equivalents
to Co1O2 – Co6O2 were synthesised according to a previously reported procedure for
Co1Cl.113 The synthetic route is shown in Scheme 2.11, and is similar to the synthesis
of the µ-OO complexes, except that it is conducted in the absence of O2. The appro-
priate ligand was deprotonated and the solutions of the ligand and cobalt precursor
(Co(trpy)Cl2) were degassed by bubbling argon through the solutions for 10 minutes,
before addition of the cobalt to the ligand solution. After addition the solution was
stirred at room temperature for 3 hours, before a saturated solution of NaPF6 was
added and the solids isolated through cannula filtration. The complexes were obtained
as brown/red solids in yields of 45% – 82%, and characterised by paramagnetic NMR
(Section 2.4.2) and mass spectrometry (see Experimental, Section 2.7). The complexes
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Scheme 2.11: Synthesis of µ-Cl cobalt (II) complexes. In all cases the solid starting materials
were predried under high vacuum, and the methanol solutions were degassed by bubbling
argon through the solutions for 10 minutes before the solutions were combined.
Despite being stable to oxidation in the solid state over prolonged periods of time,
the complexes undergo oxidation to form the Co(III)µ-OO complexes in solution in air.
As a consequence, during the synthesis of Co1Cl – Co6Cl, a small amount of the µ-
OO complex was formed, most likely due to insufficient deoxygenation of the starting
materials, or introduction of oxygen during the purification of the complexes by cannula
filtration. The ratio between the two complexes was determined by quantitative 1H
NMR spectroscopy using an internal standard to quantify the concentration of Co(III)
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complex in solution. In most cases this was less than 5% contamination, with the




















































Figure 2.9: Co1Cl – Co6Cl structures and isolated yields.
2.4 Characterisation and Structural Analysis of Co1
– Co6
2.4.1 NMR Spectroscopy Studies of Complexes Co1O2 – Co6O2
Most of the diagnostic 1H NMR peaks for Co1O2 – Co6O2 were found in the aromatic
region, between 6.5 and 9 ppm, Figure 2.10. In all cases, the bpp ligand was symmet-
rical, showing 3 or 4 peaks representative of the pyridine protons and a singlet that
corresponded to the pyrazole proton (dependent on functionalisation). The spectra are
labelled according to the scheme shown in Figure 2.11.
Whilst the complexes are not strictly C2 symmetric, due to the position of the terpyrid-
ine ligands, they are near C2 symmetric with an axis running from the backbone of the
pyrazole through the O-O bond, Figure 2.12. This is confirmed by the terpyridine 1H
NMR peaks, which integrate to two, corresponding to protons diagonally opposite each
other on the molecule. The C2 axis and lack of mirror plane in the solid state are
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Figure 2.10: Aromatic region of the 1H NMR spectra for Co1O2 – Co6O2 . Peaks are































Figure 2.11: Labelled scheme for NMR assignments shown in Figure 2.10. Blue labels
correspond to both proton and carbon labels (with the exception of pz, green labels correspond
to quaternary carbons, with the exception of t, which is not quaternary inCo1O2 andCo2O2 .)
confirmed by X-ray crystallography, Section 2.4.3. The terpyridine peaks show less well
defined splitting patterns than the peaks associated with the bpp ligand, Figure 2.10,
which suggests these ligands are more dynamic/flexible than the bpp ligand in solution.
Most of the proton signals are found within a 0.1 ppm range from each other across
the different functionalisation patterns for Co1O2 – Co6O2 . However, the presence of
electron withdrawing substituents on the bpp ligand results in a pronounced shift to
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Figure 2.12: Co1O2 with the C2 rotational axis shown in blue. The X-ray crystal structure
is included to show that the bridging peroxo does not sit in the plane of the bpp ligand. As
a consequence there are no mirror planes in the molecule.
proton z, which is found between 8.4 – 8.5 ppm for the other four complexes. In both
Co5O2 and Co6O2 the peak corresponding to proton z is significantly more deshielded,
Co5O2 it can be found at just below 9 ppm, whilst the presence of the NO2 group in
Co6O2 shifts the peak to 9.2 ppm. Figure 2.13 shows the correlation between the Ham-
mett parameter of the pyrazole substituent and the position of proton z. This suggests
that the pyrazole backbone substituent results in a change in electronic environment
across the bpp ligand. The impact of such changes to the electronic environment on
the O–O bond length will be further explored through the solid state structures of the
complexes, Section 2.4.3.



























Position of z proton [ppm]
Figure 2.13: Hammett parameter, σ(para), plotted against the position of proton z (see
Figure 2.11 for labels), showing a clear correlation.
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2.4.2 NMR Spectroscopy of Paramagnetic Complexes: Co1Cl
– Co6Cl
Characterisation of paramagnetic complexes is challenging, and in many cases relies
solely on mass spectrometry, crystallography or elemental analysis. This is due to the
presence of one or more unpaired electrons, which complicate the NMR spectra due
to the powerful local magnetic field from the electron, resulting in very short T1 and
T2 values. This can result in high isotopic shifts of the peaks (resulting in very wide
spectral widths), broad peaks (some of which span multiple ppm values) or peaks that
are not identifiable at all.193,194
Similarly to NMR spectroscopy for diamagnetic complexes, it is possible to extract
valuable information from a paramagnetic NMR spectrum. However, unlike diamag-
netic NMR spectroscopy, in order to collect good quality data and fully assign spectra,
the chemist needs technical knowledge in both NMR spectroscopy, in order to change
the relevant parameters to fully optimise the data collection, and also in computational
techniques, which are necessary to fully assign most paramagnetic spectra.194 A more
detailed discussion of these effects can be found in the Appendix, Section A.1.1.
NMR samples of Co1Cl – Co6Cl were prepared in thoroughly dried and degassed
non-deuterated acetonitrile. The use of a solvent suppression pulse programme would
routinely be used when employing a non-deuterated solvent to minimise the solvent
peak to ensure the peaks of interest are identifiable. However, the use of a solvent
suppression programme over the wide spectral width required for paramagnetic species
(≈ 200 ppm) resulted in a number of artefacts in the NMR spectra, including an
inversion of the peaks, and a distortion of the baseline around the solvent peak, see
Appendix, Figure A.2. This is likely due to the use of a different pulse shape for the
solvent suppression program. As a consequence, wide spectral window spectra were run
without the solvent suppression programme. The peaks of interest were at a sufficient
distance from the solvent peak to not undergo distortion. For a full list of parameters
changed, see Experimental, Section 2.7.
Using Co2Cl as an example, Figure 2.14 shows that the 1H peaks observed span an
almost 300 ppm range. This results in a distortion to the spectrum, observed by the
poor phasing around the solvent peaks (baseline roll195), and the “wavy” effect in the
baseline. These wiggles are called sinc wiggles and are due to “clipping” or truncation
of the FID, due to short acquisition times. Additionally, there is inaccuracy in the
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integrals, for example peak a is expected to have an integral of 4. Although it is
possible to perform some post-data-collection processing by performing linear forward
prediction on the data to improve the baseline and definition of the peaks, this can
prove problematic if the signal to noise ratio is not good. This is challenging when the
peaks are already broad or ill-defined.196
Figure 2.14: 1H NMR spectrum of Co2Cl in MeCN (non-deuterated), acquired with a spec-
tral wridth of 300 ppm, tentative assignments are highlighted according to the image. Note
that the poor phasing and bumps in the baseline are due to the presence of non-detuerated
solvent and the wide spectral window, respectively.
As post-data-collection processing was not feasible on such a large spectral width, the
data was collected with a narrower spectral width in order to improve the quality of the
spectra. Figure 2.15 clearly demonstrates a much smoother baseline and more accurate
integral values for the same NMR sample, after data collection on a narrower spectral
width. Due to the increased accuracy of integral data and almost 100 ppm difference
between peak a and the nearest peak, all samples were collected with both a narrow
and wide spectral width. The assigned spectra in the Appendix for Co1Cl and Co3Cl –
Co6Cl (Section A.1.2) are from data collection on a narrower spectral width to ensure
accurate integrals to help with assignment of the peaks.
The reduced number of peaks associated with the terpyridine ligands in the µ-Cl com-
plexes, and the integrals of four, suggest that the µ-Cl complexes have a higher degree
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Figure 2.15: 1H NMR spectrum for Co2Cl acquired with a spectral width of 150 ppm,
showing a much clearer baseline and more accurate integrals than Figure 2.14.
of symmetry when compared to their µ-OO counterparts. The complexes have two
mirror planes, Figure 2.16, one running along the axis between the bridging chloro
and through the pyrazole backbone, and the second in the plane of the bpp– ligand,
meaning the symmetry of the complexes is C2v.
Figure 2.16: Co1Cl showing its three symmetry elements, the C2 axis and its two mirror
planes. These three symmetry elements and the identity element (E) mean that it belongs to
the C2v point group.
Although it might be tempting to made deductions about the environment of the proton
from its NMR signature, in order to complete a full assignment of the paramagnetic
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spectra it would be necessary to use advanced computational techniques. The con-
tributions of the contact shift terms and the two psuedo-contact shift (PCS) terms
would need to be calculated, as both can have significant impacts on the position of
the peaks in the spectrum.194 Pell and collaborators illustrate this using examples of
another Co(II) complex from experimental results from Długopolska et al. and compu-
tational studies by Rouf et al. in which the isotropic shift does not depend solely on the
number of bonds between the Co(II) centre and proton, but also on the coordination
geometry.197,198
Using a standard COSY pulse sequence across a wide spectral width can result in
intense diagonal peaks which can dominate cross-peak multiplets. Additionally, due to
phasing artifacts, the diagonal peaks can mask the presence of nearby cross-peaks.194 A
wide-spectral width COSY was collected for Co2Cl, Figure 2.17, where these artifacts
are clearly visible, including symmetrical peaks roughly 20 ppm above and below the
cross-peaks. Despite this, it was possible to identify a number of correlations, and in
conjunction with the integral data in Figure 2.15 tentative peak assignments have been
made.
The COSY spectrum helps identify a correlation between the peak at 27 ppm, with an
integral of 2 and the peak at 73 ppm, with an integral of 4, confirming that these are f
and e, respectively. This correlation between f and e is observed for all six complexes.
The peak at 14 ppm is correlated to both the peak at 55 ppm and at 71 ppm, all of
which have integrals of 4, which narrows the peak at 14 ppm down to either b or c,
since it’s correlated to two other peaks on the terpyrdine backbone.
The most significantly shifted peak is the one at 175 ppm, which has an integral of 3.
However, as this peak is at the very edge of the spectrum, this integral is likely to be
larger than is displayed here.ii The contact terms scale with 1
r3
, where r is distance
from the unpaired electron (for more details see A.1.1). Therefore, the protons that
experience the effect of the unpaired electron most will be most significantly shifted,
which suggests that the proton that correlates to the peak at 175 ppm is closest to the
unpaired electron. Cobalt(II) is d7, and has a distorted octahedral geometry, which
means the unpaired electron should lie in either a dx2–y2 orbital, or a dz2 , Figure 2.18.
It is worth noting that it is clear there is little or no coupling between two low spin d7
iiThis spectrum was recorded with a 400 ppm spectral width, centred around 0 ppm, but is displayed
here with empty space minimised in order to ensure the key peaks are distinguishable.
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Figure 2.17: Assigned COSY spectrum for Co2Cl. The symmetrical peaks ≈ 20 ppm
above and below the cross peaks are phasing artefacts (circled in grey).194 Assignments for
all labelled peaks are consistent with those shown in Figure 2.15.













Figure 2.18: The Octahedral Ligand Field Splitting diagram for the four possible d-orbital
configurations for octahedral cobalt (II) and cobalt (III).
If the electron were in a dx2–y2 orbital the protons that would be most shifted would
be those closest to the Co in the plane of the Co-bpp ligand - the pz proton and the
para proton on the central pyridine of the terpyridine (f). This is not what is observed,
as both the pz and f are within the range of the other paramagnetic peaks. There-
fore, the unpaired electron is likely to lie in the dz2 orbital which sits above/below
59
the plane, meaning the ortho-protons on the terminal pyridine of the terpyridine will
experience the effect most significantly. This assignment could be confirmed through
electronic structure calculations using computational techniques. Therefore, the peak
at 175 ppm can be assigned as a, allowing the assignment of the other protons as seen
in Figure 2.15. This assignment is further supported by comparison to the literature
compound [Co(trpy)2[PF6]2] which uses COSY spectroscopy and the analagous dia-
magnetic Co(III) complex to help assign proton a as the peak most shifted and at the
highest ppm values in the spectrum.199
In order to assign the bpp protons, it is necessary to compare the spectra of more
than one complex. As Co2Cl does not have a proton in the ortho-position of the bpp
pyridines (z), it should be possible to identify this proton on the other complexes by
identifying a similar peak in Co1Cl and Co3Cl – Co6Cl. All 5 complexes have a broad
peak between 25 and 35 ppm which is not present in Co2Cl, and can therefore be
confidently assigned as z. The broadness of the peak could suggest that this proton has
a T2 value that is shorter than the other protons on the bpp ligand. The reason behind
the short T2 value is similar to the explanation for a, discussed above: the influence
of the unpaired electron in the dz2 orbital results in a highly inhomogeneous magnetic
field, shortening the T2 value.
It can be seen from the COSY spectrum (Figure 2.17) that the peak at 15 ppm (integral
of 2) is correlated to the peak at 50 ppm, which also has an integral of two. Of the
remaining bpp protons, there are two found at low ppm values, between 10 and 20
ppm, which do not vary considerably between complexes. The peak found at lowest
ppm values of these two is correlated to the the third bpp peak found close to 60 ppm
in every complex. Of the three, it is this third proton which sees the most significant
differences in shift according to ligand functionalisation, spanning a 20 ppm range,
from 50 ppm in Co2Cl to over 70 ppm in Co6Cl. Unfortunately peak z which is clearly
identifiable in Co1Cl and Co3Cl – Co6Cl does not have any visible cross-peaks in the
COSY spectra, which makes distinguishing the bpp protons challenging.
Since full assignment was not possible with 1H NMR spectroscopy alone, attention was
turned to 13C NMR spectroscopy. There are examples of collecting 13C NMR data on
paramagnetic complexes, although this often relies on the use of variable temperature
NMR spectroscopy, or the use of a cryogenically cooled detection probe. In 2011,
Kruck et al. demonstrated the collection of 13C NMR data on a cobalt (II) complex,
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with frequencies ranging from 1000 ppm to -220 ppm.200 Although the collection of 13C
NMR data on Co1Cl – Co6Cl was attempted, it was not possible to detect peaks. This
could be due to the peaks being too broad, or that they were outside of the spectral
window used. It might have been possible to optimise the pulse sequences used for 13C
nuclei, and future work on these complexes would investigate this possibility.
Using 1H NMR spectroscopy, it was possible to identify most of the peaks in the spectra.
However, without the 13C NMR data, it was not possible to fully assign the spectra.
This reinforces the need for computational studies to complete the assignment of the
spectra for Co1Cl – Co6Cl.
In some of the complexes there are a number of peaks identified as unreacted Co(trpy)Cl2
starting material in the spectra, through correlation of the peaks to recorded literat-
ure peaks for [Co(trpy)2][PF6]2.201 These impurities proved challenging to remove due
to the air-sensitive nature of the µ-Cl complexes, and in many cases attempts to re-
move unreacted Co(trpy)Cl2 resulted in higher levels of the µ-OO species present in
the sample. In all cases the starting material is present in levels lower than 20%.
2.4.3 Crystallography of Cobalt Complexes
Crystals of Co3O2 – Co6O2 suitable for X-ray diffraction analysis were grown by diffu-
sion of diethyl ether into a saturated solution of the cobalt complex in acetonitrile and
were characterised by single crystal X-ray diffraction, Figure 2.19. Despite repeated
attempts, it was not possible to fully remove all traces of Co2Cl from the sample of
Co2O2 , and the µ-Cl species preferentially formed crystals, Figure 2.20.
In all cases, the complexes show distorted octahedral geometries around both cobalt
centres. Co1O2 has been previously assigned as two Co(III) centres, which would
correspond to a low-spin complex.166 This is supported by the high field character of
both terpyridine and bpp– , due to their π-accepting nature. The MLXZ classification
of the bridging ligands is µ-Cl- = LX and µ-OO2- = XX.202 The assignment of two
Co(III) centres is further supported by NMR spectroscopy of the complex, which shows
a diamagnetic complex, as described previously in Section 2.4.1.
The crystal structure of Co2Cl can be found in Figure 2.20, where the crystal structure
of Co1Cl reported by Mandal et al. is included for comparison.179 The geometry of
Co1Cl and Co2Cl is similar to the µ-OO complexes with distorted octahedral geomet-






(d) Co5O2 (e) Co6O2
Figure 2.19: X-ray crystal structures for Co1O2 and Co3O2 – Co6O2 cobalt complexes.
PF6 counter ions, hydrogen atoms and solvent molecules omitted for clarity, shown with 50%
probability ellipsoids. Co1O2 reproduced from Llobet et al.
166
d7 low spin complexes, as shown in Figure 2.18. The paramagnetic NMR spectra of
the µ-Cl species shows that the complexes have two mirror planes. This agrees with
previous studies on a ruthenium complex similar to Co1O2 , which revealed that in the
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µ-Cl form the terpyridine ligands sit “facing one another”, in the plane of the metal
centres and the bpp ligand. This is in contrast to the µ-acetato bridged system, where
the terpyrdine ligands are pushed above and below the plane.165 The µ-peroxo bridging
system sits between chloro and acetate in terms of steric bulk, so it would be expected




Figure 2.20: X-ray crystal structures for Co1Cl and Co2Cl. PF6 counter ions, hydrogen
atoms and solvent molecules omitted for clarity, shown with 50% probability ellipsoids. Co1Cl
reproduced from Mandal et al.179
The bond lengths and angles measured in the complexes are shown in Figure 2.21, the
bond lengths are highlighted in blue, and the angles in red. The distortion between
the pyridine rings of the bpp– ligand is obtained by measuring the dihedral angle
between the planes of the rings. Bonds angles and lengths were measured using Olex2
software.203
It is plausible that functionalisation on the Hbpp ligand will have a steric effect on the
binding pocket between the cobalt centres. This could either be through reducing the
size of the bite angle, or through limited flexibility of the torsion of the pyridine rings.
However, quantification of steric bulk is challenging, with one of the earliest attempts
to quantify steric effects in chemical reactions conducted by Taft in the 1950s.204 In the
1970s, Tolman’s extensive studies into the impact of steric bulk on phosphine ligands
in homogeneous catalysis resulted in the wildly used “Tolman cone angle” as a measure
of steric bulk.205 Another popularly used measure is the A-value, which is determined
from the energy difference between the equatorial or axial configuration of cyclohexane















Figure 2.21: (a) Schematic highlighting the bonds angles and lengths reported in Table 2.3
and Table 2.4 for Co1O2 – Co6O2 . (b) Angle measured between the planes of the pyridine
rings of the bpp ligand, shown here for Co5O2 .
(AMS) was described, calculated using molecular modeling and experimental results.
The results of CO2 hydrogenation with a series of rhodium phosphine complexes were
used to probe the impact of changing steric bulk on the ligand backbone, revealing a
pronounced effect on the rates of catalysis.207 However, the many attempts to quantify
the impact of steric effects highlights the non-universal nature of all of these methods.
In order to accurately quantify the steric effects, computational methods will need to
be used.
The selected bond angles shown in Table 2.3 confirm that functionalisation on the
pyrazole backbone does not significantly change the bonding environment around the
cobalt centres. The N(pz)-Co-N(py-bpp) angles are around 80◦ and the N(py-bpp)-Co-
N(eq-trpy) angles are 102◦ for Co1O2 , Co3O2 – Co6O2 .
Interestingly, there are some notable differences in the distortion of the bpp ligand,
determined by measuring the angle between the two planes of the pyridine rings. Co1O2
andCo4O2 show angles of less than 5
◦, showing little distortion to the bpp ligand, whilst
the greatest distortion is observed for Co5O2 . Both Co1Cl and Co2Cl have minimal
distortion between the planes of the pyridine rings, confirming the symmetrical nature
of the µ-Cl complexes.
The presence of the ortho-methyl groups on Co2Cl would be expected to result in a
constricted binding pocket. However, the angles reported in Table 2.3 show that there
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Table 2.3: Selected bond angles and bpp distortion from Co1O2 – Co6O2 , as shown in
Figure 2.21.
Complex N(pz)-Co-N(py-bpp) N(py-bpp)-Co-N(eq-trpy) bpp distortioni
Co1O2
ii 79.11(14), 80.45(13) 101.49(13), 103.46(16) 3.90(17)
Co3O2
iii 79.9(4), 81.2(4) 102.2(5), 101.0(4) 16.6(4)
80.9(4), 80.1(4) 101.5(5), 101.6(4) 12.6(4)
Co4O2 80.12(13), 80.32(15) 103.95(14), 101.17(16) 4.29(16)
Co5O2 79.84(10), 79.68(10) 101.92(10), 100.68(10) 18.66(10)
Co6O2 79.89(9), 79.25(9) 103.53(9), 100.59(9) 17.63(9)
Co1Cliv, v 75.93(8) 108.38(8) 5.03(14)
Co2Clv 76.11(6) 109.06(6) 2.95(9)
iMeasured between the planes of the pyridine rings of the bpp ligand.
iiValues taken from structure reported by Rigsby et al.166
iiiThe crystal structure of Co3O2 included two molecules in the unit cell, one
Co3O2 molecule, and one mixed Co
IICoIII species. Mixed valence species is
shown in grey. ivValues taken from structure reported by Mandal et al.179
vBoth Co1Cl and Co2Cl had a perfectly symmetrical unit cell, so angles were
the same for both cobalt centres.
is not a significant difference between Co1Cl and Co2Cl. The challenge associated
with isolating pure Co2O2 suggests that perhaps the formation of the µ-OO species is
less favourable for this complex. This may be due to steric constraints on the binding
pocket caused by the presence of the methyl groups. Since formation of crystals was
not possible, computational analysis might offer an alternative route to investigate the
environment around the cobalt centres. However, this was beyond the scope of the
project.
A comparison of key bond lengths, Table 2.4, reveals some further trends. Free O2 has a
bond length of 1.208 Å,46 whilst H2O2 has a bond length of 1.49 Å.208 In transition metal
chemistry, most O–O bond lengths fall somewhere between these values, suggesting
some residual double-bond character. The bond length has been shown to correlate to
both bond strength (represented by vibrational frequencies for the bond) and the bond
order.46,127,209 Co1O2 and Co3O2 – Co6O2 have O–O bond lengths in the range 1.32Å
– 1.41Å.
The O–O bond lengths shown in Table 2.4 do not correlate to the Hammett parameter of
the substituent on the pyrazole backbone, Figure 2.22. However, it is possible to draw
some tentative correlations to ligand functionalisation. Co4O2 shows an O–O bond
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Table 2.4: Selected bond lengths and distances, as shown in Figure 2.21
Complex Co–O Co–N(pz) [Å] Co–N(bpp-py) [Å] O–O [Å] Co–Co [Å]
Co1O2
i 1.918(3), 1.905(3) 1.876(3), 1.900(4) 2.042(4), 2.017(3) 1.363(4) 3.832(7)
Co3O2
ii 1.895(7), 1.893 (7) 1.880(7), 1.859(9) 2.01(1), 2.011(8) 1.408(8) 3.796 (3)
1.89(1), 1.882(8) 1.885(11), 1.872(7) 2.042(7), 1.98(1) 1.32(1) 3.810(3)
Co4O2 1.895 (2), 1.884 (2) 1.879 (3), 1.877 (3) 2.012(3), 2.017(4) 1.400(3) 3.804(1)
Co5O2 1.904(2), 1.900(2) 1.890(2), 1.888(2) 2.043(3), 2.026(2) 1.379(3) 3.8224(5)
Co6O2 1.888(2), 1.885(2) 1.895(2), 1.884(2) 1.998(2), 2.023(3) 1.384(2) 3.7867(5)
iValues taken from structure reported by Rigsby et al.166 iiThe crystal structure of Co3O2 in-
cluded two molecules in the unit cell, one Co3O2 molecule, and one mixed Co
IICoIII species. Mixed
valence species is shown in grey and is omitted from most further comparisons.
length of 1.400 Å, potentially due to the electron-donating substituent (NH2) increasing
the electron density on the bpp ligand resulting in back donation into antibonding
orbitals of the O–O bond, either π* or σ* orbitals. This is further supported by
the shorter bond length between the cobalt and oxygen for Co4O2 . The longer bond
length suggests a weaker O–O bond, with more peroxo character than O2 double-bond
character.
Due to the trans effect, it is possible that substitution in the para-position of the
pyridine of the Hbpp ligand, rather than on the pyrazole backbone, might have a more
pronounced effect on the O–O bond. Substitution in this position would also reduce
the steric contribution of the substitution on the pyrazole backbone (illustrated by the
bpp distorition in Table Table 2.3) meaning it would be possible to isolate steric from
electronic effects. Density functional theory (DFT) could be used to determine the
frontier orbitals involved.
Co3O2 has two complexes in the unit cell, one of which has a long O–O bond, supporting
the observations from Co4O2 that electron-donating substituents results in a longer O–
O bond. However, the other structure in the unit cell has the shortest O–O bond length
of the five complexes. Interestingly, in both cases the Co–O bond length is relatively
short, supporting the proposal of back donation from bpp into the Co–O π* orbitals.
The unit cell in Co3O2 contains two cobalt complexes and five counter ions, which
could suggest the presence of a mixed valence species, CoIIICoII, with a CoIII2 species. If
the extra electron from the CoII is localised on the O–O bond, it would be expected to
populate a σ* antibonding orbital (as shown in 1.3a). This would result in a longer O–
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Figure 2.22: O–O bond length plotted against the Hammett parameter, σ(para), showing
a lack of correlation between them. (Note that the mixed valence Co3 species is omitted in
this figure.)
O bond length, since an increase in electron density in the O–O anti-bonding orbitals
would result in a weakening and lengthening the bond. However, without quantum
chemical calculations, it is not possible to predict what the lowest unoccupied molecular
orbital (LUMO) of the complex is, meaning that although the σ* orbital of the O–O
bond could be the LUMO, the electron could also be centred on one of the cobalt
centres, or in a π* orbital of one of the ligands on the molecule, or a combination of
these. Due to the anomalous length of the O–O bond for Co3O2 reported in Table 2.4,
this is assigned as due to the mixed valence species, and is therefore not included in
structure/activity relationships discussed in Chapter 3.
A change in oxidation state in the metal centre should be visible by UV-vis spectroscopy,
as is discussed in Section 2.4.4. This is not observed for Co3O2 via UV-vis spectrscopy,
and additionally, there is no evidence in the NMR spectroscopy of mixed valence species
in solution. This suggests that during the crystallisation process, the complex became
partially reduced. Fully characterising a mixed valence species e.g. using the Robin-Day
classification system,210 is beyond the scope of this work.
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The differences in the peroxo bond lengths suggest that the effect is not purely induct-
ive, as both Co3O2 and Co4O2 , with electron donating substituents, and Co5O2 and
Co6O2 , with electron withdrawing substituents, have longer O–O bond lengths than
the unsubstituted Co1O2 . This suggests that the effect is stereoelectronic, rather than
just due to one effect.
Figure 2.23: The O–O bond lengths of Co1O2 and Co3O2 – Co6O2 with the bond lengths
of both O246 and H2O2208 shown. Note that due to the two molecules in the unit cell for
Co3O2 both O–O bond lengths are shown. There are also three literature examples included,
from left to right, a superoxo46,211, a bridging peroxo212 and a hydroperoxo species (*The
hydroperoxo bond-length is a calculated length, rather than determined by spectroscopy).124
Figure 2.23 shows the O–O bond lengths of Co1O2 andCo3O2 –Co6O2 with some other
cobalt-oxygen complexes, and both O2 and H2O2 for reference. The series of complexes
shows how the O–O bond length varies with different binding modes, illustrating the
significance of the binding environment.
The side-on species shown, with an O–O bond length of 1.26Å is a CoII side-on superoxo
species.46,211 Since the superoxo species has one fewer electrons in the pi∗ antibonding
orbitals, has a shorter O–O bond length than that of the peroxo species reported in
this work. Conversely, the long length of the bridged peroxo dimer (1.42Å) suggests a
weaker O–O bond.212 The binding arrangement shown in the bridged peroxo complex
is very similar to those of Co1O2 – Co6O2 , with polyaromatic nitrogen-based chelate
ligands. However, the notable difference is the lack of bridging ligand between the two
cobalt centres. This suggests that the bridging nature of the bpp– ligand imposes a
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slight steric constraint on the binding of O2.
Finally, the O–O bond length in the cobalt-hydroperoxo complex (1.44Å), shown in
Figure 2.23, is closest to H2O2 in length and has the least double-bond character. It
is important to note that this bond-length is calculated using DFT calculations, rather
than measured using X-ray crystallography.124 The longer length of the hydroperoxo
species suggests that the O–O bond is more activated in this complex than in Co1O2
and Co3O2 – Co6O2 , which are shown to have O–O bond lengths that are consistent
with other bis-µ-peroxo species in the literature.
Bond length can sometimes be used as a proxy for bond order,213 giving an indication of
how reduced the O2 is by the complex. The differences in bond length between Co1O2
and Co3O2 – Co6O2 fall between the superoxo and peroxo bond lengths predicted by
Vaska in a 1976 paper.213 This suggests a degree of double-bond character remains,
despite a formal charge on the peroxo ligand of O2–2 . Predicting the behaviour of the
complex can be challenging, since although a longer bond length suggests a greater
degree of activation of the O2 by the metal complex, if this is a highly stable species,
the reactivity of the complex will be low.
The Co-Co distance can be used as a proxy for the size of the binding pocket. Addi-
tionally, it gives an indication of whether substitution on the pyrazole backbone has a
steric impact on the binding pocket. The Co-Co distance in Co6O2 is the shortest of
all six complexes. The reduced distance could result in steric constraints when binding
O2, which might help explain why the synthesis of this complex was more challenging
than the other complexes, Section 2.3.1.
Table 2.5: Selected bond lengths and distances, as shown in Figure 2.21
Complex Co-Cl Co-N(pz) [Å] Co-N(bpp-py) [Å] Co-Co [Å]
Co1Cli 2.5152(6) 2.0009(19) 2.179(2) 3.9530(7)
Co2Cl 2.5399(5) 2.003(2) 2.280(2) 4.0010(7)
iValues taken from structure reported by Mandal et al.179
A comparison between the µ-Cl and µ-OO complexes reveals that the ligand to cobalt
bond distances are longer for the µ-Cl complexes than for the µ-OO complexes, Table 2.4
and Table 2.5. The increase in N–Co bond distances in the CoII2 complexes results in a
longer Co–Co distances, which are longer in the µ-Cl complexes, with values closer to
4Å, than the µ-OO complexes, where the distance is nearer 3.8Å.
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It is interesting to note that the Co–N bond distances reported for Co1Cl and Co2Cl
are longer than those reported for the mono-cobalt NO2-substituted complex shown
previously in Figure 2.8. This is possibly due to reduced electron density on the cobalt
due to the inductive effect of the NO2 group trans to the Co–Cl bond. This effect might
be more pronounced in the mono-metallated complex due to the configuration with the
terpyridine in the “in” position.
2.4.4 UV-vis Spectroscopy of Co1 – Co6
The strong colour difference between the CoO2 and CoCl complexes, as shown in Fig-
ure 2.24, suggested that there would be clear differences in the UV-vis spectra of the
complexes. Collection of UV-vis spectra of all twelve complexes, Figure 2.25, allowed
insight into solution speciation.
Figure 2.24: The pronounced difference in solution colour between the µ-OO complexes (left:
Co1O2 , 0.25 mM, centre: Co2O2 , 0.25 mM) and the µ-Cl complexes (right: Co1Cl, 0.25 mM.
All in MeCN). These colours are similar across all six complexes. Note that Co2O2 is less
intensely coloured due to the presence of Co2Cl species in solution, as discussed previously.
Using previously reported data, the λmax (the wavelength of maximum absorbance, in
a given region of the spectrum) of terpyridine is found at 285 nm,214 which supports
assignment of the large UV-vis band at around 300 nm being π→π* transitions on
the terpyridine and Hbpp ligands. The µ-OO complexes all show a distinct feature at
around 550 nm, Figure 2.25 while the µ-Cl speces show a lower intensity shoulder peak
between 350 and 400 nm. The λmax and molar extinction coefficient (ε) values can be
found in Table 2.6.
Due to the intensity of the molar extinction coefficients (ε, Table 2.6) of the peak at
around 550 nm for the µ-OO species, and the location in the spectrum, it is likely
that this transition is due to a charge transfer process (either metal-to-ligand charge
transfer (MLCT) or ligand-to-metal charge transfer (LMCT)). It is notable that the
λmax value between 400 and 700 nm for Co1O2 – Co6O2 shows only a blue-shift to
higher energies with respect to Co1O2 . This is surprising because it would be expected
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Figure 2.25: UV-vis spectra of Co1O2 – Co6O2 and Co1Cl – Co6Cl showing the predom-
inant peak for the µ-OO species at around 550 nm, and the distinctive shoulder peak of the
µ-Cl complexes between 350 and 400 nm. Solvent = MeCN
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Table 2.6: λmax and εvalues for Co1O2 –Co6O2 in MeCN.







that electron withdrawing and electron donating substituents would results in shifts of
the λmax in opposite directions. Given the complexes have two metal centres and three
ligand systems, it is likely there are multiple charge transfer events that contribute to
what appears to be a single peak in the spectra, Figure 2.25. However, in order to
confidently assign these peaks to specific transitions, temperature and solvent-polarity
dependence studies would need to be carried out alongside emission studies,215,216 and
complimented by computational techniques, unfortunately such studies were beyond
the scope of this work.
There is a pronounced difference in the intensity of the peaks in the UV-vis spectra
between the µ-Cl and µ-OO species. This suggests that the transitions in the µ-OO
complexes are more allowed by the UV-vis selection rules than the µ-Cl complexes. The
spin selection rule states that an electron cannot change spin state during a transition.217
By looking at the d-orbital configuration for CoIII and CoII (Figure 2.18) it can be seen
that all d-d spin transitions are allowed for a low-spin CoIII complex, whereas there are
fewer allowed transitions for a CoII low-spin complex. However, the spin selection rule
alone does not explain the significant differences in intensity. The symmetry selection
rule states that in order for a transition to be allowed, there must be a change in parity.
In simple atoms and centrosymmetric molecules this is explained by the Laporte rule
which states that in order for a transition to be allowed it must be gerade → ungerade,
or ungerade → gerade.217 The orbital selection rule states that for a transition to be
allowed the total angular momentum must change by ±1. In more complex molecules,
such as Co1O2 – Co6O2 , it becomes necessary to use group theory to determine the
allowed transitions, although, in general, molecules with higher degrees of symmetry
are more likely to have symmetry forbidden transitions.
It is clear from the 1H NMR spectra (Section 2.4.2) and the solid-state structures (Fig-
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ure 2.20) that the µ-Cl complexes have higher symmetry than their µ-OO counterparts.
Due to the similarity in the spacial arrangement of the ligands in the µ-Cl and µ-OO
complexes, it is unlikely that the transitions in the µ-Cl complexes are forbidden by
the spacial selection rule. It is therefore likely that the pronounced difference between
the two sets of complexes is due to the µ-Cl complexes having fewer allowed transitions
due to both the spin and symmetry selection rules not being fulfilled.
When comparing the UV-vis spectra of the µ-OO and µ-Cl series there are a number
of shared features between the families, most notably the strong π→π* transition at
around 300 nm. However, the most notable difference between them is the lack of any
key features in the µ-Cl spectra in the region between 500 – 600 nm, whereas the µ-OO
complexes have a pronounced peak in this region. This suggests that the peroxo ligand
may be involved in MLCT or LMCT transition(s) in this region.
2.5 Conclusions
A number of previously reported ligands based on the Hbpp moiety were synthesised,
incorporating methyl functionalisation in the ortho- position of the ligand and a range
of substituents on the pyrazole backbone (Me, NH2, Br, NO2). The atom economy
of the synthetic route to the amine-subtituted HL4 was improved upon, using NBS,
followed by nucleophilic substitution of the bromine substituent by hydrazine.
These ligands were used to make a series of six CoIII2 µ-peroxo complexes based on the
reported literature complex Co1O2 . Their six Co
II chloro equivalents were also synthes-
ised. The twelve complexes were characterised by a combination of NMR spectroscopy,
mass spectrometry, crystallography and UV-vis spectroscopy. The 1H NMR spectra
of the six diamagnetic CoIII complexes did not show significant differences, with the
exception of the location of the protons in the ortho position on the pyrdines on the
bpp– ligand, which was significantly shifted by the presence of electron withdrawing
substituents on the pyrazole backbone. The 1H NMR spectra of the paramagnetic CoII
complexes were tentatively assigned using wide-spectral width COSY spectra, showing
that most peaks were found in the 10 – 80 ppm region.
The results from the 1H NMR spectroscopy and X-ray crystallography confirm that
the µ-OO complexes have close to C2 symmetry. The complexes have an axis running
through the pyrazole backbone and O–O bond, as illustrated in Figure 2.12. It was
not possible to crystallise Co2O2 , but Co2Cl was characterised by X-Ray crystallo-
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graphy. The µ-Cl complexes are close to C2v symmetric, and also have an axis running
through the pyrazole backbone and bridging chloro. They have two mirror planes, one
of which is in the plane of the bpp– ligand, and the second vertically along the axis
that runs through the chloro and pyrazole backbone, as illustrated in Figure 2.16. This
is confirmed through 1H NMR spectroscopy, which showed that each terpyridine peak
corresponded to four protons.
The crystal structures of the complexes showed a degree of distortion in the bpp– back-
bone and the terpyridine ligands, with the most pronounced distortion in Co5O2 , the
bromo-substituted complex. This suggests that substitution on the pyrazole backbone
does impart some steric constraints to the complex. All five µ-OO crystal structures
show a degree of variation in the Co – Co distance, and the O–O bond in the bridging
peroxo ligand. The O–O bond lengths are within the expected range for a bridging
peroxo species, and suggest a degree of double-bond character remains. The O–O bond
lengths do not correlate to the electron donating or withdrawing ability of the pyrazole
substituent, suggesting this is a steroelectronic effect. This suggests that the structure
activity relationship between the complexes might not follow the expected trends based
purely on electronic factors. This will be investigated further in Section 3.
The structure of Co2Cl offers some insight into the µ-Cl complexes, confirming the ob-
servations from NMR spectroscopy that these species have a higher degree of symmetry.
It is also clear that the inclusion of methyl groups in the ortho-position of the Hbpp
pyridine rings resulted in a level of steric congestion around the binding pocket. The
bond angle between the cobalt and the two binding sites on the Hbpp ligand was 4◦
smaller than for the other complexes, and this was also mirrored in the angle between
the Hbpp and terpyridine ligands. The impact of this steric congestion is further studied
in Chapter 3.
There are clear differences between the CoII-µ-Cl complexes and the CoIII-µ-OO com-
plexes in the UV-vis spectra, which showed a strong peak at around 550 nm for all
peroxo complexes, that was not present for the µ-Cl complexes. This peak is likely due
to a charge transfer event and was in a similar position for all six peroxo complexes.
The chloro complexes showed a peak in the shoulder of the π→π* transition at around
300 nm, which was much lower intensity than the peak in the peroxo species.
Having carried out structural characterisation of the complexes, they will be investig-
ated to determine whether any of the structural trends correlate with activity. Their
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electrochemical properties will be studied and their reactivity towards both oxygen
reduction and oxygen atom transfer, in Chapter 3.
2.6 Future Work
There is significant scope for further ligand functionalisation as a way of studying the
impact on the cobalt centres. Additionally, such ligand modifications might enable the
synthesis of heterobimetallic complexes. This is discussed further in Chapter 4.
2.6.1 Additional Characterisation
Although tentative assignments were made forCo1Cl –Co6Cl, for complete assignment
of the 1H NMR spectra, computation techniques such as density functional theory
(DFT) could be used.
X-ray crystal structures of all 12 complexes would allow a more thorough structural
comparison, and would help determine the full impact of functionalisation at different
locations around the Hbpp ligand backbone. Although the O-O bond will not be active
in infrared (IR) spectroscopy, the Co-Cl and Co-O bonds should be active, and might
give some insight into the relative strengths of the bonds.
2.7 Experimental
2.7.1 Analytical Techniques
All reactions and workups were carried out in air unless specified otherwise. Reactions
under argon were performed using standard Schlenk techniques or an MBraun Unilab
Plus glovebox.
NMR spectra were recorded using a Bruker Avance III NMR spectrometer operating
either at 500.13 MHz or 400.04 MHz for 1H experiments or a 500 MHz Agilent ProPulse.
Unless otherwise specified organic samples were analysed in CDCl3 and metal complexes
analysed in MeCN – at 25 ◦C using standard Bruker pulse sequences (Topspin 2.1).
Chemical shifts (δ) are reported in ppm. Typically 1H spectra were acquired with a
spectral width (SW) of 20 ppm, and 16 transients. 13C{1H} spectra were obtained with
a SW of 220 ppm and with 1024 transients. Spectra were referenced using the residual
solvent signal, at 7.26 or 1.95 ppm for 1H (in CDCl3 or MeCN respectively) and 77.0
or 1.32 ppm for 13C (in CDCl3 or CD3CN respectively). Where diamagnetic samples
were prepared in protonated solvents 1H spectra were acquired with (pre-saturation)
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solvent suppression pulse sequences. Unless stated otherwise, paramagnetic samples
were acquired using a wide spectral width (SW = 200 ppm) with the spectrum origin
= 50 ppm, acquisition times were set to 0.5 s, and relaxation delay reduced to 1 s. Note
that the paramagnetic spectra did not show any discernible coupling patterns, so only
the ppm values and integrals are reported.
Mass Spectrometry of ligands were conducted on an Agilent Electrospray Quadru-
pole Time-of-Flight (QTOF) mass spectrometer. Mass spectrometry of Co1O2 and
Co2Cl were performed at the EPSRC National Mass Spectrometry Facility in Swansea.
Analysis of all other cobalt complexes were conducted using a MaXis HD quadrupole
electrospray time-of-flight (ESI-QTOF) mass spectrometer (Bruker Daltonik GmbH,
Bremen, Germany), using a glass syringe (Hamilton) and syringe pump (KD Scientific,
Model 781100) for infusions at a flow rate of 3 µl/min. Analyses were performed in ESI
positive mode with the capillary voltage was set to 4500 V, nebulizing gas at 1 bar,
drying gas at 6 L/min at 180 ◦C in each case. The TOF scan range was from 50 –
1000 mass-to-charge ratio (m/z). The MS instrument was calibrated using an infusion
of sodium formate calibrant solution. The calibrant solution consisted of 3 parts of 1
M NaOH to 97 parts of 50:50 water:isopropanol with 2% formic acid. Data processing
was performed using the Compass Data Analysis software version 4.3 (Bruker Daltonik
GmbH, Bremen, Germany).
UV/Vis spectroscopy was conducted using an Avantes AvaLight-DH-S-BAL light source
and an Avantes AvaSpec-2048L spectrometer.
Single crystal X-ray diffraction analysis was carried out by Dr Gabriele Kociok-Köhn
at the University of Bath using a RIGAKU SuperNova Dual. Crystallography images
were rendered using Mercury 4.3.1 software. Angles between atoms, bond distances
and angles between planes were calculated using Olex2 software.203
Commercially available materials were obtained from Sigma Aldrich, Fisher or Acros
and used as recieved unless otherwise stated. Methanol was dried by distillation from
magnesium. Toluene was dried by distillation from sodium. THF, Et2O and hexane
were dried by distillation from potassium. Acetonitrile was dried by distillation from









Figure 2.26: Ligand precursor labelling convention used for NMR assignments. Blue are
used for carbon and proton assignments, where appropriate, green are carbon assignments.
2.7.2 Ligand Precursor Synthesis
Picolinate Derivatives
Picolinic acid (4 g, 32 mmol) (or equivalent substituted variant (6-methylpicolinic acid,
200 mg, 0.15 mmol)) was dissolved in methanol or ethanol (5 – 10 mL) in a microwave
vial and excess hydrochloric acid ( 0.1 mL) was added. The reaction mixture was
placed in the microwave reactor and heated at 150 ◦C for 45 minutes. The solvent was
removed and the acid quenched by addition of saturated sodium bicarbonate solution
(10 mL). The product was extracted with dichloromethane (3 x 10 mL), washed with
water, dried over MgSO4 and the solvent removed, yielding an oil in all cases.





Ethyl picolinate was further purified by distillation under vacuum. (2.9 g, 0.019 mol,
60%)
1H NMR (400 MHz, CDCl3) δ (ppm): 8.75 (z, 1H, m), 8.12 (w, 1H, dt, 3Jw,x = 7.80,
4Jw,y 2.12 Hz), 7.83 (x, 1H, td, 3Jx,w = 3Jx,y = 7.75, 3J,zx 1.77 Hz), 7.45 (y, 1H, dd,
3Jy,z = 3Jy,x = 7.75, 4Jy,w = 4.74 Hz), 4.47 (CH2, 2H, q, 3JCH2,CH3 = 7.12 Hz), 1.44
(CH3, 3H, t, 3JCH3,CH2 = 7.14 Hz)
13C{1H} NMR (100 MHz, CDCl3) δ (ppm): 156.1
(C=O), 149.9 (v), 148.3 (z), 137.0 (x), 126.9 (y), 125.1 (w), 61.8 (CH2), 14.3 (CH3).
In agreement with reported literature values.218






(0.69 g, 4.58 mmol, 77%)
1H NMR (400 MHz, CDCl3) δ (ppm): 7.88 (w, 1H, d, 3Jw,x = 7.81 Hz), 7.66 (x, 1H, t,
3Jx,y = 3Jx,w = 7.81 Hz), 7.27 (y, 1H, d, 3Jy,x = 7.55 Hz), 3.93 (CH3-ester, 3H, s), 2.59
(CH3, 3H, s). 13C{1H} NMR (400 MHz, CDCl3) δ (ppm): 165.93 (C=O), 158.95 (z),
147.42 (v), 137.10 (y), 126.84 (x), 122.39 (w), 52.87 (OCH3), 24.63 (CH3). In agreement
with reported literature values.219
2.7.3 Diketone Synthesis
The picolinate derivative (R = H 5mL, 36 mmol, R =Me 0.69 g, 4.5 mmol) was dissolved
in tetrahydrofuran (THF) (R = H, 120 mL, R = Me, 40 mL). Sodium hydride (60%
dispersion in paraffin oil) (R = H, 5 g, 120 mmol, R = Me 0.2 g, 5 mmol) was added
and the solution stirred for 30 minutes before adding 2-acetylpyrdine or substituted
derivative (R = H 4.6 mL, 36.0 mmol, R = Me 0.62 g, 4.5 mmol). THF was added as
the mixture thickened (total 100 mL). The solution was stirred at 60 ◦C for 12 hours.
The solvent was removed under vacuum, before carefully adding water (50 mL) whilst
stirring vigorously. Upon addition of acetic acid (5 – 10 mL) a yellow/white solid




N [226.235 g mol-1]
(8.65 g, 38 mmol, 92%) A crude 1H NMR was recorded, but the product was used
directly without further purification, as described in the literature.220 1H NMR (400
MHz, CDCl3) δ (ppm): 8.74 (z, 2H, m), 8.15 (w, 2H, d, 3Jw,x = 7.88 Hz), 7.86 (x,
2H, dt, 3Jx,w = 3Jx,y = 7.73, 3Jx,z = 1.74 Hz), 7.44 (y, 2H, m), 4.93 (CH2, 2H, s). In




N [254.289 g mol-1]
(0.95 g, 3.73 mmol, 82%) A crude 1H NMR was recorded, but the product was used
directly without further purification. 1H NMR (400 MHz, CDCl3) δ (ppm): 16.11 (OH,
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1H, s), 7.95 (w, 2H, d, 3Jw,x = 7.68 Hz), 7.73 (x, 2H, t, 3Jx,w = 3Jx,y = 8.06 Hz), 7.29






Potassium tert-butoxide (KOtBu) (63 mg, 0.56 mmol) was dissolved in THF. 1,3-
dipyridin-2-ylpropane-1,3-dione (100 mg, 0.38 mmol) in THF was added to the KOtBu
at 0 ◦C and the solution allowed to warm to room temperature. After heating at 50 ◦C
for 2 hours the mixture was allowed to cool to room temperature. Methyl iodide (MeI)
(70 µl, 1.1 mmol) was added to the solution before stirring at room temperature for
12 hours. The reaction was quenched with addition of water and the aqueous layer
extracted with diethyl either (Et2O) (3 x 10 ml). The organic fractions were combined
and dried over MgSO4 before removal of solvent in vacuo to yield an orange oil. (0.0712
g, 0.30 mmol, 78.9 %) 1H NMR (400 MHz, CDCl3) δ (ppm): 8.50 – 8.48 (z, 2H, m),
8.08 (w, 2H, dt, 3Jw,x = 7.03, 4Jw,y = 1.07 Hz) 7.81 (x, 2H, td, 3Jx,y = 3Jx,w = 7.63,
4Jx,z = 1.73 Hz), 7.38 (y, 2H, dd, 3Jy,z = 3Jy,x = 7.70, 4Jy,w = 4.27 Hz), 5.72 (CH, 1H, q,
3JCH,CH3 = 7.03 Hz), 1.55 (CH3, 3H, d,
3JCH3,CH = 7.04 Hz)
13C{1H} NMR (100 MHz,
CDCl3) δ (ppm): 199.17 (C=O), 152.36 (v), 148.70 (z), 137.03 (x), 126.90 (y), 122.40







1,3-dipyridin-2-ylpropane-1,3-dione (500 mg, 1.8 mmol) andN -Bromosuccinimide (NBS)
(368 mg, 2.1 mmol) were placed in a flask and degassed thoroughly for 1 hr, after which
Et2O was added (80 mL). The resultant solution was stirred and irradiated with UV
light for 20 minutes resulting in a yellow/brown solution. The solvent was removed and
the product recrystallised from EtOH and Et2O yielding the product as a yellow/brown
solid. (323 mg, 1.1 mmol, 56%) 1H NMR (400 MHz, CDCl3) δ (ppm): 8.51 (z, 2H,
d, 3Jz,y = 4.3 Hz), 8.15 (w, 2H, d, 3Jw,x = 7.8 Hz), 7.86 (x, 2H, t, 3Jx,w = 3Jx,y = 7.3
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Hz), 7.49 – 7.38 (y, 2H, m), 7.33 (CH, 1H, s). 13C{1H} NMR (100 MHz, CDCl3) δ
(ppm): 189.9 (C=O), 150.6 (v), 148.7 (z), 137.1 (x), 127.3 (y), 122.9 (w), 53.7 (CH ).
MS (ESI+), Calculated m/z [M] = 303.9851, Found [M] = 303.9847
2.7.5 Pyrazole Synthesis
The appropriately substituted diketone (R = H, (9 g, 41 mmol), R = ortho-Me (0.95 g,
3.7 mmol), R = Me (0.86 g, 3.6 mmol), R = Br (For synthesis of HL4, where R = NH2)
(0.42 g, 1.1 mmol)) was dissolved in ethanol (varied). An excess of hydrazine hydrate
(N2H4 ·H2O) (5 eq) was added and the solution heated at reflux for 12 hours. After
cooling to room temperature the total volume was reduced until solids formed, which
was separated by filtration and washed with ice-cold ethanol. The resultant solids were










Figure 2.27: Labelling convention used for NMR assignments of pyrazoles. Blue are used
for carbon and proton assignments, where appropriate, green are carbon assignments.




(3.03 g, 0.014 mol, 68 %)
1H NMR (400 MHz, CDCl3) δ (ppm): 11.27 (N–H, 1H, s), 8.64 (w, 2H, m), 7.89 (z,
2H, d, 3Jz,y = 7.80 Hz), 7.77 (y, 2H, dt, 3Jy,z = 3Jy,x = 7.72, 4Jy,w = 1.76 Hz), 7.39
(pz–H, 1H, s), 7.26 (x, 2H, m). 13C{1H} NMR (100 MHz, CDCl3) δ (ppm): 149.9 (v),
149.32 (w), 136.89 (y), 128.2 (u), 122.86 (x), 120.03 (z), 101.41 (t).In agreement with
literature values.221 MS (ESI+), Calculated m/z [M+H]+ = 223.0978, Found [M+H]+
= 223.0977




(0.62 g, 2.5 mmol, 66.0 %)
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1H NMR (400 MHz, CDCl3) δ (ppm): 11.81 (N–H, 1H), 7.68 (w, 2H, d, 3Jw,x = 7.72
Hz), 7.61 (x, 2H, t, 3Jx,w = 3Jx,y = 7.66 Hz), 7.37 (pz–H, 1H, s), 7.07 (y, 2H, d, 3Jy,x
= 7.64 Hz), 2.61 (CH3, 6H, s) 13C{1H} NMR (100 MHz, CDCl3) δ (ppm): 158.25 (z),
149.29 (u), 148.34 (v), 137.02 (x), 122.41 (y), 117.08 (w), 101.31 (t), 24.56 (CH3). In
agreement with literature values.180 MS (ESI+), Calculated m/z [M+H]+ = 251.1291,
Found [M+H]+ = 251.1292
HL3, R = Me: 2,2’-(4-methyl-1H-pyrazole-3,5-diyl)dipyridine
NHN
NN [236.28g mol-1]
(0.3914 g, 1.66 mmol, 46%)
1H NMR (400 MHz, CDCl3) δ (ppm): 11.27 (N–H, 1H, br), 8.66 (z, 2H, dt, 3Jz,y =
4.94, 4Jz,y = 1.39 Hz), 7.84 – 7.82 (w, 2H, m), 7.77 (y, 2H, td, 3Jy,x = 7.81, 4Jy,z 2.00
Hz), 7.25 – 7.22 (x, 2H, m), 2.73 (CH3 –pz, 3H, s). 13C{1H} NMR (100 MHz, CDCl3) δ
(ppm): 151.49 (v), 149.26 (z), 145.44 (u), 137.02 (y), 122.23 (w), 121.50 (x), 113.53 (t),
11.00 (CH3 –pz). MS (ESI+), Calculated m/z [M+H]+ = [237.1136], Found [M+H]+
= [237.1135]






(0.11 g, 0.46 mmol, 44%)
1H NMR (500 MHz, DMSO-d6), δ (ppm): 13.16 (N–H, 1H, s), 8.59 – 8.57 (z, 2H, m),
7.98 – 7.77 (x, y, 4H, m), 7.22 – 7.19 (w, 2H, m), 6.03 (NH2, 2H, s) In agreement with
reported literature values.181 13C{1H} NMR (125 MHz, DMSO-d6) δ (ppm): 149.6 (v),
149.2 (z), 138.2 (y), 124.6 (u), 123.0 t, 121.3 (w), 119.8 (x). MS (ESI+), Calculated
m/z [M] = [237.1019], Found [M+H]+ = 238.1092.
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2.7.6 Pyrazole Functionalisation






Hbpp (222 mg, 1 mmol) was dissolved in DCM and cooled to 0 ◦C. Bromine (0.3 mL in
10 mL saturated aqueous Na2CO2) was added dropwise and stirred at 0 ◦C for 1 hour.
The solution was quenched with Na2S2O3 until decolourised and extracted with DCM
(3 x 10 mL) before being dried over MgSO4 and the solvent removed in vacuo. The
product was recrystallised from ethanol and diethyl ether. (0.170 g, 0.57 mmol, 57%)
1H NMR (400 MHz, CDCl3) δ (ppm): 8.73 (pyridyl-z, 2H, d, 3Jz,y = 4.73 Hz), 8.24
(pyridyl-w, 2H, d, 3Jw,x = 7.40 Hz), 7.83 (pyridyl-x, 2H, td, 3Jx,w = 7.80, 3Jx,y 1.55 Hz),
7.34 – 7.31 (pyridyl-y, 2H, m) 13C{1H} NMR (125 MHz, CDCl3) δ (ppm): 149.6 (z),
148.9 (v), 144.6 (u), 137.1 (x), 123.3 (y), 121.9 (w), 91.4 (t) In agreement with reported
literature values.182 MS (ESI+), Calculated m/z [M+H]+ = 300.0011 Found [M+H]+
= 303.0069






Hbpp (222 mg, 1 mmol) was dissolved in H2SO4 (80%, 6 mL) at 0 ◦C. A solution of
HNO3 (65%, 3 mL) and H2SO4 (80%, 3 mL) was added dropwise over 20 min at 0 ◦C.
The solution was heated at reflux for 6 hours then cooled to room temperature before
the addition of ice (100 g) and carefully neutralised with Na2CO3. The product was
extracted with DCM (3 x 30 mL), dried over MgSO4 and the solvent removed in vacuo.
The solids were purified by recrystalisation from 1:1 EtOH/Et2O.
(120 mg, 0.45 mmol, 45%) 1H NMR (500 MHz, CDCl3, δ (ppm): 8.68 (z, 2H, d, 3Jz,y
= 4.79 Hz), 7.94 (w, 2H, d, 3Jw,x = 7.80 Hz), 7.84 (x, 2H, td, 3Jx,y = 3Jx,w = 7.80,
4Jx,z = 1.52 Hz), 7.38 (y, 2H, dd, 3Jy,x = 3Jy,z = 7.94, 4Jy,w 5.03 Hz). In agreement
with reported literature values.182 13C{1H} NMR (125 MHz, CDCl3) δ (ppm): 149.6
(z), 146.9 (v), 137.2 (y), 130.3 (u), 124.5 (x), 122.8 (w). MS (ESI+), Calculated m/z





























Figure 2.28: Labelling convention used for NMR assignments. Blue are used for carbon and
proton assignments, where appropriate, green are carbon assignments.
Cobalt mono-terpyridine: Co(trpy)Cl2 [363.107]
CoCl2 · 6H2O (300 mg, 1.3 mmol) was dissolved in ethanol (25 mL). Terpyridine (295
mg, 1.3 mmol) dissolved in ethanol (25 mL) was added. The solution was heated at
reflux for 10 – 30 minutes during which time the solution changed from brown to green.
Upon cooling to room temperature a green precipitate formed which was separated by
filtration and washed with ethanol (10 mL) and diethyl ether (2 x 10 mL). (0.42 g,
1.2 mmol, 92%) 1H NMR (500 MHz, MeCN) δ (ppm): 98.9, 57.0, 48.0, 34.3, 21.8, 8.9
In agreement with reported literature values.199 MS (ESI+), Calculated m/z [M-Cl] =










To a suspension of Hbpp (140.68 mg, 0.63 mmol) in methanol (20 mL), NaOH (25.3 mg,
0.63 mmol) was added and stirred at room temperature for 10 minutes. CoCl2 · 6H2O
(300 mg, 1.27 mmol) was added and the solution stirred for a further 30 minutes at
R.T. terpyridine (295.3 mg, 1.27 mmol) was added and the reaction was refluxed under
air for 3 hours and 70◦. After cooling to R.T. a solution of NaPF6 in methanol (5 mL)
was added and stirred. The solution was filtered and washed with ice cold methanol
(10 mL) and diethyl ether (2 x 10 mL) before recrystallizing from acetonitrile and a
further solution of NaPF6 in methanol. (0.489 g, 0.38 mmol, 61 %) 1H NMR (500 MHz,
MeCN) δ (ppm): 8.68 (H-pz, 1H, s), 8.55 (f, 2H, q, 3Jf,e’ = 11.20 Hz), 8.50 (e, z, 4H,
m), 8.42 (e’, 2H, d, 3Je,f = 7.75 Hz), 8.12 – 8.23 (a, a’, y, b, 8H, m), 7.95 (b, 2H, t, 3Jb,c
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= 7.48 Hz), 7.71 (w, 2H, d, 3Jw,x = 5.35 Hz), 7.58 (c’, 2H, t, 3Jc’,d’ = 6.00 Hz), 7.40 (d,
2H, d, 3Jd,c = 4.50 Hz), 7.25 (d’, 2H, d, 3Jc’,d’ = 4.60 Hz), 7.20 (x, 2H, m), 6.86 (c, 2H,
t, 3Jc,d = 6.00 Hz). In agreement with literature values.166 13C{1H} NMR (125 MHz,
MeCN) δ (ppm): 160.1 (h), 157.5 (h’), 156.0 (g’), 155.8 (g), 152.8 (v), 151.7 (d), 151.5
(w), 150.0 (d’), 142.9 (z), 142.0 (f ), 141.5 (b’), 141.4 (b), 128.9 (c’), 127.6 (c), 127.2
(u), 125.9 (x), 124.8 (a), 124.7 (a’), 124.1 (e’), 122.3 (e), 107.7 (t).











Co(trpy)Cl2 (200 mg, 0.55 mmol) was dissolved in MeOH (25 mL) and degassed by bub-
bling argon through the solution for 15 min. In a separate vessel NaOH (16.8 mg, 0.3
mmol) was added to a solution of Hbpp (60 mg, 0.27 mmol) in methanol (25 mL), and
was degassed by bubbling argon through the solution for 15 min. The two solutions
were combined and stirred at room temperature under argon for 3 hours. A satur-
ated solution of NaPF6 (3 mL) in methanol was added and the mixture stirred before
separation by cannula filtration.
(213 mg, 0.19 mmol, 34%) 1H NMR (500 MHz, MeCN) δ (ppm): 177.62 (4H), 106.22
(1H), 71.33 (4H), 70.51 (4H), 55.89 (4H), 54.99 (2H), 29.20 (2H), 26.61 (2H), 18.82
(2H), 15.55 (4H), 13.30 (2H)











(0.63 g, 0.54 mmol, 85.5%)
Synthetic procedure as detailed for Co1O2 .
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HL2 (158.4 mg, 0.63 mmol), CoCl2 · 6H2O (300 mg, 1.27 mmol), trpy (295.3 mg, 1.27
mmol), NaOH (25.3 mg, 0.63 mmol), NaPF6 (320 mg, 1.9 mmol).
1H NMR (500 MHz, MeCN), δ (ppm): 8.72 ((H-pz), 1H, s), 8.45 – 8.38 ((f, e, e’, y’),
8H, m), 8.22 – 8.15 ( (a, a’, b’), 6H, m), 8.03 ((x), 2H, t, 3Jx,w = 7.70 Hz), 7.95 ((b),
2H, t, 3Jb,c = 7.70 Hz), 7.63 ((c’), 2H, t, 3Jc’,d’ = 6.16 Hz), 7.48 – 7.46 ((d, d’), 4H, m),
7.09 ((w), 2H, d, 3Jw,x = 7.51 Hz), 6.93 ((c), 2H, t, 3Jc,b = 6.15 Hz), 1.56 (6H, s)
13C{1H}NMR (125 MHz, MeCN), δ (ppm): 164.17 (z), 160.77 (v), 158.55 (h), 158.24
(h’), 157.02(g), 156.89 (g’), 153.97 (d’), 152.89 (d), 150.24 (u), 143.62 (f ), 142.86 (b’),
142.56 (b), 141.74 (x), 130.01 (c’), 129.02 (c), 127.84 (w), 125.97 (e), 125.65 (e’), 125.51
(a’), 125.06 (a), 120.81 (y), 108.67 (t), 24.07 (CH3).
MS (FTMS + pNSI), Calculated m/z [M – 3PF6]+++ = 288.387, Found m/z [M –
3PF6]+++ = 288.385
Attempts to convert residual µ-Cl to µ-OO species in Co2O2
A sample of Co2O2 with Co2Cl contaminants (10 mg, 0.008 mmol) was dissolved in
MeCN (10 mL). AgBF4 (2.5 mg, 0.01 mmol) was added and the solution stirred in the
dark for 15 minutes at room temperature. A solution of Na2O2 (1 mg, 0.01 mmol)
in MeOH (3 mL) was added and the solution refluxed for 3 hrs. Upon cooling the
solution was filtered to remove silver salts, and the solvent removed in vacuo. 1H NMR










(0.13 g, 0.11 mmol, 82%)
Synthetic procedure as detailed for Co1Cl. X-ray crystallography standard crystals
were grown by the layering method from acetonitrile, with diethyl either as the anti-
solvent.
1H NMR (500 MHz, MeCN), δ (ppm): 174.54 (4H), 103.24 (1H), 72.91 (4H), 71.27
(4H), 55.92 (4H), 49.75 (2H), 27.61 (2H), 17.27 (2H), 15.36 (2H), 14.24 (4H), -79.82
(6H)
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MS (FTMS + pNSI), Calculated m/z [M – 2PF6]++ = 434.0694. 434.5709, Found m/z










(0.058 g, 0.05 mmol, 45%)
Synthetic procedure as detailed for Co1O2 . X-ray crystallography standard crystals
were grown by the layering method from acetonitrile, with diethyl either as the anti-
solvent.
1H NMR (500 MHz, MeCN), δ (ppm): 8.57 (f, 2H, t, 3Jf,e = 8.04 Hz), 8.51 – 8.49 (z,
e’, 4H, m), 8.39 (e, 2H, d, 3Je,f = 7.70 Hz) 8.22 – 8.17 (a, a’, 4H, m), 8.13 – 8.09 (y,
b’, 4H, m), 7.93 (b, 2H, t, 3Jb,c = 7.54 Hz), 7.70 (w, 2H, d, 3Jw,x = 5.04 Hz), 7.57 (c’,
2H, t, 3Jfc’,d’ = 6.21 Hz), 7.38 (d, 2H, d, 3Jd,c = 4.95 Hz), 7.25 (d’, 2H, d, 3Jd’,c’ = 4.83
Hz), 7.19 – 7.15 (x, 2H, m), 6.83 (c, 2H, t, 3Jc,d = 5.95 Hz), 3.35 (CH3-pz, 3H, s)
13C{1H} NMR (125 MHz, MeCN), δ (ppm): 158.32 (h), 157.99 (h’), 157.53 (t), 156.80
(g, g’), 156.59(u), 153.59 (d), 152.77 (w), 152.59 (d’), 151.08 (v), 143.61 (f ), 142.82
(b), 142.40 (b’), 142.01 (y), 129.75 (c’), 128.46 (c), 126.30 (x), 125.68 (e), 125.49 (a’),
124.93 (a), 123.59(e’), 123.43 (z), 11.58 (CH3-pz)











(0.114 g, 0.10 mmol, 72.3%)
Synthetic procedure as detailed for Co1Cl.
1H NMR (500 MHz, MeCN), δ (ppm): 176.72 (4H), 73.02 (4H), 72.52 (4H) 60.30 (2H),
57.12 (4H), 41.57 (3H), 34.45 (2H), 27.76 (2H), 18.91 (2H), 16.57 (4H), 14.71 (2H)
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(0.117 g, 0.10 mmol, 65%)
Synthetic procedure as detailed for Co1O2 . X-ray crystallography standard crystals
were grown by the layering method from acetonitrile, with diethyl either as the anti-
solvent.
1H NMR (500 MHz, MeCN), δ (ppm): 8.54 – 8.46 (f, e, 4H, m), 8.39 – 8.35 (e’, z, 4H,
m), 8.18 – 8.15 (a, a’, 4H, m), 8.12 – 8.06 (b’, y, 4H, m), 7.91 (b, 2H, t, 3Jb,a = 7.12
Hz), 7.61 (w, 2H, d, 3Jw,x = 5.54 Hz), 7.58 (c’, 2H, t, 3Jc’,d’ = 5.93 Hz), 7.41 (d, d’, 4H,
d, 3J(d,d’),c,c’ = 5.14 Hz), 7.06 (x, 2H, t, 3Jx,y = 6.33 Hz), 6.82 (c, 2H, t, 3Jc,d = 5.93
Hz), 5.43 (CH3-pz, 3H, s)/
13C{1H} NMR (125 MHz, MeCN), δ (ppm): 157.08 (h, h’), 156.13 (g’), 155.36 (g),
152.25 (d’), 151.69 (d), 151.56 (z), 150.3 (v), 146.6 (t), 142.65 (f ), 141.72 (b’), 141.55
(b), 140.88 (x), 128.94 (c’), 127.67 (c), 124.51 (y), 124.37 (a, a’), 124.54 (e), 124.26
(e’), 123.85 (u), 120.98 (w).
MS (FTMS + pNSI), Calculated m/z [M – 3PF6 – H]++ = 425.5658, Found m/z [M –











(0.1 g, 0.09 mmol, 63%)
Synthetic procedure as detailed for Co1Cl.
1H NMR (500 MHz, MeCN), δ (ppm): 180.62 (4H), 72.36 (4H), 71.94 (4H), 56.81 (4H),
56.04 (2H), 38.86 (2H), 33.68 (2H), 27.02 (2H), 16.84 (2H), 16.03 (4H), 13.30 (2H)
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(0.20 g, 0.15 mmol, 49%)
Synthetic procedure as detailed for Co1O2 . X-ray crystallography standard crystals
were grown by the layering method from acetonitrile, with diethyl either as the anti-
solvent.
1H NMR (500 MHz, MeCN), δ (ppm): 8.85 (z, 2H, d, J = 8.07 Hz), 8.54 (f, 2H, t, J =
8.08 Hz), 8.48 (e, 2H, d, J = 7.49 Hz), 8.39 (e’, 2H, d, J = 7.49 Hz), 8.20 – 8.10 (y, a,
a’, b’, 8H, m), 7.92 (b, 2H, t, J = 7.82 Hz), 7.72 (w, 2H, d, J = 5.62 Hz), 7.56 (c’, 2H,
t, J = 6.35 Hz), 7.35 (d, d’, 4H, dd, J = 26.08, 5.11 Hz), 7.24 (x, 2H, t, J = 6.43 Hz),
6.83 (c, 2H, t, J = 6.26 Hz)
13C{1H} NMR (125 MHz, MeCN), δ (ppm): 158.39 (z), 158.13 (h, h’), 156.80 (g’),
156.58 (g), 153.68 (d), 153.15 (d’), 152.53 (w), 149.39 (v), 143.79 (u), 142.97 (f ),
142.56 (b, b’), 142.31 (y), 129.87 (c’), 128.60 (c), 127.42 (x), 125.82 (e’), 125.62 (a’,
e), 125.07 (a), 123.47 (t)












(0.101 g, 0.08 mmol, 61.5%)
Synthetic procedure as detailed for Co1Cl.
1H NMR (500 MHz, MeCN), δ (ppm): 176.24 (4H), 71.58 (4H), 71.27 (4H), 62.11 (2H),
56.21 (4H), 29.43 (2H), 25.37 (2H), 18.09 (2H), 14.88 (4H), 13.91 (2H)
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(0.068 g, 0.05 mmol, 28%)
Synthetic procedure as detailed for Co1O2 . After collection of the solid, the product
was purified by alumina column chromatography using 10% MeOH in MeCN as the
eluant. X-ray crystallography standard crystals were grown by the layering method
from acetonitrile, with diethyl either as the anti-solvent.
1H NMR (500 MHz, MeCN), δ (ppm): 9.22 (z, 2H, d, J = 8.17 Hz), 8.55 (f, 2H, t, J
= 8.01 Hz), 8.49 (e, 2H, d, J = 8.08 Hz), 8.38 (e’, 2H, d, J = 8.12 Hz), 8.26 – 8.14 (y,
a, a’, b’, 8H, m), 7.93 (b, 2H, t, 7.62 Hz), 7.82 (w, 2H, d, J = 5.50 Hz), 7.57 (c’, 2H, t,
6.94 Hz), 7.35 – 7.33 (d, d’, x, 6H, m), 6.81 (c, 2H, t, J = 6.66 Hz)
13C{1H} NMR (125 MHz, MeCN), δ (ppm): 157.38 (h, h’), 157.04 (g), 156.31 (u, u’),
154.68 (g’), 152.53 (d), 152.16 (d’), 151.38 (v, v’), 143.44 (f ), 142.60 (b’), 142.14 (b),
142.05 (y), 131.10 (w), 129.12 (c’), 128.28 (x), 128.02 (c), 127.45 (t, t’), 127.12 (z),
125.37 (a, e, e’), 124.5 (a’).
MS (FTMS + pNSI), Calculated m/z [M – 3PF6 + H]++ = 441.5607, Found m/z [M











(0.10 g, 0.085 mmol, 46%)
Synthetic procedure as detailed for Co1Cl.
1H NMR (500 MHz, MeCN), δ (ppm): 168.33 (4H), 71.56 (4H), 71.47 (4H), 70.71 (2H),
55.62 (4H), 28.33 (2H), 23.22 (2H), 19.88 (2H), 14.36 (2H), 13.07 (4H)
89




Reactivity of Cobalt Complexes
The properties and reactivity of the novel cobalt complexes synthesised in Chapter
2 were investigated. Electrochemical methods were used to probe the CoIII/CoII re-
duction potentials of the µ-OO complexes, and Randles-Sevcik analysis was used to
determine the number of electrons involved in the redox event. The activity of the
complexes towards catalytic oxygen reduction and in stoichiometic oxygen atom trans-
fer was studied.
The oxidation potentials of the µ-Cl species were also studied. Additionally, the con-
version of the CoII2 µ-Cl complexes to their corresponding CoIII2 µ-OO species is also
analysed using UV-vis spectroscopy. The interconversion between the µ-Cl and µ-OO
complexes were studied as an approximation for the oxophilicity of the complexes, re-
vealing that the unsubstituted complex, Co1Cl showed the fastest oxidation to Co1O2 ,
whilst Co2Cl and Co6Cl showed extremely slow rates. These observations correlate
to the rates of oxygen reduction calculated for the six complexes, where Co1O2 and
Co4O2 showed reasonably fast rates, whilst Co2Cl and Co6Cl again showed very slug-
gish activity for the oxygen reduction reaction (ORR). This suggests that different
substituents on the ligand backbone have an impact on the ability of the complex to
bind O2 might be significant for catalysis.
Finally, a preliminary study into the reactivity of Co1O2 –Co6O2 towards oxygen atom
transfer (OAT) reactions was carried out with a range of substrates. Metal-peroxo com-
plexes can behave as both electrophiles and nucleophiles, so the substrates were chosen
to represent a range of activities and included benzaldehyde, styrene, 1,3-cyclohexane
and triphenylphospine. Co1O2 and Co5O2 underwent reaction with benzaldehyde,
yielding a benzoate adduct, suggesting the complexes are capable of performing oxy-




3.1.1 Previous Studies with Co1O2
Co1O2 has been demonstrated to perform both water oxidation and oxygen reduction
by employing different conditions.113,166,223 The mechanisms involved in the water oxid-
ation reaction have been studied in more depth than those in the ORR. A key cobalt-
hydroxo-superoxo intermediate in the water oxidation mechanism has been identified
through the use of Electron Paramagnetic Resonance (EPR) spectroscopy, resonance
Raman, isotopic labelling, various X-ray techniques (including X-ray Absorption Near
Edge Structure (XANES) and X-ray Absorption Fine Structure (EXAFS)) and density
functional theory (DFT) calculations.223,224 In addition toCo1O2 , Llobet and coworkers
have identified and isolated one other shared species between the water oxidation and
the oxygen reduction reaction, the Co1-aqua-hydroxo species shown in Figure 3.1.
The reactivity of Co1O2 towards the oxygen reduction reaction has not been studied in
as much depth as its reactivity towards water oxidation. However, Llobet and cowork-
ers proposed the reaction mechanism shown in Figure 3.1, suggesting proton coupled
electron transfer (PCET) as the rate determining step (RDS). Confusingly, the RDS is
illustrated as two steps, an equilibrium step followed by protonation. The PCET step


























































Figure 3.1: Proposed catalytic cycle for the reduction of O2 by octamethyl ferro-
cene (Me8Fc), catalysed by Co1O2 in the presence of trifluoroacetic acid (TFA).
113 Co1-
aqua-hydroxo species synthesised as an intermediate in the ORR,113 and used for proton
reduction.179 Reprinted (adapted) with permission from Journal of the American Chemical
Society, 134(24), 9906–9909. Copyright (2012) American Chemical Society.
Using iodometric titrations it was confirmed that no H2O2 was formed in the reaction,
verifying the selective 4 electron reduction of O2 to H2O. The RDS was confirmed to
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be proton coupled electron transfer (PCET) by measuring the electron transfer from
the terminal reductant (octamethyl ferrocene, Me8Fc) to Co1O2 in the presence tri-
fluoracetic acid under an inert atmosphere to prevent catalytic turnover (of oxygen
reduction). The reaction was monitored by UV-vis spectroscopy by tracking the de-
crease in intensity of the peak corresponding to Co1O2 . It was found that the rate
of decay of Co1O2 correlated to the formation of 4 equivalents of Me8Fc
+, and that
the formation of Me8Fc+ obeyed first-order kinetics.113 The authors found that rate
increased linearly with increasing concentration of Co1O2 , but was independent of the
concentration of O2. This allowed them to produce the proposed kinetic equation:
d[Me8Fc+]
dt
= kcat[Me8Fc][Co1O2 ] (3.1)
where kcat is the second-order catalytic rate constant for the reaction.
The CoIII2 -bis-aqua species shown in Figure 3.1 is also proposed to be a key interme-
diate in the water oxidation mechanism. The off-cycle CoIII2 -aqua-hydroxo species was
synthesised by Llobet and coworkers in order to study the reaction further.113 After re-
ducing the aqua-hydroxo species with two equivalents of Me8Fc, the rate of conversion
of this species to Co1O2 was studied. As the rate of conversion of the aqua-hydroxo
complex to Co1O2 was much faster than the measured PCET step, they deduced that
the conversion between the Co1-bis-aqua species and Co1O2 was not rate limiting,
and the RDS must be prior to the formation of the bis-aqua species in the cycle. The
proposed cycle in shown in Figure 3.1, with the RDS labelled.
As outlined in Section 1.2.2, the ligand can have a significant impact on the reactivity
of the complex. This has been observed for the water oxidation activity of Co1O2
by changing the terpyridine ligands to the more electron rich Me2bimpy ligand, which
resulted in lower oxidation potentials and correspondingly faster rates of reactivity, as
discussed previously in Section 2.1.1.
3.1.2 Oxygen Atom Transfer with Hbpp-based complexes
In order to perform effective aerobic oxidation, a complex must be able to both bind
and activate O2, a criterion clearly fulfilled by the Co1O2 – Co6O2 series, but also
transfer the oxygen to the desired substrate. Oxygen atom transfer is a precursor to
catalytic aerobic oxidations, and can be used to investigate the mode of reactivity of
the complex towards the substrate, e.g. nucleophilic vs electrophilic vs radical,120 as
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discussed in more detail in Section 1.3.
Oxygen atom transfer has been demonstrated in the ruthenium-hydroxo analogue of
Co1O2 .
155,190 A report of the hydroxo bridged ruthenium bpp complex reacting with
two equivalents of benzaldehyde is reported, forming a benzoate bridged species. How-
ever, the reaction is refluxed under a nitrogen atmosphere for over 24 hr before this
conversion is observed, Scheme 3.1.225 They proposed that the µ-benzoate forms via


















Scheme 3.1: An example of the formation of a benzoate bridged ruthenium analogue to
Co2, reported by Catalano et al.225
3.2 Analytical Techniques Used in this Chapter
3.2.1 Electrochemical Methods
Electrochemistry as a discipline has many uses, but for the synthetic chemist it is a tool
that allows them to probe the redox activity of a given species. Cyclic voltammetry
(CV) is the most commonly used technique, as careful analysis of CV data can allow
the determination of redox potentials, the reversibility of the redox process, and vari-
ous other kinetic and thermodynamic properties of the system.115,227,228 It also helps
determine whether there is catalytic activity occurring, information about intermediates
and more detailed information such as the number of electrons in the process.93,229,230
CV is conducted by scanning the potential linearly with time in one direction, before
reversing the direction and scanning back to the original potential, whilst measuring the
current response, Figure 3.2. In a truly reversible system, the current response produces
the “classic CV duck”, 3.2b, where positive currents represent oxidation events, and
negative currents reduction events.115 The relative concentrations of the oxidised and
reduced species of the redox couple are related to each other and to the electrode
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potential, by the Nernst equation:





Where E = electrode potential (V), E0’ = formal reduction potential (V), R = gas
constant (J K-1 mol-1), T = temperature (K), F = Faraday’s constant (C mol-1), n
= number of electrons transferred in the redox event, and [ox] and [red] are the con-
centrations of the oxidised and reduced species.96 The Nernst equation states that at
the mid-point potential, Emid (sometimes referred to as E1/2), the concentrations of the




Figure 3.2: (a) Change in potential with time in linear sweep cyclic voltammetry, (b) A
typical current response upon changing potential for a fully reversible redox event, with key
parameters labelled. Note that Iox and Ired are measured from the maximum current of the
peak to the baseline of the CV prior to the onset of the redox event, potentially leading to
non-zero gradients in the dashed lines shown.
In a fully reversible system, the difference between the oxidation and reduction peak
potentials (Eox and Ered, respectively), denoted as ∆Ep will be 57 mV at 25 ◦C for 1
electron redox events, as determined by the Nernst equation. However, it is important
to note that even for reactions that are expected to be fully reversible, for example
with ferrocene which is often used as a reference standard, the ∆Ep is often larger
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than 57 mV due to resistance in the system, most commonly from the electrolyte. An
electrochemically irreversible, or quasi-reversible, system refers to the electron transfer
kinetics, rather than the reversibility of the redox reaction. Slow electron transfer can
lead to very large ∆Ep values, therefore another measure of reversibility is the ratio
of the peak oxidation and reduction currents, Iox and Ired, respectively. In a perfectly
reversible system, Iox and Ired are equal, so the ratio of the two peak currents should
be close to one. In cases where this value is not true, the use of variable scan rate data
can be used to help deduce the cause of the lack of reversibility.96
The area in close proximity to the electrode surface is known as the “diffusion layer”.
In this region, the concentration of redox species varies as the potential is changed and
the analyte is oxidised or reduced. Changing the scan rate of a CV changes the size
of the diffusion layer, with lower scan rates resulting in larger diffusion layers and cor-
respondingly smaller currents. In a perfectly reversible system the peak potentials will
not change with increasing scan rate (Ep = ν-independent), whereas in an irreversible
(or quasi-reversible) system, the Eox and Ered values will shift further apart with higher
scan rates (Ep 6= ν-independent). However, in all cases, the Emid value is expected to
remain constant.
Further information about the reversibility of a redox event can be obtained through
the collection of variable scan rate data using the Randles-Sevcik equation (Equation
3.3), which describes the relationship between peak current (Ip, measured in amps (A))








Where n = number of transferred electrons, F = Faraday constant (C mol-1), A =
surface area of electrode (cm2), ν = scan rate (V s-1), Do = diffusion coefficient (cm2
s-1), C0 = concentration of bulk analyte, R = ideal gas constant (J K-1 mol-1), T =
temperature (K).
A Randles-Sevcik plot shows the current vs the square root of scan rate. A linear plot
suggests that the analyte is freely diffusing in solution. Variations from linearity suggest
adsorption onto the surface of the electrode or quasi-reversibility. In a system where
surface adsorption has occurred, there is expected to be no peak-to-peak separation
of the Eox and Ered peaks, i.e. Eox = Ered = Emid.115,228 It is also possible to use the
Randles-Sevcik equation to calculate the number of electrons in the process, a crucial
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piece of information in mechanistic analysis of a redox process.
3.2.2 Introducing Graphical Rate Analysis
Unlike initial rates analysis, graphical rate analysis allows the whole reaction profile
to be investigated. This can illuminate changes which might occur after the initial
data collection, such as changes in order as the reaction proceeds or identify catalyst
deactivation. Additionally, as the whole reaction profile is used, fewer experiments need
to be conducted, in comparison to initial rates analysis where many experiments are
required in order to perform kinetic analysis.
Variable Time Normalised Analysis (VTNA) is a variation on Reaction Progress Kinetic
Analysis (RPKA), first described by Blackmond, which uses visual comparison of the
entire reaction profile to deduce the reaction order.231,232 Unlike RPKA, which requires
rate data, VTNA requires concentration data. The concentration data is plotted against
a normalised time scale, multiplying against the catalyst loading raised to the order in
catalyst (n) (t[cat]nT).233–235 The kinetic profiles of the different catalyst loadings are
plotted on the same graph, and the order in catalyst is varied until the concentration
profiles overlay, allowing easy determination of the order, Figure 3.3.
Figure 3.3: Using VTNA to determine order in catalyst through the visual overlay of two
catalyst loadings and the variation in catalyst order (n). It is clear in this example the order is
1 in catalyst. Adapted with permission from Angew. Chem. Int. Ed. 2016, 55,16084–16087.
Copyright (2016) 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.234
The use of concentration data, rather than rate data, means that VTNA can be per-
formed on data collected using a range of different reaction monitoring techniques.
Indeed, there are a growing number of examples of its use with different methods,
including NMR data236 and electrochemical measurements.118
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3.3 Electrochemical Characterisation and Oxidation
Studies of Co1Cl – Co6Cl
3.3.1 Electrochemistry of Co1Cl – Co6Cl
The final step of the catalytic cycle proposed in Figure 3.1 is the re-oxidation of a CoII2-
bis-aqua species to a CoIII2 µ-OO species, coupled by a formal two electron reduction
of O2 to form the bridging peroxo species. This was determined not to be the rate
determining step, as discussed previously in Section 3.1.1. The CoII2 µ-Cl species is
analogous to the bis-aqua complex shown in Figure 3.1, but more easily synthesised
and characterised, and should provide insight into how functionalisation of the ligand
backbone has an impact on the oxidation potentials of the complexes. The O2/H2O2
redox couple is 0.0695 V (vs SHE), and the O2/H2O couple is 1.229 V (vs SHE),97,101 and
the position of the oxidation potential of the µ-Cl complexes should give an indication
of how thermodynamically favourable the reaction of the complexes with O2 is.
The mechanism of reaction of the µ-Cl complexes with O2 has not been determined,
but likely proceeds as shown in Figure 3.4. The first step is dissociation of the chlor-
ide, forming the tricationic CoII-solvent/CoII-solvent intermediate, which subsequently
binds O2. The formation of the M–O bonds are the result of a formal biradical coupling,
yielding the low-spin CoIII complex, and corresponding to a reduction in the O–O bond




















Figure 3.4: Postulated mechanism for the reaction between the CoII, Co1Cl and O2. The
reaction proceeds via a CoII-solvent/CoII-solvent species (where solvent = MeCN or H2O),
which reacts further with O2 via biradical coupling, yielding Co1O2 (Co
III, low spin).
Additionally, changing the ligand can result in changes in reaction mechanism, as dis-
cussed previously in Section 4.1.1. For example, in the penta-iron water oxidation
catalysts, functionalisation on the bpp– backbone resulted in a difference in reaction
mechanism via oxidation of different metal centres and concerted reaction with wa-
ter. Although the two cobalt environments are equivalent in Co1Cl – Co6Cl, different
substituents might affect those environments in different ways, potentially leading to
differences in reactivity as observed in the iron clusters, such as concerted rather than
98
step-wise reactivity. It is therefore not implausible that the re-oxidation of the CoII2
species back to the CoIII2-peroxo in the ORR could become rate limiting with differently
functionalised ligands.
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Figure 3.5: Cyclic voltammograms of Co1Cl – Co6Cl complexes at different scan rates
(dark to light: 50, 100, 250, 500, 1000 mVs-1), WE: GC, RE: Ag/AgNO3, CE: Pt wire,
electrolyte: TBAF, (0.1 M), solvent: MeCN (dried, degassed), T = 20 ◦C, air-free, direction
of scan illustrated by arrow.
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Non-aqueous cyclic voltammograms were collected for all six complexes using a standard
three electrode cell (working electrode (WE): glassy carbon (GC), reference electrode
(RE): Ag/AgNO3, counter electrode (CE): Pt wire) by scanning between –0.8 – 1.7
V vs NHE. Acetonitrile and tetrabutylammonium hexafluorophosphate (TBAF) were
used as the electrolyte which allowed for a wide potential window to be scanned.115
In all initial studies, data was collected at five different scan rates (50, 100, 250, 500,
1000 mV s−1), Figure 3.17. In all cases the working electrode was rinsed after data
collection and a blank solution of electrolyte tested to ensure there was no deposition
of the complex onto the electrode surface. This is particularly important when using
glassy carbon electrodes due to the precedent for deposition of an active mono-layer
onto the surface.237 Due to the previously reported water oxidation activity of Co1O2 ,
166
the acetonitrile was dried over molecular sieves prior to use. Additionally, CVs were
collected under air-free conditions to prevent reduction of O2 dissolved in solution by
the glassy carbon electrode.238
Figure 3.5 shows that all complexes, with the exception of Co6Cl, showed a well defined
quasi-reversible redox peak at ≈ 0 V vs NHE. This is likely a 1 electron redox event,
corresponding to the CoII2 → CoIICoIII oxidation. The electrochemical reversibility of
this peak indicates that the oxidised state is still a µ-chloro species, since dissociation
of the chloride would result in an irreversible electrochemical process, and that this
intermediate is stable on electrochemical timescales.
There are some minor peaks observed at ≈ –0.5 V, which correspond to contamination
by µ-OO species.i A second oxidation, to a CoIII2 species, was not observed in the
scan window recorded (–0.8 to 1.7 V). The CV of Co6Cl is very poorly defined, with
multiple redox peaks which are particularly clear at lower scan rates, this suggests there
are multiple redox active species in solution.
We begin by comparing the complexes bearing substituents on the bpp– backbone.
The pattern observed in the oxidation potentials of the six complexes (Figure 3.6) sug-
gests that the electron donating nature of the substituents on Co3Cl and Co4Cl (Me
and NH2, respectively) stabilise the higher oxidation state, resulting in lower oxidation
potentials for these complexes of around 0.2 V. Conversely, the electron withdrawing
iThe experiments were conducted on the bench under an argon atmosphere, rather than in a
glovebox, so small amounts of the µ-OO species is to be expected. Also note that although the
1H NMR spectroscopy showed the presence of some unreacted Co(trpy)Cl2 precursor in the µ-Cl
complexes, the redox potentials are outside of the potential window scanned in these experiments.
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Table 3.1: Peak oxidation and reduction potentials for the CoII2 → CoIICoIII transition
for Co1Cl – Co6Cl with the Emid(ox) values and peak-to-peak separation (∆E) noted. All
potentials taken from 100 mVs-1 data.
Complex Eox1 vs NHE / V Ered1 vs NHE / V Emid(ox) / V ∆E / V
Co1Cl 0.32 0.18 0.25 0.14
Co2Cl 0.48 0.38 0.44 0.13
Co3Cl 0.26 0.15 0.20 0.11
Co4Cl 0.09 0.30 0.19 0.21
Co5Cl 0.19 0.36 0.27 0.17
Co6Cl 0.22 – 0.37 0.18 – 0.29 0.21 – 0.33 N/A
Figure 3.6: Emid(ox) values for µ-Cl complexes, from the 100 mVs-1 scan rate in Figure 3.5.
Note: value for Co6Cl is highlighted with pink bar over scale. Calculated as the range between
the two sets of peaks visible.
nature of the substituents on Co5Cl and Co6Cl result in higher oxidation potentials
(despite the poorly defined Emid range for Co6Cl). The unsubstituted parent complex,
Co1Cl, has an oxidation potential of 0.25 V vs NHE, between those of the complexes
bearing electron-donating and electron-withdrawing substituents. The surprising po-
sition of Co2Cl, which has the highest oxidation potential of all six complexes, is
discussed in more detail below.
These trends might be explained by looking at the Hammett parameters of the vari-
ous substituents, see Table 2.1. Methyl groups and primary amines have Hammett
parameters of -0.17 and -0.66, respectively, indicating that the NH2 is more electron
donating than the methyl group. Conversely, the Hammett parameters of the bromo
and nitro group reflect that they are electron withdrawing substituents (Br = 0.23,
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NO2 = 0.78).204 These values are reflected in Figure 3.6, where Co4Cl (NH2 functional-
ised) has the lowest oxidation potential, whilst Co5Cl and Co6Cl have correspondingly
higher values. Figure 3.7 shows a weak correlation between the complexes, with the
exception of Co2Cl.
































Figure 3.7: Emid values for Co1Cl – Co6Cl plotted against the Hammett Parameters for
the ligand substituent. Co2Cl is an outlier due to the different location of ligand substitution,
and is circled in grey.
Co2Cl has a different substitution pattern to the other five complexes, with methyl
groups in the ortho position on the ligand backbone. This changes the sterics of the
complex, as discussed in Section 2.4.3, and clearly has a pronounced impact on the
electochemistry of the complex. However, the difference in the position of the sub-
stituents means comparisons to the other complexes is challenging. Excluding Co2Cl
reveals an electronic trend that scales with the Hammett parameters.
In summary, the ligand variations resulted in a range of redox potentials between 0.19
V and 0.44 V. The highest shift in redox potential was observed in Co2Cl, when the
ligand was functionalised with ortho-methyl groups, which had an oxidation potential of
0.44 V, a shift of 0.19 V relative to the unsubstituted Co1Cl (0.25 V). There was a large
variation in the Emid(ox) values for the µ-Cl complexes, although they broadly followed
the expected trends. Electron donating substituents have lower oxidation potentials,
followed by the unsubstituted Co1Cl, and the electron withdrawing substituents result-
ing in higher Emid(ox) values. The exception was Co2Cl that showed an Emid(ox) value
that was considerably higher than the others, suggesting that both steric and inductive
effects have an impact on the electrochemical properties of the complexes.
102
Upon reaction with O2 the cobalt centres undergo oxidation from CoII to CoIII. There-
fore, it is possible that the position of the oxidation potential of the µ-Cl complexes
might give some indication of the potential reactivity of the complexes towards O2.
According to Figure 3.6, it would be expected that the complexes with electron donat-
ing substituents, Co3Cl and Co4Cl would react more readily with O2 due to their
lower oxidation potentials. This is also supported by the proposed mechanism in Fig-
ure 3.4, where more electron-rich complexes would result in easier ionisation, and more
favourble binding of O2. Co2Cl, which has a very high Emid, is not expected to show
high levels of reactivity towards O2.
3.3.2 Oxidation Studies of Co1Cl – Co6Cl
Although stable to oxidation whilst in the solid form, it was observed that the red/brown
µ-Cl complexes readily oxidised to the deep purple µ-OO cobalt(III) form when in
solution and exposed to air, Scheme 3.2. The clear difference in the UV-vis spectra
between the µ-Cl and µ-OO complexes (see Section 2.4.4 in Chapter 2) allowed the
rate of interconversion between the µ-Cl → µ-OO forms to be monitored by UV-vis
spectroscopy. The relative rates of oxidation of Co1Cl – Co6Cl were investigated,
representing the reactivity of the complexes towards O2. These results were compared
to the oxidation potentials recorded previously (Section 3.3.1), and should offer insight
into the potential of these complexes towards aerobic oxidation activity.
The oxidation from CoII to CoIII, coupled with binding of O2 to form the µ-OO complex,
is the final step of the catalytic cycle proposed by Llobet et al., Figure 3.1. This step is
not suggested to be rate determining in their proposal;113 however, the electrochemical
results (Section 3.3.1) show that ligand functionalisation has an effect on the oxidation
















Scheme 3.2: The redox reaction between Co1Cl (a cobalt (II) complex) and O2 to form the
corresponding Co1O2-µ-OO cobalt (III) complex. Reaction carried out in the presence of O2
and NaPF6 in MeCN at room temperature.
An initial UV-vis spectrum of the stirred µ-Cl complex in acetonitrile and under an
argon atmosphere was recorded. Continuous data collection was started before the
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removal of the seal, introduction of air as the source of O2, and the addition of one
equivalent of NaPF6 as a counterion to facilitate the ionisation required for oxidation
(as outlined in Figure 3.4) to the CoIIIµ-OO state. The absorbance corresponding to
the purple Co1O2 – Co6O2 complexes at approximately 550 nm (as detailed in Section
2.4.4) was used to plot kinetic data. After one hour of continuous data collection, time
points were collected at 24 hr and 1 week. A representative series of UV-vis spectra is
shown in Figure 3.8 for the oxidation of Co1Cl to Co1O2 , with λmax clearly identifiable
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Figure 3.8: Overlaid spectra of Co1Cl after addition of NaPF6 and exposure to air showing
the growth of the peak at 550 nm indicating the formation of Co1O2 . [Co1Cl] = 25 µM,
[NaPF6] = 25 µM, solvent = MeCN, temperature = 20 ◦C, stir rate = 400 RPM, direction of
growth indicated by arrow.
All µ-Cl complexes had some contamination from their corresponding µ-OO species, due
to unavoidable introduction of O2 during synthesis and isolation, as discussed previously
in Section 2.3.2. This can be seen from the starting point of the traces shown in
Figure 3.9. The concentration of air saturated acetonitrile is 2.5 mM239, which exceeds
the concentration of cobalt complexes in solution, so O2 was not a limiting reagent in
these reactions. Additionally, the solution was stirred to ensure good mass transport
during the reaction.
There are significant differences in the rate of oxidation, as shown clearly in Figure 3.9
and tabulated in Table 3.2. Unsubstituted Co1Cl had the fastest rates of O2 binding,
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Figure 3.9: Oxidation of CoII µ-Cl complexes to their corresponding CoIII µ-OO complexes.
[Co] = 25 µM, [NaPF6] = 25 µM, 3 mL MeCN total volume. Maximum theoretical conver-
sion shown. Note that all complexes have some contamination with µ-OO species, therefore
the concentration at t=0 corresponds to the initial concentration of µ-OO species present,
calculated by quantitative NMR spectroscopy.
closely followed by Co4Cl and Co3Cl, suggesting that the electron donating nature of
these substituents might stabilise the higher oxidation state on the cobalt centres, or
solvent-bound intermediates, as discussed previously.
Co2Cl shows the slowest rates of all six complexes, which demonstrates that the pres-
ence of methyl substituents in the ortho position on the ligand backbone has a pro-
nounced effect on the reactivity of the complex. It is expected that ionisation of the
complex (Figure 3.4) is favoured by the electron donating effect of the methyl groups.
However, in Co2Cl O2 binding might be less favourable due to the steric constraints
on the Co – Co binding pocket.
Interestingly, there was a divergence in the behaviour of the complexes with electron
withdrawing substituents, Co5Cl and Co6Cl. Co5Cl reached almost full conversion
within 24 hours, whereas Co6Cl showed very little oxidation, reaching only 11% con-
version after 24 hours. The CV of Co6Cl also showed poorly defined peaks, perhaps
suggesting a mixture of species in solution, or more complicated reactivity. It is pos-
sible that the mixed valence species, or the presence of the nitro group, renders Co6
105
unreactive.
Due to solvent evaporation over extended periods of time, the exact concentration is not
known, resulting in uncertainty when following the reaction using UV-vis spectroscopy.
Therefore, additional 1H NMR analysis was conducted after one week using an internal
standard to determine the final conversion between the µ-Cl and µ-OO species, and
also to observe the stability of Co1O2 – Co6O2 in solution over time. It is worth
noting that the oxidation results in a change from a paramagnetic CoII complexes into
a diamagnetic CoIII complex. Addition of an NMR standard meant the concentration
of the diamagnetic peaks could be calculated and used to calculate the final conversion,
and a wide spectral width spectrum helped determine whether there was any residual
paramagnetic peaks correlating to the µ-Cl species. Additionally, the spectra were used
to check whether there was any degradation of the complex in solution over time.
After one week, 1H NMR spectra collected of Co1O2 andCo3O2 –Co5O2 showed peaks
corresponding to the expected µ-OO species (as reported in Section 2.4.1). A lack of
paramagnetic peaks suggested that the complexes had undergone complete conversion
to the bridging peroxo species, and any deviations from 100% conversion were either
due to uncertainty in the concentration or minor degradation of the complex over the
course of a week in solution. Both Co2 and Co6, in comparison, did not show peaks
in the aromatic region of the 1H NMR spectra that correlated to their µ-OO species,
suggesting deactivation of the complexes had occurred. Additionally, the absence of
the diagnostic paramagnetic peaks for the µ-Cl species further supports the proposal
that degradation of the complexes had occurred, along with the low levels of the µ-OO
species that formed initially.
3.3.3 Comparisons and Conclusions to studies with Co1Cl –
Co6Cl
The Emid(ox) values for the oxidation of Co1Cl – Co6Cl correspond to the CoII2 /
CoIICoIII redox couple. This state is not likely to involve the breaking of Co–Cl bonds, as
previously discussed, due to the reversibility of the CV. The proposed mechanism for the
oxidation of the µ-Cl complexes to their µ-OO counterparts has not been determined,
but it is proposed to go via halide dissociation, followed by O2 binding, as shown in
Figure 3.4. Therefore, the Emid(ox) values are not representative of the intermediates
in the oxidation reaction. However, the binding of O2 is a two-electron oxidation to the
CoIII2 state, so comparing the Emid(ox) values for the first oxidation to the CoIICoIII state
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Table 3.2: Initial rates for the oxidation of µ-Cl to µ-OO species determined by absorbance
at λmax, the molar extinction coefficient of the fully oxidised µ-OO species, and the conversion












Co1 4.4 550 11406 80 % 91%
Co2 0.12 549 6107 12 % 17% (degrada-
tion observed)
Co3 1.1 543 10193 62 % 70%
Co4 3.7 543 8683 93 % 95%
Co5 0.52 543 8772 78 % 94%
Co6 0.11 527 13402 11 % 16% (degrada-
tion observed)
iDetermined by UV-vis spectroscopy. iiDetermined by 1H NMR spectroscopy with
addition of trimethoxybenzene (TMB) as standard.
to the rates of oxidation will give an indication of the significance of the accessibility
of the CoIICoIII state to the O2 binding ability of the complexes.
The comparison between the initial rates reported in Table 3.2 and the Emid(ox) values
for the oxidation of the CoIIµ-Cl complexes (Figure 3.6) reveals a lack of correlation,
Figure 3.10. The Emid values are a thermodynamic property of the complexes, so will not
necessarily correlate to the kinetic rates of reaction. This suggests that the oxidation of
the cobalt centres is not the rate determining step in the binding of O2. Unfortunately,
due to limitations of the glassy carbon working electrode, it was not possible to scan
to high enough potentials to observe the second CoIICoIII −−→ CoIII2 oxidation in order
to compare this to the oxidation rates.
Co1Cl and Co4Cl show markedly faster rates of oxidation than the other complexes,
which are broadly correlated to less positive Emid(ox) values. Conversely, Co2Cl has a
much slower rate of oxidation, and a correspondingly high oxidation potential. Co3Cl
and Co5Cl have rates that lie between the the fast conversion of Co1Cl and Co4Cl
and the exceptionally slow turnover of the ortho-methyl and nitro substituted Co2Cl
and Co6Cl.
Although the Emid(ox) values appear to correlate to the electronic impact of the sub-
stituent, as measured through Hammett parameters (Section 3.3.1), this effect is not
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Figure 3.10: Rates of conversion between the µ-Cl and µ-OO species (plotted from data in
Table 3.2) against the Emid(ox) values for the oxidation of CoII2 complexes shown in Figure 3.6.
Note: No value for Emid(ox) for Co6Cl, so median value plotted.
observed in the initial rates for the oxidation of the µ-Cl complexes to their µ-OO coun-
terparts. This can be partially explained by both the Emid and Hammett parameters
being thermodynamic measures, but reaction rates are due to the kinetics of the system.
The difference in activity between Co4Cl and Co6Cl, with intermediate activity from
Co3Cl and Co5Cl, could be rationalised by deducing that electron-donating substitu-
ents result in higher rates. However, if the effect were purely inductive through the bpp
ligand, Co1Cl would be expected to also fall in the middle between Co3Cl and Co5Cl.
This is not observed, further confirming the proposal that the effect is stereoelectronic.
Interestingly, the very slow oxidation rate of the nitro-substituted Co6Cl is mirrored
by a previous study on a ruthenium analogue for water oxidation catalysis by Roeser et
al., Figure 3.11.178 In their study, the substitution kinetics of a ruthenium aqua com-
plex to the corresponding ruthenium-acetonitrile species was investigated by UV-vis
spectroscopy. They found that although the addition of an electron donating substitu-
ent on the backbone of the terpyridine ligand did not have a pronounced effect on the
substitution rates, the addition of a nitro group reduced the rate of substitution by
an order of magnitude. They found that this effect corresponded to very low rates of
water oxidation catalysis which the authors ascribed to inductive effects through the
bpp ligand.178 Rather than inductive effects, this is likely to be a conjugative effect of
the nitro group, and might also help explain the unusual electrochemical behaviour of

























Figure 3.11: The substitution reaction studied by Roeser et al. on ruthenium analogues to
the cobalt complexes studied in this work.178 Complexes studied: (a) R1, 2, 3 = H
Functionalisation of the bpp ligand in the ortho-position on Co2Cl has a significant
impact on both the Emid(ox) value, resulting in a very high oxidation potential when
compared to the other five complexes, and very low oxidation rates. This effect, particu-
larly when compared to the activity of Co3Cl which is also methyl substituted, suggests
that the environment around the cobalt centre is significant to the reactivity of the com-
plex, and the steric hinderance of functionalisation in the ortho position outweighs the
inductive effect of two methyl groups. The potential steric effect of functionalisation
in the ortho-position, and lack of inductive effect, is significant when designing further
ligand functionalisation patterns to improve catalysis.
Before studying the effect of ligand functionalisation on the oxygen reduction reaction
(ORR) activity of the complexes, the electrochemical properties of the µ-OO complexes
were studied, since the position of the reduction potentials of the µ-OO complexes would
give insight into the accessibility of the reduction state of the complexes. The impact
of ligand functionalisation on the reduction potentials was also examined.
3.4 Cyclic Voltammetry Studies on Co1O2 – Co6O2
3.4.1 Determination of Emid Values of Co1O2 – Co6O2
The proposed rate-determining-step of the Co1O2 catalysed reduction of O2 to water
by octamethyl ferrocene in the presence of acid is proton-coupled electron transfer
(PCET), as previously described in the literature (Figure 3.1).113
In order to probe the first reduction step further and examine the impact of ligand
functionalisation on the reduction potentials, non-aqueous cyclic voltammograms were
recorded for all six complexes. Cyclic voltammograms were collected using a standard
three electrode cell (working electrode (WE): glassy carbon (GC), reference electrode
(RE): Ag/AgNO3, counter electrode (CE): Pt wire) by scanning between –0.8 – 1.7
V vs NHE. Acetonitrile and tetrabutylammonium hexafluorophosphate (TBAF) were
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used as the electrolyte which allowed for a wide potential window to be scanned.115
In all initial studies, data was collected at five different scan rates (50, 100, 250, 500,
1000 mV s−1), Figure 3.12. In all cases the working electrode was rinsed after data
collection and a blank solution of electrolyte tested to ensure there was no deposition
of the complex onto the electrode surface. This is particularly important when using
glassy carbon electrodes due to the precedent for deposition of an active mono-layer
onto the surface.237 Due to the previously reported water oxidation activity of Co1O2 ,
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the acetonitrile was dried over molecular sieves prior to use. Additionally, CVs were
collected under air-free conditions to prevent reduction of O2 dissolved in solution by
the glassy carbon electrode.238
In all cases, the CVs showed a quasi-reversible peak at around -0.5 V vs NHE, with
a possible onset of a second reduction event at around -0.8 V vs NHE. The reversible
peak is ascribed to a 1 electron reduction to the CoIICoIII state from the CoIII2 state.
It is worth noting that this is the same mixed oxidation state as the oxidation CVs of
the CoII2 -µ-Cl, but with a different bridging ligand. The complexes also showed a peak
at high potentials, with the onset at around 1.5 V vs NHE. This peak is irreversible
and is likely due to the oxidation of the complex to a CoIIICoIV state. This peak
is promising for water oxidation activity, and further work might investigate these
complexes for their activity under water oxidation conditions. The CV for Co2O2
shows some contamination by Co2Cl, which is highlighted on the CV in grey.
The Emid(red) values are listed in Table 3.3 with the ∆E values. All six complexes show
a peak-to-peak separation of over 60 mV, which might suggest irreversibility. However,
lack of variation with increasing scan rate suggests that these larger ∆E values are likely
due to inherent ohmic drop, or resistance in the system (as explained in Section 3.2.1),
rather than irreversibility.
3.4.2 Randles-Sevcik Analysis
As peak current analysis revealed that the redox events were not fully reversible for
all six complexes, the reversibility was investigated further using Randles-Sevcik (RS)
analysis. The Randles-Sevcik equation, Equation 3.3, states that for a freely diffusing,
fully reversible system, the current is proportional to the square root of the scan rate.240
Plotting this relationship can help determine the reversibility of the electron transfer
process. Furthermore, deviations from linearity, and a difference in gradient between
the reduction and oxidation peak currents, are indicative of adsorption of the analyte
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Figure 3.12: Cyclic voltammograms of complexes Co1O2 – Co6O2 (1 mM) at different scan
rates (dark to light: 50, 100, 250, 500, 1000 mVs-1), WE: GC, RE: Ag/AgNO3, CE: Pt wire,
electrolyte: TBAF (0.1 M), solvent: MeCN (dried, degassed), T = 20 ◦C, air-free, direction
of scan illustrated by arrow. The presence of Co2Cl impurity in 3.12b is highlighted in grey.
to the electrode surface, or a chemical reaction.115 The results of RS analysis are also
useful in explaining the variation in the values of the current ratios for the oxidation
and reduction, reported in Table 3.5.
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Table 3.3: Peak oxidation and reduction potentials for the CoIII2 → CoIIICoII transition
for Co1O2 – Co6O2 with the Emid(red) values and peak-to-peak separation (∆E) noted. All
potentials taken from 100 mVs-1 data.
Complex Eox1 vs NHE / V Ered1 vs NHE / V Emid(red) / V ∆E / V
Co1O2 -0.28 -0.41 -0.35 0.13
Co2O2 -0.25 -0.33 -0.29 0.08
Co3O2 -0.39 -0.47 -0.43 0.08
Co4O2 -0.40 -0.49 -0.45 0.09
Co5O2 -0.29 -0.39 -0.34 0.10
Co6O2 -0.24 -0.34 -0.29 0.10
Collection of CV data at 50, 100, 250, 500 and 1000 mV s−1 allowed detailed RS analysis
to be performed on the reversible peak shown previously in Figure 3.12. RS plots
of the redox peaks are shown in Figure 3.13, displaying varying degrees of linearity.
All complexes show differences in the gradient of the oxidation and reduction event,
supporting the suggestion that the redox event is not perfectly reversible, potentially
due to adsorption onto the electrode surface. Co1O2 – Co6O2 show varying degrees of
deviation from linearity for their oxidation plots, as shown by the R2 values, indicating
absorption to the electrode surface or a lack of reversibility. The reduction plots are
more linear which suggests that the complexes are freely diffusing in solution, with the
exception of Co4O2 which shows some deviation at lower scan rates.
Traditionally, Randles-Sevcik analysis is used to determine the diffusion coefficient of
the species of interest, or simply to confirm that the analyte is freely diffusing in
solution.115,241 However, by using an approximation of the diffusion coefficient it is
possible to calculate the number of electrons in the redox process (for details see Ap-
pendix A.2.2. Diffusion coefficient calculated using Equation A.3, reported by Wilke
and Chang.242). As Co1O2 – Co6O2 are bimetallic complexes, it is particularly im-
portant to determine whether the redox peaks in the CV are due to one or two electron
transfer processes.
The rearranged Randles-Sevcik equation and determination of the diffusion coefficient
can be found in the Appendix A.2.2. The values for the diffusion coefficient were used
to calculate the number of electrons in the redox process of the reversible peak. The
values in Table 3.4 are calculated at 100 mVs-1.
An electron transfer process cannot correspond to a non-integer number of electrons.
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Figure 3.13: Randles-Sevcik plots of Co1O2 – Co6O2 with peak current plotted against the
square root of the scan rate. The reduction peak currents are shown in dark, the corresponding
oxidation peaks in light. Conditions: [Co]: 1 mm, WE: GC, RE: Ag/AgNO3, CE: Pt-wire,
electrolyte: TBAF (O.1M), solvent: MeCN (dried, degassed), T: 20 ◦C, air-free. The fit is
shown with the R2 value.
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Table 3.4: Number of electrons in the redox processes of the reversible peak shown in
Figure 3.12. Calculated at 100 mVs-1.







Therefore the values reported in Table 3.4 show that the redox peaks are 1 electron
processes, so the assignment of a 1 electron reduction of the cobalt complex (CoIII2
→ CoIIICoII) is confirmed. However, the values of less than one suggest that there is
another reason for lower electron transfer, either deposition onto the electrode surface,
or subsequent chemical steps. For most complexes, the return peak (Eox, Table 3.4) has
a lower value for the number of electrons, which supports the hypothesis that either
reaction occurs after the first reduction, or deposition to the electrode occurs from the
CoIICoIII state. Co2O2 , Co3O2 and Co4O2 have values for the oxidation peak that are
very close to that of the corresponding reduction, suggesting a highly reversible process.
Although no indication of deposition was observed between experiments (through col-
lection of a CV in fresh electrolyte), some surface interactions cannot be ruled out. It
is possible that very weak adsorption of the species to the electrode surface occurs, and
is released as the scan sweeps to higher potentials. Further investigation of surface ad-
sorption was performed using the information extracted from peak-to-peak separation
(∆E). In Table A.2, ∆E values at different scan rates are reported for all complexes
(Co1O2 – Co6O2).
A freely diffusing, quasi-reversible, species will result in values of ∆E shifting to higher
values as scan rate increases, whilst for surface-adsorbed species the ∆E remains con-
stant. All six complexes show an increase in ∆E values which indicates that no irrevers-
ible deposition had occurred. Although the ∆E changes are less pronounced for Co5O2
and Co3O2 there is not enough evidence to support surface adsorption.
In a similar manner to the µ-Cl complexes discussed previously, Section 3.3.1, the
Emid(red) values broadly follow the expected trend, Figure 3.14. Electron withdrawing
substituents result in less negative reduction potentials, followed by the unsubstituted
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Co1O2 , and the electron donating substituents with the most negative potentials. The
electron withdrawing effect of a nitro group is stronger than that of bromine, and this is
reflected in the relative positions of Co6O2 and Co5O2 , respectively.
183 Unlike Co6Cl,
the CV of Co6O2 is well-defined, with no evidence of other activity in the potential
window scanned in the CV.
Figure 3.14: Emid(red) values for Co1O2 – Co6O2 , determined from the 100 mVs
-1 scan
rate trace in Figure 3.12.
The Emid values correlate to the Hammett parameters of the substituents, Figure 3.15.
Both the Emid values and the Hammett parameters are thermodynamic properties of
the complexes, and such a correlation was also observed for the Emid values for the
oxidation of the CoII2 µ-Cl complexes, as discussed previously.
As discussed previously, Co2O2 is an outlier. The ortho-methyl substitution results in
behaviour that does not follow the trends observed in the rest of the series. It shows
one of the least negative reduction potentials, suggesting that the inductive impact of
substituents in the ortho position of the pyridine ring of the bpp– ligand is considerably
reduced when compared to functionalisation on the pyrazole backbone. This is further
supported by the findings with Co2Cl, Section 3.3.1, which has a significantly higher
oxidation potential than the other five complexes. Because the Emid(red) value for
Co2O2 does not follow the trend seen with the other substituents, it also seems likely
that ortho substituents have a stronger stereoelectronic influence on the metal centre
than substituents on the pyrazole backbone.
Although the larger ∆E values could be ascribed to resistance in the system, the ratio
of the peak currents shown in Table 3.5 also suggested that the process is not fully
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Figure 3.15: A comparison between the Hammett parameters of the substituents and the
Emid1 values. Co2O2 is circled in grey as an outlier due to its substitution pattern, as discussed
previously.
Table 3.5: Peak current for Co1O2 – Co6O2 for CVs collected at 100 mVs
-1
Complex peak iox1 / µA peak ired1 / µA peak iox1 / peak ired1
Co1O2 6.78 12.02 0.56
Co2O2 4.46 4.64 0.96
Co3O2 14.85 13.72 1.08
Co4O2 10.78 9.36 1.15
Co5O2 9.81 15.29 0.64
Co6O2 6.90 11.35 0.61
reversible for all six complexes. The ratio of the peak currents for Co2O2 , Co3O2 and
Co4O2 are close to 1, indicating reversibility. However, the other three complexes have
ratios of less than one, suggesting a degree of irreversibility of the redox event. Although
various CVs of Co1O2 had been collected previously,
113 multiple scan rate analysis had
not been conducted, so the lack of full reversibility had not been previously reported.
The current ratio should be independent of scan rate for a chemically reversible species.96
All six complexes show some variation in the ratio with changing scan rates, Table A.1;
however, measuring the baseline of the return scan (the Eox peak) can be challenging
and result in slight variations. Singe the magnitude in variations is small, they are
likely due to errors in the baseline.
The results shown are in agreement to the oxidation studies conducted on the µ-Cl
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complexes in Section 3.3.1, whereby most of the complexes show the expected trends.
The exception is the ortho-methyl substituted Co2O2 , which shows unexpectedly low
reduction potentials relative to the other five complexes. This was seen for Co2Cl,
which shows unexpectedly high oxidation potentials.
The impact of ligand functionalisation on the Emid(red) values are supported by stud-
ies on ruthenium water oxidation complexes based on the unsubstituted, methyl- and
nitro- pyrazole functionalised ligands.175 In the ruthenium complexes, the impact of
ligand functionalisation on oxidation, rather than reduction, potentials was investig-
ated. Methyl functionalisation reduced the oxidation potentials by a small amount
relative to the unsubstituted complex. Conversely, the nitro substituent had a very
pronounced impact on the oxidation potential, with a shift of nearly 0.2 V to more
positive potentials when compared to the unsubstituted complex.
3.4.3 Wide Scan Width CVs
The use of Randles-Sevcik analysis allowed the confident assignment of the one electron
reduction of CoIII2 to CoIICoIII, Figure 3.12. By scanning to more reducing potentials,







Figure 3.16: The CoII2 bis-aqua species proposed by Llobet and coworkers as an intermediate
in the ORR.113
Since the CVs reported in Section 3.4.1 scan a potential window with just one reduction
event, CVs were collected on a wider potential scan window, to investigate further redox
events at more negative potentials. Previous studies on Co1O2 revealed the presence
of a second irreversible redox event at lower potentials,113 so CVs were collected by
scanning between 1.3 – 1.7 V vs NHE. The results are shown in Figure 3.17.
All six complexes showed two non-reversible reduction peaks in the region –1.0 – 0 V.
The first can confidently be assigned as the CoIII2 → CoIIICoII transition (Ered1), which
corresponds to the reversible event observed previously. This is followed by a further
reduction, which likely corresponds to the CoII2 (Ered2) oxidation state. This supports
the previously reported CV data for Co1O2 .
113 For all six complexes, increasing scan
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Figure 3.17: Cyclic voltammograms of complexes Co1O2 – Co6O2 (1 mM) at different scan
rates (dark to light: 50, 100, 250, 500, 1000 mVs-1), WE: GC, RE: Ag/AgNO3, CE: Pt wire,
electrolyte: TBAF, (0.1 M), solvent: MeCN (dried, degassed), T = 20 ◦C, air-free, direction
of scan illustrated by arrow.
rate increased the current response, with a very slight drift of the Ered values to more
negative potentials, as expected for freely diffusing species in solution.
Co1O2 , Co2O2 and Co6O2 display another quasi-reversible peak in the region 0 –
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0.5 V, Figure 3.17, although the intensity of this peak is lower than that of the two
irreversible reduction peaks. This peak is assigned to a small degree of contamination
in the sample from the CoCl species, as discussed in Section 3.3.1, and can be seen
clearly in the overlay shown in Figure 3.18. Co2O2 also has a large irreversible peak in
the -1 – -1.5 V region, which can be confidently assigned as contamination by Co2Cl in
the sample. This is supported by the NMR spectroscopy studies reported in Chapter 2
where Co2O2 proved challenging to isolate without Co2Cl contamination.
(a) Narrow scan window.
Co2Cl - Eox1
(b) Wide scan window.
Figure 3.18: Cyclic voltammograms of Co2O2 andCo2Cl showing contamination of Co2O2
with the chloro-bridged Co2Cl. ([Co2] = 1 mM, 100 mVs-1), WE: GC, RE: Ag/AgNO3, CE:
Pt wire, electrolyte: TBAF, (0.1 M), solvent: MeCN (dried, degassed), T = 20 ◦C, air-free,
direction of scan illustrated by arrow.
An important detail in these CVs is that both redox events shown in Figure 3.17 are
irreversible, whilst Ered1 is reversible when the the reduction sweep is reversed before the
onset of the second reduction, Figure 3.12. In CVs that show a degree of irreversibility,
it is possible to use features of the CV to determine the cause. In order to distinguish
between chemical steps and electron transfer processes the terms C and E are used,
respectively. An EC mechanism is a reversible electron transfer process, followed by
an irreversible chemical step. The impact on the voltammogram is dependent on the
respective rate constants of the two processes.115,228 Generally, for an EC mechanism,
increasing scan rate improves reversibility, although this depends on the rate of the
electron transfer process being greater than the subsequent chemical step.115
The lack of reversibility of the two reduction peaks for all six complexes (Ered1 and Ered2)
shown in Figure 3.17 at a range of scan rates, (including 1000 mVs-1) suggests the two
redox events are followed by a rapid irreversible chemical process, Figure 3.19.115 This
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is likely the cleavage of the O–O bond, an irreversible chemical change, resulting in
a lack of oxidation peaks on the reverse sweep in the CV. This was also proposed by
Llobet and coworkers in their previous studies on Co1O2 .
113 The process is therefore an


























Figure 3.19: The sequence of reduction steps and subsequent electrochemical intermediates
in the proposed EC mechansim. The proposed product of the chemical step after Ered2 has
not been confirmed. It is likely that it involves the cleavage of the O–O bond, as shown, but
could also involve protonation, rearrangement, or some combination of the three.
Without further evidence it is not possible to deduce the mechanism of bond breakage
that occurs, although it can confidently be assigned to the active site (the cobalt/peroxo
unit) because the other bonds in the complexes are likely to need higher potentials to
activate the bonds. It was not possible to identify the species that formed after the
irreversible EC, resulting in the O–O cleavage, although it can be assumed to be an OH,
H2O or MeCN adduct of CoII2, although this species is not electrochemically observable
in the scan window collected. Due to the absence of O2 in the electrochemical cell,
repeat scans will have been probing fresh CoIII2-µ-OO.
The two irreversible electron transfer steps are the only redox events occurring in this
scan window, which suggests that the products of the chemical transformation must
have redox potentials outside of the scan window shown, Figure 3.20, and are expected
to be reactive and therefore very short-lived. The reversibility of the redox peaks is not
restored upon faster scan rates, suggesting that the chemical step is very rapid.
In some cases it is possible to use the distance between two redox peaks in a CV to
determine whether the redox events are a concerted electron transfer mechanism, or
in a bimetallic system can give an indication of the degree to which the two metal
centres can “communicate”. However, this analysis relies on reversible redox events.243
Therefore, due to the irreversible nature of the two reduction peaks observed for Co1O2
– Co6O2 (Ered1 and Ered2) it is not possible to investigate their dependence on each
other. However, the fact that the two reductions are stepwise, rather than concerted,
in the CVs suggests that catalytic oxygen reduction with these complexes will also
120















Figure 3.20: Cyclic voltammograms of complexes Co1O2 – Co6O2 with 1 mM [Co], 0.1 M
TBAF electrolyte in dry MeCN under argon at room temperature (WE: GC, RE: Ag/AgNO3,
CE: Pt wire, SR: 100 mVs-1)
proceed through mixed-valent CoIICoIII intermediates.
Further investigation of the irreversible chemical step is challenging. Although these
complexes are known to undergo PCET (Figure 3.1), under the conditions in which the
CVs were collected (dry, degassed acetonitrile) it is unlikely that the chemical step in this
process is PCET, due to the absence of available protons. Furthermore, although low
concentrations of water in the solution could provide protons, any significant amount of
H+ would be observable in the CV as it would undergo proton-reduction by the glassy
carbon electrode.238,244
Unlike Emid values, which are a thermodynamic property of the redox event and should
be unchanged at different scan rates and under differing conditions, Ered values are a
kinetic property. This helps explain the lack of correlation observed between the Ered2
values and the Hammett parameters of the complexes, as shown in Figure 3.22.
However, the Ered2 can still be used as a useful means of comparing the six complexes
to each other when measured under comparable conditions. In Co1O2 and Co3O2 –
Co6O2 , the Ered2 peaks shown in Figure 3.17 do not shift significantly with increasing
scan rate, so the Ered values can be used as an approximation of the Emid(red) value.
Additionally, it can be seen in Table 3.6 that the Emid1 and Ered1 values follow the
same trend relative to each other, so Ered1 can be used as a direct comparison to
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Figure 3.21: Ered2 values for Co1O2 – Co6O2 , from the 100 mVs
-1 scan rate trace in
Figure 3.17.
the Ered2 values obtained for the second reduction. By plotting the Ered2 values it is
possible to investigate the kinetic properties of the complexes and the impact of ligand
functionalisation, Figure 3.21.






























Figure 3.22: A comparison between the Hammett parameters of the substituents and the
Ered2 values. Co2O2 is circled in grey as an outlier due to its substitution pattern, as discussed
previously.
The more negative reduction potentials observed in Figure 3.21 in complexes bearing
electron donating substituents (Co2O2 , Co3O2 , Co4O2) are consistent with a higher
electron density on the metal centres, requiring a higher potential to be further reduced.
It is surprising thatCo3O2 has the most negative Ered2 value, since the inductive effect of
a methyl group is less than that of a primary amine,183 so would be expected thatCo4O2
would have the most negative Ered2 value. The difference in value between Co2O2 and
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Table 3.6: Emid(red), Ered1 and Ered2 values for Co1O2 – Co6O2 (from CVs collected at 100
mVs-1)
Complex Emid1 Ered1 Ered2
Co1O2 -0.35 -0.42 -0.80
Co2O2 -0.29 -0.33 -0.89
Co3O2 -0.43 -0.47 -0.97
Co4O2 -0.45 -0.50 -0.91
Co5O2 -0.34 -0.39 -0.84
Co6O2 -0.29 -0.34 -0.86
Co3O2 , which are both methyl functionalised, further supports the suggestion that
functionalisation on the pyrazole backbone has a stronger inductive effect than the
presence of methyl groups in the ortho position of the pyridine rings, indicated by the
considerably less negative Ered2 value for Co2O2 . This is also supported by Figure 3.22
where Co2O2 and Co3O2 have the same Hammett parameter, but notably different
Ered2 values.
One might expect the more electron withdrawing substituents on Co5O2 and Co6O2
to result in Ered2 values that are less negative than those of Co1O2 . However, this was
not what was observed. Although both have Ered2 values in the region of -0.9 V, which
is less negative than the electron-donating substituents, Co1O2 has an Ered2 value of
-0.8 V, which was the least negative value reported for the six complexes. The reasons
for this are unclear, although they could give an indication into the strength of the
O–O bond, which is discussed further in Section 3.4.4.
The EC mechanism displayed by all six complexes suggests that upon reduction to the
CoII2 state, O–O bond breakage occurs. Unfortunately, identification of the product of
this reaction was not possible, although could be achieved through bulk electrolysis of
the solution. The electrochemical results suggest that this step is concerted and rapid,
which has implications for the reactivity or potential catalytic activity of the complexes.
Reduction to the CoII2 species of the second redox event (Ered2) is not the RDS in the
proposed ORR catalytic cycle with chemical reductant Me8Fc and in the presence of
trifluoroacetic acid as the proton source (Figure 3.1). However, the accessibility of this
redox state and subsequent O–O bond breakage might be relevant for oxygen atom
transfer reactions, or aerobic oxidations, due to the activation of the O–O bond. The
more easily the O2 adduct is reduced means it is potentially more likely to oxidise a
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moderately reducing organic substrate. It might therefore be expected that the com-
plexes with the least negative Ered2 values, Co1O2 followed by Co5O2 and Co6O2 ,
would be most active for these forms of reactivity. This is discussed further in Section
3.6.
3.4.4 Comparison of Electrochemical Data with Structural Data
As complexes for oxygen activation, an investigation into whether there are correlations
between the electronic properties of the complexes and the structural information ob-
tained through X-ray crystallography (as discussed in Section 2.4.3) may offer insight
into potential reactivity. In order to investigate these correlations, the Ered values for
the two redox events are plotted against the O–O bond length, Figure 3.23. As the
reversible first redox peak does not lead to O–O activation, there is no correlation with
O–O bond distance, 3.23a, since this is purely a metal-based redox event. However, it
is clear in 3.23b that there is a negative correlation between the Ered2 values and the
O–O bond length, consistent with the assumption of O–O bond breakage in an EC
mechanism.
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(a) CoIII2 → CoIICoIII
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(b) CoIICoIII → CoII2
Figure 3.23: A comparison between O–O bond length (as reported in Table 2.4) and (a)
the Ered1 values for the reversible redox peak, as shown in Figure 3.12 or (b) the Ered2 values
for the second reduction for each complex. Note: The mixed valence Co3O2 is omitted.
The surprising observation that Co1O2 has the least negative Ered2 value of all six
complexes (Figure 3.17) is further complicated by the observation in Figure 3.23, which
shows a negative correlation between the O–O bond length and the Ered2 values for
Co1O2 and Co3O2 – Co6O2 .
ii This initially seems counterintuitive as the irreversibility
iiCo2O2 is not included since it was not possible to obtain an X-ray structure.
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of the reduction peak is suggested to be due to the breaking of the O–O bond. It was
postulated in Section 2.4.3 that the longer bond lengths in Co3O2 and Co4O2 were due
to increased donation from the cobalt into the π* orbitals, lengthening, and therefore
weakening, the bond. It would therefore be reasonable to expect that there would be
a positive correlation between the Ered2 potential and the O–O bond length, since a
weaker bond would require less energy to break.
However, 3.23b shows that complexes which bind O2 more strongly, leading to longer
O–O bond distance, require more energy (more negative reduction potentials) to cleave
the O–O bond. The lengthening of the O–O bond upon binding to the two cobalt(II)
centres is due to population of the HOMO, which is a π* orbital. In the µ-OO com-
plexes, the HOMO is fully occupied, hence the diamagnetic character of the complexes.
The electrochemistry probes the further reduction of this species, most likely populat-
ing the LUMO of the O2 (the σ* orbital), resulting in O–O bond cleavage after the
second reduction. The results shown in 3.23b show that complexes which bind O2 more
strongly, resulting in longer O–O bond lengths, require more energy (more negative
potentials) to break the O–O bond.
3.4.5 Electrochemical testing under acidic conditions
CVs recorded under catalytic conditions can reveal important information about the
active species for catalysis, meaning mechanistic information can be extracted from
the onset potential. During oxygen reduction reaction (ORR) catalysis, the reaction
takes place in the presence of excess oxygen and acid. Unfortunately, latent O2 and H+
reduction by the glassy carbon working electrode takes place at potentials close to those
recorded for the second reduction peak, Figure A.10.238,244 The relationship between pH
and the redox potential can be described with a Pourbaix diagram,229 which changes
the potential at which different electrochemical processes become favourable.
However, the proposed RDS of ORR is proton coupled electron transfer (PCET), so
finding a method of studying the electrochemistry in the presence of acid might offer
insight into the catalytic activity of the complexes. As a consequence, an alternative
working electrode material was investigated. Due to its low reactivity and wide solvent
window, boron-doped-diamond (BDD) is often used for the investigation of redox spe-
cies which either bind to glassy carbon surfaces or react with the surface.237,245
Although literature reports suggested that BDD would be an appropriate electrode
material with which to collect CV data under acidic conditions on complexes Co1O2
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– Co6O2 , it was necessary to check whether the data was consistent between different
electrode surfaces, so a comparison between GC and BDD was run with Co3O2 , Fig-
ure 3.24.237 Additionally, it was important to check whether latent oxygen reduction
would interfere with the reduction peaks of interest. Blank BDD tests can be found in
the Appendix, Figure A.11.
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Figure 3.24: CVs of the Co3O2 using (a) glassy carbon and (b) boron doped diamond
working electrodes, respectively. The broadness of the reduction peak at -1.5 V and the
uneven curve on the BDD suggests the complex is interacting with the electrode surface.
([Co3O2 ] = 1 mM, [TBAF] = 0.1 M, RE: Ag/AgNO3, CE: Pt wire, Scan rate = 100 mVs
-1,
solvent: MeCN (dried, degassed), air-free, T = 20 ◦C)
Although both reduction peaks are irreversible, and the first reduction peak occurs at
the same potential on both electrodes, it is clear from Figure 3.24 that the complex used
as a test (Co3O2) behaved differently on the BDD electrode surface. The broadness
of the second reduction peak, coupled with the unevenness observable between -1 and
-1.5 volts, suggests that the complex is interacting with the electrode surface.
Interestingly, the CoIII2 to CoIIICoIV oxidation peak is identifiable when using the BDD
working electrode, with an Emid value of 1.34 V vs NHE. This is in contrast to the GC
working electrode, where it is not possible to identify the oxidation redox event.
Due to the apparent reaction of the reduced complex with the BDD electrode, studies in
the presence of acid were carried out using glassy carbon electrodes. As a result of the
background reduction of protons by glassy carbon occurring at ≈ -1.3 V, Figure A.10,
it was not possible to investigate the impact of acid on the second reduction peak.
However, it was possible to investigate the impact of the addition of acid on the position
of the first, reversible, reduction peak.
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The proposed RDS of the oxygen reduction reaction discussed previously, Figure 3.1,
involves the reduction of the CoIII2 species to a mixed CoIIICoII species, before oxidation
back to the CoIII2 species. Therefore, as the RDS, the thermodynamic accessibility of the
first reduction would be expected to correlate to the reactivity of the complex towards
Me8Fc. The position of the first reduction of the cobalt complex must be sufficiently
close to the oxidation potential of Me8Fc (-0.13 V vs. NHE) in order to make the
reaction energetically favourable.
The addition of 2mM TFAiii changes the CVs by shifting the Ered1’ to more positive
potentials, whilst also reducing the reversibility of the peak, Figure 3.25.
Although addition of acid could conceivably result in protonation of the complex, the
UV-vis spectra of Co1O2 – Co6O2 in the presence of TFA did not show any change over
a 15 minute period (Figure A.17). Bridging oxo and peroxo species are not typically
very basic, and since the CoIII peroxo species are tricationic, protonation is unlikely.
Therefore, these results suggest that the complexes are not protonated in the presence
of TFA. However, the more reduced, electron rich, states are more likely to undergo
protonation.
There is a large variation in the degree to which the reduction peak was shifted between
the different complexes upon the addition of acid, Figure 3.26. Complexes with electron
withdrawing substituents saw the most pronounced shift, whilst Co2O2 was shifted by
an almost negligible amount. Reducing the pH reduces the reduction potentials as
the addition of a positive charge means the molecule more readily accepts electrons.
Both Co5O2 and Co6O2 already have Emid(red) values in the absence of TFA that are
lower than Co1O2 and the complexes with electron donating substituents, Co3O2 and
Co4O2 .
Llobet and coworkers claim that “electron transfer from Me8Fc to Co1O2 is thermo-
dynamically unfavourable but becomes energetically feasible in the presence of TFA.”113
This suggests that if the reduction of the CoIII2 species by Me8Fc is the RDS of the ORR
reaction, Co5O2 and Co6O2 should be more active for catalysis. This is discussed fur-
ther in Section 3.5. It is important to note that although the Ered1’ of Co1O2 – Co6O2
in the presence of TFA are shifted to less negative potentials, and Co6O2 specifically
is significantly closer to Me8Fc, they do not overlap with the oxidation potential of
iiiTrifluoroacetic acid is a strong acid (pKa = 12.7244), but as it is used in the ORR catalysis (Section
3.5) it was used in these studies to allow comparison with catalytic results.
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Figure 3.25: Cyclic voltammetry data of Co1O2 – Co6O2 , with overlaid CVs of the complex
in the presence of two different concentrations of trifluoroacetic acid (TFA). Collected under
an atmosphere of argon, [Co] = 1 mM, WE: GC, RE: Ag/AgNO3, CE: Pt wire, scan rate:
100 mVs-1, T = rt. Direction of scan illustrated by arrow.
Me8Fc. However, under catalytic conditions, TFA is used in concentrations of 50 mM.
Figure 3.25 illustrates that Ered1’ shifts to less negative potentials when increasing TFA
concentration from 2 mM to 4 mM, so addition of 50 mM will likely shift the potential
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further, resulting in an overlap in potentials with Me8Fc.
Co1O2 and Co3O2 show multiple oxidation peaks between 0 and 0.5 V. The reversible
peak is likely due to low levels of contamination by the µ-Cl complex. However, the
irreversible peak could be representative of very slow electron transfer kinetics of the
redox event.
Figure 3.26: Ered1’ values for Co1O2 – Co6O2 in the presence of 4 mM TFA. The shift from
the Ered1 values without TFA present are shown by arrows showing the difference in shift.
Table 3.7: Peak reduction potentials in the absence and presence of TFA for Co1O2 –
Co6O2 and the difference between these values (∆E) noted. All potentials taken from 100
mVs-1 data. (Note that Ered1 values are used for the reduction potential in the absence of
TFA, rather than Emid(red) values, to offer a direct comparison.)
Complex Ered1 vs NHE / V1 Ered1’ + TFA vs NHE / V ∆Ered / V
Co1O2 -0.42 -0.31 0.11
Co2O2 -0.33 -0.32 0.01
Co3O2 -0.47 -0.37 0.10
Co4O2 -0.49 -0.42 0.07
Co5O2 -0.39 -0.23 0.16
Co6O2 -0.34 -0.15 0.19
1 Ered1 values reported in Table 3.3.
It is likely that the proton coordinates to one of the oxygen atoms of the bridging
peroxo. The lack of reversibility of the redox event suggests a chemical step follows the
reduction, which is likely to be the breakage of the O–O bond, facilitated by the binding
of H+ to one (or both) of the oxygen atoms. It has previously been suggested that the
RDS of the reaction is PCET.113 If this hypothesis is correct, it might be expected that
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the position of the Ered1’ peak in the presence of TFA for the six cobalt complexes will
correspond to their reactivity in the ORR. This is further discussed in Section 3.5.
3.4.6 Conclusion of Cyclic Voltammetry Studies on Co1O2 –
Co6O2
Electrochemical studies on Co1O2 – Co6O2 reveal that the complexes undergo two
irreversible reduction events when scanning to negative potentials. If the scan is stopped
before the second reduction event, the reversibility of the first redox event is restored.
Using Randles-Sevcik (RS) analysis, the reversible redox event is confirmed to be a
one electron process, corresponding to the CoIII2 −−→ CoIIICoII reduction, followed by
the irreversible CoIIICoII −−→ CoII2 reduction event. The irreversiblity of the second
reduction is due to a chemical step, most likely the breakage of the O–O bond, although
further studies are needed to confirm this.
The fully irreversible nature of the redox event supports the assignment of O–O bond
breakage, since Co–O bond breakage would be likely to be partially reversible due
to the bridging nature of the peroxo ligand. In order to determine which bonds are
breaking (Co–O or O–O) spectroelectrochemistry could be employed. Alternatively,
bulk electrolysis might allow analysis of the products.
The RS analysis reveals that the electrochemically reversible redox event is not com-
pletely reversible in all six complexes, due to variation in the gradient of the RS plots
between the oxidaton and reduction event. This is more pronounced in some of the
complexes, both Co2O2 and Co4O2 appear to be fully reversible, whereas the other
complexes show varying degrees of irreversibilty.
The Emid1 values follow the expected trend in terms of the electronic properties of
the substituents on the pyrazole backbone, as illustrated in Figure 3.15. The Ered2
values did not show such a clear correlation, but they do give an indication of the
potential reactivity of the complexes due to the ease with which the peroxo is reduced.
As previously discussed, Co2O2 is the exception to all of the trends observed, again
confirming that substitution in the ortho-position of the bpp– ligand has a significant
impact on the electrochemical properties of the complex.
Upon addition of acid the Ered1’ values shift to less negative potentials, depending
on the concentration of acid, suggesting that under catalytic conditions, when high
concentrations of acid are used, the Ered1’ values would be sufficiently shifted to overlap
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with that of Me8Fc.
3.5 Application of Co1O2 – Co6O2 in the ORR
The oxygen reduction reaction (ORR) activity of Co1O2 has been previously studied.
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However, the impact of functionalisation on the bpp– ligand on the activity of the
complexes towards the ORR has not been investigated. The rate of reaction of the
ORR with Co1O2 – Co6O2 will be compared to each other in order to investigate
the impact on ligand substitution on catalytic oxygen reduction. These results will be
compared to the electrochemical and oxidation results reported in previous sections of
this chapter. This will help examine any correlations, which can be used to determine
whether changes in ligand substituents have an impact on the mechanism, specifically
O2 binding.
In order to study the ORR, a stop-flow set-up was used. NMR spectroscopy is not
feasible due to the relatively fast reaction rates and single electron redox chemistry, the
products are not suitable for gas chromatography, so UV-vis spectroscopy in stopped-
flow mode was used. Stop-flow reactors allow the measurement of very fast kin-
etics through the rapid mixing of reagents coordinated with the initiation of data
collection.246 Using the set-up shown in Figure 3.27, the reagents are mixed imme-
diately prior to entering the UV-cell, and the ejection of solution into the stop syringe
initiates data collection. The use of the stop-flow equipment allows rapid collection of
initial rate data, and also enables collection of multiple repeats.
The reduction of oxygen by octamethyl ferrocene (Me8Fc) catalysed by the cobalt
complexes was investigated using the stop-flow apparatus by taking advantage of the
pronounced colour change between Me8Fc (orange) and the oxidised form, Me8Fc+
(green/blue), Figure 3.28. The reaction was monitored by UV-vis spectroscopy, by fol-
lowing the formation of Me8Fc+ using the absorbance at 750 nm (ε = 410 M-1 cm-1)113.
Literature studies of Co1O2 confirmed that the 4e
- reduction of O2 to H2O proceeds
cleanly with no H2O2 formed, meaning the stoichiometry of the reaction is 4 equivalents
of Me8Fc to 1 O2, Scheme 3.3.113
4Me8Fc + O2 + 4H+
[Co]−−→ 4Me8Fc+ + 2H2O
Scheme 3.3: Oxygen reduction by octamethyl ferrocene, catalysed by a cobalt catalyst and
in the presence of acid.
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Figure 3.27: UV-vis stop-flow set-up for measuring the formation of Me8Fc+ during the
ORR. Optical path length = 10 mm, cell volume = 90 µl, deadtime (between mixing and
injection) = 8 ms, tubing is jacketed to provide temperature control. Note that the micromixer



















Figure 3.28: The oxidation of Me8Fc (2 mM) in MeCN to Me8Fc+ by addition of NaIO4
(excess) over the course of 1 min.
All complexes showed activity for oxygen reduction under the conditions tested, Fig-
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ure 3.29, although there were markedly different rates between the different complexes.
Co1O2 , the unsubstituted complex, showed the fastest rates of oxygen reduction, which
were in agreement with reported literature values.113 This was followed by Co4O2 , the
amine substituted complex, with both of them reaching over 75% conversion within 20
s. The initial rates for all six complexes are included in Table 3.8, see Figure A.13 for
determination of initial rates.





















Figure 3.29: Reaction profiles for the oxygen reduction reaction catalysed by Co1O2 –
Co6O2 monitored by the formation of [Me8Fc
+] by UV-vis spectroscopy. [Co] = 25 µM,
[Me8Fc] = 2 mM, [TFA] = 50 mM. Solvent = aerated MeCN, 25 ◦C. Note that solubility
of O2 in MeCN: 8.1 mM, 25 ◦C, 1 atm.238,247 Concentration of air saturated MeCN is 2.5
mM,239 which exceeds the concentration of Me8Fc.
Whilst complexes Co1O2 and Co3O2 – Co5O2 display clear monoexponential growth,
suggesting first order kinetics, in Figure 3.29, both Co2O2 and Co6O2 show very slow
rates with two kinetic stages, with a fast, initial burst, followed by a slow increase
after approximately 10 s. According to the reaction scheme proposed by Llobet et
al. in Scheme 3.3, the reduction of the catalyst requires four equivalents of Me8Fc.
Therefore, if catalyst turnover is limiting the reactivity, leading to a stoichiometric
reaction, it would be expected that only 4 equivalents (100 µM, 0.1 mM) Me8Fc+ would
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Table 3.8: Initial rates for the formation of Me8Fc+. The initial rates are determined in
Figure A.13.







be formed. The initial burst activity of Co6O2 plateaued at around 0.5 mM, which
corresponds to between 4 and 5 turnoverover. This suggests that some catalyst turnover
was occurring, before either deactivation of the catalyst, or that these catalysts required
a higher concentration of acid in order to drive the reaction.
Fitting monoexponential and biexponential curves to the kinetic traces of Co2O2 and
Co6O2 , Figure 3.30, reveals biexponential growth for both complexes. This shows there
are two competing mechanisms for the formation of Me8Fc+ in the presence of Co2O2
and Co6O2 . It is likely that the initial, fast, component mirrors that observed in the
other complexes, corresponding to the complete reduction of O2 to water. The second,
slower, component might be due to the incomplete reduction of O2 to H2O2 (which
would still produce Me8Fc+), which modifies or deactivates the catalyst resulting in
slower rates of Me8Fc+ formation.
The electrochemical properties of Co2O2 and Co6O2 broadly follow the expected
trends. However, the oxidation of Co2Cl and Co6Cl to their corresponding µ-OO
complexes is very slow, as discussed in Section 3.3.2. Since O2 binding is a key step
in both the ORR and the oxidation of the µ-Cl complexes, this suggests that the slow
rate of Co2O2 and Co6O2 in the ORR could be due to their poor ability to bind O2.
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y = A1*exp(x/t1) + A2*exp(x/t2) + y0
Plot B
y0 0.37 ± 0.00155
A1 -0.17702 ± 0.00131
t1 -5.83346 ± 0.08476
A2 -0.18415 ± 0.00106





Equation y = A1*exp(x/t1) + y0
Plot B
y0 0.32267 ± 8.60408E-4
A1 -0.20786 ± 0.00147





























y = A1*exp(x/t1) + A2*exp(x/t2) 
+ y0
Plot D
y0 1.04733 ± 0.00629
A1 -0.41897 ± 0.00148
t1 -5.44723 ± 0.03668
A2 -0.64699 ± 0.00571





Equation y = A1*exp(x/t1) + y0
Plot D
y0 0.76431 ± 0.00502
A1 -0.50326 ± 0.00493




Figure 3.30: Mono- and biexponential fitting performed on the kinetic trace of the ORR
of Co2O2 and Co6O2 using the exponential fitting tool in the Origin2017 software package.
Conditions: [Co] = 25 µM, [Me8Fc] = 2 mM, [TFA] = 50 mM. Solvent = aerated MeCN,
25 ◦C.
3.5.1 Kinetics of Oxygen Reduction
Llobet and coworkers carried out some mechanistic investigations into the activity of
Co1O2 , as discussed in Section 3.1.1.
113 Their studies lead them to deduce that the re-
action is first order in catalyst, and that the rate determining step is PCET, Figure 3.1.
In order determine whether the order in catalyst is consistent for all six complexes,
and to try and further elucidate the mechanism, Variable Time Normalised Analysis
(VTNA), a form of graphical rate analysis, was undertaken for Co1O2 – Co6O2 . The
principles behind graphic rate analysis are discussed in Section 3.2.2.
The results shown in Figure 3.29 suggest that for Co2O2 and Co6O2 there may be
more than one reaction mechanism taking place, as indicated by the two different
kinetic regimes.
VTNA studies of Co1O2 – Co6O2
In order to perform VTNA analysis on the complexes, to help determine the order
in catalyst and any other changes in mechanism throughout the reaction, ORR data
was collected at three catalyst loadings, Figure 3.31, before VTNA normalisation was
applied, Figure 3.32
All six complexes show some variation in their final conversion plateau points, with some
complexes plateauing well below the maximum conversion of 2 mMMe8Fc+. The trends
in plateau point do not appear to follow the rates observed, with Co1O2 showing the
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fastest rates, but plateauing at a point nearer 85% conversion. Conversely, Co3O2 and
Co5O2 , which are slower than both Co1O2 and Co4O2 , reach almost 100% conversion,
but at slower rates.
With the exception of Co1O2 , the lowest catalyst loading, 12.5 µM, fails to reach the
same level of conversion that the other two catalyst loadings reach, even after 200 s. This
suggests that there is some catalyst degradation or deactivation occurring, as changing
catalyst concentration should only result in a change in rate, rather than conversion.
The stability of the complexes under reaction conditions is briefly investigated in Section
3.5.2.
Co2O2 shows exceptionally low rates and conversions, suggesting that functionalisation
on the ligand backbone in the ortho position strongly inhibits catalysis. Indeed, Co2Cl
also exhibited a very slow conversion from the µ-Cl complex to the µ-OO peroxo com-
plex in Section 3.3.2, and did not reach full conversion. It also proved challenging to
isolate Co2O2 in the pure µ-OO form, both for crystallographic characterisation and
NMR spectroscopic analysis. This suggests that oxidation of Co2O2 to form the Co
III
2
µ-OO complex (Co2O2) is less thermodynamically favourable than the other five com-
plexes. As a consequence of the low activity and lack of variation in catalyst activity
with changing concentration, kinetic analysis was not carried out on Co2O2 .
Using an iterative process, VTNA was applied to Co1O2 and Co3O2 – Co6O2 , Fig-
ure 3.32. This is complicated by the low conversion with the lowest catalyst loading,
meaning this trace does not overlay with the other two concentration profiles. Applying
VTNA to the results for Co1O2 revealed an order of 1 in catalyst, in agreement with
previously reported results.113 Although there was good agreement up to around 50%
conversion, there was some deviation as the traces reach the plateau point, indicative
of catalyst deactivation.248
The apparent deactivation of the catalyst, and subsequent plateauing at a lower con-
version, means conducting VTNA analysis on the reaction profiles traces is challenging.
With the exception of Co1O2 , the VTNA fits of the data are not good enough to take
full advantage of VTNA and draw any firm conclusions about the order in catalyst.
In the early stages of the reaction, all complexes show a reasonable agreement with an
order 1, after accounting for catalyst deactivation. Co5O2 shows a possible agreement
with a catalyst order of 1, with clear degradation visible in a similar manner to that of
Co1O2 .
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Figure 3.31: Oxygen reduction activity of Co1O2 – Co6O2 measured by the formation of
Me8Fc+ at three different catalyst loadings over 100 s. [Me8Fc] = 2 mM, [TFA] = 50 mM.
Note: dips at beginning of graph due to resistance in the stop-flow system.
In order to complement the VTNA analysis, initial rates analysis and log/log plots
were made, Figure A.15. These results suggest that the order in catalyst for Co4O2
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(a) Co1O2 VTNA factor: 0.5

















(b) Co1O2 VTNA factor: 1

















(c) Co1O2 VTNA factor: 1.5

















(d) Co3O2 VTNA factor: 0.5



































(f) Co3O2 VTNA factor: 1.5

















(g) Co4O2 VTNA factor: 0.5

















(h) Co4O2 VTNA factor: 1

















(i) Co4O2 VTNA factor: 1.5

















(j) Co5O2 VTNA factor: 0.5

















(k) Co5O2 VTNA factor: 1

















(l) Co5O2 VTNA factor: 1.5
is first order. This suggests that although Co4O2 has lower rates than Co1O2 , the
mechanism of reactivity towards O2 is similar. The inclusion of an amine substituent
on the pyrazole backbone results in a reduced rate of O2 reduction activity, although
the reaction likely proceeds via the same mechanistic pathway. In the oxidation from
the µ-Cl to the µ-OO species, Co4Cl shows the second fastest rate after Co1O2 , again
suggesting that the inclusion of the amine group on the ligand backbone reduces the
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(m) Co6O2 VTNA factor: 0.5

















(n) Co6O2 VTNA factor: 1

















(o) Co6O2 VTNA factor: 1.5
Figure 3.32: VTNA studies for Co1O2 – Co6O2 (excluding Co2O2 due to low conversion).
Each complex is plotted with three different VTNA factors, detailed underneath each graph.
(0.5, 1, 1.5, 2). [Me8Fc] = 2 mM, [TFA] = 50 mM.
rate of reaction towards O2. However, the similarity in rate and reaction order suggests
that this is not due to a change in reaction mechanism.
Unlike Co1O2 and Co4O2 , the VTNA results and initial rates analysis (Figure A.15)
do not suggest a clear order in catalyst for Co3O2 , Co5O2 and Co6O2 . Therefore, it
is not possible to confirm that the functionalised complexes share the mechanism for
ORR with Co1O2 .
Due to the unusual activity displayed by Co6O2 interpretation of the VTNA results
is more challenging. In the earlier stages of the reaction an order of 0.5 was observed.
However, after the initial burst the reaction slows to a steady increase where a VTNA
factor of 1 results in a better overlap between the concentration profiles. Although
Bures shows that VTNA can be used to determine the order in examples where the
order in catalyst varies with changing catalyst concentration,233 the fits for Co6O2 are
not adequate to claim an order in catalyst, and are further complicated by the clear
deactivation of catalyst at low concentrations.
The biexponential fits also reveal that there are multiple mechanisms involved in the
production of Me8Fc+ in the presence of Co6O2 . This suggests that there could be a
competing mechanism, and the catalyst deactivation only effects the species that shows
fast activity. Alternatively, the slow component could be activity from the deactivation
product, which is less clear in the other complexes since initial turn-over and conversion
is higher.
As discussed in Section 4.1.1, the introduction of a nitro group on the pyrazole backbone
of the bpp ligand has previously been shown to result in a significant reduction in the
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rate of water oxidation in ruthenium catalysts, which is attributed to inductive effects
through the bpp ligand.178 A similar process could be the cause of the notably different
behaviour of Co6O2 . The resonance effect of the nitro group draws electron density
away from the cobalt centres, making oxidation of the cobalt centres less favourable.
The slow rate of ORR with Co6O2 is consistent with oxidation of the cobalt centres
as part of the rate determining step, which could correlate to the O2-binding step and
concurrent oxidation of the two CoII centres to CoIII, Figure 3.1.
It is also possible that water, which is a product of the reaction, is causing product
inhibition, reducing the rate of reaction and preventing high catalyst turnover. Altern-
atively, H2O2 is sometimes formed in incomplete O2 reduction reactions, and could act
as an inhibitor, potentially explaining the lower rates of reactivity for Co2O2 – Co6O2 .
Although it is possible to include potential catalyst deactivation or product inhibition
into the VTNA normalisation factor, the poor quality of the VTNA results means this
is unlikely to provide clarity to the results. It would be possible to investigate product
inhibition or catalyst deactivation through spiking the reaction with water, or reintro-
ducing Me8Fc after turnover plateaus, respectively, and determining the impact, if any,
on the rate. If there is competition between catalyst turnover and deactivation, low
catalyst loadings may result in a rate of turnover that is too slow to prevent degrada-
tion. If catalyst deactivation is occurring, there should be turnover, but at a reduced
rate. Strategies to investigate this further are discussed in Section 3.8.1.
3.5.2 Testing the sequence of reactivity of the complexes un-
der ORR conditions
Some of the results reported in Section 3.5.1 suggested that there was catalyst degrad-
ation occurring under reaction conditions. Therefore, in order to confirm the stability
of the complexes under catalytic conditions, the complexes were mixed with TFA and
Me8Fc separately and monitored using UV-vis spectroscopy. Additionally, these stud-
ies will help determine whether the proposed rate determining step (RDS) is PCET
(middle route, Scheme 3.4), or whether electron or proton transfer occur independently
of each other, Scheme 3.4. As drawn in Figure 3.1, the proposed RDS suggests that
electron transfer occurs between the Me8Fc and the cobalt complex under a reversible
process, followed by protonation. If the LUMO of the complex is on the cobalt centres,
it should be possible to observe the electron transfer, due to the change in oxidation
state of the cobalt centre and oxidation of the Me8Fc, and protonation of the com-
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plex, by UV-vis spectroscopy. This allows the investigation of the RDS and potential





























Scheme 3.4: The rate-determining step (RDS) proposed by Llobet and coworkers for the
ORR catalysed by Co1O2 is proton-coupled electron transfer. However, in the full cycle,
shown in Figure 3.1, the authors propose that the PCET proceeds via the reduction, followed
by protonation route.
The studies were conducted in a stirred cuvette containing the cobalt complex, data
collection was started before addition of Me8Fc or TFA (final concentrations: [Co] =
0.025 mM, Me8Fc = 2 mM, TFA = 50 mM). The solution was then removed from the
cuvette and stored in a sealed vial for 15 minutes, before transfer back into the cuvette
to collect a second data point.
Although there were slight shifts in the location of the peak associated with the Co
complexes of ≈ 5 – 10 nm for Co1O2 – Co5O2 the peaks were stable over 15 minutes
in the presence of both TFA and Me8Fc, which is almost 10 times longer than the
ORR reaction times above. The spectra can be found in the Appendix (Figure A.16
and Figure A.17). Since there is catalytic turnover for all complexes, it is clear that
deactivation is occuring later in the catalysts, but the lack of change for Co1O2 –
Co5O2 suggests that neither Me8Fc or TFA alone results in significant changes to the
complexes.
Co6O2 showed a pronounced difference in the presence of Me8Fc over a 15 minute
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timescale, Figure 3.33, with a clear decrease in the intensity of the Co6O2 peak at
around 550 nm and the Me8Fc peak at around 425 nm. There is a very minor increase
at 750 nm, possibly suggesting some minor electron transfer from Me8Fc to Co6O2
(since Me8Fc+ is observed at 750 nm). The change in spectrum shown in Figure 3.33
might therefore indicate that Me8Fc is thermodynamically capable of reducing Co6O2
without the addition of acid, and the change in UV-vis spectrum is due to electron
transfer occurring, rather than deactivation of the complex in the presence of Me8Fc.
Co6O2 has an Emid(red) value for the first reduction of the complex to a mixed Co
IIICoII
state of -0.29 V which is the lowest reduction potential reported for any of the six com-
plexes (Co2O2 also has a value of -0.29 V), as shown in Figure 3.14. The oxidation
potential of Me8Fc is -0.13 V vs NHE, which is a potential gap of 0.16 V. This gap
suggests that electron transfer from Me8Fc to Co6O2 is not thermodynamically fa-
vourable, which is supported by the lack of change observed for Co2O2 , which also
has an Emid(red) value of -0.29 V. Note that the conditions in the reaction vessel are
not identical to those of the CVs, which were run using rigorously dried and degassed
acetonitrile, which may have shifted the potentials. However, in the presence of TFA,
Co6O2 did not show any change by UV-vis, Figure A.17. It would be expected that if
the Me8Fc is capable of reducing the complex without the presence of TFA, the observed
catalytic activity would be greater for this complex, but this is not what is observed.
Finally, although there is a very minor increase at 750 nm at 15 minutes in Figure 3.33,
which is indicative of the formation of Me8Fc+, it is within the margin of error.
















 t = 0 min
 t = 15 min
Figure 3.33: Co6O2 in the presence of Me8Fc. [Co] = 0.025 mM, [Me8Fc] = 2 mM, T =
20 ◦C.
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With the exception of Co6O2 it is clear that neither electron transfer or protonation
occur independently of each other, confirming that the first step in the reaction process
is PCET. Proton coupled electron transfer allows high energy intermediates, such as the
reduced or protonated species, to be circumvented which allows the direct formation of
the thermodynamically favourable product of PCET (Scheme 3.4).111
However, these findings alone do not reveal whether this first PCET step is rate-
determining. It would be possible to investigate this further by carrying out a reaction
of the cobalt complex in the presence of Me8Fc and acid, but without the inclusion of
O2 to prevent catalytic turnover, which should allow the rate of electron transfer to be
monitored. Comparison of this rate to the rate of ORR should help determine whether
the initial PCET is part of the rate determining step. This is discussed further in the
Future Work, Section 3.8.1.
3.5.3 Comparison of ORR results with Electrochemical Prop-
erties and Oxidation Reactivity
A comparison of the ORR initial rates with the initial rate data for the oxidation of
the complexes from the µ-Cl to the µ-OO species, as discussed in Section 3.3.2, reveals
a weak correlation, Figure 3.34. The six complexes can be broadly categorised into two
groups, with Co1O2 and Co4O2 showing high rates for ORR and also displaying fast
rates for the oxidation studies. Conversely, the other four complexes show low activity
for ORR also show slow oxidation rates.
Both Co1 and Co4 showed fast rates for both reactions, with Co1O2 considerably
faster at both ORR and the oxidation studies than the other five complexes. These two
complexes also showed first order kinetics for the ORR reaction (Figure A.15) suggesting
that although substitution on the ligand backbone reduces the rate, the mechanism of
reactivity towards O2 is the same for both complexes.
Co3 and Co5 showed similar rates to each other, which is interesting given the different
inductive properties of the functionalisation on the bpp– pyrazole (methyl and bromo,
respectively). Although both methyl- and bromo- groups have relatively weak inductive
effects,204 the impact of these substituents is clearly observed in the electrochemical
properties of the complexes, as discussed in Section 3.4. It is of note that that difference
in electrochemical properties did not have a pronounced effect on their reactivity in the
ORR, as can be seen in the similarty of their rates.
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ORR initial rates [10 -3  s-1]
Figure 3.34: Initial rates of ORR plotted against initial rates of oxidation from the CoII2
µ-Cl species to the CoIII2 µ-OO species, using the initial rates shown in Table 3.2. Linear fit
of the data points shows a weak correlation between the two sets of data (R2 = 0.88).
The correlation of the oxidation rates of the µ-Cl complexes with the ORR activity
is interesting, as it potentially suggests that the reoxidation and O2 binding from the
CoII2 species in the ORR catalytic cycle is significant. Previous studies by Llobet and
coworkers into the reactivity of Co1O2 looked at the rate of catalysis when starting
the reaction from the aqua-hydroxo species shown in Figure 3.1. Their study suggested
that the re-oxidation of the CoII2 species and binding of O2 were not rate limiting for
Co1O2 . Llobet and coworkers also investigated whether the ORR with Co1O2 was O2
limited, finding that it was not.113 The correlation illustrated in Figure 3.34 could simply
indicate that complexes that are active for ORR are also more oxophilic, resulting in
higher rate of oxidation, rather than a causal relationship.
Co2 and Co6 showed very low rates of oxygen reduction activity. As previously dis-
cussed in Section 3.3.2, these two complexes also show low rates of oxidation from the
µ-Cl → µ-OO species, as can be seen in Figure 3.34. It is proposed that the oxidation
reaction proceeds via displacement of the µ-chloro before binding of O2, as outlined in
Figure 3.4. Since both reactions share a common step, the binding of O2, it is therefore
plausible that this step is rate limiting for these two complexes. Although the reaction
of Co1O2 with O2 was not found to be limiting, the pronounced difference in react-
ivity for Co2 and Co6 suggests that the ORR might proceed via a different reaction
mechanism, where reaction with O2 does become limiting. Further, in a comparison of
the rates of ORR with the reduction potentials of the complexes, Figure 3.35, a lack of
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correlation is observed. This suggests that the redox potentials of these two complexes
do not affect the rate of reaction.
Llobet and coworkers proposed that the RDS for the ORR with Co1O2 (Scheme 3.4)
is PCET. They state that addition of acid is necessary for catalysis by shifting the
reduction potential of the cobalt catalyst such that Me8Fc is capable of reducing the
complex.113 If PCET were rate determining for all six complexes, there should be a
correlation between the ORR rates and the Ered1’ values, since Ered1’ simulates PCET
under electrochemical conditions. However, the clear lack of correlation between the
initial rates and the Ered1’ results, Figure 3.35 suggest that there is another factor in
play in terms of the reaction mechanism, which is likely to be O2-binding. The lack
of correlation across the series of six complexes does not mean that PCET is not rate
determining for all complexes, rather that different mechanisms might be at play for
different complexes.























ORR initial rates [10 -3  s-1]
Figure 3.35: Initial rates of ORR plotted against the Ered1’ values for the six complexes in
the presence of 4 mM TFA, Figure 3.26.
Although there is a correlation between the O–O bond lengths and Ered2 (3.23b), at-
tributed to what is assumed to be the breakage of the O–O, there was no correlation
observed between the ORR initial rates and O–O bond length, (Appendix, Figure A.19).
PCET is part of the reaction mechanism, as demonstrated in Section 3.5.2, but unlike
the literature studies on Co1O2 , the rate of catalysis is also correlated to O2 binding,
Figure 3.34, suggesting this is an important step in the reaction mechanism.
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3.5.4 Conclusion to ORR studies
All six µ-OO complexes show activity for the oxygen reduction reaction. However, the
rates of activity vary markedly between the complexes, and all six complexes show deac-
tivation during catalysis, which is more pronounced at low loadings. The unsubstituted
Co1O2 shows the fastest rates, and using VTNA, initial rates and log/log plots the
order in catalyst is confirmed to be 1, supporting previous studies on this complex.113
However, VTNA revealed low levels of catalyst deactivation for Co1O2 , indicated by a
slight deviation in the VTNA profiles at low loadings, which has not been observed for
Co1O2 before.
Both Co2O2 and Co6O2 showed very slow rates with biexponetial behaviour and clear
indications of catalyst degradation under catalytic conditions. Interestingly, Co6O2 was
shown to be reducible by Me8Fc in the absence of protons, unlike the other complexes,
although this did not result in higher activity in the ORR.
Co3O2 , Co4O2 and Co5O2 show similar rates to each other and show a clear improve-
ment on the overall yield when compared to Co1O2 . However, all three complexes have
clear catalyst deactivation at low catalyst loadings. The VTNA data was not good
enough for these three complexes to draw conclusions on the order of reaction in cata-
lyst. The inclusion of an amine on the pyrazole backbone in Co4O2 resulted in reduced
rates, potentially due to the notably higher Emid(red) value of the first reduction of
the complex to the mixed CoII/CoIII state relative to Co1O2 , Figure 3.14. The initial
rates and log/log plots for Co3O2 and Co5O2 suggest an order of 0.5 in catalyst. This
suggests the mechanism of ORR is different to that of Co1O2 and Co4O2 . However,
non-integer orders in catalyst can be complex to assign, and further experiments would
be necessary to determine the mechanism, as discussed further in Section 3.8.1.
The proposed mechanism by Llobet and coworkers suggests that the initial PCET is the
rate limiting step.113 However, the lack of correlation between the ORR rates and the
electrochemical results in the presence of acid suggest that the accessibility of the first
reduction of the complex to the CoIIICoII state is not rate limiting, although this might
be due to the relatively low concentration of acid added in the electrochemical studies.
The studies with Co1O2 – Co6O2 in the presence of just Me8Fc or TFA support the
hypothesis that the complexes undergo PCET, since with the exception of Co6O2 there
is no electron or proton transfer observed in the absence of the other. However, in order
to determine whether the first PCET step is rate limiting will require further studies,
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as discussed in Section 3.8.1.
The strong correlation shown in Figure 3.34 between the ORR rates and the oxidation
from the µ-Cl species to the µ-OO species (Section 3.3.2) suggests that the latent
oxophilicity of the complex is a reasonable indicator of its reactivity. This also indicates
that the reoxidation step could be rate limiting for some complexes. According to the
proposed catalytic cycle (Figure 3.1) the final step is an elimination of water, followed
by the binding of O2, and corresponding oxidation of the metal centres. The liberation
of water, which is produced in the reaction, and the corresponding reoxidation to the
CoIII2 state could be the rate determining step. Potential experiments to further explore
this are discussed in Section 3.8.1.
The finding that both Co2O2 and Co6O2 display biexponential behaviour in the ORR
suggests that there are two mechansims at play in the formation of Me8Fc. One of
these is very slow, and it is possible that such a mechanism is also present in the other
complexes, but due to the high rates of the main component is not observable.
3.6 Oxygen Atom Transfer Studies
Although Co1O2 has been studied for ORR and water oxidation, its reactivity towards
substrates or for oxidation chemistry has not been studied. The reactivity of Co1Cl
– Co6Cl towards O2 has been investigated in Section 3.3.2, where Co1Cl was found
to be the most active, followed by the amine substituted Co4Cl. However, in oxygen
atom transfer (OAT) studies, it is the ability of the complex to transfer the oxygen to
a substrate that will be investigated. For a complex to be active for catalytic aerobic
oxidation, it must both activate O2, and transfer it to a substrate, in order to complete
the catalytic cycle. Co1O2 – Co6O2 will be studied for their OAT reactivity towards a
range of substrates.
3.6.1 Substrate Screening
A series of potential substrates were chosen that should represent the full range of
activity discussed previously in Section 1.3, the reactivity of the substrate is included
in Table 3.9. As oxygen atom transfer generally results in the transfer of one oxygen
atom to a substrate, the presence of two oxygen atoms in the cobalt complexes suggests
that it might be possible for the transfer to occur twice, Scheme 3.5. In order to
investigate this possibility, in the initial screening tests, two equivalents of substrate
were included, relative to the cobalt complex. Substrate screening was carried out using
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Co1O2 as a benchmark complex, before all six complexes being screened for reactivity
towards promising substrates. Reactions were carried out under an inert atmosphere
in order to rule out aerobic oxidation of the substrate, and heated to 50 ◦C in order to








Scheme 3.5: Two potential outcomes from an oxygen atom transfer from Co1O2 – Co6O2
to two equivalents of a substrate (S).
The results of the initial screening tests are shown in Table 3.9. The reactions were
monitored by 1H NMR spectroscopy with spectra collected periodically and the NMR
tubes heated at 50 ◦C in between measurements. No reaction was observed for any of
the electrophilic substrates, or for the epoxidation with styrene. There were very low
levels of benzene observed in the reaction with 1,4-cyclohexadiene, which suggests that
the reaction could be a radical process, since 1,4-cyclohexadiene is reported to have rad-
ical activity.249 The low levels of benzene formation can be seen in the 1H NMR spectra
shown in Figure 3.37. However, after 5 days of heating at 50 ◦C, conversion remained
below 10%. The reaction with Co1O2 did not result in the formation of any paramag-
netic species, nor any change to Co1O2 , as determined by
1H NMR spectroscopy. This
suggests that the reaction did not result in a change in oxidation state of Co1O2 in
levels detectable by 1H NMR spectroscopy. Due to the low levels of conversion, the
reaction was not investigated further.
Upon addition of Co1O2 to the benzaldehyde solution, however, a colour change from
purple to orange/brown occurred almost immediately, Figure 3.36. The orange/brown
colour is similar to the colour observed when the µ-Cl complexes were dissolved in
solution (as seen in Chapter 2, Figure 2.24), which suggests that the reaction between
the benzaldehyde and Co1O2 resulted in a change in the oxidation state of the cobalt
complex. This was accompanied by the appearance of new peaks in the 1H NMR spectra
in both the para- and diamagnetic regions, supporting the proposal that the reaction
results in a change in oxidation state. The characterisation of these peaks is discussed
further in Section 3.6.2.
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Table 3.9: Oxidation test reactions carried out with Co1O2 on an NMR scale. Reaction
volume = 0.5 mL, [Co1O2 ] = 20 mM, [substrate] = 40 mM, solvent = MeCN (dried, degassed),






PPh3 O––PPh3 Electrophilic120 No reaction













Benzene Nucleophilic120 Low levels benzene (< 10%)
Benzaldehyde Benzoic acid Nucleophilic120 Appearance of new peaks
by 1H NMR, colour change
observed (purple to orange,
Figure 3.36)
Figure 3.36: A solution of Co1O2 with benzaldehyde in comparison with Co1O2 with PPh3,
showing the difference in colour after 10 minutes.
3.6.2 Identifying the Product(s) of the Reaction with Benza-
ldehyde
Wide spectral width 1H NMR spectroscopy showed that there was a mixture of both dia-
and paramagnetic products in solution, which suggested than not all CoIII species were
reduced to CoII species. The 1H NMR spectra shown in Figure 3.38 show that upon the
initial addition of benzaldehyde to a solution of Co1O2 there were a large mixture of
species in solution, (orange spectra), that gradually, over the course of a week, formed
one main product with a small number of unidentified peaks (120 hr, blue spectra). It
is clear in Figure 3.38 that there is no unreacted Co1O2 left in solution. It is also worth
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Figure 3.37: 1H NMR spectra of a solution of Co1O2 (20 mM) with 1,4-cyclohexadiene (40
mM) over time, showing the lack of change to the Co1O2 peaks and the increase in the peak
attributed to benzene highlighted in blue. Note: This is a dehydrogenative oxidation (with
water as the byproduct) by the complex, rather than OAT.120
noting that these reactions were conducted on an NMR scale (0.5 ml) in air-free NMR
tubes, so although they were heated at 50 ◦C the mass transfer and mixing in an NMR
tube is sub-optimal.
The doublet at 5.4 ppm which grows in over time (Figure 3.38) appears to be a dia-
gnostic peak, corresponding to a new species in solution. In order to confirm that the
peak at 5.4 ppm is coordinated to the cobalt complex, diffusion ordered spectroscopy
(DOSY) spectroscopy was employed. Using a sample that had been spiked with excess
benzaldehyde, it can be seen clearly in Figure 3.39 that the aromatic peaks and peak at
5.4 ppm diffuse at the same rate, confirming that they are all part of the same species.
Having confirmed that the doublet was part of the complex, a series of 2D spectra
were employed to attempt to assign the rest of the peaks. In the ruthenium benzoate
analogue which was discussed in the introduction (Section 3.1.2), the authors identified
the benzoate peaks as being present between 6 and 7 ppm. They identified a doublet
at 5.7 ppm, slightly further upfield than in the cobalt analogue, which they assigned to
a proton on the bpp or terpyridine backbone.225 However, the authors did not provide
any 2D spectra as evidence of this, and this assignment does not seem consistent with
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Figure 3.38: An overlay of Co1O2 (purple) and the aromatic region of the spectrum at
various time points after the addition of benzaldehyde. (Conditions: [Co1O2 ] = 20 mM,
[benzaldehyde] = 40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL))
Figure 3.39: DOSY spectrum showing clearly that the peak at 5.5 pm diffuses at the same
rate as the other aromatic peaks, whilst the benzaldehyde diffuses faster, with a potential
impurtity at 9 ppm.
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the results for the cobalt complex presented below.
Using a combination of 2D spectra, including COSY, HSQC, HMBC and H2BC, the
spectra of Co1O2 with two equivalents of benzaldehyde has been tentatively assigned
as a benzoate adduct (see Appendix, Section A.2.6 for 2D spectra). Due to overlaps
between the peaks, unreacted benzaldehyde, the presence of paramagnetic species and
low levels of side products in the aromatic region of the 1H NMR, it was not possible
to fully assign the spectra. However, there are some conclusions that can be drawn to
help postulate about the structure of the diamagnetic complex.
The spectrum shown in Figure 3.40 shows the tentative assignments for the product of
the reaction. The peaks corresponding to the terpyridine ligands have been confidently
assigned, as shown in blue, using 2D correlation spectra. Most peaks are shifted to
higher ppm values than in Co1O2 and the peaks are relatively well-defined. Using a
COSY spectrum, the three proton peaks associated with the benzoate adduct have also
been assigned (shown in green). The peak at 5.4 ppm is identified as the ortho protons
on the benzoate adduct, and are correlated to the meta protons, which are correlated
to the single para proton. The para proton overlaps with a peak that is thought to be
part of the bpp ligand.
Unfortunately, assignment of the five bpp protons was more challenging. This is par-
ticularly true of the singlet associated with the pyrazole backbone, which, in Co1O2 is
found more downfield than the peaks associated with the terpyridine ligands, but can-
not be identified in the spectra shown in Figure 3.40. The position of the four protons
on the pyridine ring are tentatively identified using cross-peaks in the COSY and 13C
correlation spectra, although not specifically assigned, Figure 3.40. 2D spectra can be
found in the Appendix, Section A.2.6.
Having tentatively assigned the diamagnetic peaks to a benzoate adduct, attention
was turned to the paramagnetic species. As discussed in Section 2.4.2 in order to
fully characterise paramagnetic species, computational chemistry techniques must be
employed. However, by comparing the paramagnetic spectra of the product to Co1Cl,
Figure 3.41, it is possible to identify some peaks which correlate to each other. Most
notably, the two singlets at ≈ 65 ppm are clearly visible and can be confidently assigned
as being part of the terpyridine ligand. Using the integral of these peaks to compare to
the diamagnetic region of the spectrum it was possible to calculate the ratio between
the two, revealing a roughly 2:1 ratio between diamagnetic : paramagnetic species in
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Figure 3.40: Tentatively assigned spectrum of the product from the reaction betweenCo1O2
and 2 equivalents of benzaldehyde after 120 hr. Unreacted benzaldehyde or peaks identifed as
paramagnetic species highlighted in grey. Other assignments as shown. (Conditions: [Co1O2 ]
= 20 mM, [benzaldehyde] = 40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
solution.
In a recent report a benzoate-bridged bimetallic cobalt species, with a mixed CoIII/II
state, was reported to be active for oxidation chemistry.250 A mixed CoIII/II complex
would be paramagnetic, but the similarity between some of the peaks observed in the
paramagnetic spectra shown in Figure 3.41 of the product of the benzaldehyde reaction
(bottom) and Co1Cl (top) suggests that the oxidation state and electronic environment
of the metal centres is similar. This is most notable with the two singlets between 65 – 75
ppm, corresponding to peaks d and e on the terpyridine ligands. It is therefore unlikely
that the paramagnetic product of the reaction between Co1O2 and benzaldehyde is a
mixed CoIII/II complex, since it is expected that this would result in a significant shift
in the peaks.
However, there are two peaks between -10 and -20 ppm in the bottom spectrum (blue)
of Figure 3.41. These are considerably different to those observed in the Co1Cl spec-
trum (red), which are likely a new resonance, rather than a shift of an existing signal.
Unfortunately, without the use of computational techniques, and in the absence of mass
spectrometry or X-ray crystallography data it is not possible to assign the paramag-
netic peaks. Additionally, since the spectra are run without solvent suppression, the
153
Figure 3.41: 1H NMR spectra showing Co1Cl (top) and the paramagnetic species after the
reaction of Co1O2 with benzaldehyde, shown at 120 hr (bottom). The diagnostic peaks are
highlighted, with the two peaks between 65 and 70 ppm correlating to 8 protons (see Section
2.4.2) and the doublet around 5.5 ppm. The integrals can be found in Appendix, Figure A.21.
Note: the complex is contaminated by some Co(trpy)Cl2, present in that batch of catalyst.
integrals of some peaks will be distorted, and a number of the peaks lie in the aromatic
region of the diamagnetic species, again complicating assignment. The wide-spectral
width spectrum can be found in the Appendix, Figure A.21.
Using the diagnostic peaks at 5.5 ppm allowed the ratio of cobalt complex to unreacted
benzaldehyde to be calculated, revealing that there is twice as much benzaldehde in the
solution as resultant cobalt complex. This suggests the ratios as shown in Figure 3.42.
The use of mass spectrometry confirmed the presence of the CoIII2 -benzoate adduct
proposed in Figure 3.40 and Figure 3.42 (see Figure A.27 for mass spectrometry data).
However, characterisation of the paramagnetic species was not possible, meaning it was
not possible to determine the mechanism of reaction. It was proposed by the authors
that the ruthenium-benzote complex reported in Section 3.1.2, was synthesised via a
Cannizzaro-style mechanism, Scheme 3.6, from the ruthenium-hydroxo species.225 The
mechanism, Scheme 3.6, shows the formation of the carboxylate product occurs with
the formation of one equivalent of benzyl alcohol. The use of 13C NMR spectroscopy































Proposed structure: Unreacted benzaldehyde
2 1 4
Figure 3.42: Relative ratios of each of the proposed products (diamagnetic and paramagnetic
species, and unreacted benzeldehyde) calculated using integral data, as discussed in the text.
Note that the structure of each product is postulated, and more structural data is necessary to
fully identify the complexes.
If the mechanism were proceeding through a Cannizzaro-style mechanism, there should
be one equivalent of benzyl alcohol formed for every equivalent of benzoate adduct.
The absence of peaks corresponding to benzyl alcohol in the spectra (Figure 3.40),
most notably the absence of a CH2 peak in the 4 – 5 ppm region, suggest that this is
not the mechanism of reactivity for Co1O2 . Additionally, there was no exogenous base






















Scheme 3.6: The Cannizzaro reaction proposed by Catalano et al. as the mechanism for
benzoate formation. Mechanism adapted from Organic Chemistry, 2001, Oxford University
Press.226
Although the reaction does not appear to be a Cannizzaro-style mechanism, it is likely
that the first step is similar, with the peroxo behaving as a nucleophile. Nucleophilic
reactivity of metal peroxo species towards benzaldehyde is well documented,120 and is
observed in other cobalt-peroxo species, as discussed in Section 1.3.
In order to investigate whether the complex-adduct underwent reoxidation in air to yield
Co1O2 and the oxidised substrate (which was assumed to be benzoic acid), the solution
was opened to air and monitored by 1H NMR spectroscopy. Although there was a slight
increase in benzoic acid peaks, over the course of 48 hr the peaks identified in Figure 3.40
decreased and the aromatic region showed the presence of many species, suggesting
decomposition had occurred. The reformation of Co1O2 was also not observed by
155
NMR spectroscopy. In order for the complex to perform aerobic oxidation catalysis, the
benzoate adduct will need to be released from the complex and the cobalt species able
to bind O2 in order to complete catalytic turnover. Further studies would investigate
different reaction conditions or additives in order to promote turnover.
3.6.3 Screening of Complexes for Reactivity towards Oxygen
Atom Transfer
As benzaldehyde yielded the most promising results with Co1O2 , the same conditions
were employed to test the reactivity of Co2O2 – Co6O2 . The results from these ex-
periments are summarised in Table 3.10 showing that there was no reaction for any of
the complexes except the bromo-substituted Co5O2 , which showed similar activity to
Co1O2 , although with lower conversions.
Table 3.10: Testing the reactivity of Co2O2 – Co6O2 , on an NMR scale. Reaction volume
= 0.5 mL, [Co] = 10 mM, [benzaldehyde] = 20 mM, solvent = MeCN (dried, degassed), heat
at 50 ◦C
Complex Result Comments
Co2O2 No reaction –
Co3O2 No reaction –
Co4O2 No reaction –
Co5O2 Reaction
Immediate colour change, as seen
for Co1O2 .
Co6O2 No reaction –
Co5O2 also underwent reaction with benzaldehyde, with a visible colour change to
an orange/brown similar to that of the reaction with Co1O2 , (Figure 3.36). However,
although both complexes underwent a similar visible change, the 1H NMR spectroscopy
suggested that the products of the reaction with Co5O2 differs to the benzoate adduct
discussed previously. In a similar manner toCo1O2 there were a large number of species
present in the initial stages of the reaction, Figure 3.43. However, unlike Co1O2 , after
one week there were still a large number of species in solution, suggesting that the rate
of reaction with Co5O2 is considerably slower than with Co1O2 . Alternatively, this
might suggest that there are a number of species in equilibrium with each other. The
2D spectra can be found in the Appendix, Section A.2.6.
After many months stored in an argon filled glovebox there were still a number of species
present via 1H NMR spectroscopy, suggesting multiple products in equilibrium, or that
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Figure 3.43: An overlay of 1H NMR spectra of Co5O2 (orange, top) and the aromatic
region of the spectra at various time points after the addition of benzaldehyde. (Conditions:
[Co5O2 ] = 20 mM, [benzaldehyde] = 40 mM, T = 50
◦, solvent = MeCN (0.5 mL))
there are multiple reaction pathways, resulting in a mixture of products. Preliminary
mass spectrometry experiments did not detect the presence of a benzoate adduct in
solution, although detection of adducts using mass spectrometry is challenging. This
could be due to the instability of such a species under mass spectrometry conditions,
or could suggest that it was not formed. If there are multiple species in equilibrium, or
if there are competing reaction pathways, changing the reaction conditions might help
alter the balance of products.
Similarly to the diamagnetic spectra, the wide-spectral width spectrum revealed a large
number of species in solution. In addition, the paramagnetic spectrum does not have
the easily identifiable pair of peaks between 65 and 75 ppm that are present in the µ-Cl
species. A lack of identifiable peaks means determining the ratio of diamagnetic to
paramagnetic species in solution is also challenging. However, there are some similarit-
ies, most notably the two peaks at -9 and -17 ppm, which are similar to those observed
for the reaction with Co1O2 . Although it is not possible to assign these, it can be
deduced that at least one of the paramagnetic species in solution is similar between the
two cobalt complexes.
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Figure 3.44: Wide spectral width 1H NMR spectrum of the reaction between Co5O2 and
benzaldehyde after 1 week. Smaller peaks are not labelled to improve readability. Also note
that some unlabelled peaks are contamination of Co(trpy)Cl2 in the Co5O2 sample.
The activity of Co1O2 and Co5O2 for oxygen atom transfer activity is surprising
since although Co1O2 consistently shows high activity for oxidation or ORR stud-
ies, Co5O2 did not. Additionally, benzaldehyde suggests that the reactivity of the
metal-oxygen complex is nucleophilic.120 The electron withdrawing bromo-substituent
on Co5O2 should mean there is less electron-density on the metal centres, resulting in
a less nucleophilic metal-oxygen species. However, another look at the electrochemical
results sheds light on the reactivity. As discussed in Section 3.4.3, complexes with a less
negative values for Ered2 suggest that the O2-adduct is more likely to oxidise organic
substrates. Co1O2 has the least negative reduction potential (-0.80 V vs NHE), fol-
lowed by Co5O2 (-0.84 V vs NHE), supporting the suggestion that the “reducability”
of the µ-OO complexes is an indicator of reactivity towards substrates.
3.6.4 OAT Conclusions
Preliminary oxygen atom transfer studies suggest that Co1O2 and Co5O2 show prom-
ising nucleophilic oxygen atom transfer activity towards benzaldehyde. Although the
products of the reaction were not conclusively determined, they have been tentatively
assigned as a benzoate adduct, suggesting that oxygen atom transfer has taken place
158
from the cobalt µ-peroxo species to the benzaldehyde. Further studies are required
to determine the products of the reaction, and further investigate the mechanism of
reactivity. The activity of Co1O2 and Co5O2 towards benzaldehyde suggest that the
electrochemical properties of the complexes are significant in predicting their reactivity
in OAT reactions.
Since only Co1O2 was tested for reactivity towards other substrates, it might be that
although the other complexes did not show any reactivity towards benzaldehyde, they
might react in an electrophilic manner towards a different class of substrates. This mode
of reactivity might also help shine a light on the different reactivities of the complexes.
3.7 Conclusions
The electrochemical studies of the one electron oxidation of Co1Cl – Co6Cl from
CoII2 −−→ CoIICoIII revealed Emid(ox) values that broadly follow the expected trends.
The complexes with electron-donating substitutents have lower oxidation potentials
than those with electron withdrawing substitutents. However, Co6Cl had very poorly
defined CVs, suggesting contamination by another redox active species, possibly sug-
gesting high activity of this complex. Additionally, the ortho-methyl substituted Co2Cl
had an oxidation potential that was significantly higher than the other five complexes,
showing that functionalisation in this location of the ligand backbone has a pronounced
effect on the electrochemical properties of the complex. As a consequence, Co2 is not
included in the correlations of the rest of the series.
Oxidation studies of the six µ-Cl complexes were used as a proxy for measuring the
oxophilicity of the complexes, by observing the rate at which the µ-Cl complexes co-
ordinated O2 to form their corresponding µ-OO complexes. The unsubstituted Co1Cl
showed the fastest rates of O2 binding, followed by Co4Cl, which is amine substituted.
Both Co2Cl and Co6Cl are slow, with rates an order of magnitude slower than Co1Cl,
showing almost no reactivity with oxygen over the course of the study. Co3Cl (methyl)
and Co5Cl (bromo) have rates in the middle. The rates of oxidation were compared to
the Emid(ox) values for the complexes, revealing a lack of correlation.
Electrochemical studies of the µ-OO complexes showed that they undergo a revers-
ible redox event at around -0.35 V vs NHE. The reduction potentials broadly followed
the expected trends in terms of the electron donating and withdrawing ability of the
substituents on the bpp backbone, with Co3O2 and Co4O2 having the most negative
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redox potentials, followed by Co1O2 and then Co5O2 and Co6O2 . As observed previ-
ously, the exception is the ortho-methyl substituted Co2O2 , which showed considerably
lower redox potentials than the other complexes containing electron donating substitu-
ents. Randles-Sevcik analysis revealed that this redox event is a one electron process,
confirming that it is a CoIII2 −−→ CoIIICoII reduction.
When scanning to lower potentials, the complexes undergo a second, irreversible, redox
event, that also renders the first event irreversible. The reversibility is not restored
upon changing the scan rate, suggesting that this is a EC event, whereby the electron
transfer is followed by a rapid chemical step, which is attributed to the breaking and
subsequent loss of the bridging peroxo. The Ered2 values for this second redox event
negatively correlate to the O–O bond lengths reported in Chapter 2. This shows that
the complexes which bind O2 most strongly, represented by a longer O–O bond, require
more energy (more negative potentials) to be reduced. This reduction might result in
breakage of the O–O bond (despite the longer O–O bond length). The position of the
Ered2 values have important implications for the potential reactivity of the complexes,
since they indicate the “reducibility” of the O2-adduct.
Electrochemical studies under acidic conditions resulted in a shift of the first Ered1’ value
to less negative potentials, accompanied by the loss of electrochemical reversibility. The
redox potential changed by different amounts, with Co5O2 and Co6O2 showing the
most pronounced shifts in electrochemical potential of 0.16 and 0.19 V, respectively,
whilst Co3O2 and Co4O2 shifted by only 0.1 and 0.07 V, respectively.
The first, reversible, reduction (Emid1) showed a clear correlation with the Hammett
parameters of the pyrazole substituents (Figure 3.15). In comparison, the irreversible
Ered2 reduction did not correlate to the electronic properties of the substituents. This
can be explained by the thermodynamic nature of the Emid1 values, whilst Ered2 is a
kinetic property.
Oxygen reduction reaction (ORR) studies show a significant range in the rates of reac-
tion between the different complexes. Co1O2 shows the fastest rates, whilst Co2O2 and
Co6O2 are both exceptionally slow. VTNA studies show that Co1O2 is first order, con-
firming the literature report,113. However, it also revealed catalyst deactivation which
had not been previously reported. Unfortunately, the reaction profiles for the other 5
complexes did not produce overlays that were good enough to draw conclusions about
the order of reaction. However, the VTNA did reveal that all complexes suffered from
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catalyst deactivation. Studies of the complexes with TFA and Me8Fc independently
supported the assignment of PCET as the initial step in the catalytic cycle, but did not
confirm that PCET was rate determining for all complexes. These studies also revealed
that Co6O2 reacted with Me8Fc, suggesting electron transfer from Me8Fc to Co6O2 .
However, this did not correlate to high levels of activity for this complex in the ORR,
suggesting that the position of the first reduction potential for these complexes is not
significant in their reactivity in the ORR.
There is a correlation between the ORR results and the oxidation studies of the µ-Cl
complexes, Figure 3.34. This further supports the suggestion that the ability of the
complex to bind O2, and its reoxidation to the CoIII2 state could be rate determining
for some complexes in the ORR. This was further confirmed by a lack of correlation
between the Ered1’ potentials and the rates for the ORR. Previous studies of Co1O2
found that the reaction was independent of O2 concentration, and O2 did not appear in
the rate law. However, these results suggest that the mode of reactivity towards O2 is
not the same between the complexes, meaning functionalisation on the Hbpp backbone
not only changes the rates of reactivity, but also the mechanism of reactivity towards
O2.
Co1O2 and Co5O2 showed promising oxygen atom transfer activity in preliminary
studies with benzaldehyde, suggesting that the peroxo of the complex behaves in a
nucleophilic manner towards the substrate. The product of the reaction is proposed to
be a benzoate adduct, although further studies are necessary to confirm this.
The reactivity of Co1O2 and Co5O2 in the OAT can be explained on the basis of their
electrochemical properties. Both complexes have Ered2 values that are less negative
than the other complexes, suggesting that the O2-adduct is more easily reduced. This
is in direct comparison to the ORR results, which do not show any correlation to the
electrochemical results. These results, and the correlation between the ORR and oxid-
ation studies of the µ-Cl complexes suggest that whilst the electrochemical properties
of the complex is significant for oxygen atom transfer activity, reactivity in the ORR is
better predicted by the ability of the complex to bind O2.
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3.8 Future work
3.8.1 Investigation of Catalyst Deactivation and Reaction Mech-
anism
It was not possible to definitively identify the RDS or identify whether functionalisa-
tion of the bpp– ligand changed the mechanism of reaction from the oxygen reduction
reactions discussed in Section 3.5. The results suggest that there might be a change
in mechanism for some complexes, notably that reaction with O2 might become rate
limiting. However, there are a number of ways this could be investigated further, and
there are a number of further studies that can be conducted to help determine the
mechanism of ORR, and determine how catalyst deactivation is occurring.
The synthesis of the CoII2-bis aqua species for all six complexes, and comparing rates
of catalysis using the bis-aqua species would give insight into the mechanism. Catalyst
deactivation is observed for all six complexes in the ORR, although to varying extents.
One of the simplest methods would simply be to add further Me8Fc to the reaction
mixture and observe the rate of reaction. A slower rate suggests permanent catalyst
deactivation in the course of the reaction. Alternatively, if the problem is product
inhibition, spiking the reactions with H2O, the product of the reaction, should also
result in a reduction in rate.
The studies of the complexes with TFA and Me8Fc independently suggest that the
electron transfer from the Me8Fc to the complex is proton coupled, since with the
exception of Co6O2 no electron transfer was observed. However, in order to confirm
whether the PCET is rate determining, it would be necessary to study the rate of
electron transfer from Me8Fc to the cobalt complex, in the presence of TFA, but without
catalytic turnover. Such studies were carried out with Co1O2 , proving that PCET was
indeed the RDS.113 However, the pronounced differences in the order of catalyst suggest
that the complexes might perform ORR via different mechanisms, such experiments
would also help illuminate whether PCET is the RDS for the other complexes. These
studies could be complimented by studying the kinetic isotope effect (KIE) by using
deuterated trifluoroacetic acid. This would confirm whether proton transfer occurred
in the rate determining step. If the binding of O2 was rate determining, the use of
labelled O2 would help determine this mechanism.
Some kinetic studies suggested that the order in catalyst during the ORR was might
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be half order for a number of the complexes, which can possibly be explained by di-
merisation. Detection of intermediates can be challenging, but analysis of the resultant
solution after the reaction, by NMR spectroscopy or crystallography might help identify
whether the catalyst has undergone dimerisation over the course of the reaction. This
might also help identify a deactivation pathway. The use of DOSY NMR spectroscopy
could possibly help identify the presence of a dimer, since it would be expected to diffuse
at a considerably slower rate than the original complexes. There are even examples of
using DOSY in flow, meaning it could be used to monitor the reaction in real-time.251
Another method of determining the mechanism of reaction is monitoring the catalyst
during the course of the reaction, rather than studying the production of products, or
loss of reactants. This could be done using NMR spectroscopy, since the profile of the
catalysts are well characterised, and the formation of any paramagnetic species would
also give insight into the oxidation state on the metal centres throughout. However,
NMR spectroscopy is limited by the relatively long timescales necessary, meaning any
short lived species might be missed. It is a possibility that the liberation of H2O in
order to allow the binding of O2, resulting in catalytic turnover, is rate determining.
Synthesis of the corresponding bis-aqua complexes to Co1O2 – Co6O2 and using these
for catalysis might also help in determining the rate determining step.
Finally, H2O2, the product of a two electron reduction of O2, is sometimes a byproduct
during the 4 electron reduction of O2 to H2O. A common way of testing whether the
reaction is performing the full 4 e– reduction, rather than the 2 e– reduction to H2O2 is
iodometric titrations.94,95 This was previously studied for Co1O2 and it was confirmed
that there was no 2 e– reduction to H2O2.113 However, the low reactivity of some of
the other complexes, coupled with potential mechanistic changes, might indicate that
the reaction wasn’t going to completion, and was instead forming H2O2. This could
also be complimented with studies of oxygen uptake during the course of the reaction,
either through manometry, which would identify oxygen uptake from the headspace,
or by using a Clarke Electode, which would determine uptake of dissolved oxygen in
the solution. Previous studies by Llobet and coworkers found that oxygen pressure did
not change the rate of reaction,113 but determining uptake of dissolved oxygen might
provide more insight into the reactivity. Alternatively, a rotating ring disk electrode
can be used, which can be used to detect for formation of H2O2 or H2O in situ.229
Over the past 10 years, cobalt oxide has also seen wide application in both oxygen
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reduction252–256 and water oxidation catalysis257,258 as both CoOx nanoparticles or as
mixed metal catalysts. Since cobalt oxide nanoparticles are active for ORR catalysis,253
the formation of nanoparticles during the course of the reaction cannot be ruled out.
Llobet and coworkers reported in their water oxidation and ORR studies that the
catalyst (Co1O2) must be homogeneous because they modulate the ligands, by changing
the terpyridine ligands to (Me)2bimpy, resulting in a change of reaction rate,113,166
However, there is evidence that it is possible to get ligand modulation on the surface of
active nanoparticles,133,259 meaning the formation of nanoparticles cannot be ruled out.
The determination of nanoparticle formation under catalytic conditions is disucssed
further in Chapter 5, using a different set of iridium-based catalysts.
3.8.2 Further OAT studies
The preliminary OAT studies were promising, suggesting that Co1O2 and Co5O2 are
active towards benzaldehyde, suggesting nucelophilic behaviour by the peroxo of the
complex. However, the reaction was very slow (≈ 1 week), and the product was not
confirmed for either complex. Identification of the paramagnetic species, through fur-
ther experiments such as a wide-spectral width COSY would help, coupled with mass
spectrometry. Crystallography would also give insight into the products formed, and
help confirm the tentative NMR assignments. Additionally, if the product is a benzoate
adduct, the liberation of benzoic acid upon addition of acid would help confirm this.
Due to the pronounced difference in reactivity of the complexes towards the ORR, it
would be necessary to test all six complexes with all of the substrates, since it might be
possible that the peroxo reacts differently with different functionalisation on the ligand
backbone. The use of para-substitutued benzaldehydes would allow a Hammett study
to be conducted, which would also give further insight into the mode of reactivity.126,127
3.9 Experimental
3.9.1 General
All cobalt complexes were synthesised as described in Chapter 2. All other reagents
were used as received unless otherwise stated. High-purity Mulli-Q water was used in
all electrochemical measurements. NMR and mass spectrometry data was collected as




All electrochemical experiments were performed using a standard, three-electrode cell
and measurements were carried out on an Ivium Technologies CompactStat. All elec-
trodes were purchased from Bioanalytical Systems, Inc. In all cases the reference elec-
trode used was Ag/AgNO3 (0.01 M AgNO3 in 0.1 M TBAF (tetrabutylammonium
hexafluorophosphate))
The CVs were referenced to the Standard Hydrogen Electrode (NHE) according to the
following equation:260
E(NHE) = E(Ag/AgNO3) + 0.197 (3.4)
CVs were collected at range of scan rates (50, 100, 250, 500, 1000 mVs–1, 5 scans of
each) with a glassy carbon working electrode (0.3 cm diameter, 0.07 cm2 surface area)
and a 1 mm diameter platinum wire counter electrode. The glassy carbon electrode
was polished before use with alumina paste (1.0 µm then 0.3 µm), sonicated briefly (10
s), rinsed with Milli-Q water and dried under a stream of argon.
Solutions were prepared using pre-dried and degassed MeCN from an Acros-sealed
bottle stored over molecular sieves and further degassed by bubbling a stream of argon
through the solution for 15 minutes immediately prior to data collection. Data collection
was carried out under an argon atmosphere, [Co] = 1 mM, 0.1 M TBAF.
Blank CVs of the electrolyte (0.1 M TBAF) were collected prior to and post data
collection. Narrow scan range: -0.8 to 1.7 V vs NHE, wide scan range: -1.3 to 1.7 V vs
NHE.
In order to collect CVs in the presence of acid, a 1M solution of trifluoroacetic acid
(TFA) in MeCN was made, and 10 µl added to a solution of [Co], before further degass-
ing, [Co] = 1 mM, TFA = 2 mM, TBAF = 0.1 M.
3.9.3 Interconversion between µ-Cl and µ-OO
A standard quartz cuvette with a small magnetic stirrer bar (rpm = 100) and a suba-
seal were used to record the initial spectrum of the µ-Cl complexes (1.5 mL, 50 µM).
Continuous data collection was started before the subaseal was removed and a solution
of NaPF6 in MeCN (1.5 mL, 50 µM) was added. Data collection was continued for 60
minutes.
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Subsequent UV-vis time points were collected after 24 hr. The final conversion was
calculated using 1H NMR spectroscopy to determine the ratio between the paramagnetic
and diamagnetic peaks, corresponding to remaining µ-Cl starting material and oxidised
µ-OO species, respectively.
3.9.4 Oxygen Reduction Reaction
Stop-flow experiments were carried out using a 3-syringe stop-flow UV-vis pump sup-
plied by TgK Scientific. The set-up is shown in Figure 3.27. Solutions of Me8Fc (3
mM), TFA (150 mM) and [Co] (0.15 mM, 0.075 mM, 0.0375 mM) were made up in
aerated MeCN (bubbling air through a stirred solution for 20 minutes prior to use)
and loaded into the syringe pump. The apparatus was flushed through 10 times before
continuous UV-vis data collection was started. 5 repeats were collected for each set of
conditions, and a representative reaction profile was used.
3.9.5 Testing the Stability of the Complexes
Using stock solutions of [Co] (0.075 mM), TFA (150 mM) and Me8Fc (3 mM), 1 mL
of [Co] was diluted by 1 mL MeCN, before addition of TFA (1 mL) or Me8Fc (1 mL),
yielding concentrations of [Co] = 0.025 mM, TFA = 50 mM, Me8Fc = 1 mM. An initial
UV-vis spectrum was collected and the solution stored in air, before a second reading
after 15 minutes.
3.9.6 Oxygen Atom Transfer
Benzaldehyde and 1,4-cyclohexadiene were distilled immediately prior to use. A solu-
tion of 100 mM [Co] in MeCN (0.1 mL) was added to an air-free NMR tube, before
addition of 50 mM [substrate] in MeCN (0.4 mL) and the NMR tube sealed. An initial
(15 minute) time point was taken, after which the NMR tube was heated at 50 ◦C using
an aluminium heating block before subsequent time points were recorded. In all cases a
blank reaction was also recorded with the substrate in MeCN and heated at 50 ◦C. The
reaction produced a number of products, and some impurities and unreacted starting
material that was not separated. A benzoate adduct was confirmed by mass spectro-
metry and some tentative NMR assignments have been made (labelling system below
as in Figure 3.40 and further details in Appendix, A.2.6).
1H NMR (500 MHz, MeCN), δ (ppm): 9.07 (f, 2H, t, 3Jf,e = 8.03 Hz), 8.98 (e, 4H, d,
3Je,f = 8.03 Hz), 8.56 (a, 4H, d, 3Ja,b = 7.90 Hz), 8.21 (b, 4H, t, 3Jb,a = 7.57 Hz), 7.96
– 7.99 (p, bpp, 2H, m), 7.52 – 7.57 (bpp, 2H, m), 7.41 (c, 4H, t, 3Jc,d = 7.03 Hz), 7.21
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(textitd, 4H, d, 3Jd,c = 7.03 Hz), 7.09 (m, 2H, t, 3Jm,o = 3Jm,p= 9.06 Hz), 6.96 (bpp,
2H, d, 3Jbpp,bpp = 7.11 Hz), 5.40 (o, 2H, d, 3Jo,m = 8.55 Hz). 13C{1H}NMR (125 MHz,
MeCN), δ (ppm): 156.8 (h), 156.5 (g), 153.8 (l), 152.9 (d), 149.9 (k), 146.5 (f ), 143.6
(b, m), 143.0, 134.8, 134.5, 131.5 (c), 131.2 (w), 128.4 (e), 127.90 (a), 126.2 (p), 123.9
(o). MS (FTMS + pNSI), Calculated m/z [M]+++ = 308.7223, Found m/z [M]+++ =
308.7204
3.9.7 Reagents for Stop-Flow studies
Octamethyl ferrocene
Tetramethylcyclopendadione (Me4Cp, 0.85 g, 695 mmol) was dissolved in THF (20 mL),
and the solution cooled to 0 ◦C. nBuLi (4.8 mL, 765 mmol) was added dropwise over 30
minutes, and then stirred for a further 30 minutes. FeBr2 (1 g, 464 mmol) was added
and the solution warmed to room temperature, before stirring for 1 hr. The reaction
was quenched by careful addition of H2O before extraction with hexane (3 x 10 mL).
The organic layers were combined, dried over MgSO4 and the solvent removed to yield




Further Synthesis of Bimetallic
Complexes
The synthesis of a series of first row transition metal complexes was attempted, fo-
cusing primarily on copper. Although the intended product of the reaction was a 2:1
copper:ligand ratio, the complex obtained was a bimetallic copper dimer with two Hbpp
ligands. Various attempts to prevent the formation of the dimer through the use of al-
ternate co-ligands proved unsuccessful. The use of the ortho-substituted Hbpp ligand
(HL2) resulted in the formation of a tetramer.
Zinc chemistry revealed similar limitations, with a cluster forming preferentially over
the synthesis of a complex with an active site for catalysis. Preliminary investigations
into the use of palladium appeared promising, although confirmation of the structure
is still required.
In an effort to address the dimerisation, the synthesis of further functionalised Hbpp
ligands was investigated. According to hard and soft acids and bases theory (HSAB),
two different substitution patterns representing hard and soft were attempted.65 The
addition of a ‘soft’ phosphine was briefly investigated, before attention was turned to
alkoxides. A number of different approaches were taken to introduce an alkoxide in the
ortho-position of the Hbpp ligand, using sophisticated bases in an attempt to facilitate
the substitution, although none were successful.
Finally, some preliminary studies into broadening the library of Hbpp pyrazole sub-
stitution is presented. Both phenyl and trifluoromethyl substituents are investigated.
Although there were some initially promising results, it was not possible to isolate and
characterise the products of the reaction.
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4.1 Introduction
Copper is widely used in oxidation chemistry, particularly aerobic oxidations, and there
is a wealth of literature detailing its use.62,63 Indeed, copper is preferred over iron in
some examples of haem-oxidases.262 Of these catalysts, a number report a bimetallic
mechanism, suggesting a copper-based bimetallic system would be active for oxidation
chemistry. In addition, many of the existing copper complexes that show reactivity
with dioxygen are based around ligand systems with chelating nitrogen donors, due to
their similarity to the histidine residues found in natural systems.36
However, most of the examples of copper complexes use simple copper salts with high
numbers of additives or high catalyst loadings. A review by Gulzar et al. included
some examples with catalyst loadings of CuCl2 of up to 20 mol%, coupled with the use
of additives, such as TEMPO, in loadings of up to 50 mol%.70
An in depth study by Serrano-Plana et al. examined a number of subtly different
bimetallic copper complexes, investigating the impact of different ligand systems by
systematically changing the framework around the copper centre. They found that
both the Cu — Cu distance, and the first coordination sphere of the copper ions, must
be flexible enough to account for the “Cu2O2 unit”.33 They also state that in order to
bind O2, the copper must be Cu(I).
Figure 4.1: The different bimetallic copper species reported by Serrano-Plana et al. Reprin-
ted with permission from Acc. Chem. Res. 2015, 48, 2397–2406. Copyright (2015) American
Chemical Society.
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The oxidation of alcohols by copper/TEMPO systems has seen widespread application,
and the proposed mechanism for such reactions is similar to the mechanism proposed
for that of galactose oxidase, which proceeds via a radical mechanism.18 A mechanistic
study by Stahl et al. on a Cu/TEMPO catalyst system is shown in Figure 4.2. The
study revealed a two part process: the oxidation of the catalyst and TEMPO-H by
dioxygen, followed by oxidation of the substrate, and subsequent reduction of the copper
centre.71 In addition to the elucidation of the two-part process, they postulate that
the oxidation of the substrate, and reduction of O2, is a bimetallic process. They
propose that O2 is bound by the Cu(I) complex to form a superoxo species, before
the superoxo species is subsequently reduced further to form a bridging peroxy species,
before reacting with TEMPO-H in Step 3.
Figure 4.2: Proposed catalytic cycle for the aerobic oxidation of primary alcohols by a
copper bipyridine complex. Of particular interest is the bimetallic species formed in Step 2.
Reprinted with permission from J. Am. Chem. Soc. 2013, 135, 2357–2367. Copyright (2013)
American Chemical Society
The bimetallic mechanism, and identification of the oxidation state of the metal centre
offer useful pointers for the development of bimetallic catalyst systems. They also
identified that the rate limiting step differed depending on the substrate, in some cases
it corresponded to step 1, the oxidation of the catalyst by O2, in others, multiple steps
contribute. They also commented on the impact of ligand choice and solvent, suggesting
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that the use of acetonitrile and bipyridine both stabilise copper(I), possibly disfavouring
the reaction with O2. This study also highlights the use of stable radicals (TEMPO) as
a means of catalysing and promoting the reaction. The use of stable radicals in aerobic
oxidation catalysis is the focus of a review by Muldoon et al. from 2014.72
The high activity of palladium, and its use in Wacker oxidations, means it has been the
focus of many studies into aerobic oxidation catalysis. Many of the early examples used
simple palladium salts such as PdCl2 or Pd(OAc)2, but the loss of catalytic activity due
to the degradation of the catalyst to Pd(0) led to the development of more elaborate
ligand systems.9
4.1.1 Further Complexes using the Hbpp Ligand
Another class of widely reported complexes based on the Hbpp ligand are a series of
multinuclear clusters. One of the earliest reported clusters was a tetranuclear copper
cluster based on an unsymmetrically substituted Hbpp ligand, Figure 4.3. The authors
used Cu(NO3)2 · 3H2O as their copper precursor, resulting in a product with formula






Figure 4.3: The ligand and resultant tetranuclear copper complex. Reprinted with permis-
sion from Inorg. Chem. Comm., 2003, 6, 833-836. Copyright (2003) Elsevier.263)
More commonly reported than tetranuclear complexes are a series of pentanuclear hel-
icates, with the general formula M5(bpp)6(µ-O). Ishikawa et al. reported a copper
cluster of this type in 2010, Figure 4.4.264 Their studies focused predominantly on the
magnetic properties of the complex, rather than any catalytic properties.
Early studies focused on the magnetic or redox properties of the complexes, which were
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Figure 4.4: The pentanuclear copper complex reported by Ishikawa et al. showing the
centrally bound oxygen. Reprinted with permission from Chem. Eur. J. 2010, 16, 11139-
11144. Copyright 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.264
of interest due to the mixed oxidation states of the metals in the helicates. Examples
of manganese,160,265 iron,266,267 and copper268 were all reported from the early 2000s.
However, the helicates have seen a renewed interest since a 2016 publication reporting
that the iron cluster is active for water oxidation catalysis.169 This work was further
expanded upon in 2019 with further mechanistic studies and some investigation into
ligand effects using a methyl and bromo pyrazole substituted Hbpp, Figure 4.5.171 In-
terestingly, despite the difference in electron donating (Me) or withdrawing (Br) ability
of the substituents, it was found that both functionalisations resulted in lower TON
and TOF values when compared to the unsubstituted system, although the methyl
substituted helicate was more active for water oxidation than the bromo equivalent.
In the absence of substrate (H2O) both complexes exhibited redox potentials as expec-
ted, with the methyl values shifted to more negative potentials in comparison to the
unsubstituted complex, and the bromo complex the opposite. However, both exhib-
ited onset potentials lower than the that of the unsubstituted complex, and the bromo
substituted complex was shifted significantly enough to suggest a change in mechanism
from the methyl and unsubstituted complexes. This was further investigated and con-
firmed through the use of UV-vis spectroscopy and electrochemical methods.171 In these
complexes, there are two metal environments, the Fe3(µ3-O) core and the two apical Fe
173
Figure 4.5: The iron WOC first synthesised by Okamura et al., with the ligand functional-
isation developed by Praneeth et al. shown. Figure reproduced with permission from Chem.
Sci. (2019), 10, 4628-4639. Copyright (2019) The Royal Society of Chemistry.171
ions. The introduction of a bromo-substituent on the backbone changes which metal
centres undergo oxidation, and results in a concerted binding of water coupled with a
further oxidation, whereas these processes are step-wise in the methyl and unsubstituted
complexes.171
In 2020, an analogous cobalt cluster was reported, with the formula [CoII5 OH(bpp)6]3+.
Unlike the iron complex, the authors claim the central anion is OH– , rather than
O–2 . The slightly longer Co–O bond length is used as evidence for this, although this
is not supported with any further evicence, and is somewhat contradicted due to the
symmetrical nature of the cluster. Preliminary studies suggest that the cluster performs
photocatalytic CO2 reduction.269 Subsequent work has furthered the electrochemical
characterisation, showing that the complex undergoes five successive reductions to the
CoI5 species.270
Given that the Hbpp ligand has a known propensity to form helicate structures with 1st
row transition metals, it is important to design synthetic strategies that avoid the forma-
tion of such structures. The transition metal precursors tend to be non-chloride based,
with softer counter-ions such as FeSO4 · 7H2O, Co(Ac)2 · 4H2O, Cu(BF4)2 · 6H2O or
Mn(NO3)2 · 6H2O. This is not universal, with some examples of metal chloride salts
being used in the synthesis of clusters, which may help avoid the formation of unwanted
side products.
Having studied the cobalt-Hbpp-terpyridine systems described in Chapter 2 in some
detail, the use of other transition metals will be investigated. In particular, drawing on
the body of literature which uses copper for aerobic oxidations, and Wacker chemistry,
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which uses a mixed copper/palladium system, synthesis of copper and palladium com-
plexes will be carried out. The library of ligands will also be expanded by introducing
substituents in a number of different places on the Hbpp ligand. Introduction of new
backbone functionalisation will be studied, and the addition of an extra binding site
through functionalisation in the ortho-position will also be investigated.
4.2 Preliminary Results to Expand the Library of
Metal Complexes
4.2.1 Copper Complexes using the Hbpp Ligand
A copper-bpp complex was reported in the early 90s by Pons et al. with the structure
suggested as a bridging chloride (µ-Cl) between the two copper centres and just one
bpp– ligand.180,271 However, although the product was characterised by IR and UV
spectroscopy, magnetic measurements and CHN analysis, structural assignment proved
challenging. Since the initial publication, the crystal structure has been reported a
number of times, and has shown a dimer configuration, as shown in Figure 4.6, rather









Figure 4.6: The reported copper(II) dimer, with two chelating bpp– ligands, [Cu2(bpp)2X2].
The nature of X depends on the method of synthesis, with examples of hexafluorophosphate
ions,274 sulphates273 and water molecules.272
The possible d-orbital configurations of CuII are shown in Figure 4.7. The Cu2(bpp)2X2
complex, Figure 4.6, adopts a geometry close to square-based pyramidal, with one
unpaired electron per metal centre.
Using the Hbpp ligand, the aim was to make a bimetallic copper complex with a binding
site available between the metal centres with which to bind substrates, either O2 or
organic substrates on which to perform aerobic oxidations. As a starting point, the
initial procedure reported by Pons et al. was followed. The ligand was deprotonated
using sodium ethoxide (NaOEt) and added to a solution of copper chloride in methanol.


















Figure 4.7: The possible d-orbital configurations for a CuII d9 complex.
before filtering and drying in air. The green solid was insoluble in most solvents,
including: acetonitrile, methanol, water, dichloromethane, acetone and toluene.
In an attempt to solvate the product an anion exchange was attempted using silver
tetrafluoroborate (AgBF4). To a suspension of the solid in MeCN an excess of AgBF4
was added and the resulting mixture stirred in the dark for 30 minutes. This yielded
a pale blue solution and white silver chloride solids, which were removed by filtration.
After removal of the solvent, the blue solid was characterised by 1H NMR and mass
spectrometry. The 1H NMR was obtained using a wide spectral width and a pulse
delay, and showed a number of paramagnetic peaks at 11.3 ppm, 21.3 ppm and 23.1






























30 min, in dark
insoluble green solid,
postulated structure
Scheme 4.1: Synthetic route to the copper dimer, addition of AgBF4 required to yield the
soluble [Cu2(bpp)2(OH2)2][BF4]2. Final conversion was performed on a small scale but was
assumed to be quantitative.
X-ray standard crystals were grown from acetonitrile using the layering method with
diethyl ether as the antisolvent, and the structure obtained is show in Figure 4.8. The
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X-ray crystal structure shows that in the solid state, the reaction yielded the dimer
shown in Figure 4.6, despite the 2:1 metal:ligand ratio in the reaction mixture. Some
bond angles and distances are shown in Table 4.1. It is important to note that the
crystallography results only give insight into the structure in the solid state. However,
mass spectrometry data also confirms the presence of a dimer, suggesting that the











Figure 4.8: (a) X-ray crystal structure of [Cu2(bpp)2(OH2)2][BF4]2, showing coordinated
water molecules and one BF4 counter ion. Hydrogen atoms and other BF4 counter-ion omit-
ted for clarity, rendered with 50% ellipsoids. (b) The bond angles and lengths reported in
Table 4.1.
Table 4.1: Selected bond angles and lengths from the crystal structure shown in Figure 4.8.
Bond Angles / ◦ Distances / Å
Npy–Cu–Npy 107.91(6) Cu–Cu 4.0449(6)
Npz – Cu – Npz 91.63(6) C – C 3.575(3)
Npy – Cu – Npz 80.09(6) Cu – O (H2O) 2.085(3)
- - Cu – F (BF4) 2.266(2)
Particularly important to note is the Cu — Cu distance of 4.045Å. Looking at natural
copper systems, it can be seen that the 4.045Å distance between the copper centres
sits between the Cu(II)-Cu(II) state (3.3Å) and Cu(I)-Cu(I) state (4.4Å) in catechol
oxidase.34 This suggests that the Hbpp ligand provides a good framework to mimic the
distance in a naturally occurring system that performs O2 reduction and concurrent
oxidation of a substrate.
The distance between the copper centre and the closest fluorine on the BF4 counter
ion is 2.266Å which is short enough to assume that there is some sort of interaction
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between them and makes the environment around the copper centres closer to elongated
octahedral, rather than the trigonal bipyramidal it appears initially.
The copper dimer has been reported a number of times in the literature, and investig-
ated for applications in metal coordination polymers.271,275,276 However, the preference
of the copper centres to form the square planar dimer with two bpp ligands, despite
the 1:2 ratio in the synthesis, means there is no possibility for a bridging O–O peroxo
unit across the two metal centres, suggesting that the dimer will not be reactive for
catalysis.
Synthesis of a Copper Complex with HL2
As discussed in Section 4.1.1, there is precedent for the formation of copper clusters.
However, the aim was to make a dicopper complex supported by one bpp– ligand, with
sites available for catalysis. The short distance between the two bpp ligands in the
copper dimer synthesised above (C – C distance, Table 4.1) suggests that the introduc-
tion of a steric constraint in the ortho position of the Hbpp ligand might prevent dimer
formation, leaving an active site available for catalysis. Using the same conditions as
Scheme 4.1, synthesis with HL2 was attempted. Initially, an orange solid was obtained
which was also insoluble in all common laboratory solvents. After addition of AgBF4,
black solids were obtained after filtering the solution to remove AgCl and removing
the solvent in vacuo. The significant difference in colour between the solid obtained
originally, and the crystals grown after the halide extraction suggests that the copper
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Scheme 4.2: Synthetic route to the copper tetramer.
1H NMR showed the presence of a paramagnetic species, although once again it was
not possible to assign the peaks. X-ray standard crystals were grown by the layering
method using acetonitrile and diethyl ether as cosolvent. Upon analysis, these were
found to have the structure shown in Figure 4.9. The parallel ligands are off-set, in
order to maximise π→π* stacking between the bpp ligands. The two sets of parallel
ligands are not perpendicular to each other, the average angle between the planes is
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57.40(12)◦ suggesting a deviation from perpendicular of around 33◦.
(a)
(b)
Figure 4.9: X-ray crystal structure of [Cu4(bpp)4][BF4]4 from two different perspectives.
Solvent molecules, hydrogen atoms and some counter ions omitted for clarity, ellipsoids
rendered at 50% probability.
Table 4.2: Selected bond angles and lengths from the crystal structure shown in Figure 4.9.
Bond Angles / ◦ Distances / Å
Npy – Cu – Npz 81.76(11) Cu–Cu 4.1902(6), 4.175(3), 4.339(14), 4.232(13)
bpp distortion 5.25(15)
plane offset 57.40(12)
The complexes Figure 4.8 and Figure 4.9 both contain CuII centres. However, there is a
pronounced difference in the colour of the complexes. This is explained by the difference
in binding environment between the two complexes. In the copper-bpp dimer, the metal
is in a square-planar conformation, whilst in the tetramer, the copper centres are in
an intermediate confirmation between square planar and tetrahedral. The energy gap
between the HOMO and LUMO depends on the configuration around the metal centre,
as shown in Figure 4.7, explaining the difference in colour.
Although the environment around the copper centres suggests that this complex will
exhibit limited catalytic activity due to the lack of available binding sites for a tar-
get substrate, there are reports of similar tetranuclear copper complexes based on a
variation of the Hbpp ligand system performing water oxidation.167 However, in this
example the complex has hydroxy groups in the ortho position, rather than methyl
groups, which acted as a proton shuffle in order to enable the catalysis.
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The aim was to make a bimetallic copper complex with a ligand:metal ratio of 1:2,
leaving sites on the copper centres available for further reactivity, ideally with mono-
dentate ligands. However, the reaction with the Hbpp (HL1) and Mebpp (HL2) ligands
showed that the chelate effect of the ligands is too strong, driving the formation of
dimers or clusters. It was thought, therefore, that using a copper precursor with an
existing chelating ligand might prevent the formation of such complexes, similar to the
role of terpyridine in the cobalt chemistry of Chapters 2 and 3.
Attempted Synthesis of a Copper Bipyridine Complex
In an attempt to prevent dimer formation, the use of a common chelate ligand was
employed, bipyridine (bipy). The intended structure is shown in Scheme 4.3, yielding








Scheme 4.3: Intended product of the reaction shown in Scheme 4.4. The CuII centres would
be in a distorted tetrahedral geometry.
The copper chloride was dissolved in methanol and a solution of bipy was added,
Scheme 4.4. Pale blue solids started to form almost immediately, which were assumed
to be Cu(bipy)Cl2. After stirring for 10 minutes, the deprotonated bpp– ligand was
added, upon which the solution turned darker green, and pale green solids formed.
The solution was heated at 40 ◦C for one hour, before stirring at room temperature
overnight. The pale green solid formed showed poor solubility in common laboratory

























Scheme 4.4: Attempted synthetic route to Cu2(bipy)2(bpp) (Scheme 4.3). Instead of the
intended product, the result of the reaction was the copper/aqua dimer, Figure 4.8.
Unfortunately, the solid that was obtained was the known Cu-bpp dimer, shown in Fig-
ure 4.8, and confirmed by X-ray spectroscopy. This suggests that although Cu(bipy)Cl2
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forms initially indicated by the pale blue solids forming in methanol, upon addition of
bpp– exchange occurs. This suggests that although bipy is a good chelating ligand, the
chelate effect and charge on the bpp– ligand results in displacment of the bipy ligand
to preferentially form the dimer. Potentially, the use of a less polar solvent might have
mitigated this effect, making the ligand exchange less facile. However, this needs to be
balanced with the poor solubility of the complexes.
Attempted Synthesis of a Copper Acetate Complex
The formation of the dimer, despite the presence of a chelating ligand like bipyridine,
suggested that the use of a charged chelate ligand might prevent displacement by the
bpp ligand. Copper acetate is a common copper(II) precursor and acetate is charged






Scheme 4.5: Intended product of the reaction of Cu(OAc)2 with the Hbpp ligand.
Following the synthetic procedure shown in Scheme 4.6, the synthesis of Cu2(bpp)(OAc)2










Scheme 4.6: Attempted synthetic route to the complex shown in Scheme 4.5. The Hbpp
ligand was deprotonated prior to addition by NaOMe.
The reaction yielded a light blue solid, which was sparingly soluble in a mixture of
methanol, diethyl ether and toluene. An attempt at a counter-ion exchange using
sodium tetrafluoroborate did not result in any change to the solubility or colour of
the solution. Slow growth of X-ray standard crystals yielded the cluster shown in
Figure 4.10, Cu5(bpp)6µ3-O.
The cluster is analogous to those discussed in Chapter 2, Section 4.1.1, with the general
formula M5(bpp)6µ3-O. A copper cluster has been previously reported by Ishikawa et
al., which is reported to have an overall charge of 3+ and consist of five CuII centres,
181
Figure 4.10: Cu5(bpp)6µ3-O, the product of the reaction shown in Scheme 4.6.
with the formula [(CuII(µ-bpp)3)2CuII3 (µ3-OH)]3+.264 This complex was also synthesised
from a Cu(OAc)2 precursor, suggesting that the acetate perhaps promotes the formation
of the cluster. However, the complex shown in Figure 4.10 crystallised with a large
number of solvent molecules present in the lattice, and due to high levels of disorder it
was not possible to confidently assign any of the apparent solvent molecules as acetate.
Therefore, identifying the overall charge on the complex in the crystal structure was
not possible. Additionally, due to the poor solubility of the complex, it was not possible
to obtain NMR spectroscopy or mass spectrometry characterisation of the complex.
As discussed previously, both the iron and cobalt analogues of the cluster are active
for catalysis.169,171,269 Future work would fully characterise the copper cluster before
testing it for catalytic activity.
Attempted Synthesis of a Copper Acetylacetone Complex
Although acetate is negatively charged, it has a relatively weak chelate effect, conversely,
bipyridine has a stronger chelate effect than acetate but is uncharged. Acetylacetone
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(acac) is both charged and has a relatively strong chelate effect, suggesting that it
should not be displaced by bpp– to form the dimer. The synthesis was attempted by
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Scheme 4.7: Attempted synthetic route to Cu2(bpp)(acac)2. The results of the reaction
showed that the main product of the reaction was unreacted starting material.
However, although a subtle colour change was observed upon addition, the colour did
not change further, even after a number of hours at elevated temperatures. The solvent
was removed under vacuum until solids appeared, after which the green supernatant
was removed by decantation, yielding dark blue solids. X-ray crystals were grown by
slow evaporation of the solvent, but were found to be unreacted CuII(acac)2.
The pKa is Hbpp is not reported, but the pKa of diphenylpyrazole is 12.9,277 which
will be close to that of Hbpp. The pKa of acetylacetone is 8.9278 which suggests that
the higher pKa of the Hbpp ligand prevented the ligand exchange.
It was clear from the results of the reaction shown in Scheme 4.7 that the addition
of the protonated Hbpp ligand and elevated temperatures was not enough to drive
the ligand exchange. Additionally, the charges on the proposed CuII product are not
balanced without the addition of a counter-ion. Therefore, in order to facilitate the
reaction, Cu(acac)2 was stirred in the presence of two equivalents of HBF4 (as an
etherate species). A colour change occurred immediately from the dark blue of the
starting material to a light blue/turquoise. After stirring for 10 minutes, bpp– was
added in MeOH, upon which the solution immediately turned darker blue. Hbpp was
deprotonated using NaH, since hydride bases result in irreversible deprotonation due to
the loss of H2. The product of the reaction was again found to be Cu(acac)2, Scheme 4.8.
It is likely that the addition of HBF4 liberated acac from the copper complex, forming
acacH and a Cu(acac)(BF4) species. However, upon addition of the deprotonated bpp– ,
proton exchange occurred again, resulting in the formation of Hbpp, and the reformation














Scheme 4.8: An alternative route to Cu2(bpp)(acac)2. The results of the reaction again
showed that the main product of the reaction was unreacted starting material.
the solvent and acacH after the addition of HBF4 to the Cu(acac)2 starting material.
Addition of the deprotonated bpp– ligand at this stage should result in the formation
of the desired complex.
Use of Phosphines
Although phosphines are often avoided in aerobic oxidation catalysis due to their sus-
ceptibility to oxidative degradation via the formation of phosphine oxides, recent studies
have suggested that in some cases such concerns are unwarranted.279
Having used a range of hard ligands in the attempt to prevent dimerisation of the copper
complex, the use of a soft phosphine (PPh3) was attempted. The intended product is
shown in Scheme 4.9. Unfortunately, it was found that the product of the reaction
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Scheme 4.9: Attempted synthetic routes to Cu2(bpp)(PPh3)2(µ-Cl). Centrifugation was
used to separate the insoluble green solids from the solvent.
4.2.2 Zinc Complexes using the Hbpp Ligand
Due to its d10 configuration, it was thought that synthesis of the corresponding zinc
complexes might make characterisation of the products simpler, since they would be
diamagnetic, and NMR spectroscopy could be more easily used to identify the products
of reaction.
The synthesis of a mono-zinc complex was attempted, using the conditions shown in
Scheme 4.10. After deprotonation of the Hbpp ligand using NaOMe, one equivalent of
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ZnCl2 was added and the reaction stirred for 12 hours. The reaction yielded a yellow
solid that was insoluble in all common laboratory solvents. Following a similar method




















1H NMR has 8 proton
environments (multiplets) 
one singet (plus some impurities)
[Zn5(bpp)6(µ3-O)][BF4]3
Scheme 4.10: Attempted synthesis of a mono-zinc complex. The product is the cluster
shown in Figure 4.11.
The 1H NMR of the resultant solid has 9 proton environments, 8 multiplets, and one
singlet, which is assigned to the pyrazole proton. All peaks integrate to 1, suggesting
that all nine protons on the Hbpp ligand are in distinct environments to each other.
X-ray crystallography revealed that the product was another cluster with the general
formula M5(bpp)6(µ3-O), drawing a similarity to the copper cluster synthesised pre-
viously, Figure 4.10. The complex has an overall charge of 3 +, suggesting five ZnII
centres.
Further work would involve more thorough NMR spectroscopic characterisation of the
complex, in conjunction with mass spectrometry studies. Additonally, potential react-
ivity of the complex could be studied alongside the reactivity of the copper complex.
4.2.3 Palladium Complexes using the Hbpp Ligand
Due to its prevalence in Wacker chemistry and other aerobic oxidations, the syn-
thesis of a di-palladium complex was attempted. It was hoped that a bimetallic cop-
per/palladium complex could be synthesised, mimicking the Wacker system in one
complex. Commonly known for its Pd(0) and Pd(II) oxidation states, more recently a
wider range of oxidation states have been observed in palladium chemistry.280 This in-
cludes direct reaction O2 with a Pd(II) precursor in an oxygen-insertion mechanism into
a Pd–Me bond to produce a methylperoxide complex via a Pd(III) oxidation state.281
Initially, a simple palladium chloride precursor was added in a 1:1 ratio of a solution of
Hbpp in methanol and stirred at room temperature for 12 hours, Scheme 4.11. After
this time the solution was filtered, yielding red solids and a yellow filtrate. The red
185
Figure 4.11: X-ray crystal structure of the zinc cluster formed by the reaction shown in
Scheme 4.10. BF4 counter-ions, hydrogen atoms and solvent molecules omitted for clarity,
shown with 50% probability ellipsoids.
solids were stable in air, showing no visible changes over time. However, they were
not soluble in any common laboratory solvents, with the exception of DMSO. Upon
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Inconclusive.
PdCl2
Scheme 4.11: Attempted synthesis of a mono-metallated palladium complex. The reaction
yielded a red solid and yellow filtrate. The products have not been identified.
The 1H NMR of the yellow solution in DMSO showed 4 broad peaks between 7.5 -
8.5 ppm, Figure 4.12. Integration of the peaks suggests that the singlet corresponding
to the pyrazole proton sits underneath one of the peaks. The broadness of the peaks
means there is no splitting patterns. The NMR also suggests that the complex is sym-
metrical, since it would be expected that the protons around the bpp– ligand would be
unsymmetrical, corresponding to 9 distinct proton environments, in a monometallated
species.
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Figure 4.12: 1H NMR of the palladium complex in DMSO. The peaks were too broad to
show any splitting, but the integration pattern suggests that the pyrazole proton sits directly
over another proton environment at 7.56 ppm.
It was not possible to obtain 13C NMR data for the complex, since increasing the
concentration resulted in poor solubility. Additionally, it was not possible to obtain
mass spectrometry data for the complex. It is worth noting that the complex was
observed to be stable in DMSO over a number of weeks, without any sign of palladium
black formation. Reaction of the red solids with silver triflate (AgOTf) yielded multiple
undetermined species, suggesting an unwanted side-reaction occurred.
4.2.4 Conclusion to Further Metal Complex Synthesis
Synthesis of a bimetallic copper complex with a potential binding site for catalysis were
unsuccessful. Despite varying the auxiliary ligands, the formation of a Cu2(bpp)2 dimer
was the favoured outcome in most cases. The ortho-methyl HL2 ligand was used to try
and prevent dimerisation, but this resulted in the formation of a tetramer. Bipyridine
was employed to try and prevent dimerisation occurring, but was unsuccessful. The
use of phosphines as ligands again resulted in the formation of the Cu2(bpp)2 dimer.
The use of a Cu(OAc)2 precursor resulted in the formation of a pentanuclear copper
cluster, with a centrally bound µ-O atom. A similar cluster was also formed when
using ZnCl2. The 1H NMR of the zinc complex suggested that the six bpp– ligands are
equivalent to each other, as might be expected from the symmetry that is present in
the crystal structure.
Some preliminary studies using palladium suggest that a bimetallic complex is formed,
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although further characterisation is needed to identify the product of this reaction. The
product is formed as a red solid, but is soluble in DMSO, where it changes colour to
produce a yellow solution, suggesting a change in coordination environment around the
palladium centres.
4.3 A brief discussion of an ortho-Bromo Ligand
Synthesis of an ortho-bromo ligand, analogous to HL2, was attempted. It was thought
this would offer a valuable comparison to the ortho-methyl HL2 ligand since in com-
parison to methyl substituents, the bromine substituents have a larger negative induct-
ive effect.183 Additionally, the group offers the possibility of further functionalisation
through lithiation of the bromopyridine and subsequent reactions with appropriate
electrophiles. Finally, both the bromo-functionalised starting materials (2-bromo-6-
acetylpyrdine and 2-bromo-picolinic acid) were commercially available. Both starting
materials were used for synthesis as received.
Conducting the esterification of the starting material in the microwave reactor resulted
in a larger number of impurities, lowering the yield of the product to 40% by spectro-
scopic determination. To avoid the harsh microwave conditions the esterification was
carried out at reflux over 12 hours, yielding the product in higher yields, with lower
quantities of impurities. The Claisen condensation and Paal-Knorr synthesis to form
the pyrazole proceeded as reported for all other ligands reported in Chapter 2, to yield





























Figure 4.13: Synthesis of the ortho-bromo ligand (HL7).
Although NMR spectroscopy yielded a clean product, mass spectrometry suggested
the presence of chlorine in the product. Further investigations revealed a statistical
mixture of chloro and bromo substituents on the resultant ligand. This contamination
likely originated in the starting materials.
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4.4 Further Ligand Functionalisation
The issues encountered with the synthesis of copper complexes suggest that the rigid
structure of the Hbpp ligand is not conducive to the synthesis of a bimetallic copper
complex with an open binding site for catalysis. Many reported copper complexes are
based on chelate ligands with nitrogen donors and flexible ligand backbones.36 The
problems with dimerisation could be due to the lack of flexibility of the Hbpp ligand
coupled with its strong chelate effect.
In an attempt to address this, further functionalisation of the ligand was investigated.
The functionalisation of the Hbpp ligand can be broadly broken down into three cat-
egories: addition of steric bulk in the ortho-position on the pyridine rings (S), electronic
substitution on the pyrazole backbone (E) and addition of a binding site (X) to make an
NNX tridentate ligand, Figure 4.14. It would be expected that each functionalisation








Figure 4.14: Functionalisation of Hbpp
The impact of substitution in the ortho- (S) and pyrazole position (E) is discussed in
Chapters 2 and 3. Preliminary results into the addition of a binding site, and further
pyrazole substitutions can be found below.
4.4.1 Addition of a Binding Site: NNX Functionalisation
Functionalisation of position X (Figure 4.14) offers further scope for both electronic
and steric functionalisation. These systems will be less directly comparable to the
other substitution patterns, but might change the binding environment around the
metal centre in such a manner as to prevent dimerisation occurring.
PNN functionalisation
The addition of phosphines is often used to tune both the electronic and steric charac-
teristics of a ligand in catalysis, indeed, they are even used to impart stereochemistry
in certain systems.282 As a consequence, the ability to add or change a phosphine on
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the ligand backbone offers a vast degree of control over the system.
Functionalisation of theHL2 ligand with one or two phosphine substituents changes the
binding pocket from an NN system to an NNP binding moiety, significantly changing
the binding environment. Such pincer-type ligands have seen a growing interest since
1970 and have seen application in a vast array of fields.282–285
Previous work in the Hintermair group successfully phosphorylated lutidiene (2,6-
dimethylpyridine) using BuLi and tetramethylethylenediamene (TMEDA) which acts
to stabilise BuLi. It was found that varying conditions could have a pronounced impact
on the success of the functionalisation. Using a range of conditions previously tried in
the group, the installation of the phosphine on HL2 was attempted (Scheme 4.12). The
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Scheme 4.12: Attepted synthetic route to the NNP functionalised ligand i(Pr2P)bpp via
deprotonation of HL2, before addition of the chlorophosphine.
Unfortunately, although some new product was observed by 31P NMR, the small scale
of the reaction meant it was not possible to isolate and characterise the product, despite
a number of attempts, outlined in Table 4.3.
A report by Meyer and coworkers suggests that a two step synthesis, via the mono-
functionalised ligand, to achieve the diphosphorylated Hbpp ligand, is more successful.185
The group used the phosphine functionalised ligand to synthesise iron185 and rhodium
complexes.286
Despite the promising results reported by Meyer and coworkers, this synthetic route
was not pursued further. The introduction of a CH2 group, in addition to the presence
of a phosphine, makes the ligand susceptible to oxidation,279 which limits its reactivity
for oxygen reduction or aerobic oxidation reactions.
NNO Chelating Ligands - Alkoxide Functionalisation
As an alternative to the oxidatively fragile phosphine substitution, the introduction
of alkoxide functionalisation was investigated. The alkoxide functionality is oxidatively
robust, and the synthetic route discussed below means the product does not have a CH2
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THF -10 4 hrs iPr2PCl No product observed
group which is also vulnerable to oxidation. A 2015 report of a copper water oxidation
catalyst with a tridentate NNO alkoxide ligand lends support to the use of the hard
alkoxide functionalisation for copper complexes.149
Previous work in the Hintermair group expanded a family of pyridine-alkoxide ligands
for iridium water oxidation catalysis (WOC) to seven different systems, which had a
pronounced effect on the water oxidation activity of the catalysts.118,287 The synthesis
of the pyridine alkoxide ligands proceeded through the lithiation of bromopyridine,
followed by reaction with symmetrical ketones to give the alcohol product, with yields
ranging from 17% to 72%, Scheme 4.13.287
N Br
1) 1.1 eq. nBuLi
THF, -78oC, 1.5 hrs
2) 1 eq. ketone





Scheme 4.13: Synthetic route to pyridine alkoxide ligands from bromopyridine used previ-
ously in the Hintermair group. Symmetrical ketones were used, the simplest of which being
acetone.
In an effort to mimic the lithiation of bromo-pyridine, the di-ortho-bromo substituted
Hbpp ligand discussed in Section 4.3 was used. The ligand was first deprotonated,
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Scheme 4.14: Synthetic conditions for the attempted synthesis of alkoxide functionalised
HL7. Unfortunately the product(s) of the reaction were not identifiable.
Unfortunately, repeated attempts to carry out the lithiation in this manner were un-
successful, yielding to an intractable mixture of products. See Table 4.4 for a full list
of conditions attempted. This could be due to unwanted reactivity at the 4-postion
of the pyrazole competing with reactivity in the ortho-position of the pyridine rings.
nBuLi is also a very strong base (pKa = 50) which could lead to ring opening occurring,
resulting in a mixture of products.
Additionally, as discussed previously (Section 4.3), further investigation into this lig-
and by mass spectrometry and X-ray crystallography showed the ligand is contaminated
with some chloro-substitution, rather than bromine. This impurity likely arises from
the bromo-substituted starting materials. The stronger C – Cl bond means the lith-
ium/chloro exchange is less successful, helping to explain the lack of success with this
synthetic route.
In order to circumvent the problems associated with nBuLi, more sophisticated bases
were investigated for substitution directly on the Hbpp ligand, taking advantage of the
pyridine heteroatom to direct the substitution.288 Rather than using harsh alkyllithium
reagents, which lack selectivity and suffer from nucleophilic activity, attention was
turned to alkali-metal secondary amides. Such bases have been shown to demonstrate
high regioselectivity in the substitution of aromatic substrates.289
Research conducted in the late 90s and early 2000s investigated the use of zinc-based re-
agents, so called “zincates” as bases for chemoselective, and in some cases, chiral, depro-
tonation of arenes.288–291 They have been shown to have high functional group tolerance,
and required milder conditions than alkyl lithium bases.292 Bulky secondary amines
such as hexamethyldisilazide, diisopropylamide, or tetramethylpiperidide are most com-
monly used in the synthesis of zincate reactions, as shown in Scheme 4.15.288,289
Kondo et al. showed that the use of TMP-zincate for the alpha-metalation of pyridine












-78oC       RT
30 min
2.2 eq.  tBuLi
1.1 eq.  ZnCl2
(TMPZntBu2Li)
Scheme 4.15: Synthesis of the TMP zincate reagent.288 The LiTMP is made from the
reaction of nBuLi with 1.1 equivalents of TMP at −78 ◦C before stirring at 0 ◦C for 30 minutes.
Di-tertbutyl zinc was prepared from the addition of tBuLi to zinc chloride at −78 ◦C in THF.
up to 76%, Scheme 4.16.288 Since 1999, there have been a number of examples of the
use of alkali-metal zincate bases for reaction with pyridine.293
N N IN ZntBu2Li1 eq. TMPZntBu2Li 4 eq. I2
Scheme 4.16: Example of functionalisation by TMP zincate by Kondo et al. producing the
functionalised product in 76% yield.288
The ligand is first deprotonated using potassium hydride (KH) as a non reversible base,
since the H2 produced will bubble off. After the synthesis of the zincate, Scheme 4.15,
the deprotonated ligand is slowly added to the base and stirred for 3 hours at room
temperature. This addition was accompanied by a colour change from yellow to red,
which slowly turned orange/yellow after quenching with acetone and stirring for 12
hours. Upon quenching the reaction with water the solution went yellow, Scheme 4.17.
1) 1 eq. TMPZntBu2Li
THF, r.t., 3 hrs
2) 4 eq. acetone,







Scheme 4.17: Synthetic conditions for the attempted functionalisation of the deprotonated
Hbpp ligand with TMP zincate. The product was not observed.
The crude 1H NMR suggested at least two species were present, and no starting material
remained. However, the distinctive peaks associated with the CH3 groups were not
identifable, and the large number of peaks in the aromatic region made attempts at
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assignment challenging. Mass spectrometry results suggested that the product might
be present, although in low concentrations. Upon recrystalisation of the product the
1H NMR appeared to show just one species with 9 distinct proton environments in the
aromatic region, and no CH3 peaks.
A 2009 study on the use of potassium zincates for the metalation of 4-substituted
pyridines found that the nature of the substitution greatly impacted the outcome of
the reaction.294 They found that substituents such as H, Et or iPr resulted in mixtures
of products, whereas amines, aryls or tBu groups resulted in clean metalation in the
alpha position. It is therefore possible that the presence of the pyrazole ring resulted
in substitution in multiple positions around both pyridine rings on the substrate.
To avoid the potential reactivity caused by the pyrazole, the reaction was attempted
with ethylpicolinate as the substrate, since there is literature precendent for the use
of zincate bases in the presence of ester functionality.288 However, the outcome of this
reaction proved to be an intractable mixture of products, potentially including the






OOH1) 1 eq. TMPZn
tBu2Li
THF, r.t., 3 hrs
2) 4 eq. acetone,
THF, r.t., 24 hrs
Scheme 4.18: Synthetic conditions for the attempted functionalisation of ethyl picolinate
with TMP zincate. The product was not observed.
It is notable that the reaction with the ethylpicolinate resulted in a “messier” reaction
than the reaction with the deprotonated ligand (Kbpp). Despite reports of zincates
tolerating ester functionality, it is possible that the combination of an ester on a pyridine
ring resulted in unforseen reactivity, resulting in the formation of multiple products.
In all cases, the intended product was not determined to be present in the result of
the reaction, either through the use of NMR spectroscopy, or using thin layer chro-
matography (TLC) as an initial test. The large numbers of products suggest that the
zincates are resulting in unwanted reactivity with the Hbpp and picolinate substrates
used.
An alternative to the zincates and group 1 amides are Hauser bases and their turbo-
charged variants. Developed in 2006 by Knochel and coworkers, the Hauser bases are
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magnesium amide systems synthesised from the reaction between a Grignard reagent
and an amine.295,296 The addition of lithium chloride (LiCl), to form a “turbo-Hauser”
base, increases their solubility resulting in higher kinetic activity. However, despite the
addition of LiCl, the turbo-Hauser bases are less reactive than the group 1 amides,
meaning higher levels of chemoselectivity can be achieved. They have been shown










Scheme 4.19: Synthesis of the turbo-Hauser base. Addition of LiCl results in increased
solubility and stability of the resultant base.
The reactivity of the turbo-Hauser bases was tested towards ethyl picolinate, Scheme 4.20,
and Hbpp, Scheme 4.21. The reaction with ethyl picolinate yielded predominantly start-
ing material, although 1H NMR spectroscopy showed some minor peaks of around 10%
intensity. It was not possible to characterise these fully due to overlap with the ethyl
picolinate starting material and the low concentrations. Reaction with Hbpp yielded
just the starting material with no apparant reaction. Unfortunately, the results suggest








THF, 0oC, 3 hrs
2) 1.5 eq. acetone,
0oC        r.t.
12 hrs
Scheme 4.20: Attempted synthesis of an alkoxide functionalised ethyl picoliate, using a
Hauser base. The outcome of the reaction was undetermined.
In a similar manner to Grignard reagents, Hauser bases have complex Schlenk equilibria,
whereby a number of different magnesium species exist in solution.296 The position
of the equilibrium is dependent on the concentration, solvent, temperature and both
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1) TMP-MgCl•LiCl,
THF, 0oC, 3 hrs
2) 1.5 eq. acetone,










Scheme 4.21: Attempted synthesis of an alkoxide functionalised Hbpp ligand, using a Hauser
base. The outcome of the reaction was undetermined.
the organic substituents and the halide.296 It is therefore plausible that although the
conditions reported in Table 4.4 were not successful in producing the functionalised
Hbpp or ethyl picolinate, tweaking of the reaction conditions could prove successful.
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Table 4.4: A summary of the different conditions tried to functionalise the Hbpp ligand or ethyl picolinate synthon.




2.2 eq. nBuLi 1.2 eq. acet-
one
Ligand in THF. nBuLi added at −78 ◦C,
stir 1.5 hrs −78 ◦C, acetone added −78 ◦C,
stir 18 hrs, RT.
Inconclusive, many uniden-





1 eq. nBuLi acetone (ex-
cess)
Ligand deprotonated with KH in THF.
nBuLi added at −78 ◦C, stir 5 min −78 ◦C,
acetone added −78 ◦C, stir 18 hrs, RT.
Inconclusive. Multiple spe-







Ligand deprotonated with KH in THF.
TMP in THF (−78 ◦C), addition of nBuLi,
stir 30 min. tBuLi added to ZnCl2
at −78 ◦C. Di-t-butylzinc added to
TMP/BuLI (−78 ◦C), warm to RT, stir 30
min. Add Kbpp in THF (R.T.), stir 3 hrs,
add acetone, stir 18 hrs, RT.
Inconclusive. 1H NMR sug-
gests at least two species
present. Mass spectrometry








As above Inconclusive. Many uniden-









Mg, LiCl and iPrCl in THF. Stir rapidly
12 hours. Add TMP-H to iPrMgCl.LiCl
at r.t. Stir 24 hrs. Dissolve substrate in
THF. Add TMPMgCl.LiCl at 0 ◦C. Stir











As above, but activate Mg with I2 prior to
use.
No reaction, some minor










4.4.2 Substitution on the Ligand Backbone
The impact of ligand substitution on the pyrazole backbone had a pronounced effect on
the activity of the resultant cobalt complexes. In particular, Co6O2 , the NO2 substi-
tuted species, showed markedly different behaviour to Co5O2 (Br-substituent), with its
behaviour more closely mirroring that of Co2O2 , the ortho-methyl substituted complex.
However, the electrochemical results presented in Chapter 3 suggest that complexes with
electron withdrawing substituents should be more accessible for reductive activity, such
as the ORR. In order to investigate whether the deviation from the trend is due to
purely an electron withdrawing effect of the NO2 group, or whether this substitution
pattern changes the reactivity of the complex via another method, the introduction of
two different substituents were investigated.
Towards the Addition of a Phenyl ring and CF3
Trifluoromethyl (CF3) and a phenyl (Ph) group were chosen to further investigate the
reactivity of the cobalt complexes. CF3 is electron withdrawing, but less so than an
NO2 substituent, and more than a bromo group, Table 4.5. Since there is a pronounced
difference in the reactivity of Co5O2 and Co6O2 towards the ORR and in the oxygen
atom transfer studies, this would allow the impact of ligand substitution to be further
studied.
Table 4.5: Hammett constants for the substituents shown. Values are the σ(para) constants
reported by Taft and coworkers.183 Positive is electron-withdrawing, negative is electron-
donating.
Ligand Substituent Hammett Parameter
HL1 H 0
HL2, HL3 Me -0.17
HL4 NH2 -0.66




The phenyl group has a very minor electron donating effect, although according to
Table 4.5 can be effectively viewed as neutral, like the unsubstituted HL1. Synthesis of
a cobalt complex based on HL8 would mean the potential steric effect of a substituent
on the pyrazole backbone could be studied, since the electronic effect of the phenyl
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group would be minor, and is therefore comparable to HL1.
Addition of a trifluoromethane group and a phenyl ring were investigated via Route
1 (as discussed in Chapter 2, Section 2.2), which required the synthesis of the substi-
tuted ketone starting materials, before diketone synthesis followed by formation of the
pyrazole.
The synthesis of the phenyl substituted ketone proceeded via the reaction of ethylpi-
colinate with benzyl magnesium bromide, yielding the ketone product in 89% yield,
Scheme 4.22.298 There are a number of examples of synthetic routes to this complex,








-78oC        RT
Scheme 4.22: Addition of a phenyl group to acetylpyridine through reaction with benzyl
magnesium bromide.
The phenyl functionalised ketone was deprotonated using NaH and reacted with ethyl
picolinate. Since isolation of the diketone product proved challenging previously, the
product was not isolated and used directly for the synthesis of the pyrazole product,
Scheme 4.23. Preliminary results on a small scale were promising for the formation
of HL8 by 1H NMR spectroscopy. However, scaling up the synthesis of the phenyl
substituted ketone was unsuccessful. The outcome appeared to be a product that had
undergone multiple nucleophilic additions of the benzyl group to the starting material.
This is possibly due to the small scale reaction being carried out with low concentrations,






















Scheme 4.23: Synthesis of the phenyl substituted variant of the Hbpp ligand, HL8.
Further work would perform a parallel synthesis of the phenyl substituted ketone on a
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smaller scale, before combining the products to carry out the subsequent steps of the
synthesis to yield a workable quantity of HL8. HL8 could be used for synthesis of a
cobalt complex with a phenyl substituent on the pyrazole backbone to offer comparison
to Co1O2 – Co6O2 .
Following a procedure reported by Li and coworkers, the CF3 functionalised pyridine
was synthesised in 33% yield, Scheme 4.24.301 The synthesis proceeds via synthesis of
an enol triflate, before rearrangement in the presence of catalytic amounts of silver
(AgNO3) and an oxidant ((NH4)2S2O8). The mechanism is a radical process, and the
authors tentatively propose that the reaction is initiated by the formation of a sulfate













1.2 eq. Tf2O, DCM
78% 33%
Scheme 4.24: Synthetic route to the CF3 substituted acetylpyridine with yields shown.301
Unfortunately, the subsequent synthetic steps proved challenging. A small-scale reac-
tion to form the diketone intermediate formed an oily substance that proved challenging
to purify. Crude 1H NMR after heating the reaction at 60 ◦C for 12 hours revealed at
least 10% unreacted starting material remained. The use of 19F NMR revealed the
presence of only one fluorine containing species, that corresponded to the CF3-ketone
shown in Scheme 4.24 suggesting that the formation of the diketone had not occurred.
Further synthesis was not attempted.
In Chapter 2 ligand synthesis routes 2 and 3 proved more successful for the functional-
isation of the pyrazole backbone, where the functionality was installed on the diketone
or pyrazole, rather than the ketone starting materials. It is likely that the reactivity of
the CF3 group resulted in unwanted side reactions during the formation of the pyrazole.
Therefore, successful addition of a trifluoromethyl group to the pyrazole backbone might
be more successfully incorporated into the Hbpp ligand after the Paal-Knorr synthesis
of the pyrazole.
Although work by Francas et al installed a benzyl group on the backbone of the diketone
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using a benzyl grignard,165, the introduction of a CH2 group makes the ligand more
susceptible to oxidative degradation under catalytic conditions.
These findings are supported by results from Meyer et al., who report that in a related
ligand system their functionalised ketone degrades over time, resulting in low yields
from route 1. This lead them to develop an alternative synthetic route, more similar to
route 2.186 The combination of increased reactivity of the functionalised ketone starting
material with potential degradation might explain why the phenyl and trifluoromethane
substitution reactions were unsuccessful. Future work would investigate the installa-
tion of the trifluoromethyl group to the diketone intermediate, rather than the ketone
starting material, which should avoid the problems with the synthesis of the diketone.
4.5 Conclusions and Future Work
Multiple attempts were made to synthesise a bimetallic copper complex with a 2:1
metal:ligand ratio, leaving a binding site available for catalysis. However, despite the
use of multiple different auxiliary ligands, the synthesis was not successful. When
attempting the synthesis using a copper acetate precursor a copper cluster was formed,
with five copper centres and six bpp– ligands. This cluster was also the product of a
reaction with ZnCl2. Both structures mirror those reported in iron and cobalt systems,
both of which show catalytic activity. Future work would fully characterise the clusters,
including electrochemically, and investigate their reactivity towards aerobic oxidations.
Preliminary studies into the synthesis of a palladium Hbpp complex suggested the form-
ation of a bimetallic species. However, it was not possible to characterise this complex
further, and future work would focus on isolating and characterising the complex. How-
ever, the lack of formation of palladium black, even over extended periods of time, was
promising.
Future work might use different copper precursors, including CuBr2 or CuI precursors,
to investigate whether the formation of the dimer is also favoured. Unlike CuII, which
tends to form square planar or pyramidal (trigonal and square-based) geometries, CuI
preferentially forms linear or tetrahedral geometries, which might lend itself more read-
ily to forming complexes with vacant binding sites.302,303 CuI will also more readily
react with O2 than CuII making it a more appropriate precursor for synthesis of an
oxygen activation catalyst.
However, many examples of copper complexes for aerobic oxidations use nitrogen-based
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ligands with more flexible backbones, meaning the copper can adopt a distorted tetra-
hedral or trigonal bipyramidal arrangement.36,38,53,112 These more flexible binding modes
leave a vacant site for binding of a substrate. The rigid Hbpp ligand constrains the
possible binding modes, meaning it might not be a suitable ligand for copper catalysis.
Further synthesis of the ligand focused on addition of a binding site or functionalisation
of the pyrazole backbone. The addition of a binding site investigated the addition of
an alkoxide binding site through the use of sophisticated bases to activate the ortho-
position of the Hbpp ligand, before the use of acetone as an electrophile. Although
the use of zincate bases had some potentially promising results, identification and isol-
ation of the desired product was never achieved. There are examples of substitution
directly onto the pyridine, using BuLi and LiDMAE and a LiCl additive.304 However,
the presence of the pyrazole might cause issues, and is susceptible to ring opening.
Attempts at introducing new functionality onto the pyrazole backbone focused on the
introduction of phenyl and a trifluoromethyl groups. Neither route was successful, but
a small scale reaction of the phenyl group had some promising results by 1H NMR
spectroscopy. It was thought that the reactivity of the CF3 group might be interfering
with the diketone formation and subsequent pyrazole formation. Therefore, further
work might investigate ways to introduce such reactivity directly onto the Hbpp ligand,
in a method similar to the introduction of the bromo and nitro groups described in
Chapter 2
4.5.1 Towards the Synthesis of Heterobimetallics
In order to synthesise heterobimetallic complexes, it is necessary to first obtain mono-
metallated systems. There are a number of potential approaches to this, including
“blocking” a binding site, either by the addition of a protecting group, or more simply
by not deprotonating the ligand, therefore blocking the second binding pocket. Altern-
atively, the use of unsymmetrical ligands would facilitate this process, as the binding
pockets could be tuned to the target metal.
There are limited examples of heterobimetallic systems based on the Hbpp ligand, in-
cluding a ruthenium/zinc complex with the formula [RuCl(trpy)]2(µ-[Zn(bpp)2])2+.192
This synthesis has also been repeated with cobalt and manganese in the place of zinc.305
There is also an example of a nickel/iron cluster with cyanide bridges,306 and a chro-
mium/lanthanide series of examples with acetylacetone as auxiliary ligands.191 A more
recent example reports a series of three iridium Cp* complexes with cobalt, nickel and
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copper as the second metal, which performs H2 evolution.307 In all cases, a monometalled
complex is synthesised first, before introduction of the second metal.
4.6 Experimental
4.6.1 Analytical Techniques
All reactions and workups were carried out in air unless specified otherwise. Reactions
under argon were performed using standard Schlenk techniques or an MBraun Unilab
Plus glovebox.
NMR spectra were recorded using a Bruker Avance III NMR spectrometer operating
either at 500.13 MHz or 400.04 MHz for 1H experiments or a 500 MHz Agilent ProPulse.
Unless otherwise specified organic samples were analysed in CDCl3 and metal complexes
analysed in MeCN - at 25 ◦C using standard Bruker pulse sequences (Topspin 2.1).
Chemical shifts (δ) are reported in ppm. Typically 1H spectra were acquired with a
spectral width (SW) of 20 ppm, and 16 transients. 13C{1H} spectra were obtained with
a SW of 220 ppm and with 1024 transients. Spectra were referenced using the residual
solvent signal, at 7.26 or 1.95 ppm for 1H (in CDCl3 or MeCN respectively) and 77.0
or 1.32 ppm for 13C (in CDCl3 or CD3CN respectively). Where diamagnetic samples
were prepared in protonated solvents 1H spectra were acquired with (pre-saturation)
solvent suppression pulse sequences. Unless stated otherwise, paramagnetic samples
were acquired using a wide spectral width (SW = 200 ppm) with the spectrum origin
= 50 ppm, acquisition times were set to 0.5 s, and relaxation delay reduced to 1 s. Note
that the paramagnetic spectra did not show any splitting, so only the ppm values and
integrals are reported.
Mass Spectrometry of ligands were conducted on an Agilent Electrospray Quadru-
pole Time-of-Flight (QTOF) mass spectrometer. Mass spectrometry of Co1O2 and
Co2Cl were performed at the EPSRC National Mass Spectrometry Facility in Swansea.
Analysis of all other cobalt complexes were conducted using a MaXis HD quadrupole
electrospray time-of-flight (ESI-QTOF) mass spectrometer (Bruker Daltonik GmbH,
Bremen, Germany), using a glass syringe (Hamilton) and syringe pump (KD Scientific,
Model 781100) for infusions at a flow rate of 3 µl/min. Analyses were performed in
ESI positive mode with the capillary voltage was set to 4500 V, nebulizing gas at 1
bar, drying gas at 6 L/min at 180 ◦C in each case. The TOF scan range was from 50 -
1000 mass-to-charge ratio (m/z). The MS instrument was calibrated using an infusion
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of sodium formate calibrant solution. The calibrant solution consisted of 3 parts of 1
M NaOH to 97 parts of 50:50 water:isopropanol with 2% formic acid. Data processing
was performed using the Compass Data Analysis software version 4.3 (Bruker Daltonik
GmbH, Bremen, Germany).
Single crystal X-ray diffraction analysis was carried out by Dr Gabriele Kociok-Köhn
at the University of Bath using a RIGAKU SuperNova Dual. Crystallography images
were rendered using Mercury 4.3.1 software. Angles between atoms, bond distances
and angles between planes were calculated using Olex2 software.203
Commercially available materials were obtained from Sigma Aldrich, Fisher or Acros
and used as received unless otherwise stated. Methanol was dried by distillation from
magnesium. Toluene was dried by distillation from sodium. THF, Et2O and hexane
were dried by distillation from potassium. Acetonitrile was dried by distillation from
calcium hydride and stored over 4 Å molecular sieves.
4.6.2 Metal Complexes
[Cu2(bpp)2(OH)2][BF4]2
To a solution of Hbpp (32.6 mg, 0.15 mmol) in 15 mL ethanol (dry), add sodium
ethoxide (7.9 mg, 0.15 mmol) in ethanol. Stir at room temperature for 1 hour. Add
copper (II) chloride dihydrate (50 mg, 0.29 mmol), stir at room temperature for 24
hours. Separate by centrifugation. Resultant solid is insoluble in all common laboratory
solvents. A suspension of the insoluble copper product was made in acetonitrile (10
mg, 0.75 mmol), to which an excess of silver tetrafluoroborate (AgBF4) was added and
stirred in the dark for 2 hours. The resulting blue solution was filtered to remove silver
chloride and the solvent removed. X-ray crystallography standard crystals were grown
by layer diffusion using acetonitrile and diethyl ether. 1H NMR (400 MHz, CDCl3, δ
(ppm): 23.1, 21.3, 11.3 MS (FTMS + pNSI), Calculated m/z [M - 2BF4 – 2H2O]++ =
284.0118, 284.5132, 285.0111, Found m/z [M – 2BF4 – 2H2O]++ = 284.0117, 284.5131,
285.0108
[Cu4(Mebpp)4][BF4]4
To a solution of MeHbpp (36.7 mg, 0.15 mmol) in 15 mL ethanol (dry), add sodium
ethoxide (7.9 mg, 0.15 mmol) in ethanol. Stir at room temperature for 1 hour. Add
copper (II) chloride dihydrate (50 mg, 0.29 mmol), stir at room temperature for 24
hours. Separate by centrifugation. Resultant solid is insoluble in all common laboratory
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solvents. 70 mg insoluble solid obtained.
A suspension of the insoluble copper product was made in acetonitrile (10 mg, 0.75
mmol), to which an excess of silver tetrafluoroborate (AgBF4) was added and stirred in
the dark for 2 hours. The resulting blue solution was filtered to remove silver chloride
and the solvent removed. X-ray crystallography standard crystals were grown by layer
diffusion using acetonitrile and diethyl ether. 1H NMR (500 MHz, CD3CN, δ (ppm):
56.13, 47.25, 45.14, 38.62, 26.76, 19.89, 12.38, -2.47
Copper Bipyridine Synthesis
CuCl2 · 2H2O (0.05 g, 0.2 mmol) was dissolved in methanol. In a separate vessel,
bipyridine (0.046 g, 0.2 mmol) was dissolved in methanol and added to the copper
solution. Hbpp (0.033 g, 0.1 mmol) and NaOMe (0.009g, 0.11 mmol) were stirred
together in methanol and added to the copper solution. The mixture was heated at
40 ◦C for 2 hours before stirring at R.T. for 12 hours. The solids were separated by
centrifugation and counter-ion exchange performed by stirring the solid in MeCN with
AgBF4 (10 mg, 0.05 mmol) in the dark for 15 minutes. After filtering the solution,
the filtrate was left to stand allowing slow evaporation of the MeCN, yielding X-ray
standard crystals. Upon analysis, they were found to be Cu2(bpp)2(H2O)2.
Copper Acetate Precursor Synthesis
The Hbpp ligand (30.5 mg, 0.14 mmol) was dissolved in EtOH. NaOEt (1.1 eq., 8.2
mg, 1.5 mmol) was added and the solution stirred at R.T. for 30 minutes. A solution
of Cu(OAc)2 (50 mg, 0.28 mmol) in EtOH was added and the resulting mixture stirred
at room temperature for 24 hours. Almost immediately, pale blue solids formed, which
were stirred in solution. The solids were separated from the supernatant by centrifuga-
tion. Growth of X-ray standard crystals by slow evaporation from a mixture of MeCN,
MeOH and toluene yielded a crystal with formula Cu5(bpp)6µ-O.
Copper Acetylacetone Precursor Synthesis
Cu(acac)2 (0.05 g, 0.19 mmol) was dissolved in MeOH (dry). Hbpp (0.021 g, 0.09 mmol)
was added and the solution heated at reflux for 2 hours before stirring at R.T. for 12
hours. The solvent was removed under vacuum until solids appeared, after which they
were separated by centrifugation yielding dark blue solids. The solids were analysed by
X-ray crystallography after growth of crystals by slow evaporation from a solution of
MeCN, and were found to be unreacted Cu(acac)2.
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Cu phosphine synth
CuCl2 (0.05 g, 0.29 mmol) and PPh3 (0.077 g, 0.29 mmol) were dissolved in MeOH
and stirred at R.T. for 1 hour. In a separate vessel, Hbpp (0.033 g, 0.15 mmol) was
deprotonated by NaOMe (0.009 g, 0.16 mmol) in MeOH before combining both mix-
tures and stirring the resultant solution for 12 hours. The pale green solids were isol-
ated by centrifugation. Halide exchange was performed with AgBF4 in MeCN, and
X-ray standard crystals were grown by slow evaporation of MeCN, yielding the dimer,
Cu2(bpp)2(H2O)2.
Zinc Cluster
To a solution of Hbpp (81.5 mg, 0.37 mmol) dissolved in MeOH (15 mL), NaOMe (22
mg, 0.40 mmol) was added. The solution was stirred for 1 hour at room temperature,
before ZnCl2 (50 mg, 0.37 mmol) in MeOH (10 mL) was added. The solution was stirred
at R.T. for 12 hours before filtration to remove white solids which were not soluble in
any common laboratory solvents. The solvent was removed in vacuo from the yellow
filtrate.
A small sample of the yellow solid was taken and added to MeCN (5 mL), before
addition of AgBF4 (20 mg, 0.10 mmol). The solution was stirred in the dark for 15
minutes before filtration to remove silver salts. The filtrate was concentrated before
NMR spectroscopy was collected, and X-ray standard crystals were grown by slow
evaporation of the solvent from the NMR tube post analysis, yielding the product
Zn5(bpp)6µ-O. 1H NMR (500 MHz, CD3CN, δ (ppm): 6.98 (1H, td, J = 7.67, 1.31
Hz), 6.77 (1H, td, J = 7.76, 1.12 Hz), 6.68 (1H, d, J = 7.95 Hz), 6.56 (1H, s (br)), 6.30
(1H, d, 7.10 Hz), 6.27 - 6.25 (1H, m), 5.75 - 5.72 (1H, m), 5.68 (1H, s (br)), 5.38 (1H, s)
1{H}13C NMR (125 MHz, CD3CN), δ (ppm): 149.9, 148.1, 147.5, 142.3, 141.5, 125.3,
124.0, 101.1
Palladium Complexes
PdCl2 (50 mg, 2.2 mmol) was suspended in MeOH and Hbpp (63 mg, 2.2 mmol) was
added in MeOH. The solution was stirred at room temperature for 12 hours. The red
solid formed was separated through centrifugation and washed with methanol. A small
sample of the red solid was stirred with silver triflate (AgOTf) for 1 hour before filtering.
Analysis of the solids by 1H NMR spectroscopy revealed a number of very broad peaks
that were not possible to assign.
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Dissolving an NMR scale sample of the red solid in DMSO-d6 yielded a yellow solution.
1H NMR (500 MHz, DMSO–d6), δ (ppm): 8.46 (2H, s (br)), 8.17 (2H, s (br)), 7.79
(2H, s (br)), 7.56 (3H, s (br)). 1{H}13C NMR (125 MHz, DMSO–d6), δ (ppm): 126.5,
140.6 Note that due to solubility issues it was not possible to obtain full 13C NMR data
of the complex





Br [230.064 g mol-1]
6-bromopicolinic acid (1 g, 5.0 mmol) was dissolved in EtOH (20 mL) and three drops
of HCl (37%) were added. The solution was refluxed for 12 hours in air, before cooling
to room temperature. The solution was quenched by careful addition of Na2CO3 before
extraction with DCM (3 x 10 mL). (0.65 g, 2.8 mmol, 57%) 1H NMR (400 MHz, CDCl3,
δ (ppm): 8.04 (1H, dd, J=0.90, 7.62 Hz), 7.79 (1H, t, J=7.80 Hz), 7.50 (1H, dd, J=0.90,
7.98 Hz), 4.47 (1H, q, J=7.13 Hz), 1.42 (1H, t, J=7.12 Hz) 1{H}13C NMR (100 MHz,






Ethyl-6-bromopicolinate (0.65 g, 2.8 mmol) was dissolved in tetrahydrofuran (THF).
Sodium hydride (60% dispersion in paraffin oil) (0.17 g, 5.6 mmol) was added and
the solution stirred for 30 minutes before adding 2-acetyl-6-bromopyridine (0.57 g, 2.8
mmol). THF was added as the mixture thickened (total 100 mL). The solution was
stirred at 60 ◦C for 12 hours. The solvent was removed under vacuum, before carefully
adding water (50 mL) whilst stirring vigorously. Upon addition of acetic acid (5 – 10
mL) a yellow/white solid formed which was separated by filtration and washed with
ice-cold water. Although a crude 1H NMR spectrum was collected, the crude product
was not thoroughly dried and purified, and was used directly in the synthesis of the
ligand, HL7. (0.84 g, 2.2 mmol, 78%) 1H NMR (400 MHz, CDCl3, δ (ppm): 8.17 (2H,
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Crude 2-pyridyl-2-(6-bromo)pyridyl-1,3-propanedione (0.84 g, 2.2 mmol) was dissolved
in EtOH (50 mL) and an excess of hydrazine hydrate (N2H4 ·H2O) (0.5 mL, 11 mmol)
was added. The reaction was heated at reflux for 12 hours, before cooling to room
temperature. After cooling the total volume was reduced until solids formed, which
were separated by filtration and washed with ice-cold ethanol. The solids were purified
by recrystallization from boiling ethanol and diethyl ether. (0.28 g, 0.75 mmol, 34%)
1H NMR (400 MHz, CDCl3, δ (ppm): 11.13 (1H, br), 7.71 (2H, t, J = 7.76 Hz), 7.60
(2H, t, J = 7.78 Hz), 7.42 (1H, s), 7.26 (2H, d, J = 7.80 Hz) 1{H}13C NMR (100 MHz,
CDCl3, δ (ppm): 102.7, 123.5, 127.2, 139.1, 139.5 MS (ESI+), Calculated m/z [M+H]+
= 378.9188, 380.9168, 382.9148 Found [M+H]+ = 378.9189, 380.9168, 382.9147
4.6.4 Further Ligand Synthesis: Addition of a Binding Site
PNN Functionalisation
Conditions were varied according to Table 4.3. In all cases, HL2 (0.02 g, 0.08 mmol)
was dissolved in the appropriate solvent and TMEDA (0.04 mL, 0.24 mmol) was added.
The solution was cooled to the temperature shown in the table and n-BuLi (1.4 M in
hexane, 0.2 mL, 0.24 mmol) added and stirred at temperature shown for the time
shown. The electrophile (I2: one pellet, ↑ iPr2PCl: 0.025 mL, 0.16 mmol) was added
and the resultant solution stirred for 12 hours, before quenching the solution with
careful addition of water, and extraction with DCM. Analysis was performed with 1H
and 31P NMR spectroscopy, showing a lack of product formation.
Methylation of Br2Hbpp with BuLi
Hbpp (62 mg, 0.28 mmol) was dissolved in THF and cooled to 0 ◦C. Butyl lithium in
hexane (0.4 ml, 0.56mmol) was added dropwise and the solution stirred at 0 ◦C for 30
minutes. Methyl iodide was added and the resulting solution stirred at 0 ◦C for 2 hours.
After stirring at room temperature for 12 hours, the solution was quenched by careful
addition of water. The solution was extracted with DCM (3 x 10 mL). The resultant
NMR showed a range of products and was not purified further.
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Methylation of Br2Kbpp with BuLi
Br2Hbpp (50 mg, 0.13 mmol) was dissolved in THF (10 mL) and added to a solution
of KH (5.3 mg, 0.13 mmol) in THF and stirred at 40 ◦C for 5 hours. The solution
was cooled to 78 ◦C and n-BuLi (0.08 mL, 0.13 mmol) was added dropwise. After 10
minutes acetone (1 mL, 17 mmol) was added dropwise and the solution allowed to warm
to room temperature and stirred for 12 hours. The solution was quenched by careful
addition of water before extraction with DCM (3 x 10 mL). The resultant NMR showed
a range of products and was not purified further.
Synthesis of Zincates
2,2,6,6-tetramethylpiperidine (0.19 mL, 1.1 mmol) was dissolved in THF (15 mL) and
cooled to −78 ◦C. n-BuLi (0.63 mL, 1.0 mmol) was added dropwise and the mixture
stirred at0 ◦C for 30 minutes. In a separate vessel, ZnCl2 (0.16 g, 1.2 mmol) was
dissolved in THF (15 mL) and t-BuLi (1.4 mL, 1.2 mmol) was added at −78 ◦C. The
di-t-butylzinc was added to the TMP/BuLi mixture at −78 ◦C and the mixture warmed
to room temperature and stirred for 30 minutes. The substrate (Kbpp: 0.26 g, 1.0
mmol or ethylpicolinate: 0.14 mL, 1 mmol) was dissolved in THF and added to the
TMPZntBu2Li solution and stirred at room temperature for 3 hours, after which acetone
(4.0 mmol) dissolved in THF was added and the resultant mixture stirred at room
temperature for 24 hours. The reaction was quenched by addition of H2O and the
aqueous phase extracted withCHCl3. The organic layers were combined and dried over
MgSO4 and the solvent removed in vacuo to yield a yellow solid. Many species identified
by 1H NMR spectroscopy, and product was not purified further.
Synthesis of Hauser Bases
Magnesium (2.5 g, 0.1 mol) was preactivated by addition of I2 with vigorous stirring and
sonication immediately prior to use. LiCl (0.51 g, 12 mmol) was dissolved in THF (10
mL) and added to the Mg/I2. iPrCl (1.1 mL, 12 mmol) in THF was added dropwise at
0 ◦C and the resultant solution stirred for 12 hours. TMP-H (2.12 mL, 12.5 mmol) was
dissoved in THF and added to the iPrMgCl ·LiCl at room temperature and the solution
stirred for 24 hours. The substrate (ethylpicolinate: 0.68 mL, 5 mmol or Kbpp: 0.8
g, 5 mmol) was dissolved in THF and cooled to 0 ◦C. The TMPMgCl.LiCl was added
dropwise at 0 ◦C and the solution stirred at 0 ◦C for 5 hours, after which acetone (0.15
mL, 2 mmol) in THF was added and the solution allowed to heat from 0 ◦C to room
temperature and stirred for a further 12 hours. The reaction was quenched by addition
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of sodium bisulphate (NaHSO4, excess), causing solids to precipitate which were filtered
off. The solvent was removed in vacuo yielded orange/yellow solids in both cases. 1H
NMR spectroscopy revealed the starting materials in both cases, suggesting no reaction
had occurred.






Ethyl picolinate (0.2 mL, 1.5 mmol) was dissolved in THF and the solution cooled to
−78 ◦C. Benzyl magnesium chloride (1.3 mL, 1.8 mmol) was added dropwise at −78 ◦C.
The solution was warmed slowly to room temperature and stirred for 12 hours. The
solution was quenched by addition of aqueous ammonium chloride solution, and the
aqueous phase extracted by diethyl ether (3 x 10 mL). The organic fractions were com-
bined and dried over MgSO4, before removal of the solvent in vacuo. (0.26 g, 1.32 mmol,
89%) 1H NMR (400 MHz, CDCl3, δ (ppm): 8.72 (1H, m), 8.05 (1H, m), 7.82 (1H, td,
J = 7.75, 1.69 Hz),7.47 (1H, ddd, J = 7.75, 4.72, 1.26 Hz), 7.30 - 7.27 (4H, m), 7.25 -
7.20 (1H, m), 4.46 (2H, s) 1{H}13C NMR (100 MHz, CDCl3), δ (ppm): 199.3, 153.4,







The picolinate derivative (0.33 g, 1.7 mmol) was dissolved in tetrahydrofuran (THF) (50
mL). Sodium hydride (60% dispersion in paraffin oil) (0.1 g, 2.5 mmol) was added and
the solution stirred for 30 minutes before adding ethylpicolinate (0.23 mL, 1.7 mmol).
THF was added as the mixture thickened (total 30 mL). The solution was stirred at
60 ◦C for 12 hours. The solvent was removed under vacuum, before carefully adding
water (10 mL) whilst stirring vigorously. Upon addition of acetic acid (5 – 10 mL) a
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viscous brown oil formed. Purification or isolation of the oil proved challenging, so the






Crude 2-phenyl-1,3-di(pyridin-2-yl)propane-1,3-dione (since isolation of the diketone
was challenging, full conversion was assumed. 1.7 mmol) was dissolved in EtOH (50
mL) and an excess of hydrazine hydrate (N2H4 ·H2O) (0.33 mL, 6.8 mmol) was added.
The reaction was heated at reflux for 12 hours, before cooling to room temperature.
After cooling the total volume was reduced. A small amount of brown oil formed, and
the solvent was removed by decantation. Et2O was added, stirred and removed by
decantation. Due to the small quantity produced, the oil was not purified further. 1H
NMR (400 MHz, CDCl3, δ (ppm): 8.56 (2H, d, J = 4.91 Hz), 8.01 (2H, dt, J = 8.15,
1.03 Hz), 7.66 (2H, td, J = 7.82, 1.82), 7.21 - 7.26 (2H, m), 7.21 - 7.17 (5H, m) 1{H}13C






Acetyl pyridine (0.5 mL, 5.0 mmol) was dissolved in dichloromethane and the solution
cooled to 0 ◦C. 2,6-di-tert-butyl-4-methylpyridine (1.12 g, 5.4 mmol) and trifluorometh-
ane sulfonic anydride (1 mL, 5.9 mmol) were added. The solution was allowed to warm
to room temperature and stirred for 12 hours. The solvent was removed yielding yellow
solids. Petroleum ether was added and the pyridinium triflate filtered off and further
washed with petrol. ether. The petrol. ether fractions were washed with cold hydro-
chloric acid (1M) and saturated brine solution, before drying over MgSO4 and removal
of the solvent in vacuo, yielding a pale yellow oil (0.98 g, 3.9 mmol, 78%) 1H NMR (500
MHz, CDCl3, δ (ppm): 8.60 - 8.58 (m, 1H), 7.78 (1H, td, J = 7.83, 1.76 Hz), 7.56 (1H,
td, J = 8.00, 0.92 Hz), 7.32 (1H, ddd, J = 7.73, 4.75, 1.03 Hz), 6.30 (1H, d, J = 3.36 Hz),
5.55 (1H, d, J = 3.40 Hz) 1{H}13C NMR (125 MHz, CDCl3), δ (ppm): 152.1, 149.8,





CF3 [189.14 g mol-1]
Ammonium persulfate ((NH4)2S2O8) (0.18 g, 0.8 mmmol) and silver nitrate (AgNO3)
(0.007 mg, 0.04 mmol) were added to a vessel, followed by addition of 1-(pyridine-
2-yl)vinyl trifluoromethanesulfonate (0.98 g, 3.9 mmol). A 1:1 mixture of H2O and
tBuOH (degassed) were added and the solution stirred vigorously at 30 ◦C for 12 hours.
The solution was diluted with Et2O and the aqueous layer washed with further Et2O (3
x 10 mL). The combined organic layers were dried over MgSO4 and the solvent removed
in vacuo yielding a brown / black solid (0.24 g, 1.3 mmol, 33 %).
1H NMR (500 MHz, CDCl3), δ (ppm): 8.66 (1H, m), 8.05 (1H, dt, J = 7.75, 1.06 Hz),
7.86 (1H, td, J = 7.72, 1.74 Hz), 7.52 (1H, ddd, J = 7.59, 4.73, 1.24 Hz), 4.12 (1H, q, J
= 10.40 Hz) 1{H}13C NMR (125 MHz, CDCl3), δ (ppm): 191.68 (q, J = 2.2 Hz), 160.0
(q, J = 1.58 Hz), 149.04, 137.10, 127.93, 124.36 (q, J = 276.63 Hz), 122.0, 40.67 (q, J








The 3,3,3-trifluoro-1-(pyrdine-2yl)propan-1-one (0.24 g, 1.3 mmol) was dissolved in tet-
rahydrofuran (THF) (15 mL). Sodium hydride (60% dispersion in paraffin oil) (0.1 g,
2.3 mmol) was added and the solution stirred for 30 minutes before adding ethylpico-
linate (0.23 mL, 1.7 mmol). THF was added as the mixture thickened (total 40 mL).
The solution was stirred at 60 ◦C for 12 hours. The solvent was removed under va-
cuum, before carefully adding water (10 mL) whilst stirring vigorously. Upon addition
of acetic acid (5 – 10 mL) dark brown viscous solids formed. Recrystallisation from
EtOH/Et2O yielded an oily solid. NMR data suggested there were unreacted starting
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5.1 Introduction to Published Work
As touched on in Chapter 1, a specific concern for electrocatalysts is their stability
under the extreme redox potentials required to drive catalysis.145 This can also be a
problem with chemically driven catalysts, and as cobalt oxide is a known catalyst for
oxygen reduction252,253,308 and water oxidation,258,309 it is important to consider the
possibility of catalyst deactivation. As discussed in 3.8.1, the speciation of the cobalt
complexes during catalysis has not been studied, but they appear to undergo deactiv-
ation under the conditions employed for ORR, 3.5. Therefore further investigation of
the deactivation pathways and products is required.
There are a number of commonly used methods of testing the homogeneity of molecular
catalysts, the most common of which is the mercury drop test.310 The test works through
the introduction of mercury to the reaction after precatalyst activation. If the reaction
is truly homogeneous, rates of reaction should be unaffected. However, if the active
catalyst is heterogeneous, the mercury binds to the active sites, significantly reducing
or entirely preventing activity.138 Unfortunately, the mercury drop test is not an effective
test for metal oxides.
Scattering methods have seen increased use as a method of determining the active
catalytic species. Dynamic light scattering (DLS) is commonly used, allowing the de-
termination of the presence of nanoparticles during catalysis.140,147,311 However, one of
the significant limitations of DLS is that as a diffusional technique, solutions must be
static, meaning it is not possible to collect data in-situ under reaction conditions.
As a consequence there has been an increased interest in the use of spectroscopy and
scattering methods to study catalytic systems in-situ using flow techniques.259,312,313
Despite an increase in the use of SAXS to study nanoparticle formation, there are
limited examples of the investigation molecular catalysts under reaction conditions.
In order to carry out a benchmark study it is necessary that the systems used are
well understood, and to identify a comparable catalyst precursor that is known to
form nanoparticles. Therefore, a series of iridium water oxidation catalysts previously
synthesised and investigated in the Hintermair group118,287 were studied using SAXS
at Diamond Light Source. The intention was to develop a protocol that could then
be applied to a wider range of systems, including the cobalt complexes discussed in
Chapters 2 and 3.
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5.2 Small Angle X-ray Scattering (SAXS)
Small Angle X-ray Scattering (SAXS) can give detailed information about the nano-
structural details of a sample.150 As a sample deflects the rays of an incident X-ray,
detailed information about the structure of the scatterer can be obtained. Although
commonly used for biological materials and colloids314, it is also used to extract valuable
information about nanoparticle nucleation, growth and size,259,312 along with polymers
and nanocomposites.315
Figure 5.1: Reproduced with permission from J. Phys. Condens. Matter, 2013, 25 383201
under a Creative Commons Attribution 3.0 licence (2013).150
As shown in Figure 5.1, the sample is irradiated with X-rays, which are scattered
and detected at small angles. Particles in the sample scatter the X-rays forming a
scattering pattern, which is detected and used to determine structural information
about the sample.315 There are a number of different types of scattering, including
Compton scattering, where the scattered radiation has a different wavelength than the
incident radiation (a change in energy) whereas Rayleigh or Thomson scattering do not
occur with a loss of energy. Thomson scattering is used in SAXS.




Where λ = wavelength of X-rays and θ = scattering angle.259 Since q is described
as 1/length, the scattering pattern is often referred to as the “structure in reciprocal
space”.315 The form factor describes the oscillations of the intensity of scattering vector,
and is used to extract information about the shape of the particle.
One of the advantages of using SAXS to extract information about a chemical system
is that it can be used under reaction conditions. There are a number of examples of the
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Real-time Small Angle X-ray Scattering (SAXS) has been used to invest-
igate the homogeneity of a series of half-sandwich iridium(III) complexes
during water oxidation catalysis in aqueous NaIO4 solution through a con-
tinuous flow cell. The results obtained for the unstable [Cp*Ir(OH2)3]2+
precursor forming amorphous IrOx NPs in-situ validate and complement
previous Dynamic Light Scattering (DLS) studies by providing enhanced
sensitivity for small particle sizes and increased temporal resolution under
more realistic reaction conditions. Correlating particle formation profiles
with O2 evolution traces allowed homogeneous catalysis to be clearly distin-
guished from heterogeneous catalysis. A series of seven pyridine-alkoxide
Cp*Ir complexes are shown to be fully homogeneous by SAXS, validating
previous studies and confirming their catalysis to be molecular in nature
throughout the reaction.
5.4.1 Introduction
Chemical energy conversion by means of water splitting is widely recognised as a
key strategy for mitigating the problem of intermittency of many renewable energy
sources.317–321 Efficient water oxidation catalysts (WOCs) are required for minimising
energy losses during electrolysis,173,318,322–324 and improving their stability under the
demanding operational conditions is a persistent challenge.257,322,325,326 The fate of mo-
lecular precursors is particularly difficult to elucidate,139,311,327 as even the seemingly
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simple question of whether the catalysis is homogeneous or heterogeneous in nature can
be hard to address with certainty.133,145,328–330 This is particularly true for precursors of
metals which may form conductive oxide clusters, nanoparticles or thin films that are
also active in water oxidation such as ruthenium and iridium.331–333 Efficient iridium
precursors have to strike a particularly fine balance between a sacrificial placeholder
ligand to be degraded during activation (e.g. Cp*)139–144 and a robust chelate ligand
that remains bound to the metal to modulate its activity and prevent degradation into












Figure 5.2: While precursor activation and global O2 evolution activity may easily be meas-
ured experimentally, ascertaining the origin of the catalysis and understanding the potential
interconversion of molecular and particulate catalyst species remain challenging.
Previous investigations into the speciation of half-sandwich Cp*Ir(III) precatalysts un-
der oxygen evolution conditions in aqueous solution (Figure 5.2) have been carried out
using dynamic light scattering (DLS) as a probe for in-situ nanoparticle formation.334
IrCl3, [Cp*IrCl2]2 and [(Cp*Ir)2(OH)3]+ ↔ [Cp*Ir(OH2)3]2+ (IrA, Figure 5.3) were all
found to form large, amorphous IrOx particles of several hundred nm in size after a lag
phase of 2 – 20 minutes, and their growth profile was strongly influenced by [Ir] concen-
tration, oxidant loading, solvent and pH. The initial formation of very small (primary)
NPs remained beyond the detection range and sensitivity of DLS, however. Other Cp*Ir
precursors bearing various chelate ligands (including Ir1, Figure 5.3) showed no signs
of IrOx formation during and after O2 evolution, suggesting these systems to be fully
homogeneous within the accuracy of the DLS analysis.334
Investigating ligand effects in the privileged family of pyridine-alkoxide ligands for Ir-
based WOCs, we recently reported a series of derivatives of Ir1 with high activity
for both water and C-H oxidation (Ir2-7, Figure 5.3).118,287 While we have previously
delineated precursor activation from catalysis, and observed pronounced ligand effects
on turnover across the different substitution patterns, the homogeneity of complexes



















































Figure 5.3: Iridium precatalysts investigated for homogeneity during O2 evolution from
aqueous NaIO4 by SAXS. Complex IrA has previously been shown to form nanoparticles by
DLS,334 while complex Ir1 is presumed to be homogeneous. The homogeneity of Ir2-7 are
unknown.
Non-crystalline diffraction based on Small Angle X-ray scattering (SAXS) has seen
extensive use in the characterisation of heterogeneous catalysts in low ordered environ-
ments.335–338 Due to X-rays being scattered by electron density differences, SAXS is
especially sensitive for aggregates of heavy elements (such as iridium) in light matrices
(e.g. aqueous solution) down to 0.1 nm length scales.150 Additionally, it is not restricted
to diffusional conditions as light scattering techniques are, meaning that more realistic
reaction conditions with active mixing may be investigated.339 SAXS has been used
to determine the speciation of metal-oxo clusters340 and the growth of metal nano-
particles in solution, both using static measurements312 and in flow.259,341 Polyoxo-
metalate (POMs) based catalysts, which are often plagued from similar homogeneity
ambiguities as molecular precursors,329,342 have been investigated for in-situ agglomer-
ation using SAXS.343 However, the use of X-ray scattering to monitor the homogeneity
of molecular catalysis has only recently seen development.313 Here we apply SAXS to
investigate the speciation of iridium precursor complexes IrA-7 under typical water ox-
idation reaction conditions from aqueous NaIO4 at room temperature. Independent O2
evolution experiments serve to correlate the formation of IrOx NPs with the reaction
progress to kinetically elucidate the potential involvement of any IrOx NPs in water
oxidation catalysis.
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5.4.2 Results and Discussion
Using a quartz capillary flow cell connected to a magnetically stirred batch reactor via a
peristaltic pump (Figure 5.4, Section 5.4.9), background SAXS data could be collected
on a steady flow of freshly prepared oxidant solution before a concentrated catalyst
solution was injected into the reactor via a remote-controlled syringe pump to start the
reaction. We chose to investigate literature conditions of 2.5 – 5 mM [Ir] with 250 –
500 mM [NaIO4] in neat water at room temperature to allow direct comparison with
previous reports, particularly Crabtree and Elimelech’s DLS investigation.334
Figure 5.4: The oxidant solution was flowed from a stirred vessel into the SAXS cell. The
reaction was initiated by injection of concentrated catalyst solution from the syringe pump
(SP) into the stirred vessel, and the resultant reaction mixture (RM) was flowed continuously
through the SAXS flow cell (FC) throughout the experiment.
The background-subtracted scattering profiles collected during O2 evolution catalysis
with complex IrA showed the reaction solution to be a genuinely homogeneous phase
with no scattering objects present over the first 22 minutes of the reaction (Figure 5.5).
Thereafter some minor scattering features appeared in the SAXS profiles, which slowly
grew in intensity over the following 6 – 8 minutes before noticeable X-ray scattering
was detected from 30 minutes after initiating the catalysis.
5.6a depicts the total scattering intensity (across all q values) from the data shown in
Figure 5.5 over time, in comparison with previously published DLS data collected under
identical conditions (5.6b).334 As it can be seen, the major NP formation event around
t = 30 min was detected by both techniques. However, while no meaningful results
could be derived from the correlation function of the DLS data prior to the onset of
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Figure 5.5: SAXS data for IrA (2.5 mM) at room temperature injected into 250 mM NaIO4
(100 equiv) in H2O at t = 0 (30 s intervals, data baseline subtracted).
large NP formation (blue shaded region in 5.6b), SAXS was able to detect significant
scattering intensity during the nucleation phase (blue shaded region in 5.6a; for details
see data fitting below, 5.4.3).
(a) (b)
Figure 5.6: (a). SAXS intensity over time for IrA (2.5 mM) injected into 250 mM NaIO4 at
t = 0 (room temperature). (b) Complementary DLS data for IrA under identical conditions
(from334). Nucleation stages highlighted in blue.
As nanoparticle growth kinetics are strongly affected by concentration344 we also in-
vestigated a reaction at double precursor and oxidant loading (Figure 5.7). In this case
the time it took for NPs to develop from IrA was almost halved (t = 14.5 min), and
overall scattering intensity increased by close to an order of magnitude due to a larger
number of NPs being formed. The Porod oscillations in q observed at early stages of
NP formation (t ≈ 16 min) are fingerprints of narrow initial size distributions that
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quickly grew out into polydispersity over time (as shown by smooth q curves from t >
18 mins, Figure 5.7).345
Figure 5.7: SAXS data for IrA (5 mM) at room temperature injected into 500 mM NaIO4
(100 equiv) in H2O at t = 0 (30 s intervals, data baseline subtracted).
5.4.3 Data Fitting
In order to derive particle size distributions, the SAXS data were fitted using a spherical
body model. Checking scattering profiles from different stages of the reaction showed
a good fit between the experimental data and the model (Figure 5.8). While there
was some slight deviation in the pre-nucleation stage (partly due to very low signal
intensities), during nanoparticle nucleation and growth, the spherical fit matched the
experimental data well with chi2 values of <2.
The size plot shown in 5.9a illustrates the monodisperse onset of small NP formation
from t = 20 – 28 mins at [IrA] = 2.5 mM. At [IrA] = 5 mM, where NP formation
occurred almost twice as rapidly, the lifetime of the small, monodisperse NPs formed
initially was lower, and larger, polydisperse aggregates formed more quickly from them
(5.9b).
A close-up of the first few minutes of NP formation clearly showed the emergence of
primary particles of <4 nm from a homogeneous solution, which then transformed into
larger agglomerates that initially were fairly monodisperse (5.10a). This narrow initial
size distribution was lost within 2 – 3 minutes after their formation, broadening out
to a distribution of larger particle sizes up to 200 nm. While the latter observation is
similar to previous DLS results (5.6b),334 the additional detection of small NPs prior
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Figure 5.8: SAXS data (points with error bars) versus spherical model fit (solid lines) during
pre-nucleation (3, 5, 11 minutes), nucleation (14.5, 15.5, 16.5 min) and post-nucleation (25,




Figure 5.9: Relative volume fractions of IrOx nanoparticles formed from IrA (a: 2.5 mM,
b: 5 mM) with 100 equiv. NaIO4 in H2O at room temperature over time.
to the appearance of larger agglomerates by SAXS is valuable information for their
mechanism of formation, and allows deeper insight into the origin of the catalysis.
The rapid increase in size of the small NPs fitted a mono-exponential growth function
(Figure 5.11) consistent with a classical La Mer mechanism344,346,347 consisting of an ini-
tial nucleation burst followed by growth within a constant particle volume (5.10b).348–350
Total scattering intensities derived from DLS decreased over time as sedimentation set
in, an effect which was not apparent in the actively mixed flow system investigated
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Figure 5.10: (a) IrOx NP formation from IrA (5 mM) with 100 equiv. NaIO4 in H2O at
room temperature. (b) Volume fraction of initial NPs with r < 4 nm (green) and their relative
volume fraction in solution (blue) over the course of the reaction.
by SAXS. Particle growth must be aggregative rather than proceeding via Ostwald
ripening, as indicated by the continued presence of small NPs throughout the duration
of the experiment (note two particle size distributions at t = 60 min in 5.9b).350 The
pronounced dependence of time, rate and amount of NP formation on [Ir] concentration
(see Figure 5.5 and Figure 5.7) is consistent with super-saturation of the solution being
the driver for the initial nucleation burst.348
5.4.4 Cp*Ir(pyalk) precursor complexes
Having established the utility of SAXS as a highly sensitive technique to detect small
IrOx NPs during O2 evolution catalysis with molecular precursors, the more active
pyalk-ligated Cp*Ir complexes Ir1-7 were investigated for homogeneity. The setup and
conditions were identical as for the IrA complex, with the reaction initiated by addition
of the precatalyst to the flowing NaIO4 solution (100 equiv). The baseline subtracted
data for Ir1 depicted in Figure 5.12a shows a distinct lack of any scattering objects
over the entire duration of the experiment. Similar to previous DLS results, no features
characteristic of NPs could be found in any of the 120 measurements collected over
1 hour, even with the much more sensitive SAXS measurement. The detection limit
under the conditions applied was estimated to be around 1.4 ppm of IrOx clusters of 4
nm in an aqueous solution containing 483 ppm of homogeneously dissolved [Ir]. Thus,
these results unambiguously confirm the previous conclusion of Ir1 forming a molecular
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Figure 5.11: Modelling of the growth and decay of 4 nm nanoparticles formed from IrA (5
mM injected into 500 mM NaIO4) with data collection every 30 s. A 1st order growth curve
(y = A1e(x/t1) + y0) and 2nd order decay curve (y = y0 + A1e(−(x−x0)/t1) + A2e(−(x−x0)/t2))
were fit to the data using the default fitting routines in the Origin2017 software package).
catalyst species that is stable towards IrOx formation.334,351
Moving to other substitution patterns not previously investigated for homogeneity,
complexes Ir2-7 also showed no scattering features under identical conditions. In-situ
SAXS showed a consistent lack of any signs for nanoparticle formation over the course
of the reaction in all cases (Figure 5.12b, Figure A.33), so we can confidently conclude
that the entire class of Ir1-7 are operationally homogeneous oxidation catalysts that
do not form IrOx NPs.118
5.4.5 Correlation with Catalytic O2 Evolution
It was previously reported that the amorphous IrOx NPs recovered at the end of
the reaction with labile WOC precursors were also active in O2 evolution catalysis
themselves.328,334,352 In order to further elucidate the role of any NPs in catalysis start-
ing from molecular precursors, we correlated the in-situ SAXS profiles with O2 evolution
traces. Figure 5.13a shows the activities of precatalysts Ir1-7 under SAXS conditions
as derived from headspace manometry, which mirror their relative initial rates measured
electrochemically in solution.118 Overlaying O2 evolution activity with X-ray scattering
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Figure 5.12: (a) SAXS data for Ir1 (2.5 mM) with 250 mM NaIO4 (30 s intervals, data
baseline subtracted). (b) Relative scatter volumes for Ir1 Ir7 (all 2.5 mM Ir, injected into 250
mM NaIO4 in H2O at room temperature) obtained from data fitting. Occasional scattering
events are due to bubble formation or undissolved catalyst precursor.
intensity for Ir1 as an example (5.13b) clearly shows that the solution remained homo-
geneous during and after the reaction, and that the catalyst must be a stable molecular
entity.












































































Figure 5.13: (a) Manometrically measured O2 evolution traces for Ir1-7 and (b) Total
volume of NPs detected for Ir1 against O2 evolution (all [Ir] = 2.5 mM, [NaIO4] = 250 mM,
neat H2O, room temperature).
By contrasting SAXS intensity with O2 evolution activity for the unstable complex
IrA (Figure 5.14), we could show that NP formation only set in after the reaction
had come to completion (t = 22 minutes). Thus, any catalytic activity observed must
have originated from molecular species even in case of the unstable aqua complex.
IrOx formation appeared to be a post-catalytic decomposition pathway, and any NPs
observed at the end of the reaction were thus not the active species.328,352
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Figure 5.14: O2 evolution for IrA (2.5 mM + 250 mM NaIO4 in H2O at room temperature)
plotted against total volume of NPs from in-situ SAXS (5.6a).
In order to compare the homogeneous and heterogeneous forms of IrA in catalysis,
additional portions of NaIO4 were added to the solution after completion of IrOx NP
formation after 1 hour (5.15a). As it can be seen from the profiles of O2 evolution and
the corresponding catalytic rates summarised in Table 5.1, the IrOx NPs formed after
the first cycle were 4 times more active than the initial homogeneous catalyst form of
IrA, despite their large size of >200 nm and correspondingly low surface fraction of Ir
atoms. The pyalk-ligated catalyst Ir1 on the other hand showed over 10 times higher
activity than IrA with higher TONs, consistent rates and no NP formation over at
least three cycles (5.15b), confirming the notion of a well-defined and stable molecular
catalyst entity.
Table 5.1: Observed turnover numbers (TON) and turnover frequencies (TOF) of O2 evol-
ution upon sequential additions of oxidant to IrA and Ir1 in H2O at room temperature (2.5
mM [Ir] + 100 equiv. NaIO4 each time).
Catalyst Oxidant Addition TONa TOFb/ min-1 NPs
IrA
1 24 1.2 ×
2 28 5.0 X
3 28 4.7 X
Ir1
1 38 17.4 ×
2 39 14.3 ×
3 38 17.7 ×
a n(O2) / n(Ir) bTON / time (initial slope 0.6 – 1.5 min)
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Figure 5.15: Repeat additions of NaIO4 (1.25 mmol) to IrA (a) and Ir1 (b) (both 2.5 mM
in H2O at room temperature).
5.4.6 Conclusion
Using a simple recirculating flow setup with remote-controlled sample addition, we
have shown the utility of real-time SAXS as a non-invasive tool for investigating nano-
particle formation during operationally homogeneous catalysis with molecular precurs-
ors in solution. With synchrotron X-ray sources and CCD detectors highly sensitive
measurements could be acquired at good temporal resolution of <1 min. SAXS profiles
contain a wealth of particle shape and dispersity information extractable by modelling,
and additional X-ray absorption and diffraction patterns may be collected to obtain
further insight into the composition and morphology of the NPs if required. In case
of the eight molecular WOC precursors IrA-7 investigated during catalytic O2 evolu-
tion from aqueous NaIO4, SAXS has been able to detect small IrOx clusters of <4 nm
formed from [Cp*Ir(OH2)3]SO4] that had escaped previous DLS analyses. Correlation
with O2 evolution profiles showed NP formation to be a post-catalytic decomposition
event, forming a heterogeneous catalyst that is more active than the initial molecular
species. On the other hand, a family of seven pyridine-alkoxide ligated Cp*Ir complexes
have been shown to be >99.7% homogeneous throughout the reaction by SAXS. These
solutions may be reactivated by repeat addition of fresh oxidant with identical rates,
firmly establishing the molecular origin of the catalysis and lending weight to previous
mechanistic deductions about their mode of operation. We hope that these findings will
help to assist the development of improved catalysts for water splitting and other ap-
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5.4.9 Experimental
All chemicals were purchased from major commercial suppliers and used as received.
Ultrapure DI water (18.2 mohm) was supplied from an Elga deionisation unit (Diamond
Light Source, Harwell). [(η5-pentamethylcyclopentadienyl)Ir(OH2)3]SO4 was prepared
following an adapted literature procedure,353 iridium complexes Ir1–7 were prepared
according to literature procedures,287 and all analytical data were in agreement with
reported values. Syntheses were performed under argon using standard Schlenk tech-
niques.
Analysis – Experimental set-up. In a typical experiment, the desired amount of
oxidant (535 mg, 2.5 mmol or 1070 mg, 5.0 mmol) was dissolved in 9 mL water in
air. The resulting clear solution was passed through a 0.2 µm PTFE syringe filter
into a 30 mL glass vial magnetically stirred at 400 RPM and flowed through a 1.35
mm I.D. quartz capillary at a rate of 26 mL min-1 via a peristaltic pump with silicone
tubing. 1 mL of aqueous catalyst solution (containing 0.025 mmol Ir) were added
via a remote-controlled syringe pump to start the reaction after having collected a
background measurement. SAXS data were continuously collected in 30s intervals for
1 hour at room temperature. In between each catalytic run the flow setup was flushed
with at least 50 mL DI water. The scattering pattern of the empty capillary checked
after runs 5, 10 and 14 showed no deposition of any nanoparticles.
Analysis – Small Angle X-ray Scattering (SAXS). Time-resolved SAXS meas-
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urements were carried out at the I22 beamline at the Diamond Light Source (Harwell,
UK) using a beam energy of 12.4 keV. The sample to detector distance was calibrated to
9.763 m using a silicon nitride diffraction grating with a period of 100 nm (Silson, UK).
Data were collected on a Pilatus3 2M photon counting hybrid pixel detector (Dectris
AG, Switzerland). The usable q-range for this experiment geometry was 0.0015 < q <
0.167 Å-1 , giving access to scattering from objects in the size range of 37 – 4180 Å.
Data were placed onto an absolute intensity scale by comparing scattering from a piece
of calibrated glassy carbon (NIST SRM3600), collected during the experiment, with the
reference dataset.354 Data were corrected and reduced using the DAWN package355,356
and standard pipelines developed at Diamond.357
Models for SAXS. The Scattering Length Density (SLD) contrasts were calculated
using the assumption of IrO2(OH)2 particles with a density of 11.66 g cm-3 to give a
SLD contrast of 6.96 e-5 / angstrom2 calculated for a 250 mM solution of NaIO4 as the
matrix (composition of 0.25 Na, 0.25 I, 55.52 O, and 111.05 H) with an overall density
of 1.053 g cm-3. A total of 120 SAXS patterns were measured per kinetic run and fitted
with a spherical model using the McSAS software.358 For most data points chi2 was
<2, except for around 10 patterns per kinetic run where the minimum chi2 had a lower
tolerance of up to 5 due to occasional bubble formation from the O2 evolution reaction.
Analysis – Gas evolution. Reactions were carried out using a MotM X103 mano-
metric gas evolution kit in a 20 mL round bottom glass flask. Experiments were carried
out at room temperature on a 5 mL reaction volume stirred at 400 RPM. Oxidant
(NaIO4, 267 mg, 1.25 mmol) was dissolved in deionized water (4 mL) and the vessel
sealed. Data collection was started before the reaction was initiated by the injection of
1 mL of aqueous catalyst solution (containing 0.0125 mmol Ir) through the septum cap
of the flask. During repeat addition experiments the vessel was depressurised before
addition of additional NaIO4 (267 mg, 1.25 mmol). Catalyst turnover numbers (TONs)
were calculated by the conversion of differential pressure readings (mbar) into moles of
O2 assuming ideal gas behaviour in the 15 mL headspace at T = 296 K, divided by the
number of moles of iridium in solution. Turnover frequencies (TOFs) were determined
from linear regression of the initial slope of the TON/time curves.
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5.5 Commentary and Conclusions
The use of SAXS to determine the speciation of the active catalysts during water
oxidation proved successful, definitively confirming the homogeneous nature of Ir1 –
7. The use of SAXS offered insight into the mechanism of NP growth for IrA, and in
conjunction with gas evolution studies confirmed that NP formation occurs after the
completion of catalytic turnover.
The modelling of the rates of formation and decrease of the small nanoparticles, Fig-
ure 5.11, gave slightly more insight into nanoparticle growth. The decrease followed a
bi-exponential decay model, suggesting the growth of larger nanoparticles follows two
mechanisms. The first, and more significant contribution is a fast component consist-
ing of the association of two small nanoparticles (or nuclei). The second is a slower
component consisting of the association of a small and a large nanoparticles.359 Sub-
sequent particle growth is aggregative, rather than proceeding via Ostwald ripening,
indicated by the continued presence of small nanoparticles throughout the duration of
the experiment. This is supported by the presence of two particle size distributions at
t = 60 min present in 5.9b.350
The evidence that IrA catalyst deactivation occurs after catalytic turnover offers fur-
ther insight into catalyst stability, and the lack of nanoparticle formation with Ir1 – 7
shows the significance of careful ligand tuning.
Having successfully proved the viability of SAXS to study catalytic systems under
reaction conditions, the technique can then be applied to a wider library of catalysts
and systems. The determination the speciation of some well-characterised iridium water
oxidation catalysts and the mechanisms of NP formation offered further insight into a
well understood system.
As discussed in Chapter 3, cobalt oxide, like iridium oxide, is an active catalyst for
both water oxidation and oxygen reduction. Given the evidence discussed in CHapter
3 for catalyst deactivation, the use of in-situ SAXS would help determine whether the




Conclusions and Future Work
A series of six cobalt complexes were synthesised and investigated for their reactivity
towards oxygen. The ability of the complexes to bind O2 was found to be a predictor
of their ORR activity, whilst electrochemical properties were found to be predictors of
the activity of the complexes towards oxygen atom transfer.
A series of six ligands, HL1 – HL6, were synthesised using modified literature proced-
ures. The synthesis of HL4 was improved by reducing the need for multiple synthetic
steps, and improving the overall atom economy of the synthesis. The ligands were
chosen to represent a range of steric and electronic variations, with substitutions in two
different positions. They were used to synthesise a series of bimetallic cobalt complexes,
based on a system described originally by Llobet and coworkers.113 Using two different
synthetic routes allowed the complex to be obtained as CoIII2 µ-peroxo complex, Co1O2
– Co6O2 , or as Co
II























Figure 6.1: The two classes of cobalt complexes obtained and the synthetic conditions
required. HL1 used as an example.
Analysis of the complexes using a range of techniques revealed the structural impact
of changing substituents on the Hbpp ligand backbone. The use of NMR spectroscopy,
in conjunction with X-ray crystallography, gave insight into the symmetry of the com-
plexes. The CoIII µ-OO complexes were found to be less symmetrical than their CoII
µ-Cl equivalents. Substituents on the pyrazole backbone were found to have a minor
effect on the distortion of the Hbpp ligand, and the complexes with electron-donating
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substituents (Co3O2 and Co4O2 , with Me and NH2 substituents, respectively) had
slightly longer O–O bond lengths than the other complexes, normally an indication of
a weaker O–O bond.
Electrochemical studies on Co1O2 – Co6O2 revealed that the complexes underwent
two irreversible reduction events when scanning to negative potentials. By stopping the
sweep before the onset of the second reduction event, reversibility was restored. The
first reduction was studied in more detail using Randles-Sevcik analysis to determine
the number of electrons in the redox event. It was shown that the redox event was a 1
electron reduction to the CoIII/II state, meaning electrochemical reduction of the cobalt
centres take places sequentially. The second, irreversible, reduction peak (Ered2) is likely
an EC mechanism, where the redox event is followed immediately by an irreversible
chemical process, which is ascribed to the breaking of the O–O bond. This was found
to negatively correlate to the O–O bond lengths determined previously. Counter to
expectations, the complexes that had the shortest O–O distance, i.e. the strongest O–
O bonds, had the least negative Ered2 values, meaning it required less energy to break the
bond. Co1O2 had the shortest O–O bond length, followed by Co5O2 , suggesting that
these O2-adducts are most likely to be capable of performing oxidation on a substrate.
The reactivity of the CoII µ-Cl complexes towards O2 was studied, revealing thatCo1O2
showed the fastest rates, followed by the two complexes with electron donating substitu-
ents; Co4O2 and Co3O2 . Both Co2O2 and Co6O2 showed very slow rates, suggesting
limited oxidation occurred under these conditions. These results were compared to
electrochemical studies of the oxidation of these complexes. There was a lack of cor-
relation observed between the rates of oxidation and the electrochemistry, possibly due
to the kinetic nature of the oxidation versus the thermodynamic nature of the Emid
values. However, the lack of correlation might also suggest that the dissociation of the
bridging chloro or binding of O2 is more significant to the rate of oxidation than the
electrochemical properties of the complexes.
The CoIII µ-OO complexes were studied for their reactivity towards the oxygen reduc-
tion reaction (ORR). Co1O2 showed the fastest rates, followed by Co4O2 . Analysis of
the ORR reactivity was attempted using Variable Time Normalised Analysis (VTNA).
The VTNA showed that there was clear catalyst deactivation for all six complexes and
revealed an order in catalyst of 1 for Co1O2 , which which is in agreement with previous
studies.113 However, as a consequence of the catalyst deactivation, it was not possible
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to use the VTNA to determine order in catalyst for the other complexes, due to poor
overlaps of the kinetic profiles.
Although studies on Co1O2 by others suggested that the binding of O2 was not rate
determining,113 it is plausible that changing the substituents on the pyrazole backbone
resulted in a change in the mechanism of reaction. It is therefore possible that the
binding of O2 and concurrent reoxidation of the cobalt centres to the CoIII2 state to
form the µ-OO species is rate determining for some of the other complexes, particularly
Co6O2 . The correlation between the rates of the ORR and the µ-Cl oxidation studies
supports the proposal that O2-binding becomes rate limiting for some of the complexes
in the ORR.
In order to study the sequence of reactivity, and help establish whether PCET is a
key step in the reactivity of the complexes, the interaction between the complexes with
trifluoracetic acid or octomethyl ferrocene was studied. All complexes were observed
to be stable in the presence of both TFA and Me8Fc, except Co6O2 , which showed
signs of reduction in the presence of Me8Fc. This confirms that the first step in the
ORR is likely PCET, although it does not clarify whether this is the rate determining
step. The unusual behaviour of Co6O2 is explained by an Emid value of -0.29 V vs
NHE, the least negative value of the six complexes, suggesting that Me8Fc is reducing
Co6O2 , albeit at a slower rate than during ORR. Interestingly, despite the potential
oxidation of Co6O2 by Me8Fc, the reactivity of Co6O2 was notably slow for the ORR.
This suggests that the presence of the strongly electron-withdrawing NO2 substituent
hindered the reactivity of the complex towards oxygen reduction.
The results of ORR show no correlation with the Ered values of the complexes, suggesting
that the rate of reactivity is not dependent on the electrochemical properties of the
complexes. This is further supported by the fact that the reduction of Co6O2 by
Me8Fc did not result in higher rates of activity in the ORR further highlights that
the reactivity of the complexes inthe ORR is not dependent on their electrochemical
behaviour.
Introduction of ortho-methyl groups on Co2O2 and Co2Cl had a pronounced effect on
the reactivity, effectively preventing any oxidation activity of the µ-Cl species towards
O2 or the µ-OO species towards oxygen reduction. The electrochemical properties of
these two complexes was also notably different to the other five complexes, with a
considerably higher oxidation potential of the Co2Cl species to the CoIII/II oxidation
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state, and also the first reduction of the Co2O2 complex. The electrochemical results
for Co2O2 suggested that there was both an electronic and steric effect of substitution
in the ortho-position, since the redox potentials were so shifted relative to the other
five complexes. These results, in conjunction with the fact that the µ-OO form proved
challenging to isolate, suggests that introduction of substituents in the ortho-position
hinders the activity of the complex towards O2, likely as a result of steric hinderance.
The trends observed for the six complexes towards the ORR do not suggest that the
binding of O2 is accelerated by a higher electron density on the metal centres. Fitting
the kinetic profile of Co2O2 and Co6O2 revealed biexponential behaviour, suggesting
multiple reaction mechanisms at play. It is possible that the second, slow, mechanism
is also present in the other four complexes, but the effect is not observable due to the
higher activity of the fast mechanism. Since Co1O2 displays the fastest rates for ORR
and binding of O2, these results suggest that future attempts to optimise complexes of
this type should not target the pyrazole backbone or the ortho position.
Initial studies were carried out into the activity of Co1O2 – Co6O2 for oxygen atom
transfer reactivity. Studies have shown that metal peroxo complexes can demonstrate
amphoteric reactivity, so a series of substrates were chosen to investigate a range of
possible reactivities. Using Co1O2 as a test complex, six substrates were tested, al-
though reactivity was only observed with the substrates where the peroxo species acts
as a nucleophile. Co1O2 showed minor activity towards 1,4-cyclohexadiene, but the
most promising reactivity was with benzaldehyde. Although full characterisation of
the products were not possible, the use of NMR spectroscopy (including wide spectral
width 1H NMR spectroscopy) and mass spectrometry suggests that the reaction yields
two main products: a diamagnetic CoIII2 complex with a bridging benzoate adduct,
and an unidentified paramagnetic species. Assignment of both species proved challen-
ging, although through the use of multiple 2D techniques, tentative assignment of the
diamagnetic adduct was carried out. Due to the similarity in position of some of the
peaks corresponding to the terpyridine ligands on theCo1Cl complex, the paramagnetic
product is assigned as a CoII2 species, rather than a mixed CoIII/II species.
A screening of the reactivity of other five complexes towards benzaldehyde showed that
only Co5O2 displayed any reactivity. This was a somewhat surprising finding, since
metal-oxygen complexes are well documented as reacting in a nucleophilic manner to-
wards benzaldehyde, and the mild electron-withdrawing effect of the bromo-substituent
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of Co5O2 would render it less electron-rich than both Co3O2 and Co4O2 . However,
the reduction potential of the more electron-rich Co3O2 and Co4O2 is 0.1 V more neg-
ative than Co1O2 and Co5O2 . The lower Ered2 values of Co1O2 and Co5O2 is used
to explain the reactivity of these complexes. This reduction potential is a measure of
the activation of the O–O bond, and lower reduction potentials suggest the bond is
more likely to oxidise substrates. The reaction of benzaldehyde with Co5O2 was con-
siderably slower than the rate observed with Co1O2 , and it was not possible to assign
any products from the reaction. This slower in reactivity might be explained by the
difference in reduction potentials, Co1O2 = -0.80 V vs NHE, whilst Co5O2 = -0.84 V
vs NHE.
The results of the oxidation studies on the µ-Cl complexes, and the ORR and OAT on
the µ-OO complexes suggest that functionalisation on the Hbpp ligand on the pyrazole
backbone or the ortho-positions has no discernible advantage to the reactivity of the
complexes, and in all cases reduced the activity. Substitution in the ortho-position had
the most pronounced effect, effectively stopping all reactivity of the complex towards
O2. The addition of a nitro group on the pyrazole backbone also significantly reduced
the reactivity of the complex. The other pyrazole substituents tested, methyl, amine
and bromo, also had a negative impact on the rate of reaction of the complex compared
to the unsubstituted Co1O2 . Identification of some of the rate determining features in
the reactivity of the complex towards the ORR or OAT, as discussed in Section 3.8,
can help inform further synthesis or studies into these complexes.
The finding that electrochemical properties did not predict the reactivity of the com-
plexes towards the ORR or O2-binding ability is important when thinking about further
synthesis of ORR catalysts. However, the activity of OAT was found to be directly re-
lated to the ‘reducibility’ of the the peroxo complex. Since the optimisation of the
catalyst required for the ORR is different to that required for OAT, this suggests that
efforts should be focused on each activity independently, rather than optimising for
both in the same set of complexes.
It is also worth noting that there is a tension between the stability of µ-OO complexes
and their oxidative reactvity. Complexes that react readily with O2 to form stable
peroxo species are unlikely to be highly reactive towards organic substrates. Design of
a complex that can bind and activate oxygen, but not form a metal-oxygen species that
is too stable to react further is necessary to design effective aerobic oxidation catalysts.
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****** reference design criteria here *******
A number of attempts were made to synthesis a bimetallic copper complex for aerobic
oxidations. Unfortunately, despite employing a number of copper precursors and other
ligands, a copper-bpp dimer ([Cu2(bpp)2]2+) preferentially formed each time, blocking
any potential active sites for catalysis. The use of the more sterically congested HL2
ligand was used, in the hope that this would block the formation of the dimer. However,
this resulted in the formation of a tetramer, rather than the desired product. Using
a copper acetate precursor a copper cluster was formed. An analogous cluster was
also formed when using a ZnCl2 precursor. The recent reports of catalytic activity
by pentanuclear clusters based on the Hbpp ligand, particularly of water oxidation by
an iron cluster, suggests investigations of these complexes for O2-activation might be
fruitful.
Further ligand synthesis focussed on two main outputs: diversifying the backbone sub-
stituents and the addition of another binding site on the Hbpp ligand. A number of
bases were used to try to activate the ortho C–H of the pyridine to allow the addition
of another binding side, namely an alkoxide group, making the binding pocket an NNO
chelate. Unfortunately, all bases tried resulted in an intractable mixture of products.
This was possibly due to the reactivity of the pyrazole ring, so further work in this
area might investigate the use of protecting groups or methods of introducing the func-
tionality at an earlier stage in the synthesis. Addition of further substituents on the
pyrazole backbone also proved to be unsuccessful, despite successful synthesis of the
relevant precursors.
Small Angle X-ray Scattering (SAXS) was shown to be an effective method of studying
the homogeneity of a catalyst under reaction conditions. The use of well characterised
iridium water oxidation catalysts, with a benchmark system that is known to form
nanoparticles under reaction conditions, allowed the sensitivity of the technique to be
investigated. Subsequent gas evolution studies allowed the correlation between nano-
particle formation and catalyst turnover to be investigated, revealing that nanoparticle
formation occurs after catalyst turnover. Having established the capabilities of the
technique, SAXS could be used to study Co1O2 – Co6O2 under ORR conditions to
determine whether the catalyst deactivation that is observed is due to nanoparticle
formation.
Co1O2 has been previously studied for water oxidation,
166 but the impact of changing
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substituents on the bridging ligand backbone have not been studied. A first step would
be carrying out aqueous electrochemical analysis of all six µ-OO complexes, which would
give an indication of any water oxidation activity. The impact of ligand substitution
had a negative impact on the rates of ORR, compared to Co1O2 . It would therefore be
interesting to study whether the same trends are observed in water oxidation catalysis.
6.1 Future Work
6.1.1 Raman Spectroscopy
Due to the symmetrical nature of the O-O stretch, it is infrared (IR) silent. There-
fore, Raman spectroscopy is commonly used to characterise complexes with an O-O
bond.53,126,223 Additionally, the use of resonance Raman (RR) allows the investigation
of specific bonds, or species in low concentration. There are a number of examples
that use resonance raman as a means of identifying the specific binding mode of the
bound O2.58 Although the O–O bond length can give a rough idea of the strength of the
bond, Raman spectroscopy would give a more accurate representation of the strength
of the bond. This might help with predicting future reactivity, or with tuning ligand
functionalisation to help promote high activity by the complex.
Some preliminary data was collected on a solid sample of Co1O2 using an excita-
tion wavelength of 532 nm to test the viability of the technique for these complexes,
Figure 6.2. Using previously assigned cobalt complexes, the peaks were assigned as
the Co-O stretch at around 530 cm−1 and the stretch at around 900 cm−1 is the O-O
bond.360,361
6.1.2 EPR Spectroscopy
Electron paramagnetic resonance (EPR) spectroscopy is also an invaluable tool in the
sturctural characterisation of paramagnetic complexes.362–364 The information obtained
from EPR spectroscopy can give insight into the location of the unpaired electron, its in-
teraction with various nuclei, and the distribution of electron density in the complex.364
Additionally, unlike NMR spectroscopy, EPR spectroscopy operates on much shorter
timescales, in the range of 0.1 ns, meaning it is possible to study short-lived interme-
diates. This means that EPR offers the possibility of monitoring the reactions of the
complexes in-situ, as it would allow the detection of paramagnetic intermediates in the
reaction cycle.
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Figure 6.2: Raman data for Co1O2 with the key stretches labelled. Data collected on a
Renishaw InVia Confocal Raman Microscope
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Appendix A
A.1 Appendix to Chapter 2
A.1.1 An Introduction to Paramagnetic NMR Spectroscopy
This section is not intended to be a comprehensive introduction to paramagnetic NMR
spectroscopy, rather to introduce a number of key concepts that are necessary to explain
some of the phenomena observed. An interested reader is referred to both Claridge -
“High-Resolution NMR Techniques in Organic Chemistry”196 and Keeler - “Understand-
ing NMR Spectroscopy”365 for an explanation of some of the key terms and concepts in
NMR more broadly. For comprehensive introductions to the theory, use and application
of paramagnetic NMR, the reader is referred to Köhler - “Paramagnetic Complexes in
Solution; The NMR Approach”193 and Pell - “Paramagnetic NMR in Solution and the
Solid State”194. For more information on the use of 2D experiments with paramagnetic
complexes, including details of appropriate pulse sequences, the reader is referred to
the 1996 reviews by Bertini et al.366,367
The presence of one or more unpaired electrons can result in a number of stark changes
to the collected NMR spectra, including significant line broadening of the peaks in
the spectrum, resulting in a lack of splitting. They can also lead to incredibly wide
spectral widths, with some peaks shifted by over 100 ppm. The impact of the unpaired
electron(s) and the processes leading to these differences are briefly described below.
Perhaps the most notable property of paramagnetic species in NMR spectroscopy is the
paramagnetic relaxation enhancement (PRE), which refers to the very short relaxation
times associated with paramagnetic complexes. In NMR spectroscopy there are two key
relaxation processes, which are described by the T1 and T2 values, which are relaxation
time constants. The T1 value, sometimes referred to as “spin-lattice” or “longitudinal”
relaxation, describes a time constant for the relaxation of the spin back to the equilib-
rium state, after the initial magnetic pulse. T1 values for diamagnetic protons usually
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fall between 0.5 – 5 s, whilst those of paramagnetic complexes fall well under 1 s.196
Low-spin cobalt (II) complexes are recorded as having T1 and T2 values in the range of
10−9 − 10−10 s.194 Due to the short timescales, these values are recorded using EPR in
conjunction with NMR spectroscopy.368 For comparison, some carbon nuclei can have
T1 values of over 10 s.
There are four key mechanisms of relaxation of the nuclear spins; dipole-dipole relax-
ation, chemical shift anisotropy relaxation, spin-rotation relaxation and quadrupolar
relaxation. A detailed description of these mechanisms can be found in Claridge.196 Of
these, the dipole-dipole relaxation mechanism is important in the context of paramag-
netic NMR spectroscopy. This is due to the large magnetic moment of an unpaired
electron when compared to a proton, making this relaxation mechanism very efficient
in paramagnetic complexes. This phenomenon can be exploited when collecting data
on a paramagnetic sample by reducing the delay time between scans, reducing the time
taken to collect a full data set. It is worth noting that these rapid relaxation rates
do not have an impact on the accuracy of the integrals. Indeed, unlike in diamagnetic
species, where very long relaxation times are required to ensure quantitative integrals,
the short relaxation times means that accurate paramagnetic integrals can be collected
with shorter delay times.
The T2 value, also called “spin-spin” or “transverse” relaxation is also affected by the
paramagnetic relaxation enhancement. T2 describes the effect caused by spins in a
sample precessing at slightly different rates due to inhomogeneity of the magnetic field
experienced by the sample. The shorter the T2 value, the larger differences in the
frequencies of the precessing spins, which results in broadening of the peaks in the
spectrum.
For most nuclei with spin 12 , T1 ≈ T2. However, in a highly inhomogeneous magnetic
field, for example, due to the presence of an unpaired electron, T2 can become short. As
the peak widths are inversely proportional to the T2 value, in species with very short
T2 values the peaks can be much broader than in a correspondingly similar diamagnetic
complex.
In order to explain the broad range of chemical shifts in paramagnetic complexes, it is
first necessary to explain how chemical shifts arise in diamagnetic NMR. After a pulse
is applied, there is a net alignment with the magnetic field, where the spins become
“bunched” along the axis of excitation. Spins in different environments will align along
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the axis upon application of the pulse, however, they will then precess at different
frequencies, resulting in different chemical shifts.196,369
The isotropic shift describes the difference between an observed paramagnetic peak and
the peak from an analogous diamagnetic species, and is the reason behind the large
spectral widths observed with paramagnetic complexes. There are two key mechanisms
that underly the isotropic shift, contact and pseudo-contact shifts. Both describe the
interaction of the unpaired electron with the nucleus, the contact shift arises due to
the through-bond transfer of the spin polarisation from the unpaired electron onto the
nucleus, whilst the pseudo contact shift describes the through-space coupling between
the unpaired electron(s) and the nucleus.194
One would expect the NMR signals to be split as a result of the nuclear spins coup-
ling with the unpaired electron. However, due to the timescales of the technique this
splitting is not observable using NMR spectroscopy. Instead, a weighted average (de-
termined by the population of the nuclear spin states) is observed. However, the coup-
ling effect results in considerably different rates of precession upon application of the
magnetic pulse - resulting in the varied shifts observed in paramagnetic spectra. This
phenomenon also explains why there is no splitting observed in paramagnetic NMR
spectra, the peaks observed are already an average, so any fine detail such as splitting
patterns will be lost. This splitting can be observed using EPR spectroscopy.
Pseudo contact shifts are an effect caused by the magnetic field emanating from the
unpaired electron. However, the effect is strongly distance dependent, scaling with 1
r3
,
where r is distance from the unpaired electron. It results in smaller isotopic shifts, often
within the 20 ppm range of diamagnetic complexes, and mostly affects those nuclei in
closest proximity to the unpaired electron.
Finally, there are a number of complications associated with acquiring data over a large
spectral width. Many commonly used NMR probes can struggle with the excitation of
the wide spectral width needed to collect paramagnetic data.194 The radio frequency
pulse used in NMR spectroscopy has a Gaussian excitation profile and results in an
excitation bandwidth that is inversely proportional to the length of the pulse, so a
short pulse is able to excite a wide frequency window and vice versa, Figure A.1.370
The Gaussian excitation profile means that peaks at the edge of the spectrum will
not receive as much power as those in the middle. This is not usually a problem over
the spectral window of 1H NMR spectroscopy as the use of a narrow excitation pulse
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(Figure A.1, centre) has only minimal “droop” at the edges of the spectrum.370 For
a standard 90◦ pulse with a duration of 10 µs, the width of the excitation profile is
1/10 µs = 100,000 / 1 s = 100 kHz. For a spectral width of 12 ppm on a 300 mHz
spectrometer, the results in a 12 x 300 = 3600 Hz, meaning the excitation bandwidth
is almost 30 times wider than the spectral window (1000,000 / 3600).370 However, for
nuclei with wide frequency distributions, such as 13C or paramagnetic 1H, this can lead
to inaccurate integrals at the edges of the spectrum or distortions in the phasing.196,370
Figure A.1: Example of different rectangular pulses (different pulse widths and power),
showing the impact on the excitation profile. Reproduced permission from NMR Spectroscopy
Explained, 2007, 289-352. Copyright (2007) John Wiley & Sons, Inc.370
This effect, coupled with the short relaxation times, can result in a loss of resolution and
low sensitivity. This is further complicated by the Nyquist condition, which states that
to characterise a frequency of F Hz, the data must be sampled at a frequency of at least
2F Hz. The ramifications of this can be understood through the spectral acquisition
time (AQ), which dictates the resolution of the spectrum. The AQ is determined by
Equation A.1,196 where DW = dwell time, and refers to the interval between samples
points, TD = number of data points, SW = spectral width (Hz), which determines the
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highest accurately represented frequency.
AQ = DW · TD = TD2 SW (A.1)
As the resolution is determined by acquisition time, in order to collect a high resolution
wide spectral width spectrum, the number of data points also has to increase signific-
antly, leading to very large datasets. This can lead to problems because not only are
very large datasets unwieldy to analyse, in some cases, the acquisition time is limited
by available computer hardware which cannot handle datasets over a certain size. The
result can be truncation of the FID, which means the FID is cut off before the signal
has fully decayed to zero, due to the short acquisition time necessary to collect such
a wide spectral width.365 This can result in artefacts in the spectrum, such as ‘sinc
wiggles’, broad distortions, and poor resolution.
A.1.2 Paramagnetic NMR Assignments
Figure A.2: 1H NMR of Co2Cl showing the inversion of peaks when the spectrum is run
with a solvent suppression programme.
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Figure A.3: Co1Cl 1H NMR in MeCN, non-solvent suppressed. Tentative assignment.
Peaks between 5 and 10 ppm are diamagnetic peaks, formed through air contamination during
the handling of the sample. Non-labelled peaks are unreacted Co(trpy)Cl2 which proved
challenging to remove.
Figure A.4: Co3Cl 1H NMR in MeCN, non-solvent suppressed. Tentative assignment.
Peaks between 5 and 10 ppm are diamagnetic peaks, formed through air contamination during
the handling of the sample. Non-labelled peaks are unreacted Co(trpy)Cl2 which proved
challenging to remove.
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Figure A.5: Co4Cl 1H NMR in MeCN, non-solvent suppressed. Tentative assignment.
Peaks between 5 and 10 ppm are diamagnetic peaks, formed through air contamination dur-
ing handling of the sample. Non-labelled peaks are unreacted Co(trpy)Cl2 which proved
challenging to remove.
Figure A.6: Co5Cl 1H NMR in MeCN, non-solvent suppressed. Tentative assignment.
Peaks between 5 and 10 ppm are diamagnetic peaks, formed through air contamination dur-
ing handling of the sample. Non-labelled peaks are unreacted Co(trpy)Cl2 which proved
challenging to remove.
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Figure A.7: Co6Cl 1H NMR in MeCN, non-solvent suppressed. Tentative assignment.
Non-labelled peaks are unreacted Co(trpy)Cl2 which proved challenging to remove.
Figure A.8: Co1Cl –Co6Cl wide spectral width 1H NMR in MeCN, non-solvent suppressed.
The peak a can be clearly seen for all six complexes between 170 and 180 ppm. The distortion
of the baseline due to sinc wiggles can be clearly seen.
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A.2 Appendix to Chapter 3















m = 4.4 × 10 -3
R2 = 0.99 m = 3.7 × 10 -3
R2 = 0.99
m = 1.1 × 10 -3
R2 = 0.96
m = 5.2 × 10 -4
R2 = 0.85 m = 1.2 × 10 -4
R2 = 0.01
m = 1.1 × 10 -4
R2 = 0.35
Figure A.9: Linear fits overlaid on Figure 3.9 to determine the initial rates shown with value
for k and the R2 value shown for the oxidation of µ-Cl complexes to their µ-OO variants.
A.2.2 Electrochemistry Details
Peak Current Ratio at Different Scan Rates for Co1o2 – Co6o2
Table A.1: The ratio between the maximum oxidation and reduction currents (iox / ired) at
different scan rates for Co1O2 – Co6O2 , from the CVs reported in Figure 3.12.
Complex 50 mVs-1 100 mVs-1 250 mVs-1 500 mVs-1 1000 mVs-1
Co1O2 0.57 0.56 0.53 0.57 0.66
Co2O2 0.83 0.96 0.91 0.95 1.2
Co3O2 1.00 0.92 0.79 0.79 0.70
Co4O2 0.58 0.87 0.86 0.55 0.52
Co5O2 0.66 0.64 0.67 0.72 0.69
Co6O2 0.69 0.61 0.66 0.65 0.65
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Table A.2: ∆E values at different scan rates, for the reversible peak shown in Figure 3.12.
Complex 50 mVs-1 100 mVs-1 250 mVs-1 500 mVs-1 1000 mVs-1
Co1O2 0.11 0.13 0.15 0.15 0.20
Co2O2 0.08 0.08 0.13 0.15 0.20
Co3O2 0.08 0.08 0.10 0.15 0.10
Co4O2 0.08 0.095 0.013 0.17 0.24
Co5O2 0.09 0.10 0.13 0.10 0.10
Co6O2 0.13 0.10 0.13 0.15 0.20















Potential vs. NHE [V]
(a) Aerated blank electrolyte (b) Addition of TFA to blank electrolyte
Figure A.10: (a) Cyclic voltammetry of blank electrolyte (TBAF = 0.1 M) (degassed) and
an aerated solution, clearly showing the reversible reduction of O2 by the electrode at around
-1 V vs NHE, (b) with the addition of trifluoracetic acid (2 mM and 4mM). Conditions for
all: WE: GC, CE: Pt wire, RE: Ag/AgNO3, SR: 100 mV/s
∆E values at Different Scan Rates for Co1o2 – Co6o2
Randles-Sevcik analysis
In order to calculate the number of electrons, the Randles-Sevcik equation is rearranged
as follows:
n−3/2 = 0.446F−3/2AC0(νDo)1/2(RT )−1/2i−1p (A.2)
Where n = number of transferred electrons, F = Faraday constant, A = surface area of
electrode, ν = scan rate, Do = diffusion coefficient, C0 = concentration of bulk analyte,
R = 8.315 JK−1mol−1, T = temperature (K).
274
















Potential vs. NHE [V]
Figure A.11: Cyclic voltammetry of blank electrolyte (TBAF = 0.1 M) (degassed) and an
aerated solution, clearly showing the irreversible reduction of O2 by the electrode at around
-1.5 V vs NHE. The trace with the addition of trifluoracetic acid (2 mM) is shown at a
narrower scan window. Conditions for all: WE: BDD, CE: Pt wire, RE: Ag/AgNO3, SR:
100 mV/s
Calculation of the Diffusion Coefficient
The diffusion coefficient is calculated using Equation A.3 as reported by Wilke and
Chang;242




where: D = diffusion coefficient (see Table A.4), x = association parameter (1.5)i, M
= molecular weight of solvent (41 gmol−1), T = temperature (293 K), η = viscosity
of solution (centipoise) (0.34 mPa s) V = molal volume of the solute at normal boiling
point, (cc/g) (Co1O2 = 844.4, Co2O2 = 885.8, Co3O2 = 866.6, Co4O2 = 858.6, Co5O2
= 867.7, Co6O2 = 874.7. Wilke and Chang give a series of atomic and molecular
volumes, in conjunction with a series of rules with which to calculate the molal volume
iWilke and Chang define x as a value "introduced to define the effective molecular weight of the
solvent with respect to the diffusion process." Water is given an x value of 2.6, nonassociated solvents
are given a value of 1, with MeOH and EtOH given values of 1.9 and 1.5 respectively. Unfortunately,
MeCN is not given a value, and there is no clear method for calculating one. A comparison is drawn
with “Jacobsen association numbers”, which, although includes a larger range of solvents, does also not
report a value for MeCN.371 Calculating the diffusion coefficient and subsequent number of electrons
for the process shows that the change is within 0.1 and does not significantly change the outcome of
the calculation, Table A.3. Therefore a value of 1.5 is chosen and used throughout.
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of the solute.)ii
Table A.3: The diffusion coefficient and number of electrons caluclated using different values
for the association parameter for Co1O2 at 100 mVs
-1.
Association Parameter x Diffusion Coefficient / cm2s−1 Number of electrons (Ox. peak)
1 7.16× 10−6 0.82
1.5 8.77× 10−6 0.77
2 1.01× 10−5 0.735
2.6 1.16× 10−5 0.70
Table A.4: Diffusion coefficients for Co1O2 - Co6O2 , calculated using Equation A.3













iiThe atomic/molecular volumes and rules used to calculate the molal volumes of Co1O2 - Co6O2
are as follows: C = 14.8, H = 3.7, N (double-bonded) = 15.6, N (primary amine) = 10.5, N (nitro) =
12.0, Br = 27.0, O = 7.4, O (nitro) = 11.0, pyridine = -15, pyrazole = 11.5. There is not a method
for the calculation of metals, but using the reported values for Cl (24.6), Br (27.0) and I (37.0) it is
clear the value increases down a series, therefore Co is estimated to have the same value as Br. There
is some ambiguity for some atoms, particularly for the nitro and µ-OO. However, It is worth noting
that due to the form of Equation A.3, changes in the molal volume are raised to the power of 0.6, so
have a minimal influence on the value for the diffusion coefficient. Therefore, the value is taken as a
rough estimation for the calculation.
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 t = 0
 t = 1 min
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 t = 1 week
(e) Co6
Figure A.12: Overlaid spectra of Co2Cl - Co6Cl after the addition of NaPF6 and exposure
to air showing the increase of the peak around 550 nm corresponding to the formation of
Co2O2-Co6O2 . [Co] = 25 µM, [NaPF6] = 25 µM, solvent = MeCN, temperature = r.t.
(NOTE: the spectra for Co1Cl can be found in Chapter 3, Figure 3.8.)
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Equation y = a + b*x
Plot Co1 Co2 Co3 Co4 Co5 Co6
Weight No Weighting
Intercept 0.0014 ± 0.00504 0.01463 ± 0.00451 0.05548 ± 0.0116 0.02056 ± 0.00603 0.00431 ± 0.00259 0.00597 ± 0.00497
Slope 0.18922 ± 0.00195 0.02652 ± 0.00119 0.08923 ± 0.00306 0.13783 ± 0.00173 0.10307 ± 7.74273E-4 0.04867 ± 0.00131
Residual Sum of Squares 0.00198 0.00336 0.02222 0.0051 8.61354E-4 0.00408
Pearson's r 0.99916 0.97669 0.98618 0.99828 0.99941 0.99141
R-Square(COD) 0.99831 0.95393 0.97255 0.99656 0.99882 0.98289
Adj. R-Square 0.99821 0.95201 0.97141 0.9964 0.99876 0.98218
Figure A.13: Calculation of initial rates using a reproduction of Figure 3.29 and the linear
fit tool in the Origin2017 software package. Parameters are shown in table.















Equation y = a + b*x
Plot Co1 - 0.025 Co1 - 0.05 Co1 - 0.0125
Weight No Weighting
Intercept -8.51883E-6 ± 2.63353E-6 1.69552E-5 ± 1.23454E-5 -1.02097E-4 ± 3.96373E-6
Slope 1.97081E-4 ± 1.89723E-6 4.43805E-4 ± 1.93835E-5 1.2903E-4 ± 1.45349E-6
Residual Sum of Squares 1.60611E-10 7.62049E-10 1.41401E-10
Pearson's r 0.99963 0.99715 0.99943
R-Square(COD) 0.99926 0.99431 0.99886
Adj. R-Square 0.99917 0.99241 0.99873
Figure A.14: Fitting of initial rates on various concentrations of Co1O2 using the linear fit
tool in the Origin2017 software package. NOTE: The lowest concentration shows a dip at the
beginning due to resistance in the system, so the linear fit is started from 1s.
Initial Rates Analysis and Log/Log plots
Initial rates for each catalyst were determined by plotting linear fits to the initial
gradient, example shown in Figure A.14. Plots of initial rate against concentration of
catalyst raised to the power of 1 or 0.5 according to order in catalyst were plotted, the
goodness of fit (R2) is included. Log/log plots are included to, Figure A.15.372
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(a) Co1O2 initial rates plot




















(b) Co1O2 log/log plot
























(c) Co3O2 initial rates plot







Gradient = 0.56 












(d) Co3O2 log/log plot























(e) Co4O2 initial rates plot




















(f) Co4O2 log/log plot
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(g) Co5O2 initial rates plot




















(h) Co5O2 log/log plot






















R2 = 0.98 
(i) Co6O2 initial rates plot




















(j) Co6O2 log/log plot
Figure A.15: Initial rates analysis and log/log plots for Co1O2 and Co3O2 – Co6O2
(excluding Co2O2 where conversion was so low it was not deemed useful information could
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(a) Co1O2
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(d) Co4O2
















 t = 0
 t = 15 min
(e) Co5O2
Figure A.16: Overlaid spectra of Co1O2 - Co5O2 after the addition of Me8Fc. [Co] =
25 µM, [Me8Fc] = 2 mM
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TFA Studies
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(a) Co1O2
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(e) Co5O2
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(f) Co6O2
Figure A.17: Overlaid spectra of Co1O2 - Co6O2 after the addition of TFA. [Co] = 25 µM,
[TFA] = 50 mM
ORR Comparison
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ORR initial rates [10 -3  s-1]
Figure A.18: Comparison of ORR initial rates with the Emid values for Co1O2 – Co6O2 ,
showing a lack of correlation between them.






















ORR initial rates [10-3  s-1] 
Figure A.19: Comparison of ORR initial rates with O–O bond length in Co1O2 and Co3O2
– Co6O2 . NOTE: Co2O2 is not included as the O–O bond length is unknown due to the lack
of X-ray crystal structure for this complex.
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A.2.6 Oxygen Atom Transfer
Supporting Spectra for Co1O2
Figure A.20: Proposed product of the reaction of Co1O2 with benzaldehyde, with labels
used for NMR assignments.
Figure A.21: 1H NMR spectra used to determine the ratio between the dia- and paramag-
netic species after the reaction of Co1O2 with benzaldehyde. The peaks corresponding to
the paramagnetic species are highlighted in blue with an integral of ≈ 4. The characteristic
peak at ≈ 5.5 ppm of the diamagnetic species is calibrated to 2. Note that unlabelled peaks
are unreacted Co(trpy)Cl2 present in the batch of catalyst.
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Figure A.22: COSY spectrum of the product from the reaction between Co1O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co1O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
Figure A.23: HSQC spectrum of the product from the reaction between Co1O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co1O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
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Figure A.24: Region selective HSQC spectrum of the product from the reaction between
Co1O2 and 2 equivalents of benzaldehyde after 120 hr. (Conditions: [Co1O2 ] = 20 mM,
[benzaldehyde] = 40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
Figure A.25: HMBC spectrum of the product from the reaction between Co1O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co1O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
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Figure A.26: H2BC spectrum of the product from the reaction between Co1O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co1O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
Figure A.27: Mass spectrometry showing the agreement between the predicted isotope
pattern for the cobalt-benzoate adduct (bottom), and the recorded isotope pattern (top).
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Table A.5: NMR spectroscopy assignments for the reaction between Co1O2 and 2 equilvalents of benzaldehyde, labelled structure
shown in Figure A.20.




HMBC correlations H2BC correlations
pz-H - pz-H - - -
W 6.96 (2H, d, J = 7.11 Hz) w 131.2, 163.0 - -
X, Y 7.52 – 7.57 (2H, m) (overlapwith excess benzaldehyde) X, Y 134.8 124.7, 132.6, 134.9
X, Y 7.59 – 7.65 (2H, m) X, Y 143.0
129.8 (benzaldehyde),





7.96 – 7.99 (2H, m) Z - 123.9, 157.3, 130,131.1, 153.6 (L) -
U - U - - -
V - V - - -
A 8.56 (4H, d, J = 7.90 Hz) A 127.9 131.6 (c), 156.5 (g) 143.6 (B)
B 8.21 (4H, t, J = 7.57 Hz) B 143.6 152.7 (d), 156.5 (g) 127.9 (A), 131.5 (C)
C 7.41 (4H, t, J = 7.03 Hz) C 131.5 127.9 (a), 152.7 (d) 143.6 (B), 152.9 (D)
D 7.21 (4H, d, J = 7.03 Hz) D 152.9 131.6 (c), 143.9 (b),156.8 (g) 131.5 (C)
E 8.98 (4H, d, J = 8.03 Hz) E 128.4 156.8 (h) 146.5 (F)
F 9.07 (2H, t, J = 8.03 Hz) F 146.5 156.8 (h) 128.4 (E)
G - G 156.5 - -
H - H 156.8 - -
ortho 5.40 (2H, d, J = 8.55 Hz) ortho 123.9 125.9 (para), 149.9(K?) -





7.96 – 7.99 (1H, m) para 126.2 123.9 (ortho), 153.6(L?), 157.3, 130, 131.1 -
K - K 149.9 - -
L - L 153.8 - -
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Supporting Spectra for Co5O2
Figure A.28: COSY spectrum of the product from the reaction between Co5O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co5O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
Figure A.29: HSQC spectrum of the product from the reaction between Co5O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co5O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
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Figure A.30: HMBC spectrum of the product from the reaction between Co5O2 and 2
equivalents of benzaldehyde after 120 hr. (Conditions: [Co5O2 ] = 20 mM, [benzaldehyde] =
40 mM, T = 50 ◦C), solvent = MeCN (0.5 mL)
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A.3 Appendix to Chapter 5
A.3.1 SAXS Apparatus
Figure A.31: Flow SAXS apparatus at beamline I22, with key pieces labelled according to
Figure 5.4. (PP = peristaltic pump, SP = syringe pump, FC = SAXS flow cell, S = stirrer,
RM = reaction mixture)
A.3.2 Particle Size Distribution for IrA
























t = 22 min
(a)























t = 15.5 min
(b)
Figure A.32: (a) Particle-size distribution for IrA (2.5 mM injected into 250 mM NaIO4)
immediately after initial nucleation. (b) Particle-size distribution for IrA (5 mM injected into
500 mM NaIO4) at 1 minute after initial nucleation.
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A.3.3 SAXS data for complexes Ir2 - Ir7
(a) Ir2 (b) Ir3
(c) Ir4 (d) Ir5
(e) Ir6 (f) Ir7
Figure A.33: Baseline subtracted SAXS data for complexes Ir2 – Ir7 (2.5 mM Ir injected
into 250 mM NaIO4 in neat H2O). Data collected every 30 seconds over 1 hour. Minor
irregularities are due to bubble formation or undissolved catalyst precursor.
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A.3.4 O2 evolution overlaid with NP formation, [IrA] = 5 mM
Figure A.34: Total nanoparticle volume against with O2 evolution for IrA (5 mM + 500





  Table 1.  Crystal data and structure refinement for Co2Cl.
Identification code e17uh1






Unit cell dimensions a = 12.5478(3) Å α= 90°.
b = 18.7040(4) Å β= 102.481(2)°.
c = 20.1077(5) Å γ = 90°.
Volume 4607.63(19) Å3
Z 4
Density (calculated) 1.671 Mg/m3
Absorption coefficient 0.944 mm-1
F(000) 2336
Crystal size 0.350 x 0.200 x 0.150 mm3
Theta range for data collection 3.429 to 29.385°.
Index ranges -16<=h<=17, -23<=k<=25, -27<=l<=26
Reflections collected 29906
Independent reflections 5755 [R(int) = 0.0305]
Completeness to theta = 1.000° 100.0 % 
Absorption correction Semi-empirical from equivalents
Max. and min. transmission 1.00000 and 0.92649
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 5755 / 0 / 327
Goodness-of-fit on F2 1.038
Final R indices [I>2sigma(I)] R1 = 0.0353, wR2 = 0.0855
R indices (all data) R1 = 0.0459, wR2 = 0.0909
Extinction coefficient n/a
Largest diff. peak and hole 0.561 and -0.465 e.Å-3
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A.4.2 Co3O2
  Table 1.  Crystal data and structure refinement for Co3O2.
Identification code s18uh5






Unit cell dimensions a = 13.5860(7) Å α= 61.382(9)°.
b = 21.9379(15) Å β= 81.717(6)°.
c = 22.006(2) Å γ = 75.366(5)°.
Volume 5568.7(9) Å3
Z 4
Density (calculated) 1.448 Mg/m3
Absorption coefficient 6.198 mm-1
F(000) 2438
Crystal size 0.100 x 0.100 x 0.030 mm3
Theta range for data collection 3.653 to 69.136°.
Index ranges -16<=h<=16, -26<=k<=24, -26<=l<=17
Reflections collected 36655
Independent reflections 19930 [R(int) = 0.0674]
Completeness to theta = 67.684° 98.8 % 
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 19930 / 0 / 1362
Goodness-of-fit on F2 1.103
Final R indices [I>2sigma(I)] R1 = 0.1290, wR2 = 0.3440
R indices (all data) R1 = 0.1806, wR2 = 0.3762
Extinction coefficient n/a
Largest diff. peak and hole 1.790 and -0.771 e.Å-3
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A.4.3 Co4O2
  Table 1.  Crystal data and structure refinement for Co4O2.
Identification code s19uh10






Unit cell dimensions a = 15.1017(6) Å α= 66.364(3)°.
b = 16.2658(6) Å β= 64.796(4)°.
c = 16.6128(6) Å γ = 66.272(4)°.
Volume 3247.8(3) Å3
Z 1
Density (calculated) 1.558 Mg/m3
Absorption coefficient 5.664 mm-1
F(000) 1541
Crystal size 0.390 x 0.185 x 0.148 mm3
Theta range for data collection 3.060 to 74.141°.
Index ranges -14<=h<=18, -20<=k<=20, -20<=l<=20
Reflections collected 66645
Independent reflections 12916 [R(int) = 0.0673]
Completeness to theta = 67.684° 100.0 % 
Absorption correction Gaussian
Max. and min. transmission 1.000 and 0.348
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 12916 / 163 / 1024
Goodness-of-fit on F2 1.024
Final R indices [I>2sigma(I)] R1 = 0.0573, wR2 = 0.1314
R indices (all data) R1 = 0.0815, wR2 = 0.1435
Extinction coefficient n/a
Largest diff. peak and hole 0.576 and -0.538 e.Å-3
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A.4.4 Co5O2
  Table 1.  Crystal data and structure refinement for Co5O2.
Identification code s19uh15






Unit cell dimensions a = 12.4073(4) Å α= 82.490(2)°.
b = 12.7428(3) Å β= 74.616(3)°.
c = 19.7998(6) Å γ = 68.521(3)°.
Volume 2806.68(16) Å3
Z 2
Density (calculated) 1.735 Mg/m3
Absorption coefficient 7.301 mm-1
F(000) 1468
Crystal size 0.321 x 0.309 x 0.119 mm3
Theta range for data collection 3.730 to 73.084°.
Index ranges -15<=h<=15, -11<=k<=15, -19<=l<=24
Reflections collected 26908
Independent reflections 11139 [R(int) = 0.0307]
Completeness to theta = 67.684° 100.0 % 
Absorption correction Gaussian
Max. and min. transmission 0.766 and 0.172
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 11139 / 4 / 818
Goodness-of-fit on F2 1.018
Final R indices [I>2sigma(I)] R1 = 0.0454, wR2 = 0.1211
R indices (all data) R1 = 0.0472, wR2 = 0.1230
Extinction coefficient n/a
Largest diff. peak and hole 0.941 and -0.572 e.Å-3
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A.4.5 Co6O2
  Table 1.  Crystal data and structure refinement for Co6O2.
Identification code s20uh3






Unit cell dimensions a = 12.3996(2) Å α= 82.7631(15)°.
b = 13.0253(2) Å β= 73.0906(17)°.
c = 19.5910(3) Å γ = 66.6610(19)°.
Volume 2779.40(9) Å3
Z 1
Density (calculated) 1.699 Mg/m3
Absorption coefficient 0.803 mm-1
F(000) 1431
Crystal size 0.248 x 0.217 x 0.130 mm3
Theta range for data collection 2.745 to 27.484°.
Index ranges -16<=h<=16, -16<=k<=12, -23<=l<=25
Reflections collected 25175
Independent reflections 12726 [R(int) = 0.0237]
Completeness to theta = 25.242° 99.9 % 
Absorption correction Semi-empirical from equivalents
Max. and min. transmission 1.00000 and 0.69306
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 12726 / 144 / 976
Goodness-of-fit on F2 1.024
Final R indices [I>2sigma(I)] R1 = 0.0439, wR2 = 0.1173
R indices (all data) R1 = 0.0529, wR2 = 0.1251
Extinction coefficient n/a
Largest diff. peak and hole 0.760 and -0.497 e.Å-3
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A.4.6 Mononuclear Co6
  Table 1.  Crystal data and structure refinement for mono-NO2.
Identification code s19uh16






Unit cell dimensions a = 14.8449(2) Å α= 90°.
b = 8.26670(10) Å β= 92.0850(10)°.
c = 25.0374(3) Å γ = 90°.
Volume 3070.51(7) Å3
Z 4
Density (calculated) 1.687 Mg/m3
Absorption coefficient 6.433 mm-1
F(000) 1576
Crystal size 0.228 x 0.185 x 0.141 mm3
Theta range for data collection 2.979 to 73.115°.
Index ranges -18<=h<=16, -10<=k<=10, -31<=l<=31
Reflections collected 70471
Independent reflections 6121 [R(int) = 0.0543]
Completeness to theta = 67.684° 100.0 % 
Absorption correction Gaussian
Max. and min. transmission 0.733 and 0.408
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 6121 / 0 / 516
Goodness-of-fit on F2 1.047
Final R indices [I>2sigma(I)] R1 = 0.0360, wR2 = 0.0936
R indices (all data) R1 = 0.0391, wR2 = 0.0959
Extinction coefficient n/a
Largest diff. peak and hole 0.471 and -0.483 e.Å-3
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A.4.7 Copper Dimer
  Table 1.  Crystal data and structure refinement for e17uh2.
Identification code e17uh2






Unit cell dimensions a = 7.9509(3) Å α= 90°.
b = 13.5071(4) Å β= 106.786(4)°.
c = 13.6711(6) Å γ = 90°.
Volume 1405.63(10) Å3
Z 2
Density (calculated) 1.841 Mg/m3
Absorption coefficient 1.611 mm-1
F(000) 780
Crystal size 0.270 x 0.240 x 0.130 mm3
Theta range for data collection 3.395 to 30.237°.
Index ranges -11<=h<=11, -19<=k<=18, -19<=l<=17
Reflections collected 27113
Independent reflections 3904 [R(int) = 0.0334]
Completeness to theta = 25.242° 99.8 % 
Absorption correction Semi-empirical from equivalents
Max. and min. transmission 1.00000 and 0.84105
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 3904 / 0 / 225
Goodness-of-fit on F2 1.023
Final R indices [I>2sigma(I)] R1 = 0.0314, wR2 = 0.0727
R indices (all data) R1 = 0.0389, wR2 = 0.0758
Extinction coefficient n/a
Largest diff. peak and hole 0.616 and -0.658 e.Å-3
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A.4.8 Copper Tetramer
  Table 1.  Crystal data and structure refinement for e17uh3.
Identification code e17uh3






Unit cell dimensions a = 13.0843(4) Å α= 70.299(3)°.
b = 17.5387(5) Å β= 70.200(3)°.
c = 18.5752(7) Å γ = 88.362(2)°.
Volume 3758.2(2) Å3
Z 2
Density (calculated) 1.594 Mg/m3
Absorption coefficient 1.215 mm-1
F(000) 1828
Crystal size 0.400 x 0.150 x 0.100 mm3
Theta range for data collection 3.291 to 27.532°.
Index ranges -16<=h<=16, -22<=k<=17, -23<=l<=23
Reflections collected 46744
Independent reflections 16618 [R(int) = 0.0382]
Completeness to theta = 25.242° 99.8 % 
Absorption correction Semi-empirical from equivalents
Max. and min. transmission 1.00000 and 0.86782
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 16618 / 192 / 1349
Goodness-of-fit on F2 1.015
Final R indices [I>2sigma(I)] R1 = 0.0520, wR2 = 0.1153
R indices (all data) R1 = 0.0890, wR2 = 0.1335
Extinction coefficient n/a
Largest diff. peak and hole 0.674 and -0.520 e.Å-3
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A.4.9 Copper Cluster
  Table 1.  Crystal data and structure refinement for e18uh1.
Identification code e18uh1






Unit cell dimensions a = 17.0371(10) Å a= 65.064(6)°.
b = 17.9462(10) Å b= 89.248(5)°.
c = 19.5498(12) Å g = 72.810(5)°.
Volume 5135.0(6) Å3
Z 4
Density (calculated) 1.289 Mg/m3
Absorption coefficient 1.083 mm-1
F(000) 2056
Crystal size 0.300 x 0.200 x 0.080 mm3
Theta range for data collection 3.322 to 25.388°.
Index ranges -20<=h<=20, -17<=k<=21, -23<=l<=22
Reflections collected 40866
Independent reflections 17912 [R(int) = 0.0737]
Completeness to theta = 25.242° 95.2 % 
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 17912 / 220 / 1413
Goodness-of-fit on F2 1.033
Final R indices [I>2sigma(I)] R1 = 0.0922, wR2 = 0.2535
R indices (all data) R1 = 0.1843, wR2 = 0.3159
Extinction coefficient n/a
Largest diff. peak and hole 0.810 and -0.663 e.Å-3
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A.4.10 Zinc Cluster
  Table 1.  Crystal data and structure refinement for s18uh4.
Identification code s18uh4






Unit cell dimensions a = 17.0379(4) Å α= 90°.
b = 24.969(6) Å β= 106.371(2)°.
c = 20.9326(4) Å γ = 90°.
Volume 8544(2) Å3
Z 2
Density (calculated) 1.604 Mg/m3
Absorption coefficient 2.353 mm-1
F(000) 4168
Crystal size 0.200 x 0.040 x 0.020 mm3
Theta range for data collection 2.824 to 68.517°.
Index ranges -19<=h<=20, -30<=k<=26, -19<=l<=25
Reflections collected 56168
Independent reflections 15691 [R(int) = 0.0853]
Completeness to theta = 67.684° 100.0 % 
Absorption correction Semi-empirical from equivalents
Max. and min. transmission 1.00000 and 0.67603
Refinement method Full-matrix least-squares on F2
Data / restraints / parameters 15691 / 3 / 1243
Goodness-of-fit on F2 1.029
Final R indices [I>2sigma(I)] R1 = 0.0665, wR2 = 0.1644
R indices (all data) R1 = 0.1086, wR2 = 0.1933
Extinction coefficient n/a
Largest diff. peak and hole 1.000 and -0.842 e.Å-3
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