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ABSTRACT
Tang, Chuohao PhD, Purdue University, December 2016. Clustered-Dot Periodic
Halftone Screen Design and ICC Profile Color Table Compression. Major Professor:
Jan P. Allebach.
This dissertation studies image quality problems associated with rendering images
in devices like printing or displaying. It mainly includes two parts: clustered-dot
periodic halftone screen design, and color table compression.
Screening is a widely used halftoning method. As a consequence of the lower
resolution of digital presses and printers, the number of printer-addressable dots or
holes in each microcell may be too few to provide the requisite number of tone lev-
els between paper white and full colorant coverage. To address this limitation, the
microcells can be grouped into supercells. The challenge is then to determine the
desired supercell shape and the order in which dots are added to the microcell. Using
DBS to determine this order results in a very homogeneous halftone pattern. To
simplify the design and implementation of supercell halftone screens, it is common
to repeat the supercell to yield a periodically repeating rectangular block called the
basic screen block (BSB). While applying DBS to design a dot-cluster growth order-
ing for the entire BSB is simpler to implement than is the application of DBS to the
single non-rectangular supercell, it is computationally very ine cient. To achieve a
more e cient way to apply DBS to determine the microcell sequence, we describe a
procedure for design of high-quality regular screens using the non-rectangular super-
cell. A novel concept the Elementary Periodicity Set is proposed to characterize how
a supercell is developed. After a supercell is set, we use DBS to determine the micro-
cell sequence within the supercell. We derive the DBS equations for this situation,
and show that it is more e cient to implement.
xiii
Then, we mainly focus on the regular and irregular screen design. With digital
printing systems, the achievable screen angles and frequencies are limited by the
finite addressability of the marking engine. In order for such screens to generate
dot clusters in which each cluster is identical, the elements of the periodicity matrix
must be integer-valued, when expressed in units of printer-addressable pixels. Good
approximation of the screen sets result in better printing quality. So to achieve a
better approximation to the screen sets used for commercial o↵set printing, irregular
screens can be used. With an irregular screen, the elements of the periodicity matrix
are rational numbers. In this section, first we propose a procedure to generate regular
screens starting from midtone level. And then we describe a procedure for design of
high-quality irregular screens based on the regular screen design method. We then
propose an algorithm to determine how to add dots from midtone to shadow and how
to remove dots from midtone to highlight. We present experimental results illustrating
the quality of the halftones resulting from our design procedure by comparing images
halftoned with irregular screens using our approach and a template-based approach.
We also present the evaluation of the smoothness and improvement of the proposed
methods.
In the next part, we study another quality problem: ICC profile color table com-
pression. ICC profiles are widely used to provide transformations between di↵erent
color spaces in di↵erent devices. The color look-up tables (CLUTs) in the profiles
will increase the file sizes when embedded in color documents. In this chapter, we
discuss compression methods that decrease the storage cost of the CLUTs. For DCT
compression method, a compressed color table includes quantized DCT coe cients
for the color table, the additional nodes with large color di↵erence, and the coe -
cients bit assignment table. For wavelet-based compression method, a compressed
color table includes output of the wavelet encoding method, and the additional nodes
with large color di↵erence. These methods support lossy table compression to mini-




In this dissertation, we study image quality problems associated with rendering images
in devices like printing or displaying.
In the first part, we study the clustered-dot periodic halftone screen design prob-
lems. Halftoning is the process of rendering continuous-tone images with the limited
output levels of a printing or displaying device. Our study includes two halftone prob-
lems: the supercell theory, and the regular and irregular screen design. Screening is
a widely used halftoning method. As a consequence of the lower resolution of digital
presses and printers, the number of printer-addressable dots or holes in each microcell
may be too few to provide the requisite number of tone levels between paper white
and full colorant coverage. To address this limitation, the microcells can be grouped
into supercells. The challenge is then to determine the desired supercell shape and
the order in which dots are added to the microcell. Using DBS to determine this
order results in a very homogeneous halftone pattern. To simplify the design and
implementation of supercell halftone screens, it is common to repeat the supercell to
yield a periodically repeating rectangular block called the basic screen block (BSB).
While applying DBS to design a dot-cluster growth ordering for the entire BSB is
simpler to implement than is the application of DBS to the single non-rectangular
supercell, it is computationally very ine cient. To achieve a more e cient way to
apply DBS to determine the microcell sequence, we describe a procedure for design of
high-quality regular screens using the non-rectangular supercell. A novel concept the
Elementary Periodicity Set is proposed to characterize how a supercell is developed.
After a supercell is set, we use DBS to determine the microcell sequence within the
supercell. We derive the DBS equations for this situation, and show that it is more
e cient to implement.
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For the halftone screen design problem, we mainly focus on the procedure and al-
gorithm to design regular and irregular halftone screen. With digital printing systems,
the achievable screen angles and frequencies are limited by the finite addressability of
the marking engine. In order for such screens to generate dot clusters in which each
cluster is identical, the elements of the periodicity matrix must be integer-valued,
when expressed in units of printer-addressable pixels. Good approximation of the
screen sets result in better printing quality. So to achieve a better approximation
to the screen sets used for commercial o↵set printing, irregular screens can be used.
With an irregular screen, the elements of the periodicity matrix are rational numbers.
In this section, first we propose a procedure to generate regular screens starting from
midtone level. And then we describe a procedure for design of high-quality irregular
screens based on the regular screen design method. We then propose an algorithm
to determine how to add dots from midtone to shadow and how to remove dots from
midtone to highlight. We present experimental results illustrating the quality of the
halftones resulting from our design procedure by comparing images halftoned with
irregular screens using our approach and a template-based approach. We also present
the evaluation of the smoothness and improvement of the proposed methods.
In the second part, we study another quality problem: ICC profile color table
compression. A good color reproduction process will increase the quality of systems
like printing or displaying. ICC profiles are widely used to provide transformations
between di↵erent color spaces in di↵erent devices. ICC profiles are often embedded
in color documents to achieve color fidelity between di↵erent devices, which increases
the total size of these documents. The size of color tables in the profiles will also
increase with finer sampling of the spaces and larger bit depths. Each graphical ele-
ment or image in a document may have its own ICC profile. In some cases, including
the source CMYK profile can exceed the size of the image or graphical element it-
self. Thus, a method to compress the LUTs in the ICC profile while achieving small
color di↵erence and large compression ratio is desirable for the purpose of conserv-
ing memory and storage, and also reducing network tra c and delay. Compression
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methods exploit two separate characteristics of the data: irrelevance and redundancy.
Irrelevance refers to information that does not need to be kept for the reconstruc-
tion. Lossy methods exploit irrelevance, and lossless methods do not. Redundancy
refers to the repetitive or statistical dependencies in the data, and can be removed
via both lossless and lossy methods. The objective of compression is to reduce the
irrelevance and redundancy of the data in order to be able to store or transmit the
data e↵ectively. A variety of methods have been proposed to compress images and
videos. But few compression methods have been used to compress color tables. We
propose a transform based compression method to decrease the storage cost of the
CLUTs. We use both Discrete Cosine Transform (DCT) and wavelet transform based
methods in our study. For DCT compression method, a compressed color table in-
cludes quantized DCT coe cients for the color table, the additional nodes with large
color di↵erence, and the coe cients bit assignment table. For wavelet-based com-
pression method, a compressed color table includes output of the wavelet encoding
method, and the additional nodes with large color di↵erence. These methods support
lossy table compression to minimize the network tra c and delay, and also achieves
relatively small maximum color di↵erence.
To sum up, this dissertation is intended to study image quality problems associ-
ated with rendering images in devices like printing or displaying. The dissertation is
structured as follow:
• Chapter 2 describes how the novel concept, the Elementary Periodicity Set, can
be used in the halftone supercell theory.
• Chapter 3 studies the clustered-dot periodic halftone regular and irregular
screen design problems.
• Chapter 4 studies the ICC profile color table compression problem.
• Chapter 5 summaries the contributions of this dissertation.
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2. NON-RECTANGULAR SUPERCELL
CLUSTERED-DOT PERIODIC HALFTONE SCREEN
DESIGN
2.1 Introduction
Halftoning is the process of rendering continuous-tone images with the limited
output levels of a printing or displaying device. Halftoning works because of the
nature of the human visual system, which acts like a spatial low-pass filter that blurs
the rendered pixel pattern, so that it is perceived as a continuous-tone image when
viewed from a distance. The goal of digital halftoning is to generate a low bit-depth
image that reproduces correct tone and detail of an original image without introducing
any visible artifacts.
There are three major categories of halftoning algorithms: screening [1–3], it-
erative methods e.g. direct binary search (DBS) [4], and error di↵usion [5]. Now
multilevel halftoning algorithms [6–9] are becoming increasingly important as the
capabilities of image output devices improve.
Screening is one of the most widely used halftoning methods. They can be clas-
sified according to whether they generate dispersed or clustered dots, and whether
the resulting textures are periodic or aperiodic. All four combinations are possible;
and some screens may generate halftone textures that exhibit certain characteris-
tics at some gray levels and other characteristics at other gray levels [3, 10, 11]. A
dispersed-dot screen does not form clusters, and may generate either periodic or ape-
riodic textures. One example of a periodic, dispersed-dot screen is the classic Bayer
screen [12]. Aperiodic, dispersed-dot screens generate what is commonly referred to
as blue noise textures [13, 14]. [15–17] are well-known methods for designing such
screens. A clustered-dot screen produces a halftone texture consisting of clusters of
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individual printer addressable dots, which may form a periodic or aperiodic texture.
Screens that generate periodic, clustered-dot halftone textures are especially popular
because of the inherent stability of these halftone textures in the presence of non-ideal
behavior of the marking engine, and the fact that such screens allow better control
of moiré due to the superposition of the di↵erent colorant planes.
With commercial o↵set printing in which the plates are written using a high-
resolution, laser-marking system, the screens for the four colorants C, M, Y, and K
can all be based on a single screen that is rotated to the ideal angles of 0, 15, 45, and
75 degrees. With lower resolution, high-end digital presses, mimicking this capability
is a challenge that can be addressed with the design of non-orthogonal screens for
which the lowest-level structure is a microcell that contains a single dot-cluster or
hole cluster. The microcell shape is specified by the periodicity matrix [2, 3].
As a consequence of the lower resolution of digital presses and digital printers,
the number of printer-addressable dots or holes in each microcell may be too few to
provide the requisite number of levels of tone between paper white and full colorant
coverage. To address this limitation, the microcells can be grouped into supercells,
which are also doubly periodic over the image.1 The supercell is defined by its own
periodicity matrix. As the tone level increases from paper white to full colorant
coverage, only one dot at a time is added to a single microcell within the supercell.
The challenge is then to determine the desired supercell shape and the order in which
dots are added to the microcell. Using DBS to determine this order results in a
very homogeneous distribution of dot clusters in the highlights and hole clusters in
the shadows, and an indiscernible pattern of dot-cluster growth in the midtones.
The uniformity of the highlight dot clusters and shadow hole clusters can be further
improved by introducing the concept of a core region that allows the placement of
the first dot or hole in each microcell and the order of the subsequent cluster growth
within each core region to vary from microcell to microcell [3]. In order to simplify
the design and implementation of supercell halftone screens, it is common practice to
repeat the supercell a certain number of times in both coordinate directions to yield
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a periodically repeating rectangular block called the basic screen block [1–3, 18]. In
this case, DBS can be applied to design a dot-cluster growth ordering for the entire
basic screen block. While this is simpler to implement than is the application of
DBS to the single non-rectangular supercell, it is computationally very ine cient.
To achieve a more e cient way to apply DBS to determine the microcell sequence,
we describe a procedure for design of high-quality regular screens using the non-
rectangular supercell. A novel concept the Elementary Periodicity Set is proposed
to characterize how a supercell is developed. There are six elements in the set; and
they correspond to the six di↵erent shapes that are possible for the supercell. We
also define an extension factor matrix to determine the size of the supercell. So the
resulting supercell shapes are not necessarily rectangular. After a supercell is set, we
use DBS to determine the order in which dots or holes will be added to the microcells
within the supercell. We derive the DBS equations for this situation, and show that
it is more e cient to implement. The growth order within each microcell is fixed to
provide the desired dot-cluster or hole-cluster shape. In this chapter, we illustrate the
six di↵erent textures in the resulting halftone image corresponding to the six elements
in the Elementary Periodicity Set, and derive a computationally more e cient way
to apply DBS to the non-rectangular supercell. We also did a frequency analysis of
the Set.
2.2 Preliminaries
In this section, we briefly discuss printer model, human visual system, direct
binary search, and screening.
2.2.1 Printer Model
Let x = (x, y) and m = [m,n] represent continuous and discrete spatial coordi-
nates, respectively. We use f [m] to represents a continuous-tone image and g[m] to





L 1 , ..., 1} where L is the total number of gray levels while g[m] is whether 0




f [m]p[x mX] , (2.1)
where X is the distance between printer-addressable pixel, p(x) = rect(x/X) is the
spot profile function for the ideal printer. Then the printer resolution is R = 1
X
dpi





2.2.2 Human Visual System Model
The Human Visual System (HVS) model is based on the contrast sensitivity func-
tion of the human visual system. For monochrome halftoning, only the luminance
channel is used. Here we use the luminance contrast sensitivity function based on
Näsänens model [19]. Kim and Allebach compared Näsänens model with three other
HVS models and concluded that Näsänens model gave the best overall halftone qual-
ity when incorporated in the DBS algorithm [20]. The luminance spatial frequency
response based on Näsänens model is given [19] by
H(u) = a exp
✓





where a = 131.6,b = 0.3188,c = 0.525,d = 3.91,   is the average luminance of the
light reflected from the print in cd/m2,and (u) = (u, v) are the spatial frequency
coordinates in cycles/degree subtended at the retina.
2.2.3 Direct Binary Search
DBS is an iterative halftoning algorithm that generates a halftone image by min-
imizing the total mean squared error between a perceived continuous-tone image and
a perceived halftone image [21]. The perceived images are created by filtering the
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original images using the HVS filter. Starting from an initial halftone image, every
pixel in the image is visited one by one. For the visit to each pixel, we consider trial
changes to the current pixel by either modifying the state of the current pixel (toggle)
or exchanging the current pixel with one of its neighboring pixels that has a di↵er-
ent state (swap). If any of these trial changes decreases the total error, that change
which decreases it the most is accepted and the halftone is updated. After each pixel
in the image has been visited, the process is repeated starting again with the first
pixel. Each such cycle constitutes an iteration. The algorithm has converged to a
local minimum if no change is kept in a single iteration. Although a global minimum
is not guaranteed, the algorithm produces a good quality halftone in most cases [4].
The perceived error e(x) between the continuous-tone image and the halftone
image is given by




where e[m] = g[m]  f [m].
2.2.4 Screening
Screening is a point processing method. It compares an input pixel value to a
spatially varying threshold. We set the halftone pixel value to 1 if it is larger than
the threshold, and 0 otherwise. The 2-D rectangular array which stores the thresholds
is referred to as a screen. We use H and W ,respectively, to represent the height and
width of the screen.
The screening process can be described by the dot profile function p[m; a] which is
the family of binary textures used to represent each gray level a 2 {0, 1
L 1 ,
2
L 1 , ..., 1}.
The dot turn-on sequence, also known as the index matrix I(m) can be expressed in
terms of the dot profile function:





L  1] . (2.5)
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Then the screen threshold matrix is computed as
S[m] =
I[m] + 0.5
L  1 . (2.6)
2.3 Supercell Theory
In this section, we introduce our supercell theory based on our proposed concept
of Elementary Periodicity Set.
2.3.1 Basic Parameters
Two tile vectors z = [zi, zj] and w = [wi, wj] are often used to represent how a
screen is developed, where zi, zj, wi, wj are rational numbers. With n1z+ n2w where
n1, n2 2 Z, the parallelogram created by the tile vectors can span the entire spatial
domain. The periodicity matrix is defined as N = [zT |wT ].
Next, we define the screen angle and screen frequency. A screen is actually char-
acterized by two angles and two frequencies, corresponding to the two tile vectors.
The screen angle for each tile vector is the angle between that tile vector and the +j
axis. The screen frequencies are given by vz =
R
| detN|/||z|| and vw =
R
| detN|/||w|| in units
of lines/inch (lpi).
Once the screen tile vectors are set and the basic parameters have been computed,
we can determine the shape of the block whose boundary lies on the grid and which
roughly matches the cell formed by the tile vectors. This block is called the microcell.
A supercell or macrocell is a block created by grouping these microcells together.
The supercell is constructed by tiling microcells. Since the microcell shape is
not rectangular, the boundary of the supercell is not rectangular, either. However,
in most screening implementations, it is convenient to store the screen in a 2-D
rectangular array form. Hence, we create the equivalent rectangular screen from the
nonrectangular screen using the method described by Holladay [18]. We define the
10
basic screen block (BSB) as the smallest rectangle that can be tiled in the vertical










where Nm is the number of pixels in one microcell.
2.3.2 Microcell and Supercell
Many printing systems can generate more than two levels, and these multi-level
system can be implemented by multiple ink densities, and multiple drops at the same
pixel.
Now we define the number of possible levels at each pixels is L, the number of
pixels in a microcell is P , and the number of microcells in a macrocell is M , then the
total number of output levels is Q = (L  1)PM + 1.
In order to linearize the tone scale, it is desired that Q be in the range of 103 to
4⇥ 103.
Suppose the printer resolution is 400 dpi, and P = 10. Then the halftone screen
frequency will be approximately 126 lpi. Then, if L = 2, which is a binary case, then
we will need M in range 100 to 400; so the macrocell will contain many microcells.
However, if L = 16, which is a multi-level case, then we will need M in range 7 to 27;
so the macrocell will contain relatively few microcells.
Aiming at the multi-level case, we proposed a procedure for design of regular
screens using the non-rectangular supercell to achieve a more e cient way to apply
DBS to determine the microcell sequence.
In Fig. 2.1, regions within each black line is one microcell. In this example,
one supercell comprised of 2⇥ 2 = 4 microcells. The hybrid screen design [3] method
applys DBS to determine the order of each supercell in the entire BSB. In our proposed
method, We apply DBS to microcells in one supercell which is represented by the
region enclosed by the color box.
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Fig. 2.1. Each square represents one pixel. Each number represents
the turn-on order in its microcell. The region enclosed by the color
box is one supercell comprised of four microcells.
2.3.3 Elementary Periodicity Set
We proposed a novel concept of Elementary Periodicity Set to produce di↵erent
shapes of supercells, which are not necessarily rectangular. The set is based on the
four vectors in Fig. 2.2. These vectors are: two tile vectors, the sum and di↵erence
of the two tile vectors. If we choose any two vectors among these four, we will
get di↵erent sets of supercells which are of di↵erent shapes. Let Ni be the matrix
associated with the selected two vectors. And Table 2.1 shows how Ni is defined. We
call this set of Ni the Elementary Periodicity Set.
Let Nmicro denotes microcell periodicity matrix, Nmacro denotes supercell period-
icity matrix. Then the supercell periodicity matrix can be expressed as
Nmacro = NmicroNi. (2.8)
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Fig. 2.2. Four vectors form the basis of Elementary Periodicity Set.
In this example, we have tile vectors z = (4, 1), w = ( 1, 4). The sum
and di↵erence of the tile vectors are w+z = (3, 5) and w z = ( 5, 3).
Table 2.1.
Elementary Periodicity Set
Vector Combination Associate Periodicity Matrix





































Now we haveNmicro denotes microcell periodicity matrix,Nmacro denotes supercell





5 be the extension matrix where all elements are
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5. And we define B = NiA. So
Nmacro = NmicroNiA = NmicroB. (2.9)
Consider all location parameters are in the vector mode, we can express the







where pmacro[i; a] is the macroscreen dot-profile function. It is periodic with period
of the size of the macrocell, and for absorptance a, takes on value 1 if there is a dot
in the microcell. And
K 1P
i=0

















The error image is
e[m; a] = g[m; a]  a (2.12)












h(x) represents the point spread function corresponding to the human visual sys-
tem; and ⌦ is the integration region, |⌦| is the integration area.















































































































































































































pmacro[j; a]pmacro[i; a]c̄p̃p̃[i, j]  ↵2 (2.20)
Now, let









h(⇠ +Nmicro(j  i)R +Nmacro(s  r)R)h(⇠)d⇠ (2.22)
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where
⌦1 = ⌦  (Nmicroj+Nmacros)R
where we define that
⌦+ a = { x+a : x 2 ⌦}
Then let
















⌦2 = ⌦  (Nmacror+Nmicroj+Nmacrot)R
As r ranges from  1 to +1,





















h(⇠ +Nmicro(j  i)R +NmacrotR)h(⇠)d⇠ (2.25)




































h(⇠ + (n m)R)h(⇠)d⇠ (2.28)
where













h(⇠ + lR)h(⇠)d⇠ (2.29)














h(⇠ + lR)h(⇠)d⇠ (2.30)







h(⇠ + lR)h(⇠)d⇠ (2.31)
2.3.5 Frequency Analysis






where R represents the distance between printer-addressable pixels in units of inches,
and p(x) represents dot profile function.
Continue add dots to the second microcell in each supercell,






5, q1l 2 {0, 1, ..., a|Ni|  1}; q2l 2 {0, 1, ..., b|Ni|  1}.





































































































































































Use NiA to substitute B, we can see that N1, N3, N4, N5, N6 have the same
result in the frequency domain.
2.4 Di↵erent Shapes of Supercell
Now let us see some examples of di↵erent supercell shapes associated with di↵erent
matrix in the Elementary Periodicity Set. Table 2.2 gives two examples. In the










5. Thatis, the supercell
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5. Thatis, the supercell is comprised of 3⇥ 2 microcells.
2.5 Conclusion
Supercells or macrocells are used with halftoning to increase the number of quan-
tization levels, and to provide better approximation to desired screen angles.
With multilevel printing, the number of microcells that a macrocell needs to con-
tain can be relatively small. So basing the halftone screen design on only the macrocell
reduces computational complexity of the design, as well as the memory requirement
to store the screen.
Current result did not show a definitive link between these structures and halftone




















































3. PROCEDURE FOR CLUSTERED-DOT PERIODIC
REGULAR AND IRREGULAR SCREEN DESIGN
3.1 Introduction
As discussed in previous chapter, screening is one of the most widely used halfton-
ing methods. Voronoi diagram is used in halftone design in [22]. Screens that generate
periodic, clustered-dot halftone textures are especially popular because of the inher-
ent stability of these halftone textures in the presence of non-ideal behavior of the
marking engine, and the fact that such screens allow better control of moiré due to
the superposition of the di↵erent colorant planes. With commercial o↵set printing
in which the plates are written using a high-resolution, laser-marking system, the
screens for the four colorants C, M, Y, and K can all be based on a single screen that
is rotated to the ideal angles of 0, 15, 45, and 75 degrees. In addition, the screen
frequency can be specified arbitrarily within a certain range.
However, with digital printing systems, the achievable screen angles and frequen-
cies are limited by the finite addressability of the marking engine. In order for such
screens to generate dot clusters in which each cluster is identical, the elements of
the periodicity matrix must be integer-valued, when expressed in units of printer-
addressable pixels. Such screens are called regular screens. They tile the plane into
identical microcells that align with the printer-addressable lattice. They can be used
to generalize the traditional rotated screens used in commercial o↵set printing by not
having each screen in the screen set be a rotated version of a single screen, and by not
having the rows and columns of dot clusters be oriented at 90 degrees with respect to
each other. Such screens are called non-orthogonal screens. With a non-orthogonal
screen, the elements of the periodicity matrix are integer-valued, but the two column
vectors are not orthogonal. Non-orthogonal regular screens [3,23], are widely used as
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the basis for clustered-dot, periodic screens in laser, electrophotographic printers and
other digital printing systems. However, such screens still have only a limited ability
to approximate the rotated screen sets used for commercial o↵set printing.
Good approximation of the screen sets result in better printing quality. To achieve
a better approximation to the screen sets used for commercial o↵set printing, irregular
screens can be used. With an irregular screen, the elements of the periodicity matrix
are rational numbers, when expressed in units of printer-addressable pixels. Although
irregular screens are used in some high-end digital printing systems, procedures for
their design have not been widely discussed in the scholarly literature. Recently,
Chen et al [24] did frequency analysis of regular and irregular periodic, clustered-dot
halftone textures.
In this chapter, we propose a procedure for design of high-quality regular and
irregular screens. We start with the design of the midtone level halftone pattern
using a Voronoi diagram. For irregular screen design, we propose an algorithm to
refine the midtone pattern using the Gerchberg-Saxton algorithm. After obtaining
the midtone level halftone pattern, we then propose an algorithm to determine how to
add dots from midtone to shadow and how to remove dots from midtone to highlight.
We will present the experimental results in compare to a template-based irregular
screen design method.
3.2 Regular Screen Design
In regular clustered-dot screen design, a supercell approach is often used [1]. In
such an approach, the elements of the periodicity matrix must be integer-valued, when
expressed in units of printer-addressable pixels. This leads to identical microcell dot
clusters at the anchor levels [3].
For the preliminaries and basic parameters of halftone screen design, please refer
to the previous Chapter.
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3.2.1 Midtone Design
We treat the BSB as our supercell, and use the Direct Binary Search (DBS)
algorithm [4] to determine the order in which dots or holes will be added to the
microcells within the BSB.
We start with the design of the midtone level halftone pattern. Within each
microcell, we define one vertex as a hole-cluster center and the center of the microcell
as a dot-cluster center. These coordinates are quantized to the printer-addressable
lattice. We partition the lattice of printer-addressable pixels into labeled regions using
a Voronoi diagram. Each such region will contain either a dot-cluster or a hole-cluster.
Thus, we can obtain the midtone pattern based on the dot regions and hole regions.
3.2.2 Highlight and Shadow
After obtaining the midtone level halftone pattern, we then propose an algo-
rithm to determine how to add dots from midtone to shadow and to remove dots from
midtone to highlight. These processes are based on the relation between the added
dots or holes and the centroids of the a↵ected hole and dot areas.
From midtone to highlight, first we find the centroid ck of the kth microcell dot
region ⌦k. Here, each microcell is identified by its order as determined by DBS. The
parameter k denotes the current microcell that is being processed. So k = 1, 2, ..., K,
where K denotes the total number of microcells in the BSB.
Let rank m represents the current screen index being processed. Initialize it as
rank m = remainder of (
total number of dots in BSB
K
) . (3.1)
For the kth microcell dot region, we find the dot coordinate m⇤⌦
k
that is farthest











represents the coordinates of the pixels in ⌦k. The function d(a, b) is
the Euclidean distance from a to b. The flow chart that describing this algorithm is
shown in Fig. 3.1.
We use a similar algorithm to generate the screen index from the midtone to the
shadow region. Instead of finding the microcell dot centroid, we find the microcell
hole centroid when growing from midtone to shadow.
In the next section, we will describe a new procedure for design of high-quality
irregular screens.
3.3 Irregular Screen Design
As discussed in section 3.2, regular screens have identical microcell dot clusters
at the anchor levels. Such screens can only achieve a limited set of screen angles and
frequencies. With irregular screen design approach, we can overcome this problem
and better approximate any desired ideal screen sets. The elements of the periodicity
matrix in an irregular screen are rational numbers, when expressed in units of printer-
addressable pixels.
Similar to the regular screen design procedure, we can design the irregular screen
midtone pattern using Voronoi diagram method.
3.3.1 Midtone Initialization






Irregular screens tile the plane into microcells that are not aligned with the printer-
addressable lattice. When each printer-addressable pixel is assigned to a unique
microcell, the resulting discrete-parameter microcells are not identical. Since the
elements of the periodicity matrix for an irregular screen are rational, the overall
microcell structure, and thus the shape of the dot clusters will repeat over a certain
number of microcells. This defines the minimum supercell size for the irregular screen.
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Fig. 3.1. Flow chart for generating index matrix from midtone to highlight.
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Fig. 3.2. Screen parameters.
In the example of Fig. 3.2, we multiply the tile vectors by 2 to obtain an integer-
valued supercell periodicity matrix. We define the repetition number matrix M as a
diagonal matrix. The elements on the diagonal are determined by the least common






















Then use BSB to make a rectangular screen representation of the supercell.
Similar to the method described in 3.2.1, we start with the design of the midtone
level halftone pattern. We partition the lattice of printer-addressable pixels into
labeled regions using a Voronoi diagram. Fig. 3.3 illustrates the Voronoi diagram for
the entire BSB.
In Fig. 3.4, each square represents a pixel. All pixels with the same absolute value
represent one microcell. The di↵erent absolute numbers indicate the turn-on order of
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each microcells determined by DBS. In each microcell, the positive values represent
dot region while negative values represent the hole region. The red highlighted pixel
is the dot center; and the blue highlighted pixel is the hole center. Thus, we can
obtain the midtone pattern based on the dot regions and hole regions.
Fig. 3.3. Voronoi diagram for the entire BSB. In this example, BSB
size is 101⇥ 101. Red crosses represent dot-cluster centers, and blue
crosses represent hole-cluster centers.
3.3.2 Midtone Refinement
After we obtain the midtone pattern, however, when we transform the midtone
pattern to the frequency domain, some undesired frequency components are intro-
duced. Fig. 3.5(a) shows the Fourier spectrum of the halftone pattern that results
from the Voronoi partitioning procedure described in 3.3.1. To better show the spec-
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Fig. 3.4. Labeled Voronoi diagram.
trum, especially the low intensity features, Chang and Allebach [25] had the spectrum
logarithmically compressed according to
iOUT = (255/(log(K + 1)))log(K(iIN/max(iIN)) + 1), (3.3)
where iOUT is the logarithmically compressed spectrum and iIN is the input spectrum.
It can be seen there that the Voronoi partitioning results in undesired frequency
components that could make the halftone pattern be too visible when printed with
the target engine, and observed at the correct viewing distance.
To suppress these undesired frequency components, we use the well-known Gerchberg-
Saxton method for signal design [26]. Fig. 3.6 shows a block diagram of this iterative
procedure that alternates back and forth between spatial and frequency domains. In
the frequency domain, all frequency components, except those corresponding to the
periodicity matrix (located within the square boxes in Fig. 3.5(a)), are eliminated.
In the spatial pattern resulting from this bandpass filtering operation, we choose the
largest half of the amplitudes to be dots and others be holes, and thus convert it back
to a halftone pattern.
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(a) Frequency of Voronoi diagram initialed midtone
(b) Frequency of GS midtone
Fig. 3.5. Fourier spectrum of midtone irregular halftone pattern.
Peaks enclosed by red boxes are fundamental frequencies correspond-
ing to the periodicity matrix.
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Fig. 3.6. Gerchberg-Saxton algorithm.
After we obtain the new midtone pattern, we use the same procedure in the regular
screen design described in 3.2.2.
3.4 Experimental Results
3.4.1 Midtone Comparison
We compare images halftoned with irregular screens in which dot and hole growth
are controlled by fixed-shape templates, in a manner which is similar to that described
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in [27], and images halftoned with irregular screens that have the same angles and
frequencies, but which are designed using our new approach.
Fig. 3.7 compares midtone halftone patches for (a) the template-based method [27],
and our method (b) starting with the Voronoi initialization, and (c) after refinement
using the Gerchberg-Saxton (GS) iteration. To e↵ectively compare these halftone
patches, it is best to display them at a width of about eight inches, and to view them
from a distance of about 24 inches. Under these viewing conditions, it is possible to
see that the dot-cluster shape in the template-based method is less compact and more
ragged, compared to the Voronoi and GS halftones. In addition, the bridging between
the clusters is less regular than with the Voronoi and GS halftones. The overall e↵ect
is that the halftone for the template-based method is grainier in appearance, and will
not print as stably as will the halftones for the Voronoi and GS methods.
The comparison between the halftone patches for the Voronoi and GS methods
is more subtle. Here, we see that the dot clusters for the Voronoi method tend to
form 2⇥ 2 groups that are connected. This creates a strong periodicity that is equal
to twice the periodicity of the underlying dot clusters, thereby reducing the e↵ective
screen frequency by 2. The GS iteration discussed in Sec. 3.3 is designed precisely
to suppress the energy at the fundamental frequency and its harmonics that are
associated with this double periodicity. The overall result is that the GS halftone has
a distinctly more uniform appearance than does the Voronoi halftone.
Quantitatively, we measure how much the harmonics that are associated with the
double periodicity are reduced by computing the ratio of the energy of the undesired
and desired frequency components within a certain lpi.
Table 3.1.
Ratio of Midtone Undesired and Desired Frequency Components
Method Template Voronoi GS
Ratio 0.5368:1 0.5457:1 0.5206:1
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In Table 3.1, we can see that Gerchberg-Saxton method has reduced the energy
of the undesired harmonics that are associated with the double periodicity. So the
appearance of the double periodicity will be reduced.
3.4.2 Ramp Comparison
Fig. 3.8 compares full folded ramps for these same three halftone screens. These
images are best displayed so that each ramp segment is about four inches wide, and
then viewed from a distance of about 72 inches. Under these viewing conditions, we
will see increased graininess of the template-based ramp (a), and suppression of the
double periodicity in the Voronoi ramp after refinement by the GS algorithm when
comparing (b) and (c).
To better display the di↵erence between these ramps, we filter the images with
human visual system. Fig. 3.10 are the filtered images. Then we compute the root
mean square ( RMS ) error between the continuous tone image and the halftoned
image. Fig. 3.9 is a block diagram demonstrates this procedure. Let h(x) be the
point spread function of the human visual system, then the perceived digital-rendered
continuous image is
ef(x) = f(x) ⇤ h(x). (3.4)
The perceived rendered halftoned image is
eg(x) = g(x) ⇤ h(x). (3.5)
Then perceived error between the continuous and halftoned image is




where e[m] = f [m]  g[m].









Fig. 3.7. Midtone halftone patterns.
As discussed in Section 2.2.2, we use Näsänens HVS model. The viewing distance







Fig. 3.9. RMS comparison block diagram.
From Fig. 3.10, we can see that the template-based method is the grainiest one
among the three. And the RMS results in Table 3.2 also validate it, as the template-
based method has the largest RMS value. Fig. 3.12(b) has the most visible period
structure, however its RMS has increased from the template-based method which
means the Voronoi partition method is more smooth. Fig. 3.11(c) has the smallest
RMS value, and its period structure is less visible than the Voronoi partition method.
Overall, our proposed GS method not only reduces the period structure appearance,
but also produces more smooth images.
Table 3.2.
RMS Between Original and Filtered Ramp
Method Template Voronoi GS
RMS 0.0061 0.0058 0.0055
We also evaluate the di↵erence between the ramps in terms of moiré.
Moiré is the interaction between the frequency components associated with the
target analog screen and the printer-addressable lattice of points.
Figure 3.11 shows the spectrum of e(x). We can see that the template-based ramp
is the noisiest. Now let f(·) denotes the spectrum energy of moiré components. Then
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(a) Template-Based Perceived Ramp
(b) Voronoi Perceived Ramp
(c) GS Perceived Ramp
Fig. 3.10. Perceived ramps.
38








⇥ 100% = 38.23%
3.4.3 Discussion
Now we show an example of regular screen midtone pattern using our regular
screen design procedure. Fig. 3.12 is the midtone regular screen pattern in spatial
and frequency domain. We can see that in this pattern, all microcells have identical
shape, and there are no undesired harmonics as in irregular screens.
Using irregular screen can achieve a closer approximation to the target screen
frequency and angle than regular screens, and hence should be less susceptible to
moiré due to the interaction between the screens for di↵erent colorants .
However, just considering a single separation, an irregular screen has new moiré
frequencies that are due to the interaction between the frequency components asso-
ciated with the target analog screen and the printer-addressable lattice of points.
So irregular screen introduces a di↵erent kind of moiré. And these new frequencies
can be much lower than the fundamental frequencies of the screen itself.
These new kind of moiré can be studied further.
3.5 Conclusion
In this chapter, we proposed a procedure for regular screen design, and have also
investigated the problem of designing irregular, clustered-dot halftone screens – a
problem that appears to have received scant attention in the scholarly literature.





Fig. 3.11. Spectrum of e(x).
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(a) Regular screen in midtone
(b) Midtone regular screen in frequency domain
Fig. 3.12. Midtone regular screen in spatial and frequency domain
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valued elements, these screens are characterized by a periodicity matrix with elements
that are rational numbers. Since the resulting microcells do not align with the printer-
addressable lattice, they are not identical. Consequently, the dot clusters also vary in
size and shape across the halftone region, even for a constant tone at a base level for
which all the dot clusters would be identical with a regular screen. The result of this
phenomenon is that the halftone textures for irregular screens are inherently noisier
than those for regular screens.
To yield a more uniform halftone texture, we perform a Voronoi tessellation of
the plane, based on the dot-cluster and hole-cluster centers. This defines the initial
midtone halftone pattern. We refine this midtone pattern via a Gerchberg-Saxton
iteration that suppresses any frequency domain energy that is not associated with
the periodicity matrix. We then design the halftone screen for the remaining levels
by simultaneously moving toward the highlights and shadows, and assigning new dots
and holes in a manner that maximizes the uniformity of the halftone texture. Our
experimental results confirm the e cacy of the proposed design method.
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4. ICC PROFILE COLOR TABLE COMPRESSION
4.1 Introduction
Color Management plays an important role in color reproduction and transfor-
mation of color information between various devices. Device profiles provide color
management systems with the information necessary to convert color data between
native device color spaces and device-independent color spaces. The International
Color Consortium (ICC) profile framework has been used as a standard to commu-
nicate and interchange between various color spaces.
An ICC output profile mainly consists of color look-up table (LUT) pairs, so-called
A2B and B2A tables, where A and B denote the device-dependent and the device-
independent color spaces, respectively. For di↵erent devices, there are di↵erent LUT
rendering intent pairs. For example, for CMYK output devices, there are three LUT
pairs, enumerated from 0 to 2, enabling the user to choose from one of the three
possible rendering intents: perceptual, colorimetric, or saturation [28].
ICC profiles are often embedded in color documents to achieve color fidelity be-
tween di↵erent devices, which increases the total size of these documents. The size of
color tables will also increase with finer sampling of the spaces and larger bit depths.
Each graphical element or image in a document may have its own ICC profile. In
some cases, including the source CMYK profile can exceed the size of the image or
graphical element itself. Thus, a method to compress the LUTs in the ICC profile
while achieving small color di↵erence and large compression ratio is desirable for the
purpose of conserving memory and storage, and also reducing network tra c and
delay.
Compression methods exploit two separate characteristics of the data: irrelevance
and redundancy. Irrelevance refers to information that does not need to be kept for
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the reconstruction. Lossy methods exploit irrelevance, and lossless methods do not.
Redundancy refers to the repetitive or statistical dependencies in the data, and can
be removed via both lossless and lossy methods. The objective of compression is to
reduce the irrelevance and redundancy of the data in order to be able to store or
transmit the data e↵ectively.
A variety of methods have been proposed to compress images [29] and videos [30].
But few compression methods have been used to compress color tables. Reference [31]
does propose a preprocessing method for lossless compression of color look-up tables.
Their method is based on hierarchical di↵erential encoding and cellular interpolative
predictive coding methods. Here, we propose to use a lossy method, followed by a
lossless method to compress the color tables that are part of the ICC profile. The
lossy method will be tailored to the specific characteristics of the color tables to be
compressed. The lossless method is generic, and could be used to compress a variety
of di↵erent types of data streams.
Accordingly, we first review two major categories of lossy methods that could be
applied to this problem. Wavelet compression methods have been used for lossy 2D
image and 3D video compression. [32], [33] summarized image compression methods
using coding of wavelet coe cients. [34], [35] are widely used e cient wavelet com-
pression methods which have proved very successful in still image coding. [36], [37]
proposed three-dimensional wavelet compression methods to e ciently encode 3D
volumetric image data and video coding. The Discrete Cosine Transform (DCT) has
also been widely used in image compression [38], [39] and video compression [40], [41].
For our color table compression problem, we are inspired by the various video
compression methods. But the color table data has very di↵erent characteristics than
video data, and the quality considerations are also very di↵erent. The color tables
can be both 3D and 4D. Thus, we need to explore the characteristics of the color
tables accordingly.
In this chapter, we propose a color table compression method based on the multi-
dimensional DCT and wavelet. The compressed data using DCT method consists of
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three types of information: the quantized DCT coe cients for the color table, the
additional nodes with large color di↵erence or visual importance, and the Coe cients
Bit Assignment Table (CBAT) that we propose. The compressed data using wavelet
method consists of two types of information: the output of the wavelet encoding
method, the additional nodes with large color di↵erence or visual importance. If we
compress the B2A tables, we evaluate the compression results using the A2B tables
of the ICC profile. That is, we first compress the B2A tables, for example, the L⇤a⇤b⇤
to CMYK. We convert the reconstructed CMYK values to L⇤a⇤b⇤ using the A2B
tables in this profile, and calculate the color di↵erence in CIELAB space. Our color
table compression methods may be generalized to other settings in which color look-up
tables need to be compressed.
The chapter is organized as follows. We first introduce the framework for color ta-
ble compression. Then we describe the process of both DCT and wavelet compression.
Finally we evaluate and compare our results in terms of color di↵erence.
4.2 Characteristics of the Color Look-Up Tables
A variety of methods have been proposed to compress images and videos. But few
compression methods have been used to compress color tables. For the color table
compression problem, we are inspired by various video compression methods. But
the color table data has very di↵erent characteristics than video data,
Figure 4.1 is the 3D plot of one color look-up table. We are taking a L⇤a⇤b⇤ to
CMYK color look-up table for example. To get a 3D plot, we fix L⇤, and use a⇤ and
b⇤ as x-axis and y-axis. The z-axis is the Cyan value in the table. From the figure,
we can see that the surface is smooth.
Also, the evaluation process and consideration for color table compression prob-
lem are also very di↵erent from video compression. We cannot see or evaluate the
compression results directly by only looking at the values of the reconstructed color
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tables. Instead, we need to transform the reconstructed color tables to proper the
color space to evaluate the color di↵erences.
Next, we are going to discuss in detail our method of compressing the color look-up
tables.
4.3 Framework for Color Table Compression
Figure 4.2 provides a high-level view of the color table compression-reconstruction
process. The compression process consists of two stages: a lossy stage that exploits
specific characteristics of the color table data to be compressed, followed by a lossless
Fig. 4.1. Plot of one color look-up table (L⇤a⇤b⇤ to CMYK).
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stage that is more generically designed to compress any kind of data. The reconstruc-
tion process consists of a decoding step that inverts the encoding step, except for the
loss, which is not recovered.
Fig. 4.2. Compression-reconstruction process.
There are three basic steps involved in a compression system. They are trans-
formation, quantization, and encoding. Figure 4.3 is a basic block diagram of a
compression system.
Fig. 4.3. Three elements of a compression system.
For the transformation step, we first exploit DCT, then wavelet transformation.
We will use di↵erent encoding schemes for these two transformations.
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4.4 DCT Compression
A discrete cosine transform (DCT) expresses a finite sequence of data points in
terms of a sum of cosine functions oscillating at di↵erent frequencies [42]. As shown
in Fig. 4.4, we employ a DCT compression method followed by a standard lossless
compression technique, such as the Lempel-Ziv-Markov chain-Algorithm (LZMA) [43]
or GZIP [44] to achieve high compression rates. As our ICC profile may contain a 3D
or 4D color table, we will use a 3D or 4D DCT method, accordingly.
Fig. 4.4. DCT compression framework.
Figure 4.5 contains a detailed block diagram of the compression method. Nor-
mally, color tables representing di↵erent rendering intents are included with one ICC
profile. We assume there areN color tables for an ICC profile: CLUT1, CLUT2, ..., CLUTN .
We assume there are Jin channels in the input color space, and Jout channels in the
output color space. Normally, Jin and Jout can be 3 or 4. For each output channel,
we assume that the look-up table contains MJin nodes, where M is the number of
nodes of each input channel.
Applying the Jin-dimensional DCT transform to the color tables CLUTi, we obtain
as many DCT coe cients as there are nodes in the original color table. In the next
step, we quantize the AC coe cients using a fixed step size  , and round to the
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nearest integer. We round the DC coe cients to the nearest integer, so they are







DCcoefq = bDC Coefficiente , (4.2)
where b·e denotes the rounding operation.
Fig. 4.5. Workflow of the DCT compression method.
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Figure 4.6 shows this quantizer.
Fig. 4.6. Coe cient quantizer with step size  .
After obtaining the quantized DCT coe cients, we need to reorder the Jin-dimensional
quantized coe cients to a 1D data stream in a certain order. As the energy after
the DCT concentrates in the low frequency domain, we can use 3D zigzag ordering
to reorder our data. Figure 4.7 shows the ordering process of 3D zigzag. The traver-
sal is such that the planes i + j + k = c are visited in increasing order of c and a
2D zigzagging is performed within each plane [40]. Such traversal of the quantized
coe cients from low-to-high frequency introduces a large amount of redundancy to
our coe cient bit assignment table, which we will soon discuss, thus allowing e cient
packing of the data.
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After obtaining the 1D quantized DCT coe cients, we write them to a binary file,
followed by a standard lossless compression technique like LZMA. Then we use the
Fig. 4.7. 3D zigzag ordering: planes with i+j+k = 1 and i+j+k = 2
(after [40]).
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quantized coe cients to calculate the coe cient bit assignment table (CBAT), which
is used for the decoding process.
4.4.1 Coe cient Bit Assignment Table
The Coe cient Bit Assignment Table stores the information of how many bits
are assigned to each coe cient. To quantize a real number in the range  0.5 to
L  0.5 to an integer value, we need dlogLe bits. As an alternative to implementing
the logarithm function directly, Fig. 4.8 shows a method for determining dlogLe that
can be implemented very e ciently in an embedded system. As the coe cient can
be a negative number, we need one more bit for the sign.
Fig. 4.8. Algorithm to count bits needed for a given DCT coe cient.
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We use a di↵erent CBAT for each output channel. As there are Jout output
channels, we will have Jout CBATs in one ICC profile. The nodes in each CBAT
are the same as in the original color table. Now we will discuss how to calculate
each CBAT. We will use the quantized DCT coe cients to calculate the CBAT. For
a certain output channel, we denote the quantized DCT coe cient as Qi,j, where
i = 1, 2, ..., N is the color table number, and j = 1, 2, ...,MJin is the node number.





dlog|Qi,j|e+ 1 if |Qi,j| > 0
0 if |Qi,j| = 0
. (4.3)





The remaining question about the CBAT is what is the total size needed to store it.
For the CBAT, we assign a fixed number of bits for every node. Assume we assign a




So the total size of one CBAT is aMJin bits. Although it is a fixed number, after
the 3D zigzag ordering, the neighboring nodes tend to have similar value. Thus the
total CBAT size can be reduced significantly by the lossless compression stage. We
discussed above how to calculate the the size of the CBAT for one output channel. We
then use the same method to calculate the sizes for the rest of the CBATs. Combining
them, we can obtain the total size for all Jout CBATs.
4.4.2 Determining Step Size  
Another question is how to choose  . If   is large, we can achieve a large
compression ratio; but the color di↵erence will be large at the same time. If   is
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small, the color di↵erence is small; but the compression ratio will be limited. To
achieve high compression ratio and small color di↵erence at the same time, we store
the nodes with large color di↵erence separately.
For a fixed  , we compress the color tables using the method discussed above.
After inverting this compression process, we obtain the reconstructed color tables.
Figure 4.9 shows how to calculate the compression ratio for a given   and target
maximum color di↵erence  Emax when storing additional nodes.
Reducing the Maximum Color Di↵erence
After we obtain the reconstructed color table, we can calculate the color di↵erence
between the values in the original and reconstructed color tables (details are discussed
in the Evaluation Process section). Figure 4.10 shows clipped histograms of color
di↵erences for three di↵erent color tables. The color tables on which this data is
based are described in the Results section. The histogram values are clipped to the
range 0 to 10 so that we can see clearly that the number of nodes with large color
di↵erence is limited.
We then store the nodes that have a large color di↵erence separately to improve
the maximum color di↵erence across all color tables. First, we set a target maximum
color di↵erence  Emax. Second, we find the nodes among all the color tables where
 E >  Emax, and store those node locations and values directly with quantizing the
node values.
If we have MJin nodes in a table, then for each input channel we need dlogMe bits
to store the location. So we need dlogMe Jin bits to store all the Jin input channel
locations. For each output channel, we need b bytes (as indicated in the ICC profile
bytedepth field) to store the value. So we need bJout bytes to store all the Jout output
channel values. So in total, for each node that we wish to store directly, we need
additional dlogMe Jin/8 + bJout bytes. This method also provides the option to store
the nodes with significant visual importance directly without any loss.
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Modified Compression Method
Figure 4.11 shows the relation between the compression ratio and step size  
when we store the additional nodes where  E >  Emax separately. The horizontal
Fig. 4.9. Process to calculate compression ratio for a given   and
 Emax when storing additional nodes.
55
axis of the plot is   / Maximum node value, which gives us an idea of what is the
relationship of   and the maximum node value, and helps us interpret   intuitively.
The color tables on which this data is based are described in the Results section.
We can see from the figure that for each fixed target  Emax, as   increases,
the compression ratio first increases, and then decreases after a peak compression
ratio value is reached. That is because when   increases, the compression is more
aggressive, and the error E gets larger. Thus, the number of the reconstructed nodes
which have  E >  Emax will increase. So we will store more nodes directly, thereby
reducing the e ciency of the lossy phase of our compression method. Therefore,
the peak value in the compression ratio is the optimal balance between the storage
Fig. 4.10. Clipped histograms of color di↵erences (  = 1000).
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required for the quantized DCT coe cients, and that required for the non-quantized
nodes.
Our final output bit stream consists of three parts: CBATs, quantized DCT coe -
cients, and additional nodes. When  increases, the size of quantized DCT coe cients
will decrease but the number of nodes with large  E will increase. So we want to find
a balance between the two parts. For a fixed target  Emax, we find the optimal  opt
when it achieves maximum compression ratio in the compression ratio delta curve.
Figure 4.12 shows the modified workflow of the compression method that includes
storing these additional nodes.
Fig. 4.11. Compression ratio delta curve.
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4.4.3 Decoding Process
The decoding process extracts CBATs, quantized DCT coe cients, and the nodes
locations and values from the compressed data.
Figure 4.13 shows the workflow of the decoding process. First, we apply the
standard lossless decompression technique, such as inverse LZMA or inverse GZIP,
Fig. 4.12. Modified workflow of the compression method in which
additional nodes are stored.
58
to the compressed data to get the binary stream. Next we use the CBATs to tell
how many bits of the binary stream belong to each node location. Then we can
get the reconstructed DCT coe cients. We apply the Inverse DCT transform to the
coe cients, multiply by the quantizer step size  , and round to the nearest integer
Fig. 4.13. Decoding process.
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to obtain the initial reconstructed color tables. We add back the additionally stored
nodes to the initial reconstructed color tables, and obtain the final reconstructed color
tables. Then the reconstructed Jin-dimensional to Jout-dimensional color tables can
be used.
4.4.4 Evaluation Process
The method we discussed above can be used for A2B and B2A tables. When
compressing B2A color tables, we use A2B color tables to evaluate. When compressing
A2B color tables, we evaluate the color di↵erence directly. For di↵erent input and
output spaces, we will use di↵erent evaluation metrics, accordingly.
Now we will describe the evaluation process of the CIELAB space to give a more
concrete idea. After compressing the B2A tables, our evaluation process will measure
the color di↵erence between the original color table and the reconstructed color table
in CIELAB space.
For a given input triple L⇤a⇤b⇤ as in the B2A table, we use the tetrahedral inter-
polation [45] method for the original color table and the reconstructed color tables
separately, and obtain the output triple or quadruple values. The choice of this
interpolation method is based on the premise that it is what would be used in the
implementation of the color tables in an actual color imaging system workflow. If this
is not the case, a di↵erent interpolation method can be used, as appropriate. If the
B2A table is from L⇤a⇤b⇤ to CMYK, then the output quadruples are CMYK and
CMYKr for the original and reconstructed tables, respectively. Using A2B tables
which are the output triple or quadruple to L⇤a⇤b⇤, we transform tables to interpo-
late the output triple or quadruple, and obtain L⇤a⇤b⇤ and L⇤a⇤b⇤r. We calculate the
color di↵erence  E between the original table and the reconstructed table. The color
di↵erence between two samples in CIELAB can be calculated using [46]:
 E =
q
(L⇤   L⇤0)2 + (a⇤   a⇤0)2 + (b⇤   b⇤0)2, (4.6)
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where L⇤, a⇤, b⇤ are for the original color tables, and L⇤0, a⇤0, b⇤0 are for the recon-
structed color tables. The error is computed at all points in the input color space.
We can also use other models to calculate the  E, such as CIECAM02 [47] and
CIEDE2000 [48]. While using other measures for color di↵erence may be expected to
have some e↵ect on the compression ratios that can be realized, our overall method
and the benefits that can be achieved with it should still be valid. Figure 4.14 de-
scribes the evaluation process.
After compressing the B2A color tables, we transform to A2B color tables in
order to calculate the color di↵erence. After compressing the A2B color tables, we
calculate the color di↵erence directly from the compression output triples instead of
transforming to B2A color tables and calculate. Thus, the dash box step in Fig. 4.14
is optional depending on what kind of tables are compressed and evaluated.
4.4.5 Results
Some sample ICC profiles can be downloaded from [49]. We present experimental
results for the CGATS21 CRPC7.icc profile. In this profile, the B2A tables are from
L⇤a ⇤ b⇤ to CMYK, so Jin = 3 and Jout = 4. And M = 33, so there are MJin = 333
nodes for each output channel. The byte depth of the table is b = 2. In total, there are
bJoutM
j
in = 2 · 4 · 333 = 287, 496 bytes in one B2A table. There are N = 3 rendering
intents, so we have 287, 496 · 3 = 862, 488 bytes for all the B2A tables. These B2A
tables are the tables we are going the compress. The A2B tables are from CMYK
to L⇤a⇤b⇤, so Jin = 4 and Jout = 3. And there are 174 nodes for each output channel.
Table 4.1 shows the parameter values for each type of color table. We are going to
compress the B2A tables first, and use the A2B tables to evaluate the compression
performance.
First, we present the performance of CBAT by comparing it with the method
of assigning fixed number of bits for each coe cient. The results are based on the
workflow before modification (Fig. 4.5). Under this workflow, we assign fixed number
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of bits to store the quantized DCT coe cients instead of assign varying number of
bits (CBAT). That is, the DCT, quantization and reorder steps are the same for both
methods, the lossless compression techniques are the same for both methods, the
only di↵erence is whether we assign fixed number of bits or varying number of bits to
Fig. 4.14. Evaluation workflow.
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Table 4.1.
Parameters for the Color Tables
Type B2A A2B








store the quantized DCT coe cients. Also, as the compression error only comes from
the quantization stage, the reconstructed color table are the same for both methods.
Thus, we can compare this two methods in terms of compression ratio. Figure 4.15
shows the compression ratio improvement using CBAT.
Next, we present our overall compression performance. From Fig. 4.11 we can see
that for a maximum target  Emax = 3, a compression ratio of 69 can be achieved.
Table 4.2 shows for  Emax = 1, 2, or 3, the highest compression ratio that can be
achieved, the average  E, and the standard deviation of the  E among all the color
tables in the ICC profile. Figure 4.16 shows the compression performance curves of
the average, standard deviation and maximum  E among all color tables in the ICC
profile mentioned above. For a specific  Emax, we can look up from the figure what
is the highest compression ratio that can be achieved. From the results, we can also







Average  E Std.Dev.  E
1 15.52:1 0.39 0.25
2 41.65:1 0.60 0.40
3 68.76:1 0.78 0.54
Fig. 4.15. Compression ratio –   curve when compressing using
CBAT and using fixed number of bits.
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4.5 Wavelet Compression
4.5.1 Discrete Wavelet Transform
The discrete wavelet transform (DWT) is widely used in image compression and
video compression.
The DWT of a signal is calculated by passing it through a series of filters. In the
two-dimensional case, it is decomposed by a four channel filter bank. In Fig. 4.17,
each filter is either HPF or LPF for horizontal and vertical components. The 2D
image is decomposed into four bands by applying these filters. Band LL represents
the low pass image component. Band HH, HL, and LH represent the detailed images.
Fig. 4.16. DCT compression  E – compression ratio curve.
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By applying the identical filter bank to the LL band again, we can obtain next level
of image structure. Figure 4.18 shows the hierarchical structure of a 2D DWT used
in image compression.
Fig. 4.17. One filter stage in 2D DWT.
The three-dimensional wavelet transformation is a generalization of the 2D case.
After applying the decomposition along X, Y and Z dimension, eight subbands are
formed at the first decomposition level, as shown in Fig. 4.19 and Fig. 4.20. Repeat
the process one more time to the low pass cube, we will obtain wavelet decomposition
at the next level (Fig. 4.21).




Wavelet based compression schemes exploit scalar quantization on hierarchical
structures of wavelet decomposition.
Embedded Zero Tree Wavelet (EZW) coding [34] is one of the first to show the
remarkably e↵ectiveness of wavelet based compression techniques. EZW coding ex-
ploits the wavelet transform multi-resolution properties. The basic hypothesis of zero
tree is that if a wavelet coe cient at a coarse scale is insignificant, then coe cients
in the same spatial orientation at finer scales in the hierarchically structure are also
likely to be insignificant. Zero tree is a tree of zero staring at the root, and across
its dependent subbands. EWZ transmits the significance map with such zero tree
structures.
Set Partitioning in Hierarchical Trees (SPIHT) [35] coding is a highly refined ver-
sion of the EZW coding, and achieves better compression performance. SPIHT has
Fig. 4.18. Structure of 2D wavelet decomposition.
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an e↵ective way to organize and encode the wavelet coe cients. Embedded coding,
also called progressive coding, is a process of encoding the transform magnitudes that
allows progressive transmission of the compressed data. The embedding process here
is called bit-plane encoding. Bit-plane encoding computes the binary representations
for the transform values and records only the significant bits in these representations
in magnitude order, as shown in 4.22. The encoder is based on embedded coding to
compress the data into a bit stream with increasing accuracy. That is, with the most
significant bits transmitted first, we can stop the bit stream at any rate and recon-
struct the data, and the data will contain more detail if more bits are transmitted.
Fig. 4.19. One filter stage in 3D DWT.
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Here we discuss using the SPIHT as the encoding method after the wavelet trans-
form. Other encoding methods such as Set Partitioned Embedded bloCK coder
Fig. 4.20. 3D wavelet decomposition (level 1) ( [50] ).
Fig. 4.21. 3D wavelet decomposition (level 2).
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(SPECK) [58], Embedded Block Coding with Optimized Truncation (EBCOT) [59],
Wavelet Di↵erence Reduction (WDR) [60], Adaptively Scanned Wavelet Di↵erence
Reduction (ASWDR) [61], etc. can also be used.
Figure 4.23 is the framework of 3D SPIHT encoding.
4.5.3 Wavelet Compression Process
For clarity, we use the same notation as in the DCT compression section. There
are Jin channels in the input color space, and Jout channels in the output color space
Fig. 4.22. Binary representation of the magnitude ordered wavelet
coe cients (after [35]).
Fig. 4.23. 3D SPIHT encoding framework.
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for each color table. AndM is the number of nodes of each input channel. b represents
the byte depth of each node value. N represents the number of CLUTs in the ICC
profile.
Figure 4.24 is the block diagram for the SPIHT color table compression pro-
cess. Since the wavelet transform has a requirement for M , we first use interpolation
techniques or zero padding to obtain the color tables that wavelet transform can be
applied. Now that we assume the modified color table after interpolation or zero
padding contains V nodes of each input channel. Thus the total number of nodes is
V Jin in the modified color table. After preparing the proper input color table for the
wavelet decomposition, we apply the wavelet transform and SPIHT encoding to the
color tables. The SPIHT encoding step in the block diagram includes the wavelet
decomposition, SPIHT encoding and arithmetic encoding ( [62] ) these steps. And
we will use SPIHT encoding to represent these steps from here. The output of the
SPIHT encoding is a serials of bit stream. The output bit stream depends on di↵erent
factors, here we mainly discuss two: the number of levels L of the wavelet transform,
that is, the number of times we apply the wavelet transform to the color table; and
the bit rate r that specifies the number of bit/coe cient we set as the input to the
encoding.
To evaluate the performance of the above compression scheme, we use SPIHT
decoding and interpolate or zero padding back the color table nodes from V Jin to
MJin for each input channel. Then we use the evaluation method discussed in DCT
compression section to calculate the color di↵erence  E between the original color
table and the reconstructed color table.





Thus, we can obtain the relationship between the compression ratio and the color
di↵erence between the original color table and the reconstructed color table. Figure
4.25 is a example color di↵erence - compression ratio curve of one ICC profile. From
the figure, we can see that we can obtain very high compression ratio while the
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Fig. 4.24. SPIHT color table compression block diagram.
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mean and standard deviation of the color di↵erence is low. But the problem is, the
maximum color di↵erence for each profile is really high, which means there is a huge
color shift in some color nodes. This is not the desired results.
Fig. 4.25. Initial SPIHT encoding  E – compression ratio curve (level = 4).
Modified Wavelet Compression Process
Similar to the modified DCT compression process, we refine the wavelet compres-
sion method by storing the nodes that have a large color di↵erence. The steps are:
1. set a target maximum color di↵erence  Emax;
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2. find the nodes among all the color tables where  E >  Emax, and store those
node locations and node values directly without quantizing the node values.
From the discussion in the modified DCT compression section, we will store the
location and value information for each node. Thus, additional dlogMe Jin/8 + bJout
bytes are needed here. We can also store the nodes with significant visual importance
directly. Next we compress the this nodes information by standard lossless compres-
sion method, such as LZMA and GZIP. Assume the size of the output compressed
nodes file is BaddiNodes.
Figure 4.26 shows the modified block diagram of the SPIHT color table compres-
sion. The final output bit stream consists of two parts: SPIHT output and additional
nodes. Thus the modified compression ratio is:
ModifiedCompressionRatio =
MJinJoutbN
V JinJoutr/8 + BaddiNodes
. (4.8)
Figure 4.27 is the modified SPIHT compression ratio bit rate curve for the example
ICC profile with di↵erent wavelet decomposition levels and di↵erent target maximum
color di↵erence  Emax. From the figure we can see that with a fixed target  Emax,
higher wavelet decomposition level achieves higher compression ratio. And larger
target  Emax results in larger overall compression ratio. For each curve, as bit rate
r decreases, the compression ratio first increases, then decreases after a peak com-
pression ratio value is reached. That is because when r decreases, the compression is
more aggressive, and the error  E gets larger. Thus, the number of the reconstructed
nodes which have  E >  Emax will increase. So we will store more nodes directly,
thereby reducing the e ciency of the lossy phase of the compression method. Thus,
the peak value in the compression ratio is the optimal balance between the storage re-
quired for the quantized wavelet coe cients, and that required for the non-quantized
nodes. Therefore, for a fixed target  Emax, we find the optimal ropt when it achieves
maximum compression ratio in the compression ratio bit rate curve for the maximum
wavelet decomposition level.
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Fig. 4.26. Modified SPIHT color table compression block diagram.
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4.5.4 Results
We use the same ICC profile as used in the DCT compression to present the
experimental results. It is CGATS21 CRPC7.icc profile. The basic information of
this profile is, the B2A tables are from L⇤a ⇤ b⇤ to CMYK, so Jin = 3 and Jout = 4.
And M = 33, so there are MJin = 333 nodes for each output channel. The byte depth
of the table is b = 2. The detailed information of this profile can be found in the
DCT compression result section. For the implementation of the SPIHT compression,
we use the open-source QccPack library [63], [64].
Fig. 4.27. SPIHT compression ratio bit rate curve.
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The color di↵erence errors come from two parts: the M   V and V  M interpo-
lation, and the SPIHT encoding errors. Table 4.3 shows for  Emax = 1, 2, and 3, the
highest compression ratio that can be achieved (level = 4), the average  E, and the
standard deviation of the  E among all the color tables in the ICC profile. Figure
4.28 shows the compression performance curves of the average, standard deviation
and maximum  E among all color tables in the ICC profile mentioned above. For a
specific  Emax, we can look up from the figure what is the highest compression ratio
that can be achieved. From the results, we can also see that the average  E and





Average  E Std.Dev.  E
1 15.08:1 0.27 0.23
2 31.19:1 0.46 0.39
3 47.66:1 0.67 0.56
4.6 Comparison
We used both DCT and wavelet transform in the color table compression process.
For the encoding process, we introduce the use of CBAT for DCT transform, and use
SPIHT for wavelet transform.
To make the two method comparable, we use the same ICC profile as input.
From Fig. 4.29 we can see that for target  Emax > 1, the DCT compression
method can achieve higher compression ratio and smaller standard deviation. How-
ever, in certain compression ratio ranges, the wavelet method achieves less color di↵er-
ence mean value. And for small target maximum color di↵erences like  Emax <= 1,
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the wavelet compression method can achieve higher compression ratio and smaller
average color di↵erence. So which compression method to use is depend on the use
case requirement.
4.7 Conclusion
We have proposed a compression framework for color look-up tables, for which
there is no constraint on the dimensions of the input or output color spaces. We
exploited both DCT and wavelet transform in the compression process. Our DCT
compression method enables the encoding of color tables in the ICC profile by storing
Fig. 4.28. SPIHT compression  E – compression ratio curve.
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the information in three parts: Coe cient Bit Assignment Tables (CBATs), quantized
DCT coe cients, and additional nodes. Our wavelet compression method enables the
encoding of color tables in the ICC profile by storing the information in two parts:
wavelet compression output and additional nodes. These method also provide the
flexibility to store customized color nodes. Our multi-dimensional DCT and wavelet
compression method provides significant compression ratio and small color di↵erence
at the same time. The current A2BX and B2AX tags do not support a compression
scheme, thus providing such a mechanism within the framework of the ICC would
be beneficial. As ICC profiles are widely used in various devices and platforms, our
Fig. 4.29. DCT and SPIHT compression  E – compression ratio curve comparison.
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compression method has a wide application prospect. These methods can also be
extended to other color workflows.
4.8 Discussion and Future Work
We proposed compression frameworks for color look-up tables in the previous
sections. In our ICC profile color look-up table use cases, we have three CLUTs for
three di↵erent rendering intents in one profile. However, there are other color system
use cases that may involve a lot more than three CLUTs in one profile. In such
color systems, we propose a compression framework that applies the DCT or wavelet
transform to the value di↵erence between the original color tables and a reference
color table.
Figure 4.30 shows the overall workflow of this method. For the N color tables
for a ICC profile: CLUT1, CLUT2, ..., CLUTN , we first find a reference color table






Then subtract the reference table from all color tables, we obtain N di↵erence
color tables:
difCLUTi = CLUTi   CLUTref , i = 1, 2, ..., N (4.10)
Then apply Jin-dimensional DCT transform to the di↵erence color tables difCLUTi.
We obtain as many DCT coe cients as there are nodes in the original color tables.
The following steps are the same as in the DCT compression section we discussed.
The resulted DCT coe cients are smaller in values, but the reference table is
large. For large numbers of di↵erent rendering intent color tables in one profile,
the di↵erence DCT compression method, which applies the transform to the color
di↵erence values, is better suited than the DCT compression method, which applies
the transform to the original color table values.
We can also explore if the smoothness of the compressed look-up tables can be
preserved in the future.
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Fig. 4.30. Di↵erence DCT compression process.
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5. SUMMARY
We summarize the contributions of this dissertation as follows:
1. We described a procedure for design of high-quality regular screens using the
non-rectangular supercell. With multilevel printing, the number of microcells
that a macrocell needs to contain can be relatively small. So basing the halftone
screen design on only the macrocell reduces computational complexity of the
design, as well as the memory requirement to store the screen. The computation
and memory storage wise, this method is very e cient.
2. We proposed a procedure for regular screen design, and investigated the problem
of designing irregular, clustered-dot halftone screens. The halftone textures for
irregular screens are inherently noisier than those for regular screens. To yield a
more uniform halftone texture, we perform a Voronoi tessellation of the plane,
based on the dot-cluster and hole-cluster centers. This defines the initial mid-
tone halftone pattern. We refine this midtone pattern via a Gerchberg-Saxton
iteration that suppresses any frequency domain energy that is not associated
with the periodicity matrix. We then design the halftone screen for the remain-
ing levels by simultaneously moving toward the highlights and shadows, and
assigning new dots and holes in a manner that maximizes the uniformity of the
halftone texture.
3. We proposed a framework that is the first published transform-based color ta-
ble compression work. We proposed a DCT or wavelet transform compression
framework for color look-up tables, for which there is no constraint on the di-
mensions of the input or output color spaces. The multi-dimensional DCT and
wavelet compression method provides significant compression ratio and small
color di↵erence at the same time.
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4. We proposed a novel concept of Coe cient Bit Assignment Table. It allows
using varying number of bits to store quantized coe cients, and can achieve
high compression ratio.
5. We proposed a solution in our compression framework to provide flexibility to
store customized color nodes without loss.
6. The current A2BX and B2AX tags in ICC profile do not standardize a com-
pression scheme, thus providing a mechanism within the framework of the ICC
would be beneficial. As ICC profiles are widely used in various devices and
platforms, our compression method has a wide application prospect. These
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