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Abstract
Identity theft is a burgeoning issue. Gaining unauthorized access to computer net-
work tends to compromise the system which could potentially cause undetected fatal
destruction and disastrous consequences for individuals and the nation. It is to the
extent of taking down communication networks, paralyzing transportation systems
and crippling power grids. If security system are burdensome, people may avoid us-
ing them, preferring functionality and convenience. For these reasons, an effective
security mechanism needs to be deployed in combating identity crimes. Therefore,
this thesis proposes of implementing biometric technology as a viable solution for the
aforementioned problems.
In the recent years, the electrocardiogram (ECG) signal was introduced as a poten-
tial biometric modality to overcome issues of currently available biometric attributes
which could be falsified by gummy fingerprints, static iris and face images, voice
mimics and fake signatures. When a person is having a heart beat, automatically it
proclaims that the person exist and is alive. Thus, the advantage as a life indicator
mechanism verifies the presence of a person during the time of recognition. For the
past decade, preliminary investigations on the validity of using ECG based biometric
have been manifested with different person recognition methods to support its us-
ability in security and privacy applications. Even though, ECG based biometric has
set its ground in recognizing people, however, the underlying issues that governs a
practical biometric system have not been properly addressed. Basic problems which
require further attention are fundamental issues which touch the aspects of reliabil-
ity and robustness of an ECG based biometric system in a real life scenario. Thus,
in this thesis, we have identified four main research problems which are essentially
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important to increase user acceptability of ECG based biometric recognition covering
different aspects of a practical biometric system such as distinctiveness, permanence,
collectability and performance. The research issues being posed in this thesis are the
selection of extracted biometric features, subject recognition with different patholog-
ical and physiological conditions, performing biometric with low sampling frequency
signals and applying ECG based biometric in mobile surroundings.
Firstly, selecting biometric samples is a crucial step as it would determine the
effectiveness and accuracy of a biometric system. The ability to closely associate en-
rolment and recognition templates would increase positive match possibilities. Feature
selection process also ought to consider external factors such as signal irregularities
due to baseline wanders. These circumstances are pertinent as selection of the right
attributes contribute to better biometric matching quality.
Secondly, performing ECG based biometric recognition with subjects in different
pathological and physiological conditions complicate the person identification problem.
Past studies have been more relaxed and comfortable to portray subject recognition
techniques in normal conditions without highlighting the fact that pathological and
physiological conditions promote heart rate variability. Thus, when ECG signals tend
to alternately fluctuate in non-repetitive patterns, careful consideration should be
taken to re-evaluate the effectiveness of previous subject recognition techniques to be
implemented in different pathological and physiological conditions.
Thirdly, some commercial mobile ECG recorders use lower sampling frequencies
when acquiring ECG signals in order to reduce resource scarcity issues of mobile equip-
ments. Lower sampling frequency creates significant signal variations when comparing
enrolment and recognition datasets for biometric matching. This situation hinders im-
portant attributes which could potentially minimize misclassification errors. Solving
the signal quality issue thus provides robustness for the implementation of ECG based
biometric in different environments.
And fourthly, taking advantage on the existence of mobile ECG diagnosis for clin-
ical interpretations, the purpose and application of ECG are potentially twofold; for
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diagnosis and security. ECG signals sent wirelessly from remote monitoring facilities
to hospital servers could be securely verified as to protect the medical data with-
out requiring additional security components. Performance evaluation of ECG based
biometric recognition in mobile environment is thus essential as to secure multiuser
networks from rigorous adversary attacks.
These dynamic environments which some are under-researched and have never
been reported would require flexible solutions. Therefore, in this thesis, simple new
improved and innovative subject recognition approaches have been proposed as to
highlight the practicality of ECG based biometric system without requiring complex
computational methods to identify individuals. The experimentation results are com-
pared with related and existing subject recognition techniques to evaluate the effec-
tiveness and reliability of these proposed approaches. Based on these four fundamental
research issues, we highlight our key findings and its likely implications.
For the first research problem that caters the distinctiveness issue, we proposed
of applying Cardioid based graph with improved attribute selection scheme which
we call it as Method 2 utilizing interpolation technique to minimize misclassification
rates. It is important to perform biometric sample selection extracting recognition
attributes which could imitate enrolment features. The results contribute to a better
biometric matching quality which implicates to higher classification accuracy reflecting
the capability of identifying individuals correctly.
Our second issue covers the aspect of permanence. Fundamentally solving biomet-
ric identification in varying pathological and physiological conditions distinctly. In the
case of pathological condition, we proposed a simple yet effective biometric feature
extraction technique called the NCN which is capable of matching normal and abnor-
mal ECG segments of an individual obtaining high identification rate. The outcome
enhanced the reliability and effectiveness of a remote monitoring system. In the other
aspect, when we deal with physiological conditions, the robustness and stability of
ECG over a long period of time and physiological variability were investigated. In
the first part of the experiment, ECG recordings for a period of 2 years originating
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from the same individuals were tested. The outcome strongly supported the perma-
nence criteria of a biometric system. The second part of the experiment explored
physiological variability affect using ECG samples obtained from six different physio-
logical conditions. We proposed an innovative biometric sample extraction technique
which resulted in high recognition accuracy with different physiological conditions
implicating the robustness and reliability of the proposed approaches towards signal
variations. In the third part of this research issue, ECG based biometric identification
were applied to automobile drivers with different physiological driving conditions. The
viability of our proposed wavelet analysis was tested. As a result, the identification
mechanism was enhanced with high classification accuracy. Results of the experimen-
tation validates the claim that ECG based biometric is a viable method to be used in
a real world driving environment.
Our third research question focuses on the collectability issue where we performed
biometric identification with low sampling frequency. Poor signal quality causes great
variability in the data which could potentially block promising compounds unneces-
sarily and thus the biometric system suffers from high misclassification accuracy. We
proposed interpolation techniques that enhanced the number of data points in an ECG
signal for better matching scores. The results in our experimentation implicates that
biometric matching is not necessarily done using high frequency ECG data but even
can be performed using low frequency ECG signals.
And in our final research problem, we concentrated on the performance issue where
we investigated the robustness of performing biometric identification in a mobile en-
vironment. Little has been said about the performance evaluation on mobile ECG
based biometric identification. We proposed of applying our innovative biometric
sample extraction technique in Chapter 4 for this purpose which was tested in differ-
ent mobile platforms. We evaluated the performance in terms of the computational
complexity, accuracy rate and the total execution time. High accuracy rate and low
execution time were achieved due to less computational complexity of our proposed
algorithm as compared to other sample extraction techniques. Thus, these outcome
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supports the capability and practicality of ECG based biometric identification in a
mobile environment.
This thesis suggests of solving ECG based biometric recognition raised problems
in a holistic perspective which does not limit the implementations to certain groups
of users but looking at the issue as a whole and in a boarder avenue so that it could
be applicable to almost all walks of life. A single optimum biometric system that
supersedes others does not exist as each biometric modality is based on the nature
of the implementation and application. Nevertheless, ECG based biometric features
give a strong indication that it would be well accepted by users in the future due
to the automatic liveness detection factor which is available in every human being
that further expands to people with disabilities such as amputees and those who
are visually impaired. Therefore, this thesis is substantial and vital as to assist and
provide alternative person identification mechanism to present security and privacy
applications in the quest to combat identity crimes.
xix
Chapter 1
Introduction
1.1 Background
Identity related fraud is a critical concern to national security, law enforcement and
economic interests. In 2007, according to the National Crime Victimization Survey
conducted by the Bureau of Justice Statistics, 7.9 million households, or about 6.6%
of all households in the United States discovered that at least one member had been a
victim of one of more types of identity theft. This rate represents a significant increase
from 5.5% of households that reported identity theft victimization in 2005 [77]. In
addition, Attorney-General’s Department of the Australian Government in 2012 com-
missioned a second annual nationwide online survey of 1200 people across Australia
into issues relating to identity theft [89]. The report of the survey showed that 7% of
respondent had been victimized in the last six months and nearly a quarter of respon-
dents had been, or knew someone that had been victim of identity crime in the last
six months which is an increase of 7% from 2011. These are examples of identity theft
cases from two different continents across the globe. The same phenomenon exists in
almost all countries in different parts of the world. Thus, it is vital to protect citizens
from the theft or misuse of their identities. Failure to have effective means of identifi-
cation create opportunities for criminal activities. It is essential that the identities of
individuals accessing government services, benefits, official documents and positions
1
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of trust, can be accurately verified. There are also millions of other occasions each
year on which individuals need to be identified such as access to buildings and travel
purposes. On each occasion, evidence of identity is required. However, identifying
people with certainty is time consuming and costly for public and private sector orga-
nizations. Due to this important factor, various organizations formalized several key
prevention strategies to improve identity security, combat identity crime and protect
the identities from being used for illegal purposes. Current initiatives for security and
privacy measures include implementing biometric system [106].
In the recent decade, there exist a substantial body of knowledge pertaining to pro-
cesses related to biometric that primarily focuses on techniques to solve the ambiguities
and improve the performance of subject recognition. This had resulted to numerous
research works dealing with different preprocessing methods, biometric sample ex-
traction procedures and subject recognition techniques. Biometric system is expected
to become the frontier of tomorrow’s security and privacy applications based on the
projection by Acuity Marketing Intelligence that the sustained growth with global
revenues will reach to nearly $11 billion annually by 2017 representing a compound
annual growth rate (CAGR) of 19.69% [42]. Thus, our main objective of this study
is to investigate the fundamental issues of biometric system which undermines the
establishment of a reliable and robust biometric system for security applications in a
real life scenario.
1.1.1 Basic Concepts
Before we proceed deeper in our investigation, a background study on the basic knowl-
edge and terminologies of biometric technology is presented. Then, we will list down
the limitations of existing solutions and based on these limitations, we define our
research problems. Later, the overview of our overall contributions are described.
Finally, the thesis organization is put forward.
Biometric is the science of establishing the identity of an individual based on the
physical, chemical or behavioural attributes of the person [45]. It provides airtight se-
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curity, offers an alternative to traditional methods (knowledge based and token based
mechanism) of establishing a person’s identity and becomes a tool of information pri-
vacy and confidentiality in security applications and recognition devices. The primary
goal in most applications is to prevent unauthorized users from accessing protected
resources. By using biometrics, it is possible to establish an identity based on who you
are, rather than by what you possess, such as an ID card, or what you remember, such
as a password [45]. Biometric introduces incredible convenience for the users (as users
no longer are required to remember multiple, long and complex frequently changing
passwords and involve in lost or forgotten ID cards) while maintaining a sufficiently
high degree of security.
Biometric operation is based on pattern recognition method that functions by
acquiring biometric samples from individuals (recognition data) and matching these
samples against template dataset (enrolment data). A biometric system may op-
erate either in identification or verification mode where we generally use the term
recognition for either of the two modes. Identification mode performs a one-to-many
comparison to confirm an individual’s identity. This is done when the system searches
the templates of all the subjects in the database for a match (e.g., Whose biometric
sample is this?). On the other hand, verification mode conducts a one-to-one analysis
to validate whether the claim is genuine or false. It is accomplished by establishing an
individual’s identity by collating the acquired biometric samples with datasets stored
in the database (e.g., Does this biometric data belong to John?). However, in this
study, we intend to focus more on identification mode as it is a crucial and significant
issue so as to diversify the capability of biometric system in a large scale scenario.
Not to discredit verification mode in biometric, as both are equally important, but
there exist a few fundamental issues of biometric based identification system that has
to be substantially dealt with which would be discussed further in this thesis. Fur-
thermore, in negative recognition applications, identification is important to prevent
an individual from having multiple identities where it confirms whether the person is
who he denies to be [123].
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Figure 1.1: Enrolment, Identification and Verification Stages in a Biometric Operation.
Biometric identification system is typically designed using the following four main
components as shown in Figure 1.1.
1. Sensor, which acquires the biometric data of individuals.
2. Feature extractor, which processes the acquired data to extract unique and
salient features.
3. Matcher, which makes comparison between the extracted features during recog-
nition against the stored template to generate matching scores. The matcher
also encapsulates a decision maker, in which an individual’s identity is validated
based on the matching score, and
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4. System database, which stores the biometric template of the enroled individu-
als. This component is responsible to enrol individuals into the database system.
During the enrolment phase, biometric characteristics of individuals are scanned
by biometric readers (sensors) to produce digital representations of the charac-
teristics. In order to facilitate matching, these digital representations are further
processed by feature extractors to generate a compact but expressive representa-
tion, called a template. Normally, multiple templates of an individual are stored
to account for variation observed in the biometric trait and the templates in the
database may be updated over time [48].
The identification operation may be formally posed as follows. Given an input
feature vector XQ, (which is extracted from the biometric data) and a claimed identity
I, determine the Ik where k ∈ 1, 2, . . . , N,N + 1. In this case, I1, I2, . . . , IN are the
identities enrolled in the system and IN+1 represents the reject case where no suitable
identity can be determined for the individual. Hence,
XQ =


Ik, ifmax {S(XQ,XI)} ≥ t, k = 1, 2, . . . , N
IN+1, otherwise
(1.1)
whereXIk is the biometric template corresponding to identity Ik, S is the function that
measures the similarity between features XQ and XI , and t is a predefined threshold.
The matching score, S(XQ,XI), normally a single value, quantifies the similarity
between the acquired data (XQ) and the template (XI) representations. The higher
the score, the more certain is the system that the two biometric measurements come
from the same person. The system decision is bounded by the threshold, t, where
pairs of biometric samples generating scores higher than or equal to t are regarded as
belonging to the same individual, while pairs of biometric samples generating scores
lower than or equal to t are categorized as belonging to different individuals [48].
A number of biometric modalities have been investigated in the past, examples of
which includes physiological traits such as face, fingerprint, voice, iris and behavioural
characteristics like gait and keystroke as shown in Figure 1.2. However, these biometric
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Figure 1.2: Different Types of Biometric Modalities Including Keystroke, Voice, Iris,
Gait, Face and Fingerprint.
modalities either cannot provide reliable performance in terms of recognition accuracy
such as gait and keystroke or not robust enough against falsification. For instance,
face is sensitive to artificial disguise, fingerprint can be recreated by latex, voice is
easy to mimic and iris can be falsified by using contact lenses with copied iris features
printed on it [122].
1.1.2 ECG in Biometric Identification
In the recent years, the electrocardiogram (ECG) signal has been proposed as a new
biometric modality for person identification [13, 44, 95, 122]. ECG has been an indis-
pensable clinical tool in many different contexts including the detection and treatment
of various cardiac abnormalities for the past decades. Based on the previous studies,
ECG signals exhibit unique and discriminatory biometric characteristics that has the
capability of improving and facilitating subject recognition processes as compared to
other biometric modalities. A brief description of ECG signals is described to gain an
overview of the modality.
An ECG is a register of the hearts electrical activity. Heart muscles are electrically
stimulated (or we call as activated/excited) to contract. In the activation/excitation
stage, depolarization occurs where the resting potential changes from negative to
positive. When at rest, these muscles are electrically charged. The electrical field
changes persistently in size and direction as the electrical impulses are distributed
throughout the heart. The conduction system of the heart is shown in Figure 1.3.
The sinoatrial (SA) node is the natural physiological pacemaker of the heart where
it determines the heart rate. Initially, the atrial depolarizes and contracts. Then,
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Figure 1.3: The Conduction System of the Heart.
the same process repeats for the ventricles. The electrical signal between these two
chambers goes from the sinus node via the atrial to the atrioventricular (AV) node.
Subsequently to the Bundle of His and later to the right and left bundle branches.
These electrical impulses end in a dense network of Purkinje fibers. The electrical dis-
charge (depolarization) of the heart produces an electrical force which has a direction
and magnitude that changes every millisecond of the depolarization. Thus, results of
these processes define different types of ECG waves that we call as PQRST waves as
shown in Figure 1.4.
The P wave is the atrial depolarization result which begins in the SA node. The
electrical signal produced by the pacemaker cells in the SA node is distributed to the
right and left atrial. It is also called atrial activation. The QRS wave or QRS com-
plex, on the other hand, is the depolarization waves of the endocardial and epicardial
cardiomyocytes. It is also termed as ventricular excitation. The T wave represents the
ventricle repolarization and during this stage, there is no cardiac muscle activity. We
also call this wave as the recovery wave. Thus, one heart beat or heart cycle consists
of the following stage:
• Atrial depolarization → contraction → P wave
• Ventricular depolarization → contraction → QRS wave, and
• Ventricular repolarization (the resting phase) between two heart beats→ T wave
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Figure 1.4: The Origin of Different Waves in an ECG signal.
1.1.3 ECG Based Biometric Applications and Implementations
Each biometric modality has its own advantages and disadvantages, and the selec-
tion depends on the application. Not a single biometric modality is optimal which
effectively meet the requirements of all security applications. The synergy between
specific biometric modality and application is based on the operational mode and the
properties of the biometric characteristics. The validity of using ECG for biometric
recognition is supported by the fact that the physiological and geometrical differences
of the heart in different individuals display certain uniqueness in their ECG signals
[39]. ECG signal alone is a life indicator and thus can be used for liveness detection.
The results in [125] also suggest the distinctiveness and stability of ECG as a bio-
metric modality. Compared to some other biometrics, ECG based biometric system
is expected to be more universal and hard to mimic. ECG can be collected from
literally any part of the body such as finger, toe, chest and wrist [16, 82]. Moreover,
it is more suitable across a wider range of the community including people with dis-
abilities such as amputees, those who are visually impaired and etc. In addition, ECG
based biometric offers lower template size and minimal computational requirements
[109, 110].
Potential applications of ECG based biometric includes scenarios such as identify-
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Figure 1.5: Potential applications of ECG biometric such as identifying drivers in
vehicles, authenticating patients in remote monitoring facilities, verifying passengers
in airport terminals, establishing identities in financial institutions or even recognizing
army personnels in battlefields.
ing drivers in vehicles, authenticating patients in remote monitoring facilities, verifying
passengers in airport terminals, establishing identities in financial institutions or even
recognizing army personnels in battlefields as shown in Figure 1.5.
The automotive sector can benefit from this research as ECG based biometric
system can serve the purpose of identifying the owner of a vehicle by using the driver’s
seat which could record the ECG signal from the driver’s body before the engine is
ignited. Moreover, the system can observe and warn the driver, if necessary, on the
cardiac activities of the driver in order to avoid fatal accidents due to physiological
factors such as driver fatigue, sleep deprivation and irregular ECG rhythms. In both
recognition and diagnosis situations, the system can immobilize the vehicle for safety
purposes.
In remote monitoring system such as aged care facilities, ECG based biometric
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can recognize and acknowledge patient’s ECG packets sent to the hospital server from
multiple locations for diagnosis. This procedure would prevent man-in-the-middle
attempts and denial of service attacks to compromise personal medical records of
patients.
When performing ECG based biometric in airport terminals or financial insti-
tutions, we would be able to verify the existence of a person in comparison with his
identification documents in the possession of airport or bank authorities. Even though,
the person has body disabilities but ECG as a source of automatic liveness detection
could be used as a person identification mechanism. Based on the biometric matching
results, authorities can revoke permission of entrance into a country or even reject
financial requests.
National defence authorities would be able to identify army personnels in warzones
much easier when using ECG based biometric recognition sensors or electrodes im-
planted on their uniforms. This would close the loopholes for enemies to disguise or
impersonate as one of the opposite side by their uniform appearance. Furthermore,
defence authorities could continuously monitor the heart conditions of military per-
sonnels, if, in case, appropriate and necessary medical response needs to be initiated.
Biometric identification system requires individuals to be present at the point of
recognition. The loss of biometric modalities such as fingers, hand, voice, iris and
face compromises the biometric functionality of an individual and thus the biometric
traits changes. Typically, people would still retain the biometric of cardiac (ECG)
regardless of their disabilities. This is one aspect that has proven the superiority and
universality of ECG as compared to other biometric modalities. Thus, this research
opens up a totally new branch of knowledge that is expected to gain high demand in
the future identity management revolution.
1.2 Limitations of Existing Solutions
Research in ECG based biometric has positioned itself as a substantial domain of
knowledge which primarily focuses on improving and improvising recognition tech-
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niques and performance. However, there are still a few fundamental issues that have
to be taken into consideration and overcomed in order for ECG based biometric to be
accepted by the public, in general, which are:
1. Most ECG based biometric sample selection approaches are based on fixed points
on the time series which significantly affect classification performance if severe
signal variations exist.
Extracted ECG samples are exposed to signal variations. The slightest degree
of change in the signal would result in the variability of the biometric sam-
ples. Moreover, if these discriminatory features are based on fixed points of the
time domain, misclassification of identities would occur which are influenced by
outliers of the signal such as baseline wanders and this would affect the classifi-
cation performance. Thus, it is important to perform biometric sample selection
extracting recognition attributes which could imitate enrolment features.
2. Most of previous studies were implemented with normal and healthy subjects
without considering pathological and physiological conditions.
Based on previous studies, most of the participants consist of normal and healthy
subjects. ’Normal and healthy’ connotates individual with normal heart beat
(sinus rhythm) without experiencing substantial pathological or physiological
irregularities. Even though, there have been preliminary investigations on this
matter but the area is still under-researched and needs a lot more scientific
evidence to suggest the reliability of ECG based biometric in both abnormal
conditions. In the case of cardiac abnormalities, for instance, some research
focuses on certain kinds of heart diseases and bounds the implementation of ECG
based biometric to a limited scope whereas in the case of physiological conditions,
when we perform different kinds of physical activities, this promotes heart rate
variability. Little has been said about the effect of these physiological changes
to the signal morphology and the viability of acquiring biometric data in longer
period of time which indirectly influences subject recognition performance.
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3. Variation in ECG signals with low sampling frequency suffers from high mis-
classification.
Low ECG signal quality is potentially capable of resulting to the inability of
detecting the failure of heart diseases. This phenomenon also causes large vari-
ability in the data which could hinder unique attributes unnecessarily. Due to
the presence of abnormalities, person identification process may suffer from high
misclassification and low matching performance. This would lead to vulnerabil-
ities in high security applications. Thus, the quality of ECG signals becomes
very significant in order to perform biometric operation.
4. ECG based biometric identification in a mobile environment is under-researched
and has never been reported.
Investigation of biometric recognition in mobile environment has recently gained
momentum. Maximizing the robustness aspect of ECG based biometric in mo-
bile conditions expands the functionality and usability in different real-life sce-
narios. In consideration with resource scarcity of mobile devices, the ability
to identify individuals so as to assure personal credentials are preserved to the
correct individual is important especially in individual identification using ECG
signals with different classifiers and mobile platforms. The capability and adapt-
ability of ECG based biometric in mobile environment will help accelerate the
usability of ECG based biometric appliances to the general public.
1.3 Research Problems
Thus, based on these limitations, we have identified four (4) main research problems,
which are:
1. How to optimally select set of ECG samples which improves biometric recogni-
tion rate?
This research question mostly deals with the concept of distinctiveness. It is
the ability to sufficiently differentiate between any two people in terms of their
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biometric characteristics. The high dependency of feature extraction process in
the time domain for biometric matching bounds the implementation to selected
cases which requires biometric datasets of enrolment and recognition samples to
be closely identical. However, this is not always the case as variations in the
ECG signals are common. How different are enrolment and recognition ECG
datasets to each other depends on the severity of the disturbance. Thus, to
mitigate this effect, we will propose a biometric samples selection technique ca-
pable of executing biometric operation using a simple domain transformation
approach. The usability of the proposed technique not only is applicable for
person identification but useful for arrhythmia detection. However, when per-
forming the domain transformation, biometric measurement taken at different
time instances are almost never identical [48],and thus creating dissimilarities
among samples. Therefore, to potentially reduce this error gap, we will suggest
another feature extraction technique which has the ability to reduce variation
of biometric sample points integrating the domain transformation approach.
2. How to identify a person using ECG signals with different pathological and phys-
iological conditions?
The focus of this research question is to address the issue of permanence. Bio-
metric characteristics should be sufficiently invariant over a duration of time.
Most of the previous studies in ECG based person identification were imple-
mented with healthy subjects in resting conditions and without any severe car-
diac diseases [13, 44, 95, 122]. The mechanism of using ECG as a medium for
biometric does not work well for the same individual in different pathological or
physiological conditions. For example, the ECG recordings for the same person
in resting condition compared to stress test are different. Another example is
when a healthy person who later in his life suffers from cardiovascular disease
results in different ECG patterns. Thus, the effect of physiological and cardiac
conditions tend not to identify an individual properly based on ECG record-
ings. Our main task here is to identify and extract the key features of a person
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regardless of their pathological or physiological conditions. In order to address
this issue, the feature extraction process plays a vital role in determining the
method and approach for ECG based person identification system. According
to previous related research works, we will propose new and improved mecha-
nisms on identifying and extracting salient features of individuals which would
be applicable in different conditions for a better ECG based person identifica-
tion system. Therefore, in this study, we divide the conditions to two main parts
which are investigating the viability of applying ECG based biometric with i)
different pathological conditions and ii) different physiological conditions.
3. How to improve subject recognition performance with ECG data in low sampling
frequency?
Among the important aspect of a biometric characteristic is collectability. It
is where these biometric criterias can be measured quantitatively. Poor quality
ECG signals such as commercially available mobile ECG recorders with very
low sampling frequency causes large data variation leading to the neglectance
of important attributes in a signal. This would cause a biometric system to
suffer from high misclassification rates due to poor matching scores between
recognition biometric samples against enrolment dataset. Therefore, the aim of
this research question is to enable biometric matching to be performed using
low quality ECG signals and at the same time, obtaining high recognition rates.
Thus, we will demonstrate two quality enhancement techniques which improves
the quantity of data points in a given ECG signal with low sampling frequency.
We will test the reliability of the proposed approaches by measuring the sys-
tem performance metrics using publicly available ECG databases with different
abnormal cardiac conditions.
4. What will be the classification results of applying ECG based biometric identifi-
cation in a mobile environment?
In this research question, we direct our attention on one of the important re-
quirement of a practical biometric system which is performance. It refers to the
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achievable recognition accuracy, speed and complexity, the resources required
to achieve the desired recognition accuracy, speed and complexity, as well as
the operational and environmental factors that affect these three performance
metrics [48]. Mobile environment has been easing up and assisting our daily
activities with the invention of mobile devices such as smartphones and tablets.
The implication of this technological development brings massive amount of in-
formation to the tips of our fingers. In consideration of information security and
privacy as the main element for data protection, implementation and adaptabil-
ity of biometric applications on mobile devices is crucial as the current hardware
advancement enhances the capabilities of these gadgets. However, performance
evaluation using ECG based biometric identification on mobile devices has never
been reported. Due to its mobility criteria, resource scarcity of mobile devices
should be taken into account. Thus, we will evaluate the performance of bio-
metric system (in terms of accuracy, speed and complexity) on mobile devices
considering the total amount of time and the number of steps needed to per-
form subject recognition using ECG signals with varying conditions in different
mobile platforms. We will also suggest data mining technique(s) for subject
recognition which suits a mobile environment having ECG signals with different
conditions.
The overall aim of this research is to find a reliable and robust mechanism in a biomet-
ric system and the results of this research would help ECG based biometric identifica-
tion system positioned itself as a viable technology that can be integrated into various
security applications. Therefore, this study brings crucial benefit to the society which
offers an alternative to security mechanisms.
1.4 Overview of Contributions
Extensive studies have been performed using various classifiers and different conditions
to verify the robustness of our proposed methods which are not covered in existing
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works. In general, the contributions of this thesis can be summarized as follows:
• Proposed two simplified biometric sample selection techniques which accurately
chooses the most optimum attributes to achieve higher recognition rates.
• Proposed an innovative biometric sample extraction technique that is simple
and accurate consisting of QRS samples normalization and convolution methods
using ECG signals with different pathological conditions.
• Proposed a simple yet effective biometric sample normalization technique using
ECG signals with different physiological conditions.
• Proposed two enhancement techniques which improved person identification for
ECG recordings with low quality ECG signals, and
• Proposed suitable data mining technique to perform subject recognition using
ECG signals on three different mobile device platforms.
These proposed approaches are particularly designed to address biometric requirement
issues of distinctiveness, permanence, collectability and performance to establish a
robust and reliable ECG based biometric system.
1.5 Thesis Organization
The remaining chapters in this thesis are structured as follows:
Chapter 2 introduces new biometric samples selection techniques addressing lim-
itations of existing research in Cardioid graph based ECG biometric. In this
chapter, we propose two attribute selection methods to optimally choose set
of biometric samples which aims to improve biometric identification results
from existing research. Resistances of the proposed approaches towards mis-
classification due to baseline drifts using these unique biometric minutiae were
also tested. The overall architecture of the proposed system that detects the
subtle ECG features for person identification is presented which constitute of
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ECG data collection, attribute generation and selection, and classification of
subjects. Furthermore, this chapter compares classification performance with
existing Cardioid based ECG biometric techniques. Template sizes using our
proposed approaches are also compared with previous ECG works and other
commonly used biometric modalities such as iris, face and voice.
Chapter 3 proposes an innovative biometric sample extraction technique using
ECG signals acquired from three different ECG databases containing various
irregular heart states. This simple and accurate technique consisting of QRS
sample normalization and convolution methods aim to improve person iden-
tification process by expanding the usability and acceptability of ECG based
biometric in a variety of abnormal cardiac conditions. A general framework of
the feature extraction methodology is presented comprising of biometric sample
selection and extraction. Furthermore, extensive studies have been performed
across classifiers and different cardiac abnormalities to verify the robustness of
the proposed method which are not covered in existing works. In addition,
comparisons with related works support our biometric technique to efficiently
extract features for biometric matching.
Chapter 4 investigates the reliability and robustness of performing biometric us-
ing ECG signals with varying physiological conditions. This chapter explores
sustainability of ECG based biometric with abnormal conditions inherited in
the signal such as applying different physiological conditions or acquiring ECG
signals in an extended duration of time (such as different days, weeks, months
or years). The study is divided into two major parts which consists of investi-
gating time and physiological variability affect towards ECG based biometric.
Our person identification system is presented consisting of signal acquisition,
our proposed biometric sample extraction and classification algorithm used for
identification. The study expands and supports our previous work and literature
scarcity of ECG biometric performed in different physiological conditions. It is
to the extent of analyzing ECG samples from different physiological conditions
Thesis Organization 18
over a long period of time and measuring the degree of relationship between
physiological conditions. Furthermore, comparison with previous related works
have been performed to verify the reliability of our proposed approach.
Chapter 5 improves ECG data with low sampling frequency using two different
quality enhancement techniques. Poor ECG quality may result to the inability
of recognizing promising compounds which causes great variability in the data.
This condition increases the number of false alarms and may degrade measure-
ment accuracy. This scenario would be vincible to high security application
system. Thus, the issue of measurement accuracy becomes very substantial.
Therefore, in this chapter, our aim would be focused on performing biometric
using low quality ECG signals. The proposed biometric system consists of ECG
signal acquisition, biometric sample extraction, quality enhancement technique
and later, biometric matching. Three biometric matching methods were applied
for performance evaluation using these enhancement techniques.
Chapter 6 compares subject recognition techniques on mobile devices using ECG
signals. An overall framework of the proposed ECG based biometric identifi-
cation system is presented consisting of ECG signal acquisition, followed by
biometric sample extraction and classification of ECG samples for person iden-
tification. In this chapter, we focus on the aspect of mobility which has become
an increasingly important component of mobile biometric. We performed sub-
ject recognition on mobile devices using ECG signals on different platforms as
to apply mobile ECG based biometric identification, analyze the computational
complexity and propose data mining techniques that suits a mobile environment.
Chapter 7 provides the summary of the thesis contributions, discusses areas for
possible future research to increase the performance and acceptability of ECG
based biometric in different situations and variety of conditions and the type of
challenges that needs to be overcomed towards a practical ECG based biometric
identification system.
Chapter 2
Cardioid Based Graph for
Biometric Sample Selection
This chapter addresses the drawback of existing research in Cardioid graph based
ECG biometric. The existing approach agonizes from lower accuracy due to random
biometric template selection from fixed points in the Cartesian coordinate. Moreover,
minor deterioration of ECG signals such as baseline wanders contribute towards mis-
classification. Thus, we have optimally selected set of Euclidean distances with the
help of data mining techniques using two attribute selection methods which we call
as Method 1 and Method 2 to improve the person identification process.
The chapter is structured as follows. Section 2.1 gives an introduction, motivations
and our contribution in this work. Section 2.2 provides the background of Cardioid
graph, an overview of the proposed scenarios, feature extraction methods and the
classifier used for identification purposes. Feature extraction techniques for Method
1 and Method 2 including attribute generation and attribute selection techniques
are elaborated. Section 2.3 provides experimental results and discussion; and finally
Section 2.4 presents the summary.
19
Introduction 20
2.1 Introduction
Medical practitioners today have long recognized that individuals differ in their vul-
nerability to diseases and feedback to treatments, however, medical technologies have
been standardized for the many, rather than the few or a ”one size fit all solution”
[78]. With rapid technological advancements in medical systems, remote monitoring
devices are able to be embedded in garments, clothings and within the body which
could potentially alert health professionals when patients need attention or even ini-
tiate automatic release of medication into the body when necessary. Personalized
healthcare has enormous advantages. It ought to make the risk of disease detected
much earlier so that it could be treated or prevented more successfully. This could
reduce unnecessary expensive medical cost and ensure that the right amounts of dose
are applied sooner. However, health professionals suffer from information overload
such as continuous ECG data from Holter monitoring that needs systematic decision
support systems to offer ”just in time, just for me” advice at the point of care. Fur-
thermore, the aim of personalized healthcare is to transmit authorized medical data
such as ECG and securely storing it within a network which helps deliver quick and
efficient care. For these reasons, the development of an effective technique for rapid
patient diagnosis and identification is needed so that proper medication handling can
be promptly applied. Quicker and more precise diagnoses may lead to more focused
and effective treatments. Thus, Cardioid based graph method proposed in [111, 114]
fits both of these criteria which could be used for ECG diagnosis as well as data
security. The main advantages of using Cardioid based graph are:
• It requires only few ECG samples which makes processing much faster and
suitable for personalized healthcare environment,
• Generating a closed loop which makes it easier to interpret and faster to diagnose
without the need to assess based on long Holter ECG recordings, and
• It does not involve advanced signal processing, using simple differentiation method
to generate a closed loop graph which is good for low powered mobile devices.
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Figure 2.1: The process of subject recognition using ECG signals in a personalized
healthcare system.
2.1.1 Motivation
Previous works in [111, 114] suggest the suitability of Cardioid based graph for both
situations which includes detection of cardiac abnormalities and identification of indi-
viduals using ECG signals. In the detection of heart abnormalities, this method has
proven to be practical in terms of recognizing cardiac irregularities from the signal
morphology in remote monitoring environment as reported in [114]. ECG data secu-
rity is also another unique implementation of Cardioid based graph by introducing
biometric approach as suggested in [111]. The ability to recognize a person based on
the ECG is as important as to correctly diagnose the risk of disease for the person.
Both have to jointly move in parallel for an effective personalized healthcare system.
Nevertheless, the necessity to obtain high recognition rate when transmitting medical
data as shown in Figure 2.1 is extremely required as these data contains personal
information of a person. Based on this figure, the process of biometric recognition be-
gins by collecting ECG signals using acquisition sensors which are later sent to mobile
devices. By using wireless communication these medical datasets are sent to respected
servers via the public network. In order for this device to assess the ECG recording
for subject recognition or even clinical diagnosis, several ECG heart beats have to
be stored and processed to extract unique features. Then, these salient features act
as the input for classification algorithms that determines the identity of individuals.
Later, ECG of authorized individuals can be used for clinical diagnosis.
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If these medical credentials were compromised, it would jeopardize the security
and privacy of a person maybe for the rest of his entire life. It will also lift away the
confidence of people to use the system. For these reasons, it is important to protect
medical data such as ECG from being tampered with or being modified. Previous Car-
dioid based graph methods as described in [111, 114] have been able to formalize the
capability of subject recognition using ECG signals by performing biometric matching
with the comparison between enrolment and recognition ECG data to classify individ-
uals. When performing template matching, the degree of similarity of both datasets
is important so as to determine the likeliness of data correlation which signifies that
it is coming from the same person. However, ECG data varies due to a few factors
which includes noise in the signal cause by baseline wanders. If Cardioid points and
extremes (as in our previous works [111, 114]) were used as biometric samples in this
fragile condition, the probability to obtain high matching score between enrolment
and recognition biometric samples are low as baseline wanders lift the ECG signals
from the isoelectric line. The slightest change in the signal would incur different posi-
tions of Cardioid graphs and results in misclassification of identity. The dependency
on the fixed points of the ECG time series would cause the enrolment and recogni-
tion ECG data of a Cardioid based graph to be different if the recognition method
were to adopt previous method. Realizing the potential of Cardioid based graph for
personalized healthcare system, thus, in this paper, we propose two biometric sample
selection techniques capable of minimizing dissimilarities when matching datasets in
robust situation using improved Cardioid based graph method to obtain better person
identification results.
2.1.2 Contribution
The previous Cardiod method was mainly based on five fixed points (centroid and
four extremes). Choosing the centroid and four extremes were spontaneous which
were randomly chosen in earlier methods [111, 114]. The five fixed points may not
cover the full set of biometric templates required for a robust person identification
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Figure 2.2: Euclidean distances within the Cardioid graph used as the ECG based
biometric features
methodology. The selection of minutiae or biometric attributes require further sci-
entific investigation for more efficient person identification. Moreover, selection of
centroid and four extremes results in misclassification when baseline drifts, gradual
elevation or depreciation of the ECG isoelectric line, are introduced in ECG signal.
Thus, to mitigate the impact of biometric misclassification as a result of base-
line drift, Cardioid minutiae needs to be irrelevant to fixed points in Cardioid graph.
Therefore, in this paper we focused on minutiae generated from the Euclidean dis-
tances between the centroid and the points on the Cardioid graph, as shown in Figure
2.2. According to this figure and opposed to the research as described in [111, 114],
these Euclidean distances (d1, d2, d3, . . . , dn) are relative to the actual points in Carte-
sian coordinates. Here, we propose two feature extraction techniques which are called
as Method 1 and Method 2.
Based on our experimentation results, these proposed methods are resistance to
misclassification caused by several anomalies such as baseline drift or other artifacts.
Reasonably good performance classification results such as high sensitivity and speci-
ficity values show the distinctiveness of individuals. Moreover, achieving high accuracy
values of 98.1% and 100% when implementing Method 1 and 2 compared to 97.5%
from our previous work supports our classification results. Furthermore, the dramatic
reduction in template size when applying Method 1 and 2 as compared to current
research works make it very suitable for mobile and hostile environments.
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2.2 System and Method
The existing ECG based biometric techniques are not robust to external noises and
as a result, these techniques suffer from misclassification errors [13, 39, 60, 126]. As
an alternative, Cardioid based person identification mechanism was used to overcome
this issue.
Before detailing the system and method, a brief understanding of Cardioid graph
for ECG signals is required. Mathematically, ECG can be represented by x(n) as in
Equation 2.1.
x(n) = x(1), x(2), x(3), . . . , x(N) (2.1)
where x(1), x(2), . . . are ECG data points and N is the length of ECG signal as shown
in Figure 2.3.
x(1) x(2)
x(3)
x(N)
Figure 2.3: A typical ECG signal
From the ECG morphology, we select the QRS portion as the region to extract
useful features. QRS complex was selected as it is less effected by cardiac abnormal-
ities and stable to heart rate variability as described in [97, 98, 100–104, 117]. QRS
complexes were identified and segmented as a collection of data points (attributes).
By implementing Cardioid based graph on these attributes, new features (e.g. cen-
troid and extrema points) can be easily extracted. In this process, time series ECG
graph is converted into a two dimensional loop. At the commencement of the loop
generation procedure, ECG data is first differentiated using Equation 2.2.
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y(k) = y(k + 1)− y(k) (2.2)
where y(k) is the differentiated ECG signal and k = 1, 2, 3, . . . , (N−1). After obtaining
vector x and y, Cardioid loop is generated as a scatter XY graph as shown from the
equation below.
[x,y] =


x(1) y(1)
x(2) y(2)
...
...
x(N − 1) y(N − 1)


Therefore, the x-axis of the graph holds all the millivolt (mV) ranges of ECG
amplitudes, which is vector x and y-axis of the graph holds differentiated ECG, which
is vector y. Centroid of the Cardioid is calculated by Equation 2.3.
(cx, cy) =
[∑N−1
i=1 xi
N − 1
,
∑N−1
i=1 yi
N − 1
]
(2.3)
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Figure 2.4: The centroid and the four extrema points of the Cardioid graph were used
in earlier method of Cardioid biometric [111, 114] vs Euclidean Distances used in this
research.
In [111, 114], the centroid of the cardioid and the four extrema points on the
Cardioid graphs were utilized for person identification as seen from Figure 2.4. How-
ever, all these five points are fixed on the Cartesian coordinates and even the slightest
artifacts can shift these points, resulting in identification error. This is obvious as
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Figure 2.5: Baseline drift can shift the Cardioid and all the five points.
depicted in Figure 2.5 which shows the enrolment Cardioid before baseline drift and
shifted recognition Cardioid after baseline drift. The five points marked with red
coloured ’X’ are the enrolment points and the five points which are marked with blue
coloured ’o’ are the recognition Cardioid. After the baseline drift, the recognition
Cardioid shifts from the original position. Thus, relying on the fixed points on the
Cartesian coordinates is not sufficient enough and are not prone to artifacts such as
baseline wanders which could result in misclassification. Therefore, in order to make
Cardioid a robust and efficient person identification mechanism, it must be able to
adhere to such anomalies. In fact, faster identification with Cardioid ensures that an
additional delay is not introduced that can throttle the overall diagnosis process by
the hospital.
Previous research have established Cardioid based system as a fast and efficient
method of ECG based biometric identification and diagnosis system [111, 114]. Car-
dioid based system can auto align each of the heart beats without employing compu-
tationally expensive algorithms of beat alignments required for person identification.
For the objective of faster ECG based biometric, we need to ensure that faster pro-
cessing is performed. Faster processing is a priority, since multiple ECG packets are
expected to be directed at the hospital from multiple monitored CVD patients for
whom identification or authentication is required.
The proposed system authenticates packet and forwards only the authenticated
packets using the proposed Cardioid based biometric (i.e. coming from reliable sources)
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to the receiving end. Unidentified or unauthenticated packets, which may be coming
from an imposter, are rejected. Therefore, the sudden surge of malicious packets
are efficiently tackled to safeguard against DoS attack, which may collapse the entire
system.
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Figure 2.6: Overall architecture of the proposed system that detects the subtle ECG
features for identifying the person.
Thus, in this study, feature extraction methods and classification technique plays
a significant role in determining the quality of the identification outcome. Figure
2.6 shows the step by step process, used by the proposed system that searches for
subtle features which can identify a person from their ECG signal. The three major
steps are attribute generation that introduces the Cardioid attributes using Euclidean
distance with two different methods which are Method 1 and Method 2, attribute
subset selection that uses Correlation based Feature Selection (CFS) for removing
irrelevant and redundant attributes and Naive Bayes classifier for identification. These
approaches will be elaborated in the next section.
2.2.1 Attribute Generation Process
In the beginning of the process, Cardioid graphs are generated from the ECG signals
and multiple Euclidean distances are calculated from the Cardioid graph. Follow-
ing the calculation of the centroid, the Euclidean distances d = d1, d2, d3, . . . , dn are
calculated with the following equation.
di =
√
(cx− xi)
2 + (cy − yi)
2 (2.4)
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2.2.2 Attribute Generation with Method 1
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Figure 2.7: ECG segment of NSRDB Entry No. s19093 (from [10:42:50.000] to
[10:42:59.992]) - before and after introducing baseline drift / wander
Motivation for Method 1
The prime motivation behind choosing Euclidean distances of Cardioid as biometric
feature over fixed points (as described in [111, 114]) is mainly because of the robustness
of this new approach. We will demonstrate the robustness with an example. Figure
2.7(a) shows an excerpt of original ECG trace for s19093 entry of NSRDB. A linear
baseline drift (with y = 0.002x + 0.006) was introduced from 625th sample point to
1201th sample point as seen in Figure 2.7(b).
Based on the ECG samples as shown in Figure 2.8, Cardioid generated from ECG
segments with baseline drift can result in misclassification for identification using the
existing fixed point based Cardioid ECG biometric as in [111, 114]. This is mainly
because baseline drift shifts the points that generates the Cardioid graph. Table 2.1,
represents the fact that after baseline drift, the x coordinate components of Cardioid
point increases on an average of 261.31%. This is calculated using
¯∆after− ¯∆before
¯∆before
×100
where, ¯∆before and ¯∆after are average standard deviation (STD) before and after
baseline drift (BD). The increase in STD signifies that there is a possibility that some
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other person’s biometric points may be included within the extended range resulting
in false match identity.
It becomes obvious from Figure 2.8 and Table 2.1 that external or internal artifacts
such as baseline drift can cause misclassification, the research question is how to design
an innovative Cardioid based technique that is robust and fault tolerant to artifacts
like baseline drift. In order to answer this research question, we propose an Euclidean
distance based biometric method (between the centroid and the original Cardioid
points). Later, we will see that our Euclidean distance based biometric does not incur
increase in STD during baseline drift. In other words, in the presence of artifacts, the
proposed Method 1 generates substantially better results.
−2 −1 0 1 2 3
−4
−3
−2
−1
0
1
2
Subject 19093: Cardioid Before 
Baseline Drift
−2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
Subject 19093: Cardioid After 
Baseline Drift
Figure 2.8: Cardioid generated on ECG segment of NSRDB entry no. s19093 (from
[10:42:50.000] to [10:42:59.992]) - before and after introducing baseline drift / wander.
In Method 1, the number of Euclidean distances are equal to N − 1 where N
is the number of samples required to represent one QRS complex and N − 1 is the
number of samples used to draw the Cardioid graph. Based on the experimental
analysis, approximately 21 samples are needed to form a QRS complex for NSRDB
[79]. However, impostors can still infiltrate the hospital information system by using
ECG signals. Lower sampling frequency mean less data points on the ECG signal
which could lead to higher misclassification error. Therefore, in Method 2, we have
used interpolation technique to generate an enormous amount of artificial points on
System and Method 30
Table 2.1: The increase in standard deviation for s19093 entry of NSRDB based on
position with the effect of baseline drift.
CardioidPoint Mean ± STD for x(Before BD) Mean ± STD for x(After BD)
Point 1 -0.2880 ± 0.0250 -0.0240 ± 0.3656
Point 2 -0.2840 ± 0.0256 -0.0190 ± 0.3701
Point 3 -0.2770 ± 0.0244 -0.0110 ± 0.3696
Point 4 -0.2740 ± 0.0202 -0.0070 ± 0.3661
Point 5 -0.2610 ± 0.0259 0.0070 ± 0.3703
Point 6 -0.2520 ± 0.0263 0.0170 ± 0.3720
Point 7 -0.2510 ± 0.0227 0.0190 ± 0.3722
Point 8 -0.2940 ± 0.0260 -0.0230 ± 0.3645
Point 9 -0.0400 ± 0.2445 0.2320 ± 0.3728
Point 10 1.2770 ± 0.3623 1.5500 ± 0.4170
Point 11 2.3310 ± 0.0566 2.6050 ± 0.3784
Point 12 1.6560 ± 0.8184 1.9310 ± 0.9691
Point 13 -1.1430 ± 0.2727 -0.8670 ± 0.5292
Point 14 -1.3490 ± 0.1661 -1.0720 ± 0.3799
Point 15 -0.8970 ± 0.1251 -0.6190 ± 0.3545
Point 16 -0.5090 ± 0.0959 -0.230 ± 0.3441
Point 17 -0.2260 ± 0.0409 0.0540 ± 0.3609
Point 18 -0.1270 ± 0.0199 0.1540 ± 0.3761
Point 19 -0.0960 ± 0.0191 0.1860 ± 0.3773
Point 20 -0.0740 ± 0.0208 0.2090 ± 0.3753
Point 21 -0.0450 ± 0.0200 0.2390 ± 0.3816
the Cardioid graph based on the original points that were used in Method 1. In
Method 2, we have substantial number of Euclidean distances as compared to Method
1. The increase in the number of samples would also increase the probability of the
ECG signals of the same subject to look similar to each other and thus minimizing the
misclassification error. However, obtaining the Euclidean distances does not always
produce a good classification output if irrelevant and redundant attribute features are
still available. Thus, to solve this issue, attribute selection is of great importance so
as to ensure that classification error can be minimized as low as possible.
2.2.3 Attribute Generation with Method 2
The trained model in Method 1 is not efficient as it only consumes a limited set of
attributes where there are only a handful of points available that represent a particular
QRS. This is especially true for ECG segments with lower sampling frequency. For
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example, a standard ECG with 128 sampling frequency might have only 10 points to
represent a complete QRS. Therefore, the Cardioid generated from this lower samples
QRS complex will not have more than 10 points. Thus, the training model has to rely
on only limited attributes.
Motivation for Method 2
ECG recordings are captured at regular interval controlled by the sampling frequency
(i.e. the amplitude values are captured at a particular time stamps) of the ECG ac-
quisition device. Since these amplitude values are recorded at particular time stamps,
it is not guaranteed that we will have amplitude values recorded at every single time
stamps. For example, ECG recordings taken at {· · · , [10 : 42 : 59.680], [10 : 42 :
59.688], [10 : 42 : 59.695], [10 : 42 : 59.703], [10 : 42 : 59.711], [10 : 42 : 59.719], [10 : 42 :
59.727], [10 : 42 : 59.734], · · ·} does not have amplitude recording for [10:42:59.725].
On the other hand, since the ECG sampling and the heart rhythm frequencies are
not necessarily synchronised, we cannot guarantee a sample point to be present at a
particular ECG fiducial point. This observation is shown as in Figure 2.9, where the
Cardioid points for enrolment represented by circular points and recognition repre-
sented by square points are essentially located at different coordinates. In other words,
enrolment Cardioid points are not aligned with the recognition Cardioid points. Due
to the minute displacement of Cardioid points among different instances of QRS com-
plex for the same person, the corresponding Euclidean distances associated with each
QRS complex differs. These differences in distances are propagated to the learning
or training stage, potentially building up erroneous probabilistic model resulting in
misclassification.
Thus, to design an efficient training model, substantially higher number of at-
tributes are required. Higher number of Cardioid points will ensure the following:
• A Cardioid point will be located at almost every angle from the centroid .
• More attributes will be used to develop a better training model.
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Figure 2.9: Euclidean distances for enrolment and recognition Cardioid are different.
Red circular points represent the enrolment Cardioid. Black square points represent
the recognition Cardioid. Since the sampling frequency for ECG recording and the
heart rhythm can go out of sync, we can not expect to have a Cardioid point at the
same location (i.e. at the same angle from the Cardioid centroid).
Therefore, we used interpolation technique to generate multiple Cardioid points
as the basis for Method 2 which is elaborated in the next section.
Process of Interpolation for Method 2
The fundamental idea behind cubic spline interpolation is to draw smooth curves
through the points in the Cardioid graph. With these smooth curves, achieving an
accurate match between the enrolment data and the recognition data in the template
matching process is possible for person identification. The spline consists of weights
attached to a flat surface at the points to be connected. A flexible strip is then bent
across each of these weights, resulting in a pleasingly smooth curve.
The mathematical spline is similar in principle. The points, in this case, are the
ECG signal voltage (in mV) and the differentiated value of the voltage, let say we call
it as x and y where y = x(n)−x(n− 1). The weights are the coefficients on the cubic
polynomials used to interpolate the data. These coefficients ’bend’ the line so that
it passes through each of the data points without any erratic behaviour in continuity
[66].
Given n + 1 points (x0, y0) to (xn, yn), where without the loss of generality, we
assume x0 < x1 < . . . < xn. We search for a cubic spline function, S(x) such that
S(xi) = yi for 0 ≤ i ≤ n. Therefore, we can write
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S(x) =


S0(x), x0 ≤ x ≤ x1
S1(x), x1 ≤ x ≤ x2
...
...
Sn−1(x), xn−1 ≤ x ≤ xn
where each Si(x) is a cubic polynomial, that is:
Si(x) = aix
3 + bix
2 + cix+ di
Each Si has four unknowns (ai, bi, ci, di) and thus there are a total of 4n unknowns.
The spline must interpolate all n+1 points in the Cardioid graph so that Si(xi) = yi
for 0 ≤ i ≤ n− 1 and Sn−1(xn) = yn gives n+ 1 conditions.
The continuity conditions for the spline, its derivative, and it second derivative are
the following:
• Si−1(xi) = Si(xi) for 1 ≤ i ≤ n− 1 gives n− 1 conditions
• S′i−1(xi) = S
′
i(xi) for 1 ≤ i ≤ n− 1 gives n− 1 conditions
• S′′i−1(xi) = S
′′
i (xi) for 1 ≤ i ≤ n− 1 gives n− 1 conditions
where there are a total of 4n − 2 conditions. In order to get a unique solution, we
must impose 2 extra conditions. A common approach is to impose the following:
S′′(x0) = S
′′(xn) = 0
The resulting function is called a natural cubic spline.
2.2.4 Attribute Selection with Correlation-based Feature (CFS)
Selection
A lot of factors affect the implementation of machine learning on a given task such
as the quality of data. Knowledge discovery during training will be more difficult if
the data is irrelevant, redundant, noisy or even unreliable. In order to identify and
System and Method 34
eliminate undesirable features as much as possible, a process called feature selection
is implemented. This process also reduces the data in dimensionality by more than
60% in most cases without negatively affecting accuracy [35].
In this study, Correlation-based Feature Selection (CFS) is used as it applies a
correlation based heuristic to evaluate the merit of features. It is simple and fast
to execute by applying appropriate correlation measures. This heuristic takes into
account the reliability of individual features for predicting the class label along with
the level of inter-correlation among them. The hypothesis on which the heuristic is
based on is ”Good feature subsets contain features highly correlated with the class, yet
uncorrelated with each other”. Equation 2.5 describes the heuristics [35]:
MeritS =
krcf√
k + k(k − 1)rff
(2.5)
where MeritS is the heuristic ”merit” of a feature subset S, containing k features,
rcf the average feature-class correlation and rff the average feature-feature inter-
correlation. The numerator gives an indication of how predictive a group of features
are and the denominator shows how much redundancy there is among them. The
heuristic handles undesirable features as they will be poor predictors of the class.
Irrelevant or redundant attributes are discriminated against as they will be highly
correlated with one or more of the other features.
For a local optimal solution, a greedy best first algorithm has been applied to search
through the subject subsets. Beginning with an empty subset, attributes are added
one at a time. In order to describe the correlation of the subset with the predicted
class, the heuristic function is being evaluated. More attributes are added depending
on whether the heuristic value decreases for the best subset. If this occurs, the next
best subset is chosen and attributes are added as in the previous step. Some locally
predictive group of features to the predicted class which are the attributes initially
discarded in order to search for the best subset are again referred to. In this instance,
once the best subset has been generated, the discarded list of attributes are looked
into one at a time and its correlation to the subset are compared. If the correlation
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value is more greater than the attribute subset, the attribute is selected as part of the
subset.
After obtaining the relevant attributes, we apply Naive Bayes to evaluate the
classification accuracy of the proposed system.
2.2.5 The Naive Bayes Classifier
The Naive Bayes provides a simple approach yet often surprisingly effective, with clear
semantics, to representing, using and learning probabilistic knowledge. The method is
designed for use in supervised inductive learning algorithms, in which the performance
goal in this research is to accurately predict the class (subject) of ECG recognition
data and in which the ECG enrolment data include subject information. It relies
on two important simplifying assumptions; i) the predictive attributes which are the
Euclidean distances, are conditionally independent given the class and ii) it posits
that no hidden or latent attributes influence the prediction process [50].
Let C be the random variable denoting the class of an instance, in this case the
QRS complexes and let X be a vector of the observed attributes values, in this case the
Euclidean distances. Furthermore, let c represent a particular class label, qrsi where
i represents the particular QRS instance, and let x represent a particular observed
attribute value vector which are the Euclidean distances for that particular QRS
instance. Given a test case x from the ECG recognition data to classify, simply use
Bayes rule to compute the probability of each subject given the vector of the Euclidean
distances for the predictive attributes as shown in Equation 2.6.
p(C = c|X = x) =
p(C = c)p(X = x|C = c)
p(X = x)
(2.6)
and then predicts the most probable subject. Here X = x represents the event that
X1 = x1 ∧ X2 = x2 ∧ . . . Xk = xk. Because the event is simply a conjunction of at-
tribute value assignments, and because these distances are assumed to be conditionally
independent, thus
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p(X = x|C = c) = p(
∧
iXi = xi|C = c)
=
∏
i p(Xi = xi|C = c)
which is simple to compute for recognition data and to estimate from the enrolment
data. The denominator in Equation 2.6 is a normalization factor such that
∑
p(C =
c|X = x) = 1 for all classes.
Euclidean distances within each subject are normally distributed. It can be repre-
sented in terms of its mean, µ, and standard deviation, σ, and can efficiently compute
the probability of the distance values from such estimates. Thus, it can be written as
in Equation 2.7.
p(X = x|C = c) = g(x;µc, σc) (2.7)
where g(x;µ, σ) = 1√
2piσ
e−
(x−µ)2
2σ2 and Equation 2.7 is the probability density function
for a normal distribution.
The above model leaves us with a small set of parameters to estimate from the
ECG enrolment data. For each subject and Euclidean distance, one must estimate
the probability that the Euclidean distance will take in each value in its domain, given
the QRS complexes. For each subject and continuous Euclidean distance, one must
estimate the mean and standard deviation of the Euclidean distances given the QRS
complexes.
In order to determine the relevance of this approach using the ECG dataset in the
NSRDB, we use ten-fold validation technique to evaluate the generalization accuracy
of the induction algorithm. It is achieved by randomly partitioning the data into ten
disjoint sets, then provided each algorithm with nine of the set as enrolment data and
used the remaining set as recognition cases. We repeated this process ten times using
different possible recognition sets and averaged the resulting accuracies.
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Figure 2.10: QRS complexes of 18 subjects from Normal Sinus Rhythm Database.
Each plot for a subject consists of 12 instances of QRS complexes superimposed.
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Figure 2.11: Cardioid of 18 subjects from derived from the QRS complexes (see Figure
2.10). Each plot for a subject consists of 12 instances of Cardioid superimposed.
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2.3 Experimentation and Results
For illustration purposes, we demonstrate the experimentation results of NSRDB by
showing QRS complexes collected from all the entries as shown in Figure 2.10. From
this figure, the basis of ECG based biometric becomes evident, since each group of
QRS belonging to one subject appears to be visually distinct from others. A few
cycle of ECG signals are sufficient for biometric as suggested in our previous works
[97, 98, 100–104]. For each dataset, 12 QRS complexes are superimposed together
and this number represents 12 QRS wave acquired in different time instances. The
number of samples are not necessarily 12 as it can be n numbers of QRS complexes.
The more number of samples, the better the recognition results as it accommodates
more enrolment and recognition dataset to match with.
In the next stage, Cardioid graphs are generated from the QRS complexes acquired
from these entries as shown in Figure 2.10. Superimposed Cardioid graphs for all the
entries of NSRDB with 12 Cardioid graphs for each entry are shown in Figure 2.11.
As observed from this figure, the intra group Cardioid graphs belonging to one subject
appears to be similar whereas the inter group Cardioid graphs belonging to different
subjects look different.
Then, the Euclidean distances are calculated from the centroid to different Car-
dioid points. However, these Cardioid points can be original points which are gener-
ated from the original ECG sample points or artificially generated with interpolation
technique. Attributes are selected in two different methodologies. In Method 1, 21
Euclidean distances from the original Cardioid points were used as the attributes of
the data mining algorithms. On the other hand, for Method 2, 34 Euclidean distances
from the interpolated Cardioid points were used for attribute selection. Results of
these two different method of distances (i.e. centroid to original points and centroid
to interpolated points) are summarized in the next sections.
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Figure 2.12: Distribution of Euclidean distances from Cardioid centre (see Figure 2.10)
to numerous coordinates of Cardioid for 10 subjects. Only one instance of enrolment
and recognition for each subject is shown.
5 10 15 20
0
1
2
Subject 17453 Enrolment
5 10 15 20
0
1
2
Subject 17453 Recognition
5 10 15 20
0
0.5
1
Subject 18177 Enrolment
5 10 15 20
0
0.5
1
Subject 18177 Recognition
5 10 15 20
0
1
2
Subject 18184 Enrolment
5 10 15 20
0
1
2
Subject 18184 Recognition
5 10 15 20
0
0.5
1
Subject 19088 Enrolment
5 10 15 20
0
0.5
1
Subject 19088 Recognition
5 10 15 20
0
0.5
1
Subject 19090 Enrolment
5 10 15 20
0
0.5
1
Subject 19090 Recognition
5 10 15 20
0
1
2
3
Subject 19093 Enrolment
5 10 15 20
0
1
2
3
Subject 19093 Recognition
5 10 15 20
0
0.5
1
Subject 19140 Enrolment
5 10 15 20
0
0.5
1
1.5
Subject 19140 Recognition
5 10 15 20
0
0.5
1
Subject 19830 Enrolment
5 10 15 20
0
0.5
1
Subject 19830 Recognition
Figure 2.13: Distribution of Euclidean distances from Cardioid centre (see Figure 2.10)
to numerous coordinates of Cardioid for 8 subjects. Only one instance of enrolment
and recognition for each subject is shown.
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Experimentation on Method 1
Figures 2.12 and 2.13 show the Euclidean distances measured for 21 different original
Cardioid points from the centroid of the Cardioid of 18 subjects in Figure 2.10. In
these figures, it can be observed that the distinct nature of these Euclidean distance
distributions signal the plausibility of person identification for Method 1.
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Figure 2.14: Standard Deviation of x Based on the Position of Cardioid on ECG
segment of NSRDB Entry No. s19093 (from [10:42:50.000] to [10:42:59.992]) - before
and after introducing baseline drift / wander.
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Figure 2.15: Standard Deviation of x Based on the Euclidean Distance on ECG seg-
ment of NSRDB Entry No. s19093 (from [10:42:50.000] to [10:42:59.992]) - before and
after introducing baseline drift / wander.
In order to prove that baseline drift has minimal effect on Euclidean distances
between the Centroid and original Cardioid points, we used the same dataset before
and after baseline drift as shown in Figure 2.7 and generate the 21 Euclidean distances
corresponding to the 22 ECG samples representing each QRS complex. The results
are depicted in Figures 2.14 and 2.15. As can be seen in Figure 2.15, the standard
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Table 2.2: The standard deviation for s19093 entry of NSRDB based on Euclidean
Distance with the effect of baseline drift.
CardioidPoint Mean ± STD for x(Before BD) Mean ± STD for x(After BD)
Point 1 0.2207 ± 0.0126 0.2307 ± 0.0158
Point 2 0.2166 ± 0.0154 0.2256 ± 0.0130
Point 3 0.2096 ± 0.0129 0.2176 ± 0.0136
Point 4 0.2064 ± 0.0110 0.2134 ± 0.0141
Point 5 0.1934 ± 0.0134 0.1994 ± 0.0145
Point 6 0.1852 ± 0.0133 0.1902 ± 0.0137
Point 7 0.1931 ± 0.0069 0.1969 ± 0.0058
Point 8 0.3544 ± 0.1765 0.3569 ± 0.1847
Point 9 1.3221 ± 0.1568 1.3223 ± 0.1650
Point 10 1.7575 ± 0.1435 1.7568 ± 0.1515
Point 11 2.5917 ± 0.3841 2.5917 ± 0.4049
Point 12 3.3489 ± 0.7846 3.3494 ± 0.8272
Point 13 1.1836 ± 0.1826 1.1820 ± 0.1932
Point 14 1.3553 ± 0.1575 1.3525 ± 0.1648
Point 15 0.9109 ± 0.1163 0.9072 ± 0.1206
Point 16 0.5175 ± 0.1018 0.5133 ± 0.1052
Point 17 0.1805 ± 0.0415 0.1754 ± 0.0414
Point 18 0.0625 ± 0.0123 0.0559 ± 0.0147
Point 19 0.0304 ± 0.0131 0.0243 ± 0.0136
Point 20 0.0208 ± 0.0080 0.0210 ± 0.0078
Point 21 0.0258 ± 0.0097 0.0354 ± 0.0152
deviation based on these 21 Euclidean distances over the 10 QRS complexes remain
similar before and after the baseline drift. However, as shown in Figure 2.14, if the
attributes were associated with the position of the Cardioid, the error margin would
be evident before and after the baseline drift. Therefore, the outcome illustrated in
Figure 2.15 upholds the fact that using Euclidean distance with the effect of baseline
drift does not result in misclassification and this findings is supported by Table 2.2.
According to this table, the x coordinate components of Cardioid points gives an
average of 5.33% difference based on Euclidean distance as compared to an average
of 261.31% difference which is based on position of the ECG data. Thus, Method 1
demonstrated the robustness of Euclidean distance based person identification over
previous implementation of fixed point system based on position as described in [111,
114].
We have experimented Method 1 using entries of NSRDB. For each of the entry,
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12 instances of QRS complex were selected. Thus, our classification was essentially
performed on 216 instances (18 subjects × 12 instances = 216) in total. For each
of the NSRDB instances, we had initially selected 21 attributes. However, after the
attribute selection process using CFS, the total number of attributes were reduced to
only 16 attributes for each instance.
Table 2.3: Detailed Accuracy By Class using Method 1 Implementation.
TPR FPR Precision Recall F-Measure ROC Area Class
0.917 0 1 0.917 0.957 1 s16265
0.917 0 1 0.917 0.957 1 s16272
1 0.005 0.923 1 0.96 1 s16273
1 0 1 1 1 1 s16420
0.917 0 1 0.917 0.957 0.981 s16483
1 0.005 0.923 1 0.96 0.997 s16539
1 0 1 1 1 1 s16773
1 0 1 1 1 1 s16786
1 0 1 1 1 1 s16795
1 0 1 1 1 1 s17052
1 0 1 1 1 1 s17453
1 0.005 0.923 1 0.96 0.998 s18177
1 0 1 1 1 1 s18184
1 0 1 1 1 1 s19088
1 0.005 0.923 1 0.96 1 s19090
1 0 1 1 1 1 s19093
1 0 1 1 1 1 s19140
0.917 0 1 0.917 0.957 1 s19830
Table 2.3 shows the variability and detail accuracy by class ID using Method 1
implementation after the attribute selection process. From this table, we can see that
for some ECG entries, the attribute ranges overlap. For example, attribute values
between subject s16265 and s16273 are often similar. Because of these intrinsic sim-
ilarities, there were four misclassification for 216 instances (18 entries in total; 12
instances per entry; i.e (18 × 12) = 216). One instance of s16265 was classified as
s16273. Another instance of s16272 was classified as s19090. An instance of s16483
was misclassified as s16539. Lastly, one instance of s19830 was erroneously identified
as s18177 by the Naive Bayes Classifier. These four misclassification out of 216 cases
resulted in 98.10% accuracy. Table 2.3 shows detailed accuracy by class for Method
1. Here, True Positive Rate (TPR) is TP/(TP + FN), False Positive Rate (FPR) is
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Figure 2.16: Distribution of Euclidean distances from Cardioid centre (see Figure 2.10)
to numerous coordinates of Cardioids for 10 subjects. Only one instance of enrolment
and recognition for each subject is shown.
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Figure 2.17: Distribution of Euclidean distances from Cardioid centre (see Figure 2.10)
to numerous coordinates of Cardioids for 8 subjects. Only one instance of enrolment
and recognition for each subject is shown.
FP/(FP + TN), Precision is TP/(TP + FP ) and Recall is TP/(TP + FN). Addi-
tionally, as can be seen in Table 2.3, Receiver Operation Characteristic (ROC) values
are approximately one which denotes high sensitivity values with high true positives.
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Experimentation on Method 2
Figures 2.16 and 2.17 shows the Euclidean distances measured for 34 different in-
terpolated points from the centroid of the Cardioid. It should be noted that after
interpolation, we received 357 points because the interpolation factor was 17, where
(17 × 21 attributes = 357). From these 357 points, 34 equidistant points are selected
as depicted in Figures 2.16 and 2.17. Since these points are equidistant, the Cardioid
points for the enrolment and recognition are at close proximity for the chosen series
of points (i.e. 1, 18, 35, 52, . . .). The distinct nature of these Euclidean distance
distributions signal the plausibility of person identification for Method 2. We then
reduce the number of attributes from 34 Euclidean distances with attribute selection
method and select only 18 highly relevant attributes for classification purpose.
5 10 15 20 25 30
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Standard Deviation Based on the Position of Cardioid with Interpolated ECG Data
Number of Attributes
St
an
da
rd
 D
ev
ia
tio
n
 
 
Before Baseline Drift
After Baseline Drift
Figure 2.18: Standard Deviation of x Based on the Position of Cardioid on interpolated
ECG segment of NSRDB Entry No. s19093 (from [10:42:50.000] to [10:42:59.992]) -
before and after introducing baseline drift / wander.
In order to prove that results if Euclidean distance based identification is better as
compared to position based identification, we again compute the average displacement
of the x coordinate as illustrated in Figure 2.18 and 2.19. According to Figure 2.19,
the standard deviation of 34 Euclidean distances remain nearly the same before and
after baseline drift. However, if these attributes where associated with the Cardioid
position, the standard deviation value would increase significantly as shown in Figure
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Figure 2.19: Standard Deviation of x Based on the Euclidean Distance on interpolated
ECG segment of NSRDB Entry No. s19093 (from [10:42:50.000] to [10:42:59.992]) -
before and after introducing baseline drift / wander.
2.18. Tables 2.4 and 2.5 shows the results of the effect of baseline drift to interpo-
lated s19093 ECG data based on position and Euclidean distance. According to the
same analysis which is performed in Section 2.2.2, the x coordinate components of
Cardioid points still increases on an average of 244.04% when using position based
method. Even though ECG data has undergone the process of interpolation, due to
the dependency on position, an effect of noise such as baseline drift would result in
similar misclassification. On the other hand, based on the Euclidean distance method,
a slight deviation average of 0.23% was produced after baseline drift. Therefore, with
reference to these findings, Euclidean distance with the influence of baseline drift does
not result in misclassification and also supports outcome in Section 2.2.2.
Table 2.6 shows the variability and detail accuracy by class ID using Method 2
implementation after the CFS attribute selection procedure. From this table, we could
directly pin out that the process of interpolation further improves the classification
performance by obtaining 100% accuracy from 98.10% as in Method 1. Obviously, the
issues of limited number of attributes and misclassification due to biometric minutiae
with respect to the Cardioid position could be well overcomed by applying cubic
interpolation with Euclidean distance as the biometric minutiae.
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Table 2.4: The increase in standard deviation for interpolated s19093 entry of NSRDB
based on position with the effect of baseline drift.
CardioidPoint Mean ± STD for x(Before BD) Mean ± STD for x(After BD)
Point 1 -0.2880 ± 0.0250 -0.0240 ± 0.3656
Point 2 -0.2878 ± 0.0248 -0.0238 ± 0.3659
Point 3 -0.2861 ± 0.0250 -0.0216 ± 0.3685
Point 4 -0.2821 ± 0.0255 -0.0169 ± 0.3705
Point 5 -0.2775 ± 0.0247 -0.0117 ± 0.3699
Point 6 -0.2758 ± 0.0217 -0.0094 ± 0.3670
Point 7 -0.2722 ± 0.0205 -0.0050 ± 0.3663
Point 8 -0.2634 ± 0.0246 0.0044 ± 0.3694
Point 9 -0.2585 ± 0.0268 0.0099 ± 0.3717
Point 10 -0.2505 ± 0.0264 0.0186 ± 0.3716
Point 11 -0.2470 ± 0.0234 0.0227 ± 0.3713
Point 12 -0.2602 ± 0.0255 0.0101 ± 0.3739
Point 13 -0.2981 ± 0.0324 -0.0270 ± 0.3627
Point 14 -0.2149 ± 0.1698 0.0568 ± 0.3574
Point 15 0.3336 ± 0.3093 0.6059 ± 0.3901
Point 16 1.2770 ± 0.3623 1.5500 ± 0.4170
Point 17 2.0767 ± 0.2520 2.3502 ± 0.3916
Point 18 2.4287 ± 0.2835 2.7030 ± 0.5186
Point 19 1.7806 ± 0.8008 2.0555 ± 0.9527
Point 20 -0.0786 ± 0.5879 0.1969 ± 0.7722
Point 21 -1.4455 ± 0.1481 -1.1693 ± 0.4479
Point 22 -1.4293 ± 0.1548 -1.1525 ± 0.3826
Point 23 -1.0789 ± 0.1649 -0.8015 ± 0.3664
Point 24 -0.8224 ± 0.1157 -0.5443 ± 0.3515
Point 25 -0.5722 ± 0.0997 -0.2934 ± 0.3448
Point 26 -0.3595 ± 0.0726 -0.0801 ± 0.3488
Point 27 -0.2056 ± 0.0361 0.0745 ± 0.3634
Point 28 -0.1382 ± 0.0214 0.1425 ± 0.3740
Point 29 -0.1115 ± 0.0183 0.1698 ± 0.3778
Point 30 -0.0947 ± 0.0193 0.1873 ± 0.3771
Point 31 -0.0808 ± 0.0205 0.2018 ± 0.3751
Point 32 -0.0643 ± 0.0206 0.2189 ± 0.3765
Point 33 -0.0450 ± 0.0200 0.2390 ± 0.3815
Point 34 -0.0256 ± 0.0211 0.2589 ± 0.3865
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Table 2.5: The increase in standard deviation for interpolated s19093 entry of NSRDB
based on Euclidean Distance with the effect of baseline drift.
CardioidPoint Mean ± STD for x(Before BD) Mean ± STD for x(After BD)
Point 1 0.2160 ± 0.0130 0.2250 ± 0.0160
Point 2 0.2160 ± 0.0130 0.2250 ± 0.0150
Point 3 0.2140 ± 0.0150 0.2230 ± 0.0130
Point 4 0.2100 ± 0.0160 0.2180 ± 0.0130
Point 5 0.2050 ± 0.0140 0.2130 ± 0.0130
Point 6 0.2030 ± 0.0130 0.2110 ± 0.0140
Point 7 0.2000 ± 0.0110 0.2060 ± 0.0140
Point 8 0.1910 ± 0.0130 0.1970 ± 0.0140
Point 9 0.1860 ± 0.0150 0.1910 ± 0.0150
Point 10 0.1780 ± 0.0150 0.1830 ± 0.0150
Point 11 0.1770 ± 0.0100 0.1810 ± 0.0090
Point 12 0.1970 ± 0.0190 0.2000 ± 0.0170
Point 13 0.2650 ± 0.0790 0.2670 ± 0.0780
Point 14 0.5830 ± 0.1370 0.5840 ± 0.1360
Point 15 1.0450 ± 0.2040 1.0440 ± 0.2040
Point 16 1.5850 ± 0.2660 1.5840 ± 0.2660
Point 17 2.2320 ± 0.2460 2.2320 ± 0.2460
Point 18 2.6470 ± 0.0400 2.6470 ± 0.0400
Point 19 2.6930 ± 0.5900 2.6940 ± 0.5900
Point 20 1.5460 ± 0.2330 1.5460 ± 0.2340
Point 21 1.3950 ± 0.1420 1.3930 ± 0.1430
Point 22 1.4000 ± 0.1410 1.3970 ± 0.1400
Point 23 1.0380 ± 0.1690 1.0340 ± 0.1670
Point 24 0.7890 ± 0.1110 0.7840 ± 0.1090
Point 25 0.5400 ± 0.0990 0.5350 ± 0.0970
Point 26 0.3220 ± 0.0780 0.3170 ± 0.0750
Point 27 0.1460 ± 0.0360 0.1400 ± 0.0330
Point 28 0.0690 ± 0.0150 0.0620 ± 0.0160
Point 29 0.0400 ± 0.0120 0.0330 ± 0.0140
Point 30 0.0240 ± 0.0130 0.0190 ± 0.0120
Point 31 0.0160 ± 0.0090 0.0150 ± 0.0070
Point 32 0.0170 ± 0.0080 0.0230 ± 0.0120
Point 33 0.0300 ± 0.0110 0.0400 ± 0.0170
Point 34 0.02300 ± 0.0090 0.0200 ± 0.0150
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Table 2.6: Detailed Accuracy By Class using Method 2 Implementation.
TPR FPR Precision Recall F-Measure ROC Area Class
1 0 1 1 1 1 s16265
1 0 1 1 1 1 s16272
1 0 1 1 1 1 s16273
1 0 1 1 1 1 s16420
1 0 1 1 1 1 s16483
1 0 1 1 1 1 s16539
1 0 1 1 1 1 s16773
1 0 1 1 1 1 s16786
1 0 1 1 1 1 s16795
1 0 1 1 1 1 s17052
1 0 1 1 1 1 s17453
1 0 1 1 1 1 s18177
1 0 1 1 1 1 s18184
1 0 1 1 1 1 s19088
1 0 1 1 1 1 s19090
1 0 1 1 1 1 s19093
1 0 1 1 1 1 s19140
1 0 1 1 1 1 s19830
2.3.1 Performance Comparison
We have performed detailed performance comparisons in terms of classification accu-
racy and template size.
Classification Accuracy
Table 2.7 summarizes the level of accuracy achieved when Naive Bayes Classifier was
utilized on the selected attributes using Euclidean distance to classify individuals.
According to our experimentation on Method 1, we could achieve more than 98%
accuracy in ECG based biometric.
On the other hand, Method 2 implementation resulted in maximum amount of
accuracy of 100%. This is due to the effect of interpolation as it increases the number
of ECG data points.
These results suggest that selecting Euclidean distance as the biometric minutiae
rather than fixed points improve the accuracy rate as compared to the outcome of our
earlier research as described in [111]. In addition, applying cubic spline interpolation
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Table 2.7: Comparison of Classification Accuracy of Cardioid based ECG Biometric
Techniques.
Cardioid based ECG Biometric Technique Accuracy (%)
Existing Method [111] 97.15
Proposed Method 1 98.10
Proposed Method 2 100
Table 2.8: Comparison of Template Sizes.
Biometric Data Type Size in bytes
Iris [132] 512
Face [132] 153600-307200
Voice [132] 2048-10240
ECG [127] 600
ECG (WDM) [18] 1371
ECG (PRD / CC) [18] 2210
ECG (PDM) [69, 135] 340
ECG (Fixed Point Cardioid - Method 1 [111]) 69
ECG (Fixed Point Cardioid - Method 2 [111]) 63
ECG (Proposed Method 1) 64
ECG (Proposed Method 2) 72
to the original ECG data then performing attribute generation, attribute selection
and later classifying using Naive Bayes further gain maximum accuracy rate of 100%.
Template Size
Another aspect which must be essentially considered is the template size of the ECG
data. Shorter template size results in faster processing during one to many matching
performed in person identification. Based on the results of our experimentation, Table
2.8 shows varying template sizes for different ECG based biometric.
If matching of 1 byte takes tb amount of time, then according to Table 2.8, our
proposed Method 1 and 2 consumes (64 × tb) and (72 × tb) time respectively. The
higher accuracy of the proposed ECG based biometric, does not necessarily have a huge
impact on the template size. Thus, according to Table 2.8, the template size of the
proposed methods are almost similar to earlier fixed point based Cardioid biometric
[111]. Clearly, the proposed method requires less storage and executes faster for person
identification task compared to the existing biometric mechanisms.
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2.3.2 Overall deduction
Therefore, the presented ECG based biometric methods have the following merits:
• Innovative noise tolerant (e.g. against baseline drift) biometric method.
• Robust method with substantially higher number of biometric minutiae com-
pared with our earlier method as described in [111], where only five points were
selected.
• Utilizes data mining techniques like attribute selection and Naive Bayes classifier
for higher efficiency in biometric matching process.
• Method 2 utilized interpolation technique for recreating a full spectrum of bio-
metric minutiae within the Cardioid based graph for reduction of misclassifica-
tion.
• As a final outcome, the biometric matching process of Method 2 demonstrates
higher accuracy with lowest number of misclassification compared to the existing
ECG based biometric methods.
2.4 Summary
As a summary, this chapter has demonstrated the fact that Cardioid minutiae should
be irrelevant to fixed points in Cardioid graph where the proposed Method 1 using
Euclidean distance is resistance and adheres to misclassification caused by several
anomalies such as baseline wanders. This is mainly because Method 1 relies on Eu-
clidean distances between Cardioid points and the centroid of the Cardioid points
rather than fixed Cardioid points used in our earlier research [111]. By using CFS
attribute selection method and Naive Bayes Classifier on Method 1, 98.10% accuracy
was achieved for NSRDB.
In the second stage of the study, we rectified that the key reason for misclassi-
fication was the difference in the position of the Cardioid points in enrolment and
recognition ECG data. This difference was due to lower sampling frequency of the
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ECG during enrolment and recognition data collection from NSRDB. As a resolu-
tion to this, in Method 2, utilization of cubic interpolation technique further reduces
misclassification rate resulting in 100% accuracy for identifying the person.
Lastly, shorter template size results in faster processing for person identification.
Faster identification with Cardioid ensures that an additional delay is avoided which
could interfere with the overall diagnosis process by the healthcare professionals.
Moreover, faster processing of Cardioid is an ultimate necessity since ECG packets
are expected to be directed to the hospital from various remote monitoring locations
by which identification or authentication is performed. A performance comparison
with earlier techniques as depicted in Table 2.8 shows that Method 2 provides higher
accuracy with the expense of slightly higher biometric template size where the bio-
metric template size increased just 14% as compared to the template size of our earlier
research as described in [111].
Chapter 3
ECG Based Biometric with
Different Pathological Conditions
This chapter presents a person identification mechanism using ECG signals with ab-
normal cardiac conditions. We proposed a simple yet effective biometric sample ex-
traction technique to improve person identification process. We test the robustness
of our proposed approach across databases and classifiers. A total of three different
ECG databases which consists of various irregular heart states were used to verify the
reliability and stability of ECG based biometric with abnormal cardiac conditions.
Unique features extracted from the experimentation are later applied to classifiers for
performance measure using related biometric performance metrics.
The chapter is structured as follow. Section 3.1 elaborates the background, moti-
vation and our contributions in the study. Section 3.2 discusses about related works.
Then, Section 3.3 elaborates the method of the study which includes signal acquisi-
tion procedure, biometric sample extraction technique and classification mechanisms.
Then, Section 3.4 presents performance evaluation of the proposed identification tech-
nique. Comparison with related works are also performed. Later, in Section 3.5, we
summarize the study based on the experimentation and results in the previous section.
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3.1 Introduction
In the past decade, ECG based biometric has established itself as a substantial body
of knowledge which primarily focuses on improving the recognition performance. Ad-
hering to the concept of pattern recognition, improvising and enhancing previous
and existing methods have solved ambiguities in the process of subject recognition.
Thus, as a result, varying preprocessing procedures, feature extraction techniques
and subject recognition methods have been proposed such as previous findings in
[13, 18, 44, 98–100, 102, 103, 108, 109, 111–113, 122, 126] which includes our research
works in [98–100, 102, 103, 108, 109, 111–113]. Based on these studies, most of the
participants consist of normal and healthy subjects. The terminology ’normal and
healthy’ refers to subjects with normal sinus rhythm (heart beat) without significant
cardiac abnormalities. However, little has been said about the reliability of ECG
based biometric in irregular heart conditions. Even though, there have been initial
investigations on this matter such as related works in [6, 94, 100, 102, 128] but the
area is still under-researched and needs a lot more justification to prove the robustness
of ECG based biometric in abnormal cardiac conditions. Furthermore, some research
focuses on certain kinds of heart diseases. Therefore, we propose a simple yet effective
biometric matching technique that is able to identify individuals in different patho-
logical conditions where we expand the possibility of performing biometric in varying
heart states. Thus, if we are able to identify subjects regardless of the heart status,
it would become an essential tool to identify individual especially in scenarios such as
remote monitoring systems where patients may exhibit abnormalities.
3.1.1 Motivation
Possible scenarios and applications of ECG based biometric in a multi-user network
are illustrated as shown in Figure 3.1. According to this figure, ECG signals are
first collected using acquisition devices from different sources such as handheld units,
capacitive ECG garments or even contactless ECG sensors on driver’s seat in a variety
of remote locations such as aged care centre, patients at home or away, soldiers in
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Figure 3.1: Possible scenarios and applications of ECG based biometric in a multi-
user network. Once ECG data are acquired, it is sent to mobile communication via
NFC, Bluetooth, WiFi etc. Later, from the mobile device, data packets are sent
electronically via public network to servers which connects to related organizations.
battlefields or even drivers in automobile vehicles. ECG data are then sent to a
mobile communication device via near field communication (NFC), Bluetooth, WiFi
and etc. From the mobile device, data packets are sent electronically via public
network to servers which connects to related organizations such as hospitals, military
and security companies for assessments.
However, before authorized packets are released, servers monitor and analyze ECG
packets in order to prevent network attacks. In this scenario, the receiving end (server)
will be overwhelmed with large amount of ECG data coming from multiple source
nodes. If security procedures are not properly dealt with, the system would be ex-
posed to security attacks which could potentially overload the server or sensor nodes
with undesirable information. It could also attempt to disrupt service to a specific
system executed against network connectivity and prevent host from communicating
on the network. Attackers against server system remotely monitoring subjects can be
very application specific by spoofing valid IP addresses of authorized subjects meant
to disrupt the monitoring service by continuously sending ECG data of unregistered
subjects [3, 8, 9, 52, 63, 87, 118]. Moreover, Health Insurance Portability and Ac-
countability Act (HIPAA) 1996 [1], European Union Directive 2002/58/EC [2] and
Law of the People Republic of China on Medical Practitioners [81] recommends secu-
rity procedures for electronic protected health information to be securely performed.
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Related studies such as [11, 82, 133] have previously proposed ECG based biometric
for network security, however, in [11, 82] these studies only involved healthy subjects
while testing the robustness of their proposed approaches. Moreover, research work in
[133] concludes that cardiac abnormalities causes Inter Pulse Interval (IPI) to vary and
thus decreasing passing rates. Therefore, the main factor that motivates us to perform
this study is to evaluate the classification performance of ECG based biometric within
abnormal cardiac conditions in network environments to prevent security attacks.
3.1.2 Contributions
This study considers two aspects neglected in existing works while performing ECG
based biometric with cardiac abnormalities:
• Extensive studies have been performed across classifiers and different cardiac
abnormalities to verify the robustness of the proposed method which are not
covered in existing works [6, 94, 100, 102, 128], and
• Proposed an innovative biometric sample extraction technique that is simple and
accurate consisting of QRS sample normalization and convolution methods.
Therefore, this proposed study is relevant and significant as it covers other aspects of
performing ECG based biometric with abnormal cardiac conditions which could be
enhanced for a more reliable and effective remote monitoring system.
Based on our experimentation, the proposed biometric sample extraction technique
outperforms existing methods lacking ability to efficiently extract biometric features.
This is supported by obtaining high accuracy results of 96.7% for MITDB, 96.4% for
SVDB and 99.3% for DiSciRi. Moreover, as to verify the reliability of the proposed
technique, high sensitivity, specificity, positive predictive value and Youden Index’s
values are computed. This technique also suggests the possibility of improving the
classification performance using ECG recordings with low sampling frequency and
increased number of QRS complexes.
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3.2 Related Works
Initial research works have been conducted to investigate person identification in ab-
normal cardiac conditions using ECG signal in these recent years such as [6, 94, 128].
Agrafioiti et al. in [6] using Nearest Neighbour (NN) classifier obtained a classification
rate of 96.2% when applying AC/DCT (Autocorrelation/Discrete Cosine Transform)
method to 79 subjects with Atrial Premature Contraction (APC) and Premature Ven-
tricular Contraction (PVC) from three different public databases. These databases are
MIT-BIH Normal Sinus Rhythm database (NSRDB), MIT-BIH Arrhythmia database
(MITDB) and PTB Diagnostic ECG database (PTBDB).
Shen et al. in [94] implemented longitudinal and cross-section investigation for
23 subjects with peritoneal dialysis from the Tsu Nzi General Hospital Taiwan for a
period of two years. During these two years, a decrease of subject recognition from
98.5% to 87.7% was computed.
Recently, Ye et al. in [128] also using three public databases applied Support
Vector Machine recording subject recognition rate as high as 99.6% which is the final
accuracy by fusing the classification results of two leads. These databases consist of
NSRDB, MITDB and LTSTDB (Long Term ST Database).
In summary, these studies investigated similar issues pertaining to ECG based bio-
metric in irregular cardiac conditions. However, there are still rooms for improvement
and enhancements based on these related works. The drawback of the research work
in [6] is reliance on NSRDB and PTBDB which contains subjects who do not experi-
ence significant arrhythmias and thus making the outcome not reliable. Furthermore,
the study concentrated only on Atrial Premature Contraction (APC) and Prema-
ture Ventricular Contraction (PVC) cases. Thus, in this study, we intend to extend
cardiac abnormalities to other types of irregular heart conditions such as supraven-
tricular arrhythmia, atrial fibrillation and cardiac autonomic neuropathy for subject
recognition.
Studies in [94] achieved a good recognition rate of 98.5% but what is surprising,
the accuracy rate for a period of two years worsening to 87.7%. Even though in our
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work we do not intend to analyze the 11% decrease but this study showed that person
identification is still possible on subject with abnormalities. The authors also sug-
gested recalibrating the recognition system after a few years but recalibration process
and its extent is quite unclear.
Furthermore, studies in [128] used two public databases that have unaffected QRS
portions which are NSRDB and LTSTDB. The former database contains healthy sub-
jects while the latter dataset consists of subjects that have only the ST portion changed
from the J point to the T wave, leaving the QRS complex unaffected by these varia-
tions. Moreover, the classification accuracy of the signal lead was only up to 79.94%.
Besides that, we expand our previous works with subjects in abnormal cardiac
conditions in [102] and [100]. Our work in [102] did not evaluate classification perfor-
mance of the identification system, just showing self-similarities (correlation factor)
which indeed contributes to a good recognition system but at the same time, needs to
be justified based on person identification performance metric methods such as accu-
racy, sensitivity, specificity and positive predictive value. Results in [100] also obtained
a reasonably good outcome but with the cost of transforming and converting the time
series ECG signal to a different domain representation. We are optimistic that by
using plain QRS complexes directly without any form of domain transformation will
obtain good results.
Thus, based on these literature, we propose a simple but yet effective technique to
improve the identification accuracy by including these abnormalities in our matching
process between enrolment and recognition dataset. We even extend the study to
different kinds of cardiac abnormalities to test the robustness of the approach.
3.3 System and Method
An ECG based biometric system implements pattern recognition procedure by com-
paring enrolment and recognition ECG datasets. Both datasets consist of ECG signal
from subjects with normal and abnormal cardiac conditions acquired from three public
databases. Successful matching recognizes a subject’s identity as illustrated in Figure
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Figure 3.2: The proposed ECG based biometric process of subjects with abnormal
cardiac conditions taking example of ECG signal for subject 809 in SVDB. Normal
ECG acts as enrolment set and abnormal ECG represents recognition set. Then, these
datasets are applied to our proposed biometric sample extraction technique and later
acts as input for four induction algorithm for classification.
3.2. As can be seen in this figure, ECG signals which consists of normal and abnormal
segments are divided into training and testing sets. After obtaining these datasets,
we perform biometric matching using our proposed biometric sample extraction tech-
nique. Once this approach is implemented, we later classify the output using four
common induction algorithms for identification. The proposed ECG based biometric
process of subject with abnormal cardiac conditions are elaborated in the next section.
3.3.1 Signal Acquisition
A ten second ECG recording from each subject used in this research were obtained
from three different databases containing various pathological conditions such as
atrial fibrillation, supraventricular arrhythmia and cardiac autonomic neuropathy.
The databases involved are MIT-BIH Supraventricular Arrhythmia database (SVDB),
MIT-BIH Arrhythmia database (MITDB) and Charles Sturt Diabetes Complication
Screening Initiative (DiSciRi). A total of 164 subjects were used from these reposito-
ries, 67 subjects experiencing supraventricular arrhythmia were taken from SVDB and
another set of 46 subjects using modified lead II (MLII) were obtained from MITDB.
System and Method 59
SVDB and MITDB each have sampling rates of 128 Hz and 360 Hz respectively.
These datasets were fetched from PhysioNet [79], an online public database with a
large collection of physiological signals. The remaining 51 subjects were obtained
from DiSciRi that experienced early, definite and severe Cardiac Autonomy Neuropa-
thy (CAN) with sampling rate of 400 Hz. The research procedure was approved by
Charles Sturt University Ethics in Human Research Committee (03/164).
3.3.2 Biometric Sample Extraction
After ECG data collection, we implement our proposed biometric sample extraction
technique which consists of QRS sample selection, data normalization, sample con-
volution and again data normalization to extract salient features and reduce error
discrepancies.
QRS sample selection
Once ECG datasets have been gathered, amplitude feature which is an analytical
method that depicts the morphological shape is used to obtain QRS complexes. From
the original ECG signal, the R wave was chosen as the pivotal point as it is the
highest and most prevalent peak in an ECG morphology. The next step is selecting
equal sample points from both sides of the identified R wave.
Based on our experimentation on these three different databases, the optimum
number of sample points from the pivotal R wave to form a complete QRS complex
differs with varying sampling frequencies. ECG recordings with sampling frequencies
of up to 128 Hz requires 21 points (10 points to the left of the R peak and 10 points
to the right of the R peak). In this case, the number of points are quite distant from
each other as 128 Hz produces 128 sample points per second. For higher sampling
frequency, we need to collect more data point samples since these data points are much
more closer with increased sampling rate. For example, ECG signals with sampling
rates of more than 128 Hz and up to 500 Hz requires 41 data points. Furthermore,
ECG data with sampling frequency of more than 500 Hz requires 61 sample points
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to form a QRS complex. Different sampling frequencies with varying number of data
points of subjects from SVDB, MITDB and DiSciRi are shown in Figure 3.3.
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Figure 3.3: QRS segments of subjects with different sampling frequencies. Figures
from left: QRS complex of subject 866 from SVDB with 128 Hz sampling rate con-
sisting of 21 ECG points, QRS complex of subject 121 from MITDB with 360 Hz
sampling rate consisting of 41 ECG points and QRS complex of subject WALG210740
from DiSciRi consisting of 41 ECG points.
The QRS extraction procedure is repeated several times to obtain QRS complexes
in different time instances. The reason behind choosing this portion of ECG instead
of P wave, T wave or even the complete PQRST cycle were generally because the
changes of QRS complexes are minimal in most commonly known heart conditions as
described in [98, 102, 117].
Normalize-Convolute-Normalize (NCN)
As QRS complexes inherit noise and artifacts in the abnormal signals, we normalize
these QRS complexes by using the proposed normalization technique introduced in
our recent work [104]. The process can be defined as in Equation 3.1.
Normalization,N =
x− µx
nx
(3.1)
where x is the ECG data, µx is the mean of x and nx is the number of data points in
x. This technique automatically removes the baseline wanders effect on the signal as
it brings the signals to a common ground.
Results of the normalization process are then convoluted. This method is needed
as it matches one signal to the other by producing a third signal as a comparison of
the two signals. Based on waveforms of the convoluted signals, we are able to observe
self-similar behaviours. Convolution can be defined in Equation 3.2 as
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Figure 3.4: The recognition process of the proposed NCN biometric sample extraction
technique using subject 809 in SVDB as an example.
(f ∗ g)[t] =
∞∑
t=−∞
f [τ ]g[t− τ ] (3.2)
where (f * g)[t] denotes the convolution of functions f and g, and τ represents the
reversed and shifted function g.
After obtaining the output of the convolution process, the signals are again nor-
malized using Equation 3.1 to minimize the discrepancies between the signals. As
shown in Figure 3.4, the normalized convoluted outcome of subject 809 in SVDB
produce waveforms which looks quite similar to QRS complexes. In this figure, the
normal ECG segments act as the enrolment data while the abnormal ECG segments
represent the recognition data. As a result of implementing the proposed NCN bio-
metric sample extraction technique, self-similarities are evident from both waveforms
of normalized convoluted signals. Later, using the results of this step, four classifier
algorithms are applied to perform the identification procedure.
Algorithm
Thus, the algorithm for biometric sample extraction can be summarised as follows:
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Algorithm 1 Normalize-Convolve-Normalize Technique
Input: Filename
Input: Samplingrate
1: {Step 1: R wave detection}
2: r = QRSdetect(Filename, Samplingrate)
3: {Step 2: Equal space to the left and right of the detected R wave}
4: qrs = EqualSpace(r)
5: {Step 3: Repeat Step 2 for N times where N is equal to the number of QRS
complexes}
6: while i 6= N do
7: qrs(i) = EqualSpace(r(i))
8: end while
9: {Step 4: Normalize the QRS complexes}
10: Nqrs = Normalize(qrs(i))
11: {Step 5: Convolute the normalized QRS segments}
12: C =
∑∞
i=−∞Nqrs(i) ∗Nqrs(i+1)dt
13: {Step 6: Normalize C}
14: CN = Normalize(C)
15: {Step 7: Apply CN sample points to 4 classifier techniques}
3.3.3 Classification
In order to demonstrate the robustness of the proposed NCN technique, four commonly
applied classification induction algorithms are used which are Bayes Network (BN),
Multilayer Perceptron (MLP), Radial Basis Function (RBF) and k Nearest Neighbour
(kNN). Based on the results of these classifiers, we will then be able to determine
the reliability and efficiency of the proposed technique. BN, MLP, RBF and kNN
classifiers are briefly described next.
Bayes Network
BN is a directed acyclic graph (DAG) over a set of variables called U , where U =
{x1, ..., xk} and k ≥ 1. BN is a network structure represented as BS and shown in
Equation 3.3 [37].
BS = {p(u|pa(u))|u ∈ U} (3.3)
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where pa(u) is the set of parents of u in BS . BN represents a probability distribution
as in Equation 3.4.
P (U) =
∏
u∈U
p(u|pa(u)) (3.4)
Classification task begins by classifying y = x0 called the class variable given a set
of ECG attributes, x = x1, ..., xk. A classifier h : x → y is a function that maps an
instance of x to a value of y. This classifier is learned from a dataset D, composed
of outcome of the proposed biometric samples extraction technique over (x, y). The
learning task consists of searching a suitable BN given a data set D over U . To become
a classifier, simply compute argmaxy P (y|x) using the distribution, P (U) represented
by BN as [37]
P (y|x) = P (U)/P (x) ∝ P (U) (3.5)
Multilayer Perceptron
MLP is a feedforward artificial neural network model with one or more layers between
input and output layer in a directed graph. The input layer consists of the output of
the proposed biometric sample extraction technique, one or more hidden layers and
an output layer which determines the subject’s identity. Except for the input nodes,
each node consists of at least one neuron with a non linear activation function. The
general architecture is shown as in Figure 3.5.
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Figure 3.5: Multilayer Perceptron Network Model.
The input layer consists of equal number QRS data points from the left and right
side of the R peak which can be represented as p = {x1, x2, . . . , xm}. Neurons in
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the hidden and output layers are responsible for computations of the classification
algorithm. Each neuron computes the weighted sum of all QRS inputs, subtract the
sum from a predefined bias, and pass the result through a nonlinear sigmoidal function.
In other words, the ith output activation ai is a sigmoid function which, in turn, is a
weighted sum of all inputs xj and a bias bi [40]. The computational functions can be
defined as in Equations 3.6 and 3.7.
ui =
N∑
j=1
wijxj + bi (3.6)
ai = f(ui) =
1
1 + exp(−ui)
(3.7)
where u is the net function and w is the weight.
Since each output is a sigmoidal function, it can differentiate whether the input
vector belongs to a class or not with values ranging between 0 to 1. The person
classification process consists of training and testing stage. The training QRS datasets
are obtained using backpropagation algorithm by adjusting the weights (wij) and bias
(bi) so that the actual output best matches QRS test samples. After completing the
training stage, QRS test samples are applied to the classifier to test whether it is able
to generalize well in the recognition stage [40].
Radial Basis Function
RBF networks commonly has three layers; i) an input layer (ECG samples x =
{x1, ..., xn} as the output of NCN technique), ii) a hidden layer with a non-linear
RBF activation function and iii) a linear output layer as shown in Figure 3.6. RBF
can be represented as in Equation 3.8.
yn =
N∑
i=1
wiφ(‖x − ci‖) (3.8)
where N is the number of neurons in the hidden layer, ci is the centre for neuron i
and wi are the linear output of the neurons, i. These neurons has Gaussian activation
functions whose outputs are inversely proportional to the Euclidean distance from the
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Figure 3.6: Radial Basis Function Network Model.
centre of the neuron, i. The best predicted value is found by summing the outcome
of the RBF basis function multiplied by weights computed for each neuron which
produces the classification accuracy of the signal.
k Nearest Neighbour
kNN is an instance based learning algorithm. It defines hypothesis directly from
ECG training instances and has the capability to adhere its model on previously
unseen data. It works by taking the nearest neighbour or the majority class among
k neighbours. In other words, it searches for the most similar element to a given
query element with similarity defined by standard Euclidean distance. The algorithm
is approximate locally and all calculation is deferred until the classification stage. The
main objective of the algorithm is to decide the class of a new case based on the class
of the k most similar database elements [12].
Assume vector 〈x, f(x)〉 where f(x) is the function for each ECG instance x. The
instance x can also be represented by the feature vector 〈y1(x), y2(x), . . . , yn(x)〉 where
yr(x) is the value of the r
th attribute of ECG instance x. The standard Euclidean
distance is denoted in Equation 3.9.
d(xi, xj) =
√√√√ n∑
r=1
(yr(xi)− yr(xj)2 (3.9)
where d(xi, xj) is the distance between two ECG instances, xi and xj. Then, find
Experimentation and Result 66
fˆ(xq) as in Equation 3.10
fˆ(xq) = argmaxv∈V
k∑
i=1
δ(v, f(xi)) (3.10)
where δ(a, b) = 1 if a = b and where δ(a, b) = 0 otherwise. The value ˆf(xq) is returned
by the classifier as it is an estimate of f(xq) among k ECG training dataset nearest
to xq.
To determine the relevance of these four classifiers using ECG datasets in each
database, a 10 fold validation technique was used to evaluate the generalization accu-
racy of these induction algorithms.
3.4 Experimentation and Result
We implemented the proposed NCN technique using 164 subjects obtained from three
different abnormal heart condition databases to identify and differentiate individuals.
The ECG recordings for each subject consists of 12 QRS complexes from different
time instances. Applying the NCN technique produces normalized convoluted QRS
segments. As a pattern recognition approach, half of these samples were used as en-
rolment data and the remaining samples represent recognition data. Figures 3.7, 3.8
and 3.9 depict enrolment and recognition ECGs of four subjects from each database.
Based on these figures, self-similarities shown in the normalized convoluted QRS seg-
ments further verifies the possibility of using ECG for person identification in varying
pathological conditions. Figures 3.7 to 3.9 also illustrates that when samples from dif-
ferent time instances are superimposed, they tend to be similar but when compared
with samples from other subjects, they tend to differ and have unique patterns.
Besides considering multiple classifier algorithms to evaluate the robustness of the
proposed technique as described in Section 3.3.3, varying sets of enrolment and recog-
nition samples are being used to show the effectiveness of this approach. Rather than
using 12 QRS complexes, sample sets of 6, 8, and 10 QRS complexes are also used
to test the technique. In order to prove the reliability of NCN, it is also necessary to
make a comparison of samples which undergoes normalization procedure without con-
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Figure 3.7: Enrolment and Recognition samples of subjects 842, 866, 878 and 885
from SVDB.
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Figure 3.8: Enrolment and Recognition samples of subjects 112, 124, 205 and 219
from MITDB.
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Figure 3.9: Enrolment and Recognition samples of subjects COLV191128,
DUCA291132, PLAK270154 and WALG210740 from DiSciRi.
volution by using multiple classifiers and varying QRS sample sets. This is to ensure
that the proposed NCN technique improves the identification results with different
situations.
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3.4.1 Performance Metrics
In order to evaluate the overall performance of the proposed NCN technique towards
the databases, we used the standard metrics for classification methods to evaluate
the results. We even made comparison with existing works in terms of classification
accuracy. Moreover, we derived other types of metrics such as sensitivity, specificity,
positive predictive value and Youden’s index because simple classification accuracy is
often a poor metric for measuring performance as the class distribution and misclas-
sification cost are imprecise [85, 86].
Accuracy (Acc) is defined as the degree of closeness of the measurements of a
quantity to the actual value and described as Acc = TP+TN
TP+FP+FN+TN where TP, TN,
FP and FN refers to true positive, true negative, false positive and false negative
respectively. TP is a positive test for a condition and is positive whereas TN is a
negative test for a condition and is negative. On the other hand, FP is a positive test
for a condition but is negative whereas FN is a negative test for a condition but is
positive.
Sensitivity (Ss) is the measure of the proportion of actual positives which are
correctly identified and is represented as Ss = TP
TP+FN . Sensitivity is also known as
True Positive Rate (TPR).
Specificity (Sp) on the other hand, is the measure of the proportion of actual
negatives which are correctly identified and is denoted as Sp = TN
TN+FP . Specificity is
also known as 1 - False Positive Rate (FPR).
Positive Predictive Value (PPV ) is defined as the degree to which repeated mea-
surements under the same conditions give the same output and can expressed as
PPV = TP
TP+FP .
Another performance measure that links both sensitivity and specificity is Youden’s
index (YI) [131] which has the ability to correctly label examples and avoid failure. It
can be denoted as Y I = Ss− (1− Sp) where higher value of YI means better ability
to avoid failure. This index has been used to differentiate diagnostic abilities of two
tests [14].
Experimentation and Result 69
3.4.2 Overall Performance
Based on the experimentations, we evaluated the classification performance of our
proposed technique when applied with different classifiers. In this section, the overall
performance are assessed based on i) Ss, Sp, PPV and Y I; and ii) Acc.
Ss, Sp, PPV and Y I
For a biometric operation, high Ss, Sp, PPV and Y I values will be required for
a secure identification mechanism. In the case of remote monitoring system, strict
requirements of these performance metric values suggest the reliability of the iden-
tification procedure. The results showing the performance of implementing multiple
classifiers in varying QRS sample sets with and without convolution are shown as in
Figures 3.10, 3.11, and 3.12 in terms of the sensitivity value. For example, in Figure
3.10, subject recognition rate increases (as indicated by an increase in sensitivity)
when using BN, MLP, RBF and kNN classifiers in both situations - convoluted as
well as unconvoluted. The increments are evident especially for BN and kNN by ob-
taining increases of up to 16.85% for BN and 14.64% for kNN. Nevertheless, MLP
and RBF classifiers improve the recognition rate as well but with lower percentages.
These results suggest that non neural network algorithms are better in performing ex-
perimentation involving cardiac abnormalities perhaps due to the simplicity of these
algorithms (in terms of probability and distance measurements) whereas MLP and
RBF need to generate at least three layer structures (input, hidden and output lay-
ers) for classification. Figures 3.11 and 3.12 resulted in the same outcome when using
MITDB and DiSciRi and further supports the behaviour of the output in Figure 3.10.
Another good observation that can be evident from Figures 3.10 to 3.12 is that
when NCN is applied to low sampling frequency databases, there are significant im-
provements in identification performance. For instance, comparing the former results
in SVDB (first sub-figure of Figure 3.10) when applying and not applying NCN with
6 QRS complexes using BN showed a 16.85% increase in subject recognition, 3.38%
increase for MLP, 7.71% increase for RBF and 14.64% increase for kNN. As a com-
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Figure 3.10: Multiple Classifiers using various QRS complexes in SVDB with and
without convolution; 6, 8, 10 and 12 QRS complexes.
BN MLP RBF kNN
0.85
0.9
0.95
1
S
e
n
s
it
iv
it
y
Multiple Classifiers using 9 :RS ;<=ple>es in M?@AB
0.9BC
0.880
0.9BD
0.891
0.9
D
E
0.90
D
0.9E5
0.91E
With CFnvFlutiFn
With
F
ut C
F
nv
F
luti
F
n
BN MLP RBF kNN
0.88
0.9
0.92
0.94
0.96
0.98
1
S
e
n
s
it
iv
it
y
Multiple Classifiers using 8 QRS complexes in MITDB
0.951
0.902
0.967
0.921
0.967
0.935
0.981
0.929
With Convolution
Without Convolution
BN MLP RBF kNN
0.88
0.9
0.92
0.94
0.96
0.98
S
e
n
s
it
iv
it
y
Multiple Classifiers using G0 QRS complexes in MITDB
0.96H
0.904
0.9IJ
0.909
0.96H
0.94K
0.9
J
8
0.924
WitL Convolution
MitLout Convolution
BN MLP RBF kNN
0.88
0.9
0.92
0.94
0.96
0.98
S
e
n
s
it
iv
it
y
Multiple Classifiers using N2 QRS complexes in MITDB
0.949
0.886
0.944
0.908
0.960
0.9O5
0.973
0.924
WitP Convolution
QitPout Convolution
Figure 3.11: Multiple Classifiers using various QRS complexes in MITDB with and
without convolution; 6, 8, 10 and 12 QRS complexes.
parison with subject using 12 QRS complexes (last sub-figure of Figure 3.10), we
obtained increased recognition rate of 13.14% for BN, 1.80% for MLP, 6.4% for RBF
and 5.68% for kNN. On the other hand, if higher sampling frequency of databases
such as MITDB and DiSciRi are associated with NCN technique, subject recognition
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Figure 3.12: Multiple Classifiers using various QRS complexes in DiSciRi with and
without convolution; 6, 8, 10 and 12 QRS complexes.
still increases but with smaller percentage between convoluted and non convoluted
datasets. For example, we compare results of using 6 QRS complexes as in SVDB
(sampling rate of 128 Hz) with the outcome when using MITDB (sampling rate of
360 Hz). In the former database when using BN, we obtained 16.85% increase from
unconvoluted to convoluted data whereas in the latter database, we only achieved
7.04% increase in the recognition rate. Moreover, when we compare SVDB outcome
with a higher sampling frequency database such as DiSciRi (sampling rate of 400 Hz),
the recognition rate of samples from DiSciRi only increased to 2.73% when using 6
QRS complexes. We observe the same for 8, 10 and 12 QRS complexes where subject
recognition increases between unconvoluted and convoluted samples but with lower
percentage values.
In contrary, higher sampling frequency databases give higher classification perfor-
mance results in comparison to lower frequency databases as shown in Figures 3.11
and 3.12. This is due to the density of ECG data points as described in Section 3.3.2
and illustrated in Figure 3.3. The more closer adjacent data points are to each other,
the better is the recognition as enrolment data points will be able to match recognition
data points.
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As shown by these figures, the proposed NCN technique outperforms the classifi-
cation technique using unconvoluted biometric samples by obtaining increased subject
recognition results of up to 16.85% for BN, 6.17% for MLP, 7.71% for RBF and 14.64%
for kNN. Moreover, as the number of QRS complex increases, classification measures
also increases in both convoluted and unconvoluted situations.
Since NCN performs well for higher QRS complexes, Tables 3.1, 3.2, 3.3 and
3.4 summarizes the average performance evaluation of each database with 12 QRS
complexes using BN, MLP, RBF and NN classifiers which takes into consideration Sp,
PPV and Y I before and after convolution process. In these tables, WC and WOC
represents With Convolution and WithOut Convolution respectively.
Table 3.1: Average Classification Performance for Each Database with 12 QRS com-
plexes with and without convolution using BN.
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
Metrics
Database
SVDB MITDB DiSciRi
SsWC 94.25 94.90 98.50
SpWC 99.85 99.90 100
PPVWC 94.50 95 98.60
Y IWC 0.941 0.948 0.985
SsWOC 83.30 88.60 96.20
SpWOC 99.50 99.70 99.90
PPVWOC 84.65 89.30 96.40
Y IWOC 0.828 0.883 0.961
Table 3.2: Average Classification Performance for Each Database with 12 QRS com-
plexes with and without convolution using MLP.
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
Metrics
Database
SVDB MITDB DiSciRi
SsWC 93.25 94.40 99
SpWC 99.80 99.90 100
PPVWC 93.70 94.40 99
Y IWC 0.9305 0.943 0.990
SsWOC 91.60 90.80 98.20
SpWOC 99.75 99.80 100
PPVWOC 91.70 91.10 98.30
Y IWOC 0.9135 0.906 0.982
Thus, it is obvious from these tables that high Ss, Sp, PPV and Y I values are
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Table 3.3: Average Classification Performance for Each Database with 12 QRS com-
plexes with and without convolution using RBF.
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
Metrics
Database
SVDB MITDB DiSciRi
SsWC 96.30 96 99
SpWC 99.90 99.90 100
PPVWC 96.35 96 99
Y IWC 0.962 0.950 0.990
SsWOC 90.50 91.50 97.20
SpWOC 99.70 99.80 99.90
PPVWOC 91.30 92.10 97.30
Y IWOC 0.902 0.913 0.971
Table 3.4: Average Classification Performance for Each Database with 12 QRS com-
plexes with and without convolution using kNN.
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
Metrics
Database
SVDB MITDB DiSciRi
SsWC 96.80 97.30 99.70
SpWC 99.90 99.90 100
PPVWC 97.00 97.40 99.70
Y IWC 0.967 0.972 0.997
SsWOC 91.60 92.40 97.70
SpWOC 99.75 92.50 100
PPVWOC 92.10 90.30 97.90
Y IWOC 0.914 0.849 0.977
obtained from the ECG datasets with higher number of QRS complex samples. This
shows that enrolment and recognition ECG data for the same subject are approxi-
mately similar to each other and at the same time, distinct between subjects. From the
sensitivity and specificity values, we can interpret that the classifier is able to identify
positive and negative results correctly and accordingly. High PPV values also suggests
that ECG datasets from all three databases are precise and remains nearly unchanged
in different time instances. Furthermore, the high PPV values suggests that selecting
QRS portion of the ECG signal alone is able to successfully identify individuals. In
addition, high values of the Youden’s Index describes the ability of the classification
algorithm to correctly label the ECG datasets and avoid failure (misclassification).
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Table 3.5: Comparison of Related Works in ECG Based Biometric with Abnormal
Cardiac Conditions.
Related
Works
No. of
Sub-
jects
Database Types of
Abnormalities
Feature
Extraction
Classifier Performance
(Accuracy)
Sidek et al.
[102]
50 DiSciRi CAN Wavelet
Transform
MLP 99.3%
Sidek and Khalil
[100]
30 AFPDB,
SVDB,
TWADB
A variety of Arrythmia QRS
complex
CC Not
Available
Agrafioti et al.
[6]
56 NSRDB,
MITDB,
PTBDB
APC, PVC AC/DCT NN 96.4%
Shen et al. [94] 23 Peritoneal
Dialysis
database
Peritoneal Dialysis Pan &
Tompkin’s
QRS
detection
CC 98.5%
Ye et al. [128]
18 NSRDB Normal Sinus SVM 88.2%
(single
lead)
47 MITDB A variety of Arrhythmia Wavelet
Transform
SVM 92.3%
(single
lead)
65 LTSTDB ST elevation SVM 74.9%
(single
lead)
NCN
BN 94.6%
Proposed 46 MITDB A variety of MLP 96.7%
Technique Arrhythmia RBF 96.7%
with MITDB kNN 96.7%
NCN
BN 94.3%
Proposed 67 SVDB Supraventricular MLP 93.3%
Technique Arrhythmia RBF 96.4%
with SVDB kNN 95.9%
NCN
BN 97.1%
Proposed 51 DiSciRi CAN MLP 99.3%
Technique RBF 99.2%
with DiSciRi kNN 99%
AFPDB: Paroxysmal Atrial Fibrillation Prediction Challenge Database, TWADB: T-Wave Alternans Challenge
Database, CC: Cross Correlation, NN: Nearest Neighbour on Euclidean Distance, SVM: Support Vector Machine.
3.4.3 Classification Accuracy
In the previous section, we have expanded our evaluation by computing other im-
portant performance measures to show the reliability and robustness of our proposed
approach. Based on the results of the performance metrics, NCN improved subject
recognition in different situations. However, to suggest our proposed system to be
reliable, we performed comparison with related and existing works in terms of classifi-
cation accuracy. Results of the comparison are described as in Table 3.5. In average,
our proposed technique achieved accuracy rate which are slightly higher and compat-
ible with existing works. DiSciRi achieved the highest classification rates of up to
99.3% as it is proven in our previous work [100] that QRS complex is less affected by
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Table 3.6: FMR and FNMR across different biometric modalities Sufi et al. [109].
Biometric Modality FMR (%) FNMR (%)
Face 1 10
Fingerprint 0.01 2.54
Iris 0.0129 0.583
On-line signature 2.89 2.89
Voice 6 6
ECG 0 0
signal abnormalities. Furthermore results in MITDB and SVDB are also comparable
to findings of the previous studies by gaining 96.7% for MITDB and 96.4% for SVDB.
Thus based on these outcome, our proposed NCN technique is robust across classifiers
and cardiac abnormalities by achieving good and promising recognition values.
In addition, the specificity (also known as the ability to discriminate between
different people) for ECG based recognition in comparison with other more diffused
biometric modalities can be measured in terms of false match rate (FMR) and false
non-match rate (FNMR) as shown in Table 3.6 from Sufi et al. [109]. FMR describes
the probability of a wrong person’s enrolment data being matched with the provided
recognition data. On the other hand, FNMR represents the frequency of the same
person’s enrolment and recognition data not being matched. Both FMR and FNMR
have direct influence towards misclassification rate and commonly used as a standard
benchmark to test the efficiency of a biometric system. According to Table 3.6, FMR
and FNMR of ECG outperforms other types of biometric modalities which shows the
capability of ECG to correctly discriminate between different individuals.
• NCN technique outperforms unconvoluted biometric samples in all four com-
monly used classification techniques.
• The proposed NCN technique suggests the possibility of improving the classifi-
cation performance especially to ECG recordings with low sampling frequency.
• NCN technique gives higher classification performance values with increased
number of QRS complexes. When more samples are available, the output of the
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convolution process are much more likely to resemble with each other and gives
higher recognition rates.
• By using other performance metrics besides classification accuracy such as sen-
sitivity, specificity, PPV and Youden’s Index values, we are able to verify the
performance of the predictive classification algorithms in an larger perspective
and,
• Classification accuracies when applying the proposed NCN technique is compa-
rable with related works.
Thus, person identification is possible with the ability to recognize individuals un-
der abnormal cardiac conditions and suits potential everyday biometric identification
applications such as drivers in vehicles, patients in remote monitoring facilities, clients
in financial institutions or even army personnels in battlefields. The implication of
applying the proposed biometric identification system to these applications would en-
able registered drivers of automobile cars to be identified by car seats which ensures
the security of vehicles, vital signals sent from patients in aged care facilities to health-
care institutions can be authenticated in preventing unauthorized access of medical
servers, actual clients of financial institutions accessing bank accounts to be verified
in order to avoid identity theft and soldiers in battlefields can be recognized to avoid
impersonation which could jeopardize war missions. In all of these situations, ECG
based biometric system has the potential ability to simplify the identification process.
3.5 Summary
In this chapter, we have demonstrated an efficient and accurate person identification
technique using ECG signals with abnormal cardiac conditions. ECG recordings were
obtained from three different databases which includes various abnormal heart condi-
tions. In order to further enhance and verify the reliability of ECG based biometric
matching, we proposed a biometric sample extraction techniques. Based on our ex-
perimental results, applying four commonly used classifiers and varying number of
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enrolment and recognition datasets outperformed previous and related methods. In
this experiment, our proposed NCN technique applied to raw QRS complexes suggest
that person identification is possible by achieving high sensitivity, specificity, accuracy,
PPV and Youdens Index values. Moreover, the results are higher and comparable with
existing methods by obtaining classification accuracies of 99.3% for DiSciRi, 96.7%
for MITDB and 96.4% for SVDB. These outcomes also verify and complement our
previous works in [100, 102].
Chapter 4
ECG Based Biometric with
Different Physiological
Conditions
In this chapter, we investigate time and physiological variability effects using ECG
recordings obtained in different physiological conditions. The robustness and stability
of ECG based biometric recognition over a long period of time and towards physio-
logical variability remains as a permanence issue. Whether or not it is able to sustain
abnormal conditions inherited in the signal such as different physiological conditions or
ECG signals acquired in different durations (such as different days, weeks, months or
years) and still perform biometric matching is of great interest. The chapter consists
of three set of experimentations; the first part examines temporal invariance effect on
the robustness, reliability and accuracy of biometric recognition using ECG signals
with different physiological conditions which are acquired in varying time instances
(in multiple days, months and year) with a single lead and each of the 12-lead ECG.
The second set of experiment explores physiological variability affect using ECG sam-
ples obtained from six different physiological conditions and the final part studies the
viability of performing ECG based biometric recognition on automobile drivers un-
der different driving conditions. Salient features were extracted using our proposed
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biometric sample extraction techniques. Later, these ECG datasets were applied in
different set of experiments to evaluate identification rate in intra and inter condition
recognition.
The chapter is structured as follows. Section 4.1 consists of the background, mo-
tivation and our contributions of the study. Then, Section 4.2 discusses on related
works in different physiological conditions. Next, Section 4.3 elaborate methods ap-
plied to perform the experimentation which composes of signal acquisition, biometric
sample extraction and sample classification. Later, Section 4.4 presents the experi-
mental analysis and discusses the results of the proposed methods in comparison with
other works using ECG signals in different physiological conditions. Finally, Section
4.5 draws the overall summary.
4.1 Introduction
Biometric identification system complements traditional security mechanisms such as
pin numbers, passwords and ID cards. The capability to use personal behavioural
traits such as fingerprint, iris, face and voice empowers security criteria of a partic-
ular system. For the past decade, ECG signal besides EEG (electroencephalogram)
[65, 80] and EMG (electromyogram) [115] have been identified as the second genera-
tion of biometric modality with salient and unique features that have the ability to
distinguish individuals. In this study, we will focus on ECG as the superiority of this
signal when compared to other types of modalities (including the first and second
generation modalities) relies on the strong fundamental aspect of automatic liveness
detection (life indication). By using this criteria, we could automatically detect and
identify individuals whereas when using other modalities we would require perform-
ing re-identification as to verify output of the previous system. This would implicate
more resource consumption and degrade system performance. However, in order to
achieve acceptability among the general public, one crucial aspect of the ECG signal
should be overcome which is dealing with signal variability when performing different
physiological conditions. Different potential scenarios and applications of ECG based
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biometric are proposed as shown in Figure 1.5 of Chapter 1. In most of these scenar-
ios, we are not always in supine rest where our physiological states rapidly changes
based on the situation. In order to have a robust ECG based biometric recognition
system, it must be able to perform quick identification regardless of the physiological
conditions. This issue is increasingly important as most of the current ECG based
biometric techniques such as [6, 13, 18, 39, 44, 60, 95, 122, 126, 128] fail to meet the
requirements of the aforementioned applications as they are more suitable for resting
conditions only [75].
4.1.1 Motivation
Relative to these findings, time and physiological variability effect on the robustness,
reliability and accuracy of recognition is a substantially fundamental issue for ECG
based biometric as the applications are becoming more diversified and ubiquitous.
What happens to subject recognition using ECG with different physiological condi-
tions in a longer duration of time? Let’s say, a person repeats the same physiological
activity that was performed three or six months ago or maybe one to two years after
performing the previous physiological activities. Will we still be able to identify a per-
son based on the subject’s previous ECG data as compared to the recent physiological
recordings? What about if the same person performs one activity and later in a longer
period of time (i.e. six months or one year later), the person performs another physi-
ological activity, will we be able to identify the person based on different conditions?
Will we be able to use ECG templates with varying physiological conditions obtained
from different time instances to recognize and distinguish individuals? What are the
implications towards biometric performance when using different physiological condi-
tions? Besides that, can we perform ECG based biometric identification to subjects
with different physiological driving conditions?
Thus, permanence of ECG based biometric features over a long period of time and
the robustness of ECG samples towards different physiological conditions are pertinent
areas which has not been researched extensively and to the best of our knowledge such
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experimental analysis performed in this study are relatively new involving different
physiological conditions. This factor had encouraged us to make further investigations
in providing a reliable ECG based mechanism that considers signal variation due to
different physiological conditions.
4.1.2 Contributions
A number of experimental investigations related to temporal invariance effect on ECG
based biometric in different physiological conditions have been conducted in this paper.
The proposed methods in this study also expands and supports our previous work
and literature scarcity of ECG based biometric performed in different physiological
conditions including automobile drivers. We report our main novel contributions while
evaluating the time and physiological variability factors which are:
1. Obtaining high classification accuracies between resting and exercise in varying
time instances over a long period of time (multiple days, weeks, months or
years) with a single ECG lead. While doing this, high identification rates were
achieved without applying filtering technique to ECG recordings. Our innovative
biometric sample extraction technique also resulted in high recognition accuracy
with different physiological conditions.
2. Proved the stability of subject recognition with each of the 12-lead ECG between
resting and exercise ECG over a two year period.
3. Achieved high correlation values and classification accuracies between and across
conditions (when performing intra and inter condition recognition), and
4. Recognized and identified automotive drivers in different physiological driving
conditions.
Based on our experimentation analysis using subjects associated with different
physiological activities, we obtained very reasonably good results when assessing iden-
tification rate in different contexts. Classification rates of up to 98.6% were achieved
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when performing ECG based biometric in different physiological conditions using a
single lead. We also proved that the degree of the body movement directly influences
classification performance by obtaining at least 95% accuracy rate in both intra and
inter condition recognition. Furthermore, when ECG based biometric were performed
to automobile drivers, we achieved a classification result of 95%. These research out-
put clearly indicates that ECG based biometric is possible and not severely affected by
different physiological conditions with the ability to identify and differentiate individ-
uals. High classification performance outcome achieved in varying conditions clearly
suggests the robustness and reliability of the proposed approaches.
4.2 Related Works
ECG based person identification system has been an active research area for the past
decade. In this section, we present research studies related to our work and divide them
into three sections according to our focuses which are time variability, physiological
variability and automobile drivers recognition.
4.2.1 Time Variability
Several relevant studies related to time variability effect, in general, exist in other
types of biometric modalities that exhibits physiological or behavioural characteristic
changes over time. The analysis of time variability effect towards subject recognition
has been investigated in the past using different biometric modalities such as iris,
fingerprint, face, speaker and signature [10, 27, 28, 70, 96, 119] but performing such
similar analysis to ECG with different physiological conditions is relatively an under-
researched area. In order to enable ECG to become a robust and reliable biometric
modality, this issue remains a vital factor if it would be widespreaded in a large scale
scenario for a long term usage. Related researches in ECG biometric for a longer
duration of time are briefly reported next.
Molina et al. in [71] proposed an approach using the morphological properties
of the R-R segments in an ECG signal for biometric authentication. The authentic-
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ity of a given R-R segment was decided by comparing it to a matching R-R dataset
morphologically synthesized from a model characterizing the identity to be authen-
ticated. The morphological synthesis process uses a set of R-R segments recorded
during enrolment at different heart rates and a time alignment algorithm. However,
the study deals with the authentication process whereas in our approach we consider
identification. Moreover, classification accuracy was not evaluated as it denotes the
proximity of measurement results to the true values. Furthermore, ECG recordings
of only 10 subjects were collected within a period of 4 weeks with subjects only in
resting condition.
Wan et al. in [121] applied neural network to identify human subjects using ECG
signals collected from an in house wearable ECG sensor. Artifacts in the signal were
filtered in the preprocessing stage. ECG cycles were then extracted and decomposed
into wavelet coefficient structures. These discriminant features were used as the input
to a 3 layer feed forward neural network that generates the identification results.
Even though, the number of subjects exceeded our total number of subjects, the
data collection period was only for 30 days. The efficiency of the proposed method
is questionable for a longer period of time. Furthermore, subject are all in resting
condition.
Silva et al. in [21] provides an evaluation of the permanence of ECG signals col-
lected in the fingers with respect to the biometric authentication performance. Based
on previous works, there was lack of evidence of the temporal invariance of the tem-
plates with the matching algorithms. By providing their experimental analysis, apply-
ing k Nearest Neighbour and Support Vector Machine produced promising recognition
results for data collected with several months apart. However, the work only consid-
ered verification scheme without any analysis on identification mode. Furthermore,
subject are in resting condition and performance has not been evaluated in terms of
the classification accuracy.
Odinaka et al. in [74] presented an analysis of applying Short Term Fourier Trans-
form to ECG signals for biometric recognition incorporating heartbeats from multiple
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days. A classification accuracy of 93.5% was achieved when ECG samples were ac-
quired in different days. The recognition accuracy for a single day was 99%. However,
the high recognition rate on the same day is not surprising as it has been analysed by
Biel et al. [13], Shen et al. [95] using different subject recognition mechanisms which
are well established. Furthermore, a classification accuracy if 93.5% from matching
ECG samples in multiple days lead to 6.5% misclassification of identity. This would
be vulnerable for high security applications which require individuals to be identified
correctly.
Tawfik et al. in [117] investigated the possibility of using the normalized QT and
QRS segments for human identification. Framingham study formula and constant QT
interval were used to normalize the QT wave. The QRS complex without undergoing
any adaptation was also normalized . Discrete Cosine Transform was applied to obtain
useful information (coefficients) from the ECG signal. Later, these coefficients act as
the input layer to a neural network classifier. An identification rate of up to 99.09%
was achieved when normalized QRS complexes were applied. However, the subjects
involved are only in resting conditions. Even though temporal invariance exist, signal
variability due to resting state keeps the ECG signal intact without effecting much on
the PQRST morphological shape.
In comparison, all five studies in [21, 71, 74, 117, 121] only considered subjects in
resting condition whereas our work includes different physiological conditions. More-
over, ECG signals were recorded in a short period of time with the maximum of 7
months whereas in our study, we acquired ECG signals of the same subject for a longer
period of time which is 24 months.
For the purpose of accommodating the permanence issue, as long as the subject
is in rest, signal variability will be very minimal regardless of the signal manipula-
tion methods applied to the ECG waves (such as preprocessing or feature extraction
techniques) which will result in good classification performance. Thus, our approach
of acquiring different physiological conditions within a period of 24 months would
support the lack of evidence pertaining to this issue.
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In addition, based on our recent work in [104], we provided a proof of concept
investigating this issue by performing 6 physiological activities from a subject and
comparing it with others. The results suggested similarities within the conditions
from a subject and distinct characteristic between subjects. However, in the study,
ECG was collected on the same day despite having varying physiological conditions.
Thus, as an expansion of this work, we are considering variability in a longer period
of time (i.e. different days, months or even years) using ECG samples in different
physiological conditions.
4.2.2 Physiological Variability
Little has been said about physiological variability effect towards subject recognition
performance. Previous related works in [13, 18, 44, 93, 95, 98, 122, 126] only included
subjects in resting condition. Even though these works have proven the ability of dif-
ferent preprocessing methods and subject recognition techniques for biometric using
varying signal processing approaches and tools, the reliability of these system should
be tested with physiological variability so as to prove the stability of the systems in
any condition. In a real life scenario, our body condition is not always at rest. Most of
the time, body movements are frequent and causes instability to the ECG morphology.
Thus, this issue is an important context as to expand the robustness and increase the
general public trustworthiness of ECG based biometric identification systems similar
to the acceptance of fingerprint and iris recognition systems. Literature scarcity of
ECG based biometric with different physiological conditions has motivated us to per-
form this study. Among few works dealing with different physiological conditions are
in [54], [84] and [104].
Research study in [54] involved 10 subjects under three different physiological
conditions which are resting, running up and down a flight of stairs. T-pair statistic has
been applied as to evaluate the performance of the approach. However, regardless of
these conditions, accuracy rate comparison is not possible as classification performance
has not been considered and measured in the study. Thus, it is unable to be used in
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any comparative analysis.
The work in [84] composes of three different physiological conditions considering
11 normal and healthy subjects. Cross correlation was implemented to measure clas-
sification performance. However, the accuracy rate in a single ECG lead was only up
to 91.4% which leaves to 8.6% false positive errors. This result which is less than 95%
(as most of the previous work have classification accuracies of more than this value)
gives an indication that the reliability of the approach is not suitable for high level
security facilities such as in airport terminals and financial institutions which requires
accurate identification outcomes to avoid identity misuse.
Our previous work in [104] lays out the proof of concept of this study in analyz-
ing physiological variability effect towards subject recognition using ECG signals. The
only difference is that we were using limited performance metrics which only highlights
a 96.1% accuracy rate when using MLP. However, in this study we expand the scope
to different classifiers which are within and between conditions. Extensive analysis
with different conditions of the same subjects are performed to measure the degree
of similarity between conditions. Moreover, combination of ECG samples from differ-
ent conditions from a single subject are used to identify and distinguish individuals
applying three commonly used classifiers.
Thus, with limited references relating to this issue, there is a substantial need to
diversify analytical measures involving physiological variability so as to rectify the
robustness of ECG based biometric identification systems with samples from different
physiological conditions. This study acts as an extension version to compliment the
drawbacks of previous work.
4.2.3 Automobile Driver Recognition
Physiological conditions offer a feasible method of measuring a driver’s stress level.
Physiological sensors determine driver’s internal state under natural conditions and
such metrics have been used in flight simulation for commercial and military tactical
pilots [105, 124], real world driving in rural roads [38] and normal daily commute in the
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city and highway [36]. Stress states are linked to impaired decision making capabilities,
decreased situational awareness and degraded performance [36]. The advancement of
on-board electronics and in-vehicle information system further improves the idea of
intelligent transportation system. Results in [36] suggest that heart rate metrics are
closely correlated with the driver’s stress level and non critical in-vehicle information
system such as radio, cell phones and on-board navigation system which are capable
of assisting the driver to ease up the stress level. Heart rate metrics such as heart
rate variability has also been used for the detection of abnormal heart activity which
portrays certain irregular cardiac conditions.
Taking another step forward in intelligent transportation system, the ECG can
also be used as a mechanism for automotive driver recognition which could further
enhance the security of a vehicle. In this recent years, initial studies have been made
to prove the robustness of ECG as a biometric system in different physiological state
as described in [44, 83]. These reviews show that the ECG morphology would be
affected by the physiological conditions but it has not has been tested on normal
daily commuters especially automotive drivers. Thus, in this paper, we validate the
claim that ECG based biometric is a viable method to be used in a real world driving
environment.
4.3 Methodologies
The general architecture of our proposed biometric identification systems begin with
ECG data acquisition in different physiological conditions, followed by extraction of
QRS complexes from the ECG morphology as biometric features and later applying
these unique and salient key features to a classifier for identification purposes. Since
we have three main parts in this study, the proposed systems for these three parts are
shown as in Figures 4.1, 4.2 and 4.3. The general procedures involved are elaborated
further in the subsequent sections.
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Figure 4.1: The proposed method assesses time variability effect on ECG based
biometric with subjects in different physiological conditions. The model starts with
ECG signal collection from resting and exercising of each subject, then QRS complex
extraction and later implementation of our proposed normalization technique. Finally,
these extracted biometric samples are applied to MLP for identification.
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Figure 4.2: The proposed ECG based biometric identification system which deals with
physiological variability issues starts of by ECG data acquisition from six differ-
ent physiological conditions, followed by biometric sample extraction which consists
of QRS segmentation and sample normalization and finally, using intra and inter-
condition recognition techniques, we later identify individuals.
DRIVEDB QRS Complex
Wavelet
Analysis RBF
ECG
Data Collection Feature Extraction Classification
ID
Figure 4.3: The proposed automotive driver recognition system includes the data
acquisition process, feature extraction mechanism, applying the extracted ECG fea-
tures to wavelet analysis which results in wavelet decomposition coefficients and later
using RBF as the classification mechanism.
4.3.1 Signal Acquisition
For the signal acquisition stage which involves three different set of person identifi-
cation systems, the collection of ECG recordings were acquired from three different
ECG databases. Descriptions of these ECG databases are elaborated next.
The first database consists of ECG signals from 14 healthy subjects have been
acquired using an ECG device (Cardionics, Belgium) with a sampling frequency of
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1000 Hz as reported in [83]. The acquisition protocol consists of the following steps:
• 5 minutes supine rest (not recorded)
• 3 minutes supine rest (represented by R)
• 3 minutes exercise (bicycle effort) (represented as E )
The protocol was iterated on four different dates: (i) reference date (ii) two weeks
after the first, (iii) one month after the second and (iv) 15 months after the third.
The number of dates varies in accordance to a subject’s availability ranging from 1 to
4. Also the amount of ECG data per subject differs from 2 to 8 and the total number
of ECG recording is 71.
The second ECG database composes of 30 normal and healthy subjects were in-
volved in the study. Every subject repeatedly performed six different physiological
activities which are walking, going upstairs and downstairs, natural gait, lying with
position changed and resting while watching television. Each physiological activity
was recorded for a duration of 10 seconds. These varying physiological activities were
recorded using the Revitus ECG module on the same day. The acquisition device
enabled the recording of ECG signals with sampling frequency of 1000 samples per
second. A one bipolar lead is used to measure the electrical activity of the heart
and related surface electrodes are as depicted in Figure 4.4 where Channel 1(+) is
positioned in the fifth intercostal of the anterior line, Channel 1(-) in the manubrium
of sternum on the right side and Ground is in the fifth intercostal of the midaxil-
lary line. The acquisition device is connected wirelessly to a notebook computer and
buffers recorded data transmitted in real time or after the data collection stage into
the internal memory module.
And the third database involves ECG data from 16 different individuals taken from
an online public database available in PhysioBank [79] called the Stress Recognition in
Automobile Driver database (DRIVEDB) with a sampling rate of 496 Hz. Recordings
were obtained from healthy volunteers driving on a predefined route including city
streets and highways in and around Boston, Massachusetts. These datasets were
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Figure 4.4: One Bipolar Lead.
collected by electrodes placed on a modified lead II configuration to minimize motion
artifacts and maximize the amplitude of the R waves.
4.3.2 Biometric Sample Extraction
The most crucial stage in subject recognition is extracting unique key features (at-
tributes) from a given signal. These important attributes would be able to identify
and differentiate between individuals. Among the main steps would be acquiring these
salient features in different time periods (instances) as to show the reliability and ro-
bustness of a biometric identification system when matching the set of training and
testing datasets. This process is done after ECG signals have been collected as in
the previous section. In this study, we propose two feature extraction techniques, the
early two proposed identification systems utilize the same biometric samples extrac-
tion method whereas the third proposed biometric system uses wavelet transformation
approach. These methods are described in the following sub-sections.
The first proposed biometric sample extraction technique consists of a two step
method: QRS segmentation and normalization procedure, which are shown as in
Figure 4.5.
Biometric Samples Selection
After the ECG data collection process is completed, QRS complexes are then seg-
mented from the ECG morphology which acts as the extracted unique features. In
this study, we are more interested in the QRS segment than the P wave, T wave
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Figure 4.5: The Proposed Biometric Sample Extraction Technique. The process starts
by identifying R peaks in the ECG signal, followed by superimposing biometric sample
extraction of equal QRS samples in different time instances and later applying the
proposed normalization method to these ECG dataset.
or even the whole ECG morphology because this ECG portion is known to be less
effected by cardiac abnormalities and resistant to heart rate variability as shown in
[97, 98, 100–104, 117]. The R peaks are taken as reference because it can be precisely
and unambiguously determined as they constitute the highest peak in the ECG signal
whereas the relative location of the distinctive patterns in a PQRST cycle can change
as a result of the heart rate variability.
For the first ECG based biometric system, a total of 61 equal number of data points
are collected from the left and right of the reference point to form an approximate QRS
complex. On the other hand, for the second database, 21 equal number of data points
were chosen from both sides of the R wave (left and right). The reason for choosing
different numbers of data points for each system is due to the sampling frequency.
The higher the sampling frequency, the more data points are in the ECG signal. The
more data points means the closer each adjacent sample points are to each other. The
closer samples are to each other, the more sample are necessary to form a complete
QRS complex. If the number of data points were evidently more or less, formation of
the QRS complex would be incomplete. Thus, for the first ECG database, we required
more data points as it has sampling frequency of 1000 Hz whereas for the second ECG
database, we acquired only half of the sample points as in the first database.
Biometric Sample Normalization
Next, these QRS complexes are normalized as to minimize the variance between ECG
samples which were obtained in different time instances. As an implication of heart
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rate variability, the ECG waveform tends to deviate from the iso electric line thus
producing fluctuating amplitudes of ECG signals. Therefore, in order to minimize
the baseline wander effect, sample normalization introduced in our previous work is
adapted [104]. Thus, if these features are scaled to an average level, it would be easier
to evaluate self-similarities between the biometric samples. The process can be defined
as
Normalization,N =
x− µx
nx
(4.1)
where x is the QRS complex, µx is the mean of x and nx is the number of data points
in a QRS complex.
Eventually, normalization of raw QRS complexes eliminates the need to perform
preprocessing procedures in order to remove baseline wander effect. The proposed
method itself automatically gets rid of baseline wanders as shown in Figure 4.5. As
depicted in this figure, the first part shows an ECG signal containing abnormal seg-
ments due to physiological conditions. The figure in the middle illustrates a group of
QRS complexes collected in different physiological conditions of the same subject be-
fore the process of normalization. The figure on the right reflects the QRS complexes
after applying the proposed normalization technique. If these QRS complexes were
arranged adjacently to each other, it would make them closer to the isoelectric line.
Discrete Wavelet Transform
For the third ECG database, Discrete Wavelet Transform (DWT) was applied to
obtain further information which is not readily available in its original ECG time-
amplitude representation. This analysis suite transient signal like ECG which contain
high degree of non-periodic components and a higher magnitude of high frequencies
than its harmonic contents.
DWT, a multiresolution signal approach represented as x(t) at scale j0, is defined
as a wavelet series expansion in terms of the scaling coefficients, cj(k) and the wavelet
coefficients, dj(k) as in Equation 4.2.
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x(t) =
∞∑
n=−∞
cj0(n)ϕj0,n(t) +
∞∑
j=j0
∞∑
n=−∞
dj(n)ψj,n(t) (4.2)
Thus, x(t) can be decomposed into a signal xj0(t), being a low pass approximation
of x(t) and a set of signals yj(t) which gives varying degree of high resolution details
of x(t). The scaling function, ϕ, is introduced to efficiently represent the approxima-
tion signal, xj(t) at different resolution. On the other hand, introducing the wavelet
function, ψ accounts for the details of the signal which relates to the mother wavelet.
The process of choosing the appropriate mother wavelet is important as it determines
the characteristics of the resulting wavelet transformation through translation and
scaling. In this paper, coiflet was chosen as the mother wavelet based on its shape
that resembles the QRS complex and capability of perfect reconstruction. Figure 4.6
compares the shape of coiflet with the QRS complex.
Coiflet ECG signal
Figure 4.6: Coiflet as compared to QRS complex
The reconstruction of the original signal uses the summation of the discrete wavelet
coefficients which consists of approximation and detail coefficients rather than contin-
uous integrals which can be represented as in Equation 4.3.
xn = an−1 + d0 + d1 + . . .+ dn−1 (4.3)
where a is the current approximation value of n − 1 and d are the detail coefficients
from 0 to n− 1.
DWT was chosen because of its low degree of redundancy as far as data recon-
struction is concerned. Due to this factor, DWT is much faster in terms of the com-
putational complexity when compared to other wavelet transform methods such as
Continuous Wavelet Transform and Dyadic Wavelet Transform.
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The procedure of extracting biometric features from these two proposed subject
recognition systems were reiterated in different time instances with subjects in varying
physiological conditions to derive enrolment and recognition ECG samples.
4.3.3 Sample Classifications
Then, we perform subject recognition using various classification algorithms. The
main objective is to classify subjects amongst different physiological conditions and
to use these ECG samples to differentiate between subjects. In the first ECG based
biometric system, we apply the extracted features as input for MLP. In the second
ECG based biometric system, we categorize our analysis into two main parts; i) self-
similarity of ECG samples in different physiological conditions of the same subject
using cross correlation (CC) and ii) later, using these ECG samples to make compar-
ison with samples from other subjects using three classifiers in order to evaluate the
classification accuracies. CC deals with intra condition recognition (between different
physiological conditions) and three classification algorithms which are MLP, kNN and
Functional Tree (FT) that looks into inter condition recognition (between different
subjects). Meanwhile, the third ECG based biometric system uses extracted wavelet
coefficients as input for RBF to classify individuals.
The same concept and architecture of MLP, kNN and RBF have been described
and shown in Section 3.3.3 from Chapter 3. Since CC (for intra condition recognition)
and FT (for inter condition recognition) have never been used in previous chapters,
these subject recognition methods will be elaborated next.
Intra-Condition Recognition
CC is a simple yet effective template matching algorithm used to match the similarity
between two signals. It investigate the relationship between two unknown signals and
measures the dependency strength between two variables giving values between −1
and +1. A value of +1 describes the relationship between the two ECG signals as
perfect, meaning to say that they are positively correlated to each other. A value
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of −1 indicates that the two signals are negatively correlated. On the other hand, a
value of 0 implies that the two signals are uncorrelated and independent of each other.
The correlation coefficient, r, measures these relationship and can be represented as
in Equation 4.4.
r =
C(x, y)√
C(x, x)C(y, y)
(4.4)
where C represents the covariance between the variable that indicates how much two
ECG signals change together which indirectly shows the strength of the relationship.
Successful matching verifies whether unknown ECG signals comes from the same or
different sources.
Inter-Condition Recognition
The objective of supervised learning is to find an approximation to an unknown func-
tion when given a set (combination) of labeled attributes. In this paper, we apply
three commonly used classification algorithms which are MLP, kNN and FT to identify
individuals. MLP and kNN have been explained in Chapter 3, only FT is described
briefly in the following section.
Functional Tree: FT are generalization of multivariate trees. It exist by combin-
ing a univariate decision tree with a discriminant function by means of constructive
induction. A univariate tree is built over two phases;
• Constructing a large decision tree, and
• Pruning back the tree.
In the first phase, to construct the tree, we use the splitting rule, the termination
criterion and the leaf assignment criterion. In the latter criterion, we assign a constant
to a leaf node where this constant is usually the majority class that fall at this node.
In the splitting rule, possible partition of the dataset is defined by each attribute
value. We use the gain ratio heuristic to estimate merit of the partition obtained by a
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given attribute. Test attribute at this node is chosen by the attribute that maximizes
the gain.
In the second phase, pruning consists of traversing the tree in a depth-first fashion.
Two measures should be estimated at each non-leaf node;
• The estimate of the error of the subtree below this node which is computed as
a weighted sum of the estimated error for each leaf of the subtree, and
• The estimate error of the non-leaf node if it was pruned to a leaf.
The entire subtree is replaced to a leaf if the latter is lower than the former. We
assume binomial distribution using process similar to the pessimistic error of C4.5 to
estimate the error at each leaf.
The algorithm for FT can be divided into two phases [32]:
(Constructing a large decision tree and pruning back the tree).
Algorithm 2 Constructing A Large Decision Tree
1: BEGIN Function Tree(ECG Dataset, Constructor)
2: If Stop-Criterion(ECG Dataset) then
3: RETURN Leaf Node with a probability class distribution
4: End If
5: Construct a model Φ using Constructor
6: For each example ~x ∈ ECG DataSet
7: • Obtain the probability class distribution given by Φ(~x)
8: • Extend ~x with new attributes where
9: each new attribute is the probability that ~x belongs to one class.
10: Select the attribute from both original and all newly constructed attributes that
maximizes the gain ratio criterion.
11: For each partition i of the ECG DataSet using the selected attribute
12: • Treei = Tree(ECGDataseti, Constructor)
13: Return a Tree, as a decision node based on the selected attribute, containing the
Φ model, and descendents Treei.
14: END Function
In ordertTo evaluate the relevancy of the induction algorithm using the ECG record-
ings, a 10 fold validation method (a standard value) was used to measure the gener-
alization accuracy of the classifier. The reason of choosing 10 fold as it is commonly
used in this previous work such as in [57, 92].
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Algorithm 3 Pruning the Tree
1: BEGIN Function Tree(ECG Dataset, Constructor)
2: Estimate Leaf Error as the error at this node
3: If Tree is a leaf then
4: RETURN Leaf Error
5: End If
6: Estimate Constructor Error as the error of Φ
7: For each descendent i
8: • Backed Up Error += Prune(Treei)
9: If argmin (Leaf Error,Constructor Error,Backed Up Error) then
10: IsLeaf Error
11: • Tree=Leaf
12: • Tree Error = Leaf Error
13: Is Constructor Error
14: • Tree = Constructor Leaf
15: • Tree Error = Constructor Error
16: Is Backed Up Error
17: • Tree Error = Backed Up Error
18: RETURN Tree Error
19: End If
20: End For
21: END Function
We estimated the classification accuracy for each subject as the average of a 10
fold cross validation. The QRS segments of each subject were randomly divided into
10 groups and thus 10 estimates for the classification accuracy were obtained. In
each estimate, one group was set apart for constructing the biometric model and
the remaining (nine) groups along with 13 groups corresponding to each of the other
13 subjects were used to compute the classification accuracy by obtaining the mean
accuracy.
4.4 Experimentation and Results
We divided this section into three different set of experimentations as to evaluate the
effectiveness of our proposed approaches.
Experimentation and Results 98
4.4.1 Experimentation for the first ECG based biometric
identification system
In the first experimentation, we apply procedures as described in the previous section
to investigate time variability effect on ECG based biometric in different physiological
conditions. As indicated in Section 4.1.2, we perform a few experiments to test the
reliability of the identification system in different contexts. The ECG recordings for
each subject consists of QRS complexes from different time instances. These extracted
biometric samples were selected randomly as to show that enrolment and recognition
QRS samples are acquired at different time instant (different day, month and year).
This is performed to prevent QRS samples matching with a certain time instance by
itself. The following sub-sections elaborate the experimental evidence and analysis so
as to assist the development and better understanding of the practical consequences
of these varying contexts.
Classification accuracies between resting and exercise in varying time
instances with a single ECG lead
In our experimental analysis, we test the robustness of the proposed approach using
QRS samples in varying time durations. First, Resting ECG are recorded and later
Exercise ECG which involves bicycle efforts are acquired. Resting ECG acts as the en-
rolment data and Exercise ECG represents recognition data. With these information,
we match between two Resting ECG samples and two exercise ECG samples taken
in different time instances using MLP classifier. Table 4.1 concludes the classification
accuracies in Lead II when using 14 subjects. Lead II was chosen as compared to
Lead I and III as the combination of both Lead I and III results to Lead II. Thus,
by selecting Lead II, it would exhibit visually higher QRS complex. Based on our
initial analysis in the first row of the table, performing biometric matching between
Resting and Exercise samples from the same subject on the same day and in different
time instances when compared to other subjects suggests that biometric recognition
is possible by obtaining 97.4% accuracy.
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Table 4.1: Average classification accuracies between resting and exercise of 14 subjects
in varying time instances.
Lead II Accuracy (%)
Resting-Exercise (on the same day) 97.4
Exercise-Exercise (in multiple days) 95.5
Resting-Resting (in multiple days) 96.9
In addition, we investigated subjects in the same condition but recorded few
months apart. In other words, we look into subject recognition with the same state
but after two weeks, one month and 15 months apart (in multiple days). As depicted
in the remaining rows of Table 4.1, matching the same condition separated by a longer
duration of time gives high classification accuracies of 95.5% for exercise and 96.9%
for resting data. Higher classification in resting condition are expected as subjects
are not involved in major body movements and only separated by time whereas lower
classifications are anticipated in exercise condition, as few deviations would contribute
to such results in the ECG morphological patterns. If these assumptions are taken
into consideration when compared to Resting condition as both enrolment and recog-
nition samples, results would be in terms of the accuracy as compared to the first row.
However, due to longer time differences between resting samples (up to 15 months
apart), the accuracy rate slightly decreased by 0.5%. Nevertheless, we still obtain
high classification result of 96.9%.
Figure 4.7 which takes an example of subject no. 4 summarizes these conditions.
Figures on the left shows enrolment and recognition QRS samples from resting and
exercise samples which are superimposed to each other on the same day. Whereas fig-
ures in the middle overlaps exercise samples for both enrolment and recognition and
the figures on the right superimposes resting samples for both, enrolment and recog-
nition datasets where both enrolment and recognition ECG samples are 15 months
from each other. Observations on these three matching modes which are acquired in
different time instances (in multiple days, months and years) in Figure 4.7 further
supports our results in Table 4.1 by obtaining QRS sample patterns which visually
looks quite similar to each other by using our bare eyes.
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Random Resting QRS samples
(Enrolment ECG)
Random Exercise QRS samples
(Enrolment ECG)
Random Resting QRS samples
(Enrolment ECG)
Random Exercise QRS samples
(Recognition ECG)
Random Exercise QRS samples
(Recognition ECG)
Random Resting QRS samples
(Recognition ECG)
Figure 4.7: Subject No. 4 random QRS samples in three matching modes of enrolment
and recognition datasets; Two randomly chosen samples were selected for each con-
dition to perform matching. Left figure: Resting(enrolment) + Exercise(recognition),
middle figure: Exercise(enrolment) + Exercise(recognition) and right figure: Rest-
ing(enrolment) + Resting(recognition).
Identification rate without applying filtering techniques to ECG
recordings with resting and exercise conditions
Data preprocessing mitigates or even removes irrelevant and redundant information
present in a signal. However, this stage does not necessarily imply better overall
solution. Moreover, it is often time consuming as to balance between the effect of
removing the redundancies and the time spent for preprocessing. Thus, we perform
subject recognition using ECG signals with inherited artifacts. This assumption has
been based on observations when implementing ECG based biometric with irregular
heart conditions as in our previous works [99, 100, 102, 103]. A particular disease
portrays specific abnormal patterns which are unique among subjects. Therefore,
rather that removing these artifacts, we might as well include it in the experimental
computation. This factor is vital as the ability to acquire and implement unprocessed
ECG signals with varying physiological state will make ECG based biometric more
robust and reliable. To better visualize the implementation, Figure 4.8 illustrates
QRS complexes from subject no. 10 with and without filtering in Lead II. In this
study, we apply Butterworth (BW) filter as it is known to be a commonly used high
pass filter to remove low frequency effects on signals. Based on the the figure to the
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left, the ECG segments with inherited artifacts were able to form patterns that looks
quite similar to each other. On the other hand, the figure on the right shows that the
impact of filtering forces the QRS signals to slightly deviate with each other which
originated from the same subject with different physiological conditions. Thus, based
on these figures, rather than removing these inherited artifacts in the signal, we have
included it as a portion that forms uniqueness in each individual’s biometric sample.
10 20 30 40 50 60
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Raw QRS samples of subject no. 10
in varying physiological conditions
10 20 30 40 50 60
−6
−4
−2
0
2
4
6
Filtered QRS samples of subject no. 10
in varying physiological conditions
Figure 4.8: The figure on the left illustrates raw QRS samples of subject no. 10
superimposed to one another which preserves the morphological shape of the wave.
The figure on the right depicts effect of filtering QRS samples of subject no. 10 that
clearly shows variations in the morphological pattern of the ECG wave.
Table 4.2: Effect of Filtering ECG Recordings with Inherited Artifacts to the Classi-
fication Accuracy.
Lead II Accuracy (%)
Without Filtering 98.6
Applying Butterworth Filter 95.8
In addition to support and verify the claim, we performed subject recognition be-
tween filtered and unfiltered resting and exercise QRS samples which are acquired
a few months apart and the results are described in Table 4.2. In reference to this
table, it is evident that unfiltered QRS waves obtained higher classification accuracy
of 98.6% as compared to filtered QRS samples with accuracy of 95.8% which is ap-
proximately a 3% increase in subject recognition. One might wonder as to why is it
working better despite not filtering. This is perhaps because neural network classifica-
tion algorithm captures the features and learn patterns from unfiltered segments, but
filtering probably causes great variability in the data which could potentially remove
promising biometric features unnecessarily while smoothing out the signals.
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Table 4.3: Effect of Performing Classification Before and After Implementing the
Proposed Normalization Technique.
Lead II Accuracy (%)
Before Normalization 91.5
After Normalization 98.6
Classification rate when applying our biometric sample extraction
technique to ECG samples with resting and exercise conditions
Feature extraction defines a set of unique characteristics. It could be used to match
attributes in different time instances in order to distinguish between individuals. These
unique attributes are based upon a set of ECG data points over a period of time. The
closer and more similar these data points are to each other in different time instances,
the better is the accuracy rate. Realizing abnormal heart conditions such as cardiac
diseases and physiological states contributes toward these elevations, we derived an
approach which could mitigate such effect as introduced in Section 4.3.2 and illustrated
in Figure 4.5. By implementing the proposed method, we were able to minimize the
deviation among the QRS complexes in different physiological states from the same
subject. Table 4.3 shows result of our analysis where we performed classification using
normalized QRS complexes and made comparison with unnormalized QRS samples
obtained in multiple days (enrolment and recognition ECG samples are separated by
one month) for all 14 subjects using Lead II. Based on the results in this table, the
proposed approach outperformed the method without normalization from 91.5% to
98.6%. In biometric, higher recognition accuracy implicates the reliability of a person
identification system. A significant increase of nearly 8% clearly indicates that the
proposed method works as a key factor in obtaining better recognition results and this
outcome also supports our previous work in [104].
Recognition accuracy with increased number of ECG sample datasets in
varying physiological states
We also investigated the consequence of varying the number of QRS samples in the
study. Does increased number of samples improve the classification accuracy? Is there
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Figure 4.9: Effect of varying number of QRS complexes towards subject recognition.
QRS samples are incremented from 2 to 6 QRS complexes.
a linear relationship between these two factors or vice versa? These are the issues that
we will attempt to answer. Thus, as an experimental analysis, we vary the number of
QRS samples ranging from one to three samples for each physiological activity. Since
we consider two types of physiological conditions (Resting and Exercise), subjects
involved in the study may have at least two QRS samples; one QRS for enrolment
and the other one for recognition. Note that one QRS complex from a physiological
condition/state represents one time instance (different date) and these ECG samples
are unfiltered and normalized.
For evaluation purposes, we vary the number of QRS samples from two to six with
an increment of two. Figure 4.9 illustrates the results of this analysis where the figure
plots the output of applying 2, 4 and 6 QRS samples. This outcome suggests that
by having increased number of QRS complexes, it directly implicates an increase in
the recognition accuracy from 95.8% (when using 2 QRS complexes) to 98.9% (when
using 6 QRS complexes) which accounts to a 3.2% increase in recognition rate.
Stability of subject recognition in each of the 12-lead ECG between
resting and exercise ECG in varying time period
We expand the concept of subject recognition in different physiological conditions not
only to a single lead but looking into the possibility of performing subject recognition
in all of the 12 leads matching between resting and exercise ECG samples. Posi-
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tive results will implicate that subject recognition could be implemented in any lead
available. It also signifies that physiological conditions could only deviate the signals
without effecting much on the classification performance. This aspect is pertinent
in mobile or hostile environment as data acquisition are not always performed with
12-lead ECG.
Previous related works such as [4, 84] investigated the feasibility of using a 12-
lead ECG. Our recent work in [84] did not lay out recognition rate of each lead but
averaging the accuracy with respect to the number of leads. Moreover, results in this
work showed the loss of performance with reduced number of leads and categorization
of person identification with different physiological conditions applying specific rule
for each condition. Furthermore, research work in [4] investigated the stability of
biometric using healthy subjects in PTBDB, however, subjects involved in the study
do not experience abnormalities due to physiological activities. Therefore, in our
proposed approach we used a generalized algorithm as described in Section 4.3.2 and
applying it to each lead with ECG recordings with varying physiological activities in
different time instances in order to evaluate the robustness of the approach.
E12.04.2007 (A1) E25.04.2007 (A2) E06.06.2007 (A3) E11.09.2008 (A4)
R12.04.2007 (B1) R25.04.2007 (B2) R06.06.2007 (B3) R11.09.2008 (B4)
A1+A2+A3+A4 = A
B1+B2+B3+B4 = B
A + B
Figure 4.10: Matching Enrolment (Resting, E) and Recognition (Exercise, R) ECG
datasets for Subject No. 6 in Four Different Dates (12.04.2007, 25.04.2007, 06.06.2007
and 11.09.2008) using Lead II.
E12.04.2007 (C1) E25.04.2007 (C2) E06.06.2007 (C3) E11.09.2008 (C4) C1+C2+C3+C4 = C
R12.04.2007 (D1) R25.04.2007 (D2) R06.06.2007 (D3) R11.09.2008 (D4) D1+D2+D3+D4 = D
C + D
Figure 4.11: Matching Enrolment (Resting, E) and Recognition (Exercise, R) ECG
datasets for Subject No. 6 in Four Different Dates (12.04.2007, 25.04.2007, 06.06.2007
and 11.09.2008) using aVF.
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E12.04.2007 (F1) E25.04.2007 (F2) E06.06.2007 (F3) E11.09.2008 (F4) F1+F2+F3+F4 = F
R12.04.2007 (G1) R25.04.2007 (G2) R06.06.2007 (G3) R11.09.2008 (G4) G1+G2+G3+G4 = G
F + G
Figure 4.12: Matching Enrolment (Resting, E) and Recognition (Exercise, R) ECG
datasets for Subject No. 6 in Four Different Dates (12.04.2007, 25.04.2007, 06.06.2007
and 11.09.2008) using V6.
Figures 4.10, 4.11 and 4.12 depicts example of matching processes involving en-
rolment and recognition ECG datasets from subject no. 6 in Lead II, aVF and V6,
each representing bipolar limb leads, augmented unipolar limb leads and precordial
limb leads. Resting, E, acts as the enrolment dataset whereas exercise, R, denotes the
recognition samples. A total of four different dates were selected in order to evaluate
the effect of time variability towards subject recognition as elaborated in Section 4.3.1.
The selected dates are 12.04.2007 (reference date), 25.04.2007 (two weeks after the
reference date), 06.06.2007 (one month after the reference date) and 11.09.2008 (15
months after the reference date). For example, in Figure 4.10, E12.04.2007 represents
enrolment ECG samples obtained in resting mode which were acquired on 12.04.2007.
R12.04.2007 indicates that recognition ECG datasets collected in exercise condition
on the same date. E12.04.2007 is represented as A1, while R12.04.2007 is denoted as
B1 and so on. Since we have four different dates, and would like to investigate self-
similarities of ECG samples in different time instances, we superimposed all the ECG
samples on each other which produces A = A1 + A2 + A3 + A4. The same procedure
applies for recognition datasets where we obtain B = B1 + B2 + B3 + B4. Thus, as
to prove the permanence aspect of ECG based biometric with varying physiological
conditions in different time instances, later, we superimposed A and B together which
produces A + B. The same procedures and results applies for ECG samples from
the same subject in aVF and V6 as shown in Figures 4.11 and 4.12. Based on the
results of this experimentation, we can observe that ECG samples coming from the
same subject regardless of the physiological conditions, acquired in varying period of
time exhibits self-similarities with the ability to identify and differentiate individuals.
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Furthermore, any lead can perform biometrics having data in different physiological
activities.
Table 4.4: Average classification accuracies of the 12-lead ECG between resting and
exercise in varying time instances.
Lead Source Accuracy (%)
Lead I 92.6
Lead II 98.6
Lead III 96.5
aVR 94.7
aVL 95.8
aVF 98.6
v1 98.6
v2 99.3
v3 98.2
v4 98.9
v5 97.5
v6 98.6
Table 4.4 summarizes the classification accuracies of 14 volunteers using each of the
12-lead ECG. Based on this table, we can deduce that all of the leads can successfully
perform subject recognition by obtaining accuracy rates of up to 99.3%. Therefore, we
can point out that biometric using ECG signal with different physiological conditions
is possible using any of the 12-leads.
We apply the proposed biometric sample extraction technique using 30 subjects to
intra and inter condition recognition techniques in order to identify and differentiate
individuals. ECG samples consist of 24 QRS complexes were obtained from each
condition in different time instances. When measuring the CC values, the 1st QRS
sample is matched against the 15th QRS sample for each condition. However, when
evaluating the classification accuracy, we used the combination of QRS complexes
from each condition and compared the ECG datasets from one subject with the others.
Analysis of the experimentation for intra and inter condition recognition approaches
are explained next.
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Comparison with Related Works in ECG Based Biometric Incorporating
on Physiological Conditions
In this section, we compare our experimental results with research works in ECG based
biometric with different physiological conditions as illustrated in Table 4.5. Past stud-
ies have proposed ECG signals as a biometric mechanism such as in [13, 18, 44, 93, 95,
98, 101, 122, 126]. Despite obtaining reasonably good recognition rate with varying
number of subjects using different classifiers, these works only considered resting con-
ditions when evaluating classification accuracies. Even though a few studies such as
[13, 18, 126] acquires ECG data on multiple days but subjects are still in resting condi-
tion which makes the robustness of ECG based biometric using different physiological
conditions as an important issue to be dealt with. This is because in real life scenarios
such as in Figure 1.5, a biometric recognition system should be able to include varying
physiological states for it to be well accepted as a robust security mechanism. Not at
all instance, we are in a supine rest state where sometimes situations such as validating
passengers in airport terminals and soldiers in battlefields requires quick identification
procedures to recognize individuals regardless of the physiological states.
Limited research works as described in [54, 84, 104] have offered an insight to solve
this issue. Studies done in [54, 104] considered different physiological conditions, ECG
data for both studies are acquired on the same day. Moreover, the accuracy rate for
[54] was not evaluated thus making it unsuitable for performance comparison with
our works. ECG data for research work in [84] were obtained in different day, months
and year. However, the classification performance based on a single lead reveals the
need for further enhancements for ECG based biometric with different physiological
conditions in order for it to be a reliable security mechanism in a long term scenario.
Based on our experimentation results, outcome of the set of experimentations proposed
in this study significantly outperformed the previous studies.
As a relative comparison with [84], when using Resting as the enrolment and Ex-
ercise as the recognition data (or simply represented as Resting-Exercise) in multiple
days has resulted in a 22.33% increase in accuracy from 80.6% to 98.6%. While, clas-
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Table 4.5: Comparison of Related Works in ECG Based Biometric Based on Physio-
logical Conditions.
Related
Works
No. of
Sub-
jects
Physiological
Conditions
Data
Acquisition
Duration
Classifier Accuracy (Single Lead)
Biel et al. Biel
et al. [13]
20 Resting Multiple
days
Principal Component
Analysis
100%
Shen et al. Shen
et al. [95]
20 Resting Same day Template Matching +
Decision Based Neural
Network
100%
Shen Shen [93] 168 Resting Same day Template Matching +
Distance Measurement
95.3%
Israel et al. Is-
rael et al. [44]
29 Resting Same day Linear Discriminant
Analysis
100%
Wubbeler et al.
Wubbeler et al.
[126]
74 Resting 16.6 months
between 2
records
Nearest Neighbour 98.1%
Molina et al.
Molina et al.
[71]
10 Resting 4 weeks Dynamic Time Warping Not Available
Chan et al.
Chan et al. [18]
50 Resting Multiple
days
Cross Correlation +
Wavelet Distance Mea-
surement
90.8%
Wang et al.
Wang et al.
[122]
13 Resting Same day Auto Correlation /
Discrete Cosine Trans-
form
97.8%
Wan et al. Wan
and Yao [121]
23 Resting 30 days Neural Network Not Available
Odinaka et al.
Odinaka et al.
[74]
269 Resting 7 months Support Vector Ma-
chine
Not Available
Tawfik et al.
Tawfik et al.
[117]
22 Resting Multiple
days
Neural Network 99.09%
Sidek and Khalil
Sidek and Khalil
[98]
18 Resting Same day Multilayer Perceptron 96%
Silva et al.
da Silva et al.
[21]
63 Resting 4 months Support Vector Ma-
chine
96%
Sidek and Khalil
Sidek and Khalil
[101]
16 Driving Same day Radial Basis Function 95%
Kim et al. Kim
et al. [54]
10 Resting, Upstairs
and downstairs
Same day t-pair statistic Not Available
80.6% (E-R in multiple days)
83.1% (R-S in multiple days)
Pore´e et al.
Pore´e et al. [84]
11 Resting, Standing Different
day,
Cross Correlation 80.1% (S-E in multiple days)
and Exercise month and
year
81.5% (E in multiple days)
81.2% (R in multiple days)
76.1% (S in multiple days)
91.4% (ERS in multiple days)
Resting, Upstairs,
Sidek et al.
Sidek et al. [104]
30 Downstairs,
Walking,
Same day Multilayer Perceptron 96.1%
Natural Gait and
Lying
97.4% (E-R on the same day)
95.5% (E in multiple days)
Proposed
Method
14 Resting and Exer-
cise
Different
day,
Multilayer Perceptron 96.9% (R in multiple days)
month and
year
98.6% (E-R in multiple days using
Lead II)
98.6% (E-R in multiple days
unfiltered)
98.6% (E-R in multiple days
normalized)
98.9% (E-R in multiple days with
6 QRS samples)
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sification accuracies of Exercise-Exercise and Resting-Resting in multiple days also
supports the previous outcome by obtaining 17.18% and 19.33% increase from 81.5%
to 95.5% and from 81.2% to 96.9% accuracies respectively. These output indicates the
ability of QRS samples to produce good recognition rate regardless of physiological
conditions.
The rest of the experimentations in Section 4.4.1 were also successful. The re-
sults of Resting-Exercise dataset without low pass filtering gained 98.6% accuracy
as compared to 95.8% with Butterworth filter. Resting-Exercise data using our pro-
posed normalization technique gave 98.6% accuracy as compared to 91.5% without the
proposed technique which is a significant 7.8% increase in classification performance.
Moreover, the output of Resting-Exercise using six QRS complexes achieved 98.9%
accuracy as compared to 95.8% (when using two QRS complexes) and 98.6% (when
using four QRS complexes). Thus, these results draw an important conclusion that
performing ECG based biometric with different physiological conditions in a longer
duration of time is feasible.
4.4.2 Experimentation for the second ECG based biometric
identification system
In the second set of experimentation, we apply the proposed biometric sample extrac-
tion technique using 30 subjects to intra and inter condition recognition techniques
to identify and differentiate individuals. Each subject has ECG samples consisting
of 24 QRS complexes obtained from each physiological condition in different time in-
stances. Since we have six different physiological conditions, that gives a total of 14
QRS complexes for each subject. When measuring the CC values, the 1st QRS sample
is matched against the 15th QRS sample for each condition. However, when evaluat-
ing the classification accuracy we use the combination of QRS complexes from each
condition and compare the ECG datasets from one subject with the others. Anal-
ysis of the experimentation for intra and inter condition recognition approaches are
explained next.
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Intra-Condition Recognition Results
Cross correlation of the same physiological condition for each subject
In this set of experiments, we match enrolment and recognition QRS samples orig-
inating from the same physiological condition. Thus, we would have six pairs of
comparisons (i.e. Walking against Walking, Upstairs against Upstairs, Downstairs
against Downstairs, Resting against Resting, Lying against Lying and Natural Gait
against Natural Gait). Table 4.6 shows cross correlation values as a result of the
matching processes. Based on the results, matching physiological conditions by QRS
samples from the same condition resulted to more than 0.9 CC values. This result in-
dicates that between QRS samples which comes from the same condition and subject
demonstrates high self-similarities despite being acquired in different time instances.
This is true for all six physiological conditions involved in this experimentation.
If we were to average the CC values of all the subjects for a single physiological
condition (i.e. for Walking, (s1 + s2 + s3 + . . .+ s30)/30), results show that Resting,
Lying and Gait obtained the highest CC values. Amongst these conditions, resting
outstands the other two conditions and in fact the rest of the physiological conditions
as well. Physiological efforts of going upstairs and downstairs obtained the least
CC values as it requires more physical movements as compared to the remaining
conditions. Even though, Walking, Going Upstairs and Downstairs resulted in slight
decrease of the CC values, these physiological conditions did not significantly affect
the performance indices as CC values of varying QRS samples obtained in different
time instances were strongly correlated to each other with values approximately close
to one.
Classification accuracy of the same physiological conditions for each
subject
In this sub-section, we measure the classification performance of matching biometric
samples coming from the same physiological condition for each subject. Classification
results are shown as in Figure 4.13. Based on the results of this experimentation,
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Table 4.6: Cross correlation results of matching the same physiological condition from
each subject.
Subject A (XA1,XA15) B (XB1,XB15) C (XC1,XC15) D (XD1,XD15) E (XE1,XE15) F (XF1,XF15)
s1 0.9691 0.9839 0.9936 0.9686 0.9487 0.9971
s2 0.9954 0.9945 0.9889 0.9952 0.9997 0.9997
s3 0.9832 0.9981 0.9997 0.9977 0.9983 0.9991
s4 0.9967 0.9915 0.9980 0.9978 0.9991 0.9971
s5 0.9925 0.9913 0.9937 0.9902 0.9938 0.9935
s6 0.9890 0.9703 0.9959 0.9899 0.9958 0.9963
s7 0.9936 0.9898 0.9906 0.9828 0.9988 0.9993
s8 0.9845 0.9760 0.9757 0.9944 0.9927 0.9923
s9 0.9942 0.9964 0.9967 0.9977 0.9898 0.9976
s10 0.9953 0.9912 0.9876 0.9980 0.9916 0.9823
s11 0.9975 0.9876 0.9967 0.9976 0.9994 0.9990
s12 0.9890 0.9885 0.9657 0.9926 0.9964 0.9961
s13 0.9919 0.9896 0.9467 0.9957 0.9976 0.9985
s14 0.9800 0.9615 0.9822 0.9969 0.9981 0.9944
s15 0.9902 0.9557 0.9961 0.9944 0.9832 0.9729
s16 0.9711 0.9977 0.9809 0.9917 0.9993 0.9991
s17 0.9944 0.9990 0.9992 0.9990 0.9948 0.9993
s18 0.9960 0.9950 0.9847 0.9964 0.9958 0.9984
s19 0.9994 0.9974 0.9965 0.9962 0.9964 0.9881
s20 0.9976 0.9982 0.9895 0.9994 0.9985 0.9947
s21 0.9978 0.9967 0.9918 0.9934 0.9991 0.9962
s22 0.9985 0.9989 0.9982 0.9956 0.9997 0.9993
s23 0.9907 0.9951 0.9974 0.9910 0.9973 0.9989
s24 0.9977 0.9951 0.9974 0.9910 0.9973 0.9989
s25 0.9887 0.9658 0.9988 0.9914 0.9550 0.9755
s26 0.9981 0.9825 0.9767 0.9937 0.9740 0.9434
s27 0.9901 0.9901 0.9902 0.9977 0.9963 0.9959
s28 0.9987 0.9888 0.9888 0.9949 0.9961 0.9973
s29 0.9872 0.9876 0.9804 0.9982 0.9932 0.9971
s30 0.9746 0.9840 0.9867 0.9968 0.9986 0.9983
Average 0.9908 0.9879 0.9888 0.9939 0.9925 0.9932
Note: A-Walking, B-Going upstairs, C-Going downstairs, D-Resting while watching television, E-Lying with
position changed and F-Natural gait. For example, XA1,XA15 means QRS1 walking against QRS15 walking
condition. Another example, XB1,XB15 means QRS1 going upstairs against QRS15 going upstairs.
Going Upstairs obtained the least accuracy rate among physiological conditions. The
result is true for all classifiers used in this study. This is because it involves substantial
physical effort which requires major body movements to perform this task.
However, among all the physiological conditions, Resting obtained the highest
accuracy rate. The result of this condition is simply justified as Resting condition
requires very minimal physical movement which has negligible implications on subject
recognition performance.
In addition, Lying is among the physiological conditions with the highest accuracy
rate besides resting. A very important observation from the result is that despite
changing positions while lying, it does not significantly affect the overall classification
performance. Rapid movements from major parts of the body such as the lower parts
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Figure 4.13: Average classification accuracies of multiple classifiers using the same
physiological conditions in different time instances.
would generate significant heart rate variability.
MLP and FT are among the classifiers which obtained the highest values of ac-
curacies as compared to the others with results of more than 95%. The weightage
factor implemented in MLP helps to reduce the error discrepancies between the ac-
tual and desired output, thus making them closer to each other which increases the
true positive results.
Inter-Condition Recognition Results
Cross correlation of different physiological conditions between subjects
In this sub-experiment, we match QRS samples obtained from different physiological
conditions. These biometric datasets comes from the same subject in varying time
instances. Each column in Table 4.7 shows the matching results of two different
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Table 4.7: Cross correlation results of matching the different physiological condition
from each subject.
B1C15 B1D15 B1E15 B1F15 C1D15 C1E15 C1F15 D1E15 D1F15 E1F15
s1 0.9929 0.9799 0.9941 0.9939 0.9609 0.9910 0.9926 0.9935 0.9987 0.9705
s2 0.9915 0.9990 0.9989 0.9988 0.9955 0.9984 0.9974 0.9961 0.9953 0.9992
s3 0.9969 0.9982 0.9993 0.9998 0.9919 0.9982 0.9960 0.9992 0.9979 0.9978
s4 0.9934 0.9966 0.9946 0.9942 0.9975 0.9947 0.9983 0.9931 0.9988 0.9939
s5 0.9953 0.9907 0.9976 0.9980 0.9948 0.9750 0.9885 0.9520 0.9692 0.9970
s6 0.9846 0.9628 0.9654 0.9820 0.9735 0.9578 0.9835 0.9824 0.9949 0.9872
s7 0.9904 0.9697 0.9934 0.9947 0.9774 0.9903 0.9930 0.9917 0.9953 0.9977
s8 0.9603 0.9844 0.9858 0.9880 0.9881 0.9801 0.9918 0.9653 0.9951 0.9612
s9 0.9987 0.9955 0.9948 0.9961 0.9969 0.9978 0.9968 0.9964 0.9975 0.9928
s10 0.9981 0.9908 0.9983 0.9961 0.9757 0.9951 0.9973 0.9925 0.9846 0.9839
s11 0.9978 0.9979 0.9899 0.9902 0.9945 0.9995 0.9993 0.9909 0.9908 0.9986
s12 0.9895 0.9959 0.9960 0.9720 0.9730 0.9524 0.9027 0.9973 0.9778 0.9796
s13 0.9802 0.9886 0.9846 0.9906 0.9252 0.9648 0.9624 0.9948 0.9957 0.9986
s14 0.9748 0.9815 0.9828 0.9655 0.9824 0.9816 0.9599 0.9918 0.9755 0.9831
s15 0.9885 0.9628 0.9760 0.9980 0.9932 0.9971 0.9868 0.9980 0.9835 0.9986
s16 0.9968 0.9087 0.9981 0.9972 0.9471 0.9951 0.9953 0.9987 0.9993 0.9993
s17 0.9985 0.9986 0.9936 0.9830 0.9949 0.9982 0.9927 0.9935 0.9818 0.9836
s18 0.9900 0.9936 0.9961 0.9942 0.9848 0.9902 0.9933 0.9986 0.9833 0.9810
s19 0.9988 0.9961 0.9776 0.9884 0.9933 0.9848 0.9922 0.9842 0.9834 0.9753
s20 0.9979 0.9974 0.9991 0.9984 0.9983 0.9970 0.9975 0.9982 0.9984 0.9983
s21 0.9959 0.9907 0.9983 0.9829 0.9949 0.9878 0.9954 0.9992 0.9858 0.9941
s22 0.9912 0.9911 0.9984 0.9985 0.9930 0.9959 0.9947 0.9992 0.9995 0.9986
s23 0.9991 0.9945 0.9943 0.9963 0.9979 0.9810 0.9982 0.9988 0.9921 0.9952
s24 0.9746 0.9122 0.9466 0.9573 0.9020 0.9531 0.9475 0.9542 0.9824 0.9635
s25 0.9967 0.9922 0.9108 0.9317 0.9870 0.9281 0.9477 0.9259 0.9173 0.9680
s26 0.9668 0.9718 0.9260 0.9687 0.9709 0.9822 0.9814 0.9592 0.9881 0.9904
s27 0.9849 0.9942 0.9427 0.9849 0.9926 0.9463 0.9856 0.9419 0.9889 0.9762
s28 0.9720 0.9923 0.9950 0.9973 0.9996 0.9988 0.9966 0.9973 0.9984 0.9978
s29 0.9573 0.9938 0.9981 0.9813 0.9876 0.9817 0.9887 0.9928 0.9967 0.9959
s30 0.9776 0.9796 0.9900 0.9847 0.9873 0.9915 0.9915 0.9985 0.9986 0.9954
Average 0.9877 0.9834 0.9839 0.9868 0.9817 0.9829 0.9848 0.9858 0.9882 0.98841
Note: A-Walking, B-Going upstairs, C-Going downstairs, D-Resting while watching television, E-Lying with
position changed and F-Natural gait. For example, B1C15 means QRS1 of going upstairs against QRS15 of going
downstairs. Another example, B1D15 means QRS1 of going upstairs against QRS15 of resting condition.
biometric samples from the same individual. As can be seen in this table, all CC
values are very close to one which further verifies self-similarity criteria of a person’s
QRS sample that originates from different physiological conditions and time instances.
The ability to match between different physiological conditions proved the robustness
of our proposed approach. Moreover, it solidifies the capability of QRS complex
against physiological signal artifacts.
If each matching process were averaged to a single value using a combination
of all the subject’s correlation coefficient (i..e. (s1 + s2 + s3 + . . . + s30)/30), we
would still record very high matching output. Thus, without doubt, the reliability
of using any combination of QRS samples from different physiological conditions and
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time instances which represents an individual’s unique and salient extracted features is
experimentally proven. In other words, if we had insufficient or lack of QRS samples for
biometric matching from any physiological conditions, we would be able to complement
biometric samples from other conditions and use these collected samples to perform
biometric identification. Therefore, based on our results, we anticipate that regardless
of the varying physiological conditions experienced by an individual, combination of
QRS samples from any physiological condition will be able to represent a person for
subject recognition.
Classification accuracy of different physiological conditions between
subjects
In this sub-section, we compute the classification accuracy of different physiological
conditions between subjects. According to the outcomes obtained from all classifiers,
combining Resting-Lying QRS samples achieved the best overall and highest classifi-
cation performance as compared to the remaining output as shown in Table 4.8. This
result is in line with the body movement level which is at its minimum during these
conditions.
Based on the same results, conditions which involve major body movements such
as Going Upstairs and Downstairs obtained the least value of accuracy rate in all
classifiers. Significant physical body variations contribute towards the decrease in
classification performance. Going Upstairs dominates all three classifiers in terms of
the least accuracy rates as it requires the most effort to complete the task. None of the
minimal body activities such as Resting while watching television or Lying with posi-
tion changed resulted in poor classification accuracies. Vice versa, no activity which
involves major body movements such as Going Upstairs or Downstairs obtained the
best overall classification performance in comparison to Resting and Lying conditions.
MLP proved to be the best classifier (among all related classification algorithms
involved in this experiment) by obtaining classification results of as high as 99.6% and
as low as 97.1%. Even though MLP outperformed kNN and FT, it was only with a
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Table 4.8: Classification accuracies of different physiological conditions between sub-
jects.
Conditions MLP (%) kNN (%) FT (%)
W-U 97.1 97.4 97.4
W-R 98.8 98.5 97.5
W-L 98.5 98.1 98.8
W-G 98.5 96.9 98.6
W-D 97.8 96.8 96.9
U-R 98.1 97.8 97.9
U-L 97.9 97.1 98.1
U-G 98.2 96.8 96.8
U-D 98.1 96.8 97.6
R-L 99.2 99.4 99.3
R-G 99.2 98.8 98.9
R-D 99 98.2 98.8
L-G 99.4 98.5 98.6
L-D 98.3 97.6 97.8
G-D 98.8 97.4 97.6
Note: W-Walking, U-Going upstairs, D-Going downstairs, R-Resting while watching television, L-Lying with position
changed and G-Natural gait. For example, W-U means walking QRS sample against going upstairs QRS sample.
small margin in terms of the accuracy rate. For example, in the case of identifying
the best inter condition recognition, MLP obtained 99.6% accuracy while kNN and
FT achieved accuracy rates of 99.4% and 99.3% respectively. In other words, the
difference is only up to 0.3%. Thus, both of the classifiers would be suitable and acts
as alternative candidates in the absence of MLP. In terms of the least classification
values, kNN and FT differed from MLP with up to 0.3% margin.
Based on our analysis, for both least and highest classification accuracies for all
classifiers, the classification rates were above 95% which signifies the high degree
of similarity between QRS samples despite originating from different physiological
conditions.
Comparison of Related Works
This study would not be reliable and relevant if comparison of results with previous
related works have not been performed. Comparison of related works in ECG based
biometric based on physiological conditions are shown in Table 4.9. Research papers
in [13, 18, 44, 93, 95, 98, 122, 126] only considered subjects under resting conditions.
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Varying number of subjects and different subject recognition techniques have been
applied in these studies which resulted in accuracy rates ranging from 90.8% to 100%.
However, these results does not represent the reliability and robustness of ECG based
biometric in varying physiological conditions for a real life scenario. Due to this im-
portant factor, our research work in [104] was performed with different physiological
conditions where the analysis is the proof of concept to this study. Thus, accord-
ing to our extensive analysis in this work, we applied related physiological conditions
with two additional classification algorithms to test the robustness of the proposed
method across classifiers. We further expand the analysis by taking into considera-
tion intra and inter condition recognition. The performance metrics used to measure
efficiency are average cross correlation value (intra-condition) and classification rate
(inter-condition). Therefore, performing such experimentation allows us to evalu-
ate the degree of similarity between physiological conditions which could be used to
compared against varying ECG samples from other subjects in identifying and differ-
entiating individuals. If the performance outcomes return values with a high degree
of similarity, it gives a notion that ECG samples from any condition could represent
a subject. It should be pointed out that even though previous works in [13, 44, 95]
achieved 100% accuracy rate, it is performed only under resting condition which is
fairly different from our study as we considered six physiological conditions and are
still capable of producing good recognition outcomes.
Based on our results in comparison with previous works, high average CC values
and classification rate in intra and inter condition recognition of up to 0.9939 and
0.9884 for CC and up to 99.7% and 99.4% for accuracy rate respectively, outper-
formed previous research works in ECG based biometric using different physiological
conditions.
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Table 4.9: Comparison of Related Works in ECG Based Biometric Based on Physio-
logical Conditions.
Related
Works
No. of
Sub-
jects
Physiological
Conditions
Classifier Accuracy (Single Lead)
Biel et al. [13] 20 Resting Principal Component
Analysis
100%
Shen et al. [95] 20 Resting Template Matching +
Decision Based Neural
Network
100%
Shen [93] 168 Resting Template Matching +
Distance Measurement
95.3%
Israel et al. [44] 29 Resting Linear Discriminant
Analysis
100%
Wubbeler et al.
[126]
74 Resting Nearest Neighbour 98.1%
Chan et al. [18] 50 Resting Cross Correlation +
Wavelet Distance
Measurement
90.8%
Wang et al.
[122]
13 Resting Auto Correlation /
Discrete Cosine
Transform
97.8%
Sidek and Khalil
[98]
18 Resting Multilayer Perceptron 96%
Sidek and Khalil
[101]
16 Driving Radial Basis Function 95%
Kim et al. [54] 10 Resting, Upstairs
and downstairs
t-pair statistic Not Available
Pore´e et al. [84] 11 Resting, Standing Cross Correlation Accuracy rate of up to 91.4%
and Exercise
Resting, Upstairs,
Sidek et al.
[104]
30 Downstairs,
Walking,
Multilayer Perceptron Accuracy rate of up to
Natural Gait and
Lying
96.1% (Inter-condition)
Intra-condition
Average CC of up to 0.9939
Resting, Upstairs Multilayer Perceptron Accuracy rate of up to 99.7%
Proposed
Method
30 Downstairs,
Walking,
k Nearest Neighbour
Natural Gait and
Lying
Functional Tree Inter-condition
Average CC of up to 0.9884
Accuracy rate of up to 99.4%
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Table 4.10: Classification with and without wavelet analysis
Classification Accuracy (%)
RBF with DWT 95
RBF without DWT 91
4.4.3 Experimentation for the third ECG based biometric
identification system
In the third set of experiment, a total of eight QRS complexes were collected from
each driver. This gives a total of 128 instances for all drivers in the database. Based
on the QRS complexes, an experiment was conducted where these QRS complexes
were applied to the DWT function which extracts wavelet coefficients. These features
were then substituted to the RBF network for classification purposes.
In order to justify that identification procedure using DWT would give a better
result, we repeated the same steps of the proposed system, only this time the QRS
complexes does not go through wavelet analysis but instead it goes directly to RBF
network for classification. The results of the comparison with and without wavelet
analysis is summarised in Table 4.10.
Based on the results in Table 4.10, applying the classification technique directly
to the QRS complexes gives a reasonably good accuracy rate. This is related to the
healthy conditions of all the drivers which experience temporary physiological driving
conditions. However, if the QRS complexes were applied to wavelet analysis, the
classification accuracy was much higher with a classification accuracy of 95% which
shows an increase of 4% as compared to the previous result. This shows that significant
features are obtained from the time-frequency domain which are not prevalent in the
time-amplitude representation. In both conditions, the results suggest that the QRS
complex are dominant regardless of the physiological condition and it supports recent
studies in [98, 117] which states that QRS alone can become a biometric feature.
Thus, it is suggested that the proposed identification mechanism should be inte-
grated on the in-vehicle information system which connects the physiological sensors
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and the on-board electronics to further improve the concept of intelligent transporta-
tion system. Automotive driver recognition is just one applied area which this pro-
posed identification mechanism can be included. It could also be integrated in security
systems such as airport and border security, financial institution or even the distribu-
tion of benefit scheme.
4.4.4 Discussion
Why do we have different ECG databases which require different biometric identifica-
tion systems? Why not just use a single ECG based biometric identification system
for all three cases? The reason that we apply different ECG recordings to different
biometric recognition systems is because each and every database has limited criteria
which unables these databases to be integrated in a single recognition system.
The first ECG database consists of recordings from two different physiological
conditions obtained in multiple time instances (different days, months and years) for
each subject. This database purposely solves the issue of time variability. If it were to
deal with physiological variability, the numbers of different physiological conditions are
insufficient in order to perform comparison work as the second ECG database contains
extensive amount of physiological conditions which is suitable for the implementation.
Despite having diverse types of physiological conditions, however, ECG signals in the
second database were only recorded on the same day which defeats the purpose for
time variability analysis but matches physiological variability requirements.
Moreover, for the first and second databases to be associated with the third bio-
metric recognition system would be irrelevant. This is because;
• In the first and second ECG repositories, we observed the reliability of our
proposed biometric sample extraction techniques with time and physiological
variability, and
• In the third database, we verified the capability of performing ECG based bio-
metric identification with different physiological conditions using different ap-
proaches which are with and without wavelet transform.
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This database is used to evaluate the robustness of ECG based biometric recogni-
tion in different physiological driving conditions. In addition, the third database does
not even contain ECG recordings from neither multiple days nor an extensive amount
of physiological conditions which just considers different driving conditions, and thus,
it is inappropriate to be used in the first and second analysis.
Therefore, since these databases are restricted in nature, they serve specific pur-
poses in each of our three proposed ECG based biometric identification systems.
4.4.5 Overall Deduction
Based on the overall results, we can deduce important key points from the three set
of experimentation:
For the first experiment:
• Subject recognition is possible with the capability to identify individuals in dif-
ferent physiological states in varying time instances using a single lead,
• Unfiltered ECG signals in different physiological states are better in recognizing
individuals as compared to preprocessed ECG recordings,
• Biometric matching with the proposed feature extraction technique performs
better than the biometric matching technique with unnormalized biometric sam-
ples,
• More ECG based biometric samples result in higher classification accuracy,
• Biometric matching can be performed efficiently with any of the 12-lead ECGs
and,
• The experimentation results outperformed related studies in [83, 84, 104] when
dealing with ECG based biometric using different physiological conditions in
varying time instances tested in different experimental contexts.
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For the second experiment:
• High CC and accuracy rate within and between conditions from a subject verifies
the robustness of ECG samples across conditions.
• The results outperformed previous work with an increase of inter condition per-
formance value by 3.3%. This amount is significant as the capability to obtain
more true positives reflects the ability to better identify individuals.
• High classification rate when applying any of the three classification algorithms
using ECG samples with different physiological conditions suggest the usability
of the proposed approach across classifiers.
For the third experiment:
• ECG based identification is possible for automotive drivers with different phys-
iological driving conditions, and
• Applying wavelet analysis to ECG signal further improves the classification ac-
curacy to 95% from 91% without DWT.
4.5 Summary
In this chapter, we have presented robust and reliable subject recognition techniques
using ECG signals in different physiological conditions. Regardless of time variability
factors (such as different days, weeks, months or years), subject recognition is still
possible in different physiological states.
The first experimental outcomes are higher and outperforms existing work. Factors
which influenced improvement and increased in classification performance includes
ECG segments with inherited artifacts, the proposed biometric sample extraction
method and higher QRS biometric samples. The results also indicate that QRS com-
plex from subjects with different physiological conditions have an identifiable wave
signal with the ability to differentiate individuals.
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The second experiment verifies our proposed approach across conditions and clas-
sifiers by obtaining high CC values and accuracy rates in comparison with previous
works. This gives an indication that ECG samples obtained from any physiological
condition can be used to represent a particular person in order to differentiate subjects.
The results of the final experiment suggests that ECG based identification is pos-
sible for automotive drivers with different physiological driving conditions. The iden-
tification mechanism is enhanced and classification accuracy is improved by applying
wavelet analysis. Moreover, based on the results, QRS complex are dominant regard-
less of the physiological driving conditions experienced by the automotive drivers and
can be used as extracted biometric features instead of the whole ECG morphology.
Chapter 5
Enhancement of Low Sampling
Frequency for ECG Based
Biometric Matching
This chapter presents enhancement techniques of ECG data with low sampling fre-
quency for person identification based on two interpolation methods. An analytical
approach was used for feature extraction and four different public ECG databases
with two different sampling frequencies were applied for development and perfor-
mance comparison purposes. A total of three biometric matching methods were used
for performance evaluation before and after applying interpolation techniques. The
results are compared with the existing method when using ECG recordings with lower
sampling frequency.
The chapter is structured as follows. Section 5.1 lays out the objective behind the
study. In Section 5.2, related works on ECG based person identification mechanisms
are being discussed. Then, Section 5.3 explains the method of the study which includes
the signal acquisition process, biometric sample extraction and quality enhancement
techniques. Later, Section 5.4 discusses about the performance comparison of using
ECG data before and after applying quality enhancement techniques with three bio-
metric matching algorithms. Finally in Section 5.5, we summarize the study based on
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the experimentation and results in the previous section.
5.1 Introduction
High quality ECG signal is important to clinicians every time they monitor and di-
agnose patient’s heart whether in Emergency Medical Services (EMS) such as in am-
bulance or in a hospital environment. Poor ECG quality can result to the inability
of recognizing arrhythmias and other forms of dementias [7, 41]. Some commercially
available ambulatory or mobile ECG recorders use very low sampling frequencies e.g.
128 Hz, 100 Hz or even 50 Hz [22, 68]. Measurements from these recorders obvi-
ously leads to limited accuracy. Low ECG signal quality is linked to an increase
in the number of false alarms that may degrade diagnostic information and at the
same time, increase the workload for medical staffs to troubleshoot ECG recordings
which could cause delays for patient care and treatment. Low ECG signal quality
also causes great variability in the data which could potentially block promising com-
pounds unnecessarily. Moreover, if these ECG recordings are to be used to identify
individuals (biometric), they may suffer from high misclassification accuracy. This
situation would be vulnerable to high security application system. Thus, the problem
of the measurement accuracy becomes very significant. Therefore, our main objective
of the study would be focused on performing biometric using low quality ECG signals.
Applications that suits this biometric scenario are handheld or mobile devices worn on
or planted in a person’s body such as recognizing a person in ambulatory monitoring
system, aged care facilities and soldiers in battlefield as depicted in Figure 1.5 from
Chapter 1.
ECG signals are continuous, non periodic but iterative time series signal. The
higher the sampling frequency, more number of samples can be represented in a cer-
tain period of time and the better the quality of ECG data involved which would result
in better ECG analysis. However, ECG recordings with lower sampling frequency are
generally inefficient for ECG biometric matching purposes while using Cross Corre-
lation (CC), Percentage Root-Mean-Square Deviation (PRD) and Wavelet Distance
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Measurement (WDM) as it was demonstrated in [18] due to the lack of points available
in the ECG signals. In order to improve the performance of biometric matching and
minimize the misclassification error, it is very important to use ECG data which could
well represent the subjects involved. Thus, in this study, we present the idea of using
two quality enhancement techniques which are PCHIP and SPLINE so as to increase
the number of samples of a given ECG data with low sampling frequency recordings.
Without modifying the morphological looks of the wave, this method suggest that per-
son identification is possible and efficient when applied with ECG recordings having
lower sampling frequencies. Enhancements of ECG recordings with these approaches
will be elaborated in the next section.
5.2 Related Works
ECG based person identification has been an active research area for the past decade,
different approaches and methods were put to test and implemented in order to obtain
a better person identification mechanism. Biel et. al. in [13] were among the earliest
to manifest the possibility of utilizing ECG for person identification. Their method
extracts a set of temporal and amplitude features from heart beats obtained directly
from a Siemens ECG equipment. The dimensionality of features was reduced using
a feature selection algorithm based on simple analysis of correlation matrix. Further
selection of feature set was based on experimentations. The analysis involved 20
subjects and used a multivariate analysis based method for classification. Results of
the experiment showed that person identification accuracy was 100% using empirically
selected features but the major drawback of this method was the lack of automatic
recognition since specific apparatus must be employed for feature extraction rather
than standard signal processing techniques.
Israel et. al. in [44] proposed an ECG based identification mechanism using only
temporal features of pulses. A bandpass filter was used to eliminate the effect of noise
to the ECG signal and the signal’s peak were identified by finding the local maximum
in the region surrounding each of the P, R and T wave. A total of 15 features were
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extracted that described the time duration between detected features. Wilkes’ Lamda
approach [72] was used for feature selection and linear discriminant analysis (LDA)
was applied for classification. The method was tested on 29 subjects with 100% person
identification accuracy and 81% heartbeat recognition rate. The major pitfall of this
proposed method is the sensitivity in the representation of fiducial points as it varies
with the heart rate despite the fact that it offers automatic recognition.
Shen et. al. in [95] introduced a two step mechanism using one-lead ECG based
recognition methodology. First, a template matching method was used to compute the
correlation coefficient for comparison among two QRS complexes. Then, a decision
based neural network (DBNN) method was applied to verify the identity validation in
the first step. The experimental results tested on 20 subjects showed 95% identification
rate for template matching, 80% for the DBNN and 100% for the combination of the
two methods. Later, Shen in [94] extended the experiment with 168 healthy subjects
which recorded 95.3% identification accuracy using template matching and distance
classification.
Chan et. al in [18] evaluated the performance of their proposed biometric matching
algorithm called Wavelet Distance Measurement (WDM) in comparison with the other
two commonly used algorithms, namely, Cross Correlation (CC) and Percent Root-
Mean-Square Deviation (PRD) for person identification. A total number of 50 subjects
were involved in three separate sessions in different time periods. The first session was
used for the training dataset and the remaining two sessions were employed for testing
purposes. Feature extraction method based on the fiducial points of the PQRST
waves were used. High values of CC and low values of PRD and WDM correlates
two unknown signal together. As a result, the classification accuracy achieved using
WDM was higher by obtaining 89% as compared to CC with 70% and PRD with
80% accuracy. WDM was proposed to become a supplementary information of multi
biometric systems. Chan et. al in [18] also proved a distinct point that ECG data
is not restricted to recordings in accordance with the Einthoven’s triangle as with a
standard 12 lead ECG system but can be recorded in different parts of the body as
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well such as the fingers and implementing it for person identification purposes.
Wang et. al. in [122] presented a systematic analysis for person identification from
ECG signal using a fiducial detection based approach which integrates analytic and
appearance features from heart beats. LDA was later used to extract the appearance
based characteristics. The combined hierarchical scheme for 13 subjects produced
98.9% heartbeat recognition accuracy for PTB and 99.43% for MIT-BIH datasets. The
proposed approach based on autocorrelation (AC) in conjunction with discrete cosine
transform (DCT) produced 94.47% recognition rate for PTB and 97.8% for MIT-BIH
dataset which is in comparison with recognition accuracy of fiducial detection based
approach.
These are among research conducted using different approaches and methods ap-
plying ECG as a basis for person identification. In summary, these approaches tend
to obtain better and higher classification rate for identifying individuals but unfor-
tunately, these existing works does not focus on method of minimizing the misclas-
sification error for lower sampling frequency databases. Lower sampling frequency
means less points on the ECG signal to represent an individual and reduced number
of points give more room for misclassification of two or more unknown ECG signals
from the same individual. This is due to the fact that biometric measurements of
the same individual taken at different time instances are almost never identical [45].
Therefore, this chapter proposes of using two interpolation methods to achieve higher
accuracy for biometric matching. Four different public databases with two different
sampling frequencies were used and the performance was evaluated using three ECG
based biometric matching algorithms.
5.3 Methodology
An ECG based person identification system performs biometric feature matching of
the enrolment data against the recognition data. By using feature matching, it will
enable the system to verify a person’s identity correctly. Thus, we can represent
successful matching as Ik with k = 1, 2, 3, . . . ,K where K is the total number of
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Figure 5.1: ECG based biometric matching of enrolment data against recognition
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Figure 5.2: Block diagram of the proposed biometric system.
subjects in the biometric matching template storage as shown in Figure 5.1.
The most important steps in this study are signal acquisition, biometric sample
extraction, quality enhancement technique and ECG biometric matching which are
elaborated in the next section and summarized as shown in Figure 5.2.
5.3.1 Signal Acquisition
A total of 70 ECG recordings used in this work which were taken from four dif-
ferent public databases; 18 subjects from MIT-BIH Normal Sinus Rhythm database
(NSRDB), 20 subjects from PAF Prediction Challenge database (AFPDB), 14 subjects
from MIT-BIH Supraventricular Arrhythmia database (SVDB) and 18 subjects from
MIT-BIH Arrhythmia database (MITDB) with sampling rates of 128Hz, 128 Hz, 128
Hz and 360 Hz respectively. Each recording has 30 seconds of ECG signals. NSRDB
includes 18 ECG recordings of subjects referred to the BIH Arrhythmia Laboratory
which were found to have had no significant irregularities in the heart rhythm. A total
of 12 ECG recordings were also selected from AFPDB which was created for use in
the 2001 Computer and Cardiology Challenge, an open competition with the objective
of developing automated methods for predicting paroxysmal atrial fibrillation (PAF).
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A total of 14 subjects were obtained from SVDB which originated from examples
of supraventricular arrhythmias in MITDB. Furthermore, 18 ECG recordings were
selected from MITDB which included subjects referred to the BIH Arrhythmia Labo-
ratory for evaluation of arrhythmia analysis and related subjects. These ECG entries
were obtained from PhysioNet databases [79] available online which has been exten-
sively used for benchmarking algorithms pertaining to ECG diagnosis and monitoring,
compression and other related research.
5.3.2 Biometric Sample Extraction
The most common type of feature extraction mechanism for person identification
are morphological characteristics in a single beat of the heart in sinus rhythm. It has
been reported in [13, 44, 60, 93, 95, 122] that amplitude and normalized time distances
between fiducial points portray unique patterns for different individuals. Due to this
reason, an analytic method which consists of the ECG amplitudes were used in this
work. The process begins by identifying the R wave in an ECG signal. Since the R
wave corresponds to the most obvious, sharpest and highest peak in an ECG signal,
it becomes the referral point in the signal. Then, we selected equal number of points
from the left and the right of the identified R wave. We reiterate the process for
another 11 times where we will obtain 12 QRS complexes for every subject. First
Derivative based Technique [107] was implemented to automate the R-peak detection
5.3.3 Quality Enhancement Technique
Interpolation is a technique of adding up new data points within the range of a dis-
crete set of known data points. It has the objective to estimate the function at in-
termediate points. There are a few types of interpolation techniques which are linear
interpolation, full degree polynomial interpolation, piecewise cubic Hermite interpola-
tion (PCHIP) and piecewise cubic spline interpolation (SPLINE). Linear interpolation
is fast and simple but is not very precise as is it not differentiable at the point xi.
Thus, the error would be proportional to the square of the distance between the data
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points. To overcome this problem, polynomial interpolation are used instead as it is
infinitely differentiable. However, to produce an accurate polynomial interpolant, the
high degree polynomial interpolation at equally spaced points should be avoided for
three main reasons;
• It is computationally expensive (by consuming more resources due to the results
of high degree polynomial coefficients),
• It exhibits oscillatory artifacts, mainly at the end points which are called Runge’s
phenomenon, and
• The morphological shape of the ECG especially with very high or low voltage
values may be contrary to the original signal.
Thus, to obtain an accurate interpolant within the range of discrete data points, we
interpolate each subinterval with a low degree polynomial. This interpolation function
is called as piecewise polynomial interpolation and can be expressed as in Equation
2.2.3 from Chapter 2.
There are two types of commonly used piecewise polynomial interpolation that are
PCHIP and SPLINE. PCHIP overcomes the linear interpolation issues by forcing the
continuity of the first derivative at each knot. This technique helps to preserve the
original shape and local monotonicity of the ECG [30].
On the other hand, SPLINE produces the smoothness solution of interpolation
problem that could be achieved by carefully choosing the first derivative values at
the knots which yields the second derivative continuity. Furthermore, the second
derivative is zero at the end points which avoids the polynomial wiggle (a wild wing
or oscillation) when using high order polynomials [23].
The more data points that is available on the ECG signal, the smoother the curve
and the more probability of achieving higher identification rate for template matching.
Figure 5.3 illustrates an ECG signal undergoing different interpolation techniques.
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Figure 5.3: Interpolated ECG signal using linear, full degree polynomial, PCHIP and
SPLINE.
5.3.4 ECG Biometric Matching
A total of three ECG biometric matching techniques were used to measure the effi-
ciency and effectiveness of applying interpolation to ECG data with lower sampling
frequency. The techniques used in this work are Cross Correlation (CC), Percent Root-
Mean-Square Deviation (PRD) and Wavelet Distance Measurement (WDM). These
evaluations were performed by the most recent research in ECG based biometrics [18]
to determine the identity of unknown signals. Since the same concept of CC has been
described in Section 4.3.3 from Chapter 4, we will only elaborate PRD and WDM.
Percent Root-Mean-Square Deviation: PRD is a common quantitative measure
that is used for ECG signal reconstruction quality assessment by evaluating the dif-
ferences (or dissimilarity) between two ECG signals. It is a good measure of precision
and serves to aggregate differences of the two signals called residuals into a single
measure of predictive power. This method also determines the deformation percent
in the ECG signals. It involves the difference between the ECG enrolment and recog-
nition data over the difference of ECG enrolment data with its mean value and can
be defined as in Equation 5.1.
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PRD =


√√√√√√√√√√
M∑
i=1
[x(i)− xˆ(i)]2
M∑
i=1
[x(i)− x¯]2


(5.1)
PRD value is often expressed as a percentage, where lower PRD values indicate
less residual variance and the more likely the signals resembles with each other.
Wavelet Distance Measurement : ECG signals contains multiple time-varying fre-
quency pulses where the timing and shape of the pulses consists of differentiated
features of the signals. Wavelet is a time-frequency representation (TFR) which view
signals represented over both time and frequency domain. In other words, it provides
a bridge between these two representation where it can provide temporal and spectral
information simultaneously. Thus, wavelet offers a suitable description of the ECG
signals. A wavelet is a function used to separate ECG signal into different scale com-
ponents. A frequency range is usually assigned to each scale component and can be
analysed with a resolution that matches its scale. Detail coefficients of the discrete
wavelet transform represented by γp,q are computed for each signal where q represents
the detail coefficient from pth level of decomposition. Using these coefficients, a dis-
tance is computed as WDM and mathematically can be written as in Equation 5.2
below [18].
WDMn =
P∑
p=1
Q∑
q=1
|γp,q0 − γ
p,q
n |
max(|γp,q0 | , τ)
(5.2)
The numerator of Equation 5.2 is the absolute difference of the wavelet coefficients
from the recognition and enrolment ECG data represented as x0 and xn respectively.
The denominator is used to weigh the contribution of this difference based upon the
relative amplitude of the wavelet coefficient from the recognition ECG signal. The
denominator also includes a threshold value, τ , to avoid relatively small wavelet coef-
ficients from over emphasizing differences [18]. For the WDM measure, the individual
associated with the lowest WDM are considered a match. The mother wavelet of
the WDM was chosen to be sym5 with a five-level decomposition. A symlet (sym)
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wavelet seeks to preserve shapes of reflectance peaks and essentially performs a local
polynomial regression to determine the smoothed value for each ECG data point. This
method is superior to adjacent averaging because it tends to preserve features such as
peak height and width.
5.4 Experimentation and Results
The ECG data for each subject contains 12 QRS complexes. In order to perform
biometric matching for person identification, one QRS complex is used as an enrolment
data, denoted as E, and the remaining 11 QRS complexes represents the testing data
which we denote as Ri where i = 1, 2, . . . , 11. In this scenario, the template matching
process conducts identification procedures with one-to-many comparison to establish
an individual’s identity as described in [48].
5.4.1 Performance Evaluation
The ECG data as described in Section 5.3.2 were interpolated to produce more data
points within the specific range of the given ECG signals. PCHIP and SPLINE were
then applied with different sampling frequencies and later calculated for all subjects
before and after performing interpolation. As an example, Figure 5.4 illustrates the
effect of PCHIP and SPLINE to the ECG data for subject 18177 in NSRDB. As can be
seen in Figure 5.4(b), PCHIP preserves the morphological appearance of the original
ECG while Figure 5.4(c) tends to smoothen the original ECG signal. The effectiveness
of these methods were measured based on five (5) main criterias which are:
• Mean values of each subject,
• CC, PRD and WDM values of each (E,Ri),
• Overall average CC, PRD and WDM values of the four databases,
• The effect of changing the sample size, and
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• The classification accuracy of each database calculated from all three biometric
techniques as a result of feature matching of (E,Ri).
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Figure 5.4: QRS segments of subject 18177 from NSRDB (a) before interpolation, (b)
applying PCHIP and (c) applying SPLINE.
5.4.2 Mean value of each subject
The mean value of subjects in all four databases are represented by one subject from
each database. The results of all three biometric techniques before and after apply-
ing quality enhancement techniques are graphically summarized and illustrated in bar
charts as shown in Figure 5.5. It is to portray that applying enhancement techniques
ensure improvement of the original ECG signal when applied to any subject in the
database regardless of the variety of databases which depicts various cardiac abnor-
malities and different low sampling frequencies that represents related ECG scenarios
such as ECG ambulatory monitoring or ECG diagnosis on mobile devices. The en-
rolment ECG data, E, was compared against 11 recognition ECG data for R1 to
R11. The column on the left of this figure records the average mean value of each CC
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Figure 5.5: Mean CC, PRD and WDM values of ECG matching for one subject in
each database before and after performing the quality enhancement techniques.
matching for (E,Ri) = (E,R1), . . . , (E,R11) for the subjects in all the databases. The
middle column specifies the PRD for all four public databases before and after imple-
menting the interpolation methods. The figure shows the matching comparison of all
11 enrolment and recognition ECG data. It records the mean value of each matching
and then averages the mean for each subject. The right column of Figure 5.5 denotes
biometric matching using WDM for all four databases, both before and after substi-
tuting the interpolation procedures. Based on the previous two biometric matching
techniques, the mean value of each matching of (E,R1) to (E,R11) were evaluated
and the average mean of each subject were then calculated. In this figure, CC, PRD
and WDM of subjects 16265 from NSRDB, 205 from MITDB, 12 from AFPDB and
810 from SVDB are evaluated before and after the enhancement techniques. These
results show that in terms of the mean value, applying the proposed enhancement
techniques provide a better outcome as compared to the results before interpolation.
Given the fact that higher similarities between two ECG signals is highlighted
with higher value of CC, the column on the left of Figure 5.5 shows that introducing
an additional step of interpolation before the biometric matching process results in
better identification by increasing the mean value of up to 4.01% for NSRDB, 1.13%
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for MITDB, 4.05% for AFPDB and 3.93% for SVDB. The middle column of Figure 5.5
shows the average value of PRD before and after applying PCHIP and SPLINE using
four different databases. Lower values of PRD signifies similarity between two signals
when performing the biometric matching process, these figures show that SPLINE
decreases by 1.60% for NSRDB, 0.24% for MITDB, 1.01% for AFPDB and 2.02% for
SVDB.
And, the column on the right of Figure 5.5 depicts the average value of WDM
both before and after implementing the interpolation method using NSRDB, MITDB,
AFPDB and SVDB databases. Lower values of WDM denotes the more likelihood
of similarities of the two ECG signals when biometric matching has been performed.
Based on these figures, PCHIP dramatically increases the matching process to 83.69%
for NSRDB, 24.23% for MITDB, 86.42% for AFPDB and 87.05% for SVDB.
5.4.3 CC, PRD and WDM of ERi
Besides computing the mean, the value of ECG matching between E and Ri are im-
portant as it is able to indicate the efficiency of the proposed enhancement techniques.
The CC, PRD and WDM values of ERi matching for subject chosen in the previous
section in all four databases before interpolation, applying PCHIP and SPLINE are
depicted in Figures 5.6, 5.7, 5.8 and 5.9. The analysis based on each database in these
figures when applying the ECG matching techniques are summarized as follows:
• In NSRDB, the difference between PCHIP and SPLINE is obvious as in Figure
5.6. SPLINE improves the correlation factor as it smooths the ECG data whereas
PCHIP preserves the ECG morphology even though points have been added
to it. For CC, SPLINE obtained better results than PCHIP as this type of
interpolation tends to smooth the QRS complex signal and makes it resembles
to each other. Meanwhile, both in PRD and WDM, PCHIP shows better results
due to the shape preservation criteria.
• In MITDB, as an overall average, interpolation improves the quality of ECG
data as shown in Figure 5.7. What differs this database from the former, is that
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Figure 5.6: CC, PRD and WDM values of ERi matching for subject 16265 in NSRDB
before interpolation, applying PCHIP and SPLINE.
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Figure 5.7: CC, PRD and WDM values of ERi matching for subject 205 in MITDB
before interpolation, applying PCHIP and SPLINE.
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Figure 5.8: CC, PRD and WDM values of ERi matching for subject 12 in AFPDB
before interpolation, applying PCHIP and SPLINE.
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Figure 5.9: CC, PRD and WDM values of ERi matching for subject 810 in SVDB
before interpolation, applying PCHIP and SPLINE.
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PHCIP dan SPLINE seems to have slightly equal results after the quality en-
hancement techniques. The reason maybe due to the higher sampling frequency
of the database as compared to NSRDB. Higher sampling frequency means more
points on the ECG signals which makes the insertion of additional ECG data
points within the given range less effective.
• In AFPDB, the outcome of the enhancement techniques to AFPDB is compara-
ble to NSRDB where interpolation is meaningful to ECG data in low sampling
frequency as shown in Figure 5.8. The results were not as good as NSRDB but
obtained exceptional output even though it contains subject with irregular heart
condition.
• In SVDB, there was a slight impact of correlation with the abnormality of the
heart as shown in Figure 5.9. Here, SVDB, AFPDB and NSRDB have the same
sampling rate and the results were as good as the former databases. Thus, as
long as the sampling rate is low, the interpolation methods work better even
though using databases containing patients with heart abnormalities. We recall
again as using only the portion of the QRS complex as the extracted features
in the experiment. In relation to this, the results obtained by all four databases
suggests that by only using the QRS complex, person identification is possible
and can be improved when using ECG data with low sampling frequency.
5.4.4 Overall average CC, PRD and WDM for the databases
The overall average CC, PRD and WDM values of the four databases are important
as to compare the biometric matching techniques before and after applying PCHIP
and SPLINE. The results are described as in Tables 5.1, 5.2 and 5.3.
As we can observe from Table 5.1, CC has the tendency to maximize SPLINE of up
3.98% as compared to PCHIP with 2.67%. The smoothness of the signal produces low
variability between unknown signals and at the same time, creates a strong correlation
between signals.
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Table 5.1: Overall Average CC Value Before and After Applying PCHIP and SPLINE.
CC Before
Interp
PCHIP SPLINE PCHIP ef-
fect(%)
SPLINE
effect (%)
NSRDB 0.9421 0.9540 0.9725 1.2626 3.2224
MITDB 0.9175 0.9365 0.9369 1.9823 2.0332
AFPDB 0.8985 0.9224 0.9342 2.6702 3.9849
SVDB 0.9000 0.9233 0.9303 2.5839 3.3730
Table 5.2: Overall Average PRD Value Before and After Applying PCHIP and
SPLINE.
PRD Before
Interp
PCHIP SPLINE PCHIP ef-
fect (%)
SPLINE
effect (%)
NSRDB 0.2441 0.2376 0.2405 2.6724 1.4667
MITDB 0.1648 0.1643 0.1645 0.2825 0.1977
AFPDB 0.1967 0.1939 0.1960 1.4262 0.3965
SVDB 0.2336 0.2287 0.2303 2.0802 1.3938
Table 5.3: Overall Average WDM Value Before and After Applying PCHIP and
SPLINE.
WDM Before
Interp
PCHIP SPLINE PCHIP ef-
fect (%)
SPLINE
effect (%)
NSRDB 6.8684 0.4264 1.3061 93.7913 80.9838
MITDB 0.9431 0.6989 0.7575 25.8947 19.6786
AFPDB 3.5248 0.5927 1.5613 83.1849 55.7041
SVDB 5.6490 0.5692 1.1385 89.9233 79.8460
PRD in all four databases made some improvement of up to 1.47% for SPLINE
and 2.67% for PCHIP as shown in Table 5.2, but these results were not as good as
CC. The results shows that PRD does not provide good ECG signal reconstruction
quality when enhancement techniques are applied. The outcome of the middle row as
shown in Figure 5.5 supports the claim.
WDM, on the other hand, performed dramatically well when interpolation was
applied to lower sampling frequency datasets as in Table 5.3 with enhancement of up
to 80.98% for SPLINE and 93.79% for PCHIP. The reason being is that time-frequency
analysis (in this case wavelet decomposition using WDM) extracts information from
the signal where it separates the signal from the noise of interfering signals. Thus, this
makes the ECG signal to have high clarity where it is easier to analyse and interpret.
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Table 5.4: Overall Average CC Value using 14 Subjects Before and After Applying
PCHIP and SPLINE.
CC Before
Interp
PCHIP SPLINE PCHIP(%) SPLINE(%)
NSRDB 0.9225 0.9360 0.9520 1.4696 3.1865
MITDB 0.9521 0.9645 0.9652 1.3095 1.3704
AFPDB 0.8677 0.8931 0.9008 2.9554 3.8543
SVDB 0.8900 0.9233 0.9303 2.5839 3.3730
Table 5.5: Overall Average PRD Value using 14 Subjects Before and After Applying
PCHIP and SPLINE.
PRD Before
Interp
PCHIP SPLINE PCHIP(%) SPLINE(%)
NSRDB 0.2442 0.2385 0.2409 2.3267 1.3440
MITDB 0.1537 0.1535 0.1537 0.1499 0.0338
AFPDB 0.1895 0.1873 0.1892 1.1663 0.1788
SVDB 0.2335 0.2287 0.2303 2.0802 1.3938
Table 5.6: Overall Average WDM Value using 14 Subjects Before and After Applying
PCHIP and SPLINE.
WDM Before
Interp
PCHIP SPLINE PCHIP(%) SPLINE(%)
NSRDB 6.8436 0.4427 1.4191 93.5307 79.2641
MITDB 1.6537 1.1772 1.4060 28.8131 14.9760
AFPDB 2.7974 0.6925 1.9377 75.2453 30.7326
SVDB 5.6490 0.5692 1.1385 89.9233 79.8460
In other words, it avoids confusing real component from noise and lower computational
complexity where it ensures the time needed to represent and process a signal on a
time-frequency plane allowing real time implementation.
5.4.5 Changing the Sample Size
We conducted another experiment to observe the effect of changing the sample size
used in the study. In this scenario, we equally chose 14 subjects from each database
which gives 56 subjects in total as compared to 70 subjects for all the databases and
performed the same procedures as in the previous steps. The results are tabulated as
in Tables 5.4, 5,5 and 5.6.
Based on the results in these tables and comparing it with the outcomes in Tables
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5.1 to 5.3, in general, we found out that by increasing the sample size, the result
of the experiment would turn out to be much better. When comparing Tables 5.1
and 5.4, the overall average CC value increased from up to 3.85% with 14 subjects
to nearly 4% when using all the subjects. Tables 5.2 and 5.5 shows that when using
14 subjects, the overall average PRD value would be as high as 2.33% but the value
later increases of up to 2.67% when using all the subjects. Furthermore, the overall
average WDM value shows an increment of up to 93.79% when using all the subjects as
compared to 93.53% with 14 subjects as described in Tables 5.3 and 5.6. Therefore,
as the sample size increases, applying the proposed enhancement techniques would
similarly increase the matching values. Thus, this outcome supports the usability of
the proposed method for a large scale environment.
5.4.6 Verifying the Quality Enhancement Techniques
In order to verify whether the applied quality enhancement techniques performs better
for ECG based person identification system, we substituted the ECG dataset before
and after applying the quality enhancement techniques to Bayes Network (BN) clas-
sifier. This common type of classification techniques was used for various reasons.
One, the model handles conditions where some data entries are missing. Two, the
model can be used to gain understanding about a problem domain and to predict
the effect of its involvement. Three, it is an ideal description for integrating prior
knowledge and data. And, four, Bayesian statistical methods in conjunction with
Bayesian networks offer an efficient and principled approach for avoiding the over
fitting of data [37]. Moreover, our previous work in [99] using BN classifier achieved
a reasonably good classification accuracy for ECG based biometric. The fundamental
idea of BN has been described in Section 3.3.3 from Chapter 3.
The ECG dataset acts as extracted features for the classifier. As interpolation
increases the number of points within the range of discrete set of known data points,
so does the attributes in the classifier. Thus, as to obtain relevant attributes from
the process of interpolation and to avoid redundant features, attribute selection was
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Table 5.7: Classification Accuracy Before and After Applying PCHIP and SPLINE
Database Before In-
terp (%)
PCHIP
(%)
SPLINE
(%)
PCHIP ef-
fect (%)
SPLINE ef-
fect (%)
NSRDB 97.2 99.1 98.1 1.9547 0.9259
MITDB 95.6 98.5 97.1 3.0335 1.5690
AFPDB 97.1 98.8 99.2 1.7508 2.1627
SVDB 96.4 97.6 97 1.2448 0.6224
implemented.
Data mining algorithm tends to over fit and become less understandable due to
many irrelevant features which contributes to misclassification. This step gathers rel-
evant information to the mining algorithm, in an effort to reduce the issue of high
dimensionality of the data. Thus, attribute selection is a process in which a subset
of M attributes out of N is chosen, given that M ≤ N and this process assures that
data in the mining stage are of good quality. This in a way makes the execution of
data mining algorithms faster which can improve predictive accuracy of data mining
techniques. Several research efforts have shown the fact that features can be removed
without performance reduction [73]. In this paper, we have applied Correlation-based
feature subset selection (CFS) technique [34], which outperforms other feature selec-
tion algorithms, such as Relief [55] and ReliefF [91].
Later, BN and a ten fold cross validation technique which evaluates the general-
ization accuracy of the induction algorithm for ECG based person identification were
applied on the selected attributes to classify the subjects. The results of classification
of the subjects in all four databases are tabulated in Table 5.7.
Overall, PCHIP and SPLINE improves the classification accuracy of identifying
individuals for all the databases as high as 99.1% and 99.2% for PCHIP and SPLINE
respectively, as compared of up to 97.2% without enhancement techniques. The clas-
sification results verify that enhancement techniques would also increase the accuracy
rate. Furthermore, these results also suggests that selecting the correct extracted fea-
tures is very crucial to obtain good outcomes after applying enhancement techniques.
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5.4.7 Overall Deduction
Thus, as an overall analysis of the experimentations, we came out with seven (7) main
deductions:
• Enhancement techniques are most useful for subjects with low sampling rate
using WDM as it equally increases the quality of the data for all databases.
• Regardless of the cardiac condition, applying enhancement techniques to ECG
data with low sampling frequency achieves good results.
• PCHIP is more superior than SPLINE using PRD regardless of the change in the
sample size. Shape preservation interpolation technique are suitable for PRD.
• SPLINE is more superior than PCHIP using CC regardless of the change in the
sample size. SPLINE is more smoother than PCHIP as the QRS complexes re-
sembles with each other. On the other hand, PCHIP tends to preserve the shape
of each QRS and thus, this creates small variations in the signals. However, in
a positive manner, as the sample size increases, the variation tends to decrease.
• By increasing the sample size, the intra-subject correlation also increases based
on results in Tables 1 to 6.
• As the sample size increases, PCHIP and SPLINE are more distinct with each
other. WDM shows a very significant increase in the quality of data followed
by CC and then PRD. By using wavelet analysis, certain features which are not
readily available in time domain was obtained in a time-frequency domain.
• QRS complex alone can act as a biometric mechanism for ECG as it was proven
to be stable and unique in different individuals as in [98, 99, 102, 117].
5.5 Summary
This chapter presents the performance comparison of three biometric template match-
ing techniques for ECG data with the effect of applying two quality enhancement tech-
Summary 145
niques, namely, PCHIP and SPLINE. These techniques were tested with four different
public databases with two different sampling frequencies. The outcome of three ECG
based biometric matching methods showed an overall improvement when these quality
enhancement techniques were applied to the ECG signals. The results based on its
mean values of each subject, CC, PRD and WDM values of each (E,Ri) and overall
average CC, PRD and WDM values of four databases calculated from these three bio-
metric techniques as a result of feature matching of (E,Ri) suggests that interpolation
improves person identification for ECG recordings with lower sampling frequencies.
Moreover, increasing the sample size from 56 to 70 subjects improves the results of
the experiment by 4% for CC, 14.6% for PRD and 0.3% for WDM. Furthermore, as a
verification purpose, the results of classifying the subjects using BN proved the study
claim that interpolation achieves better outcome by obtaining higher accuracy rate
of up to 99.1% for PCHIP and 99.2% for SPLINE with interpolated ECG data as
compared of up to 97.2% without interpolated ECG data.
Chapter 6
ECG Based Biometric in a
Mobile Environment
In this chapter, we investigate the robustness of performing biometric identification in
a mobile environment using ECG signals. We implement our proposed biometric sam-
ple extraction technique to test the usability across classifiers. Subjects in MIT-BIH
Normal Sinus Rhythm Database (NSRDB) were used to validate the reliability and
stability of the subject recognition methods. Discriminatory features extracted from
the experimentation were later applied to different classifiers and mobile platforms for
performance measure using related biometric evaluation metrics.
The chapter is structured as follow. Section 6.1 lays out the background, moti-
vation and our contributions in this research. Section 6.2 will discuss related works
which is relevant to our study. Then, Section 6.3 elaborates in detail about the system
methodology which encapsulates signal acquisition, biometric extraction technique,
implementing biometric samples in mobile devices and subject recognition using dif-
ferent classification algorithms. Later, Section 6.4 analyze results obtained from the
experimentation considering important factors such as the computational complexity,
TET and classification accuracy. Finally, Section 6.5 draws the overall conclusion
from the experimentation.
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6.1 Introduction
There exist substantial research entities pertaining to ECG based biometric as a person
identification mechanism such as research in [13, 44, 108, 122] including our previous
works in [98–104]. It encapsulates a variety of recognition techniques which includes
mobile biometric identification system [5, 51, 82]. The latter is due to rapid and dra-
matic improvements of mobile device features and performance with high processing
power and large memory allocations such as smartphones. As a result, mobility has be-
come an increasingly important element of mobile biometric. However, litte has been
said about the performance evaluation of mobile ECG based biometric identification.
The feasibility of subject recognition techniques on mobile devices is significantly im-
portant because of the pressing need for better security to store personal and business
data or connecting to corporate networks on mobile devices.
Potential mobile ECG based biometric applications such as verifying army per-
sonnels in battlefields, identifying clients in financial institutions, validating voters in
elections or even recognizing automobile drivers as shown in Figure 6.1 are seen as
possible future applications. These scenarios requires reliable and easy to use recog-
nition method to secure personal information and protect individual identity against
unauthorized access. Moreover, Health Insurance Portability and Accountability Act
(HIPAA) 1996, European Union Directive 2002/58/EC and Law of the People Repub-
lic of China on Medical Practitioners also recommends security procedures in a mobile
environment to protect the confidentiality and privacy of electronic information being
transmitted in the air [1, 2, 81]. Thus, in this study, we investigate the reliability of
performing mobile ECG based biometric identification by applying different subject
recognition techniques.
6.1.1 Motivation
Smartphone is a ubiquitous and internet-ready device used to facilitate daily activi-
ties. As an implication of this technological advancement, mobile users tend to store
personal information such as credit card details, user passwords, email addresses or
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Figure 6.1: Potential mobile ECG based biometric scenarios such as verifying army
personnels in battlefields, identifying clients in financial institutions, validating voters
in an election or even recognizing automobile drivers.
other credentials on their devices which may increase severity and risk of identity
theft. Therefore, the ability to secure mobile phones determine the trustworthiness
and reliability of subject recognition methods. In any related situation, the main
objective is to create a seamless person identification mechanism. Thus, in order to
achieve this aim, we recognize three important issues which should be dealt with:
• In consideration with resource scarcity of mobile devices, what will be the com-
putational complexity of the proposed biometric sample extraction algorithm in
order to maintain high accuracy rates?,
• How long does it take to perform subject recognition using ECG signals in
different mobile devices?, and
• Which data mining technique used for subject recognition suits a mobile envi-
ronment using ECG signals?
These are among the most important highlights when we inquire about the reli-
ability and robustness of mobile ECG based biometric identification system. Since
mobile devices are not resource diversified as non-mobile systems, we investigate the
computational complexity of our proposed method and suggest subject recognition
techniques which suits mobile environment with the least amount of execution time.
To the best of our knowledge, such research analysis has never been report in pre-
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vious literatures. Thus, this factor has motivated us to initiate and perform further
investigations.
6.1.2 Contribution
In this paper, we evaluated three pertinent issues of mobile ECG based biometric
identification which have been neglected in existing works, which are:
• Performed ECG based biometric identification in three different mobile devices,
• Proposed an innovative biometric sample extraction technique that reduces the
computational complexity on mobile devices, and
• Suggested data mining technique that achieved high accuracy rate and low ex-
ecution time on mobile devices.
Thus, based on the experimentation results, subject recognition using ECG signals
on mobile platform is possible by obtaining low TET values while still maintaining
high identification accuracies. This is due to our proposed biometric sample extraction
technique which simplifies the computational complexity in mobile environment. Ad-
ditionally, the outcome of the mobile ECG based biometric outperforms non-mobile
platform such as laptop computer with high accuracy rate and rapid decrease of TET
when using Multilayer Perceptron (MLP) classifier.
6.2 Related Works
In the recent years, smartphones play an important role for the adaptation of security
mechanisms based on biometric. Different types of modalities have been used to imple-
ment mobile based biometric recognition such as the use of face, electroencephalogram
(EEG), gait and iris which includes research findings such as [24, 31, 56, 58, 59, 116].
These previous works will be briefly elaborated as follows.
Fu et. al. in [31] proposed a remote face biometric identification system with
handheld device. The system has a client-server framework with a handheld device
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served as the client and a control server served as the server. In the client side, only
image acquisition process was preceded due to the computing and storage limitations of
the handheld device. The remote control server diminished the luminance variation of
the extracted face regions. In the assist of the proposed three-points face localization
scheme, the possible verification errors induced by false face detection result was
minimized to increase the robustness of verification. The facial features were finally
fed into the Support Vector Machine verification kernel to decide whether to accept
users to enter the guarded area or reject to enroll again. However, the classification
accuracy has not been specified which unabled us to make comparison work.
Tao and Velhidus in [116] proposed a secure, robust, and low-cost biometric au-
thentication system on the mobile personal device for the personal network. The
system consists of the following five key modules: 1) face detection; 2) face registra-
tion; 3) illumination normalization; 4) face verification; and 5) information fusion.
For the complicated face authentication task on the devices with limited resources,
the emphasis was largely on the reliability and applicability of the system. Both the-
oretical and practical considerations were taken. The final system was able to achieve
an equal error rate of 2% under challenging testing protocols. The low hardware and
software cost made the system well adaptable to a large range of security applications.
However, the classification accuracy and total time were not evaluated. Moreover, this
study deals with biometric authentication whereas in our case, we are investigating a
biometric identification scenario.
Klonovs et. al. in [56] proposed the development of a mobile EEG based biometric
recognition system. Short term EEG recordings were transformed to represent unique
biometric identifiers. The uniqueness of the proposed system is it requires wearing the
EEG neurohead set for only a few seconds and making it impossible for an intruder
to directly force an authorized access. However, it takes relatively an average of
10 minutes to adjust the neurohead set including moisturizing the EEG sensors and
adjusting them so that they are in the correct locations and are unobstructed by
hair. Furthermore, the study proposes an architectural design which does not include
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evaluation of the system performance.
Kwapisz et. al. in [59] used the accelerometer in commercially available smart
phones to identify and authenticate cell phone users. The data coming from a user’s
normal daily activities, such as walking and climbing stairs, while keeping a cell phone
in their pocket. This work confirms a conclusion coming from clinical research which
shows that gait, the way a person walks or runs, is sufficient to distinguish between
individuals. The data were sampled from each of the users and then aggregated into
examples, each one of which is associated with a specific cell phone user. The authors
chose Android-based cell phones susch as the Nexus One, HTC Hero, and Motorola
Backflip for their experiments because not only they are free, open-source, easy to
program, but also because they contain tri-axial accelerometers that measure accel-
eration in three spatial dimensions. This work has several contributions such as the
demonstration that raw time series accelerometer data can be transformed into cases
that can be used by conventional classification algorithms. The authors also show
that it is possible to perform identification and authentication with commonly avail-
able (nearly ubiquitous) equipment and yet achieve highly accurate results. However,
the highest accuracy value was less than 95% which leaves an error rate of 5%.
Derawi et. al. in 2010 in [24] focuses on enhancing the security functionalities
and features on mobile devices using gait recognition as a protection mechanism.
Previous works use expensive equipment whereas the authors of the paper used a
commercially available mobile device with low-grade accelerometers. Specifically, they
used the Google G1 phone containing the AK8976A embedded accelerometer sensor.
The experiment involved placing the phone at the hip of each volunteer to collect
gait data, which subsequently went through the pre-processing, cycle detection and
recognition analysis phases. After 51 trials, the error rate was determined to be 20%
and not suitable to be used as an identification mechanism and,
Kurkovsky et. al. in [58] described an approach to adapt iris recognition for
resource constraint mobile-phones by reducing its computational complexity. The
system was implemented using C# running on .NET compact framework. The iris
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recognition system was tested using CASIA iris image database. The result of the
system runtime was consistently under 3 seconds. However, the number of subjects
has not been specified and classification rates were not computed which did not allow
us to perform comparison study.
Even though previous works discussing biometric on mobile devices, based on our
knowledge, the use of ECG signals for biometric identification is relatively new with
only a few studies such as research works in [5, 51, 82] utilizes ECG signals in mobile
environments which we will briefly explain.
Poon et. al in [82] uses the interpulse interval (IPI) as the biometric trait to secure
wireless body area sensor networks for telemedicine and m-health. However, the study
focuses only on the half total error rate (HTER) under different conditions when using
different bit length and signal with various sampling frequencies.
Agrafioti et. al in [5] explores the feasibility of ECG based identity management
in mobile health monitoring applications. An identification performance as high as
94.9% was achieved when the proposed recognition technique were applied to mobile
systems. However, the identification rate still opens up for more better approach to
recognize subjects more effectively.
Jurik and Waver in [51] proposed an approach called the Secure Mobile Comput-
ing (SMC) system to secure mobile devices based on body sensors. The aim of the
system is to respond dynamically to signal changes from sensors and incorporate these
information into set of policies that derives how the mobile device is to respond. How-
ever, it does not focus on identification of individual but rather verifies the presence
of individual and proposes set of events based on the mobile device’s states.
Based on these limited literature using ECG signals on mobile environment, little
has been said about the performance metrics such as accuracy rate and total execution
time that evaluates the classification performance of a mobile ECG based biometric
identification system. Moreover, the complexity analysis of proposed algorithms on
mobile has also been neglected. If we were to consider the execution time of biometric
modalities in mobile devices in general, it has only been reported in [15] where the
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study applies fingerprint based biometric to hardware and software module with total
execution time of 5.57 and 15.69 seconds respectively.
Thus, despite the increasing research initiatives to develop improvised or innovate
new mobile biometric system, the field has room for improvements when using ECG
signals. This factor is significant as figuring out solution as to enable the implemen-
tation of mobile ECG based biometric identification will suggest the robustness and
reliability of the system in large scale scenarios.
6.3 Method
The overall architecture of the proposed system begins with ECG signal acquisition.
Next, QRS samples are segmented as salient enrolment and recognition features using
our proposed biometric samples extraction techniques. Then, these biometric samples
are fed to three different brands of mobile devices. Later, classifications are performed
using these mobile devices and the performance measures are calculated. Figure 6.2
summarizes the general architecture of the proposed system. The next sub-sections
will elaborate more on these steps in detail.
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Figure 6.2: The Proposed Subject Recognition Technique using ECG signals on Mobile
Devices
6.3.1 Signal Acquisition
ECG signals of all the subjects were acquired from an online physiological signal
archive for biomedical research which consists of subjects from the MIT-BIH Normal
Sinus Rhythm Database (NSRDB). The database has sampling frequency of 128 Hz
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and each subject has 30 seconds of ECG recordings. NSRDB includes 18 ECG record-
ings of subjects referred to the BIH Arrhythmia Laboratory. These ECG entries are
obtained from among a collection of databases publicly available online from Phys-
ioNet [79] which has been extensively used for benchmarking algorithms pertaining to
ECG diagnosis, analysis, compression, biometric and other researches.
NSRDB’s sampling rate of 128 Hz accommodates resource scarcity factor of a
mobile environment. The reason being is that some commercially available mobile
ECG recorders use very low sampling frequencies, e.g. 128 Hz, 100 Hz or even 50
Hz [22, 68]. As to justify the practicality of the proposed approach, we look into
implementation of mobile ECG based biometric identification system in the worst
case scenario.
ECG R Peak 
Detection
Equal Samples of QRS in
Different Time Instances
Normalization of 
QRS complexes
Figure 6.3: Sample selection and normalization technique for NSRDB
6.3.2 Biometric Sample Extraction
After ECG samples have been acquired, biometric sample extraction technique which
was proposed in our previous work [104] is implemented. This technique consists of
ECG R peak detection, QRS sample selection and normalization as shown in Figure
6.3. The steps of the method are briefly described in the next sub-sections.
Biometric Sample Selection
ECG datasets acquired from the measurement device are segmented from the signal
morphology to extract distinct features. QRS complex which is known to be unique
and less effected by abnormalities caused by heart conditions [102–104, 117] is chosen
to be the segment of the ECG signal that would represent the sample datasets.
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In order to accomplish the aforementioned task, first, R wave is detected from the
ECG morphology since it possess identifiable criteria as compared to other segments
of the ECG wave. These criteria includes becoming the highest, prevalent and most
obvious point in the PQRST morphology. Then from the identified R peak, 21 equal
number of data points are selected from the left and right of the reference point. The
reason we chose 21 subject is because the formation of QRS complex is optimum for
our case in this study. This procedure is reiterated several times in different time
instances for a subject. We repeat the same steps for all 18 subjects involved in the
study.
Biometric Sample Normalization
After extracting biometric samples from the ECG morphology, these raw QRS seg-
ments are then normalized to minimize the variance between samples. ECG signals
tends to be deviated from the isoelectric line due to these abnormalities as an effect
of heart rate variability. The process of normalization would level out the deviation
between QRS samples. This technique can be defined as in Equation. 6.1.
Normalization,N =
x− µx
nx
(6.1)
where x is the QRS segment, µx is the mean of x and nx is the data points in
x. Normalization automatically removes baseline wanders effect by keeping the data
points closer to each other and near to the isoelectric line.
6.3.3 Mobile Phone Platforms
Once QRS samples are selected and normalized, these ECG data are divided into en-
rolment and recognition datasets which are fed to the smartphones. Android platform
based smartphones were chosen as the operating system as it is free, open source,
programmable and dominant in the smartphone market. Our studies employs three
types of Android phones which are the Samsung Galaxy S II, HTC Sensation 4G and
LG Optimus P9706 as shown in Figure 6.4.
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Figure 6.4: Mobile phones used in the study : (From left) Samsung Galaxy S II, HTC
Sensation 4G and LG Optimus P9706.
Samsung Galaxy S II operates with Android version 4.0.4 (Ice Cream Sandwich)
with a dual core 1.2 GHz processing power. It has 32 GB of storage and 1 GB of
internal memory. On the other hand, HTC Sensation 4G runs with Android version
2.3 (Gingerbread) with a dual core 1.2 GHz processor. It is equipped with 1 GB of
internal storage and 768 MB of RAM. LG Optimus P9706 uses Android version 2.2
(Froyo) with a single core 1 GHz processor. This mobile device contains 1 GB of
storage and 512 MB of internal memory.
The mobile devices receive ECG datasets after performing biometric sample ex-
traction process. By using these ECG samples, matching process is executed using a
Java application capable of performing data mining on mobile created using a multi-
language software developer called Eclipse version 4.2. A total of four commonly used
classifiers are applied which are Bayes Network (BN), Naive Bayes (NB), Multilayer
Perceptron (MLP) and k Nearest Neighbour (kNN) to demonstrate the robustness
of the proposed biometric sample extraction techniques. BN, NB, RBF and kNN
classifiers are briefly described next.
6.3.4 Subject Recognition Techniques
The objective of supervised learning is to search for subdivision of instances into
sectors labeled with one of the target classes. Based on the results of these clas-
sification algorithms, we will be able to determine the classification performance of
mobile ECG based biometric identification system in terms of accuracy rate and exe-
cution time. Thus, by considering these two performance metrics, we will be able to
determine which data mining technique suits a mobile ECG based biometric identifi-
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cation environment. A total of four commonly used classifiers are applied which are
Bayes Network (BN), Naive Bayes (NB), Multilayer Perceptron (MLP) and k Nearest
Neighbour (kNN) to demonstrate the robustness of the proposed biometric sample
extraction techniques. The same basic knowledge of BN, NB and kNN classifiers have
been discussed in previous chapters. For NB, the same concept was used in Section
2.2.5 from Chapter 2 whereas the explanation of BN and kNN are similar in Section
3.3.3 from Chapter 3.
6.4 Experimentation and Results
We implemented the proposed biometric sample extraction technique using all subjects
in NSRDB to identify and differentiate individuals. The ECG recordings for each
subject composes of 12 QRS samples acquired randomly in different time instances.
As a pattern recognition method, half of the ECG samples were used as enrolment
data and the remaining samples represent recognition ECG datasets.
Complexity analysis is performed to investigate the reliability of the proposed
feature extraction method in mobile environment where we compare with three related
works. Classification accuracy and total execution time (TET) were also chosen as
the performance metrics to determine which data mining technique suits a mobile
environment. TET here means the amount of time it takes for a data mining technique
to be executed on a mobile phone platform.
6.4.1 Complexity Analysis
Most of the existing detection approaches rely on feature extraction techniques that are
computationally intensive, making them unsuitable for implementation for ECG based
biometric on mobile platforms. Therefore, our biometric sample extraction techniques
will be examined whether it is able to reduce the computational cost to extract these
features or vice versa. The amount of steps and operations involved would determine
the capability of any proposed algorithm. Thus, we would be comparing our proposed
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extraction technique with three other related works dealing with QRS extraction in
ECG signals for mobile environment.
In the past, there have been various feature extraction and classification ap-
proaches. The suitability depends on the processing power of devices and their ap-
plications. In this section, we perform algorithm comparison analysis in terms of run
time complexity with previous worked done by Friensen et. al. in [29] , Meli in [67]
and Mai in [64]. The analysis of these algorithms are represented by Big O notation.
This expression describes the execution time required or the amount of space acquired
by an algorithm, specifically in the worst case scenario where the algorithm will run
maximum number of steps.
Algorithm 4 Raw QRS Complex Detection [29]
Input: samples[n] {a vector contains n raw data samples from an ECG record}
Input: ratio {a number from 0.5 to 0.9 to calculate the slope threshold of a QRS complex}
Input: duration {the length of the ECG record in minutes to calculate the size of the output array}
Output: peaks[m] {stores all positions of m QRS complexes detected, each element is an index to
another element in the samples vector}
1: peaks ← initialiseZeros(duration) {creates and fills the peaks vector with zeros}
2: y ← initialiseZeros(samples.length) {initialise a vector to store the slope thresholds of each ECG
sample in the record}
3: for i = 3 to samples.length - 2 do
4: y[i]← −2×samples[i− 2]− samples[i − 1]+ samples[i + 1]+ 2×samples[i + 2]
5: end for{calculate the slope of each sample}
6: threshold = ratio × max(y) {calculate the threshold}
7: i← 3
8: peakCount ← 1
9: findPeakLength ← 10 {the number of consecutive samples to be checked}
10: while i ¡ samples.length - findPeakLength do
11: peakIndex ← 0
12: if y[i] > threshold then
13: peakValue ← samples[i]
14: peakIndex ← i
15: for j ← i + 1 to i + findPeakLength do
16: if samples[j] ¿ peakValue then
17: peakValue ← samples[j]
18: peakIndex ← j
19: end if
20: end for
21: end if
22: if peakIndex 6= 0 & peakCount ≤ peaks.length then
23: peaks[peaksCount] ← peakIndex
24: peakCount ← peakCount +1
25: i← i+ findPeakLength +1
26: else
27: i← i+ 1
28: end if
29: end while
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One of the most effective QRS detection algorithm is called FD1 in [29]. It directly
accepts raw ECG data for classification. The sizes of the sample, ratio and duration
inputs are n with large numbers since we consider the worst case scenario. Step 3
involves a loop operation which requires O(N) run time complexity. However, since
Step 15 is a nested for loop operation inside another while loop operation, the run
time complexity of the algorithm increases to O(N2) as the inner operation makes the
algorithm to double the order of the growth. Even though, an if condition occurs
in Step 22, eventually in a worst case scenario, Algorithm 4 would still have O(N2)
run time complexity. In other words, the run time of Algorithm 4 will increase in a
quadratic manner as n increases.
Algorithm 5 Normal Heartbeat Superimposition [67]
Input: samplingRate ← 360
Input: rPeakDistances[n] ← [157, 150, 152, 144, ..., ...]
Input: beats[n][] ← [[0.0, 0.03, 0.05, . . .], [1.0, 1.03, 1.05, . . .], . . .]
1: maxRPeakDistance ← max(rPeakDistances)
2: offSet ← 0
3: for i=0 to n do
4: offset ← maxRPeakDistance − rPeakDistances[i]
5: for j = 0 to length(beats[i]) do
6: beats[i][j] ← (1/samplingRate) × (j+offset)
7: end for
8: end for
The proposed Algorithm 5 in [67] classifies heart beat by comparing morphological
features of other heart beats. The total number of heart beats in a normal sinus
rhythm are superimposed so that R peak are aligned to each other. In the worst case
scenario, n sample size of input is an arbitrarily large number. Step 3 until the end
of the algorithm (Step 8) has O(N2) run time complexity because of the nested loop
operation in Step 5 which increases linearly with the size of vectors of the heart beats.
Thus, the complexity cost is proportional to the square of numbers of heart beats.
Algorithm 6 in [64], extracts salient features from Cardioid based graph. The
input are QRS samples which has a size of n in a worst case scenario. Step 1 and
5 consists of zero arrays generated by createZeroV ec. This is a linear function with
O(N) run time complexity. For loops in Step 2 and 6 are linear with O(N) run time
complexity. This condition is also true for the mean function in Step 9 to 10. In Step
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Algorithm 6 Cardioid Based Feature Extraction [64]
Input: samples[n] {A vector contains n raw data samples from an ECG record}
Output: coordinates[10] {A vector contains 5 coordinates of x and y of the centroid, left, right, upper
and lower extremes}
1: x ← createZerosVec(n − 1) {A vector contains n − 1 elements which are the y-coordinates of a
Cardioid loop}
2: for i=1 to x.length do
3: x[i]← samples[i]
4: end for{populate vector x}
5: y ← createZerosVec(n − 1) {a vector contains n-1 elements which are the y-coordinates of a
cardioid loop}
6: for i=1 to y.length do
7: y[i]← samples[i + 1]− samples[i]
8: end for{populate vector y}
9: coordinates[1] ← mean(x) {x-coordinate of the centroid}
10: coordinates[2] ← mean(y) {y-coordinate of the centroid}
11: coordinates[3] ← x[indexOfSmallestElement(x)] {x-coordinate of the left extreme}
12: coordinates[4] ← y[indexOfSmallestElement(x)] {y-coordinate of the left extreme}
13: coordinates[5] ← x[indexOfLargestElement(x)] {x-coordinate of the right extreme}
14: coordinates[6] ← y[indexOfLargestElement(x)] {y-coordinate of the right extreme}
15: coordinates[7] ← x[indexOfLargestElement(y)] {x-coordinate of the upper extreme}
16: coordinates[8] ← y[indexOfLargestElement(y)] {y-coordinate of the upper extreme}
17: coordinates[9] ← x[indexOfSmallestElement(y)] {x-coordinate of the lower extreme}
18: coordinates[10] ← y[indexOfSmallestElement(y)] {y-coordinate of the lower extreme}
11 to 18, the functions indexOfSmallestElement and indexOfLargeElement find
indices of the smallest and largest element in a given vector. These functions are also
linear with O(N) run time complexity. Thus, Algorithm 6 has a maximum order of n
run time complexity or O(N).
Algorithm 7 Proposed Sample Selection and Normalization Technique
Input: ECGsignal
Input: Samplingrate
Output: n numbers of data points forming the QRS complex
1: {Step 1: R wave detection by detecting the highest peak in the ECG signal}
2: r = QRSdetect(ECGSignal,Samplingrate)
3: {Step 2: Equal space to the left and right of the detected R wave}
4: qrs = EqualSpace(r)
5: {Step 3: Repeat Step 2 for N times where N is equal to the number of QRS complexes}
6: while i 6= N do
7: qrs(i) = EqualSpace(r(i))
8: end while
9: {Step 4: Normalize the QRS complexes by using N = x−µx
nx
}
10: Nqrs = Normalize(qrs(i))
11: {Step 5: Apply Nqrs sample points to the four classifier}
Our biometric sample extraction algorithm as in Section 6.3.2 can be summarized
as in Algorithm 7. The input to our algorithm are ECG signals obtained from NSRDB.
In general, the size of the input can be represented as n samples. In the worst case
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scenario, n is a large value. The input for the sampling rate is a constant value of
128 Hz. Step 3 to 10 are linear function with O(N) run time complexity in detecting
the QRS segments. Since NSRDB consists of normal and healthy subjects, identifying
R peak is easier where we only search for the maximum peaks in the signals which
contributes to O(N) run time complexity. Then, this allows us to linearly select equal
points to the left and right of the R wave with also O(N) run time complexity. Step
11 and 12 requires the samples to be subtracted with the mean value and later divided
by the total amount of samples. The mean value, µ, and the total number of samples,
nx are constant values which gives us O(N) run time complexity for the value of x.
Therefore, Algorithm 7 is O(N) when we consider the worst case scenario with the
highest order of n run time complexity. Thus, this indicates that the complexity cost
will linearly increase with the size of n.
However, the difference of our proposed biometric sample extraction technique
as compared to other methods is the lowest run time complexity among four of the
algorithms. Our algorithm is even better than Algorithm 6 as we integrate the QRS
detection process in our algorithm, whereas Algorithm 6 takes the output of QRS
detection algorithm from other processes as the input of the proposed Algorithm 6.
Thus, this shows that our algorithm is faster and efficient as compared to other related
approaches.
6.4.2 Accuracy Rate & Total Execution Time
Another aspect of measuring the performance of mobile ECG based biometric is eval-
uating the accuracy rate and total execution time. Figure 6.5 describes accuracy
rates when applying four commonly used classification algorithms which are BN, NB,
MLP and kNN. In addition, Table 6.1 presents the TET results when evaluating four
classifiers to three mobile phone platforms. We compare the results of three different
mobile phone platforms with a non-mobile system using a Toshiba Satellite L745 lap-
top computer equipped with Intel Core i5-2340 model having a central processing unit
(CPU) power of 2.4 GHz. The system also is installed with 4 GB of internal memory.
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Classification Accuracies using Multiple Classifiers 
in NSRDB
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Figure 6.5: Classification accuracies of multiple classifiers using NSRDB in mobile
and non-mobile platforms
As illustrated in Figure 6.5, implementing these classifiers to a mobile and non-
mobile platform has little substantial affect as the accuracy rates remain nearly con-
stant in both platforms. All of the classifiers obtained average accuracy rates of more
than 98%. These results show that our proposed biometric sample extraction tech-
nique is robust across different classifiers with the capability of obtaining high accuracy
values in different classifiers considering not more that 2% misidentifcation. Moreover,
the consistency of classification accuracies in mobile and non-mobile devices suggest
the suitabilty of our proposed method regardless of the platform.
Table 6.1: Total Execution Time (TET) for a non-mobile platform (laptop) com-
pared against three different mobile phone platforms implementing 4 commonly used
classification algorithms in NSRDB
Database Classifier TET (Laptop) TET (Samsung) TET (HTC) TET (LG)
BN 20 163 189 216
NSRDB NB 30 1580 2274 2968
MLP 1780 214 244 250
kNN 20 292 455 618
Note: The displayed duration time are in milliseconds (ms).
Table 6.1 shows the TET for a non-mobile platform (laptop) compared against
three different mobile platforms implementing four commonly used classification algo-
rithms in NSRDB. Samsung Galaxy S II obtained the least time duration as compared
to the other two mobile platforms by obtaining 163 ms when using Bayes Network.
However, if this result were to be compared with the TET of a non-mobile platform
using the same classifier, the total time actually increased from 20 ms to 163 ms.
Since, the least time is suitable in a mobile environment, MLP would become a better
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candidate as the TET using laptop rapidly decreased to 87.97% from 1780 ms to 214
ms (which is less than a second (0.214 seconds)). MLP is a standout and the only
classifier capable of reducing TET in the mobile platform when compared against the
non-mobile platform.
In summary, if both (classification accuracy and TET) were taken into considera-
tion, MLP would suit a mobile environment when assessed using NSRDB due to the
highest average classification accuracies and least TET.
6.4.3 Discussion
One may wonder of one important question when assessing the results which is why
MLP is an overall better solution for a mobile environment?
MLP is a neural network classifier which specifically associates each ECG data
points with a weightage factor and later compares the output with other ECG data
points in different time instances. The aim would be to determine the similarities
between varying ECG instances considering minimal error variances. In other words,
the algorithm would make error comparison between given output and desired output.
This is the strength of this classification algorithm as it is capable of assigning weight
factor to each node in the neurons and activation functions which further minimizes
error discrepancies between ECG samples. Furthermore, the low TET value of 0.214
seconds and classification accuracy of 99.07% suggests the suitability of MLP classifier
in mobile platform.
6.4.4 Overall Deduction
Based on the overall experimentation results, we can deduce four main points:
• ECG biometric identification is possible in three different mobile devices.
• The computational complexity of the proposed algorithm simplifies the identifi-
cation process as compared to related works.
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• Classification accuracy of mobile and non-mobile platform does not give any
significant difference as it nearly consistent which shows the suitability of our
proposed system on mobile environment.
• TET values were significantly low on mobile devices as compared to a non-mobile
device while maintaining high accuracy rates ranging from 98.30% to 99.07% in
different classifiers.
6.5 Summary
In this chapter, wwe have demonstrated a robust and reliable subject recognition tech-
nique applied in a mobile environment using ECG signals. A total of 18 subjects were
used in this study from NSRDB. Complexity analysis shows that our proposed bio-
metric sample extraction algorithm outperforms previous related works by promoting
lower processing time in mobile. Classification accuracy and total execution time were
regarded as the evaluation metrics to measure the performance of the system. Based
on the experimentation results, MLP is suggested as a possible data mining technique
which suits a mobile environment obtaining high classification accuracies in NSRDB
with up to 99.07% combined with 0.214 seconds of execution time. Samsung Galaxy S
II outperformed HTC Sensation 4G and LG Optimus P9706 by obtaining the highest
accuracy rate and least amount of execution time. This gives and indication that
the higher the capacity of the processor and the larger the memory contributes to
a better and reduced total execution time. Nevertheless, all mobile phone platform
achieved better results as compared to non-mobile platform (laptop computer) when
using MLP (considering both accuracy rate and total execution time together). Thus,
these outcome supports the usability of mobile ECG based biometric identification
system.
Chapter 7
Conclusion
7.1 Concluding Remarks
ECG is a potential identification mechanism as a result of its competitive classifica-
tion performances which promotes user acceptability. Automatic liveness detection
of ECG signals has become the strength which lifts up ECG as a biometric modality
that is suitable not only for normal individuals but also convenient to people with dis-
abilities. The heart signal which signifies life indication broadens the implementation
to extensive groups of people and fulfils the biometric requirement of universality. On
the other hand, the ageing effect of a person which portrays signal variation from an
infant stage to later becoming stable when they are an adult reflects the weaknesses
of this biosignal [62]. ECG varies among individuals due to the differences in anatomy
and physiology of the heart. Normally, it is found that a progressive change in individ-
ual anatomy takes place since birth. It causes the change in the chest configuration,
weight gain and physiology of the heart which results in variation in the features of
the ECG signals. Several studies have been conducted to determine the difference
in normal limits of ECG parameters to ageing such as studies in [19, 25, 33, 62, 90].
From these previous work, it is concluded that ageing has an affect to the ECG sig-
nals due to the change in physiology of the heart. Thus, signal recalibration should
be performed based on the age variability to update ECG templates for biometric
165
Overall Thesis Contributions 166
identification. Interestingly, this weakness can be regarded as an advantage to bio-
metric cryptosystems as variability of features extracted in different periods of time
secures biometric data much better [47, 88, 120]. Analogically, this particular scenario
also applies to passwords for email accounts where every once in a while, we tend to
change our current password to avoid our account to be compromised and prevent
unauthorized users from accessing personal information. Thus, in both strength and
weakness criteria, ECG characteristics satisfy the requirement of a practical biomet-
ric system. Several methods and approaches have been proposed and introduced to
justify ECG as a feasible biometric modality. Many of which, however, escapes the
reality of real life scenarios. This means that most of the previous research fail to
prevail ECG signal as a much better alternative or complement to currently commer-
cialized biometric modalities such as fingerprint, face and iris. In general, this thesis
has highlighted the limitation of existing works by tackling fundamental issues which
hinders the capability and practicality of ECG signals to be implemented in biometric
applications.
This thesis has also made extensive studies of the basic concepts by considering
different aspects of ECG based biometric identification schemes. As a result, multiple
biometric sample extraction and enhancement techniques have been proposed and
evaluated in terms of distinctiveness, permanence, collectability and performance. A
summary of the thesis contributions to ECG based biometric identification research
is described in Section 7.2. Some limitations of our study and recommendations for
future work are then presented in Section 7.3. Finally, the type of challenges that
needs to be overcomes towards a practical ECG based biometric identification system
is discussed in Section 7.4.
7.2 Overall Thesis Contributions
In a systematical order, the contributions throughout this thesis are described based
on the research problems of the study.
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7.2.1 Biometric sample selection
High dependency of the attribute selection process on fixed data points in time series
confines the capabilities of subject recognition techniques. Slight changes in the sig-
nal morphology causes enrolment and recognition datasets to differ when performing
biometric matching. Thus, to overcome this issue, we implemented Cardiod based
graph, a simple and efficient domain representation method for biometric identifica-
tion. Since Cardioid based graph is still in it’s infancy stage, further improvements
for it to become a better subject recognition technique are necessary. Thus, in this
research problem, we proposed two attribute selection methods capable of addressing
the limitations of the previous Cardioid approach as investigated in Chapter 2. In
Method 1, the discriminatory features when represented using Euclidean distance lifts
the reliance of classification performance on fixed points in the time domain represen-
tation and surpasses signal irregularities such as baseline wanders. The ability to use
the advantage of distance measurement is mostly contributed by the natural shape of
QRS complexes. The symmetrical portions of the left and right side of the R wave
forming a bell shape signal justifies the effectiveness of Cardiod based graph. As a re-
sult, self-similar samples are produced. However, since two biometric samples obtained
in different time instances are never identical, Method 2 was introduced to compen-
sate with the variability of enrolment and recognition data points. Reducing error
gaps of enrolment and recognition data points increase the probability of these two
entities to resemble each other, and thus increases recognition scores when matching
is performed. Being aware of the future potentials of Cardiod based graph character-
istics for remote and mobile biometric applications, the capability and robustness of
our approaches have thus been justified with experimentation results outperforming
previous work.
7.2.2 Biometric recognition using samples with different conditions
A most important question neglected by researchers in ECG based biometric is the
robustness of proposed approaches against different conditions. Will these approaches
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sustain and resist abnormalities in the signal and still have the ability to perform
subject recognition? To experience normal and constant heart rhythms throughout
our entire life is impossible. ECG signals always fluctuates and varies over a period
of time, normally influenced by factors such as body movements and heart diseases.
Thus, due to these issues, we have classified our research problem relating to differ-
ent conditions into two core chapters which deals with pathological and physiological
conditions. In Chapter 3, we proposed an innovative and efficient biometric sample
extraction technique involving the process of normalization and convolution which
is capable of identifying individuals with different heart conditions. We also tested
the reliability of the proposed approach across four commonly used classification al-
gorithms. The experimental analysis shows that our NCN technique outperforms
existing subject recognition methods in different heart irregularities and across clas-
sifiers. The capability of the proposed approach thus expands user acceptability to
a wider group of people. Later in Chapter 4, we proposed another biometric sample
extraction technique when using ECG signals with different physiological conditions.
A total of three significantly important set of experimentations were performed as to
prove the stability of our method. Our results on time and physiological variabilities
suggest high recognition performance. In addition, extensive analysis on this topic
were performed due to resource scarcity of the topic which enabled us to diversify
our investigations. Thus, results of our experiments when compared with few related
studies showed that our proposed biometric sample extraction technique outperformed
previous works. Therefore, the most fundamental issue when dealing with the imple-
mentation of ECG based biometric identification systems to meet real life demands
have two alternative solutions.
7.2.3 Biometric sample enhancement
Every biometric system aims of maximizing positive identifications so as to ensure
stored credentials are kept safely and secure. In the case of ECG, we would nor-
mally acquire signals with high sampling frequency to preserve the quality of ECG
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samples. The interpretation of these signals would be more concise and reliable with
more information being captured. Nevertheless, this is not always the case as some
commercially available mobile ECG acquisition devices use low sampling frequencies
to operate. Reduced sampling rate means that vital compounds of the signal are
blocked unnecessarily. This phenomena leads to sample mismatch when we compare
enrolment and recognition datasets. Such a situation would be vulnerable for secu-
rity applications which requires high positive identifications. Thus, the formulated
research problem is examined in Chapter 5 where we considered the least case sce-
nario when using low quality ECG signals for biometric matching. Extensive analysis
were performed covering different angles of the issue. Based on the experimentation
results of applying two enhancement techniques using PCHIP and SPLINE interpo-
lations, quality of the data equally increased and are more evident with low sampling
rate databases. Shape preservation of PCHIP and signal smoothening of SPLINE
criteria contributes to better resemblance among ECG samples by reducing the cor-
relation error between data points which improves likelihood of positive matchings.
The capability of person identification has been expanded by covering a wider range
of biometric applications involving various levels of data acquisition devices. Thus,
tackling the issue of signal quality measurements has enabled ECG based biometric
recognition to be applied across frequencies.
7.2.4 Mobile biometric using samples with different conditions
Mobility is an important element to describe the robustness of a biometric system in
a variety of situations. The rapid advancement of communication technologies such as
mobile devices relaxes the conventional assumptions of ECG data acquisition by bring-
ing the technology out of hospital settings. The ability to perform mobile ECG based
biometric recognition simplifies identification of individuals. However, since mobile
devices are not resource diversified, the reliability of performing subject recognition
is vague. Moreover, in recent years, little have been said about the aforementioned
issue. Thus, Chapter 6 investigated this research problem in terms of the classifi-
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cation performance of ECG based biometric system in a mobile environment. We
applied our innovative subject recognition techniques in Chapter 4 in a mobile setting
and evaluated performance in terms of classification accuracy, total execution time
and computational complexity for subject recognition. In addition, we also suggested
data mining techniques that suits these performance measures. Based on our experi-
mentations on different mobile platforms and across a variety of classifiers, the results
outperform non-mobile platforms with the combination of a high accuracy rate, and
low execution time and complexity. Therefore, these outcomes promote the usability
of ECG based biometric identification in mobile environments.
7.3 Limitation of the Study and Recommendation for
Future Works
This thesis has proposed innovative biometric sample extraction techniques which
outperforms related schemes to produce a robust ECG based person identification
system. Nevertheless, there are still room for improvements to these approaches.
Based on our current analysis, we will briefly discuss limitations of our study and
suggests future work based on these limitations which are pertinent for the reliability
of an ECG based subject recognition system. The untouched issues are:
• ECG based biometric verification mode
• ECG based biometric template protection, and
• Capacitive ECG based biometric recognition
7.3.1 ECG based biometric verification mode
Throughout the whole thesis, we have been emphasizing our research on the identifi-
cation mode of biometric rather than the verification mode. Biometric analysis in the
latter mode is as important as in the former operation. This is one of the limitations in
our study where we neglected our consideration towards biometric based verification
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operation. In verification, an identity is claimed and the comparison process is limited
to checking the reference corresponding to the identity whereas in identification, no
claim of identity is necessary and the system searches its reference database to find if
a stored reference matches with the acquired biometric characteristics.
Based on our description in Section 1.1 from Chapter 1, biometric verification
mode deals with one-to-one comparison (which means one recognition data is com-
pared against one enrolment data) to determine the claimed identity, whether it is
genuine or false. An example is to authenticate personal user’s belonging such as
mobile phone, laptop, tablet, PDA and etc. Since this is the case, ECG recognition
data acquired from an individual while performing authentication may vary signifi-
cantly from the enroled data thereby affecting biometric matching results. This issue
is called intra-subject variations and the cause of these differences is when the subject
incorrectly interacts with the ECG acquisition device such as dispositioning of elec-
trodes, frequent body movements and etc. In addition, changing acquisition devices
which differs from the measurement device during enrolment may also cause variation
due to interoperability problem of two machines which results to output signal vari-
ations. The output signal should be interoperable to authenticate individuals across
platforms. Thus, signal variability due to sensor operation is of interest for future
research in an ECG based biometric verification system.
Another potential issue of ECG based verification would be the time variability
factor. Based on our analysis in Chapter 4, ECG based biometric identification could
compensate the ECG recognition samples as it is a 1-to-N process. N numbers of ECG
datasets are acquired which could be averaged to approximate the enroled ECG sam-
ple. When applying ECG based biometric verification, what is the probability of one
ECG sample acquired six months ago and compared against another sample collected
today which maybe influenced by different pathological or physiological conditions to
have a positive match? Thus, it is significantly important to further justify the reli-
ability of ECG based verification mode to remain sustainable due to time variability
and different conditions.
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7.3.2 ECG based biometric template protection
Another uprising issue is biometric template protection [46, 49, 134]. It is possible to
impersonate a person using fake fingerprints and hand palms obtained from objects
touched by the person, mimic other people’s voice from sound recorders, duplicate fake
faces and iris by static images, and copy signatures of a different person from the back
of stolen credit cards or merchant copies of grocery receipts. But how is it possible
for an identity thief to generate fake ECG signals of a person? ECG does not leave a
publicly visible trace. To the best of our knowledge, research on fake ECG samples has
never been reported. Nevertheless, it might be possible for an impostor to replicate
ECG signals, if, for example, they have compromised patients medical records from
hospital servers, then, the probability of identity fraud would be high since ECG is
a periodic signal in normal and healthy subjects. The ability to capture a few ECG
samples would be sufficient in order to replicate the signal. Thus, the main issue here
is how to prevent modification of templates in an ECG database which clearly has
not been addressed in our study. Abnormalities inherited in the ECG signals due
to pathological or physiological conditions plays a major role in this situation where
abnormalities create variations in the signal. Variation leads to matching error and
matching discrepancies promote misclassification. Thus, to what extent or limit these
abnormalities would still be able to recognize a person and at the same time, protect
ECG templates from adversary attacks? By reconsolidating positive experimentation
results in Chapter 3 and 4 using ECG signals with different pathological and physio-
logical conditions, thus, biometric feature randomization due to signal abnormalities
from different conditions comply with one of the main biometric template protection
characteristics. Therefore, ECG based biometric template protection with different
conditions will be another main objective for future research.
7.3.3 Capacitive ECG based biometric recognition
In recent years, capacitive ECG (cECG) measurement has been an active field of
research [20, 53, 76]. The major advantages of using cECG over conventional ECG
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are due to two reasons; i) the avoidance of potential artifacts due to poor electrode
contact to the skin, and ii) the substantial reduction in preparation time. Since it is a
non-invasive and non-contact ECG acquisition mechanism, signal measurements can
be performed practically anywhere, out of the hospital settings. Previous studies have
reported using cECG built into everyday objects such as cars, beds, bathtubs and office
chairs [17, 26, 43, 61, 129, 130]. It provides easy-to-use measurement where no medical
staff needs to be present and no complex preparation has to be done. Interestingly,
subject recognition using cECG measurement has never been reported and was not
considered in our study. Successful implementation of cECG leads to a new direction
for ECG based biometric systems in order to initiate ’biometric-on-the-go’ mechanism
offering quick identification of individuals. However, due to the scarcity of related
research in biometric recognition using cECG measurements, a feasibility study on the
viability of cECG towards subject recognition is a necessity. Factors that effect subject
recognition will be discussed and analyzed. Some pressing issues include the affect of
using one, two or three layers of clothing, performing biometric using other material
of clothing such as silk, wool, polyester and blended fabric, textile embedded with
electrodes and identifying a person with abnormal cardiac condition. The success of
this research area diversifies the robustness, capability and user acceptability of ECG
signal and adds commercialization value for ECG based biometric as an alternative
security mechanism.
7.4 Challenges for a Practical ECG Based Identification
System
ECG based biometric identification has shown the ability to recognize individuals in
different settings and various conditions as suggested in this thesis. However, there
remain challenges that need to be overcomed in order to have a practical biometric
system. These challenges can be categorized into technological and social aspects.
The technological part consists of security and performance factors whereas social
challenges concern about privacy. Let’s briefly examine these obstacles separately.
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In the technological aspect, security factors that are of concern includes accuracy
of recognition, vulnerability of the system, ease-of-use and availability to the public.
In terms of accuracy, an ECG based biometric system with consistently high recog-
nition accuracy under a variety of operational environment (such as pathological and
physiological conditions) is recommended. There is no human recognition system
which has 100% accuracy due to intra-class variation between samples. Therefore,
a threshold value is introduced. Whenever the threshold values is exceeded, posi-
tive identification is obtained. In order to maintain such results, a robust matching
algorithm is required under a variety of conditions. Currently there is no research
initiative in ECG based biometric system which caters both pathological and physio-
logical conditions simultaneously.
Vulnerability is the aspect where a biometric system resist potential security
breaches from spoof and malicious attack. Studies on ECG based biometric identifica-
tion system which offers high degree of protection to various vulnerabilities resulting
from intrinsic failures and adversary attacks is an under-researched area.
Ease-of-use promotes user-friendliness which may influence the public’s acceptance
towards an ECG based biometric system. Little has been said about non-invasive
devices for ECG data collection such as capacitive ECG for biometric purposes. If a
user is capable of using an ECG device for biometric identification in a form which
requires contactless acquisition device to collect ECG samples, user acceptability index
would increase significantly.
Availability to the general public would be another main concern. Whether it is
only available for certain exclusive facilities such as golf courses and executive accom-
modations while neglecting the public in general, would indicate the practicality and
need of an ECG based biometric system. If the system is used in financial transac-
tions on auto teller machines, bank counters, airport terminals, voting system, sport
venues, remote healthcare monitoring system, public transportation vehicles, student
and staff attendance in schools and universities, it would increase the probability of
the public’s acceptance. Publicly available ECG based biometric identification system
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would indirectly cultivate the technology in the society.
In terms of performance, a robust identity solution that can be deployed in a large
scale environment is of crucial significance. The capability of supporting millions
of registered user with the emerging technology of cloud computing in a distributed
network scenario demands for convenient storage facilities and good computation ca-
pabilities. High processing power is needed for large scale of ECG data which requires
quick human recognition application to be used. Such system applying ECG based
biometric identification has never been reported. If these technological challenges can
be dealt with, it indicates the reliability of an ECG based biometric identification
implementation.
In terms of social challenges, privacy remains as a major factor for the success
of a biometric system. Solutions that meet operational needs and safeguard personal
information would enhance public confidence towards biometric technology such as
biometric cryptosystem. This technique generates cryptographic keys based on bio-
metric samples. Little has been said about such system for ECG based biometric
identification.
Overall, the key challenge is to provide an appropriate balance between security
and privacy. If this situation is reached, ECG based biometric identification system
will be a practical and prospective alternative to current security applications.
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