Background: Confounding factors can easily make research hard to interpret and generalise. But there is currently no standard list of factors that should always be measured when conducting empirical investigations. Objective: To measure the explanatory power of eight simple metrics (two different pretests, number of members, total working time reported, development method used, test method used, formal specification method used, and programming language used) to explain external software project quality as measured by the project client. Method: We collected data on 54 software development teams over a five year period. A univariate analysis was used to calculate the explanatory power of the metrics and check for interaction effects between the categorical data. Results: Two of the proposed metrics (a pre-test based on a development project and the total time spent per team) led to significant explanation of the quality measurement. It was also noted that the differences between the Java and PHP programming languages did not explain the variation in quality, but some limited data available for JSP indicated this may not be the case for all languages. Conclusion: We recommend that any empirical investigations into external quality at least records the total time spent in man hours and an assessment of the competence of the developers. In addition future work is needed to determine if other programming languages explain variance in external quality.
INTRODUCTION
A reoccurring problem in the analysis of data from software engineering projects is the existence of confounding factors. These are factors may not be measured as part of the data collection process but may nevertheless influence the outcome. Our investigative focus has been on collecting data from a large number of comparable case studies where some, but not all, of the factors are controlled. We have used the data collected to look at the development procedures used by the teams to try to identify the more successful techniques (Macias, 2004 , SyedAbdullah, 2005 . Throughout this research we have assumed, based on the evidence available, that a number of factors had little or no impact on the performance of the teams as a whole. In this paper we make a retrospective investigation using summary data collected from 54 complete development projects which were similar in nature (CS-09-01, 2009 ). As there is variation in the projects undertaken we will treat this data as a set of case studies. The use of these case studies allows us to look at a large number of projects that were only controlled in some of the aspects to identify which factors affected the final outcome.
For each of the teams we have a measurement of external software quality, the grade, as assessed by the commissioning client of that system (Macias, 2004) . The quality measurement was fairly simplistic with the client assessing the software for a few hours and under a small number of criteria. Therefore the measurement is weighted towards the identification of easily found problems and the assessment of the features the client requested rather than metrics such as robustness.
In this paper we investigate eight easily measured factors and their interactions, each per team: two different pre-tests, number of members, total working time reported, development method used, test method used, formal specification method used, and programming language used. The teams were instructed or chose to use various combinations of these, thus there is a mixture of literally and theoretically replicated cases (Yin, 2009) . Not all combinations were covered and the data set was limited in various ways as described below. This approach was explored by Macías (a researcher at the University Of Sheffield), in particular he defines external validity of our data as being determined by multiple repetitions that allow for a greater number of novel experimental conditions to be encountered (Macias, 2004) .
LITERATURE REVIEW
There are a wide range of data sources available to researchers in empirical software engineering; however where controlled experiments or multiple case studies are often used, three survey papers have reported problems with the tasks undertaken. Segal et al, reported on seven years of papers in the Journal of Empirical Software Engineering (Segal, 2003) . One conclusion made was that empirical investigations do not factor out the context of the process. They emphasise that natural controls can be used instead of a formal experiment, by holding some variables constant (Lee, 1989) . They argue that such studies can only be performed by observing practitioners in their workspace. Sjøberg et al. surveyed 103 papers that concerned controlled experiments. They found that the period of the experiment had a median length of 1 hour where specific times were recorded to two hours where the available time was recorded, although the longest experiment lasted 55 hours. Sjøberg et al. highlighted that external validity was a problem in 16 experiments due to task size and in 34 due to the nature of the experimental material. Höfer and Tichy reported on 133 empirical papers (Höfer and Tichy, 2007) . One of their conclusions is that "Long-term studies of programming methods, such as agile methods were missing, too."
All three surveys call for deeper, longer and more contextual studies of software engineering practice. Due to the nature of long experiments it is both harder to enforce controls and hard to observe a team for the whole period. Furthermore to build up sufficient evidence not all experimentation or case observation will occur at the same time, which may lead to differences between the teams. In order to carry out research efficiently it is necessary to consider which factors might be important. One factor that is at least partly understood is the relationship between productivity per team member and team size. Conte reports that productivity exponentially declines in relation to team size (Conte, 1986) , the consequence of this is that the productivity of a team only increases marginally with the number of team members.
METHOD
All of the case studies were sourced from the "Software Hut", a undergraduate student module where self selected teams of developers work on real industrial projects (CS-09-01, 2009 ). The clients were sourced each year from a pool of contacts that approached us with projects. In each case the client graded the teams that worked on his projects on the basis of their final delivered software. The data was collected over a five year period and whilst the clients were different each year, in individual years multiple teams work on identical projects concurrently in competition with each other. The teams were organised according to the randomised complete block experimental design, with three to four teams per client and a balanced distribution of treatments between teams working with each client (Ostle and Malone, 1988) . Each project lasted for 12 weeks, with each individual developer expected to spend 15 hours working on the project per week.
Over the period of data collection used in this analysis the conditions on the course changed from a comparison between teams following Extreme Programming (XP) (Beck and Andres, 2004) and plan driven approaches (Simons, 2009 ) to a comparison between XP teams following test first and other testing practices.
Throughout the data collection period the developers were instructed to follow one of the methods mentioned and record a weekly timesheet. The programming language, formal specification technique and number of developers per team were identified by inspecting the product and project records. Where more than one programming language was used the most common was selected. The only formal specification technique used was the Extreme X-Machine technique (Holcombe, 2008) , other teams did not use a technique (Thomson and Holcombe, 2005) . The pre-test scores were obtained from the students grades on two modules in the previous year; we found that these modules over our whole data set explained the most variance in the assessment of quality made by the client. The details of the data collected, and the summary data can be found in a technical report (CS-09-01, 2009 ).
The data was processed with SPSS 13 using a univariate general linear model to calculate the variance in the client grades explained by the measured factors. Principally two analyses were made due to the nature of the data collected: namely only the XP teams used a formal specification and different test methods, thus the first analysis compared the design methods of XP and plan driven approaches and the second analysis just the teams that used XP were included but also the additional data for the formal specification and test methods. The model was arranged such that the client grade was entered as the dependant variable, the number of team members, hours worked and pre-test results as covariates. The remaining factors were entered as fixed factors.
Threats to Internal Validity
The teams working with different clients developed different software products, but all had equal motivation to follow the process. In order to address the issue of interaction the teams were aware that this was a competition; equally the client was told not to share ideas between teams. To mitigate the effects of the teams' maturing we allowed the members to self select, hence some members in each team had worked together before. The team members may have learnt, becoming more experienced over the course of the development period, but we have no obvious way to measure this and by viewing the projects each as a whole.
Lastly the measurements of design method, test method and formal specification are binary in nature, that is to say these techniques were measured as being followed or not followed. This is clearly a poor measurement as in all three cases it would be possible to partially follow the full method, and this could effect the potency of that method to deliver the result which is claimed. Thus it is possible that the significance of any results could be unrepresentative if the method was used to its fullest extent in all cases.
Threats to External Validity
The developers were novice users of XP although they had completed a previous team software development project. The task was representative of other small web based development projects where there is a development team of 4-6 members taking up to 120 man hours per person (Tichy, 2000) . The developers worked at home and in a university laboratory, having access to a range of professional software tools.
RESULTS
The variability of the data set used was found to be fairly limited, of the 140 projects in the Observatory archive 67 were found to have recorded details of all the factors that were considered in this analysis. Of these we discarded a further thirteen as we found that for programming languages other than Java and PHP there were only a handful of cases (JSP was the next largest with 4 cases). Given the experimental design (where there were 3-4 teams working with each client, and the number of other factors) having such a small number of cases could lead to a biased result. Within this set of data all of the XP teams were recorded as following test first or test last, and either as having used the Extreme X-Machine formal specification technique or not. Table 1 shows the cases of theoretical and literal replication that were present in the data set. The team size, client grade and number of hours worked varied on a continuous scale. 
Project factors
Number of teams Plan-driven, PHP 1 Plan-driven, Java 7 XP, Extreme X-Machine, TF, PHP 18 XP, TF, PHP 4 XP, Extreme X-Machine, TL, PHP 5 XP, TL, PHP 2 XP, Extreme X-Machine, TF, Java 8 XP, TF, Java 6 XP, Extreme X-Machine, TL, Java 3
The result of the analysis of the effect of the design method is shown in table 2. Of the factors considered the mean value of pre-test 2 was significant, as was the total time spent by the development team in hours (p <.05). Pre-test 2 is a measurement based on the developers' performance in a module on requirements engineering which included a practical element, in contrast with pre-test 3 which was based on java programming; however this only explained less than 10% of the overall grade. This suggests that developers who understand the development process consistently do better than other developers. The fact that around 17% of the variation in grade can be attributed to the variation in time spent is not unexpected. Equally the lack of any explanation based on the number of developers reflects the previous results where it was found that productivity had a negative exponential relationship with the number of developers. The fact that design method did not explain grade reflects our previous results where differences found between the XP and plan driven approaches appeared to be small (Macias, 2004 , Syed-Abdullah, 2005 .
Of perhaps most useful significance is that programming language did not have an effect, this is clearly important when comparing multiple cases studies as it means this factor can be ignored. However we also looked at the results including JSP, and this caused language to be significant (p = .042, eta squared = .124). This is difficult to interpret due to the small number of cases where JSP was used, which had a mean value that was less than Java and PHP, therefore we recommend that future research collects more data about other languages to investigate this result Table 3 contains the result of the analysis on the XP teams, where the test method and use of formal specification factors were included. For this data only one factor, the time spent in hours, is significant (p < .05), once again explaining around 17% of the variance. As with the previous analysis of design method no interaction effects were found between the other factors.
DISCUSSION AND CONCLUSIONS
We used a historical archive of data collected from 54 software development projects of similar size and context to investigate the relationship between eight factors and external quality as assessed by the projects' client as a grade. Five of the factors were measure directly, one was self reported by the developers (the total time spent on the project), and two were determined by the techniques the teams were told to use. The teams were composed of second year undergraduate students with previous experience of software development in teams. The data was analysed by creating a univariate analysis of variance. This showed that a pre-test based on java programming aptitude (pre-test 3), the team size, design method, programming language, test method and formal specification did not have a significant effect on the grade awarded by the client. However a pre-test based on the development project aptitude (pre-test 2) and the total time spent on the project in hours did have an effect. We can therefore conclude that these factors have a bearing on the ability of a developer to complete a project, although with this test we cannot conclude that this was an independent effect as both of these factors were treated as covariates in the analysis. We recommend that empirical investigations into the external quality of software development projects should measure at least these factors. With reference to the discussion validity, this analysis was limited due to the lack of a measurement of fidelity or extent that the methods were applied. This may have reduced the ability of the factors to explain variance in the client grade. In particular it seems likely that not all the teams applied extreme programming well based on our previous observations (Syed-Abdullah, 2005 ). Therefore we plan to revisit our archive data and attempt to quantify these before reanalysing the data.
The result that showed that the programming language used did not have a significant effect on the clients' grades is potentially useful as it allows projects to be more easily compared. However the analysis only took account of two languages, Java and PHP, furthermore the limited data available for JSP suggested that that there maybe an effect. Therefore we recommend that whilst Java and PHP could be treated as delivering equivalent external quality, further data is collected about other languages. This work was supported by an EPSRC grant: EP/D031516 -the Sheffield Software Engineering Observatory.
