Abstract. We find the defining structures of two-parameter quantum groups U r,s (g) corresponding to the orthogonal and the symplectic Lie algebras, which are realized as Drinfel'd doubles. We further investigate the environment conditions upon which the Lusztig's symmetries exist between (U r,s (g), , ) and its associated object (U s −1 ,r −1 (g), | ).
Introduction
In the early 1990's, many authors investigated two-parameter or multiparameter quantum groups. These authors include Kulish [14] , Reshetikhin [18] , Sudbery [21] , Takeuchi [22] , Artin, Schelter and Tate [1] , Du, Parshall and Wang [9] , Dobrev and Parashar [7] , Jing [11] , Chin and Musson [6] , etc. (for details, see the introduction of [3] and references therein). Their works focused on quantized function algebras and quantum enveloping algebras only for type A cases. In 2001, Benkart and Witherspoon [3] , motivated by the work on generalizations of algebras generated by the down and up operators on posets (see down-up algebras in [2] ), obtained the structure of two-parameter quantum enveloping algebras corresponding to the general linear Lie algebra gl n and the special linear Lie algebra sl n (which was also studied earlier by Takeuchi in [22] with a different motivation). These two-parameter quantum enveloping algebras of type A were proved to have Drinfel'd doubles structures. Furthermore, in [4] they studied the finite-dimensional weight representation theory under the assumption that rs −1 is not a root of unity, and showed that the finite-dimensional weight modules are completely reducible. This is analogous to the classical semisimple Lie algebras g and their one-parameter quantum groups U q (g) of Drinfel'd-Jimbo type (with q generic). Since then, a systematic study for the two-parameter quantum group of type A has been further developed by Benkart and Witherspoon, etc. (see [5] and references therein). However, up to now, how to find the defining relations of two-parameter quantum groups of other types was still open and an interesting task.
In the present paper, we give the definitions of two-parameter quantum groups of types B, C, D, which are new to our knowledge. We also prove that these quantum groups we have constructed have a Drinfel'd doubles structures. We then investigate the Lusztig's symmetry properties for these two-parameter quantum groups for B, C and D types as well as for type A. Particularly, we derive some interesting (r, s)-identities held in U r,s (g) (see Lemma 3.6) .
The paper is organized as follows. In Section 1, we present the definitions of the twoparameter quantum groups corresponding to the orthogonal Lie algebras so 2n+1 or so 2n and the symplectic Lie algebras sp 2n , together with the Hopf algebra structure. As it was done for type A case in [3] , we prove in Section 2 that two-parameter quantum groups U r,s (g) are characterized as Drinfel'd doubles D(B, B ′ ) of the Hopf subalgebras B (upper part) and B ′ (lower part) with respect to a skew-dual paring. As a by-product of the double structure, one naturally gets a standard triangular decomposition of U r,s (g) (see Corollary 2.6), which plays a crucial role in finite dimensional weight representation theory of U r,s (g). The double structure also leads to a direct approach to the triangular decomposition of quantum groups U q (g) of Drinfel'd-Jimbo type, which, originally, was obtained nontrivially by Lusztig [16] and Rosso [20] in different ways. Section 3 is devoted to investigating the Lusztig's symmetries for the two-parameter quantum groups. A striking feature of these symmetries is that they exist as Q-isomorphisms between U r,s (g) and the associated object U s −1 ,r −1 (g) only when rank (g) = 2. When rank (g) > 2, the sufficient and necessary condition for the existence of Lusztig's symmetries between U r,s (g) and its associated object forces U r,s (g) to take the "one-parameter" form U q,q −1 (g) where r = s −1 = q. In other words, we prove that when rank (g) > 2, the Lusztig's symmetries exist only for the one-parameter quantum groups U q,q −1 (g) as Q(q)-automorphisms (rather than merely Q-isomorphisms). In this case, these symmetries coincide, modulo identification, with the usual Lusztig symmetries on quantum groups U q (g) of Drinfel'd-Jimbo type (see [12, 13, 15] ). Some necessary calculation data are collected in Section 4, which are useful to the proof of Proposition 2.3.
Two-parameter Quantum Groups of Types B, C, D
Let K = Q(r, s) denote a field of rational functions with two indeterminates r, s, or a subfield of C with two-parameters r, s with assumption r 2 = s 2 .
In order to reveal more about the defining structure of the "two-parameter" quantum groups, we present the definitions case by case. In particular, the (r, s)-Serre relations for the D n case have some special features for the vertices n − 1 and n, which degenerate into the usual commutative relations for the one-parameter case (i.e., when rs = 1 in (D5) below).
(I) Assume Ψ is a finite root system of type B n with Π a base of simple roots. Regard Ψ as a subset of a Euclidean space E = R n with an inner product ( , ). Let ǫ 1 , · · · , ǫ n denote an orthonormal basis of E, and suppose
Let U = U r,s (so 2n+1 ) be the unital associative algebra over Q(r, s) generated by
±1 all commute with one another and ω i ω
(B2) For 1 ≤ i ≤ n and 1 ≤ j < n, we have
(B3) For 1 ≤ i ≤ n and 1 ≤ j < n, we have
(B5) For any i, j with | i − j | > 1, we have the (r, s)-Serre relations: (B7) For 1 ≤ i < n, 1 ≤ j < n − 1, we have the (r, s)-Serre relations:
(II) Assume Ψ is a finite root system of type C n with Π a base of simple roots. Regard Ψ as a subset of a Euclidean space E = R n with an inner product ( , ). Let ǫ 1 , · · · , ǫ n denote an orthonormal basis of E, and suppose
and
so that r 1 = · · · = r n−1 = r, r n = r 2 and s 1 = · · · = s n−1 = s, s n = s 2 . Let U = U r,s (sp 2n ) be the unital associative algebra over Q(r, s) generated by
(C2) For 1 ≤ i ≤ n and 1 ≤ j < n, we have
(C3) For 1 ≤ i ≤ n and 1 ≤ j < n, we have
(C5) For any i, j with | i − j | > 1, we have the (r, s)-Serre relations: n ) e n e n−1 e n + (r
(D5) For any 1 ≤ i = j ≤ n but (i, j) ∈ {(n−1, n), (n, n−1)} with a ij = 0, we have the (r, s)-Serre relations:
e n−1 e n = rs e n e n−1 , f n f n−1 = rs f n−1 f n .
(D6) For 1 ≤ i < j ≤ n with a ij = −1, we have the (r, s)-Serre relations: (D7) For 1 ≤ i < j ≤ n with a ij = −1, we have the (r, s)-Serre relations:
In summary, let U = U r,s (g) for g = so 2n+1 , so 2n and sp 2n denote the two-parameter quantum orthogonal groups and quantum symplectic groups, respectively.
The following fact is straightforward to check.
Proposition 1.1. The algebra U r,s (g) ( g = so 2n+1 , so 2n , or sp 2n ) is a Hopf algebra under the comultiplication, the counit and the antipode below:
Remarks.
(1) When r = q and s = q −1 , the Hopf algebra U q,q −1 (g) modulo the Hopf ideal generated by the elements ω
(2) As usual, we define respectively the left-adjoint and the right-adjoint action in the Hopf algebra U r,s (g) as
where ∆(a) = (a) a (1) ⊗ a (2) , for any a, b ∈ U r,s (g). Using adjoint actions, the (r, s)-Serre relations (X5), (X6) and (X7) (here X = B, C, D) in U r,s (g) become simply:
According to the data on the prime root systems of the classical simple Lie algebras, the following basic lemma is clear. This will play a crucial role in ensuring the compatibility of the defining relations (X2) & (X3) for U r,s (g), especially, in the proof of Theorem 2.5. Lemma 1.2. For the prime root systems of the Lie algebras g = sl n , so 2n+1 , so 2n , and sp 2n , the following identities hold: 
Drinfel'd Quantum Doubles and Rosso Form
for all f, f 1 , f 2 ∈ U, and a, a 1 , a 2 ∈ A. Here ε U and ε A denote the counits of U and A, respectively, and ∆ U and ∆ A are their comultiplications.
A direct consequence of the defining properties above is that the dual pairing satisfies
where S U , S A denote the respective antipodes of U and A. 
) with 1 ≤ j < n for g = sl n , and with 1 ≤ j ≤ n for g = so 2n+1 , so 2n , or sp 2n . Note that the case g = sl n was done in [3] . The main ideas of this section comes from this work. Since our statement is based on Definition 2.2 and slightly different, we also include the case g = sl n in Proposition 2.3 and Theorem 2.5 below.
Proposition 2.3. There exists a unique skew-dual pairing
, : B ′ (g)× B(g) −→ Q(r, s) of
the Hopf subalgebras B(g) and B
′ (g), for g = sl n , so 2n+1 , so 2n , or sp 2n such that
and all other pairs of generators are 0. Moreover, we have
Proof. The uniqueness assertion is clear, since any skew-dual pairing of bialgebras is determined by the values on the generators. We proceed to prove the existence of the pairing. We begin by defining on the generators a bilinear form , : B ′ cop × B −→ Q(r, s) satisfying (3), (4X) and (5). We then extend it to a bilinear form on B ′ cop × B by requiring that (1) and (2) ′ cop is similar. To this end, we observe that the relations involving indices 1 ≤ i, j < n belong to B ∩ U r,s (sl n ) = B(sl n ). This has been checked by Benkart and Witherspoon in the type A case (see [3, Lemma 2.2]). We have thus reduced the proof to the rank 2 type B 2 and C 2 , and the rank 4 type D 4 .
(I) Cases g = sp 2n and so 2n+1 : we only need to consider the case n = 2 (B 2 and C 2 ). First, let us show that the form preserves the (r, s)-Serre relation of degree 3 in B:
X, e where X is any word in the generators of B ′ . By definition, the left-hand side of each of the above identities respectively equals
where the ∆ corresponds to ∆ op B ′ . In order for any one of these terms to be nonzero, X must involve exactly three f 1 factors, one f 2 factor, and arbitrarily many ω We first consider the following four key cases:
(i) For type C 2 and X = f 3 1 f 2 , we have
In Appendix (4.1) we have listed only the terms in the expansion of ∆ (3) (X) that have a non-zero contribution in (6C). Consequently, by properties (1) & (2) of , on B ′ cop × B, the pairing (6C) becomes
For type B 2 , when X = f 3 2 f 1 , we only need to interchange the indices 1 and 2, and substitute r, s by r −1 , s −1 in the above identity, to obtain the pairing (6B) as
(ii) For type C 2 and X = f 2 f 3 1 , the relevant terms of ∆ (3) (X) for (6C) are listed in Appendix (4.2). The result of (6C) is then
Again for type B 2 , when X = f 1 f 3 2 we need to interchange the indices 1 and 2, and substitute r, s by r −1 , s −1 in the above identity, to obtain the pairing (6B) as
(iii) For type C 2 and X = f 2 1 f 2 f 1 , the relevant terms of ∆ (3) (X) for (6C) are listed in Appendix (4.3), and (6C) becomes
Similarly, for B 2 and X = f 2 2 f 1 f 2 , interchanging indices 1 and 2, and substituting r, s by r −1 , s −1 in the above identity, we obtain that the pairing (6B) is zero.
(iv) For type C 2 and X = f 1 f 2 f 2 1 , the relevant terms of ∆ (3) (X) for (6C) are listed in Appendix (4.4), and (6C) becomes
Again for type B 2 and X = f 2 f 1 f 2 2 , interchanging indices 1 and 2, and substituting r, s by r −1 , s −1 in the above identity, we obtain that the pairing (6B) is also zero. Finally, we note the fact that if X = ω 
where X is any word in the generators of B ′ . It is enough to consider three monomials:
(i) For type C 2 and X = f 2 2 f 1 , the relevant terms of ∆ (2) (X) are listed in Appendix (4.5), and the left-hand side of (7C) equals
For B 2 and X = f 2 1 f 2 , the left-hand side of (7B) is
which is 0, since ω
(ii) Similarly, for type C 2 and X = f 1 f 2 2 (resp. type B 2 and X = f 2 f 2 1 ), the left-hand side of (7C) and (7B) respectively are equal to
(iii) For type C 2 and X = f 2 f 1 f 2 , the relevant terms of ∆ (2) (X) are listed in Appendix (4.6), and the left-hand side of (7C) equals
which is equal to 0, since ω
A similar process shows that the relations in B ′ cop are preserved in the case when g = sp 2n , or so 2n+1 .
(II) Case g = so 2n : we only need to consider the type D 4 . For j = 3 or 4, we let B j (resp. B ′ j ) denote the subalgebra generated by ω i , e i (resp. ω . Therefore, in order to show that the form defined on B ′ cop × B preserves the (r, s)-Serre relations in B, it remains to verify that the (r, s)-Serre relation in B involving indices 3, 4 in (D5) is preserved. We need only to consider two cases: X = f i f j for (i, j) = (3, 4), or (4, 3).
X, e 3 e 4 − (rs) e 4 e 3
Similarly, we can prove that the (r, s)-Serre relation (D5) is preserved for B ′ cop .
(I) and (II) together complete the proof of the Proposition. [12, 3.2] or [13, 8.2] . This is a Hopf algebra whose underlying vector space is A ⊗ U with the tensor product coalgebra structure and the algebra structure defined by
Definition 2.4. For any two Hopf algebras A and U paired by a skew-dual pairing , , one may form the Drinfel'd (quantum) double D(A, U) as in
for a, a ′ ∈ A and f, f ′ ∈ U, and whose antipode S is given by
Clearly, both mappings A ∋ a → a ⊗ 1 ∈ D(A, U) and U ∋ f → 1 ⊗ f ∈ D(A, U) are injective Hopf algebra homomorphisms. Let us denote the image a ⊗ 1 (resp. 1 ⊗ f ) of a (resp. f ) in D(A, U) byâ (resp.f ). By (8), we have the following cross commutation relations between elementsâ (for a ∈ A) andf (for f ∈ U) in the algebra D(A, U):
In fact, as an algebra, the double D(A, U) is the universal algebra generated by the algebras A and U with cross relation (10) or equivalently (11).
Theorem 2.5. The two-parameter quantum group
Proof. Define a mapping ϕ :
Note that by definition, ϕ preserves the coalgebra structures, the relations in B, and the relations in B ′ . We next verify that the cross relations in the double D(B, B ′ ) correspond to those in U .
By (11) and applying the comultiplication given in Proposition 1.1, we obtain the cross relations
That is,ω
The coefficients ω ′ i , ω j −1 off i in the third formula above coincide with those of the formulae related to f i in (X2) (here X = A, B, C, D, resp.). By Lemma 1.2, we find that the coefficients ω ′ j , ω i −1 ofê i in the second formula above do coincide with those of the formulae related to e i in (X3). Hence, applying ϕ gives the desired relations (X2), (X3) and (X4) in U .
As U is generated by e i , f i , ω
and ω
, the mapping ϕ is surjective.
Since U and D(B, B ′ ) are universal, subject to the same relations on essentially the same generating set, ϕ provides an isomorphism.
Remarks. (1) Up to now, we have completely solved the compatibility problem on the defining relations of our two-parameter quantum groups U r,s (g) for g = so 2n+1 , so 2n and sp 2n . This is done in two steps: the proof of Theorem 2.5 indicates that the cross relations between B and B ′ are half of the relations (X1)-(X4), and the proof of Proposition 2.3 shows the remaining relations, including the remaining half of (X1)-(X4) and the (r, s)-Serre relations (X5)-(X7).
n ], and
and B ′ respectively. Clearly,
Furthermore, let us denote by U r,s (n) (resp. U r,s (n − ) ) the subalgebra of B (resp. B ′ ) generated by e i (resp. f i ) for all i ≤ n. Thus, by definition, we have B = U r,s (n) ⋊ U 0 , and
, as vector spaces.
(3) The above Theorem further implies the existence of the following standard triangular decomposition of U r,s (g), which means that U r,s (g) possesses highest weight representation theory in the usual sense. In the corollary below, we point out that the standard triangular decomposition structure of U r,s (g) in "two-parameter" is a natural consequence of its Drinfel'd double structure. This yields a direct approach to the triangular decomposition structure of the "one-parameter" quantum groups U q (g) of Drinfel'd-Jimbo type. The two original proofs by Lusztig [16] and Rosso [20] were remarkable but nontrivial compared to ours.
which is the convolution inverse of the skew-dual pairing , in Proposition 2.3. By definition, it is easily seen that its composition with the flip mapping τ yields a new skew-dual pairing 
Hence, the composition θ • ϕ −1 yields the required Hopf algebra isomorphism, where ϕ is used in the proof of Theorem 2.5.
If one takes r = q, s = q −1 , the above triangular decomposition of U r,s (g), modulo some identifications in U 0 , implies the "one-parameter" case.
Let Q = ZΨ denote the root lattice and set
we adopt the notation
We obtain a Q-graded structure on U r,s (g) as another Corollary of Proposition 2.3 and Theorem 2.5. This will be useful for the representation theory discussed later.
Corollary 2.7. For any ζ = n i=1 ζ i α i ∈ Q, the defining relations (X2) and (X3) in U r,s (g) take the form:
where F α (resp. E β ) runs over monomials
Let | 0 : B × B ′ −→ Q(r, s) denote the skew-dual pairing introduced in the proof of Corollary 2.6. Then we have Definition 2.8. The bilinear form , U on U r,s (g) × U r,s (g) defined by
is called the Rosso form of the two-parameter quantum group U r,s (g).
Proof. By Corollary 2.6, U r,s (g) ∼ = D(B ′ , B) with respect to | 0 . By [13, Proposition 8.12] , the Rosso form ·, · U on the quantum double D(B ′ , B) is ad l -invariant.
Lusztig's Symmetry
We define in this section the Lusztig's symmetries for the two-parameter quantum groups U r,s (g) we have defined in Section 1. A remarkable feature of these symmetries in the "two-parameter" cases is their existence between these quantum groups and the socalled associated objects only as Q-isomorphisms rather than as Q(r, s)-automorphisms as usual in the "one-parameter" cases. When rank (g) > 2, we find that we can construct the Lusztig's symmetries of U r,s (g) into its associated quantum group U s −1 ,r −1 (g) (as defined below) if and only if rs = 1. In this case, if we set r = q and s = q −1 , the Lusztig's symmetries turn out to be Q(q)-automorphisms of U q,q −1 (g), which in particular induce the usual Lusztig's symmetries defined on quantum groups U q (g) of Drinfel'd-Jimbo type.
Theorem 3.1. (i) When rank (g) = 2, for g = sl 3 , sp 4 , or so 5 , the Lusztig's symmetries exist between U r,s (g) and its associated quantum group U s −1 ,r −1 (g).
(ii) When rank (g) > 2 for any type of g, the two-parameter quantum group U r,s (g) has the Lusztig's symmetries if and only if it is of the form U q,q −1 (g), where r = q, s = q −1 . In particular, in this case, each Lusztig's symmetry induces a usual Lusztig's symmetry on U q (g).
Before giving the proof, we need to make some general preliminary remarks. We first observe that the pairing , in Proposition 2.3 plays a role in locating the structure constants of U r,s (g). When it is necessary to emphasize this point, we denote the twoparameter quantum groups by (U r,s (g), , ). Now we call (U s −1 ,r −1 (g), | ) the associated quantum group corresponding to (U r,s (g), , ), where the pairing ω ′ i | ω j is defined via substituting (r, s) by (s −1 , r −1 ) in the defining formula for ω
In order to define the Lusztig's symmetries, we introduce the notion of divided-power elements: for any nonnegative integer k ∈ N, set
and for any element x ∈ U r,s (g) (or U s −1 ,r −1 (g)), we define two kinds of divided-power elements:
j , e j , f j as follow:
when g is of type A, C, or D,
Here (a ij ) is the Cartan matrix of the classical simple Lie algebra g, and for any i = j,
(1) The defining formulas of the actions of T i on e j and f j when i = j (in the cases of types A, C, and D) can be interpreted as the right-and the left-adjoint actions of the divided-power operators (ad r e i ) (−a ij ) and (ad l f i ) (−a ij ) in the co-opposite Hopf algebra U r,s (g) cop :
T i (e j ) = (ad r e i ) (−a ij ) (e j ),
This phenomenon for the "two-parameter" cases is interesting as it implies that U r,s (g) cop ∼ = U s −1 ,r −1 (g) as Hopf algebras. While for the case of type B, it can be roughly viewed as the dual case of type C. According to Definition 3.2, we can also consider the Lusztig's symmetries T i defined for U r,s (g) as Q-automorphisms of U r,s (g) into itself. However, the images of T i should be contained "locally" (here we mean only in each rank 2 size) in its associated quantum group U s −1 ,r −1 (g). This fact will be clear, in light of the proofs of Lemmas 3.3 -3.5 below.
(2) When r = s −1 = q, the Lusztig's symmetries T i are Q(q)-automorphisms of U q,q −1 (g). This is clear if we extend the action of T i on U r,s (g) algebraically, via an identification, we then get the usual Lusztig's symmetries defined on the quantum groups U q (g) of Drinfel'd-Jimbo type.
In the following, we consider the special cases in rank 2: A 2 , B 2 , or C 2 . Lemma 3.3. Assume that g = sl 3 , so 5 , or sp 4 . Then T i (i = 1, 2) preserve the defining relations (X1)-(X3) of (U r,s (g), , ) into its associated object (U s −1 ,r −1 (g), | ), where X = A, B, or C.
Proof. In case (A 2 ): we have
In case (B 2 ): we have
In case (C 2 ): we have
We need to show that T 1 , T 2 preserve the defining relations (X1)-(X3). (X1) are automatically satisfied.
To check (X2) & (X3) we first remark that in the rank 2 cases, we have
. This fact ensures that T k (k = 1, 2) preserve (X2) and (X3), that is
All identities follow from the first one. 
Proof. For i = 1, 2, we have
When a ij = −1, we have
When a 12 = −2 in type C 2 , we need to prove
To this end, let us denote E 12 = e α 1 +α 2 = ad l e 1 (e 2 ) = e 1 e 2 − s 2 e 2 e 1 , 
Observe that T 1 (e 2 ) = 
Note that
Acting with T i (i = 1, 2) algebraically on the left-hand side of (2), we can get
that is, T i (i = 1, 2) preserves (2) for A 2 . Now consider another degree 2 (r, s)-Serre relation 
2 )e 2 e 1 e 2 + (r
which holds for both A 2 and C 2 . Note that
Acting with T 2 algebraically on the left-hand side of (2), we can easily get
that is, T 2 preserves (3) in both cases A 2 and C 2 . In the case of A 2 , let T 1 act algebraically on the left-hand side of (3). Because
we can easily get that
That is, T 1 preserves (3) for A 2 , as well. 
1 e 2 , T ′ 1 (e 2 ) = (ad l e 1 )(e 2 ) = e 1 e 2 − s 2 e 2 e 1 . Let T 1 act algebraically on the left-hand side of (3), we get
2 T 1 (e 1 ) − (r 2 + s 2 )T 1 (e 2 )T 1 (e 1 )T 1 (e 2 ) + (r 2 s 2 )T 1 (e 1 )T 1 (e 2 ) 2 = 0.
That is, T 1 preserves (3) 
Observing that e 2 T 1 (e 1 ) = r 2 T 1 (e 1 )e 2 , T ′ 1 (e 2 )T 1 (e 1 ) = (rs)T 1 (e 1 )T ′ 1 (e 2 ) + r −1 s(r + s) e 2 , and using (4), it is easy to check that T 1 preserves (5).
On the other hand, note that T 2 (e 1 )T 2 (e 2 ) = r −2 T 2 (e 2 )T 2 (e 1 ) − r −2 e 1 , e 1 T 2 (e 1 ) 2 − s(r + s)T 2 (e 1 )e 1 T 2 (e 1 ) + rs 3 T 2 (e 1 ) 2 e 1 = 0, (by Lemma 3.6) which ensure T 2 preserves (5). Dually, we can verify T i (i = 1, 2) preserves the (r, s)-Serre relations (X7) for X = A 2 , C 2 .
We can prove the result for type B 2 in a similar way.
Lemma 3.6. For type C 2 , the following identities hold.
e 1 T 2 (e 1 ) 2 − s(r + s)T 2 (e 1 )e 1 T 2 (e 1 ) + rs 3 T 2 (e 1 ) 2 e 1 = 0,
where T 1 (e 2 ) = e 2 e Proof. When rs = 1, we set r = q, s = q −1 . It is then obvious that U q,q −1 (g) has Lusztig's symmetries for any type and any rank of g. Indeed, the quantum group U q (g) of Drinfel'd-Jimbo type is a quotient of U q,q −1 (g) by the ideal (ω −1 i − ω ′ i , i = 1, · · · , n) (see [15] ). Consequently, each T i automatically preserves the defining relations (X2) and (X3).
Conversely, assume that each T i preserves relations (X2) or (X3). In type A 3 or C 3 case, we consider the situation where T 3 preserves ω 1 e 2 ω −1 1 = s e 2 . This leads to T 3 (ω 1 )T 3 (e 2 )T 3 (ω −1 1 ) = ω 1 (e 2 e 3 − re 3 e 2 )ω −1 1 = sT 3 (e 2 ) = T 3 (ω 1 e 2 ω −1 1 ) = T 3 (s e 2 ) = r −1 T 3 (e 2 ) and this implies rs = 1. Similarly, in B 3 case, we can get the same condition provided that we observe that T 1 preserves the relation ω 3 e 2 ω −1
Proof of Theorem 3.1. When rank (g) = 2, Lemmas 3.3, 3.4 & 3.5 indicate that for arbitrary parameters r, s with r 2 = s 2 , U r,s (sl 3 ), U r,s (sp 4 ) and U r,s (so 5 ) possess the Lusztig symmetries into their respective associated quantum groups. When rank (g) > 2, this g contains one of rank 3 Lie subalgebras sl 4 , so 7 and sp 6 . Lemma 3.7 gives the required assertion. 
