Longitudinal dispersion processes are often described by the Advection Dispersion Equation (ADE), which is analogous to Fick's law of diffusion, where the impulse response function of the spatial concentration distribution is assumed to be Gaussian. This paper assesses the validity of the assumption of a Gaussian impulse response function, using Residence Time Distributions (RTDs) obtained from new laboratory data. Measured up-and down-stream temporal concentration proÞles have been deconvolved to numerically infer RTDs for a range of turbulent, critical and laminar pipe ßows.
Introduction
Longitudinal dispersion describes the spreading, relative to the mean flow velocity in the axial direction, of a solute along the longitudinal axis of a ßow. Within potable water networks, for example, longitudinal dispersion may affect the concentration/degradation of disinfection chemicals and/or the transport of contaminants. As it is not feasible to continuously monitor or sample water quality throughout a distribution network, it is necessary to be able to predict how the concentration of a solute will change with time (and distance) in the ßow (Tzatchkov et al., 2009) . Historically, water quality models have assumed steady, highly turbulent ßow. This assumption is often valid for the main network, where ßow rates are relatively high and steady. However, this assumption does not always hold at the network's periphery. Buchberger et al. (2003) show that in the 'dead-end' regions of the network, where water leaves the main network and comes to the point of consumption, ßows can be turbulent, critical or laminar. Hence, there is a need to quantify and model dispersion processes for the full range of ßow conditions. Taylor (1953) showed that when a solute is introduced into a ßow, after some initial period required for the solute to become cross-sectionally well mixed, equilibrium is obtained between longitudinal di erential advection and radial diffusion, at which point the longitudinal distribution of the solute's cross-sectional mean concentration will be Gaussian, with a variance that increases linearly with time. At this point, the process can be described through the Advection Dispersion Equation (ADE), which is analogous to Fick's second law of diffusion:
( 1 ) where c is the cross-sectional mean concentration, t is time; D xx is the longitudinal dispersion coefficient, analogous to Fick's molecular diffusion coefficient, but many orders of magnitude greater, is distance in the longitudinal direction and is the cross-sectional mean velocity. A standard solution to Equation 1, assuming a Gaussian impulse response function, is:
( 2 ) where and are cross-sectional area and mass of tracer respectively (Rutherford, 1994) .
As longitudinal dispersion is primarily due to differential advection associated with a non-uniform velocity proÞle, longitudinal dispersion is a function of the ßow Reynolds Number, , where is the pipe diameter and is the ßuid's kinematic viscosity. Turbulent ßow is generally considered to occur for Re > 4,000 (Benedict, 1980) . However, more recent work has highlighted that whilst this value is commonly observed in real systems, the exact Reynolds Number at which the transition to turbulence occurs is a function of the conditions of the set-up in question, and thus needs to be measured for a given system (Avila et al., 2011) . For fully-developed turbulent ßow, the main portion of the velocity proÞle, deemed the 'turbulent core', is relatively uniform. However, a small portion of the ßow near the wall remains laminar, deemed the 'laminar sub-layer', with a 'buffer zone' joining the turbulent core and the laminar sub-layer. Together, the laminar sub-layer and bu er zone form the boundary layer. The relative portion of the ßow made up by the boundary layer increases as Reynolds Number decreases. This change can have an e ect on di erential advection, as the velocity proÞle becomes more non-uniform as the relative size of the boundary layer grows. Hart (2013) showed that for Re > 20,000, longitudinal dispersion is small, as the size of the boundary layer is negligible, and thus the near uniform velocity distribution leads to the primary transport mechanism being advection of the solute at the ßow's mean velocity. As Re falls below 20,000, the boundary layer starts to form a signiÞcant portion of the velocity proÞle and dispersion tends to increase. For laminar ßow, generally considered to occur for Re < 2,000 (Benedict, 1980) , the velocity has a parabolic distribution which is independent of Reynolds Number and considerably more non-uniform than any proÞles typically observed when turbulence is present. Hence, longitudinal dispersion is relatively high for laminar ßow. For critical ßow, the ßow can be either laminar, turbulent or laminar with periods of transient turbulence (Benedict, 1980) . Hence, within this range, there is a transition from the relatively low levels of longitudinal dispersion typical for turbulent ßow, to the relatively high levels typical for laminar ßow. Hart et al. (2013) presented initial laboratory results for a single pipe reach and determined longitudinal dispersion coefficients over a range of Reynolds Numbers. The laboratory data clearly showed that the assumption of a Gaussian impulse response function led to increasingly poor fits of the predicted downstream temporal concentration profile to the observed data as Re dropped from 4,000 to 2,000. However, no alternative impulse response function was proposed. Taylor (1953 Taylor ( , 1954 derived expressions to predict the longitudinal dispersion coefficient within fully developed laminar and turbulent pipe ßow respectively:
where is the pipe radius, D m is the molecular diffusion coe cient and u is the frictional velocity. Fowler and Brown (1943) recorded tracer data, used by Levenspiel (1958) , to describe the longitudinal dispersion coefficient for 2,000 < Re < 100,000. Their measurements were made on 1.5 to 32 m lengths of glass pipe, with radii of 1.58 mm and 3.98 mm. A flow of water was established within the pipe, which was replaced with a salt solution at a given time. A longitudinal dispersion coefficient was obtained by analysing how the leading edge of the salt solution mixed with the trailing edge of the water. Taylor (1954) measured the longitudinal dispersion coefficient using a 16.3 m long stainless steel pipe with an internal radius of 4.77 mm. Salt was injected into the flow of water, and temporal conductivity variations recorded at 3.22 and 16.3 m downstream. Keyes (1955) measured the longitudinal dispersion coefficient in a 2.438 m long glass pipe with an internal radius of 7.75 mm. The longitudinal dispersion coefficient was obtained by measuring the concentration of CO 2 gas injected into air with a thermal conductivity cell. Flint and Eisenklam (1969) measured the longitudinal dispersion coefficient in a 23.45 m long brass pipe with an internal radius of 6.93 13.85 mm. The longitudinal dispersion coefficient was obtained by measuring the concentration of gas injected into oxygen free nitrogen.
Equations 3 and 4 can be used in the ADE (equation 1) to predict the concentration distribution of a solute as it travels through a pipe. However, subsequent work has highlighted two main problems with this approach.
Firstly, neither expression accounts for the trend of the longitudinal dispersion coefficient in the critical zone from turbulent to laminar ßow, or for turbulent ßow with Re < 20,000, where the boundary layer forms a signiÞcation portion of the ßow (Levenspiel, 1958) . Figure 1 shows previously published experimental data from Fowler and Brown (1943) , Taylor (1954) , Keyes (1955) and Flint and Eisenklam (1969) for the longitudinal dispersion coefficient as a function of Reynolds Number, compared to Taylor's expression for turbulent ßow (equation 4). It may be seen that Taylor's (1954) equation increasingly underestimates D xx as Re falls below 20,000.
The second problem with the ADE is that the initial period of mixing within the ßow required for the ADE to be valid can be vastly longer than the time scales of interest for e.g. potable water distribution network predictions. For turbulent pipe ßow this period is normally negligible, due to rapid radial mixing. Taylor (1954) estimated the distance downstream of an injection for the ADE to be valid for turbulent ßow, , to be:
This condition corresponds to a time of the order of seconds for fully turbulent flow and typical pipe dimensions. However, for laminar ßow, the initial period becomes signiÞcant, as the only radial mixing is molecular diffusion, which is typically several orders of magnitude smaller than turbulent diffusion. Gill and Sankarasubramanian (1970) estimate that for laminar ßow, the ADE 'works well' for dimensionless mixing times, , where: ( 6 ) and is the radial diffusion coefficient. Depending on the flow conditions and the pipe diameter, this time can be signiÞcant. For example, using Equation 6, Lee (2004) estimated that for a typical North American municipal water main under laminar ßow conditions, the period required for the solute to become cross-sectionally well mixed could exceed 2 weeks. Clearly, for most applications, this time period exceeds the time (and distance) scales of interest. A method for predicting the effects of longitudinal dispersion which does not rely on the ADE is required for this initial period. Gill and Sankarasubramanian (1970) showed that the ADE can be 'useful' for all times after injection (including < 0.5) provided that the longitudinal dispersion coefficient is allowed to vary as a function of time from injection. They derived a time dependent expression for < 0.5 that adjusts the magnitude of Taylor's prediction for laminar flow: (7) where is the longitudinal dispersion coefficient as a function of time, x is a Bessel function of the order n, and is root of x . The second term factors Taylor's longitudinal dispersion coefficient for laminar flow (equation 3). tends towards Taylor's value as t increases.
Equation (7) is difficult to evaluate, but Lee (2004) showed that it could be approximated to within '99.94 %' by:
where .
Equation (7) and (8) both quantify the longitudinal dispersion coefficient at an instant in time. To fully describe longitudinal mixing between the point of injection and location or time of interest, equation (8) can be integrated over the duration within the flow. The mean dispersion coefficient, for < 0.5, can then be considered:
where is a correction factor for Taylor's prediction for laminar flow. It has been shown by Lee (2004) to perform well for > 0.01.
Romero-Gomez and Choi (2011) investigated
and discussed Lee's proposed relationship:
They suggested that Lee's expression performs poorly for very small times after injection ( < 0.01) where the relationship is 'quasi-linear' rather than exponential and found that Lee's expression produced values around 25% greater than experimental and numerical findings. As a result they proposed a new, linear expression for when < 0.01, namely:
( 1 1 ) Danckwerts (1953) suggested an alternative approach to quantifying a system's mixing characteristics by considering the system's Residence Time Distribution (RTD). The RTD shows the distribution of times taken by an idealised, instantaneous injection of tracer to exit a system, and thus quantiÞes the fundamental mixing response of that system. As such, the RTD makes no assumptions about the mixing characteristics of the system. Figure 2 shows Cumulative Residence Time Distributions (CRTDs), the integral form of the RTD, for a variety of systems. The mixing characteristics of most real world systems can be explained as either one or a combination of the regimes proposed in Figure Danckwerts (1953) derived the following expression for the CRTD for laminar ßow simply on the basis of differential advection due to a parabolic laminar velocity proÞle, neglecting radial exchange altogether:
( 1 2 ) where is the non-dimensional CRTD, for the normalised travel time, is the volumetric discharge and is the volume of the system. Figure 3 shows the CRTD produced from Equation 12, for , compared with a CRTD for turbulent pipe flow, a cumulative Gaussian impulse response function.
The mixing response of a system can be experimentally investigated by injecting a tracer into a ßow and measuring its temporal concentration distribution at up-and down-stream locations. However, recovering the fundamental mixing response (i.e. the RTD) from this data is non-trivial. This is because the RTD, by deÞnition, shows the system's mixing response to an idealised, instantaneous injection. It is difficult to produce this scenario in a laboratory as the requirement for full cross-sectional mixing typically requires the injection to occur some distance upstream from the upstream monitoring position. Danckwerts, 1953) Recent work has investigated techniques for recovering the RTD numerically through identification of the impulse response function required to transform a measured upstream proÞle into a measured downstream proÞle. Stovin et al. (2010) and Guymer and Stovin (2011) used deconvolution (see later section) to recover RTDs from laboratory data from a surcharged manhole. In this case, the mixing processes of interest were generated by the manhole geometry and associated ßow-Þelds. However, to the authors' knowledge, no comparable studies have been conducted for fully-developed pipe ßow. Pipe flow is of particular interest, as it represents a 'fundamental' case, where the only mixing mechanisms are generated by the interaction of the ßow with the boundary and exchanges generated by molecular and turbulent diffusion. The system's geometry is axis-symmetrical, thus essentially 1D for fully developed ßow.
The aim of this study is to characterise the fundamental mixing response of a pipe ßow system for the range of Reynolds Number 2,000 < Re < 50,000, i.e. turbulent, critical and laminar ßow. The novelty of the present approach is that it is the Þrst to apply deconvolution to obtain RTDs from laboratory pipe data. Specific objectives are: (i) To determine the lower limit of Reynolds Number for which the assumption of a Gaussian impulse response function is valid; (ii) If the lower limit of Reynolds Number identified in (i) is significantly below Re = 20,000, i.e. in the region where equation 4 is known to be invalid, to identify a practical means of estimating dispersion coefficient to be used in conjunction with the ADE; (iii) To assess the validity of Equation 12 (Danckwerts, 1953) for estimating longitudinal mixing in pipes under laminar conditions, and to identify the upper limit of Reynolds Number for which this is applicable, prior to fully mixed conditions, when the dimensionless mixing time, < 0.5.
Deconvolution
The relationship between a measured up-and down-stream concentration distribution and the system's RTD is given through the convolution integral:
( 1 3 ) where and are the up-and down-stream concentration distributions respectively, E is the system's RTD and is an integration variable.
If the up-and down-stream concentration proÞles are measured, the data can be deconvolved to give the system's RTD. Madden et al. (1996) undertook a comparison of six possible deconvolution techniques for solving Equation 13. Of the six approaches, they concluded that the best in terms of overall performance was 'maximum entropy deconvolution', developed by Skilling and Bryan (1982) . Stovin et al. (2010) and Guymer and Stovin (2011) successfully applied maximum entropy deconvolution to data from tracer studies within surcharged manholes. Sonnenwald et al. (2014) further investigated maximum entropy deconvolution and found it to be applicable to a wide range of field and laboratory solute transport data. Their implementation, used in this paper, was based upon Hattersley et al. (2008) , where maximum entropy deconvolution works through an entropy function to make the RTD smooth while simultaneously constraining it to predict the downstream data. The MATLAB fmincon non-linear optimisation function is used to minimise the following set of equations:
ln
( 1 4 ) ( 1 5 ) ( 1 6 ) where is the estimated RTD, is the number of sample points in the RTD, is a next-neighbour moving average of , is an (Young et al., 1980) based function, is the predicted downstream concentration distribution (obtained through Equation 13), is the measured downstream concentration distribution, is the Lagrangian function, and is the Lagrange multiplier as determined by a gradient descent method during fmincon optimisation (MATLAB). Sonnenwald et al. (2014) identified and undertook a sensitivity analysis of four main parameters affecting the maximum entropy deconvolution process as applied to solute transport data: number of sample points, constraint function, number of iterations, and sample point spacing. Their recommendations of 40 sample points, the based constraint function, 350 iterations, and "Slope Based" sub-sampling have been adopted here.
Experimental Methodology
Experimental work was undertaken on a recirculating pipe system with a test section consisting of a 16.56 m long Perspex pipe, with an internal radius of 12 mm. The pipe diameter was the maximum which could pass through the fluorometers without modification, to permit non-intrusive concentration measurements. Water was re-circulated from a 2500 litre sump. Figure 4 shows a schematic of the experimental setup. The aim of the test series was to measure the system mixing characteristics for 2,000 < Re < 50,000. A ßuorescent dye, Rhodamine WT, was injected into the ßow using a computer-controlled peristaltic pump at a distance 3.5 m downstream from the start of the test section, a length estimated as being sufficient for the ßow to be fully developed (White, 2011) . The first fluorometer was located 2.68 m downstream from the injection point. Dye injections of 1 s duration, at concentrations between 500 -1500 ppb, were used depending on the flow rate. Cross-sectional average temporal concentration proÞles of the dye were recorded using six Turner Designs Series 10 ßuorometers (see Figure 4 for locations). The instruments were calibrated before and after the full series of dye injections to confirm that the calibration relationship had remained constant. The tracer tests investigated 19 Reynolds Numbers between 2,000 < Re < 50,000. In total 57 tests were conducted with three repeat tests at each discharge. A diffuser was Þtted to the sump to stop short circuiting between the outlet and inlet pipes, and the combination of this and the relatively small amount of dye injected for each run compared to the large sump volume meant that no secondary recirculations of dye or measurable increase in background concentration occurred. Discharge was measured volumetrically 3 times before and after each test to confirm that the ßow rate remained constant throughout the test. Figure 6 shows the mean value of mass recovery for the three repeat tests conducted at each Reynolds Number, ± one standard deviation for each parameter. The mean recovery for all runs undertaken was 98.5 %, with a standard deviation of 9.6%. Figure 6 shows that a mass recovery of around 100%, with relatively low scatter is maintained for 6,000 < Re < 50,000. However, for Re < 6,000, the scatter in the data increases to approximately ±10-15%. The errors in mass balance for Re < 6,000 are thought to be due to the tracer not being fully cross-sectionally well mixed for critical and laminar ßows, as the radial exchange due to turbulence is reduced. Figure 6 -Variation of mass recovery with Reynolds Number White (2011) states that the threshold for laminar/critical flow is Re = 2,300, whereas Benedict (1980) gives it as Re = 2,000. To characterise the hydraulic regime of this specific system, head loss was measured between 2 manometers 10 m apart. The manometers enabled the static head to be measured to the nearest mm. For a given discharge, the static head from the up-and the down-stream manometers was recorded 5 times for each run, and the head loss was calculated as the di erence between the mean values of the up-and down-stream values. Head loss measurements were made for more than 50 different discharges between 2,000 < Re < 50,000, to provide greater resolution than obtained for the dispersion studies.
Results

Hydraulic Characteristics
The main aim of the experimental programme was to obtain RTDs for a range of Reynolds Numbers covering turbulent, critical and laminar ßow. To aid in interpreting the tracer data, initial tests were conducted to characterise the hydraulic regime. Head loss measurements were used to obtain the friction factor using the Darcy-Weisbach Equation (Benedict, 1980) : ( 1 7 ) where is the friction factor, is head loss, is the pipe length and is acceleration due to gravity. Figure 7 shows this data, in the form of a Moody-style plot (Moody and Princenton, 1944) . A simple qualitative assessment of Figure 7 , on the basis of standard laminar/turbulent pipe ßow theory (Benedict, 1980) , suggests that for this specific system the ßow is turbulent for Re > 5,000, laminar for Re < 3,000, and critical for 3,000 < Re < 5,000.
Figure 7 -Variation of friction factor with Reynolds Number
Solute Transport Characteristics
Figure 8 provides example plots of the raw tracer data between the 2 nd and Þnal fluorometer for six different values of Reynolds Number. The plots show concentration, normalised with respect to the peak upstream concentration, and with the time axis set so that each proÞle's centroid corresponds to zero. Values of the Reynolds Number, Re, the Péclet Number, i.e. the ratio of advective to diffusive transport, , and the dimensionless mixing time, have been provided for reference. Note that in calculating the dimensionless mixing time (equation 6), the value for the radial diffusion coefficient, has been taken as the molecular diffusion coefficient, when Re < 3,000 and a value of calculated from Taylor (1954) for critical and turbulent flows, when Re > 3,000.
From Figure 8 (a) it can be seen that for Re ≈ 50,000, where the ßow is highly turbulent, the proÞles are almost symmetrical, with little measurable dispersion occurring between the up-and down-stream locations. From Figure 8 (b)-(f), as Reynolds Number decreases, the proÞles become increasingly asymmetrical and dispersion increases.
A best-fit longitudinal dispersion coefficient was determined for each test case using an ADE routing procedure (Fischer, 1973) . These were used in quantifying the Péclet Number and are presented in Figure 9 . Figure 9 confirms that the fitted longitudinal dispersion coefficients are comparable with previous results, shown in Figure  1 . At the higher Reynolds Numbers (Re > 10,000) the present data appears to overestimate dispersion by a factor of two compared with previous laboratory observations. To obtain the system's fundamental mixing response (RTD), the laboratory data was deconvolved using the maximum entropy deconvolution technique and parameters described previously. Figure 10 shows the CRTDs corresponding to the trace data shown in Figure 8 , and compares them with the CRTDs which would result from the combination of the ADE and the relevant fitted dispersion coefficients. Thus, Figure 10 compares the experimentally-obtained actual response of the system with the inferred response assuming the mixing characteristics were a Gaussian impulse response. The goodness of Þt between the two CRTDs was quantified using the coefficient of determination, R 2 . For 3,000 < Re < 50,000 (data shown in Figure 8(a)-(d) ), the system's mixing characteristics are generally approximated well (typical values of R 2 > 0.99) by a Gaussian impulse response function, with the exception of the proÞle's trailing edge, which is slightly elongated. However, for Re < 3,000 (data shown in Figure 8 (e)-(f)), a change in the system's mixing characteristics occurs, and the Þt between the CRTD and a Gaussian response becomes poor (R 2 < 0.90). The data in Figure 10 corresponds to a reach that spans almost the entire test section. However, to explore the temporal development of the impulse response function, the system's CRTDs were compared to a Gaussian impulse response function for 4 sub-reaches, where the distance between the up-and the down-stream ßuorometers was approximately constant (4 m), but the distance from the injection point to the start of the reach varied. Figure 4 shows the positions of the fluorometers on the test pipe, where Reach 1 is between instruments 1 and 3, Reach 2 instruments 2 and 4, Reach 3 instruments 3 and 5 and Reach 4 instruments 4 and 6. Table 1 provides examples of the time the tracer would have been in the ßow when it arrived at the start of each reach, as well as an estimate of the time required for the tracer to become well-mixed. For Re ≥ 5,000, the estimate of the time required for the tracer to be well-mixed is made on the assumption that the ßow is turbulent, whereas for Re ≤ 3,000, the calculation assumes laminar flow. It should be noted that for Re ≤ 3,000, the time in the flow (even for the furthest reach) is three orders of magnitude less than the time required to be well-mixed, whereas for Re ≥ 5,000, the time in the flow always exceeds the time required to be well-mixed. As described above, this is due to the different magnitudes of radial diffusion.
Reynolds Number 50,000 5,000 3,000 2,000
Time to start of Reach 1 (s) Table 1 : Summary of times solute has been in the flow for each reach Figure 11 shows the values of R 2 for the comparison between the CRTDs and a Gaussian impulse response function for each of the 57 runs for Reaches 1-4. When Re > 3,000, the system's mixing characteristics are described well by a Gaussian impulse response function (R > 0.95). This is due to the presence of fully developed turbulence, which leads to the tracer becoming rapidly well mixed. It was anticipated that for critical ßow, the system would not be adequately described by a Gaussian impulse response function, although it should conform increasingly better to the Gaussian impulse response function with more time in the ßow. In fact, it was observed that for critical flow (Re > 3,000), the system conformed to a Gaussian impulse response function for all reaches. It may be inferred that the intermittent turbulent bursts present in critical ßow are sufficient to mix the tracer rapidly. However, under laminar conditions (Re < 3,000), none of the reach lengths is well described by the Gaussian impulse response function, and there is no observable increase in conformity with increasing time in the ßow. On the contrary, the data appears to suggest better conformity with a Gaussian impulse response function for shorter times in the ßow. There is not sufficient data to conclusively demonstrate why this might be the case. This may be because the concentration profile immediately after an instantaneous injection is Gaussian in form, only subsequently modifying to reflect the laminar flow conditions. It may also reflect the fact that all the reaches considered here are extremely short relative to the expected distance/time required to achieve full mixing. 
Discussion
Mixing Regimes
Comparing the CRTDs from Figure 12 with the mixing regimes proposed by Danckwerts (1953) , as shown in Figure 2 , it may be seen that for Re > 3000, the system is conforming to 'piston ßow with some longitudinal mixing', i.e. ßow is turbulent, but with some longitudinal dispersion occurring due to velocity shear. This type of mixing can be approximately well by a Gaussian impulse response function, as Þrst proposed by Taylor (1954) , at relatively short times after injection. Below this threshold, for laminar ßow, the distribution of the CRTDs show some similarity to what Danckwerts deemed 'Dead-water', where the high variation in the velocities across a parabolic laminar velocity proÞle causes some parcels of tracer to get caught near the wall whilst others are transported quickly at the centreline.
The degree to which the ßow proÞle for a particular regime affects solute transport is also highlighted by considering the Þrst arrival of the tracer with respect to the centroid of the CRTD. For plug ßow, the Þrst arrival time would correspond to the mean velocity, i.e. T = 1. For a non-uniform velocity proÞle, the Þrst arrival should correspond to the value of the mean to maximum velocity ratio. From Figure 12 it can be seen that for Re < 3,000, the Þrst arrival time is around T ≈ 0.5. This corresponds to the mean to maximum velocity ratio for laminar ßow with a parabolic velocity proÞle, which can be shown analytically to be 0.5. For Re > 3,000, the Þrst arrival time is around T≈ 0.8. Again, this corresponds to typically observed mean to maximum velocity ratio for turbulent ßow (Benedict, 1980) . It is evident that Equation 12 is a good representation for Re > 3,000, the laminar flow profiles.
The solute transport experiments suggest that the threshold between laminar and non-laminar conditions for this system occurs at Re ≈ 3,000. However, it should be recalled that the data presented in Figure 7 led to the suggestion that laminar flow extended up to a Re of between 3,000 and 4,000. Whilst it may be inferred that the intermittent turbulent bursts present in critical ßow are sufficient to rapidly cross-sectionally mix the tracer, these turbulent bursts are insufficient to have a detectable impact on the large-scale, long term energy losses. As this paper is primarily focused on the identification of appropriate mixing models, it is proposed to adopt the value of
Re ≈ 3,000 as the laminar/non-laminar threshold. It is not essential to define the upper boundary for transitional turbulence, the critical zone, in this context, as the fully-turbulent Gaussian impulse response function has been shown to be applicable down to Re ≈ 3,000.
Practical Implications
For turbulent and critical ßow (Re > 3,000), a Gaussian impulse response function can provide a good estimate of the system's mixing characteristics that is effectively independent of the time after injection. However, previous work has suggested that the dispersion coefficients predicted by Taylor's expression (Equation 4) are only valid for highly turbulent ßow, i.e. Re > 20,000. The present data has also confirmed the inapplicability of Taylor's estimate of the dispersion coefficient for Re < 20,000. Hence, an estimate of the dispersion coe cient that accounts for low-Reynolds Number effects for Re < 20,000 is required. Figure 9 illustrates a simple regression-based empirical expression for the variation of the dimensionless longitudinal dispersion coefficient for the new data presented here for Reynolds Number between 3,000 and 50,000, namely:
( 1 8 )
The values predicted by Equation 18, for 10,000 < Re < 50,000, are around twice the magnitude predicted by both Taylor (1954) and the results from Keyes (1955) . As described earlier the experimental facilities and methods would suffer limitations. Taylor (1954) only provided three experimental values, in the range 10,000 < Re < 20,000, two of which are above the variation predicted by Equation (4). The results from Keyes (1955) were obtained in air flow, employing a dynamic response method, from a sinusoidally modulated gas composition with frequencies between 3 and 10 cycles per second, within a 2.438 m long pipe. Longitudinal velocities of > 10 m/s were created and using a scanning rate of 1 cycle/min., the wave amplitude and phase were obtained, from which estimates of longitudinal mixing coefficients were made based on wave attenuation. In comparison, the new data presented here is the mean of three repeat solute tracer injections in water, directly measured over a 10 m length, with rapid response, non-intrusive instruments. The results show excellent mass balance and good repeatability, providing confidence in the results.
For laminar ßow, the observed RTDs deviate significantly from symmetrical Gaussian distributions because the flow conditions -in either the laboratory or a real water main -are such that full mixing requires time periods far in excess of the time-scales of practical interest. As previously noted, the ADE can only describe the concentration proÞle once the solute is well mixed.
The present study suggests that the theoretical RTD for laminar ßow proposed by Danckwerts (1953) , the differential of Equation 12, provides a suitable model for laminar flow conditions. This expression provides a prediction of an RTD that is signiÞcantly different to the symmetrical Gaussian proÞle predicted by Taylor (1953) for laminar dispersion coefficient which requires dimensionless mixing time, (equation 6). The crucial difference is that Danckwerts (1953) solution neglects the e ect of molecular diffusion, and only accounts for the e ects of di erential advection caused by the parabolic laminar velocity proÞle. Hence, whereas Taylor's model assumes full cross-sectional mixing, Danckwerts (1953) model assumes no radial exchange, and thus should provide an improved approximation of the RTD at small times after injection, when there has been insufficient time for molecular diffusion to have led to any signiÞcate radial exchange. Figure 12 shows a comparison between the experimentally-obtained CRTDs and Danckwerts (1953) theoretical CRTD for laminar ßow. It can be seen that there is good agreement when Re < 3,000, confirming that a theoretical RTD assuming no radial exchange can provide a good approximation of the actual mixing characteristics of a system in the initial period, when < 0.5. Overall the results show that despite the complex hydraulics of turbulent, critical and laminar pipe ßow for 2,000 < Re < 50,000, the entire range can be described by just two impulse response functions. A Gaussian impulse response function provides a good description of the system's mixing characteristics for turbulent and critical ßow for practically all times after injection. For most practical applications with laminar ßow, where predictions are required for scenarios when the solute has been in the ßow for times of the order of minutes and hours, the RTD derived by Danckwerts (1953) provides a good estimation of the system's mixing characteristics.
Conclusions
Tracer data collected for a range of Reynolds Number covering turbulent, critical and laminar pipe ßow were deconvolved to obtain the system's fundamental mixing responses or RTDs. Four main conclusions were made:
 For turbulent ßow (Re > 5,000) the presence of turbulent diffusion means that the tracer becomes rapidly cross-sectionally well mixed, as such the system's mixing characteristics can be described by a Gaussian impulse response function, in practice for all times after injection.
 For critical ßow (3,000 < Re < 5,000) the presence of transient turbulence is sufficient to rapidly mix the solute, and this range can also be described by a Gaussian impulse response function, independent of time since injection.  For low Reynolds Number turbulent and critical flows, Taylor's (1954) equation does not provide a robust estimate of . An empirically-derived equation (18) for predicting for 3,000 < Re < 50,000 has been proposed.  For laminar ßow, the time for the solute to become well mixed is impractical for typical potable water distribution network pipe dimensions. However, it was shown that in the initial period < 0.5, a theoretical RTD that assumes no radial exchange can be used to provide a good description of the system's mixing characteristics.
On the basis of these Þnding, RTD can be estimated for turbulent, critical and laminar pipe ßow independently of the time after injection.
