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a b s t r a c t
Let Tn be the class of tricyclic graphs G on n vertices. In this work, the graphs in Tn with
the smallest number of independent sets are characterized.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a connected graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G) = {e1, e2, . . . , em}.
If m = n − 1 + c , then G is called a c-cyclic graph. If c = 0, 1, 2 or 3, then G is a tree, unicyclic graph, bicyclic graph or
tricyclic graph, respectively. Denote by Tn the class of tricyclic graphs G on n vertices. Let Pn, Cn and Sn be the path, the
cycle and the star on n vertices, respectively. Denote by dG(v) the degree of the vertex v of G. Let NG(v) = {u|uv ∈ E(G)},
NG[v] = NG(v) ∪ {v}. Two vertices of G are said to be independent if they are not adjacent in G. An independent k-set is a
set of k vertices, no two of which are adjacent. Denote by i(G, k) the number of k-independent sets of G. For convenience,
we regard the empty set as an independent set. Then i(G, 0) = 1 for any graph G. Denote by i(G) the total number of
independent sets of G, that is, i(G) =nk=0 i(G, k).
Many researchers have investigated this graph invariant. An important direction is to determine the graphswithmaximal
or minimal number of independent sets in a given class of graphs. As regards n-vertex trees, Prodinger and Tichy [1] showed
that the path Pn has the minimal number of independent sets and the star Sn has the maximal number of independent sets.
As regards n-vertex unicyclic graphs, the maximum number of independent sets is attained for the graph that results from
attaching n−3 leaves to a triangle and the graph attaching a path to a triangle (the only exception being for n = 4, in which
case the cycle C4 also maximizes the number of independent sets), and the minimum is achieved for the cycle Cn [2]. For
n-vertex bicyclic graphs, Deng and coauthors [3,4] obtained the lower and the upper bounds for the number of independent
sets. For n-vertex tricyclic graphs, Zhu et al. [5] determined the upper bounds for the number of independent sets among
tricyclic graphs.
In the light of the information available for the number of independent sets, it is natural to consider the lower bound
among tricyclic graphs. In this work, we characterize the extremal graph with the smallest number of independent sets
in Tn.
In order to state our results, we introduce some notation and terminology. For other undefined notation we refer the
reader to Bollobás [6]. IfW ⊂ V (G), we denote by G−W the subgraph of G obtained by deleting the vertices ofW and the
edges incident with them. Similarly, if E ⊂ E(G), we denote by G− E the subgraph of G obtained by deleting the edges of E.
IfW = {v} and E = {xy}, we write G− v and G− xy instead of G−{v} and G−{xy}, respectively. Hoffman and Smith define
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Fig. 1. Transformation I.
Fig. 2. The graphs in Remark 1.
Fig. 3. Transformation II.
an internal path of G as a walk v0v1 · · · vs(s ≥ 1) such that the vertices v0, v1, . . . , vs are distinct, d(v0) > 2, d(vs) > 2, and
d(vi) = 2 whenever 0 < i < s. Denote by |V (G)| the order of graph G, and by |P| the length of path P .
Denote by Fn the nth Fibonacci number. Recall that Fn = Fn−1 + Fn−2, n ≥ 2 with initial conditions F0 = F1 = 1. Then
i(Pn) = Fn+1. Note that Fn+m = FnFm + Fn−1Fm−1. For convenience, we let Fn = 0 for n < 0.
2. Preliminaries
To obtain the graphs inTn with the smallest number of independent sets, we first recall some lemmaswhichwill be used
in this work and five transformations that decrease the number of independent sets.
Lemma 2.1 ([7]). Let G = (V , E) be a graph.
(i) If uv ∈ E(G), then i(G) = i(G− uv)− i(G− {N[u] ∪ N[v]}).
(ii) If v ∈ V (G), then i(G) = i(G− v)+ i(G− N[v]).
(iii) If G1,G2, . . . ,Gt are the components of the graph G, then i(G) =tj=1 i(Gj).
Transformation I ([4]). Let G  P1 be a connected graph and choose u ∈ V (G). G1 denotes the graph that results from
identifying u with the vertex vk of a simple path Pn : v1 − v2 − · · · − vn, 1 < k < n; G2 is obtained from G1 by deleting
vk−1vk and adding v1vn (see Fig. 1).
Lemma 2.2 ([8]). Let G1 and G2 be the graphs in Transformation I. Then i(G1) > i(G2).
Remark 1. By repeating Transformation I, any tree T attached to a graph G0 can be changed iteratively into a path (as shown
in Fig. 2). The number of independent sets decreases at each iteration.
Transformation II ([4]). Let P = uu1u2, . . . , utv be an internal path in G. The degrees of u1, u2, . . . , ut in G are 2 and G  Pl
for any integer l. LetA1 denote the graph that results from identifying uwith the vertex vk of a simple path Pk: v1−v2−· · ·−vk
and identifying v with the vertex vk+1 of a simple path Pn−k: vk+1 − vk+2 − · · · − vn, 1 < k < n− 1; A2 is obtained from A1
by deleting vk−1vk and adding v1vn, and A3 is obtained from A1 by deleting vk+1vk+2 and adding v1vn (see Fig. 3).
Lemma 2.3 ([4]). Let A1, A2 and A3 be the graphs in Transformation II. Then i(A1) > i(A2) or i(A1) > i(A3).
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Fig. 4. Transformation III.
Fig. 5. The graphs G3j (j = 1, . . . , 7).
Fig. 6. The graphs G4j (j = 1, . . . , 4).
Fig. 7. The graphs G6j (j = 1, . . . , 3) and G71 .
Transformation III ([4]). Let P = u0u1u2, . . . , ut+1 be a path or a cycle (if u0 = ut+1) in G, where the degrees of
u1, u2, . . . , ut in G are 2, t ≥ 1. B1 denotes the graph that results from identifying ur(0 ≤ r ≤ t) with the vertex vk of
a simple path Pk : v1 − v2 − · · · − vk; B2 is obtained from B1 by deleting urur+1 and adding ur+1v1 (see Fig. 4).
Lemma 2.4 ([4]). Let B1 and B2 be the graphs in Transformation III. Then i(B1) > i(B2).
Let G be a tricyclic graph. The base of G, denoted by B(G), is the minimal tricyclic subgraph of G. Obviously, B(G) is the
unique tricyclic subgraph of G containing no pendant vertex, and G can be obtained from B(G) by planting trees at some
vertices of B(G). By Li et al. [9], we known that tricyclic graphs have the following four kinds of bases (as shown in Figs. 5–7):
G3j (j = 1, . . . , 7),G4j (j = 1, . . . , 4),G6j (j = 1, . . . , 3) and G71.
Remark 2. By repeating Transformations I, II and III, any tricyclic graph can be changed iteratively into one of the graphs in
Figs. 5–7, and the number of independent sets decreases at each iteration.
Transformation IV. Let P = u0u1u2, . . . , ut+1 be a path or a cycle(if u0 = ut+1)in G and G  P , where the degrees of
u1, u2, . . . , ut in G are 2, t ≥ 0. D1 denotes the graph that results from identifying u0 with the vertex v1 of a simple path
Pk+1: v1 − v2 − · · · − vk+1, k ≥ 3, and identifying ut+1 with the vertex vk+1; D2 is obtained from D1 by deleting vkut+1 and
adding vk−2vk (see Fig. 8).
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Fig. 8. Transformation IV.
Fig. 9. Transformation V.
Lemma 2.5. Let D1 and D2 be the graphs in Transformation IV. Then i(D1) > i(D2).
Proof. Let I(D1) and I(D2) denote the sets of independent sets of D1 and D2, respectively. We construct a mapping
φ: I(D2)→ I(D1) such that ∀B ∈ I(D2)
φ(B) =

(B− {vk}) ∪ {vk−1} if ut+1, vk ∈ B,
B otherwise.
Note that vk−1, vk−2 ∉ B if vk ∈ B. The mapping is injective. However, there does not exist a B ∈ I(D2) with
φ(B) = {vk, vk−2}. This completes the proof. 
Transformation V. Let E1 be a graph as shown in Fig. 9, where G is a connected graph and G  Pl for any integer l, p ≥ 4;
E2 is obtained from E1 by deleting edge uv1 and adding edge v1v3.
Lemma 2.6. Let E1 and E2 be the graphs in Transformation V. Then i(E1) > i(E2).
Proof. Let A = E1 − V (Cp); by Lemma 2.1, we have
i(E1) = i(E1 − v1)+ i(E1 − N[v1]) = i(E1 − v1)+ i(A ∪ Pp−3)
= i(E1 − v1)+ i(A)Fp−2;
i(E2) = i(E2 − v1)+ i(E2 − N[v1]) = i(E2 − v1)+ i(E2 − N[v1] − vp−1)+ i(E2 − N[v1] − N[vp−1])
= i(E2 − v1)+ i(E2 − N[v1] − vp−1 − u)+ i(E2 − N[v1] − vp−1 − N[u])+ i(E2 − N[v1] − N[vp−1])
= i(E2 − v1)+ [i(A)+ i(A− NA[u])]Fp−4 + i(A)Fp−5.
Obviously, E1 − v1 ∼= E2 − v1. Then
i(E1)− i(E2) = [i(A)− i(A− NA[u])]Fp−4 > 0,
since p ≥ 4. 
3. The main results
In order to find the graph with the smallest number of independent sets in Tn, by Remark 2, we only need to consider
the graphs in Figs. 5–7.
Let Tr (r = 1, 2, . . . , 10) be graphs as shown in Fig. 10. Note that
|V (T3)|, |V (T4)| ≥ 6; |V (T1)|, |V (T2)|, |V (T6)|, |V (T8)|, |V (T10)| ≥ 7;
|V (T5)|, |V (T7)|, |V (T11)| ≥ 8; |V (T9)| ≥ 9. (3.1)
Lemma 3.1. Let T4 be the graph with order n as shown in Fig. 10; then i(T4) = 4Fn−3 + 2Fn−6.
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Fig. 10. The graphs Tr (r = 1, 2, . . . , 11), where b, c, e, f , k, t,m ≥ 1.
Proof. By Lemma 2.1, we have
i(T4) = i(T4 − v1)+ i(T4 − N[v1])
= i(T4 − v1 − x)+ i(T4 − v1 − N[x])+ i(T4 − N[v1] − x)+ i(T4 − N[v1] − N[x])
= i(C3 ∪ Pn−5)+ i(C3 ∪ Pn−7)+ i(P1 ∪ Pn−6)+ i(P1 ∪ Pn−8)
= 4(Fn−4 + Fn−6)+ 2(Fn−5 + Fn−7)
= 4Fn−3 + 2Fn−6. 
By direct calculation, we have
i(T1) = Fk−1Fm−1Ft−1 + Fk−1Fm−1Ft+1 + Fk−1Fm+1Ft−1 + Fk−1Fm+1Ft+1
+ Fk+1Fm−1Ft−1 + Fk+1Fm−1Ft+1 + Fk+1Fm+1Ft−1 + Fk+1Fm+1Ft+1
+ Fk−2Fm−2Ft−2 + Fk−2Fm−2Ft + Fk−2FmFt−2 + Fk−2FmFt + FkFm−2Ft−2 + FkFm−2Ft + FkFmFt−2 + FkFmFt;
i(T2) = Fb−1Fc+1 + Fb−1Fc+3 + Fb+1Fc+1 + Fb+1Fc+3 + Fb−2Fc−1 + Fb−2Fc+1 + FbFc−1 + FbFc+1;
i(T3) = 7Fn−4 + 2Fn−6;
i(T5) = (Fb+2 + Fb)(Fc+2 + Fc)+ 3(Fb+1 + Fb−1)(Fc+1 + Fc−1);
i(T6) = 11Fn−5 + 2Fn−6; i(T7) = 20Fn−6; i(T8) = 5Fn−3;
i(T9) = 35Fn−7; i(T10) = 13Fn−5 + 3Fn−7; i(T11) = 13Fn−6 + 3Fn−4. (3.2)
Lemma 3.2. Let Tr (r = 1, 2, . . . , 11) be graphs as shown in Fig. 10; then i(Tr) > i(T4) for r ≠ 4.
Proof. Note that k+m+ t = n− 4. By (3.2) and Lemma 3.1, we have
i(T1)− i(T4) = i(T1)− (4Fn−3 + 2Fn−6)
= i(T1)− (2Fk−1Fm−1Ft−1 + 2Fk−1Fm−1Ft−2 + 4Fk+1FmFt + 4Fk+1Fm−1Ft−1)
> Fk−1Fm−1(Ft−1 − Ft−2)+ Fk−1Ft−1(Fm+1 − Fm−2)
+ (Fk−1Fm+1Ft+1 + Fk+1Fm+1Ft+1 + Fk−2FmFt + FkFmFt − 4Fk+1FmFt)
+ (Fk+1Fm−1Ft−1 + Fk+1Fm−1Ft+1 + Fk+1Fm+1Ft−1 − 4Fk+1Fm−1Ft−1)
> Fk−1Ft−1(Fm+1 − Fm−2).
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Since k, t,m ≥ 1, we have Fk−1Ft−1(Fm+1 − Fm−2) > 0. So i(T1) > i(T4).
i(T2)− i(T4) = (Fc−1 − Fc−4)Fb−1 + Fc−2Fb−1 − Fc−4Fb−2.
Note that b+ c = n− 5 and b, c ≥ 1; hence (Fc−1 − Fc−4)Fb−1 + Fc−2Fb−1 − Fc−4Fb−2 > 0. So i(T2) > i(T4).
Now, we consider graph T5. If b = 1, then c = n− 7 (or c = 1; then b = n− 7) and
i(T5)− i(T4) = 13Fn−6 + 8Fn−7 + 9Fn−8 − (4Fn−3 + 2Fn−6)
= 9Fn−8 − Fn−9 > 0.
If b, c ≥ 2, we have
i(T5)− i(T4) = i(T5)− (4Fn−3 + 2Fn−6)
= i(T5)− (4Fb+c+3 − 2Fb+c)
= Fb−2Fc−2 + (Fb−2Fc−2 − Fb−3Fc−2)+ (Fb−2Fc−3 − Fb−3Fc−3)+ 4Fb−2Fc−3
> Fb−2Fc−2 > 0.
So i(T5) > i(T4).
Similarly, we have
i(T3)− i(T4) = 2Fn−6 − Fn−7 > 0; i(T6)− i(T4) = 2Fn−7 − Fn−8 > 0;
i(T7)− i(T4) = 4Fn−8 − 2Fn−9 > 0; i(T8)− i(T4) = Fn−4 + Fn−5 − 2Fn−6 > 0;
i(T9)− i(T4) = 12Fn−9 − Fn−10 > 0; i(T10)− i(T4) = 5Fn−6 + 2Fn−7 − 6Fn−8 > 0;
i(T11)− i(T4) = 8Fn−6 − 2Fn−7 > 0.
Hence we obtain our desired results. 
Lemma 3.3. Let G3j be a graph with order n(n ≥ 7) as shown in Fig. 5; then i(G3j ) > i(T4) for j ∈ {1, 2, . . . , 7}.
Proof. Let Cb be the middle cycle in G3j , j = 1, 2, 3.
Case 1. If |Cb| = 3, by Transformations V and IV, we have i(G3j ) ≥ i(T2).
Case 2. If |Cb| = 4, let the length of the longer (x, y)-path be l; if l = 2, by Transformation IV, we have i(G3j ) ≥ i(T5); if l = 3,
also by Transformations V and IV, we have i(G3j ) ≥ i(T1).
Case 3. If |Cb| ≥ 5, by Transformations V and IV, we have i(G3j ) ≥ i(T1).
Similarly, for G3j , j = 4, 5, 6, 7, we have i(G3j ) ≥ i(T1). So i(G3j ) ≥ min{i(Tr)|r = 1, 2, 5}, j ∈ {1, 2, . . . , 7}. Further by
Lemma 3.2, we have i(G3j ) > i(T4) for j ∈ {1, 2, . . . , 7}. 
Lemma 3.4. Let G4j , j ∈ {1, 2, 3, 4} be a graph with order n(n ≥ 6) as shown in Fig. 6; then i(G4j ) ≥ i(T4) for j ∈ {1, 2, 3, 4}.
Proof. We first consider the graphs G4j , j ∈ {1, 4}. Let |P1| ≥ |P2|; then |P1| ≥ 2.
Case 1. |P1| = 2.
(i) |P2| = 1.
If |P3| = |P4| = 1, we have i(G4j ) ≥ i(T4). If one of |P3| and |P4| is 2, we have i(G4j ) ≥ i(T6);
If |P3| = |P4| = 2, we have i(G4j ) ≥ i(T7). If one of |P3| and |P4| is larger than 3, by Transformations V and IV, we have
i(G4j ) ≥ i(T1).
(ii) |P2| = 2.
If |P3| = |P4| = 1, we have i(G4j ) ≥ i(T8). If one of |P3| and |P4| is 2, we have i(G4j ) ≥ i(T11);
If |P3| = |P4| = 2, we have i(G4j ) ≥ i(T9). If one of |P3| and |P4| is larger than 3, we have i(G4j ) ≥ i(T1) or i(T5).
Case 2. |P1| ≥ 3.
If |P2| = 1, we have i(G4j ) ≥ i(T2). If |P2| ≥ 2, we have i(G4j ) ≥ i(T1).
Now, we consider the graphs G4j , j ∈ {2, 3}. Let |P1| ≥ |P2|, |P3| ≥ |P2|; then |P1|, |P3| ≥ 2.
Case 1. |P1| = 2.
If |P2| = 1 and |P3| = 2, we have i(G4j ) ≥ i(T3). If |P2| = 1 and |P3| ≥ 3, we have i(G4j ) ≥ i(T1), or i(T2);
If |P2| = 2 and |P3| = 2, we have i(G4j ) ≥ i(T10). If |P2| ≥ 2 and |P3| ≥ 3, we have i(G4j ) ≥ i(T1) or i(T5).
Case 2. |P1| ≥ 3; we have i(G4j ) ≥ i(T1) or i(T2).
So i(Gj) ≥ min{i(Tr)|r = 1, 2, 3, 4, 6, 7, 8, 9, 10, 11}, j = 1, 2, 3, 4. By Lemma 3.2, we have i(G4j ) ≥ i(T4) for
j ∈ {1, 2, 3, 4}. 
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Fig. 11. The tricyclic graphs of order 5 in (M).
Fig. 12. The tricyclic graphs of order 6 in (M).
Fig. 13. The tricyclic graphs of order 7 in (M).
Fig. 14. The tricyclic graphs of order 8 in (M).
Remark 3. Let G6j , j ∈ {1, 2, 3} and G71 be graphs with order n as shown in Fig. 7. If one of |Pi| is larger than 2, then by
Transformation IV, it can be changed into one of the graphs in {G4j , j = 1, 2, 3, 4}, and the number of independent sets is
decreasing.
For any graph G in {G6j , j = 1, 2, 3} ∪ {G71}, if |V (G)| ≥ 11, it must have an internal path whose length is larger than 2.
Then by Transformation IV, it can be changed into one of the graphs in {G4j , j = 1, 2, 3, 4}. Then we only need to consider
the cases where none of the |P i| are greater than 2, and |V (G)| ≤ 10.
Let (M) denote the set of the tricyclic graphs for which the length of the internal path is nomore than 2, and |V (G)| ≤ 10
in {G6j , j = 1, 2, 3} ∪ {G71}. (See Figs. 11–15.)
By direct calculation, we have
i(G1) = 9, i(G2) = 9, i(G3) = 10 (3.3)
i(G4) = 19, i(G5) = 16, i(G6) = 15, i(G7) = 14, i(G8) = 15, i(G9) = 16 (3.4)
i(G10) = 27, i(G11) = 26, i(G12) = 42, i(G13) = 23,
i(G14) = 26, i(G15) = 25, i(G16) = 24 (3.5)
i(G17) = 46, i(G18) = 42, i(G19) = 40, i(G20) = 38, i(G21) = 44, i(G22) = 43 (3.6)
i(G23) = 69, i(G24) = 66, i(G26) = 67 (3.7)
i(G25) = 115, i(G27) = 113. (3.8)
Summarizing (3.3)–(3.8), Remarks 2 and 3 and Lemmas 3.3 and 3.4, we obtain our main results of this work.
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Fig. 15. The tricyclic graphs of order 9, 10 in (M).
Theorem 3.5. Let G ∈ Tn.
(i) If n = 4, then i(G) = 5.
(ii) If n = 5, then i(G) ≥ 9; the equality holds if and only if G ∼= G1 or G ∼= G2.
(iii) If n = 6, then i(G) ≥ 14; the equality holds if and only if G ∼= G7 or G ∼= T4.
(iv) If n ≥ 7, we have i(G) ≥ 4Fn−3 + 2Fn−6; the equality holds if and only if G ∼= T4.
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