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We obtain necessary and suflicient conditions for the bounded growth for 
differential systems with impulses. We derive sufticient conditions for the existence 
of exponential dichotomy for the constant impulse systems. A relation between 
the dichotomy and bounded growth is given. Dichotomies and boundedness are 
discussed in the last section. 0 1992 Academic press, h. 
1. INTRODUCTION 
Whereas the classical definitions of stability and asymptotic stability by 
Lyapunov may be adequate for autonomous systems, non-autonomous 
systems do require the more suitable notion of uniform stability. A 
dichotomy is a type of conditional stability. Questions of boundedness and 
stability for non-autonomous systems can be better answered using 
dichotomies rather than characteristic exponents. Thus dichotomies have 
an important and attractive theory to be studied. 
Dichotomies for linear systems x’(t) = A(t) x(t), t E aB+ = [0, co), A(t), 
t E R+, being a bounded linear operator on a Banach space X have been 
defined by Massera and Schaffer [S]. We shall be studying, in this paper, 
an equivalent version of dichotomies. Related work is due to Coppel 
[24]. When X is finite dimensional, there is a considerable simplicity. 
Coppel has studied roughness of dichotomies, obtained necessary and suf- 
ficient conditions for the existence of dichotomies, and related dichotomies 
to boundedness of the non-homogeneous equation. 
Research in differential equations with impulses has gained momentum, 
thanks mainly to the efforts of Samoilenko, Bainov, Lakshmikantham, and 
others. Such systems provide realistic models and also present many 
interesting mathematical problems. For these reasons alone it is very 
important to study the stability of such systems as well as their dichotomies. 
Stability questions were answered in [6, 11-13, 15, 16). 
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Dichotomies for impulse systems were studied by Satyavani [9]. In a 
paper Krishna, Vasundhara, and Satyavani [7] have studied the relation 
between boundedness of solutions of a perturbed impulse system and the 
dichotomies of the corresponding linear system. In this paper, we obtain 
necessary and sufficient conditions for bounded growth for impulse 
systems. We look at an impulse system as a perturbation of a non-impulse 
system and derive the conditions under which dichotomy is carried to an 
impulse system from the corresponding non-impulse system. We obtain 
suff’cient conditions for the existence of exponential dichotomy for the 
constant impulse systems. A relation between the dichotomy and 
boundedgrowth is shown in Theorems 4.2 and 4.3. In the last section 
we observe that a dichotomy makes a solution of the non-homogeneous 
system bounded. 
Throughout this paper, we shall study the system 
x’(t) = A(t) x(t), tf t, (1.1) 
x(t,+)=B,x(t,-) (1.2) 
and its perturbation, 
y’(t) = ‘4(t) Y(f) +./It), t# t, (1.3) 
Ati+ I= B;y(t,-) + I,(y(t,- )I, (1.4) 
where A is a continuous n x n matrix valued function on J= [to, co), to > 0, 
and f: J -+ R” is continuous and bounded, the Bi’s are n x n constant non- 
singular matrices, Z,, i = 1, 2, . . . . are given (possibly) nonlinear operators on 
R”. The impulse points t,, i = 1, 2, . . . . are such that t, < tl < t, < .. < 
tic ,.. with lim,+,, ti= co. 
The solution x of the impulse system (1.1) and (1.2) associated with the 
initial condition x(t,,) = x0 is given by 
X(t)= x(t)x-‘(t(l) fI B,-j+IX(t,.-j+I)X~l(ti~j) 
{ 
Xg 
j= 1 I 
for t E (tit t,, 1). Here X is a fundamental matrix of the corresponding non- 
impulse system x’(t) = A(t) x(t), t > t,, with X(to) = Z, Z is an n x n identity 
matrix. 
A fundamental matrix solution 0 of the impulse system ( 1.1) and ( 1.2) 
is 
O(t)=X(t)X-‘(ti) n Bi_j+1X(ti_j+,)X-*(t,_ j), for t E (t;, tj+ ,). 
j= I 
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2. BOUNDED GROWTH FOR IMPULSIVE SYSTEMS 
DEFINITION 2.1. The system (1.1) and (1.2) has bounded growth on J if, 
for some h > 0, there exists a constant C > 1 such that every solution x(t) 
of (1.1) and (1.2) satisfies 
Ilx(t)ll G c IIx(s)Il (2.1) 
for t,sEJand tE[s,s+h]. 
THEOREM 2.1. The system (1.1) and (1.2) has bounded growth if, and 
only if there exist real constants K and a such that 
Ilo O-‘(s)ll <Kexp{cr(t-s)} for t 2s. (2.2) 
Proof Let x(t) be a solution of (1.1) and (1.2). Suppose (2.2) holds for 
some K and ~1. Let h > 0 be fixed and t, s E J such that t E [s, s + h]. Then, 
Ilx(t)ll d Ilo(t) O-%)ll Ilx(s)ll dKexp(a(t--1) Ilx(s)ll 
d KeWah) Ilx(s)ll = C IIx(s)lI 
with C = K exp(crh) (constant). 
Conversely, suppose that the system (1.1) and (1.2) has bounded growth 
and h is as in Delinition2.1. Let t>s. Then tE[s+kh,s+(k+l)h] for 
some k E Z +. Therefore, we have 
Ilx(t)[l G C Ilx(s + kh)ll < . . . d Ck+ ’ llx(s)ll. 
By taking K = C and a = h-’ log C, we have Ck = exp(akh) < 
exp(cc(t-s)}. Hence Ilx(t)ll <Kexp(a(t-s)} IIx(s)(I for t>s. Since 
x(t) = O(t) O-‘(s) x(s), we have 
IlO(t) O-‘(s)11 Q Kexp{a(t-s)} for tgs. 
In Theorem 2.1, the part played by the impulses is not explicit. In the 
following theorem, we give sufficient conditions on A(t) and the impulses 
Bis to obtain (2.2). 
THEOREM 2.2. Suppose the following hypotheses (Al)-(A3) hold. 
(Al) A(t) is bounded on J. That is, there is a constant M> 0 such that 
I/A(t)// <Mfor all teJ. 
(A2) There exists a constant K> 0 such that for any positive integers 
i andj (i<j), 
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(A3) There exists 6 > 0 such that 6 < t,, 1 - t, for all i = 0, 1, 2, . . . 
Then 
110(t) O-‘(s)JI d K, exp{cc(t-s)} for r>s, (2.3) 
where K,=Keandcr=S-LlogK,+M. 
Proof. Let t, s EJ with t > s. Then there exist positive integers k and i 
with k>i such that t~(t~, t,,,) and s~(t,, ti+,). We have 
IlO o-‘(s)ll d llm~-lPk)ll IlJ4t,)x- ‘(r, -l)ll .‘. 
~bw~+,).w~)~t I~II /I~,-,I/ -IIB,+, II. (2.4) 
Let C E R”. We write 
X(t) X- Vj)5 =x(t; t,, 5) 
=~+/“A(s)x(s;1,,5)ds. 
‘I 
By taking norms and using Gronwall’s inequality, we have 
lx(t) X-‘(t,)ll dexp 
Hence (2.4) transforms to 
IlO O-‘(s)ll dexp (,: llA(u)ll du] lIB,/l ... llB,+l II 
SKexp{M(t-s)} exp(k-i) (from (Al) and (A2)). 
(2.5) 
We take h = 6. Let s < t d s + h. Since 6 is the lower bound for the distance 
between consecutive discontinuities, it follows that the number of discon- 
tinuities between s and t is at most one. In view of this, from (2.5), we have 
IlO O-‘(s)11 d Ke exp{M(t - s)) 
= K, exp{M(t-s)} for sdtbs+h, 
where K, = Ke. 
If t 2 s, let k be a positive integer such that t E [s + kh, s + (k + 1) h]. 
Then 
IlO(t’(s)ll < IlO 0-‘(s+kh)ll (IO(s+kh)O-‘(s+(k- l)h)(l 
... llO(s+ h) 0-‘(s)I/ 
<K:+’ exp(M(t-s)}. 
109,lh3’?-1 
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Put /3=/z-‘logK,. Then K:=exp(/Ikh),<exp{/?(t-s)}. Hence 
ID(t) O-‘Wll GG exPUB+Wt-41 
=K, exp{a(t-s)} for t as, 
where K,=Ke and cr=a+M=h-‘logK,+M. 
Remark 2.1. If we allow an infinite number of impulse points in finite 
intervals of time, then (A2) and (A3) are not valid. In such a case, we use 
the hypothesis 
then the conclusion ‘(2.3) holds with K1 = K and LY =p+M. 
Hypothesis (A2) gives a larger bound when j - i is greater than (t-s). For 
example, ifs = 1 and t = 2, and if there are more than two points of discon- 
tinuity in [1,2), thenj-i>(t-s). 
We can also conclude (2.3) by using logarithmic norm ,u. The logarith- 
mic norm of a matrix A is defined by ,u(A) = lim, ~ O+ (( IJZ+hA (I- 1)/h). 
For this purpose, we need the following lemma. 
LEMMA 2.1. Suppose 0 is a fundamental matrix of the system (1.1) and 
(1.2). Then 
IIW O-‘(dll <exp ... Pi+, II (2.6) 
for tE(tk, tk+,) andsE(ti, z~+~), t>s. 
The proof of this lemma is trivial. 
Remark 2.2. Since p(A)< I(A(J, with the same hypotheses of 
Theorem 2.2, the conclusion (2.3) follows. 
Differential and integral inequalities for piecewise continuous functions 
were studied by Bainov and Simeonov in [l, 141. In the following theorem 
we find an estimate for the solution x of the impulse system (1.1) and (1.2), 
by using integral inequalities for piecewise continuous functions. 
THEOREM 2.3. Assume that there exist constants K> 1 and o! > 0 such 
that 
lbp(Wu))lI GKexp(N for any t and u in J. (2.7) 
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Then for any solution x of (1.1) and (1.2), we have the estimate 
llX(t)ll G II IIEjll expb(t-hJj 
10 < t, < I 
x Ki(Obdd+ 1 exp 
I?’ 
’ K IA(z) - A(u)11 d7 
1 
> 
ol 
(2.8) 
wherej(t)=kfor tE(t,, tktl). 
Proof. The impulse system (1.1) and (1.2) written as 
x’(t) = A(u) x(t) + [A(t) - A(u)] x(t), t#ti (2.9) 
x(t;+)=B,x(t,-) (2.10) 
is a perturbation of 
y’(t) = A(u) Y(f), t# tj (2.11) 
y(t,+)=B,y(t,-). (2.12) 
Using the variation of parameters formula for impulse systems, the solution 
x of the system (2.9) and (2.10) is 
x(t)=0(t)0-‘(~)~(~)+~~0(t)0-‘(7)[A(7)-.4(u)]~(7)d7, (2.13) 
s 
where 0 is a fundamental matrix of the impulse system (2.11) and (2.12) 
given by 
O(t)=exp{(t-t,)A(u)) n B,exp{(t,-tj- ,)A(u)) (2.14) 
(0 < *, < , 
From (2.13) and (2.14) it follows that 
x(t)=exp((t-t,)A(u)) n BjexP{(tj-tj-I)A(u)} 
s<r,<r 
X exP{ (ti - S) A(u)} X(S) 
+ ‘exp((t-tk)4u)l s n BjexPI(tj-tj-,)A(u)) 9 T<,><C 
x exp{(t,,,, - 7) A(u))[TA(7) - A(u)1 47) & (2.15) 
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where ~(7) is such that 7~(t~(~), ~,~,~+,I, t~(t,, tk+,l, sE(ti, ti+l], s<t, 
and i<k. Using the inequality (2.7) in (2.15), it follows that 
Let T be fixed such that t, 6 s < t < T. Then from (2.16) we have 
n IIBjl exp(-at) Ilx(t)ll K-j(‘) 
10 < t, c T 
~~~~~j~s~s~~~Tl18,11 exp(-as) IlX(S)ll 
I 
+ J’ K fl IIBjll exp( -LX) K-j(‘) 
s r<t,<:T 
x M(7) - 4u)ll lb(t)ll d7. 
Let 
(2.16) 
(2.17) 
p(t) = n l[BjII exp( -clt) K-j(‘) Ilx(l)/l. (2.18) 
r<r,-cT 
From (2.17) and (2.18), using Gronwall’s lemma in the interval 
ti <s < t < ti+ 1, 
Hence 
P(t) S KP(fi+ 1 ew K 1147) - 4u)ll d7 for tE(ti, ti+l). (2.19) 
From (2.18), we have 
P(ti+) 1 llxCti+ )II 
Po=mcl1 Ilx(fi-Nl’ 
(2.20) 
From (1.2) we have Ilx(ti+)ll < I( I(x(t,-)I/ so that (2.20) implies 
p(tj+)$K-lp(ti-). (2.21) 
IMPULSIVE DIFFERENTIAL SYSTEMS 329 
Substituting (2.21) in (2.19), it follows that 
p(t) Gp(fi- ) exp K{’ 114~) -A(u)\/ dz 
f, 
It is easy to show that 
Hence p(f) G Kp(M exp{]:, K M(r) - A(u)\1 dt}. That is, 
x exp 
or 
x(t)< fl IIBjll exp{cc(t-t,)} KJ(r)-j(ro)+l 
(0 i r, < I 
x exp K IbUt) - A(u)ll dT llxo Il. 
Remark 2.3. For t E (t t k, k+l) and s~(t,, ti+,), t Bs, for the solution x 
of the impulse system (1.1) and (1.2), the following inequality is useful. 
Ilx(t)ll SS n llBjj\ exp(a(t-s)} Kj(‘)- jfs)+’ 
sir,ir 
x exp ’ K II&r) - A(u)ll dz 
> 
Ilx(s)ll. (2.22) 
THEOREM 2.4. Assume the folfowing hypotheses (Bl t(B4) hold. 
(Bl) There exist constants K> 1 artd a>0 such that jJexp(tA(u)}]j < 
Kexp(at) for any t and u in J. 
(B2) There exists L>O such that \]A([,)-A(t,)]l <L )f,-~~/ ,fi~ 
t,, :,E J. 
(B3) There exist K’ 2 1 and B > 0 such that n,, ,,<, /II, )I 6 
~evlB(.A+As))l. 
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(B4) There exist 6 > 0 such that 6 < tI + , - tj for all j = 0, 1, 2, . . . 
Then 
Ilo(t) O-‘(s)ll ~Mexp(y’(t-s)l for all t b s, 
where M = K’K’ exp(/I), y’ = u + (LM log M)“‘. 
Proof Let t, s E J, t 3 s. Then there exist positive integers k and i, k 3 i 
such that tE(tk, tk+,) and sg(ti, ti+l). Let x be a solution of (1.1) and 
(1.2). Then by Remark 2.3, using (B2) in (2.22), we have 
We take u = (s + t)/2. Then, (2.23) becomes 
Ilx(t)ll <<Kiwi(S)+’ 
xexp {KLV} \[x(s)[l. (2.24) 
From (B3) and (2.24), 
(2.23) 
Ilx(t)ll < Kj(O-i(S)+ 1 K’exp{Ki(t)-j(s))) exp(dt-s)) 
xexp {KLV} [lx(s)/. 
We take hl = 6 and M = K’K’ exp(fi). Then by (B4), it follows that 
Ilx(t)ll <Mexp for s,<t<s+h,. 
Let hZ=2{log M/LM}“*; y = (1/2)(LMlog M)“*, and h=min{h,, h2}. 
Then, for s< t ,<s+ h, we have 
IlxWll <Mexp{@+y)(t--s)j IlWll. 
In general, if s + nh < t <s + (n + 1 )h, then 
Ilx(t)ll GMw{(a+y)(t-s-nh)) Ilx(s+nh)ll 
<M2exp((a+y)(t-s-((n-i)h)} Ilx(s+(n-l)h)ll 
< ... < M”+l exd(~+yNt-s)} Ilx(s)ll. 
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We have 
Therefore 
M” = exp(n log M) = exp(nyh) 
<ew{y(t--1) (since log A4 = yh). 
Ilx(t)ll GMexp{(a+2yNt-s)) Ilx(s)ll for t>,s, 
and hence 
IlO O-%)I1 G Mexp{y’(t - s)) for t>,s, 
where y’ = IX+ (LA4 log M)l/*. 
3. DICHOTOMIES FOR IMPULSIVE SYSTEMS 
WITH CONSTANT COEFFICIENTS 
DEFINITION 3.1. The impulsive system (1.1) and (1.2) is said to possess 
an exponential dichotomy on J if there exists a projection P and positive 
constants K, L, a, and p such that 
(El) 110(t) PO-‘(s)(l 6Kexp{ -a(t-s)} for t>s>tt, and 
(E2) IlO(t)(Z- P) O-‘(s)JI d L exp{ -/?(s - t)} for s Z t 3 t, where 
O(t) is a fundamental matrix of the system (1.1) and (1.2). 
One of the natural curiosities, in this context, would be to enquire 
whether a dichotomy for a non-impulsive system can carry over to the 
corresponding impulsive system. In other words, what are the conditions 
on the “blows” or “impulses” given to the solutions of a linear system, so 
that the original dichotomy of the solutions is maintained. We find in the 
following theorem that the conditions are very stringent, even after making 
a sweeping assumption, indicating that the passage from a non-impulsive 
system to an impulsive system is not all that smooth. 
THEOREM 3.1. Suppose that the non-impulsive system 
x’(t) = Ax( t ), t E J, (3.1) 
where A(t) = A is a constant n x n matrix, has an exponential dichotomy on 
J. Suppose that A commutes with each Bi with nz 1 llBi (I< co and 
JX 1 IIB;’ II < ~0. Then the impulsive system (1.1) and (1.2) has an 
exponential dichotomy on J, with the same projection as that of (3.1). 
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Proof Since the non-impulsive system (3.1) has an exponential 
dichotomy on J, there exists a projection P and positive constants K, L, a, 
and /I such that 
Ilexp(tA) Pexp(-sA)I( <Kexp{-cr(t--s)} for t2s 
and 
IlexpW)V-PI exp(-s-4111 
<Lexp{-fl(s-t)} for sat. 
Let t,sEJand t2s. Then tE(tk, tk+l) and se(ti, ti+l), k>i. Since A 
commutes with each B,, the fundamental matrix U(t) of (1.1) and (1.2) is 
given by 
U(t)=exp(fd) n B,. 
ro<t,<t 
Hence 
IIU(t) PU-‘(s)lj < fi IlBjll llexp(tA)Pexp(-sA)Il fi IIB,T~ II 
j=l j=l 
<M,M,Kexp{-a(t-s)}, 
where MI = l-I,“_ r I( Bj I( and M, = n,“_ r I( B,:’ (I. Similarly, for s > t, we 
have 
IIVt)(Z- P) U-‘(s)11 <M,MZL exp{ -/I($- t)}. 
Hence the system (1.1) and (1.2) has an exponential dichotomy on J. 
The commutability of A and B, assumed in the last theorem is a severe 
restriction and makes the situation almost non-impulsive. The purpose of 
Theorem 3.1 is only to stress the nontriviality of the passage from impulsive 
to non-impulsive case for dichotomies. This assumption is not made 
anywhere else in this paper. 
The next theorem gives sufficient conditions for the impulsive system 
x’(t) = Ax(t), t # ti (3.2) 
X(ti+)= (I+ B) X(ti-), (3.3) 
where A and B are n x n constant matrices, to possess an exponential 
dichotomy on J. The jump points ti are such that t,, < t1 < . . . < ti < . . . 
with limi _ m ti= co. Without loss of generality, we assume that A and B 
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are in the canonical form and, for convenience of calculations only, assume 
that all the eigenvalues of A are real. 
THEOREM 3.2. Let the ,following conditions (Cl )-(C3) be satisfied: 
(Cl) The matrix B is such that (Z+ B))’ exists and C= 
Max{Il~+Bll~ llU+W’ll~. 
(C2) The discontinuity points tk are such that p = lim,,_,,, x. (i[s, t]/ 
(t-s))existsandisfinite,6=supi(tj+~-ti)<cO,andA=inf,(t,+,-tj)~0. 
Here i[s, t] denotes the number of discontinuity points between s and 
I, s < t, s, t E J. Let r0 be the maximum of the multiplicities of the eigenvalues 
of A, and 
+ p(r, - 1) log 6. 
(C3) There is a spectral projection P corresponding to some eigenvalue 
I* of A ,for which w(n) # 0 such that (I + B) commutes with P. 
Then, the linear impulsive system (3.2) and (3.3) has an exponential 
dichotomy on J if w(n) # 0 for any eigenvalue >” of A. 
Proof: Let P be the projection corresponding to all the eigenvalues of 
A such that w(A) < 0. Define 
A={A:Aisaneigenvalueof;4andw(A)<O}. 
In fact, from [IS, p. 3503 we have P = (1/2zi) Jr (zl- A) ~- 1 dz, where f is 
any closed Jordan curve containing ,4 in its interior. 
Let U be the fundamental matrix of (3.2) and (3.3) with U(t,) = I. For 
definiteness, let us assume that AI, I,, . . . . I,, i,, ,, . . . . A, are the distinct 
eigenvalues of A and A,, A,, . . . . I, E A. Let r, be the respective multiplicity 
of ii, i = 1,2, . . . . m. For any n x n matrix D, D, is the matrix such that 
(O,)ii = d, if 1 < i < Z, 1 <j< 1; and (II,)ii = 0, otherwise. We can take P in 
the form P = (p,), where pii = 1 if 1 6 i = j < 1, and pii = 0, otherwise. Then 
Let (Z+B)=(b,,) and 8k+I=(t-tk), dk=(tk-tkel), 6,_,= 
(t,-, -t,-,), . . . . Gi+r=(f;+,-~). Th en for 6 given in (C2), exp(GA,} = 
(a(6),-) where 
461ti= 6r-Y I 
0 if j>o,=r,+ ... +r, 
0 if q>j 
---exp(&+~@ 
(b-q) 
if u,djdo, ~, 
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where v o = 1, 0, = r,, u2 = r, + r2, etc. Let 
A,,&) 0 
A= 
0 A,,(&) 0 . . . . 
L . 
. . . . . 
0 0 
where [ lj 1 0 ... 0  0 Aj 1 ... 0 0 A,(Jj) = . . . . . . . . 
0 0 0 .‘. /I, 
. 1 
1 
0 0 0 “’ 0 5 
We observe, after some computation, that 
eXp{ tA,j(lj)} =eXP{~j~} 
I 
f-1 - 
1 t ; . . . ____ 
(rj- l)! 
fJ-2 
0 1 t ... ~ 
(rj- 2)! 
. . . . . . 
ooo... 1 I I 
The q th row, rth column element of U(t) PU - ‘(3) is, therefore, 
2 bjljzbj~j3...bjk-,+ljk-,+2 
jl....,jk-,+z= 1 
Xa(6k+l)qi,a(Bk)j*j,...a(6i+,)j~-1+2,. 
Since, there are at most k - i + 1, b,‘s and k - i + 2, a(b)% in each term 
of the product U(t) PU-‘(s) and summation is taken over jI, . . . . jk-i+2, 
varying from 1 to vl, it follows that the number of terms is, at most 
(v[)~-~+‘. Hence 
k-i+2 
~8(‘~-~)(~-~+*)exp{I,(t -s)}, 
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where &, = max(l :A E d > and c is a constant. By using (Cl) and from 
(C2), we have, given F > 0, there exists d’ > 0 such that 
II u(t) PUP’(s)ll < c exp 
i[ 
I,+ (p + E) log 
( 
ntn + 1) (j(po- 1) C --2-- 
)I I 
(t-s) ) 
t-s>A’ 
and hence 
IIU(t)PUpl(s)ll <cexp(w(&)(t-s)} for all t >, s >, t,. 
Since w(&) < 0, condition (El) of the exponential dichotomy is satisfied. 
Since 1) (I + B) - ’ I( < C, the condition (E2) is easily verified. 
Remark 3.1. If there are no impulses, then B= 0. Also, 
p=lim,,-,,,, (i[s, t]/( t - s)) = 0 and w(L) = A. So, the theorem reduces to 
a known result [4]. 
The following example shows that, if the condition (C3) in Theorem 3.2 
were dropped, that is, the projection P does not commute with (I+ B), 
then the impulsive system may not have an exponential dichotomy. 
EXAMPLE 3.1. Consider the impulsive system 
x’(t) = Ax(t), t#t, (3.4) 
AxJ,=,=x(tj+)-x(ti-) 
= Bx(t,- ) (3.5) 
where A= [i -:I; B= [-: -:I, ti=i, i= 1,2, . . . . 
The conditions (Cl) and (C2) are satisfied with C = 3, p < 1. The projec- 
tion P corresponding to the eigenvalue of A such that w(n) < 0 is P = [“,:I 
which is not commutative with (I+ B). For t E ( fk, tk+ ,), simple computa- 
tion yields fundamental solution U(t) of (3.4) and (3.5) as 
1 
if k=2n 
&4(’ - 2n - I, 
0 -1 
if k=2n+ 1. 
Now, for tE(t2n, t2n+l) and .s~(t,,+~, t2m+2), t>s, we have 
U(t)PU-‘(s) = exp((5n+5m-4s-t+5)+[n-(m+l)]log6+log3}. 
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By taking n = (t - 6)/2 and m = (s - 1 - a’)/2 where 6 < 1 and 6’ < 1 are 
such that 
(;+?)8<I and (i--~)S’<l. (3.6) 
Then 
U(t) PU -l(s) = exp {(i+Y) (t-s) 
;-;log6+log3 . 
From (3.6) and (3.7) we have 
(3.7) 
U(t) PU-‘(s)>exp I(:+?) (ts)j e-‘+‘, 
where c = i - i log 6 + log 3. 
This shows that the impulsive system (3.4) and (3.5) has no exponential 
dichotomy. 
4. DICHOTOMIES FOR IMPULSIVE SYSTEMS WITH 
VARIABLE COEFFICIENTS 
A definition for exponential dichotomy for the impulsive system (1.1) 
and (1.2), equivalent to Definition 3.1 is: 
DEFINITION 4.1. The impulsive system (1.1) and (1.2) is said to have 
an exponential dichotomy on an interval J if and only if there exists a 
projection P and positive constants K’, L’, CC, /3’, and K” such that 
IlWt)ptll <~exp{-~‘(t-s)l IlWs)ptIl for all tas (4.1) 
Il~(~NZ-p)511 GL’exp{-B’(s-t)l IIWW-pI4;ll 
for all s > 2, for any r E IQ”, (4.2) 
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and 
llO(t) PO-‘(t)ll <K” for all t >/ t,. (4.3) 
LEMMA 4.1. Let 0 be a fundamental matrix of the system (1.1) and (1.2). 
Then for any t, s in [to, tk], we have 
IlO(t) O-‘(s)ll 6 Mew 
i 
1’” llA(u)ll du , 
I 
(4.4) 
fn 
where M = max { l-If= i I( Bi (I, nr= ; l/B,- ’ /( ; i = 1, 2, . . . . k ‘,. 
This lemma is a trival consequence of the Gronwall-Bellman inequality. 
THEOREM 4.1. Zf A is continuous on J and the hypothesis of Lemma 4.1 
hold, then the exponential dichotomy of the system (1.1) and (1.2) on ever? 
subinterval of J can be extended to the whole interval J. 
The proof is clear from Lemma 4.1. 
THEOREM 4.2. Zf (1.1) and (1.2) have an exponential dichotomy on .I 
then for any 8 E (0, l), there exists T > to such that 
Ilx(s)ll G 0 SUP Il4s)ll, s 3 T. (4.5 
lu-sl=sT 
The proof of this theorem is similar to that of the non-impulsive case. 
The condition (4.5) is only necessary for the existence of exponential 
dichotomy for the system (1.1) and (1.2). The next theorem contains 
a sufficiency criterion for exponential dichotomy of the system ( 1.1) 
and (1.2). 
LEMMA 4.2. (Vazhevski’s Inequality [lo]). Each solution of the system 
(1 .l) and (1.2) satisfies the following inequality for t 3 tO: 
(4.6) 
where ;I(t) and A(t) are the smallest and the largest characteristic roots of 
A(t)= (1/2)[A(t)+ AT(t)], 2: and Af are the smallest and largest eigen- 
values of BTBi, i= 1, 2, . . . . 
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THEOREM 4.3. Assume that there exist constants T> to, C> 1, and 
0 < B < 1 such that every solution x(t) of (1.1) and ( 1.2) satisfies 
and 
Il~(t)ll~Cll~(s)ll for t,<s<t<s+T 
Ilx(t)ll 6 0 sup Ilx(u)ll for t > T. 
(u--l1 s T 
(4.7) 
(4.8) 
Also, assume that every unbounded solution x of the system (1.1) and (1.2) 
satisfies the following hypothesis. 
For any t > t,, and for any positive integer m, (Ix(t + )/I > C/t?’ implies 
there exists a number z(t) > t such that 0 < z(t) - t < T, C/em + 2 > 
Ilx(z(t)+)II > C/em+’ and C/8”+*> Ilx(z(t))ll > C/B”‘. rf there exists 
a positive constant M such that I( Bill GM for all i, then the impulsive 
system (1.1) and (1.2) has an exponential dichotomy on J. 
Proof Let x(t) be a bounded solution of (1.1) and (1.2). Then 
m(s) = sup I/x(u)// < co. 
u2.Y 
Let t 2:s + T. From (4.8), we observe that Ilx(t)ll d em(s). Thus m(s) = 
sup s~u~s+TII~(~)Il. Let to<s<t<m. Then 
Ilx(t)ll ,< em(s) <m(s) = sup Ilx(u)ll 6 c IIx(s)/l. 
s<uGs+T 
Let n be a non-negative integer such that s + nT < t < s + (n + 1) T. Then 
(lx(t)ll~~sup{Ilx(u~)ll:t-T~u,~t+Tj 
<fIsup{Ilx(ul)ll:s+(n-l)T<u,<t+Tj 
6 t12 SUP{ I\x(u~)~\ : s + (n - 2) Td u2 G t + 2T) 
< ..* 
G tw IIX(~)II = f en+ 1 IIx(s)ll 
<-c @-sUT 
t-s 
‘8 Ilx(s)lL sincen+ l>- T’ 
Setting K = C/0 and u = -log O/T > 0, we conclude 
=Kexp{-dt-s)) Ilx@)ll for t>sStt,. 
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Now let x(t) be an unbounded solution of (1.1) and (1.2) with 
\lx(t,)[\ = 1. Then there exists a r,>O such that Ijx(r,)jl > 1 and 
Ijx(rI + )\I > C/0. Hypothesis about unbounded solutions implies that there 
exists r(r,)=t2 such that O<z,-z,<T, C/f13> j(x(t,+)(( >C@, and 
C/0’> \lx(tz)li > C/0. Again, there exists r,>O such that O< t3-~* < T, 
C/Q” > Ilx(z3 + III > w3, and C/0’ > /x(r3)/( > C/8’. Continuing this 
argument, we get a sequence (ri} such that 0 < ri+, -5, < T, 
and 
Suppose i(m) is the index such that Z,E (ri(,,,)+ ,, ~~(~~~~1. Let t, SE:J 
such that r,< t<ft,+,, r,<s~r,+~, s> t. We have 
C 
Il~(~wJll 6 -. em (4.10) 
Also, for r,,, < t < t ,,, + 1 < r, + T, the bounded growth condition implies 
Ilx(t)ll G c Il~(~m+ III 
6 c IPi( 1 II ll~(~,)ll 
For r,<s<r n + , < s + T, from bounded growth 
IIX(~t,+ I)11 d c Ilx(s)ll. 
From (4.9) it follows that 
P 
(4.11) 
condition (4.7) we have 
(4.12) 
%< lIX(~n+If)ll G llBi(n)+,ll lIX(~,+,)I/, 0 
and hence 
c< lIBi(n)+Ill llx(5n+1)ll On+‘. 
Thus from (4.11) and (4.13) 
it.w ~cwvn+l II~~~~+~II IX(~,+~II II~~,~+,II. 
Using (4.12) in (4.14) 
(4.13) 
(4.14) 
llx(r)ll G C20n--m+1 IIBi(n)+l II IIBi(m)+ I II Ilx(s)ll 
< c2kf20*--+ l Ilx(s)ll \ 
< C2M2tYS-‘)‘= Ilx(s)ll (since (S - t) < (n-m + l)T). 
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Hence 
IlWll dKew( -a(~- Q> IIWII for sat>r,, (4.15) 
with K= C2M2 and CI = -log 8/T> 0. 
Let W, be the subspace {t E R”:x(t; t,, 4) is a bounded solution of the 
impulsive system (1.1) and (1.2) through (to, <)} and W, be its com- 
plementary subspace. If ~JE W,, 11511 = 1, then x(t; t,, <) the solution of 
(1.1) and (1.2) through (to, t) is unbounded and Ilx(to)l] = l/t]/ = 1. Thus 
there exists U> to such that Ilx(u; t,, 011 > C/e. Let z](t) be the inlimum of 
all such points U. Then we have /lx(r, + )/I 3 C/e. 
We now show that the set 
A = (Mb3 w2, 11511= 1 
is bounded. 
If A is not bounded, there exists a sequence (&} G W, such that 
/ltk I( = 1 and ri(&) + co as k + co. Since (tk) is a sequence on the unit 
sphere of R”, we can assume without loss of generality that & + 5 
as k-rco, /1<1/=1, lo W,. Also, ~(t;t,,<~)-+x(t;t~,5) as k+cc. 
This follows from. Vazhevski’s inequality (Lemma 4.2) applied to 
x(t; to, tk) - x(t; to, 5) = x(c to, tk - 51, so that 
If to< z< ri(&), then Ilx(t; to, <)/I <C/e. Let t be arbitrarily large 
(t > to). Since ~~(5~) + cc as k --f co, there exists a positive integer K = K(t) 
such that k >, K implies t,, < t < ~~(5~). Then ((x(t; t,, <,)(I < C/e. From this 
and the convergence x(t; to, tk) --f x(t; to, l) we obtain l/x(t; to, 011 d C/e 
for all t 2 to. That is, x(t; to, 5) is bounded. This contradicts the fact that 
{E W, and that every solution with initial value in W, is unbounded. 
Let S=lubA. Then t,<S<co. From (4.15), for S<tds<co, 
Ilx(t; to, 011 ,<Kexp{ -a@- t)> Il.4~; to, 5)ll. (4.16) 
Note the difference between (4.15) and (4.16). ri in (4.15) depends on the 
initial value of x, whereas in (4.16), S is independent of it. 
Let P be the (orthogonal) projection with W, as range. Then the 
null space of P, N(P) = W, = R(Z- P). Let {E R”, then P5 E W,, 
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(I-P)(e W,. Let t>s>,t,. x(t) = O(t) P<, x(s) = O(s) Pt. Hence 
Pt = 0 ~ l(s) x(s). We consider 
IlO RII = Ilx(f; to, P4)ll 
dKew{-a(?-3)) II-+ to, Oil (from (4.15)) 
=Kexp( -a(t-s)) 110(s) Ptjj. 
Let SbtQs<co. Then 
IlO(f)(Z- PI511 = IJx(t; to, (I- pm 
GKexp{-a(s-t)) IIx(~;~0,(~-P)5)II 
=Kexp{-a($-t)) IlO(s)(Z-P)<ll (from (4.15)) 
IlO Po-‘(~)~ll = lIX(K t, MC to, t))ll 
= llPx(t; to7 <)I1 
6 IIPll c 11511. 
Therefore llO(t) PO-‘(t)\\ < (IPI\ C=Constant. 
Hence (4.1 k(4.3) are satisfied on [S, 00 ), where S > to. Thus from 
Theorem 4.1, the impulsive system (1.1) and (1.2) has an exponential 
dichotomy on .7. 
5. DICHOTOMIES AND BOUNDEDNESS 
In this section, we prove the boundedness of solutions of (1.3) and ( 1.4), 
by using the exponential dichotomy of (1.1) and (1.2). 
LEMMA 5.1. Let { aj} E R” be any sequence. Then for any t > to, 
y(t) = O(t) Y(~o) + j-’ O(t) O- ‘btf(4 ds 
10 
+ C O(t) O-‘(tj) B,:‘Z,(a,) 
(0 < ‘, < f 
is a solution of the system (1.3) and (1.4) satisfying the boundary conditions 
Zj( y(t,- )) = Zj(aj). Further, if the perturbation impulses Z;s are injective, 
then the boundary conditions reduce to y( t, - ) = a,, j = 1, 2, . . . 
The proof is a straightforward verification. 
We assume the following conditions (Dl) and (D2) hold: 
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(Dl) There exists yi>O such that /lIi(x)ll 6yi /Ix/I for all XE R”, 
i= 1, 2, .,.. 
(D2) There exists aj > 0 such that I( B; ’ (1 < 6,, i = 1,2, . . . . 
Let M=S~p{Ilf(t)il:t~Z~). 
THEOREM 5.1. Let the impulsive system ( 1.1) and ( 1.2) have an exponen- 
tial dichotomy with K, a, 8, P as in De@nition 3.1. Let (Dl ) and (D2) hold. 
Let (cc~> G R” be a sequence such that c,E 1 11~~~ I/ yjSi < cg. Then the system 
(1.3) and (1.4) h as a bounded solution y on J with y(tj- ) = uj ty the Ii’s are 
injective. Otherwise, the system (1.3) and (1.4) has a bounded solution y on 
J with 4(y(tj-))=Z,(aj). 
Proof From Lemma 5.1, it follows that 
y(t)= I2 O(t) PO-‘(s)f(s) ds 
f0 
+ C O(t) PO-l(tj) Bz”Ij(a,) 
10 4 t, < I 
- C O(t)(I- P) O-‘(tj) Bi’Ii(Ri) 
t<*;<CC 
- s m O(t)(Z- P) 0-‘(s)f(s) ds (5.1) t 
satisfies the impulsive system (1.3) and (1.4) with the boundary conditions 
I,( y(tj)) = Zj(oli) and with the initial value 
Y(kJ = -(I- P) f O-‘(tj)(Z+ Bj)-’ lj(Orj) + Sr O-‘(s)f(s) ds], 
10 
From Eq. (5.1) and the dichotomy of (1.1) and (1.2), it follows that 
+ lock,, Kexpb4t- ti>) Yisi IIQill 
+ 1 Kexp{-B(ti-t)l Yisi llaill 
t<t,tCC 
+ 
i 
mK%fexp{-~(s-t))ds 
I 
IMPULSIVEDIFFERENTIALSYSTEMS 343 
KM KMexp( -clt) =-- 
a a 
+ K i 6,Yj Ibill 
j=l 
+K f yjojllaji\+y 
,=i+1 
+K f y,cSjIlaj(j<~. 
j= I 
Hence the theorem. 
The continuity and boundedness off can be replaced by the integrability 
condition as was done by Coppel. The proofs are essentially the same as in 
Coppel [4] except for obvious modifications. 
THEOREM 5.2. Let the impulsive system (1.1) and (1.2) have an exponen- 
tial dichotomy with K, a, j?, P given in Definition 3.1. Suppose that f is locally 
integrable such that ji+’ jlf(s)ll ds is bounded, (Dl) and (D2) hold. Then, 
for any sequence {a,] E R”, with c,E, llaj // y,6, < 00, the conclusion of 
Theorem 5.1 is valid. 
LEMMA 5.2. Lf f is locally integrable such that j:+ ’ I[f(s)jl ds 6 A4 for 
any t >, t,, then for any t > t, and for any a > 0, we have 
i‘ 'exp{-a(t-s)l llfb)llds< 
M 
10 1 -exp(-a) 
and 
i‘ O3 ev{ -a@- t)> llfb)ll ds< 
M 
I 1 -exp(-a)’ 
The proof of this lemma follows trivially. 
Proof of Theorem 5.2. From (5.1), it follows that 
lidt)ll GKJ,lwj--a(t--s)] Ilf(s)ll ds 
+K/I exp{ -a(s- I)} (1 f(s)ll ds. 
t 
(5.4) 
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By using (5.2) and (5.3) in (5.4), we get 
IIv(t)ll 6 K 1 -ex;twor)+K f ~~8, lbjll +K M 
j= I 1 -exp( -c()’ 
Hence 
IIv(t)ll ,< K for all t. 
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