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O formalismo da mecânica quântica simplética é utilizado para a análise de sistemas
dissipativos. Para isso, previamente, foi feita uma revisão bibliográca do formalismo de
Wigner da mecânica quântica e do produto estrela. A mecânica quântica simplética é
construída através do grupo de Galilei, permitindo escrever a equação de Schrödinger no
espaço de fase a m de encontrarmos quasi -amplitudes de probabilidades associadas à
função de Wigner. Esse formalismo foi aplicado a sistemas dissipativos, considerando as
seguintes situações: a) oscilador quântico amortecido; b) sistema de osciladores com um
parâmetro dissipativo; c) sistema de osciladores acoplados do tipo imagem espelhada de
Bateman; d) sistema com amortecimento associado à parte imaginária de um Hamilto-
niano não-hermitiano; e) por m, uma partícula que se move em um campo no qual os
efeitos dissipativos estão associados com o quadrado da velocidade. Em todos os casos,
a partir das soluções analíticas para as quasi -distribuição de probabilidades, a função de
Wigner correspondente foi calculada e analisada.
Abstract
The symplectic quantum mechanics formalism is used for the analysing dissipative
systems. For this purpose, previously, a bibliographic review of Wigner's formalism of
quantum mechanics and the star product are presented. The symplectic quantum me-
chanics is constructed through the Galilei group, allowing to writing the Schrödinger
equation in phase space in order to nd quasi -distributions associated with Wigner func-
tion. This formalism is applied to dissipative systems, considering the following situations:
a) damped quantum oscillator; b) oscillator systems with a dissipative parameter; c) Ba-
teman mirror-image oscillator system; d) damping associated with the imaginary part of
a non-hermitian Hamiltonian; e) a moving particle in a eld in wich dissipative eects
are associated to the square of its velocity. In all cases, from the analytical solutions
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1 Introdução
Em sua fase inicial, o desenvolvimento histórico da mecânica quântica apresen-
tou pouco interesse a formalismos para sistemas dissipativos, em parte porque a ideia de
atrito é um conceito tipicamente macroscópico. Entretanto, nos anos 1950, a dissipação
começou chamar a atenção em função da análise quântica do campo de radiação de ca-
vidades de microoondas [1, 2]. A descrição da dissipação quântica se fez necessária para
analisar fenômenos associados à emissão espontânea de sistemas microscópicos acoplados
ao campo, levando em consideração perdas na cavidade. A partir dos anos 1970, o es-
tudo da dissipação se fortaleceu com a física nuclear e experimentos de colisões de íons
pesados [3].
A introdução da dissipação na mecânica quântica seguiu praticamente dois méto-
dos diferentes. O primeiro consiste em iniciar com as equações clássicas de Newton para
o movimento, onde a dissipação provém de forças que dependem da velocidade. A seguir,
encontra-se a Lagrangiana que leva a essas equações de movimento e então procede-se com
a quantização através dos métodos usuais [47]. O segundo método consiste em conside-
rar a dissipação como consequência do acoplamento de dois sistemas. Por exemplo, um
oscilador harmônico sem amortecimento e o sistema que produz o amortecimento [1,2,8].
O primeiro método foi criticado por Brittin [9], em 1950, com o argumento no qual a
quantização de sistemas com forças dissipativas que dependem da velocidade são incom-
pátiveis com as relações de comutação e com o princípio da incerteza de Heisenberg. No
segundo, existe uma diculdade técnica em função do alto número de graus de liberdade
do reservatório. Não obstante, sabe-se que dissipação surge da interação de um sistema
com sua vizinhança, de modo que, a troca de energia se dá de maneira irreversível. Um
exemplo é o estudo de um sistema quântico sendo investigado através do acoplamento
com os instrumentos de medida utilizados, os quais geram inuências que não podem ser
negligenciadas no objeto quântico a ser medido [10].
Várias abordagens foram propostas para sistemas dissipativos ao longo dos anos.
Em 1941, Caldirola [11] apresentou um trabalho mostrando ser possível quantizar um
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sistema dissipativo utilizando um formalismo hamiltoniano que depende explicitamente
do tempo. De uma maneira aparentemente independente, Kanai [4], em 1948, formulou
uma descrição similar do problema. Porém, Brittin [9] mostrou que tal sistema viola a
relação de comutação e conjecturou que, apesar do sistema dissipativo ser completamente
descrito classicamente, sua versão quântica somente seria possível se o sistema dissipativo
fosse considerado como um sub-sistema de um não dissipativo, não existindo uma repre-
sentação de Schrödinger, a não ser que as forças fossem não dissipativas. Procurando uma
alternativa, Dekker [12], em 1975, partiu de uma equação complexa de primeira ordem e
mostrou que o amortecimento pode ser introduzido como uma parte imaginária de uma
Lagrangiana, da qual um Hamiltoniano não-hermitiano foi deduzido. Em 1977, Feshbach
e Tikochinsky [13] propuseram um método de quantização para o problema de um sis-
tema acoplado com um modo do reservatório do tipo imagem espelhada, proposto para
um sistema dissipativo puramente clássico por Bateman [14], em 1931. Muitos outros
aspectos da dissipação quântica foram analisados no devir das décadas seguintes [1518].
Vale destaque o trabalho de Mensky [19], em 2003, no qual sustenta que uma teoria quân-
tica da dissipação deveria ser universal, isto é, independente do modelo utilizado. Isso
porque a dissipação deve conter utuações de natureza puramente quântica que podem
estar relacionadas, de alguma forma, com o atrito proporcional à velocidade, no limite
clássico. Porém, a mecânica quântica nos mostra que as utuações ocorrem em virtude
do princípio da incerteza de Heisenberg, independente dos objetos físicos considerados.
Numa perspectiva mais ampla, compreender um sistema quântico imerso em um ambiente
nos trás não apenas signicados práticos no processamento da informação quântica [20],
mas ajuda também a elucidar questionamentos fundamentais como o processo de medida,
a fronteira clássico-quântica e o mecanismo da decoerência [10,2128].
Claramente, temos uma certa diculdade no mapeamento do nível clássico para
o nível quântico em sistemas dissipativos. Dentre as três formulações da mecânica quân-
tica, a padrão, onde operadores no espaço de Hilbert H são empregados, a integral de
trajetórias e a mecânica quântica no espaço de fase, esta última compartilha a mesma
estrutura e linguagem com a mecânica clássica. Dessa forma, a mecânica quântica no
espaço de fase em seu limite clássico traz uma conexão mais natural e intuitiva do que as
outras duas formulações. Nesse formalismo, o estado do sistema é descrito pela função de
Wigner, fw(q, p) [2933], originalmente concebida para ser uma função de distribuição no
espaço de fase. Mas, apesar de ser real, normalizada e carregar informações estatísticas
dos estados quânticos, ela pode assumir valores negativos, o que contraria o sentido usual
da ideia de distribuição. Por esse motivo ela é conhecida como uma função de quasi -
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distribuição. Uma outra característica é que as variáveis dinâmicas são representadas por
funções sobre o espaço de fase e não por operadores. Nesse formalismo de Wigner, cada
operador representado por A e denido em um espaço de Hilbert, H, é associado a uma
função, denotada por aw(q, p), no espaço de fase, Γ [30]. Esta associação consiste em uma
aplicação Ωw : A→ aw(q, p) tal que a álgebra associativa de operadores em H corresponde
a uma álgebra também associativa, mas não-comutativa, em Γ. Portanto, o produto de
operadores, em H, ca denido em Γ pelo chamado produto estrela ?, ou produto de
Moyal, ou, ainda, produto de Weyl [34, 35].
O produto de dois operadores é mapeado de acordo com Ωw : AB → aw(q, p) ?
bw(q, p). Assim, o produto estrela de duas funções no espaço de fase corresponde ao
produto de operadores no espaço de Hilbert e é denido por [30]












O produto de Moyal torna-se imprescindível nesse formalismo, pois ao representar o estado
de um sistema, a função de Wigner obedece a uma equação análoga à de Liouville - von




= {Hw, fw}M = Hw ? fw − fw ? Hw.
Essa formulação da mecânica quântica é útil na descrição de processos de trans-
porte na hidrodinâmica quântica [36], na ótica quântica [3740], na física de plasma [41],
nuclear e de partículas [4248], na física da matéria condensada [4955], no estudo dos
limites semiclássicos em sistemas mesoscópicos [5662] e na transição para a mecânica
estatística clássica [24,39,6372]. Além disso, esse formalismo possui uma linguagem na-
tural para investigar assinaturas quânticas do caos [7379] e da decoerência [8088], esta
última, muito útil na computação quântica [8993]. Esse formalismo também fornece su-
porte na medida de sistemas atômicos [9497], além da medição direta da própria função
de Wigner [98104].
Porém, existem algumas diculdades no uso direto da função de Wigner, como
por exemplo, a ausência da simetria de calibre, já que se trata de uma função real. Uma
outra diculdade é de razão técnica: a equação de Liouville-von Neumann no espaço de
fase possui uma natureza intrincada, sem solução perturbativa prática. Esses problemas
motivaram uma intensa pesquisa, sob diversas perspectivas, do formalismo de Wigner
[105117], e alguns avanços foram realizados, incluindo representações das equações da
mecânica quântica diretamente no espaço de fase [118]. A equação de Schrödinger é
12
escrita no espaço de fase [119, 120] e utilizada na análise harmônica [121125], mas de
maneira preliminar, pois a interpretação física para as funções de onda não possui um
caráter geral.
Um formalismo consistente é construído, inicialmente [126], através do estudo
de representações da álgebra de Lie do grupo de Galilei no espaço de fase, no qual as
funções de onda, denominadas quasi -amplitudes de probabilidades, estão associadas com
a função de Wigner através do produto de Moyal. Esta noção de estrutura simplética e o
produto de Weyl são explorados para estudar representações unitárias do grupo de Galilei,
levando a uma representação da equação de Schrödinger no espaço de fase [126]. Esta
abordagem proporciona um procedimento interessante para deduzir a função de Wigner,
usando, consistentemente, a invariância de calibre e os efeitos de superposição [127129].
Essa representação simplética tem sido aplicada na teoria cinética e estendida para o
contexto relativístico, dando origem às equações de Klein-Gordon e de Dirac no espaço
de fase [130134].
Neste trabalho, retomamos o estudo das representações unitárias do grupo (não
da álgebra de Lie) de Galilei [135]. Este procedimento evidencia o papel das simetrias de
calibre no espaço de fase, ao tempo em que interpreta, como antes [126], as funções de
onda como quasi -amplitudes de probabilidades associadas à função de Wigner através do
produto de Moyal. Dessa forma, a equação de Schrödinger no espaço de fase é escrita em
uma estrutura simplética, na qual {q, p} correspondem às coordenadas no espaço de fase
Γ, formando uma base para a construção de funções de onda em um espaço de Hilbert com
conteúdo de espaço de fase HΓ. Esse formalismo será aplicado em sistemas dissipativos,
a m de estudar o comportamento da função de Wigner.
A apresentação desse trabalho está disposta da seguinte maneira. No Capítulo
2 revisaremos o formalismo de Wigner, explorando suas propriedades. No Capítulo 3
revisaremos o formalismo da mecânica quântica simplética, enfatizando a construção da
equação de Schrödinger no espaço de fase e a associação da função de Wigner com fun-
ções de quasi -amplitudes de probabilidades através da noção do grupo de Galilei. No
Capítulo 4 aplicaremos esse formalismo aos problemas do oscilador quântico amortecido
e do sistema de osciladores com dissipação. No Capítulo 5 trataremos da quantização
proposta por Feshbach e Tikochinsky [13] para o Hamiltoniano dual de Bateman [14].
O Capítulo 6 trará o modelo dissipativo com um Hamiltoniano complexo, proposto por
Dekker [12]. No Capítulo 7 dicutiremos o movimento de uma partícula em um campo
com forças dissipativas que dependem do quadrado da velocidade [136]. Finalmente, no
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Capítulo 8 apresentaremos nossas considerações nais e perspectivas.
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2 Revisão: Formalismo de Wigner
e o produto de Weyl-Wigner
Em 1932, Wigner [29] percebeu que para altas temperaturas, a probabilidade
de uma conguração dada pela teoria clássica de Boltzmann é também compatível com a
teoria quântica. Porém, para baixas temperaturas era necessária uma correção. Para isso,
foi introduzida uma função capaz de calcular probabilidades tanto nas coordenadas quanto
nosmomenta. Tal função é conhecida, hoje, como função de Wigner, que estatisticamente,
representa uma função de quasi -distribuição (ou quasi -probabilidade) no espaço de fase.
O formalismo proposto por Wigner tem sido utilizado em diversas áreas como óptica
quântica e física da matéria condensada, tendo inclusive sua medição sendo realizada
em experimentos de cavidade quântica [100]. Esse capítulo é dedicado à revisão desse
formalismo, denindo a função de Wigner através da matriz densidade e explorando suas
propriedades. Por último, será introduzido o produto estrela, ferramenta necessária para
o desenvolvimento da mecânica quântica simplética.
2.1 Matriz densidade
O conceito de probabilidade surge naturalmente quando se trata com problemas
de muitas partículas. Nesse universo, as ideias da mecânica clássica dão suporte para
a formulação da mecânica estatística. Assim, um ponto no espaço de fase representa o
estado do sistema e sua evolução temporal é caracterizada por uma trajetória bem denida
nesse espaço. Mas, no âmbito microscópico é impossível conhecer as condições iniciais,
tornando essa trajetória não denida. Na mecânica quântica, uma forma de lidar com
esse problema é representar o estado macroscópico de um sistema como sendo constituído
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onde {|ψi〉} são os estados microscópicos possíveis do ensemble estatístico e ωi = NiN é
o peso estatístico para o estado quântico |ψi〉. Considera-se que a matriz densidade ρ
contém todas as informações sobre o sistema e permite descrever qualquer sistema físico.
Para estados puros, teremos
ρ(t) = |ψ(t)〉〈ψ(t)|. (2.2)
O valor esperado de um operador A na formulação da mecânica quântica estatística
usual é dado por
〈A〉 = Tr(ρA) = Tr(Aρ), (2.3)
com a matriz densidade, ρ, apresentando as seguintes propriedades,
(i) hermiticidade: ρ† = ρ;
(ii) traço: Trρ = 1.
Para completar esse formalismo falta somente a equação que governa a evolução






onde H representa a energia total do sistema.



















= [H(t), ρ(t)]. (2.4)
Essa é a equação que determina a evolução temporal do operador densidade, conhecida
como equação de Liouville-von Neumann.
1A notação utilizada nesse trabalho será da seguinte forma: operadores usuais da mecânica quântica
não apresentarão chapéu e quando representados pelo alfabeto latino apresentarão letras maiúsculas. O
chapéu será utilizado para representar os operadores estrelas que serão construídos ao longo do texto.
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2.2 Função de Wigner
A função de Wigner representa uma distribuição conjunta das variáveis canonica-
mente conjugadas q e p, que se assemelha a uma distribuição clássica de probababilidades.
Essa função é real e é denida pela transformada de Fourier dos elementos não diagonais
























Apesar de estarmos trabalhando com apenas uma dimensão, a generalização para casos
que possuam maior número dimensional pode ser feita sem maiores problemas. Para













Matematicamente, a função de Wigner não pode ser interpretada como uma função
de distribuição de probabilidades no espaço de fase, pois, apesar de ser real, pode assumir
valores negativos. Essas regiões são associadas a não classicidade de um sistema, de forma
que quanto mais negativa, mais o sistema se afasta do comportamento clássico [137].
Porém, a função de Wigner carrega propriedades inerentes à interpretação física de um
sistema, pois densidades de probabilidades surgem quando a integramos.
Uma propriedade básica da função de Wigner é o limite de seus valores. Tomemos































Utilizando a desigualdade de Cauchy-Schwarz
|〈ϕ1|ϕ2〉|2 ≤ 〈ϕ1|ϕ1〉〈ϕ2|ϕ2〉,







Assim, a função de Wigner para sistemas puros normalizados não pode assumir valores
maiores que 1
πh̄
ou menores que − 1
πh̄
.
Integrando a função de Wigner, informações estatísticas importantes sobre um











































f(x)δ(x)dx = f(0), encontramos∫
dpfw(q, p) = 〈q|ρ|q〉.
Esta propriedade mostra a densidade de probabilidade de se encontrar uma partícula entre
q e q + dq.







































Utilizando, outra vez, a denição da delta, tem-se∫
dqfw(q, p) = 〈p|ρ|p〉,
que expressa a densidade de probabilidades para se encontrar uma partícula com momento
entre p e p+ dp.
É interessante notar que a integração em p revela uma densidade de probablidade
nas coordenadas e a integração em q, uma densidade de probabilidade nos momenta. Mas,








































dq〈q|ρ|q〉 = Trρ = 1.
Ou seja, a função de Wigner é normalizada, o que expressa uma consistência com a
normalização da matriz densidade. Agora, se a integração sobre o espaço de fase for
realizada em um produto de duas funções de Wigner referentes a dois estados distintos,
caracterizados por ρ1 e ρ2, encontraremos uma propriedade que diz respeito ao traço do
produto de duas matrizes de densidade. Dessa forma, usando a Eq. (2.5), segue que
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A integração em p revela-se uma delta de Dirac, δ(z1+z2), de forma que, após integrarmos
em z2, teremos∫

















Fazendo a mudança de variáveis
x′ = q − z1
2










Utilizando a relação de fechamento, temos∫





que pode ser escrito como∫




Ou seja, o traço do produto de dois operadores densidade pode ser determinado pelo
produto das funções de Wigner correspondentes a cada estado, integrado sobre todo o
espaço de fase. Se for considerado o estado puro, dado pela Eq. (2.2), associado ao fato
que Tr|u〉〈v| = 〈v|u〉, temos∫




Note que caso os estados sejam ortogonais, isto é, 〈ψ1|ψ2〉 = 0, então∫
dqdpfw1(q, p)fw2(q, p) = 0.
Portanto, apesar da integral no espaço de fase ser nula, as funções fw1 e fw2 não são neces-
sariamente nulas, nos forçando a concluir que podem assumir valores negativos. Por esse
motivo a função de Wigner é conhecida como uma distribuição de quasi -probabilidade, já
que, quando integrada, pode ser interpretada como uma distribuição de probabilidades,
como já foi visto. A parte negativa da função de Wigner pode ser vista como um fator
de não classicidade de um estado, pois para interpretá-la como uma distribuição clássica
de probabilidades seria necessária sua não-negatividade. Porém, isso só acontece com os
estados coerentes e com os estados de vácuo comprimido, pois possuem comportamento
análogo ao clássico. Portanto, a negatividade da função de Wigner pode ser interpretada
como uma assinatura do nível quântico do sistema. É possível obter um indicador da não
classicidade de um sistema através do volume da parte negativa da função de Wigner. O
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dobro do volume da parte negativa pode ser escrito como [137]
η(ψ) =
∫
dqdp{|fw(q, p)| − fw(q, p)}.
Assim, η(ψ) corresponde a um indicador de negatividade para um estado |ψ〉, que, utili-
zando o fato que a função de Wigner é normalizada, pode ser escrito como
η(ψ) =
∫
dqdp|fw(q, p)| − 1. (2.9)
Note que, por denição, η deve ser igual a zero para os estados coerentes e estados de
vácuo comprimido.
2.3 Quantização de Weyl
A quantização, de certa forma, é uma receita de como associar a um sistema
quântico, variáveis clássicas de uma maneira razoável e consistente. Desde a quantização
da energia eletromagnética à segunda quantização, um questionamento que pode ser feito
é:"por que a quantização é realmente necessária e será que existe um princípio mais
profundo e fundamental a ela?". O fato é que a mecânica quântica é uma das teorias mais
bem sucedidas experimentalmente. Aparentemente a natureza é quantizada. Porém,
mesmo existindo várias formas de se quantizar um sistema, é imprescindível que a teoria
quântica adotada descreva o sistema clássico quando os efeitos quânticos puderem ser
ignorados, isto é, obedeça ao princípio da correspondência. Um outro viés interessante
é que a descrição quântica de um fenômeno possui mais informação que a clássica, do
mesmo fenômeno. Ou seja alguns efeitos apenas se revelam quando o sistema é tratado
quanticamente.
A forma tradicional de quantizar um sistema clássico é simplesmente promover
as variavéis clássicas de um Hamiltoniano em seus respectivos operadores que obedeçam
as regras de comutação canônica. Perceba que mesmo concordando muito bem com
dados experimentais e obedecendo ao princípio da correspondência, essa teoria não diz
muita coisa sobre os aspectos fundamentais da quantização. Essa quantização canônica
é bastante útil em algumas situações, quando não há ambiguidade na ordem em que
as variáveis aparecem no Hamiltoniano clássico. Por exemplo, o oscilador harmônico é
facilmente quantizado promovendo as variáveis posição e momentum q e p a operadores















Agora se a função que desejamos quantizar for ambígua, por exemplo, H(q, p) = qp,
a simples promoção não fornece uma informação coerente pois QP é diferente de PQ.






Além do problema da ambiguidade, outros aparecem quando, por exemplo, funções
não-polinomiais precisam ser quantizadas. Dessa forma, outras técnicas de quantização
foram sendo construídas com o passar dos anos. Na década de 20, do século passado,
Weyl, à procura de uma formulação alternativa da mecânica quântica, propôs uma cor-
respondência entre funções de distribuições clássicas no espaço de fase e operadores na
mecânica quântica, relacionando cada sistema clássico (variedade simplética) a um sis-
tema quântico (espaço de Hilbert) [138]. O produto estrela emerge naturalmente desse
método, sendo por esse motivo, também chamada de quantização por deformação. A
regra de quantização de Weyl consiste em associar um operador quântico Ŵ [f ] a uma
função no espaço de fase, seguindo o mapa Ŵ [f ] : f → f̂ , denido por




Essa regra é inversível, pois









A Eq. (2.11) é conhecida como transformada de Weyl da função f(q, p).
Para provar que a quantização de Weyl é de fato inversível, vamos substituir a













































2 〈q − z
2





Como Q|q〉 = q|q〉 e eiaP |q〉 = |q − h̄a〉, o bracket da equação acima ca dado por
〈q − z
2



























h̄ δ(z − h̄τ).








Podemos identicar as funções delta











de forma que, nalmente,
f(q, p) =
∫
dq′dp′δ(q − q′)δ(p− p′)f(q′, p′) = f(q, p).
Assim, nessa representação, os operadores quânticos denidos no espaço de Hilbert são
representados por funções no espaço de fase através da transformada de Weyl, dada pela





















Nota-se, portanto que a função de Wigner nada mais é que a transformada de Weyl do
















Como uma das metas da mecânica quântica é calcular valores esperados, precisa-
mos saber se essas funções estão de acordo com a estrutura padrão. Ou seja, é necessário
conferir se a relação
〈A〉 = 〈ψ|A|ψ〉 =
∫
dqdpaw(q, p)fw(q, p) = TrρA (2.17)








h̄ 〈q − z
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Fazendo a mudança de variável, que possui jacobiano igual a 1
q = (q − z
2
)








Utilizando a relação de fechamento ∫
dz|z〉〈z| = 1,
chegamos a ∫
dq〈q|A(Q,P )ρ|q〉 = TrρA = 〈A〉.
Portanto, as funções c-number sobre o espaço de fase que representam os operadores
quânticos no espaço de Hilbert são compatíveis com a teoria quântica padrão.
Algumas propriedades importantes surgem desse formalismo. Por exemplo,
se tivermos um operador independente de P , (A = A(Q)), então o seu recíproco na
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abordagem de Wigner também será da mesma forma funcional, com a diferença que os
operadores Q serão substituídos pelas variáveis q. Isso pode ser facilmente visto se for
feita uma expansão de A(Q) em séries de Q, ou seja,
A(Q) = A(0) +QA′(0) +
Q2
2!
A′′(0) + ... .





h̄ 〈q − z
2
|A(0) +QA′(0) + Q
2
2!
A′′(0) + ...|q + z
2
〉.
Porém, Q|q〉 = q|q〉, então







































〉 = δ(z), após o cálculo da integral em z, chega-se a




A′′(0) + ... = A(q).
Analogamente, se o operador for independente de Q, isto é A = A(P ), então
aw(q, p) = A(p). Agora, basta expandir A(P ) em séries de P ,











|A(0) + PA′(0) + P
2
2!
A′′(0) + ...|p+ k
2
〉.
Como, P |p〉 = p|p〉, então



































Utilizando a propriedade da delta δ(k) para calcular a integral em k, chega-se a




A′′(0) + ... = A(p).
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Mas se o operador for independente tanto de Q, quanto de P , isto é, for uma
constante, então a função recíproca também o será. Essa propriedade segue facilmente se














〉 = δ(z), chegamos a





O que, após a integração em z, leva a
aw(q, p) = c = A(q, p).
Vimos que a função de Wigner, quando integrada, resulta em probabilidades. E já
que tal função exibe a mesma forma da transformada de Weyl dos operadores, podemos
explorar também a integração dessas funções. Comecemos integrando a Eq. (2.14) sobre







h̄ 〈q − z
2
|A(Q,P )|q + z
2
〉.

















|A(Q,P )|q + z
2
〉(2πh̄)δ(z),
o que nos leva a ∫
dqdpaw(q, p) = 2πh̄
∫












h̄ 〈q − z
2
|A(Q,P )|q + z
2
〉.



















|A(Q,P )|q + z
2
〉(2πh̄)δ(z),
o que nos leva a ∫
dpaw(q, p) = 2πh̄〈q|A(Q,P )|q〉.






















dqaw(q, p) = 2πh̄〈p|A(Q,P )|p〉.
O próximo passo será estudar o produto de operadores na representação de
Wigner, o qual é fundamental na descrição de dinâmica de um sistema.
2.4 O produto de Weyl-Wigner (produto estrela)
Para estudarmos o produto de estrela, vamos retomar a regra de quantização de
Weyl, dada pela Eq. (2.10),

















de tal forma que o termo entre parênteses corresponde à transformada de Fourier da












dσdτ f̃(σ, τ)ei(σQ+τP ).












dσdτ b̃(σ, τ)ei(σQ+τP ).
O produto das funções operacionais ca dado por




dσdτdσ′dτ ′ã(σ, τ)b̃(σ′, τ ′)ei(σQ+τP )ei(σ
′Q+τ ′P ).
Para resolver a parte que contém os operadores, é necessário usar a relação de Baker-
Campbell-Hausdor, dada pela Eq.(2.12), isto é,
ei(σQ+τP )ei(σ















Introduzindo a mudança de variáveis
σ = σ + σ′
e
τ = τ + τ ′,
segue que















dσdτ c̃(σ, τ)ei(σQ+τP ),































Fazendo a mudança de variáveis, novamente,
σ = σ + σ′
e















































e os termos entre parentes são as transformadas de Fourier das funções a(q, p) e b(q, p).
Assim,



























é o operador bidiferencial de Poisson. Finalmente, podemos denir o produto de Weyl ou
produto estrela na forma
c(q, p) = a(q, p)e
ih̄Λ
2 b(q, p) = a(q, p) ? b(q, p).
Assim, o produto de dois operadores no espaço de Hilbert é deformado via um produto de
Weyl-Wigner no espaço de fase, motivo pelo qual esse procedimento também é conhecido
como quantização por deformação.
2.5 Propriedades do produto de Weyl-Wigner
O produto estrela é uma das ferramentas matemáticas mais importantes para
a descrição de Wigner da mecânica quântica. Em toda equação dinâmica envolvendo a
função de Wigner estará o produto estrela envolvido. Além do que o produto estrela
é peça-chave para a denição do operador estrela, que será explorado na construção de
representações unitárias de uma mecânica quântica simplética.
Na intenção de facilitar a visualização de algumas situações, vamos reescrever o
produto estrela de algumas formas diferentes, porém equivalentes, que se reduzem uma
na outra. O produto estrela, entre duas funções f(q, p) e g(q, p) é denido por











∂q )]g(q, p). (2.18)
Ao invés de indicar as funções a serem diferenciadas por setas, pode-se rotular as variáveis
com uma linha indicando qual função será diferenciada, ou seja





(∂q∂p′−∂p∂q′ )f(q, p)g(q′, p′).














assim como o termo (∂q∂p′ − ∂p∂q′)n, através do binômio de Newton, isto é,






 [∂q∂p′ ]n−m[∂p∂q′ ]m.
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Dessa forma, chegamos a uma forma operacionalmente útil de escrever o produto estrela,














 [∂n−mq ∂mp f(q, p)][∂mq ∂n−mp g(q, p)]. (2.19)
Essas reescritas do produto estrela viabilizam o estudo de suas propriedades, as
quais serão muito úteis nos desenvolvimentos posteriores.
Propriedade 1 Se um dos fatores for uma constante, o produto estrela trivializa-se.
Isto é,
c ? f(q, p) = f(q, p) ? c = cf(q, p). (2.20)
Com c ∈ C. Tal propriedade é facilmente notada se utilizarmos a expansão em série para
o produto estrela.
























2 + ...}f(q, p).
Os operadores diferenciais que atuam à esquerda se anularão, pois c é uma constante,
restando apenas o primeiro termo. O mesmo acontece quando o produto estrela por c for
efetuado pelo lado direito, isto é f(q, p) ? c.
Propriedade 2 Denição do operador estrela.
O produto estrela entre duas funções no espaço de fase eleva uma delas à categoria
de operador,



















∂p e b =
−→
∂q , a Eq. (2.18) assume a forma








Como as exponenciais em questão geram translações, isto é ea∂xf(x) = f(x+ a), chega-se
a






e, nalmente, substituindo a e b, temos










Consequentemente, podemos denir o operador estrela como sendo
f̂(q, p) = f(q, p) ? .
Propriedade 3 Associatividade.
Sejam f , g e h funções no espaço de fase. Então,
(f(q, p) ? g(q, p)) ? h(q, p) = f(q, p) ? (g(q, p) ? h(q, p)). (2.21)
Pela propriedade anterior,


































Como os operadores diferenciais envolvidos aqui são associativos, pode-se concluir que o
produto estrela também será.
Propriedade 4 Não-comutatividade.
O produto estrela não é comutativo, ou seja
f(q, p) ? g(q, p) 6= g(q, p) ? f(q, p).
O que temos, de fato é
f(q, p)e
ih̄Λ
2 g(q, p) = g(q, p)e
−ih̄Λ
2 f(q, p), (2.22)
que pode ser visto no exemplo,








p ? q = (p− ih̄
2




Este é um resultado básico em geometrias não-comutativas e um ingrediente fundamental
da mecânica quântica. Observe que esses operadores obedecem à relação de incerteza de
Heisenberg.
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Propriedade 5 A conjugação complexa.
A conjugação complexa inverte a ordem do produto estrela, da mesma forma que
ocorre com o conjugado complexo de dois operadores usuais.
(f ? g)† = g† ? f †. (2.23)
Se tomarmos o complexo conjugado da Eq. (2.19), teremos














 [∂n−mq ∂mp f †(q, p)][∂mq ∂n−mp g†(q, p)]},
(2.24)
onde o fator (−1)n vem da conjugação complexa da parte imaginária ( ih̄
2
)n. Esse fator
pode ser agregado ao binômio






 [∂p∂q′ ]n−m[∂q∂p′ ]m.
Portanto, ao aplicarmos esses operadores acima em um produto de duas funções no espaço
de fase, f(q, p)g(q′, p′), teremos






 [∂n−mq ∂mp f(q, p)][∂mq ∂n−mp g(q, p)],
e






 [∂n−mq ∂mp g(q, p)][∂mq ∂n−mp f(q, p)].














 [∂n−mq ∂mp g(q, p)][∂mq ∂n−mp f(q, p)]. (2.25)
Se substituirmos a Eq. (2.25) na Eq. (2.24), tem-se














 [∂n−mq ∂mp g†(q, p)][∂mq ∂n−mp f †(q, p)]}
= g† ? f †.
Propriedade 6 A forma integral do produto estrela
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Assim como feito com a Eq. (2.19), existe uma outra forma útil de representar o
produto estrela, que pode ser feito através de integrais. Para isso, uma função f(q, p) no
espaço de fase pode ser escrita por
f(q, p) =
∫
dq′dp′f(q′, p′)δ(q′ − q)δ(p′ − p). (2.26)
As funções deltas de Dirac, na forma integral, são escritas como













O que, substituindo na Eq. (2.26), nos leva a









Já foi visto que o produto estrela entre duas funções eleva uma delas à categoria de
operador, portanto














































Se zermos a mudança de variáveis, que tem jacobiano igual a 4,
q′′ = q +
v
2














De onde segue que










Essa é a forma integral do produto estrela.
Propriedade 7 A Integral do produto estrela no Espaço de Fase
Se integrarmos o produto estrela entre duas funções no espaço de fase, representado
pela Eq. (2.29), teremos∫









Reorganizando os termos, podemos escrever∫
























h̄ = δ(q′ − q′′).
Logo,∫








Integrando em dq′, temos∫







Rearranjando os termos, podemos escrever que∫






h̄ δ(p′′ − p′),
e nalmente, integrando em dp′, camos com∫
f(q, p) ? g(q, p)dqdp =
∫
dq′′dp′′f(q′′, p′′)g(q′′, p′′).
Como as variáveis são mudas, podemos trocar q′′ por q e p′′ por p, conduzindo a∫
f(q, p) ? g(q, p)dqdp =
∫
dqdpf(q, p)g(q, p).
Conclui-se, portanto, que o produto estrela se trivializa ao ser integrado no espaço
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de fase. Porém, essa propriedade é coerente apenas se houver convergência da integral.
Para isso, é necessário que as funções f(q, p) e g(q, p) se anulem no innito (−∞ e +∞).
2.6 Evolução Temporal da Função de Wigner
Um formalismo completo da mecânica quântica supõe o conhecimento de uma
função que caracterize o estado físico, de uma expressão que permita calcular os valores
esperados de observáveis e de uma expressão que forneça a evolução temporal desse estado.
Por enquanto, já temos os dois primeiros. Nos falta a evolução temporal. Essa equação,
por construção, também deve expressar a evolução de um operador na representação de












Ou seja, o mapeamento que leva um operador, denido no espaço de Hilbert H, a uma














































= Hw(q, p, t) ? fw(q, p, t)− fw(q, p, t) ? Hw(q, p, t).





= {Hw, fw}M . (2.30)
Fica evidente que essa equação dinâmica é muito parecida com a equação de Liouville-von
Neumman habitual, notando que o estado do sistema é descrito pela função de Wigner e
o comutador foi substituído pelo parêntese de Moyal.
Agora, se lembrarmos que e
ih̄Λ
2 − e−ih̄Λ2 = 2i sin( h̄Λ
2
), o parêntese de Moyal poderá
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ser reescrito na forma











∂q )]b(q, p). (2.31)
O operador sin( h̄Λ
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o que nos leva a um interessante resultado, pois, ao tomarmos o limite em que h̄ → 0, a
























= {Hw, fw}. (2.32)
Fica claro, portanto, que a função de Wigner, nesse limite, obedece à equação de Liouville







Então, o formalismo de Wigner recupera as equações canônicas da mecânica clássica [139],
quando tomamos o limite clássico, o que mostra que esse formalismo é compatível com
o princípio da correspondência, fortalecendo a importância da descrição de Wigner na
mecânica quântica no estudo do limite clássico e no desenvolvimento de métodos semi-
clássicos. Este resultado é o que justica o tipo de transformada de Fourier utilizada na
denição da função de Wigner, dada pelas Eqs. (2.5) e (2.6).
O estudo apresentado sobre o método de Wigner, até o momento, foi baseado
na descrição de Schrödinger da mecânica quântica, ou seja, considerando que apenas os
estados (e não os operadores) evoluem com o tempo. No entanto, é possível desenvolver
um tratamento análogo em termos de operadores expressos na descrição de Heisenberg
(onde os operadores evoluem com o tempo, e os estados cam estáticos), sem maiores
problemas [140].
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2.7 Equação característica envolvendo a Função deWig-
ner
Assim como no formalismo usual da mecânica quântica, no qual existe uma equação
de autovalores envolvendo operadores com seus respectivos autoestados, no formalismo
apresentado nesse trabalho deve existir uma equação análoga. A diferença é que no lugar
de operadores, temos funções no espaço de fase com o produto estrela envolvido. Para
isso, basta que a função de Wigner corresponda a uma autofunção do Hamiltoniano. Ou
seja, para a equação de autovalores no formalismo usual,
H(Q,P )ψ(q) = Eψ(q), (2.34)
é interessante a existência da equação estrela
Hw(q, p) ? fw(q, p) = Efw(q, p), (2.35)
já que a proposta é construir um formalismo que descreva a teoria quântica em sua
completude. Aqui, E é um autovalor do Hamiltoniano Hw(q, p)? .





e supor que fw(q, p) seja a função de Wigner correspondente a autofunção ψ(q) de













Através da Propriedade 2, o produto estrela entre H(q, p) e f(q, p) pode ser escrito por


























o que leva a




















































) = Eψ(q − z
2
).
Com isso, nalmente temos,











)} = Efw(q, p), (2.36)
logo,
Hw(q, p) ? fw(q, p) = Efw(q, p).
Se a função de Wigner, fw(q, p), corresponde a uma autofunção do Hamiltoniano, então
satisfará à equação estrela de autovalor.
Uma das diculdades em se trabalhar com esse formalismo reside em resolver a
evolução temporal da função de Wigner, dada pela Eq. (2.30), em função do operador
bidiferencial, além da implementação de teorias de calibre e estudos generalizados para
efeitos de superposição de estados. Porém, tal função fornece um formalismo alterna-
tivo ao da mecânica quântica para a função de onda na representação de Schrödinger e
Heisenberg, sendo capaz de identicar importantes propriedades estatísticas de sistemas
quânticos, além de fornecer uma base de comparação com a mecânica clássica. Motivações
que levam a procurar novos métodos para abordá-la, como o uso de funções de onda no
espaço de fase de modo a se compatibilizar com a simetria de calibre.
No próximo capítulo, serão denidos alguns operadores estrela para construirmos
uma representação unitária do grupo de Galilei. Isto permite a construção de uma mecâ-
nica quântica compatível com o formalismo de Wigner, empregando a noção de funções
de onda (quasi -distribuições) no espaço de fase.
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3 Revisão: Mecânica Quântica
Simplética
Conforme visto no Capítulo 2, no formalismo de Wigner cada operador, represen-
tado por A, denido em um espaço de Hilbert H, é associado a uma função aw(q, p), no
espaço de fase Γ. Esta associação consiste em uma aplicação Ωw : A → aw(q, p) de tal
forma que o produto de operadores em H ca denido em Γ através do produto estrela,
ou produto de Moyal. Assim, para dois operadores temos Ωw : AB → aw(q, p) ? bw(q, p).
Tal formalismo é vantajoso, por exemplo, no sentido em que estabelece conexões com a
mecânica clássica, já que os resultados clássicos são obtidos quando tomamos o limite
simbólico h̄→ 0.
Porém, o estudo de estados quânticos torna-se limitado, pois o formalismo de
Wigner não permite a introdução de fases, impossibilitando a construção de teorias de ca-
libre. Teorias de perturbação representam outra diculdade, já que não aparecem efeitos
de superposição na função de Wigner. Uma forma de contornar esses problemas seria a
obtenção de uma função de onda no espaço de fase que esteja relacionada com a função de
Wigner, além de sua evolução temporal, isto é, uma equação de Schrödinger no espaço de
fase. Torres e Vegas [119,120] propuseram uma função desse tipo, porém carecia de uma
interpretação física consistente. Apesar dos operadores posição e momentum propostos
respeitarem a relação de Heisenberg, a projeção da função de onda foi realizada em uma
base que não expandia todo o espaço. Tal interpretação foi alcançada [126] utilizando a
noção de uma estrutura simplética aliada ao produto estrela, de tal forma que represen-
tações unitárias do grupo de Galilei foram estudadas culminando na obtenção da equação
de Schrödinger no espaço de fase. Essa abordagem permite um novo procedimento para
encontrar a função de Wigner sem o uso da intrincada equação de Lioville-von Neumman,
ponto de partida original do método de Wigner. Essa representação foi extendida para
o caso relativístico [141], onde, utilizando simetrias do grupo de Poincaré, foram obtidas
as equações de Klein-Gordon e Dirac no espaço de fase. Uma revisão dessa representação
usando a álgebra de Lie pode ser encontrada na referência [142]. Rencentemente, esse for-
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malismo foi adotado nos estudos do átomo de Hidrogênio submetido a uma interação do
tipo Henon-Heiles [143] e da não-classicidade no espaço de fase [144]. Na referência [135],
operadores no espaço de Hilbert HΓ, construído a partir de funções complexas denidas
em Γ, munido com uma estrutura simplética, são introduzidos através de mapeamen-
tos unitários do grupo de Galilei com o auxílio do produto estrela. Dessa forma, foram
construídos operadores que representam observáveis físicos como a posição, o momentum
linear, o momentum angular e a energia, essa última expressa pelo Hamiltoniano. Nessa
representação, foram deduzidas funções que obecem à equação de Schrödinger em HΓ,
cujas variáveis carregam conteúdo de posição e momentum linear. Essas funções, deno-
tadas por ψ(q, p), representam quasi -amplitudes no espaço de fase e se associam com a
função de Wigner através do produto estrela fw(q, p) = ψ(q, p) ? ψ†(q, p), obedecendo à
mesma equação de autovalores. Dessa maneira, a equação de Schrödinger no espaço de
fase representa um fundamental ponto de partida para a descrição de sistemas quânticos
no espaço de fase, totalmente compatível com o formalismo de Wigner. Nesse capítulo, re-
deduzimos a mecânica quântica simplética utilizando a noção de grupo unitário seguindo
um procedimento, portanto, diferente do modo usual, que emprega a álgebra de Lie. Ele-
mentos preliminares se encontram na referência [135]. Como um resultado de interesse,
deduzimos aqui a função de Green da equação de Schrödinger no espaço de fase.
3.1 Amplitudes e operadores no espaço de fase HΓ
A geometria simplética é o modo formal de se estudar a evolução de sistemas












onde H = H(qi, pi) é a função Hamiltoniana do sistema. O espaço <3 = {(qi = q1, q2, q3)}
de possíveis posições de uma partícula é chamado de espaço de congurações. Já o espaço
<6 = <3 × <3 = {(qi, pi) = (q1, q2, q3, p1, p2, p3)}, constituído de posições e momentos,
é conhecido como espaço de fase. Nesse contexto, a partir do espaço euclidiano <3 com
vetores denidos por x = (x1, x2, x3) e y = (y1, y2, y3) é possível construir uma varie-
dade simplética dada por Γ = <3 × <3, de tal forma que, nesse espaço Γ, um vetor ωi
ca especicado por ωi = (ω1, ω2, ..., ω6). Sem perder a generalidade, podemos fazer a
associação
ω1 = q1, ω2 = q2, ω3 = q3 (3.1)
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e
ω4 = p1, ω5 = p2, ω6 = p3. (3.2)
Vamos, então, equipar o espaço Γ com a estrutura simplética
ηab =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0

,





onde I é a matriz identidade 3 × 3. Essa métrica induz o parênteses de Poisson de duas





























O espaço Γ, assim equipado, é denominado espaço simplético e sua aplicação mais di-
fundida é no espaço de fase da mecânica clássica. Nesse caso, as variáveis qi e pi são,
respectivamente, as coordenadas generalizadas e os momenta canonicamente conjugados,
como veremos adiante.
O espaço de Hilbert HΓ associado ao espaço de fase Γ é construído através de um
conjunto de funções de quadrado integravél em Γ, HΓ = (φ(q, p), ψ(q, p), . . .), de forma
que, em uma dimensão, ∫
φ(q, p)ψ(q, p)dqdp <∞,
tendo como caso particular φ(q, p) = ψ(q, p), o que leva a∫
|ψ(q, p)|2dqdp = 1.
Assim, nesse espaço vetorial complexo com um número innito de dimensões, cada estado
físico de um sistema é representado por um vetor de estado, chamado de ket e denotado
por |ψ〉. Assumiremos que |ψ〉 contém informação completa acerca do estado físico, ana-
logamente ao formalismo usual da mecânica quântica [146149], porém aqui, os vetores
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de estado pertencem ao espaço de fase HΓ.
O conjunto completo |q, p〉 gera uma base no espaço de Hilbert HΓ de tal forma
que q e p são um conjunto de autovalores, satisfazendo
Q|q, p〉 = q|q, p〉
e
P |q, p〉 = p|q, p〉,
em que,
〈q′, p′|q, p〉 = δ(q′ − q)δ(p′ − p),
valendo a relação de fechamento ∫
dqdp|q, p〉〈q, p| = 1.
Assim, φ(q, p) é a projeção do estado φ no espaço de Hilbert HΓ gerado pela base |q, p〉,
isto é
φ(q, p) = 〈q, p|φ〉.
Mapeamentos unitários, U(α), em HΓ são introduzidos naturalmente através do
produto estrela, na forma
U(α) = eαâ,
onde


















Assim, podemos escrever para as funções q e p (vetores euclidianos tridimensionais),









Uma interpretação física desses operadores é possível através das relações de
Heisenberg e do grupo de Galilei. Note que esses operadores satisfazem as relações de
comutação
[q̂i, p̂j] = ih̄δij.
Classicamente, uma transformação de Galilei é feita quando há necessidade de comparar
resultados obtidos por observadores situados em diferentes referenciais inerciais. Sua
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forma mais geral possível é dada por
q′i = Rqi + vit+ ai,
t′ = t+ τ, (3.5)
p′i = pi +mvi,
onde R é uma matriz ortogonal 3×3 e representa uma rotação espacial; ai é um vetor em
<3, representando uma translação espacial; τ é um escalar e representa uma translação
temporal; m, a massa da partícula; e vi, a velocidade relativa entre os dois referenciais.
As Eqs. (3.5) denem a estrutura do grupo de Galilei, que é composto pelos sub-grupos
das translações temporais, das tranlações espaciais, da transformação pura de Galilei e
das rotações. A transformação pura de Galilei, também conhecida como boost, é realizada
fazendo R = 1, a = 0 e τ = 0. Ou seja, em uma dimensão,




Na mecânica quântica, a transformação pura de Galilei é denida através do
operador
k̂i = mq̂i − tp̂i,
onde m e t representam os parâmetros massa e tempo, respectivamente. No espaço de
fase HΓ, encontramos o operador boost substituindo as Eqs. (3.3) e (3.4),


















h̄ = p̂j +mvj,







[A,B]0 = B, [A,B]1 = [A,B], ..., [A,B]n = [A, [A,B]n−1], n ≥ 2.
Esses resultados, associados às relações de comutação, mostram que q̂ e p̂ são os ope-
radores físicos posição e momentum, respectivamente. Note que os operadores Q e P
não representam observáveis físicos, pois [Q,P ] = 0, mas se transformam como posição e











h̄ = 2P +mv1
Dessa forma, mesmo não podendo ser interpretados como posição e momentum, as variá-
veis {qi, pi} carregam informação de posição e momentum, respectivamente. Portanto, a
base |qi, pi〉 pode ser usada para construir um referencial no espaço de Hilbert com con-
teúdo de espaço de fase, com as variáveis {qi, pi} representando as coordenadas posição
e momentum da variedade simplética. Além disso, o operador boost, dado pela Eq. (3.6)
obedece às relações de comutação
[k̂i, q̂j] = −t[p̂i, q̂j] = ih̄tδij1 (3.8)
e
[k̂i, p̂j] = m[q̂i, p̂j] = ih̄mδij1. (3.9)
Essas relações sugerem uma álgebra de Galilei-Lie.
Assim como na mecânica clássica, aqui o gerador de rotações é associado ao
momentum angular Li. Classicamente, é denido como o produto vetorial entre o vetor
posição −→q e o vetor momento linear −→p ,
−→
L = −→q ×−→p .
Assim, vamos introduzir o operador momento angular, em HΓ, da seguinte maneira
l̂i = εijkq̂j p̂k,
onde εijk é o símbolo de Levi-Civita. Substituindo as Eqs. (3.3) e (3.4) temos o corres-
pondente operador estrela












[l̂i, q̂j] = ih̄εijkq̂k (3.11)
e
[l̂i, p̂j] = ih̄εijkp̂k. (3.12)
É importante ressaltar que rotações em torno de diferentes eixos não comutam, pois
[l̂i, l̂j] = ih̄εijk l̂k. (3.13)
Por isso o grupo de rotações em três dimensões é chamado de não-abeliano, ao contrário
do grupo das translações, já que [p̂i, p̂j] = 0.
3.2 Equação de Schrödinger em HΓ
Um estado físico especíco de um sistema quântico sujeito a mudanças em relação
ao parâmetro tempo pode ser representado em HΓ por |ψ(t)〉. Ao projetarmos esse vetor
de estado, |ψ(t)〉, na base {|qi, pi〉}, encontramos uma função das variáveis qi, pi e t. Isto
é
〈qi, pi|ψ(t)〉 = ψ(qi, pi; t).
Como q e p não representam autovalores dos operadores posição e momentum, mas sim
coordenadas da variedade simplética, |ψ(qi, pi; t)〉 não pode ser interpretada como uma
função de onda com o mesmo conteúdo entendido na mecânica quântica usual. A evolução
temporal do estado ψ(q, p, t) é dada pelo operador unitário U(t, t0), de forma que
ψ(q, p; t) = U(t, t0)ψ(q, p; t0),
onde,




e, assim como na mecânica clássica, aqui, ĥ corresponde ao Hamiltoniano do sistema
e gerador da evolução temporal dos estados. No caso de uma partíula em um campo

















Para t0 = 0, temos
ψ(q, p; t) = e−
it̂h
h̄ ψ(q, p). (3.15)
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Derivando essa equação em relação ao tempo,
ih̄∂tψ(q, p; t) = ĥψ(q, p; t) = h ? ψ(q, p; t). (3.16)
Substiuindo a Eq. (3.14) na Eq. (3.16), encontramos, para uma dimensão,









∂q)ψ(q, p; t) + V (q +
ih̄
2
∂p)ψ(q, p; t), (3.17)
que é a equação de Schrödinger representada no espaço de fase.
As relações de comutação dadas pelas Eqs. (3.8), (3.9), (3.11), (3.12) e (3.13)
sugerem que tais operadores satisfaçam a álgebra de Galilei-Lie. Adicionando o operador
ĥ a essa lista, temos a união do grupo das translações T (3) com o das rotações SO(3),
formando, portanto, o grupo de Galilei, como era esperado. Essa representação satisfaz
as seguintes relações
[l̂i, l̂j] = ih̄εijk l̂
k,
[l̂i, k̂j] = ih̄εijkk̂
k,
[l̂i, p̂j] = ih̄εijkp̂
k,
[k̂i, k̂j] = 0,
[k̂i, p̂j] = ih̄mδij1,
[k̂i, ĥ] = ih̄p̂i,
[p̂i, p̂j] = 0,
[p̂i, ĥ] = 0,
[l̂i, ĥ] = 0.
Esse resultado foi amplamente discutido e demonstrados na referências [140,141].
3.3 Associação com a Função de Wigner
O formalismo de Wigner, apesar de ser vantajoso, possui algumas diculdades,
como já frisamos. Por exemplo, encontrar a função de Wigner que descreve um determi-
nado estado quântico que se altera com o tempo esbarra na diculdade em encontrar a
solução da intrincada equação de evolução temporal dada pela Eq. (2.30), em virtude dos
operadores bidiferenciais. Outro problema reside na obtenção de teorias de calibre que,
na mecânica quântica, é realizada através da introdução de fases nas funções de onda; e
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a função de Wigner não possui fase. A necessidade de um espaço vetorial torna-se um
problema para estudar teorias de perturbação através do formalismo de Wigner, além de
não aparecerem efeitos de superposição. Nas referências [119,120] tentou-se a construção
de amplitudes no espaço de fase com o objetivo de contornar esses problemas. Porém, tal
tentativa carecia de uma interpretação física consistente. No presente trabalho, construí-
mos funções de ondas no espaço de fase, com o intuito de associá-las à função de Wigner
de maneira que os resultados físicos sejam obtidos consistentemente. Se considerarmos
uma função f(q, p) denida por [126]
f(q, p; t) = ψ(q, p; t) ? ψ†(q, p; t), (3.18)
poderemos identicá-la como a função de Wigner, caso as propriedades apresentadas no
Capítulo 2 sejam satisfeitas.
Primeiro, tomemos a Eq. (3.16) e seu conjugado hermitiano
ih̄∂tψ(q, p; t) = h(q, p) ? ψ(q, p; t) (3.19)
e
−ih̄∂tψ(q, p; t)† = ψ†(q, p; t) ? h(q, p). (3.20)
Multiplicando-se a Eq. (3.19) à direita por ?ψ†(q, p; t), a Eq. (3.20) à esquerda por
ψ(q, p; t)? e, em seguida subtrair as equações, chegamos a
ih̄∂t(ψ(q, p; t)?ψ
†(q, p; t)) = h(q, p)?(ψ(q, p; t)?ψ†(q, p; t))−(ψ(q, p; t)?ψ†(q, p; t))?h(q, p).
Utilizando a relação proposta pela Eq. (3.18) temos
ih̄∂tf(q, p; t) = h(q, p) ? f(q, p; t)− f(q, p; t) ? h(q, p),
e, portanto,
ih̄∂tf(q, p; t) = {h(q, p), f(q, p; t)}M ,
que é a equação que descreve a evolução temporal da função de Wigner, cujo limite clássico
obedece a equação de Liouville.
Foi visto que a função de Wigner é normalizada no Capítulo 2. Este fato também
é vericado na função f(q, p), dada pela Eq. (3.18), isto é,∫
dqdpf(q, p) =
∫
dqdpψ(q, p) ? ψ†(q, p) =
∫
dqdp|ψ(q, p)|2 = 1,
motivo pelo qual nos leva a interpretar ψ(q, p) como uma quasi -amplitude de probabili-
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dades.
O valor esperado de um observável é denido como a média dos valores possí-
veis, ponderados pelas respectivas probabilidades de ocorrências. O valor médio para o
observável q̂, em um estado |ψ〉, por exemplo, é dado por
〈q̂〉 = 〈ψ|q̂|ψ〉 =
∫
dqdpdq′dp′〈ψ|q, p〉〈q, p|q̂|q′, p′〉〈q′, p′|ψ〉.
Utilizando a Eq. (3.3), vemos que
〈q, p|q̂|q′, p′〉 = (q + ih̄
2
∂p)〈q, p|q′, p′〉 = qw(q, p)δ(q − q′)δ(p− p′),
onde qw(q, p) = q(q, p)? e, portanto,
〈q̂〉 =
∫
dqdpψ†(q, p)qw(q, p)ψ(q, p).
As propriedades do produto estrela nos permite escrever essa média da seguinte forma
〈q̂〉 =
∫




que é outra propriedade da função de Wigner. Note que
〈q̂〉 =
∫







dp(ψ(q, p) ? ψ†(q, p)) =
∫
dpf(q, p)
representa a densidade de probabilidade associada à medida do observável q̂, na posição
q, reproduzindo uma das propriedades da função de Wigner. Analogamente, o valor
esperado do operador p̂ será dado por
〈p̂〉 =
∫




em que pw(q, p) = p(q, p)?. Então,
σ(p) =
∫
dq(ψ(q, p) ? ψ†(q, p)) =
∫
dqf(q, p)
corresponde à densidade de probabilidade associada à medida do operador p̂ com momen-




dqdpaw(q, p)(ψ(q, p) ? ψ
†(q, p)) =
∫
dqdpaw(q, p)f(q, p). (3.21)
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Além disso, sabe-se que a função de Wigner é real, como garante a Eq. (3.18), pois
(ψ ? ψ†)† = (ψ†)† ? (ψ)† = ψ ? ψ†,
isto é,
f(q, p) = f †(q, p).
Assim, podemos concluir que a função f(q, p) é a função de Wigner. Portanto, temos que
fw(q, p; t) = ψ(q, p; t) ? ψ
†(q, p; t). (3.22)
Por último, podemos escrever uma equação de autovalores para o Hamiltoniano,
em HΓ,
h(q, p) ? ψ(q, p) = Eψ(q, p), (3.23)
e multiplicar à direita por ?ψ†(q, p), encontrando
h(q, p) ? fw(q, p) = Efw(q, p).
Isso mostra que ψ(q, p) e fw(q, p) satisfazem a mesma equação de autovalor. Portanto, fun-
ções de Wigner podem ser encontradas quando procuramos por soluções reais de ψ(q, p).
Conclui-se, dessa forma, que o produto dado pela Eq. (3.22) promove um outro forma-
lismo para a mecânica quântica, com uma interpretação física consistente, adicionando
ferramentas matemáticas necessárias para resolver problemas com teorias de calibre, pois
fases podem ser introduzidas na solução de ψ ou efeitos de interferência, já que podemos
ter soluções do tipo ψ = φ1 + φ2.
3.4 Teorema de Ehrenfest
O valor médio de um operador estrela é calculado pela Eq. (3.21) e, para o
operador posição q̂ é expresso por
〈q̂〉 =
∫
dqdpq̂(ψ(q, p) ? ψ†(q, p)).
Se derivarmos o valor médio da posição em relação ao tempo, lembrando que q̂ é inde-





dqdp[q̂, ĥ]ψ ? ψ†. (3.24)
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dqdp[p̂, ĥ]ψ ? ψ†. (3.25)
Vamos considerar um Hamiltoniano do tipo ĥ = p̂
2
2m
+ V (q̂) aliado ao fato que [146]





[p̂, F (q̂)] = −ih̄∂F (q̂)
∂p̂
,










∂t〈p̂〉 = −〈∂q̂V (q̂)〉,
resultado conhecido como segunda lei de Newton, indicando que os resultados clássicos
são obtidos quando considerarmos a constante de Planck sucientemente pequena, isto é
h̄→ 0 [150].
3.5 A Função de Green em HΓ
De um modo geral, a função de Green representa uma resposta de um sistema
físico a uma fonte pontual. Nesse contexto, podemos estudar, por exemplo, interações no





ψ(qi, pi) + V (q̂i)ψ(qi, pi) = Eψ(qi, pi),




)ψ(qi, pi) = V (q̂i)ψ(qi, pi).








i) = δ(qi − q′i)δ(pi − p′i), (3.26)













d3q′d3p′δ(q − q′)δ(p− p′)V (q̂′)ψ(q′, p′)
= V (q̂)ψ(q, p).
Podemos utilizar a transformada de Fourier apenas nas coordenadas q, já que p é apenas
um parâmetro. Dessa forma, seja

















h̄ = δ(q − q′)δ(p− p′),
em que,























































































Finalmente, substituindo a Eq. (3.29) na Eq. (3.28), temos















que representa a função de Green no espaço de fase HΓ.
No próximo capítulo, o formalismo até aqui construído será aplicado ao oscilador
amortecido e a um sistema de osciladores acoplados.
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4 Oscilador Amortecido e
Osciladores Acoplados com
dissipação
Neste capítulo apresentaremos a aplicação do formalismo descrito no capítulo
anterior para dois sistemas envolvendo dissipação. O primeiro representa um oscilador
harmônico simples com um termo de amortecimento e o segundo, uma aproximação da
interação entre dois elétrons através da força elástica de Hooke. Tais resultados foram
publicados na referência [151].
4.1 Oscilador Amortecido
Uma primeira tentativa de estudar os efeitos da dissipação quântica é começar pelo
oscilador harmônico e introduzir um termo associado ao amortecimento. O Hamiltoniano










onde λ corresponde à frequência de amortecimento, m é a massa da partícula e ω0, a
freqûencia natural de oscilação. Usando os operadores dados nas Eqs. (3.3) e (3.4),





p̂ = p− ih̄
2
∂q,





























Aplicando este Hamiltoniano à equação de autovalores Ĥψ(q, p) = Eψ(q, p), em que
podemos fazer a decomposição
ψ(q, p) = ψR(q, p) + iψI(q, p),








































ψI(q, p) = EψI(q, p), (4.3)






























∂q∂p = −λ∂z + (
p
m
− λq)(mω20q − λp)∂2z .
Substituindo essas derivadas na Eq. (4.3), temos
ψI(q, p) = 0.


















az∂2zψ(z) + a∂zψ(z)− (z − E)ψ(z) = 0.























a g′(z) + e
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g′(z) + zg′′(z) = 0.















chegamos à seguinte expressão









g(y) = 0. (4.5)










































Note que esse resultado é idêntico ao espectro de energia do oscilador harmônico simples,
caso λ = 0.









Lmn (x) = 0, (4.7)









A solução dependente do tempo é calculada através da relação




A partir da Eq. (4.8), é possível calcular as funções de Wigner através da relação fw(q, p) =
ψ ? ψ†. Porém, quando os efeitos da dissipação se sobrepõe ao sistema, isto é, quando
λ > ω0, a Eq. (4.8) não produz funções de Wigner sicamente consistentes. Isto nos mostra
que as soluções aqui encontradas não são as mais gerais possíveis. O comportamento da
função de Wigner estacionária para λ = 0, 1 é mostrado nas Figuras (1) - (4) e para
λ = 0, 9 é mostrado nas Figuras (5) - (8). Para ns práticos, adotamos h̄ = ω0 = m = 1
na construção dos grácos.
 
Figura 1: Função de Wigner, n = 0, λ =
0, 1
 
Figura 2: Função de Wigner, n = 1, λ =
0, 1
A medida da não classicidade dos estados quânticos é denida pelo volume da
parte negativa da função de Wigner, que pode ser interpretada como uma assinatura da
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Figura 3: Função de Wigner, n = 5, λ =
0, 1
 
Figura 4: Função de Wigner, n = 10,
λ = 0, 1
 
Figura 5: Função de Wigner, n = 0, λ =
0, 9
 
Figura 6: Função de Wigner, n = 1, λ =
0, 9
 
Figura 7: Função de Wigner, n = 5, λ =
0, 9
 
Figura 8: Função de Wigner, n = 10,
λ = 0, 9
interferência quântica. Assim, o indicador de não classicidade (negatividade) nos permite
distinguir os estados com comportamento mais próximo do clássico (o estado coerente,









Este indicador representa o dobro do volume da parte negativa integrada. As Tabelas 1 e
2 abaixo apresentam o cálculo numérico para esse indicador para o oscilador amortecido.
Nota-se que o paramêtro η(ψ) depende de λ, conforme esperado.











Tabela 1. O indicador de não classicidade em função da ordem n da função de Wigner,
para λ = 0, 9.











Tabela2. O indicador de não classicidade em função da ordem n da função de Wigner,
para λ = 0, 1.
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A Figura (9) mostra a dependência do indicador de não classicidade η(ψ) e a ordem n
da função de Wigner para o oscilador amortecido, para λ = 0, 9. Note que, apesar do
epectro de energia se aproximar do comportamento contínuo quando n aumenta, quanto
mais excitado é o sistema, maior é o valor do indicador de não classicidade.
Figura 9: O indicador de não classicidade versus número quântico para o oscilador amor-
tecido n ≤ 25, λ = 0, 9
4.2 Sistema de Osciladores com dissipação via acopla-
mento
Para análises práticas, é interessante notar que a combinação de dois osciladores
quânticos amortecidos pode descrever um átomo de dois elétrons. Nesse caso, a equação
de Schrödinger não possui solução exata. Os resultados obtidos para esses sistemas são
baseados em métodos aproximativos ou formalismos variacionais. Contudo, devido à se-
melhança entre a função de onda gaussiana do oscilador hamônico esfericamente simétrico
e o primeiro estado do átomo de hidrogênio, alguns modelos são usados para estudar as
soluções da equação de Schrödinger para o átomo de Hélio. Isso é feito trocando a inte-
ração coulombiana pelo potencial do oscilador harmônico. Em particular, no trabalho de
Kestner [154, 155], a interação elétron-núcleo foi substituída pelo potencial do oscilador
harmônico, mas a interação elétron-elétron permaneceu coulombiana. Dessa maneira, foi
mostrado que os valores das energias obtidas eram muito próximas dos dados experimen-
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tais. Um sistema com dois osciladores pode ser usado como uma aproximação para o
estudo do átomo de Hélio, substituindo a interação Coulombiana por forças elásticas de
Hooke, incluindo a interação elétron-elétron [154156]. Nessa seção, usaremos a equa-
ção de Schrödinger no espaço de fase para obter a função de Wigner para um sistema
















(x1 − x2)2, (4.10)
onde os índices 1 e 2 identicam os osciladores e λ é um pequeno parâmetro de dissipação.































































A equação de Schrödinger independente do tempo, no espaço de fase é dada por
H ? ψnunv(u, v, pu, pv) = Eψnunv(u, v, pu, pv). (4.12)
Para resolver essa equação, fazemos a separação de variáveis
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ψnunv(u, v, pu, pv) = ϕnu(u, pu)χnv(v, pv),
e
E = Eu + Ev. (4.13)
Dessa forma, a equação de autovalores, no espaço de fase, para u ca na forma









ϕnu = Euϕnu , (4.14)









































au ? ϕn ∝ ϕnu−1,
a†u ? ϕn ∝ ϕnu+1,








Aplicando o operador destruição ao estado fundamental teremos











ϕ0(u, pu) = 0, (4.20)
onde





Utilizando os operadores dados na Eq. (4.15) e Eq. (4.16) e separando a parte real e









com solução dada por
ϕ
(a)
0 (u) = Ae
(−mωh̄ u2),














0 (pu) = Ae
(− 1h̄mω p2u).
Portanto,





De maneira análoga, podemos obter a solução para χ. Primeiro, escrevemos a
equação de autovalores









χnv(v, pv) = Evχnv(v, pv), (4.22)
onde os operadores v? e pv? são dados por









































av ? χnv ∝ χnv−1,
a†v ? χnv ∝ χnv+1,
onde nv = 0, 1, 2, . . .. Assim, o Hamiltoniano da Eq. (4.22) pode ser escrito na forma
Hv? = h̄ω(a
†




Aplicando o operador destruição ao estado fundamental nos leva a









χ0(v, pv) = 0. (4.28)
Fazendo





e substituindo os operadores dados na Eq. (4.23) e na Eq. (4.24), a parte real da Eq. (4.28)









































Portanto, a solução da equação de Schrödinger dada pela Eq. (4.12) é








Utilizando a condição de normalização∫
dudvdpudpvψ
†





















Para obter as funções de onda para estados mais altos, basta usar a relação




nvψ00(u, v, pu, pv).
A função de Wigner é encontrada através de
f (nunv)w (u, v, pu, pv) = ψnunv(u, v, pu, pv) ? ψ
†
nunv(u, v, pu, pv). (4.33)
Em particular, para nu = nv = 0, temos





























Os autovalores do operador Hu, dado pela Eq. (4.19) são




E, para Hv, Eq. (4.27), os autovalores são








(1 + (1− ξ)1/2).






que é consistente com os procedimentos padrões.
Esses resultados são interessantes, pois podemos comparar o sistema de osciladores
com átomos do tipo Hélio. Portanto, ao calcular a função de Wigner analiticamente
para átomos desse tipo, abrem-se novas possibilidades para analisar o emaranhamento
quântico, já que uma das aplicações da função de Wigner reside na computação quântica.
Através da Eq. (4.33) é possível construir os grácos para a função de Wigner de estados
mais energéticos, mostrados nas Figuras (10) - (13), onde adotamos m = ω = h̄ = 1,
x2 = p2 = 0 e ξ = 0, 9. A Figura (10) corresponde à função de Wigner para o estado
fundamental do sistema apresentando um pico centrado na origem. Conforme a energia
do sistema aumenta, aumenta também o número de picos para a função de Wigner. Em
nenhum dos casos calculados a função de Wigner apresentou valores negativos.
Figura 10: Função de Wigner, nu =
nv = 0 e ξ = 0, 9
Figura 11: Função de Wigner, nu =
1, nv = 0 e ξ = 0, 9
No próximo capítulo resolveremos o problema de um sistema composto por
dois osciladores em que um deles representa a oscilação a ser estudada e o outro, o
acoplamento deste com um modo do reservatório que absorve energia do sistema, gerando
a dissipação.
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Figura 12: Função de Wigner, nu =
0, nv = 1 e ξ = 0, 9
Figura 13: Função de Wigner, nu =
1, nv = 1 e ξ = 0, 9
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5 Hamiltoniano dual de Bateman
Em 1931, Bateman [14] apresentou um modelo puramente clássico de um oscilador
harmônico amortecido. O Hamiltoniano independente do tempo descreve um oscilador
amortecido com o auxílio de um sistema complementar do tipo imagem espelhada. Assim,
a energia dissipada pelo oscilador que queremos estudar, é absorvida pelo outro oscilador,
que funciona como um modo acoplado do reservatório. Dessa forma, a energia total do
sistema seria uma constante do movimento. Neste capítulo vamos adotar o processo de
quantização desse Hamiltoniano sistema-reservatório apresentado por Feshbach e Tiko-
chinsky, em 1977 [13], e aplicar a teoria descrita no Capítulo 3 para encontrar as funções
de Wigner desse sistema.
5.1 Descrição do problema
A equação de movimento clássica para o oscilador harmônico amortecido é dada
por
mẍ+ γẋ+ kx = 0, (5.1)
onde x corresponde à distância em relação à posição de equilíbrio, m é a massa do oscila-
dor, k é a constante elástica e γ, a constante de amortecimento. Para implementar uma
quantização canônica para o sistema descrito pela Eq. (5.1), é necessária uma Lagrangiana
contendo uma variável auxiliar y que pode ser escrita como
L = mẋẏ +
1
2
γ(xẏ − ẋy − kxy). (5.2)







= mÿ − γẏ + ky = 0. (5.3)
A Eq. (5.3) representa a Eq. (5.1) invertida temporalmente, (γ → −γ) de maneira que a os
valores de y aumentam à medida que a solução de x diminui. Assim, a variável y representa
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um grau de liberdade efetivo, com os mesmos parâmetros, para o reservatório térmico ao
qual o sistema dado pela Eq. (5.1) está acoplado. Para construir o Hamiltoniano à maneira














Portanto, o Hamiltoniano procurado
H = pxẋ+ pyẏ − L











Note que, como esperado, esse Hamiltoniano é independente do tempo.
A quantização canônica pode ser realizada através das relações de comutação
[x, y] = 0 = [px, py]
[x, px] = [y, py] = ih̄
Então, usando as Eq. (5.4) e (5.5), temos
[x, ẏ] = [y, ẋ] =
ih̄
m
[ẋ, ẏ] = − ih̄γ
2m2
.










































[a, a†] = 1 = [b, b†]
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e
[a, b] = 0 = [a, b†],
onde





e, ainda, fazendo as transformações
A ≡ 1√
2
(a+ b) e B ≡ 1√
2
(a− b), (5.8)
obtemos o Hamiltoniano quântico












No limite γ → 0, temos
H → h̄ω(A†A−B†B),
onde ω2 = k/m. Nota-se que esse Hamiltoniano se transforma no oscilador não amortecido
apenas se os estados ψ satisfazem Bψ = 0. Então, os estados gerados por B† representam
o ralo por onde a energia dissipada pelo oscilador quântico amortecido ui. Isto é, o
oscilador B representa um modo do reservatório acoplado ao oscilador A. Substituindo as




































































Vamos considerar, na próxima seção, o problema no espaço de fase.
5.2 Quantização em HΓ
A quantização no espaço de fase é feita substituindo os operadores A e B por A?
e B?. Temos, então, que






























































Ĥ = Ĥ0 + Ĥ1. (5.13)
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Para resolver a equação de Schrödinger no espaço de fase
Ĥψ(q1, q2, p1, p2) = Eψ(q1, q2, p1, p2),
vamos prosseguir da seguinte maneira. Primeiro, note que Ĥ0 corresponde à parte real de
Ĥ e, Ĥ1, à parte imaginária. De modo que podemos escrever
Ĥ = Ĥ0 + iĤ1,
em que Ĥ1 ca denido por
Ĥ1 = h̄Γ(Â
†B̂† − ÂB̂).
Como o operador Ĥ é hermitiano, seus autovalores são reais. Logo, fazendo a decompo-
sição
(Ĥ0 + iĤ1)(ψR + iψI) = E(ψR + iψI),
temos como uma solução particular
Ĥ0ψR = EψR (5.14)
e
Ĥ1ψI = 0. (5.15)
Como Ĥ0 corresponde à dois osciladores desacoplados, podemos fazer a separação







ψR(q1, q2, p1, p2) = φA(q1, p1)φB(q2, p2),
temos
ĤAφA(q1, p1) = EAφA(q1, p1) (5.16)
e
ĤBφB(q2, p2) = EBφB(q2, p2), (5.17)
com
E = EA + EB. (5.18)
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z1 − EA −
h̄ω
2
− a∂z1 − az1∂z1
)
φA(q1, p1) = EAφA(q1, p1),
onde a = h̄
2ω2
4
. Propondo uma solução do tipo
























af ′(z1) + e
− z1√
af ′′(z1),

















f ′(z1) + zf
′′(z1) = 0.


























f(y1) + (1− y1)f ′(y1) + y1f ′′(y1) = 0.
Comparando esse resultado com equação geradora dos polinômios de Laguerre, dada pela











































Então a solução não normalizada para ψR ca dada por,












e a energia total do sistema é
E = h̄ω(nA − nB).
Vamos, agora, substituir as Eqs. (5.11) e (5.12) na Eq. (5.15). Dessa maneira,
iΓ
(









(q1∂q2 + q2∂q1 − p1∂p2 − p2∂p1)ψI(q1, p1, q2, p2) = 0.
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Fazendo a mudança de variáveis




























uψI(q1, p1, q2, p2) + bu∂
2
uψI(q1, p1, q2, p2) = 0,
que possui solução dada por
ψI(q1, p1, q2, p2) = e
iu√
b ,
onde b = h̄
2
4
. Assim, a solução não normalizada para ψ ca















A partir da Eq. (5.19) podemos obter os grácos da função de Wigner independente
do tempo. Nas Figuras (14) - (17) é possível ver o comportamento da função de Wigner
para alguns estados do sistema de osciladores acoplados. Note que podemos interpretar
os estados em que nA = nB como o estado de vácuo, já que E = 0. A Figura (14)
corresponde à função de Wigner para o estado fundamental. Existe uma leve deformação
na base. Conforme o número quântico nA aumenta, surgem sulcos assimétricos nos grácos
da função de Wigner. Entretanto, quando nA = nB, os sulcos se tornam simétricos.
Todas as guras apresentam uma parte ligeiramente negativa, inclusive para o estado
fundamental. Este fato não ca evidente nas guras por que a função de Wigner não se
encontra normalizada. Para a construção dos grácos, foi adotado h̄ = ω = m = 1 e
q2 = p2 = 1.
No próximo capítulo estudaremos uma abordagem do oscilador harmônico cons-
truído a partir de uma Lagrangiana complexa.
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Figura 14: Função de Wigner, nA =
nB = 0
Figura 15: Função de Wigner, nA = 1,
nB = 0
Figura 16: Função de Wigner, nA = 2,
nB = 0
Figura 17: Função de Wigner, nA = 5,
nB = 0
75
Figura 18: Função de Wigner, nA = 1,
nB = 1
Figura 19: Função de Wigner, nA = 2,
nB = 1
Figura 20: Função de Wigner, nA = 2,
nB = 2
Figura 21: Função de Wigner, nA = 5,
nB = 5
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6 Hamiltoniano complexo de
Dekker
Dekker [12], em 1975, construiu um Hamiltoniano complexo para o oscilador
harmômico amortecido, no qual a parte imaginária está relacionada à dissipação. Neste
capítulo estudaremos essse modelo no espaço de fase.
6.1 Descrição do problema
Para construir um Hamiltoniano complexo1, Dekker fatorou equação típica do
oscilador amortecido, de massa unitária,
ẍ+ Λẋ+ Ω2x = 0, (6.1)
onde x ∈ <, em duas equações com variáveis complexas
q̇ + iωq + λq = 0 (6.2)
e
q̇∗ − iωq∗ + λq∗ = 0. (6.3)
Isso é possível usando a denição
q = (2ω)−1/2(ẋ− iωx+ λx). (6.4)
Ao substituir a Eq. (6.4) na Eq. (6.2), encontramos
ẍ+ 2λẋ+ (λ2 + ω2)x = 0,
1Por se tratar de um Hamiltoniano não hermitiano, seu espectro pode possuir autovalores complexos.
Assim, não podemos interpretá-los como energia do sistema, mas sim, autovalores do operador evolução
temporal Ĥ.
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que é exatamente a Eq. (6.1), com Λ = 2λ e Ω2 = λ2 + ω2. Tomando λ = 0, a Eq. (6.1)
se reduz a um oscilador harmônico sem dissipação e Ω = ω. Assim, λ é a constante de
amortecimento e Ω é a frequência natural do oscilador não amortecido. Além disso, se
derivarmos e Eq. (6.2) em relação ao tempo, teremos
q̈ + iωq̇ + λq̇ = 0
q̈ + (iω − λ)q̇ + 2λq̇ = 0
e, da Eq. (6.2), q̇ = −(iω + λ)q, chegamos a
q̈ + Λq̇ + Ω2q = 0. (6.5)
Portanto, a partir da Eq. (6.5) podemos encontrar soluções reais para x(t).
Uma consequência em se usar variáveis complexas é que a Lagrangiana do sistema




(q∗q̇ − qq̇∗)− (ω − iλ)q∗q, (6.6)









= q̇ + iωq + λq = 0.
O complexo conjugado da Eq. (6.6) ca
L∗ = − i
2
(qq̇∗ − q∗q̇)− (ω + iλ)qq∗, (6.7)










= q̇∗ − iωq∗ + λq∗ = 0.
Note que para um sistema sem dissipação, λ = 0, a Lagrangiana dada pela Eq. (6.6) é
real. Para incluir a dissipação, uma parte imaginária foi adicionada.
















O Hamiltoniano procurado é
H = pq̇ + p∗q̇∗ − L, (6.10)
com as equações de movimento dadas por
∂H
∂p





























Substituindo a Eq. (6.6) no Hamiltoniano dado pela Eq. (6.10) e usando as Eqs. (6.8) e
(6.9), temos
H = (iω + λ)(q∗p∗ − pq) (6.11)
Note que esse Hamiltoniano não é hermitiano, pois o conjugado da Eq. (6.10) é dado por
H∗ = p∗q̇∗ + pq̇ − L∗.
Com o auxílio da Eq. (6.7), chegamos a
H∗ = (iω − λ)(q∗p∗ − pq), (6.12)
que é o mesmo resultado caso tomássemos o conjugado da Eq. (6.11) diretamente. Usando
as Eqs. (6.8) e (6.9), chegamos a
H = −(iω + λ)(pq + qp). (6.13)
Na próxima seção consideraremos o problema no espaço de fase.
6.2 Quantização em HΓ
Neste trabalho, seguiremos um caminho de quantização diferente do proposto por
Dekker, pois estamos interessados na função de Wigner. A relação entre a coordenada
real x e o momento px é dada por
ẋ = px,
79
de maneira que, através da Eq. (6.1), temos
ṗx = −2λpx − Ω2x.
Utilizando as Eqs. (6.4), (6.8) e (6.9), podemos escrever os operadores q̂ e p̂ em função
dos operadores x̂ e p̂x na forma





(ip̂x − ωx̂+ iλx̂), (6.15)
com
[q̂, p̂] = [x̂, p̂x] = ih̄.
Elevando a Eq. (6.13) à categoria de operador
Ĥ = −(iω + λ)(p̂q̂ + q̂p̂),












Note que, caso λ = 0, o Hamiltoniano se reduz a um oscilador harmônico não dissipativo.










Assim, a Eq. (6.16) ca na forma















































∂px = px + λx,
∂2px = ∂z + (p
2 + 2λxp+ λ2x2)∂2z ,
∂x∂px = λ∂z + (λp
2 + Ω2xpx + λ
2xpx + λΩ
2x2)∂2z ,






























Como esse Hamiltoniano não é hermitiano, não podemos interpretar seus auto-
valores como energia mensurável, mas sim como autovalores do operador de translação















Tomando o complexo conjugado da Eq. (6.18) e assumindo que a amplitude pode conter
















Fazendo a decomposição de ε e ψ em
ε = εR + iεI
e




























(ψR − iψI) = (εR − iεI)(ψR − iψI).











































Portanto, tanto a parte real quanto a imaginária da amplitude obedecem às mesmas











(z − εR − a∂z − az∂2z )ψR = 0, (6.19)
























































ϕ(z) = 0. (6.21)
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a Eq. (6.21) ca na forma

























































ψI = −εIψI ,




− a∂z − az∂2z )ψR = 0, (6.24)
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Seguindo os mesmos passos de ψR, chegamos a











Novamente, quando comparamos com os polinômios de Laguerre, concluímos que
m = 0
e
























)(ω − iλ). (6.27)
Note, novamente, que sem dissipação, o autovalor pode ser interpretado sicamente como
a energia de um oscilador harmônico. A solução para ψ em termos dos polinômios de




A solução completa, dependente do tempo é encontrada usando os autovalores ε








h̄ωL0n(z)(1 + i). (6.28)
Para o estado fundamental, onde n = 0 e L00(z) = 1, temos










ω(1 + i), (6.29)
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com parte real dada por












Na Figura (22) é mostrado o decaimento da quasi -distribuição ψ(q, p; t) para o estado
fundamental em relação ao tempo. E na Figura (23) nota-se o decaimento da função de
Wigner para o estado fundamental em relação ao tempo. Nestas guras, adotamos px = 1,
para a construção dos grácos. Note que nas Figuras (24) - (35), o comportamento da
função de Wigner é sensível à mudança no valor do parâmetro λ para o mesmo estado
quântico. Compare, por exemplo, as Figuras (25), (28), (31) e (35).
Figura 22: Quasi -amplitude, n = 0, λ =
0.1
Figura 23: Função de Wigner, n = 0,
λ = 0.1
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Figura 24: Função de Wigner, n = 0,
λ = 0.1
Figura 25: Função de Wigner, n = 3,
λ = 0.1
Figura 26: Função de Wigner, n = 0,
λ = 0.8
Figura 27: Função de Wigner, n = 2,
λ = 0.8
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Figura 28: Função de Wigner, n = 3,
λ = 0.8
Figura 29: Função de Wigner, n = 0,
λ = 0.9
Figura 30: Função de Wigner, n = 2,
λ = 0.9
Figura 31: Função de Wigner, n = 3,
λ = 0.9
87
Figura 32: Função de Wigner, n = 0,
λ = 0.99
Figura 33: Função de Wigner, n = 1,
λ = 0.99
Figura 34: Função de Wigner, n = 2,
λ = 0.99
Figura 35: Função de Wigner, n = 3,
λ = 0.99
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7 Dissipação com o quadrado da
velocidade
Essencialmente, a ideia de atrito surge clássica e macroscopicamente, porém
existem algumas aplicações no nível microscópico. Dissipação em radiação e interações
de um objeto quântico em um sistema de vários corpos são alguns exemplos. Quando
consideramos o atrito no nível quântico, o processo dissipativo não tem necessariamente
uma dependência linear da velocidade. Neste capítulo, vamos lidar com dissipação que
depende da velocidade ao quadrado. Este problema foi estudado primeiro por Tartaglia
[136].
7.1 Descrição do problema
A equação de movimento clássico de uma partícula de massa m que se movimenta
em um meio viscoso, cujo atrito depende do quadrado da velocidade é dada por
mq̈ +mγq̇2 = 0, (7.1)
onde o ponto corresponde à derivada em relação ao tempo. Porém, a Eq. (7.1) não pode
ser encontrada a partir de uma função Lagrangiana. Um método que possibilita obter
uma Lagrangiana desse movimento é multiplicar a Eq. (7.1) por uma função f(q, q̇, t) de
modo que a nova equação, classicamente equivalente à primeira, possa ser derivada de
uma Lagrangiana [136]. Isto é,
f(q, q̇, t)(q̈ + γq̇2) = 0.














satisfaz a Eq. (7.2). Portanto, a nova equação de movimento pode ser escrita na forma
e2γq(mq̈ +mγq̇2) = 0. (7.3)























Para quantizá-lo, utilizaremos a regra de quantização de Weyl, dada pela Eq. (2.10).
Dessa forma, adotando m = 1,














A última exponencial deve ser tratada diferentemente, por conter operadores. Usando a
relação de Baker-Campbell-Haussdor, Eq. (2.12), camos com













































































Utilizando as relações ∫ d
dx



















Dessa forma, a equação de Schrödinger independente do tempo, Ĥ(q̂, p̂)ψ(q, p) = Eψ(q, p)







e−2γq̂ψ(q, p) = Eψ(q, p). (7.5)
Vamos considerar, a seguir, a representação simplética.
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7.2 Quantização em HΓ
A substituição dos operadores q̂ e p̂, dados pelas Eqs. (3.3) e (3.4) na Eq. (7.5)










































Uma condição que satisfaz a equação acima é a periodicidade em p. Pois, fazendo
e−ih̄γ∂pψ(q, p) = ψ(q, p)
e usando o fato que ea∂xf(x) = f(x+ a), podemos considerar a solução
ψ(q, p− ih̄γ) = ψ(q, p), (7.6)















ψ(q, p) = Eψ(q, p),
(7.7)
e, fazendo a decomposição
ψ(q, p) = ψ1(q, p) + iψ2(q, p),








































































f(q, p) = 0.













































f ′′(y) + (e2y − ν2)f(y) = 0. (7.9)
A Eq. (7.9) é geradora das funções de Bessel, isto é
f(y) = Jν(e
y).
Portanto, voltando com as constantes dadas na Eq. (7.8), temos como solução para ψ1(q, p)





































com n ∈ N.




∂qψ2(q, p) = 0,
ou







A solução para ψ2(q, p) é





Retornando as constantes dadas nas Eqs. (7.12), a solução para ψ2(q, p) ca na forma
ψ2(q, p) = e
4γq.
Logo, a solução não normalizada para ψ(q, p) ca dada por










Esse resultado é análogo ao encontrado por Tartaglia [136], porém, no espaço de fase.
Uma informação extra que encontramos no presente formalismo é a discretização de p. A
função de onda encontrada diverge quando q → +∞, o que mostra que a partícula nunca
para, enquanto a densidade de probabilidade de encontrá-la quando q → −∞ tende a
zero. Assim, uma aplicação prática é considerar o campo de fricção limitado no espaço
para evitar divergências nas funções de onda. Um problema típico a ser abordado seria,
por exemplo, a penetração de uma partícula em uma barreira de potencial viscosa ou
uma piscina de água pesada com paredes de potencial innito. De qualquer maneira, é








onde αn,m corresponde à m-ésima raiz da função de Bessel de ordem n e parte imaginária





Através da Eq. (7.13), podemos encontrar as funções de Wigner. Nas guras
(36) - (39) são mostradas as funções de Wigner para valores xos de p. Para a construção
dos grácos, adotamos somente a parte real da Eq. (7.13), e que h̄ = 1, E = 2 e γ = 0.1.
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Figura 36: Função de Wigner, n = 0 Figura 37: Função de Wigner, n = 1
Figura 38: Função de Wigner, n = 2 Figura 39: Função de Wigner, n = 3
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8 Conclusão e perspectivas
Utilizando a noção de produto estrela e representaçãos unitárias do grupo de
Galilei, o formalismo da mecânica quântica no espaço de fase é construído, no qual as
funções de onda são interpretadas como quasi -amplitudes de probabilidades e estão asso-
ciadas com a função de Wigner através da relação fw(q, p) = ψ(q, p)?ψ†(q, p) [126]. Dessa
forma, a equação de Schrödinger no espaço de fase é escrita em uma estrutura simplética,
na qual {q, p} correspondem às coordenadas com conteúdo de espaço de fase Γ, formando
uma base para a construção de funções de onda e da função de Green no espaço de Hilbert
HΓ. Neste trabalho, utilizamos este formalismo para estudar sistemas dissipativos.
No Capítulo 4 aplicamos a mecânica quântica simplética ao oscilador quântico
amortecido e a um sistema de osciladores com um parâmetro de acoplamento. No caso do
oscilador amortecido, concluímos que o indicador de negatividade da função de Wigner
possui valores maiores para estados mais excitados. Encontramos, também, o espectro
de energia de ambos os sistemas. No Capítulo 5 estudamos a quantização introduzida
por Feshbach e Tikochinsky [13] para o Hamiltoniano dual de Bateman [14], no qual um
representa o sistema com dissipação e o outro, o ralo, por onde ui a energia dissipada.
Nesse problema, quando os osciladores possuem o mesmo nível de excitação, o sistema
corresponde ao estado de vácuo. No Capítulo 6, tratamos do modelo dissipativo com
Hamiltoniano complexo proposto por Dekker [12]. Para esse sistema vericamos que o
espectro de energia possui uma parte real e uma imaginária. Esta última está asscociada à
dissipação. Por último, no Capítulo 7, estudamos uma partícula que se move em um meio
no qual a dissipação está relacionada ao quadrado da velocidade. Aqui, concluímos que
função de Wigner diverge quando posição da partícula tende ao innito, consistentemente
com os resultados obtidos por Tartaglia [136]. O estudo desse tipo de movimento no
espaço de fase apresenta, ainda, uma discretização no momentum da partícula. Em
todos os cinco casos estudados, a ênfase foi analisar a função de Wigner, que se mostra
útil para descrever parte da natureza estatística dos estados quânticos. É importante
ressaltar que todas as soluções encontradas para as quasi -amplitudes de probabilidades
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foram analíticas. Para o cálculo da função de Wigner, observamos convergências até a
segunda ordem na constante de Planck h̄, que aparece no produto de Weyl.
Aspectos interessantes ainda precisam ser explorados no contexto da dissipação
quântica no espaço de fase. Um deles é o estudo do espalhamento através da função
de Green construída na seção 3.6 do presente trabalho. Outra perspectiva é tentar en-
contrar soluções mais gerais para os sistemas discutidos, uma vez que, em alguns casos,
a solução não contempla situações no qual a dissipação se torna muito forte, de modo
a se sobrepor ao sistema. Este é o caso do oscilador quântico amortecido, estudado
na seção 4.1. A investigação da manutenção das relações de comutação à medida que
sistemas dissipativos evoluem com o tempo também é objeto de interesse para estudos
posteriores. Além disso, a análise da quebra de simetria, dos processos de decoerência e o
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