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Diatomeeën zijn unicellulaire algen die ecologisch succesvol zijn in aquatische omgevingen. Ze vormen 
één van de basisschakels van mariene voedselnetwerken en leveren een aanzienlijke bijdrage aan de 
zuurstofproductie op deze planeet. De meeste diatomeeën hebben een glazen celwand die buitengewoon 
symmetrisch is en reeds in de 19de eeuw microscopisten kon fascineren. Diatomeeën bezitten een 
potentieel commercieel belang, onder andere als producent van lipiden rijk aan poly-onverzadigde omega-
3-vetzuren. Diatomeeën accumuleren vooral lipiden onder condities die hen niet toelaten zich verder te 
vermenigvuldigen. Eén van de best bestudeerde omstandigheden waarbij dit gebeurt, is wanneer er 
onvoldoende nutriënten aanwezig zijn, zoals een tekort aan stikstof. In hoofdstuk drie worden deze 
reacties op nutriëntdeprivatie samengevat en gecontrasteerd met groene algen. De moleculaire studie van 
diatomeeën kwam in een stroomversnelling na het publiceren van het genoom van de twee 
modeldiatomeeën, waaronder de pennaat Phaeodactylum tricornutum. Deze diatomee kan getransformeerd 
worden en er is een beperkte, maar groeiende hoeveelheid moleculaire hulpmiddelen beschikbaar. In dit 
werk werd gebruik gemaakt van P. tricornutum om met behulp van RNA-sequencing te bepalen welke 
veranderingen de cel doormaakt op transcriptoomniveau als er onvoldoende stikstof beschikbaar is, 
waarbij onderzocht werd welke metabolische aanpassingen plaatsvinden. Hierbij vergeleken we drie 
verschillende stresscondities. 
De veranderingen in de cel worden gestuurd door controlegenen. Op RNA-niveau wordt deze controle 
voornamelijk uitgevoerd door transcriptiefactoren. In hoofdstuk vier wordt de zoektocht beschreven naar 
transcriptiefactoren die de betrokken genen aansturen. Bij een de novo zoektocht naar cis-regulatorische 
elementen in genen responsief tijdens stikstofgebrek werden verscheidene motieven opgepikt. Door 
gebruik te maken van een yeast-one-hybridscreening werd de transcriptiefactor NMB1 geïdentificeerd, die 
één van deze motieven bindt. Deze factor behoort tot een voordien onbekende familie die betrokken is bij 
stikstofgebrek en een expressiepatroon bezit dat sterk geïnduceerd wordt bij stikstofgebrek.  
In hoofdstuk vijf gaan we in op de opvallendste verandering in onze transcriptoomdataset: de 
gecoördineerde toename van genen betrokken bij de citroenzuurcyclus tijdens stikstofstarvatie. Deze 
cyclus betrekt een centrale rol bij het primaire metabolisme. Door de werking van de citroenzuurcyclus 
kunnen enerzijds suikers, aminozuren en vetten worden omgezet in reducerende equivalenten, die op hun 
beurt in energie kunnen leveren. Anderzijds zijn veel intermediairen van de cyclus eveneens voorlopers 
van aminozuren en ander moleculen. In dit werk werd aangetoond dat er meerdere intermediairen van de 
citroenzuurcyclus in hoge concentraties aanwezig zijn en dat de koolstof in deze moleculen voornamelijk 
bestaat uit eerder opgeslagen producten.  
Aangezien het expressiepatroon van de genen betrokken in de citroenzuurcyclus gelijkaardig was, werd 
verondersteld dat een actie van een beperkte groep transcriptiefactoren dit veroorzaakt. Door co-
expressieanalyse werd de transcriptiefactor bZIP14 geïdentificeerd. Deze transcriptiefactor vertoonde een 
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gelijkaardig patroon als de genen van de citroenzuurcyclus. Door gebruik te maken van een 
proteïnebindende microarray, werd het motief gebonden door deze factor achterhaald. Dit motief bleek 
aanwezig te zijn in verscheidene promotoren van citroenzuurcyclusgenen. Bij overexpressie van bZIP14 
bleken de genen van de citroenzuurcyclus ook toe te nemen, een duidelijke indicatie dat de 





Diatoms are unicellular algae that are successful fresh and marine environments. Their photosynthesis 
supplies a fifth of all the oxygen we breathe and forms a large part of the primary oceanic productivity 
that feeds our seas and ultimately us. Diatoms have exquisitely symmetric cell walls that have fascinated 
microscopists since the 19th century. Besides their ecological importance, they also have a commercial 
application since, among other things, they produce lipids rich in polyunsaturated omega-3 fatty acids. 
This accumulation mainly occurs during conditions adverse for growth like when a nutrient such as 
nitrogen is no longer present in sufficient quantities to support growth. In chapter three, the known 
reactions to macronutrient starvation are summarized and they contrast to those of green algae. 
The arrival of next generation sequencing has accelerated the molecular study of diatoms by making the 
sequencing of genomes and transcriptomes fast and affordable. The molecular toolbox for P. tricornutum is 
limited but it can be transformed and the genome is publically available. In this study, the model diatom 
Phaeodactylum tricornutum is used to further the understanding of metabolic and transcriptomic changes 
during nitrogen starvation. These findings were contrasted with three other stress conditions. 
The aforementioned changes are steered by a set of controlling genes that was virtually unknown. On the 
RNA level, these changes are mainly steered by transcription factors (TF’s). In chapter four, the search is 
described for transcription factors that steer adaptations during N starvation. The problem was 
approached by identifying overrepresented cis-regulatory motifs in genes responsive to N starvation. 
Using a yeast one hybrid screening, a transcription factor termed NMB1 was identified which binds one of 
these motifs and is induced during N scarcity. This gene is part of a previously unknown transcription 
factor family conserved in heterokonts. 
In chapter five, the most striking find of our RNA-seq dataset is analyzed: a coordinated upregulation of 
the genes involved in the Krebs or tricarboxylic acid (TCA) cycle. This cycle plays a central role in the 
primary metabolism as it is able to turn sugars, lipids and amino acid into reducing equivalents that can be 
turned into energy. The TCA cycle can also move in the reverse reaction providing the carbon skeletons 
for synthesizing these molecules.  
In this work it was shown that the intermediates of the TCA cycle mainly consist out of carbon that was 
already present in the cell. 
Since the pattern of transcription for these enzymes was so similar, it was hypothesized that there was a 
common transcription factor steering the expression all these genes. Chapter five also details the 
identification of the conserved transcription factor bZIP14 by co-expression analysis. This transcription 
factor had a similar expression pattern as several TCA enzymes and was induced during N starvation. 
Using a protein binding microarray, the motif bound by bZIP14 was identified, which was present in 
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several promoters of TCA genes. Upon overexpression of this TF several genes involved in the TCA cycle 



















When observing the landmasses of earth from space several large areas of green rainforest or fields can be 
seen, but when we turn to the oceans there appears to be only blue. Looks can be deceiving as marine 
photosynthesis contributes almost half of the atmospheric oxygen and is crucial for our ecosystem and 
economy. Nevertheless all marine algae combined would make up only 0.2% of the biomass of land plants 
(Falkowski, Barber, & Smetacek, 1998). However, when we zoom in a bit closer on the oceans there do 
appear small patches of color, often only temporary. These patches are massive microalgal blooms that are 
almost exclusively caused by unicellular chromalveolates. The reason why these chromalveolates, often 
diatoms, outcompete all others has could be linked with their capacity to efficiently uptake nutrients.  
The genome projects of the past five years start to shed light on the metabolic adaptations that make 
diatoms so successful. Because most enzymes are highly conserved on the primary sequence level it is 
often possible to reliably assign functions based solely on the coding sequence. Conversely, the regulation 
of metabolic processes is usually highly variable between species. Enzyme activities are strongly regulated 
at the transcriptional and post-transcriptional level in complex and robust signaling networks within where 
timing and dosage of gene expression is also important. As a consequence, the ectopic expression of a 
single enzyme is often insufficient to increase levels of a metabolite; the enzyme must work in a cellular 
context that promotes the production of the metabolite. Commonly several metabolic genes are under the 
control of a limited number of transcription factors and targeting these factors for overexpression or 
silencing can lead to large increases in the accumulation of the target product. With the advent of RNA-
sequencing it has become easier than ever before to characterize the transcriptome of model and non 
model species. This enables us to identify which genes are altered at the transcriptional level under a 
particular condition, to search for genes under common regulation and, ultimately, to give hints on the 
regulators themselves.  
The aim of this PhD work, was to understand the metabolic reprogramming the model diatom 
Phaeodactylum tricornutum undergoes during periods of nutrient starvation. It has been well established that 
during nutrient deprivation lipids and carbohydrates are accumulated in the diatom cell. The focus of the 
work was on nitrogen starvation as it is both ecologically and economically relevant. At the start of this 
project only tentative modeling of the carbohydrate metabolism and the canonical lipid biosynthesis were 
known. Within the SUNLIGHT SBO project, a database was made with all likely enzymatic reactions 
occurring in Phaeodactylum tricornutum. The regulation and signaling within the cell was still completely 
unknown. It was our aim to identify transcription factors that steer the reprogramming of the diatom cell 
from exponential growth to lipid accumulation. To achieve this goal RNA-sequencing was coupled to 
metabolic profiling. By identifying the patterns in expression and metabolism, the regulatory genes 
steering this would become apparent as we expected them to move in a similar manner as the pathways 
they regulate. The original focus was to find the transcriptional regulators of lipid biosynthesis, along the 
way this has been extended to primary metabolism in general. 
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The agile algae: adaptations of  diatoms 
during nutrient starvation 










Diatoms are unicellular, heterokont algae that are important contributors to aquatic primary biomass 
production. When there are sufficient light and nutrients, they outcompete other species of algae, but in 
nutrient poor conditions, they are not as numerous but able to rapidly increase in numbers when 
conditions improve. In this review, we look at how diatoms adapt their metabolism to these unfavourable 
conditions and what properties help them to rapidly resume growth when a nutrient influx occurs. The 
analysis of both DNA- and RNA-sequencing data indicates that mechanisms employed by these 
organisms during nutrient deprivation are markedly different from those employed by green plants or 
algae. Understanding the starvation response of diatoms has industrial applications, since diatoms store 
lipids under adverse conditions that can be used for food or fuel. Insight in the nutrient starvation 
program is therefore key to improve the production of these storage products. To date, the signalling 
pathways involved remain elusive, but the unique metabolic reprogramming has become apparent and is 
markedly different from green algae. Here, the current knowledge on the signalling pathways likely to be 
involved in nutrient stress responses is summarized and contrasted with the response of the green lineage 
of photosynthetic organisms. 
INTRODUCTION 
NUTRIENT RESTRICTION LIMITS CARBON FIXATION IN AQUATIC ENVIROMENTS 
In contrast to terrestrial environments where primary production is dominated by green lineage 
organisms, photoautotrophic carbon fixation in oceanic environments is carried out by photosynthetic 
organisms with a diverse evolutionary background (fig. 1). Besides green algae, prokaryotic cyanobacteria, 
red algae and a large number of chlorophyll c containing protists can all be found in marine environments. 
These groups derive from several independent secondary endosymbiosis events, in which a heterotrophic 
host took up a red alga. In most species, this red algal cell has been reduced to a chloroplast with a small 
genome, with remnants of its origin being the four membranes that surround it instead of the two 
membranes of green chloroplasts. Besides diatoms, these mainly marine organisms also comprise other 
well-known algae lineages such as dinoflagellates, cryptophytes and haptophytes. Originally all these phyla 
were grouped in the chromalveolata, because it was assumed that the engulfment of the red symbiont 
happened only once. This hypothesis has been contested and recently a paraphyletic origin was proposed, 
which is gaining more and more acceptance(Baurain et al., 2010). Diatoms are usually grouped in the line 
of heterokonts that also contains brown seaweeds and the parasitic water moulds or oomycetes of Irish 
potato blight infamy. Of all mentioned photosynthetic plankton species, diatoms are among the most 
important, since a fifth of the primary productivity of the ocean is produced by diatoms(Armbrust, 2009). 




Figure 1: Schematic phylogenetic tree of the major photosynthetic phyla described in this paper, branch length has no relation with 
evolutionary distance (Hockin, 2011) 
The primary production of the oceans depends on the availability of light and nutrients. In this review, we 
focus on the latter and summarize what molecular knowledge has been gained in the genomic age. In most 
marine and freshwater environments the limiting factors are nitrogen and phosphorous, whereas iron is 
limiting in 30-40% of the open ocean(Armbrust, 2009). A unique feature of diatoms is that they also 
require silica for their cell walls and this often becomes the limiting nutrient during blooms(Dortch & 
Whitledge, 1992). Organisms that prosper in these environments must therefore be able to cope with long 
periods of nutrient starvation and to rapidly assimilate any available nutrients, often while in competition 
with other organisms. Diatoms thrive in nutrient rich water, where they are able to outcompete most 
other species of algae(Furnas, 1990). 
Because of their abundance, diatoms are important components in several geochemical cycles. One of the 
most visible differences with other algae is their silica cell wall. Since dissolved silica is mainly consumed 
by diatoms, they have a dominant impact on the geochemical silicon cycle(Ragueneau et al., 2000). Due to 
their heavy silica cell wall, diatoms sediment to the ocean floor after death, taking assimilated carbon with 
them. In fact, petroleum reserves were formed out of these carbon deposits and burning them releases 
carbon stored over millions of years, changing global CO2 levels. Increasing diatom growth, by fertilizing 
the open ocean with iron, would sequester carbon and is one of the possible strategies to mitigate climate 
change(De Baar et al., 2005).  
Besides carbon, the geochemical cycle of nitrogen has also been altered anthropogenically by the fixation 
of nitrogen in the Haber-Bosch process. The open ocean is still largely unaffected, but coastal waters and 
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freshwater habitats have been enriched by phosphorous and nitrogen run-off from agriculture to the 
extent that the nutrient limitation has been lifted and massive seasonal algal blooms are both increasing in 
duration and size(Heisler et al., 2008). Some bloom forming organisms produce toxins that affect fisheries, 
aquaculture and tourism. Additionally, the oxygen demands for the decomposition of these blooms can 
result in oxygen deprived ‘dead zones’. Blooms can be formed by dinoflagellates, haptophytes, as well as 
diatoms such as Chaetoceros and Pseudo-Nitzschia(Riegman, Noordeloos, & Cadée, 1992). This review will 
not focus on dinoflagellatenutrient responses, because their genomic organization and evolutionary history 
appears to be markedly different and this has been covered elsewhere(Steve Dagenais-Bellefeuille & David 
Morse, 2013).  
Aside from carbon capture, the other main driver in diatom nutrient deprivation research is the potential 
for biofuel production. The aquatic species program of the 1970’s concluded that diatoms were among the 
most promising organisms for economical biofuels(Sheehan, Dunahay, Benemann, & Roessler, 1998). 
Interest declined with dropping oil prices, but in the last decade rising prices brought algal oil once more 
to the forefront. This renewed interest combined with advances in ‘omics’ techniques has provided an 
increasing momentum for diatom research.  
While algal research has a long history, e.g. the Calvin-Benson cycle was for a large part elucidated in the 
Chlorella algae, most studies have been done on green algae, such as Chlamydomonas reinhardtii, and 
comparatively little attention had been paid to non-green algae (Benson, 2002). While a lot of work has 
been performed on diatom photosynthesis, most of the acquired knowledge is still extrapolated from 
green algae. Besides obvious differences in pigment composition, the unique metabolism of diatoms 
during nutrient starvation will be illustrated by a number of examples in this review. Recent genomic, 
proteomic and metabolomic projects have shown that many aspects of photoauxotrophic metabolism are 
different in diatoms, e.g. the likely presence of a carbon concentrating mechanism in diatoms that often 
cannot be fitted to the classical C3 or C4 pathways(Hopkinson, Dupont, Allen, & Morel, 2011). 
Furthermore, the localization of enzymes seems to differ in many pathways, including nucleotide 
synthesis, glycolysis and the pentose phosphate pathway(Ast et al., 2009; Peter G Kroth et al., 2008).  
Outlining the features of diatom primary metabolism and nutrient acquisition strategies in general is still 
difficult, since it is dangerous to draw general conclusions from the scarce number of species that have 
been studied using ‘omics’ approaches, especially taking into account the enormous species diversity and 
the wide range of habitats in which they live. An example is the differences in auxotrophy for vitamins or 
the ability to grow on a external carbon source in the absence of light(Lewin & Lewin, 1960).  
 Additionally, the environmental heterogeneity of the oceans is not represented proportionally in the 
sequence databases, although this gap is closing. Compared to photosynthetic protists, far more plant 
species have sequenced genomes. The sequenced diatoms of today represent mainly coastal species (T. 
pseudonana, P. tricornutum) with one arctic diatom (F. cylindrus) and one centricate of the open ocean (T. 
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oceanica)(Armbrust et al., 2004; Bowler et al., 2008b; Markus Lommer et al., 2012). Important gaps are 
tropical and freshwater diatoms as they have no complete genomes to date. Sequencing data on other 
heterokonts besides diatoms are scarce with the exceptions of the pelagophyte Aureococcus anophagefferens 
and the eustigmatophyte Nannochloropis gaditiana(Christopher J. Gobler et al., 2011; Radakovits et al., 2012).  
Even before the arrival of sequencing data, it was clear that diatoms have distinct properties from green 
algae. For example, several diatoms survive long periods of darkness relatively unscathed, whereas green 
algae succumb relatively rapidly(Berges & Falkowski, 1998). Furthermore, resting spores can be formed 
when conditions are unfavourable, after sinking to a sediment for example, and metabolism can resume 
when the situation improves(Smetacek, 1985). Recently it has been shown that a diatom was able to use 
nitrate as an electron acceptor in anoxic conditions, something that was seen previously only in the realm 
of prokaryotes(Kamp, de Beer, Nitsch, Lavik, & Stief, 2011). 
Many algae, with very different evolutionary origins, store lipids or carbohydrates during adverse growing 
conditions(Sheehan et al., 1998). One of the main triggers for the accumulation of storage components is 
the depletion of nutrients such as silicon, nitrogen or phosphate. Much of the recent research in algae has 
been spurred by the need to increase oil yields and strategies to do this have been extensively described 
elsewhere(Mühlroth et al., 2013). Next to the macro-nutrients, many diatoms have a requirement for 
vitamins, such as B12, which they usually obtain from bacteria(Bertrand et al., 2012). Optimal growth also 
requires several trace metals, such as copper and even cadmium, however this review will focus on the 
macro-nutrients(Lane & Morel, 2000). 
 
THE OMICS SHIFT HAS GIVEN A NEW DRIVE TO DIATOM MOLECULAR RESEARCH 
With rapidly decreasing sequencing costs, the number of sequenced non-green algae has steadily increased 
over the past few years. Novel techniques, such as RNA-sequencing and shotgun proteomics, give insights 
on a scale that is unprecedented, since they rapidly reveal the genetic make-up of the organism(Koboldt, 
Steinberg, Larson, Wilson, & Mardis, 2013). It has never been easier to study non-model organisms on a 
molecular and systems level with the arrival of ‘omics’ techniques, because they allow the collection of 
large datasets, even when no prior genetic information was available, as exemplified by a study in Chlorella 
vulgaris(Guarnieri et al., 2011). It can be more cost-effective to use transcriptomic studies in a phylum as 
extensive, but underexplored as the heterokonts because it requires less sequencing depth. This approach 
has been successfully applied by the CAMERA and TARA oceans projects(Karsenti et al., 2011; Keeling 
et al., 2014). While RNA-sequencing will only show actively transcribed genes, it requires less effort and is 
able to provide a snapshot of an organism during a particular state or growth condition(Rismani-Yazdi, 
Haznedaroglu, Hsin, & Peccia, 2012). The sensitivity of RNA-seq has made it possible to take large-scale 
sequencing outside of the lab. Metagenomics or -transcriptomics is the process of sequencing organisms 
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in the wild without culturing. Until now, it has mostly been focused on prokaryotes, but there is no 
technical reason why eukaryotes cannot be investigated in the same way. Even metaproteomic appraoches 
are feasible(Morris et al., 2010). One of the major advantages of metatranscriptomics and –proteomics 
over metagenomics is that they give insight into which processes are currently taking place in a certain 
environment, at a certain time. While we are still far from a complete picture but it will soon be possible 
to take a snapshot of the metabolism of a certain environment by looking at which genes are actively 
transcribed or translated. 
In-depth sequencing of diverse species combined with metagenomics will shed light on the currently 
unclear evolutionary relationships between diatoms, haptophytes and other algal species that arose from 
secondary endosymbiosis. The role of horizontal gene transfer, which is common in eukaryotic algae, is 
still unclear(Bowler et al., 2008a). For example: a recently sequenced early green alga and a chromalveolate, 
to which diatoms also belong, demonstrate that genes that were thought to be distinctively red or green 
are combined in unexpected ways. This suggests that what was thought to be horizontal gene transfer 
might only be due to the undersampling of genomic diversity in photosynthetic organisms (Curtis et al., 
2012).  
A sequenced genome, however, remains an advantage, since it provides an overview of all possible 
reactions, and many genes might not be detected or incorrectly assembled on the basis of transcriptomic 
data alone. Most sequencing experiments have been done on Thalassiosira pseudonana or Phaeodactylum 
tricornutum because of their small genomes (34 and 30 Mb resp.) and the established body of literature 
(over 8000 and 13,000 works resp., in Google Scholar). Both contain approximately ten thousand genes 
but the artic diatom Fragilliariopsis cylinders contains an estimated 27000 genes. Because of the 
evolutionary distance between organisms, it remains to be seen if the observations made in the literature 
cited below are applicable to most species and provide just a glimpse of the nutrient starvation response. 
Even with the current high throughput techniques, it will take several years to sample even a fraction of 
algal diversity, since in diatoms alone there are over 200,000 expected species(Armbrust, 2009). The task 
will be especially daunting since P. tricornutum shares only half of its genes with T. pseudonana, illustrating 
the fact that a large fraction of genes appears to be species specific(Bowler et al., 2008a). It should also be 
noted that T. pseudonana and P. tricornutum are both atypical diatoms, for which sexual reproduction has not 
been observed. Both models can maintain a constant valve size during asexual cell division, while other 
diatoms grow progressively smaller. Because of their constant size, they are not forced to undergo sexual 
reproduction and are easy to maintain in culture. Silicification of the cell wall is even optional in P. 
tricornutum and it does not have a significant ecological occurrence compared to other genera such as 
Chaetoceros or Pseudo-Nitzschia(Ishii, Iwataki, Matsuoka, & Imai, 2011; Trainer et al., 2012). The number of 
diatom genomes is sure to increase in the coming years, since sequencing costs drop, but it should not be 




The genomic data of five sequenced heterokonts is available together with a wide range of green algal and 
plant genomes comprehensively bundled in the pico-PLAZA website(Klaas Vandepoele et al., 2013), It is 
especially useful for orthology relationships, but T. oceanica data is lacking, as well as that of non-green 
species such as Nannochloropsis. The Small Read Archive (SRA) of NCBI is a collection of RNA-
sequencing data currently holding 292 transcriptomic datasets from diatoms. Most of these were generated 
by the Microbial Eukaryote Sequencing Project(Keeling et al., 2014). Gathering the data is only the first 
step, since making comparisons is equally important. Regrettably, there is no specialized portal for 
obtaining diatom genomic and transcriptomic data and combining available data has been non-trivial until 
now. Hopefully, this gap will be filled soon by the community. Given the large number of unknown 
genes, this is unfortunate, since sufficiently large co-expression clusters across different conditions often 
hint at the gene function(Vandepoele, Quimbaya, Casneuf, De Veylder, & Van de Peer, 2009). For ease of 
comparison, these co-expression studies should be done in a single species. A successful example of such 
a co-expression database is the Arabidopsis thaliana focused ATTED-II which contains over a thousand 
datasets from both micro-arrays and sequencing experiments. This is a staggering number, and since 
sequencing costs continue to drop, it might only be a few years until over a hundred RNA-seq 
experiments have been performed on either P. tricornutum or T. pseudonana. While this review focuses on 
transcriptomic and genomic data, it should not be forgotten that both proteomics and metabolomics have 
also advanced tremendously. Both of these techniques give insight on levels closer to the observed 
phenotypes and have provided important clues in diatom specific metabolism and protein responses. 
GENES RESPONSIVE TO NUTRIENT STARVATION 
The available proteome and transcriptome surveying techniques allow a quick overview in the adaptations 
during stress. Available studies show that nutrient deprivation results in large-scale reprogramming of the 
cell. A comparison of different stresses shows that for diatoms a third of all transcripts change upon 
nitrogen starvation, 10% during iron starvation and this number is even more limited for phosphorous(A. 
E. Allen et al., 2008b; Kimberlee Thamatrakoln, Olga Korenovska, A Kalani Niheu, & Kay D Bidle, 2012; 
Valenzuela et al., 2012). Regardless of which nutrient is limited, some responses are shared among most 
stresses: 1) a reduction in photosynthetic efficiency, 2) increased expression of assimilation and transport 
genes for the limiting nutrients, and 3) a halt in the cell cycle. The most atypical response is that to silicon, 
which will be discussed later in the text. 
All proteomic and transcriptomic studies to date show that there is a large decrease in photosynthetic 
activity upon nutrient stress, being the least pronounced during phosphate and silicon starvation. Since 
photosynthesis is a process extensively depending on protein synthesis, this is not unexpected for nitrogen 
and neither for iron starvation, since many proteins rely on reducing equivalents provided by the iron 
containing ferredoxin or require iron to function like nitrite reductase. However carbon assimilation 
during starvation continues, because the C:N ratio continues to increase. The role of alternative carbon 
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fixating pathways in storage product accumulation is still unclear, since some of the carbon concentrating 
mechanisms seem to increase in activity while photosynthesis is reduced, hinting that this carbon might 
end up in lipids or sugars.  
In all investigated diatoms, genes are packed closely together on the genome and are often organized in 
clusters that participate in the same process and respond in a coordinated manner(A. E. Allen et al., 
2008b; Sapriel et al., 2009). While the number of transcriptomic studies is rapidly increasing, the overlap 
between different studies is relatively small, as shown in figure 2. Several RNA-sequencing studies have 
been published for nitrogen starvation in P. tricornutum and there was only a 15% overlap(Valenzuela et al., 
2012; Z. K. Yang et al., 2013). In the case of two iron starvation experiments in T. pseudonana, there was an 
extensive overlap, but the amount of differentially expressed genes differed tenfold, while silicon 
deprivation studies showed that less than 10 genes responded in a similar fashion(R. P. Shrestha et al., 
2012).  
 
Figure 2: Overlap between three nitrogen deprivation transcriptomic studies on P. tricornutum, data was manually curated from the lists 
reported by the authors  
 
Partial explanations may be the different culture media and growth conditions, and sampling and sample 
processing protocols that were used. Furthermore, the used strains were not always identical. Diatoms are 
known to mutate rapidly and in P. tricornutum there appears to be a large amount of point mutations in the 
RNA-sequencing datasets compared to the reference genome (Matthijs et al., in preparation). Interestingly, 
it has been shown that many of the genes under positive selection in Thalassiosira sp. are related to nutrient 




Figure 3: Course of nutrient stress response 
This discrepancy in observations is not unique to algae, because similar observations have been made in 
Arabidopsis thaliana(Massonnet et al., 2010). In this study, different knockout lines with altered drought 
resistance showed phenotypic variations depending on the labs where they were grown, and transcriptome 
profiles differed even more, indicating that care must be taking when interpreting results.  
The method of sample collection can also impact results, e.g. centrifugation will deprive the cells of light 
and create unwanted changes. The speed of these responses should not be underestimated as was 
demonstrated by the P. tricornutum dsCyc2 gene that a 5 minute exposure to the light was enough to 
upregulate gene over a hundred fold(M. J. Huysman et al., 2010). Cultures can unwittingly be 
synchronized when they are transferred to new, specific medium in a manner independent of circadian 
rhythms. In Saccharomyces cerevisiae, populations of cells that were limited by nitrogen or glucose showed 
metabolic rhythms once the limitation was lifted. These four hour periods separate reductive and oxidative 
metabolism and give rise to radically different gene expression patterns(Xu & Tsurugi, 2006). Washing 
cells in nutrient free medium or applying the aforementioned dark period during culture collection might 
induce such changes. Finally, the light regime during preculture will be entrained on the cell, circadian 
rythms and light availability will affect the different sampling times. With the decreasing cost of 
sequencing, more in depth time series will be possible to give insight into the time component of the 
response. 
Complicating matters further, it is impossible to immediately remove a nutrient from the culture medium, 
since cells store some nutrients internally, such as phosphate in polyphosphate nodules or iron bound by 
ferritin in some pennate species(A. Marchetti et al., 2009). This can make it hard to pinpoint when a 
nutrient becomes limiting for cell growth, however, if after addition of a single nutrient the cell resumes 
division, it can be said that the cells were starved of that particular nutrient. The onset of nutrient 
starvation is therefore a gradual transition or, when there are no large internal stores, an artificially created 
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shock after transferring harvested cells to the desired medium. The transcriptome and proteome can show 
completely different processes dependant on which phase of nutrient deprivation sampling takes place as 
illustrated by figure 3. Chemical inhibitors are easier to add, but it has to be determined to what extent 
these results mimic the desired stress. Treatment of P. tricornutum with an inhibitor of nitrate uptake 
compared to actual N starvation showed significant differences in metabolite levels(Guerra et al., 2013). 
Despite these caveats, RNA-sequencing and proteomics are still an enormous step forward from the 
previous low throughput methods. In fact, it is only because the techniques are so sensitive that these 
changes can be observed.  
METABOLIC CHANGES DURING NITROGEN STARVATION AS THE ARCHETYPE 
The most common form of nitrogen in aquatic environments is nitrate. In green algae, the incorporation 
into biomolecules starts with the reduction of nitrate to ammonia by the NADH dependent nitrate 
reductase (NR) and ferredoxin dependent nitrite reductase (NiR). Ammonia can then be coupled to alpha-
ketoglutarate to form glutamate by the enzyme glutamine oxoglutarate aminotransferase (GOGAT). In 
diatoms, the process follows the same steps, but in addition to the ferredoxin nitrite dependent reductase, 
they also have a NAD(P)H dependent nitrite reductase which can use oxidative phosphorylation as an 
energy source, allowing assimilation in the dark. Glutamate can be conjugated to a second ammonium by 
the ATP dependent glutamine synthase (GS), turning it into glutamine. Diatoms contain both a cytosol 
located glutamine synthase and a chloroplast localized version. It has been shown in T. pseudonana that the 
chloroplast localized enzyme is more actively transcribed when light is available and vice versa for the 
cytosol localized enzymes(Brown, Twing, & Robertson, 2009).  
Increasing the capacity for importing and assimilating a limiting nutrient is often the first response of algae 
to starvation. Many of the highly induced genes are transporters or enzymes involved in the uptake or 
breakdown of nitrogenous compounds. Besides nitrate, ammonia and urea, many heterokont algae are 
able to use a variety of complex nitrogenous compounds(S. Dagenais-Bellefeuille & D. Morse, 2013; C. J. 
Gobler et al., 2011). The pelagophyte and facultative heterotrophic Aureococcus anophagefferens is 
exceptionally well equipped for heterotrophy and can even break down peptides(C. J. Gobler et al., 2011). 
The capacity to assimilate complex nitrogenous sources is likely to be species dependent, but many 
amidase, are upregulated during N starvation(Valenzuela et al., 2012).  
Diatoms are often associated with bacteria, e.g. the production of toxins in P. multiseries increases when 
bacteria are present(Foster & Zehr, 2006). In tropical waters, diatoms partake in symbiotic relationships 
with diazotrophic cyanobacteria when the diatom trades sugars for nutrients(Bates, Gaudet, Kaczmarska, 
& Ehrman, 2004; Carpenter et al., 1999). Recently, it was shown that a diatom responds to auxin like 
compounds in the presence of bacteria, so exchanging carbon for nitrogen could be widespread (Shady A 
Amin, Parker, & Armbrust, 2012). 
29 
 
Diatoms excrete portions of carbon as extracellular polysaccharides and these provide attachment and/or 
energy for these bacteria(Shady A Amin et al., 2012). Besides the release of EPS, diatoms can also store 
carbohydrates under the form of chrysolaminaran, but conflicting reports about sugar accumulation exist. 
Some authors have observed an increase upon nitrogen deprivation, while others report a decrease(Espen 
Granum, KIRKVOLD, & Myklestad, 2002; P. G. Kroth et al., 2008; Valenzuela et al., 2012). Recent 
evidence shows that in P. tricornutum a knockout of the UDP glucose pyrophosphorylase gene, involved in 
a committing step in chrysolaminaran synthesis, increases lipid levels. This increase was seen even during 
nitrogen starvation, indicating that a significant proportion of the fixed carbon must go into carbohydrate 
polymers(Fayza Daboussi et al., 2014). Yet most studies show that transcripts for gluconeogenesis 
enzymes were unaltered in P. tricornutum.  
Reusing existing nitrogen is a key process in N starved cells. Ribosomes contain large amounts of nitrogen 
both in their proteins and in the associated RNAs. Amino acids become scarce during N limitation, 
repressing protein synthesis. Recycling the unused protein synthesis capacity will allow the cell to keep the 
essential processes running(Klaas Vandepoele et al., 2013). The process transpires with the proteins of the 
photosynthetic apparatus and the size of chloroplasts is reduced under N starvation and chlorophyll 
production halts[58]. Like the ribosomal apparatus it is also protein intensive. Levels of photosystem II 
(PSII) decrease while photosystem I (PSI) levels are less affected, likely because maintaining PSI still 
allows cyclic electron flow and this imbalance is likely to prevent the formation of reactive oxygen species 
at PSII(Berges, Charlebois, Mauzerall, & Falkowski, 1996). Nevertheless, reactive oxygen species are still 
produced as catalases and glutaredoxins are still upregulated(Matthijs, et al. in preparation). This might be 
a signal for other metabolic pathways, since nitrogen assimilating enzymes and the urea cycle are under 
redox control(Rosenwasser et al., 2014).  
The presence of a complete urea cycle provides a method to trap nitrogen within the cell and its discovery 
in diatoms was one of the biggest surprises of diatom genome projects(Andrew E Allen et al., 2011). This 
cycle has been shown to be functional and is suggested to increase nitrogen reuse within the cell. It does 
not appear to be upregulated during starvation, but transcripts respond when there is a large need for 
protein synthesis, such as after resupplementation with nitrogen or iron, or upon re-illumination after a 
period of darkness(A. Marchetti et al., 2012)(Matthijs et al. in preparation).  
Both protein and transcript levels of the TCA cycle enzymes increase during N starvation in diatoms, 
which is similar to cyanobacteria, but does not happen in land plants(Nicola Louise Hockin, Thomas 
Mock, Francis Mulholland, Stanislav Kopriva, & Gill Malin, 2012; Valenzuela et al., 2012). This is also 
reflected on the metabolite level, since oxoglutarate levels were significantly increased(Guerra et al., 2013). 
The TCA cycle can both create the carbon skeletons needed for amino acid biosynthesis and reuse the 
carbon for energy generation after deamination, thus serving as a carbon redistribution hub. There is a 
potential link provided between the carbon entering TCA cycle and lipid biosynthesis through citrate 
lyase, but transcripts for this enzyme were not upregulated in any of the examined datasets. The 
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breakdown of branched chain amino acids has recently been linked to lipid biosynthesis, although the 
lipids still consist out of newly fixed carbon hinting that the generated acetyl CoA is burned up by the 
TCA cycle (Ge et al., 2014b). These responses are similar to those seen in non N2 fixing cyanobacteria 
under nitrogen starvation. In recent studies, an increase in the transcripts and metabolites of the TCA 
cycle has been seen and glycogen, the prime carbon storage pool, was synthesized from the breakdown 
products of amino acids(Deschoenmaeker et al., 2014; Osanai et al., 2014). 
The ability of microalgae to accumulate high levels of lipids during nitrogen starvation has been a crucial 
stimulus for research since the first oil crisis(Sheehan et al., 1998). Although diatoms are rich in omega-3 
fatty acids, these are mainly present in membranes(Mühlroth et al., 2013), while the accumulating 
intracellular lipid droplets consist mainly of fully saturated triglycerides made from palmitic acid. This 
accumulation of lipids is by no means unique to diatoms, because green algae, such as Chlorella vulgaris and 
Nannochloropsis gaditana, also show this trait and have sequencing data available during N 
starvation(Carpinelli et al., 2014; Guarnieri et al., 2011). It appears that the storage of reduced carbon is a 
crucial adaptation in rapidly shifting aquatic environments, because the storage products can be used 
rapidly to assimilate available nutrients.  
The metabolic adaptations that result in lipid accumulation, however, appear to differ between the 
diatoms and green algae. In diatoms most enzymes of lipid biosynthesis are not markedly increased during 
nitrogen starvation and control seems to occur on the post transcriptional level(Ge et al., 2014b).  
In contrast, N. gaditiana enzymes performing the committing steps were highly expressed during N 
starvation(Carpinelli et al., 2014). Similarly, in green algae coordinated changes were seen in lipid synthesis 
enzymes(Guarnieri et al., 2011). Likewise, the upregulation of ACC-carboxylase, performing the rate 
limiting step for fatty acid biosynthesis, was seen in coccolitophores(Carrier et al., 2014). In diatoms, high 
levels of ACC-carboxylase were only seen in the starting phases of nitrogen starvation, even though lipid 
accumulation continued after this peak in expression and ectopic expression of this enzyme had no effect 
in the diatom Cylindrotheca fusiformis(Valenzuela et al., 2012). Furthermore, the redistribution of nitrogen 
and carbon in green algae must take a different path as neither the TCA cycle is upregulated nor is there a 
urea cycle present.  
IRON LIMITATION 
Diatoms tend to be rare in the iron poor regions of the ocean (high nutrient, low chlorophyll) where they 
are outcompeted by green algae and cyaonobacteria. However, open ocean iron fertilization results in a 
bloom dominated by diatoms and molecular insight in these artificial blooms has been gained using a 
metatranscriptomic experiment(A. Marchetti et al., 2012). Iron requirements vary widely between species. 
T. pseudonana for example needs 50-fold higher iron concentrations for its steady-state growth rate 
compared to P. tricornutum or T. oceanica(Kustka, Allen, & Morel, 2007; Adrian Marchetti, Maldonado, 
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Lane, & Harrison, 2006). Examining the genomes of these diatoms shows that only the latter contains 
ferritin which has significant implications during iron starvation periods(A. E. Allen et al., 2008a). Given 
this different genetic toolbox, it is no surprise that only a third of iron upregulated responsive genes was 
shared between T. pseudonana and P.tricornutum(K. Thamatrakoln, O. Korenovska, A. K. Niheu, & K. D. 
Bidle, 2012).  
A decline in photosynthesis is the most apparent response of severe iron limitation. The immediately 
visible symptoms of iron stress are a reduced chlorophyll content and an increased rate of 
photorespiration(Geider, La Roche, Greene, & Olaizola, 1993). This response is shared with nitrogen 
limitation, but the underlying cause is different. Nitrogen starvation hampers the production of proteins 
for the photosynthetic apparatus, while Fe deficiency impedes the electron transport chains of both 
oxidative phosphorylation and photosynthesis. This imbalance in redox proteins results in oxidative stress 
and an upregulation of photoprotective carotenoid biosynthesis and non-photochemical quenching, since 
the energy from captured photons needs to dissipated(A. E. Allen et al., 2008b). In line with the decrease 
of photosynthesis, cells during Fe starvation do not accumulate carbohydrates or lipids(Allen J. Milligan & 
Paul J. Harrison, 2000), but try to compensate this energy shortage by oxidizing stored carbon. 
Carbohydrate reserves are mobilized as exemplified by the upregulation of several transcripts involved in 
glycolysis(A. E. Allen et al., 2008b). The TCA cycle is also involved, because some metabolites are 
upregulated, such as malate and alpha-ketoglutarate, while levels of succinyl-CoA decreased and those of 
citrate were unaltered. 
When iron-sulfur containing electron donors, such as ferredoxin and cytochrome c6 cannot be 
synthesized, some algae can exchange them for less efficient alternative carriers, for example by the iron-
free flavodoxin and the copper-containing plastocyanin. Most green algae contain plastocyanin as do 
diatoms adapted to the open ocean such as T. oceanica which has even lost its cytochrome c6 gene(Gupta, 
He, & Luan, 2002; G. Peers & N. M. Price, 2006). A further adaptation is swapping the standard 
superoxide dismutase for a copper dependent version and the use of bacterial type rhodopsin protein 
pumps(A. Marchetti et al., 2012). Horizontal gene transfer likely lies at the basis of these adaptations. In 
general, open ocean diatoms require less iron than green algae, because they use alternative electron 
carriers, since they have lost their more efficient iron containing genes(Graham Peers & Neil M. Price, 
2006).  
When cells are limited by iron availability, N assimilation is also affected, since the conversion of nitrate to 
ammonia requires a significant input of reductive equivalents. This becomes a problem during iron 
starvation, because the supply of electrons decreases together with photosynthesis, but also because 
diatoms use a bacterial type nitrate reductase that employs ferredoxin as the electron donor. However no 
difference in growth rates was seen in iron limited cultures grown either with ammonia or 
nitrate(Maldonado & Price, 1996). 
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Conflicting reports exist on the C:N ratio of iron deficient diatoms, some authors see a decline in 
assimilated nitrogen per unit of carbon, while others do not(Allen J Milligan & Paul J Harrison, 2000). If 
there is a decrease in N assimilation, it is more likely the result of a lack of energy or carbon skeletons 
rather than of a missing cofactor, since nitric reductase activity does not decrease enough to explain this 
drop in ratio(Allen J. Milligan & Paul J. Harrison, 2000). As with nitrogen fixing bacteria, the interaction 
between iron capturing bacteria and coccolithophores has been reported(Shady A. Amin et al., 2009). It is 
likely that similar exchanges of carbon for iron occur with diatoms. 
PHOSPHOROUS STARVATION 
Phosphorous is often a limiting nutrient in fresh water and it can also limit productivity in coastal waters 
when there is a large influx of fresh water(Nausch, Nausch, & Wasmund, 2004). Like green algae, diatoms 
are able to store phosphate when it is abundant, making it difficult to determine when the nutrient 
becomes limited in the medium(Omelon, Ariganello, Bonucci, Grynpas, & Nanci, 2013; Ruiz, Marchesini, 
Seufferheld, & Docampo, 2001). Storage of polyphosphate is mediated by vacuolar transporter chaperone 
4 (VTC4) like genes which are upregulated during phosphorous starvation in both T. pseudonana 
(Thaps43150) and P. tricornutum (Phatr50019)((Ruiz et al., 2001), Matthijs et al., in preparation). The stored 
phosphate is a likely explanation for the less severe phenotype seen during the first days of phosphate 
starvation. During this period, cells continue to grow at nearly the same rate as when replete. Unlike the 
other stresses mentioned above, there is no immediate reduction in the photosynthetic apparatus reported 
when phosphorous becomes limiting. It presumably takes a long time for the photosynthetic apparatus to 
be affected, but oxidative processes, such as the TCA cycle, appear to be upregulated even during the early 
stages of phosphorous limitation(Yang et al., 2014). The excess energy fixed by photosynthesis under P-
limitation is stored in the form of lipids and carbohydrates, leading to an increase in C:N ratio. 
Changes are seen in glycolysis and translation machinery, but these are relatively mild compared to iron or 
nitrogen starvation. The cells respond mainly by increasing their uptake capacity as the expression of 
phosphate transporters rises (Phatr40433 and Thaps24435). In addition, diatoms are able to release 
phosphate bound to organic sources using a diverse set of alkaline phosphatases, of which many are 
upregulated during phosphate deficiency(Reynolds, 2006). Turnover of intracellular phosphorous is likely 
to increase due to the increased activity of intracellular phosphatases. Phospholipids for example are a 
large reservoir for phosphorous and these can be partly replaced by sulphur or betaine containing lipids. 
Overall, the response of P. tricornutum appears very similar to that of T. pseudonana. Interestingly, phosphate 
starvation was the subject of one of the few studies in which transcriptomics and proteomics was 
combined, and transcript and protein levels were relatively well coordinated for upregulated genes 




SILICON AND SULPHUR STARVATION 
Sulphur is an essential element for life, since it is present in two amino acids (methionine and cysteine), 
incorporated in sulpholipids and part of several cofactors such as Coenzyme A. Sulphur assimilation starts 
with the action of ATP-sulphurylase, which converts ATP and sulphate in 5’-adenylsulphate (APS). This 
compound is stepwise reduced to sulphide, after which it is incorporated into cysteine. The reduction of 
APS to sulphite is the key regulation point of the pathway in land plants, but recent findings indicate that 
regulation of sulphur assimilation in diatoms differs radically (Kettles, Kopriva, & Malin, 2014; H. 
Takahashi, S. Kopriva, M. Giordano, K. Saito, & R. Hell, 2011). In fresh water, sulphate can be limiting, 
but with a concentration of 29 mM in dissolved seawater, it is virtually in endless supply for marine 
organisms. Interestingly, diatoms contain, on average, much more sulphur per unit of carbon than green 
algae(Quigg et al., 2003). Because fresh water can be limiting in sulphate, green algal sulfur deficiency has 
been well studied, but studies for diatoms are scarce(Hideki Takahashi, Stanislav Kopriva, Mario 
Giordano, Kazuki Saito, & Rüdiger Hell, 2011). The observation that C. reinhardtii produces hydrogen 
during sulphate starvation is promising for biofuel production and has therefore been extensively 
studied(González-Ballester et al., 2010). Heterokont algae, to which diatoms belong, play an important 
role in sulphur cycling, since they produce substantial amounts of dimethylsulphoniopropionate (DMSP), 
which is converted into the volatile compound dimethylsulphide (DMS), implicated in rain cloud 
formation and global warming(Kettle & Andreae, 2000).  
To our knowledge no ‘omics’ data is available at the time of writing for diatoms under sulphur limitation. 
However, recently a study was published in which the coccolithophore Emiliania huxleyi was grown in a 
medium with a lowered sulphate content. Approximately 5% of the transcripts were altered in 
expression(Bochenek et al., 2013). The genes for fatty acid and carbohydrate biosynthesis were 
upregulated and there was a general decline in S containing metabolites, such as DMSP and cysteine. 
Several TCA cycle genes were also upregulated and photosynthesis was not severely impacted, likely 
because there is a large internal pool of sulphur in the form of DMSP. In general the sulphur response 
appeared similar in green plants, but it would be interesting to see a study looking at a fresh water diatom. 
Almost all diatoms are encased in a silica cell wall. This means that, compared to other types of algae, they 
require an extra nutrient. Their makes their success even more remarkable because silica as a nutrient is 
not at all that common in marine environments with an average concentration of 70 µM(V Martin-
Jézéquel, Daoud, & Quéguiner, 1997). While land plants also require silica for healthy growth, green algae 
have no use for this element(Cooke & Leishman, 2011). Why diatoms thrive despite this extra 
requirement is not fully understood, but it likely has to do with the scarcity of nitrogen and iron. 
Energetically it seems more efficient to build a silica cell wall than a carbohydrate one, which could mean 
that diatoms can devote more energy to the uptake of nutrients (Véronique Martin-Jézéquel, Hildebrand, 
& Brzezinski, 2000). Compared to the other nutrients, silicon is unique because the energy used for its 
incorporation, and its deposition is derived solely from aerobic respiration and not linked to the 
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photosynthetic process such as the ferredoxin (or equivalent) required for nitrate reduction. Because 
cellular energy metabolism is not impaired, proteins of the transcription and translation machinery remain 
highly expressed to allow the cell to resume division as soon as conditions improve(Roshan P Shrestha et 
al., 2012). There is also putative crosstalk with phosphate starvation, since there is an increased production 
of alkaline phosphatases during silicon starvation(Fuentes, Wikfors, & Meseck, 2013).  
When a nutrient becomes limiting, it can pay to remove the competition by the production of toxins. 
During silicon and phosphorous starvation, the synthesis of domoic acid, a toxin of Pseudo-nitzschia 
multiseries, increases markedly(Pan, Bates, & Cembella, 1998). While allelopathy in dinoflagellates has been 
well studied, there seems to be little known in diatoms in this context (Ianora et al., 2011). Large bloom 
forming organisms, such as Aureococcus, probably release compounds that inhibit the growth of other algae. 
CELL CYCLE AND CONTROL MECHANISMS 
The large transcriptomic changes seen during nutrient limitation are steered by transcription factors (TFs), 
of which many are upregulated but functional validation is lacking at the moment. A recent report by 
Rayko and co-authors lists all possible factors found on the basis of homology(E. Rayko, F. Maumus, U. 
Maheswari, K. Jabbari, & C. Bowler, 2010), but currently the only TFs characterized are involved in light 
and CO2 sensing(M. J. J. Huysman et al., 2013; Ohno et al., 2012). Of course many transcription factors 
are upregulated during nutrient stress but functional validation is lacking at the moment. 
When cells are deprived of nutrients, their division stops, but the halting point of cell division differs 
depending on the condition. During nitrogen or phosphorous starvation, diatoms arrest their cell cycle at 
the G1/S phase, whereas in dinoflagellates G2/M blocks are also reported(Lin et al., 2004). Silicon 
starvation is atypical and the cell cycle can halt in both G2/M or G1/S(Brzezinski, Olson, & Chisholm, 
1990). To the best of our knowledge, no studies have been performed on iron limited diatoms. The 
regulation of the cell cycle in eukaryotes is to a large extent dependent on cyclins and their interactions 
with cyclin dependent kinases (CDKs). The sequenced diatom genomes show that the gene family of the 
former is greatly expanded and many of these cyclins are diatom specific. Interestingly, some of these 
cyclins responded to the addition of nutrients such as silica or phosphate, hinting that these might convey 
the nutrient status to the cell cycle machinery(M. J. Huysman et al., 2010). Further corroborating this is 
the observation that T. pseudonana does not take up nitrogen during mitosis, showing that there is crosstalk 
between nutrient assimilation and cell division(Mocquet, Sciandra, Talec, & Bernard, 2013). So far no 
direct links have been reported, but in P. tricornutum dsCYC7 was shown to be upregulated upon addition 
of phosphate, whereas Valenzuela et al. reported that this cyclin was downregulated during nitrogen 
starvation[37]. However, in house generated data showed that dsCYC7 expression levels steadily increase 
during the first 20 hours of nitrogen starvation (Matthijs et al., in preparation). The exact role and 
importance of diatom specific cyclins remains to be determined. 
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Diatoms can adapt to the lack of nutrients and shift their expression profiles to compensate for it. This 
process requires a signalling pathway from metabolism and nutrient availability to the transcription and 
translation apparatuses. In most eukaryotes signalling energy and nutrient shortage happens through two 
kinase complexes, i.e. AMP-activated Protein Kinase (AMPK, or SNF1 in yeast), and Target of 
Rapamycin (TOR). AMPK signals a lack of energy by sensing the AMP/ATP ratio and slowing anabolism 
in response, whereas TOR senses when insufficient amino acids are present (Ghillebert et al., 2011; Kim 
& Guan, 2011). Both are strongly evolutionary conserved and are apparently present in all eukaryotic 
microalgae.  
All three subunits of AMPK are present in the diatom genome but the gene families did not go through 
the dramatic gene expansion seen in green algae and land plants(Baena-Gonzalez, Rolland, Thevelein, & 
Sheen, 2007). The assimilation of nutrients such as sulfur and nitrogen, demands extensive energy inputs 
from the cell, necessitating crosstalk between energy availability and nutrient status. In green algae and 
land plants, there is a strong coupling of nitrogen uptake with light, likely due to the availability of 
photosynthetic energy to assimilate nitrogen. In contrast to green algae, diatoms are able to take up 
nitrogen in the absence of light, indicating that there is an uncoupling between energy status and nitrogen 
uptake. This rapid uptake of resources is possibly one of the reasons for the ecological success of diatoms. 
When cells can no longer divide, but photosynthesis is still active, there will be excess energy that can be 
funnelled into carbon storage. In most eukaryotic organisms this is signalled by AMPK[89]. When the 
ratio between AMP and ATP drops when the cell has abundant energy, the complex becomes less active. 
In humans, this lifts the inhibitory phosphorylation of ACC, the committing step in fatty acid synthesis, 
and glycogen synthase. All sequenced diatoms contain the necessary components of the AMPK complex 
and the gene family has undergone expansion in the green lineage. In the green algae Chlorella vulgaris, 
AMPK is downregulated under nitrogen starvation concomitant with lipid increase. This pattern was not 
seen in any heterokonts in the published studies. However, in a chemical screen in several green algae and 
P. tricornutum, it was found that the AMPK inhibitor AICAR has a positive impact on P. tricornutum oil 
productivity(Franz, Danielewicz, Wong, Anderson, & Boothe, 2013). Another compound from the screen, 
EGCG, had a similar effect and is closely related to a class of AMPK inhibitors. It is striking that in this 
study of Franz et al. there is no overlap between the compounds increasing lipid productivity in green 
algae and those in diatoms, underscoring the differences in regulatory pathways, although the signalling 
pathways seem related. Similarly, a SNRK like gene encoding a kinase closely related to AMPK is involved 
in sulphur adaptation in green plants but does not show regulation in E. huxleyi(Bochenek et al., 2013). In 
yeast it has been shown that there is a direct link with nitrogen sensing but the nitrogen signalling 
pathways remain, for the moment, unkown in heterokonts(Orlova, Ozcetin, Barrett, & Kuchin, 2010). 
In heterokonts and dinoflagellates, the TOR complex (TORc) lacks Tsc1, Tsc2 and Rictor, which form 
the basis of distinct signalling complexes in mammals, but otherwise seem to contain the same 
components as most other eukaryotes(Serfontein, Nisbet, Howe, & de Vries, 2010). TORc determines 
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rates of translation by phosphorylating S6K. As with AMPK, none of the components of the TOR 
pathway vary greatly in expression during nitrogen starvation. Nevertheless, since these kinases have been 
conserved, it is unlikely that energy and nutrient status would not pass through this pathway. Besides these 
conserved complexes, there are over a hundred serine/threonine kinases in each sequenced diatom, of 
which, for most, we do not know any function. 
The conserved signalling pathways outlined above are only the distributors of nutrient starvation signals. 
The sensors for these processes are still unknown and will likely involve signalling cascades such as 
calcium fluxes or the notch pathway, of which several components are upregulated during nitrogen 
starvation (Matthijs et al., in preparation). In Chlamydomas, the PII system that has a bacterial origin and is 
also present in land plants, was shown to be one of the main signalling systems for nitrogen 
starvation(Fokina, Chellamuthu, Forchhammer, & Zeth, 2010). PII senses the abundance of α-
ketoglutarate, which also accumulates in diatoms during nitrogen starvation, but the protein appears to be 
absent in heterokonts(Ermilova et al., 2013). Besides intracellular communication, algae also communicate 
with their neighbours. Nitric oxide has also been involved in attracting diazotroph cyanobacteria and may 
signal other cells(Shady A Amin et al., 2012). Cell-cell communication must exist in bloom forming 
organisms, since the collapses of these blooms can be triggered by nutrient starvation and are 
characterised by massive cell death. Metacaspases are present in the heterokonts and are presumably 
involved(Nedelcu, 2009).  
OUTLOOK 
The pace with which marine organisms are being sequenced will only increase in the coming years and this 
wave of data will give insight in the conservation and uniqueness of diatom metabolic pathways. While the 
enzymes of the primary metabolism are easy to identify, compartively little work has been done on the 
regulation of these pathways. Transcriptomic and proteomic data add a dynamic layer to the genomic 
level, and visualize how enzyme levels respond to conditions such as nutrient deprivation. Although there 
have been only a handful of trancriptomic or proteomic experiments performed for most nutrient 
stresses, the general metabolic changes are becoming clear. A drawback is the substantial variation in 
experimental setup and sampling conditions, which likely intertwine with the effect of the treatment. This 
problem is likely to solve itself as the number of RNA-sequencing datasets will likely increase dramatically 
in the foreseeable future and the signal of nutrient starvation will rise above the experimental noise.  
While green algae and diatoms often inhabit similar environments, their responses to the same stresses 
differ. It appears that diatoms use different solutions for some of the same problems. Perhaps this 
knowledge can even be transferred to land crops, for which increased nitrogen efficiency would decrease 
the damaging eutrophication of waterways. A similar approach has been tried successfully with 
cyanobacterial proteins and the recent use of a diatom nucleotide transporter further illustrates 
this(Malyshev et al., 2014). 
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What is completely lacking however is insight in how these changes in growth conditions are perceived 
and how this signal is translated into metabolic flux changes. In other organisms, it has been shown that 
these control mechanisms are less evolutionary conserved than those of central regulators such as TOR. It 
is a trivial matter to identify the kinases and TFs in a transcriptome or genome, but finding their targets 
will require dedicated experiments. High throughput experiments, such as yeast one- or two-hybrid, are 
feasible especially when the predicted number of TFs for P. tricornutum is only 200. Understanding the 
regulation will create a useful tool to create better strains for oil production. If we understand the switches 
that trigger the metabolic reprogramming from growth to storage, we can engineer strains that turn this 
program at will.  
Additionally, it is to be expected that there is substantial intra-species variation in diatoms, since many 
species inhabit specific niches with unique restrictions and challenges. It will be particularly informative to 
compare more open ocean species adapted to low iron conditions with more coastal species that are 
struggling with nitrate or phosphate limitation. At the moment is not yet clear if there is a transcriptome 
or proteome set of genes that is shared across all types of nutrient limitation. While most stresses halt 
growth and decrease photosynthesis, there are connections between the different nutrients, as exemplified 
by the upregulation of silicon transporters and phosphatases during nitrogen starvation.  
Finally, diatoms do not live alone in their habitats, they interact with prokaryotes and other photosynthetic 
eukaryotes and compete for limited nutrients. Meta-projects will show which species groups co-exist and 
begin to outline species-species interactions. Many land plants exchange photosynthetically fixed carbon 
for nutrients such as nitrogen or phosphate(Smith, Smith, & Jakobsen, 2003; Vitousek, 1984). It will be 
interesting to see what interactions exist between diatoms and other unicellular organisms. Other 
metabolic adaptations to nutrient deficiency, such as the enzymes responsible for the production of 
allelopathic secondary metabolites, remain to be investigated. 
Most of the above described is based on what we have learned from other model species with well-
characterized genes, but there are limits to homology based approaches. In short, the ‘omics’ age has 
gifted us tools that are exceptionally well suited to catalogue which genes are present in which species and 
habitat. While it is possible to assume functions based on the expression patterns of genes, this does not 
suffice as proof. But help is on the way, since new tools are becoming available for the first time in 
diatoms: targeted nucleases. The ease with which homologous recombination can generate gene 
knockouts in Saccharomyces cerevisae and Escherichia coli have undoubtedly contributed much to their 
usefulness as model systems. With the possibility to tailor TALEN or CRISPR nucleases, these tools are 
becoming available to each transformable organism. This will allow the validation of metabolic models 
and predictions when certain nutrients such as amino acids become scarce(Long & Antoniewicz, 2014). In 
short, we now have both the tools to identify the genes shifting during nutrient limitation and the means 
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Unicellular algae often inhabit highly variable habitats where they are confronted with a wide variety of 
stresses. Diatoms thrive in high nutrient conditions with relatively low light intensity. One of the main 
challenges to algal growth is the shortage of nutrients, of which nitrogen deficiency is one of the most 
common. However, very little is known about the genetic regulation of the switch from growth to cell 
division arrest during nitrogen starvation. In this study we profiled the transcriptome of the model diatom 
Phaeodactylum tricornutum in the early phases of nitrogen starvation and used a bioinformatics approach to 
identify overrepresented motifs in the promoters of upregulated genes during this process. One of the 
identified motifs was shown to be bound by a transcription factor termed Nitrogen Motif Binding 1 (NMB1). 
NMB1 is part of a previously uncharacterised family that is conserved in heterokont algae. This 
transcription factor is one of the first to be linked with nitrogen starvation and shows the feasability of 
identifiying unknown transcription factors using a bio-informatics motif discovery approach combined 
with a high throughput DNA binding assay.  
INTRODUCTION 
In contrast to terrestrial habitats, photosynthesis in the ocean is performed by organisms with a varied 
phylogenetic background. Green, red and brown eukaryotic algae all contribute significantly to oceanic 
primary productivity(Falkowski et al. 2004). With the exception of green algae, the study on the genetics 
of these algae has only just begun. Diatoms are important components of marine phytoplankton that 
thrive in well mixed waters(Tozzi et al. 2004). The heterokonts, the superphylum to which diatoms 
belong, arose after a secondary endosymbiosis event between a heterotroph and a red algae. The red algae 
was reduced to a symbiont, but the four membranes surrounding the chloroplast and many genes of a red 
algal origin are remnants of this origin. Diatoms are an important part of the marine phytoplankton and 
over 200.000 species are expected to exist(Armbrust 2009). Besides their pigmentation and origin they are 
also unique because of their silica cell wall. It has been hypothesized that because the energy requirements 
for a glass cell wall are lower than that of carbohydrates polymers, they can devote more of their energy to 
nutrient acquisition, a process where they often outcompete other algae(Martin Jézéquel et al. 2000; Ingall 
et al. 2013). Because of their evolutionary distance to land plants, diatoms genomes contain metabolic 
pathways that were unexpected for a photosynthetic organism, such as a complete urea cycle and a not 
fully understood carbon concentrating mechanism(Giordano et al. 2005). 
Diatoms become particularly abundant when there is an influx of nutrients, either seasonal or when the 
ocean is artificially fertilized with iron, resulting in large blooms(Marchetti et al. 2012). Besides light 
availability, lack of nutrients is the main limit to marine primary productivity (Elser et al. 2007). The 
limiting nutrient is not the same in every location. Ocean tracts near coastal waters are usually deficient in 
nitrogen, while the open ocean commonly lacks sufficient iron for algal growth. One possible explanation 
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for the success of brown photosynthetic organisms in marine habitats is their ability to tolerate long term 
nutrient deprivation and rapidly assimilate available nutrients when conditions change.  
The adaptations of diatoms to their ecological niche must be contained within their diverse genomes. 
There are four completed diatom genome projects, and several more nearing completion (Bowler et al. 
2008; Armbrust et al. 2004; Lommer et al. 2012). Among the sequenced diatoms are the two main model 
systems: the centricate Thalassiosira pseudonana and the pennate Phaeodactylum tricornutum. Most of the 
molecular data has been derived from these two species. Two others are also pennates: the polar 
Fragiliariopsis cylindrus while the centricate Thalassiosira oceanica was chosen for sequencing, as unlike the 
other mentioned diatoms it habits the iron poor regions of the open ocean. The genomes show that there 
is a large fraction of diatom specific genes and that they have taken up genes from a variety of other 
organisms through horizontal gene transfer (Bowler et al. 2008). The amount of overlap between diatom 
genomes is not very high: for example P. tricornutum and T. pseudonana only have 40% of genes in common. 
This results in very different responses to nutrient deprivation, e.g. the lack of the ferritin and plastocyanin 
genes in T. pseudonana makes it less adapted to iron starvation compared to those who have alternative 
electron carriers such as P. tricornutum or T. oceanica (Lommer et al. 2012).  
Because diatoms are only distantly related to better-studied groups including metazoans, fungi or land 
plants, a large number of diatom genes do not have assigned functions since many genes have no 
orthologs in other model species. This high proportion of genes with unknown functions has not 
hampered the exploration of diatom metabolism through orthology based approaches. To date, these have 
resulted in a number of metabolic models that catalog all likely reactions within the diatom cell (Kroth et 
al. 2008; Fabris et al. 2012a). Using this approach, it was shown that diatoms contain a number of unusual 
pathways for photosynthetic organisms such as a complete urea cycle, the Entner-Doudoroff alternative 
glycolysis and several carbon concentrating mechanisms aiding photosynthesis. These are all evidence that 
diatom metabolism is uniquely adapted to aquatic life(Fabris et al. 2012b; Allen et al. 2011). However 
many questions still remain especially in terms of the dynamics of the metabolism(Zheng et al. 2013). 
It has become clear that diatoms differ in many respects from green algae. Uptake of nitrogen in green 
algae for example only happens in the light while diatoms are able to use stored carbon as an energy 
source and a building block for amino acids(Bender et al. 2012).  
Besides the ecological importance, most nutrient depletions also stimulate lipid accumulation in algae with 
nitrogen starvation as one of the most studied triggers for lipid production in micro-algae(Mühlroth et al. 
2013). Because of the ecological importance and economic potential, several studies have looked at 
nitrogen starvation in P. tricornutum and T. pseudonana(Hockin et al. 2012a; Valenzuela et al. 2012; Yang et 
al. 2013). In contrast to the previous studies we decided to focus on the transition of exponential growth 
to full cell cycle arrest (Hockin et al. 2012b; Valenzuela et al. 2012). In this study we exclusively used P. 
tricornutum as a model even though it is an atypical diatom. The used strain has different morphotypes and 
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unlike most diatoms it maintains its cell size after division and therefore does not need to undergo sexual 
division. Despite these atypical features, it has many benefits as a diatom physiological model species such 
as a rapid generation time and a wide body of available literature.  
In this study RNA-sequencing was used to search for genes under transcriptional regulation during 
nitrogen starvation. Starting from this list of upregulated genes, a bioinformatics approach was used to 
identify overrepresented motifs and the degree of evolutionary conservation in this response. The main 
aim of this study was to find regulators that steer the transition from growth to survival under nitrogen 
deficiency. 
RESULTS 
GENE EXPRESSION PROFILING OF NITROGEN STARVED CELLS 
Nitrogen starvation is well known to halt cell division and increases lipid production in 
diatoms(Yongmanitchai and Ward 1991). For all performed experiments exponentially growing cells were 
harvested and transferred to nitrogen free medium or replete medium. Samples for RNA were taken at 4, 
8 and 20 hours after medium transfer. Within this timeframe cell density doubled in the control medium 
while only 75% OD increase was seen in the nitrogen starved cells. We focused our transcriptomic 
profiling on the first 20 hours after the start of the stress conditions because it roughly corresponds to the 
time required for one cell division in nutrient-replete conditions. During this period, the cells under N 
starvation started to accumulate lipids, began bleaching and halted their cell cycle (Chapter 5). Exponential 
growth in the control sample continued for at least another 12 hours after the end of the experiment. It 
must be noted that several genes related to iron starvation were beginning to increase in the control 
sample after hour 20, indicating that iron concentrations are starting to become limited although growth 
continued.  
RNA-seq was performed on the extracted RNA using an Illumina Hi-Seq. After the removal of low 
quality reads, we obtained on average 16 +/- 2.5 million reads (95% CI), of which 93% +/- 1% of reads 
could be mapped to the genome, indicating that the reference genome is close to complete. However gene 
models were less accurate, as over 20% of the models reported in the original genome paper lack a start or 
stop codon. Consequently, start codons, stop codons and splice junctions of transcripts differed to a large 
degree from the gene models,. The amount of point mutations was also high compared to the reference 
sequence, a phenomenon also seen in other labs (Chris Bowler, personal communication). 
After Cuffdiff analysis, using default settings, 4770 genes showed statistically significant differential 
expression at some point during the experiment. This large number was not unexpected as nitrogen 
starvation halts photosynthesis and protein synthesis while simultaneously the cell division halts. This 
necessitates major adaptions to cell metabolism and the cell cycle. Beside responses caused directly by the 
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lack of nitrogen, such as the decreased protein synthesis, secondary effects are also expected e.g. due to 
decreased photosynthesis.  
Of the genes that differed over four fold compared to the control, 771 genes were shared across all 
nitrogen starved samples. To get a general overview of the expression patterns a cluster analysis was 
performed using the TMEV program. Transcripts were grouped into 11 clusters using the self organizing 
tree algorithm (fig. 1). Remarkably, downregulated genes are divided in only three clusters while 
upregulated genes took up the eight remaining categories. This is suggestive of a smaller set of 
transcriptional regulators controlling this pattern. In the following sections the most apparent changes are 
described in more detail. 
 
Figure 1: A. Overview of differentially expressed genes that differ more than log1.5 fold from the relevant control sample at the same 
timepoint. Normalized FPKM values, ordered using hierarchical clustering as implemented in the TMEV4 tool B. Self organizing tree of 
the same data 
 
Photosynthesis  
Nitrogen deficiency reduces the efficiency of the photosynthetic apparatus, in particular that of 
photosystem II(Kolber et al. 1988). Many genes encoding proteins involved in photosynthesis like the 
oxygen enhancer complex or the photosystem stability factor(Phatr13895) decreased markedly in 
expression level. As reported previously, roughly half of all Calvin cycle genes annotated in the Diatomcyc 
pathway annotation database are downregulated. While most fucoxanthine binding proteins (FCP) genes 
had decreased transcription, some were upregulated such as Phatr38720 and especially Phatr16481. Likely 
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these served to dissipate excess energy. The cell appears to be under oxidative stress since two glutathione 
peroxidases were also highly induced (Phatr50084 & Phatr48636). A peptide methionine sulfoxide 
reductase Phatr12243, which reduces oxidized methionine residues gradually increased to peak after four 
hours and gradually reduced in transcript abundance afterwards. Correspondingly, the cells were visually 
bleached after 20 hours and chlorophyll biosynthesis genes dropped severely in expression. 
Protein synthesis  
In our dataset protein synthesis showed a very abrupt halt. The earliest time point, four hours after 
medium change, showed that most ribosomal components have already decreased dramatically in 
expression (cluster1). Of the 77 genes that were annotated as ribosomal, 52 have their lowest expression 
values during nitrogen starvation timepoints. The eukaryotic 40S and 60S components show a very similar 
transcription pattern: after four hours of N starvation the ribosomal components were already down 
regulated and this decline continued during the subsequent hours. The expression patterns of genes 
coding for 50S or 30S ribosomal components proteins however did not cluster together. Additionally 
several t-RNA charging molecules show the same pattern (Phatr51120 & Phatr2394). 
Nitrogenous compounds breakdown and recycling 
Cells under nitrogen starvation increased their capacity to absorb and assimilate nitrogen. Several nitrate 
transporters are upregulated (Phatr26029 & Phatr54101), together with the nitrate reductase (Phatr54983) 
and nitrite reductases (Phatr8155 & Phatr13154). These processes show an expression maximum after 20 
hours of starvation and are represented in cluster 5. Transporters in general are common among the most 
highly expressed genes. It should be emphasized that this increased expression does not necessarily 
correspond to increased protein levels. In the diatom Cylindrotheca fusiformis nitrate reductase expression is 
maintained during starvation but translation only occurs upon addition of nitrate (Poulsen and Kroger 
2005). 
One way of coping with the reduced availability of N is to increase turnover of nitrogen containing 
metabolites and polymers. Proteins account for most N in the cell and correspondingly many proteases 
such as the papaine-like protease (Phatr50321) and the cysteine protease (Phatr25433) have increased 
transcripts, but this upregulation is more gradual and less distinct. While some amino acid degradation 
enzymes are present in cluster #5, such as tyrosine aminotransferase (Phatr51609) and proline 
dehydrogenase (Phatr13232), most of the amidases and aminotransferase are present in cluster #6. These 
genes respond immediately and peak at 20 hours after medium change. Nucleic acid breakdown also 
occurs as several genes in purine and pyrimidine degradation or salvaging are upregulated (Phatr15968 & 
Phatr49782). Other cellular components containing nitrogen are also being recycled. Six proteins 
containing an amidase domain, which breaks carbon-nitrogen bonds, are present in cluster 6. These are 
likely involved in the recycling of nitrogen containing proteins. One of the highest induced genes during 
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N starvation is Phatr55010, containing a pyridoxal binding domain which is often involved in 
transaminase reactions(Lim et al. 1998).  
Incorporation of the liberated ammonia appears to happen through Glutamine oxoglutarate 
aminotransferase (GOGAT) action (Phatr51214 & Phatr20342), which converts ammonia and 2-
oxoglutarate to glutamate. Glutamine synthase can further aminate glutamate to glutamine (Phatr22357). 
The expression of the two glutamate synthases increases steadily during the course of the experiment 
while glutamine synthase declines after an initial peak at four hours. Urea cycle transcripts are not 
significantly upregulated during nitrogen starvation and it has been suggested that this cycle is more 
involved in assimilating nitrogen rapidly after starvation(Allen et al. 2011). 
Energy metabolism 
As less carbon is being fixed through photosynthesis and the chloroplast synthesizes less ATP, a sizeable 
share of energy and carbon skeletons must come from recycling existing products within the cell. Most 
transcripts of the central TCA cycle are upregulated and it is likely that it serves as the central carbon 
reprocessing hub. Several TCA cycle genes are present in cluster 6, such as isocitrate dehydrogenase 
(Phatr14762), isocitrate lyase (Phatr14401) and aconitate hydratase (Phatr26290). This has been seen 
before in T. pseudonana (Hockin et al. 2012b). Several members of the DHLP complex, which convert 
pyruvate into acetyl CoA are also present in this cluster. It has previously been reported that the pool of 2-
oxoglutarate/alpha-ketoglutarate increases during N starvation (Guerra et al. 2013). Several 2-oxoglutarate 
(2-OG) oxygenases are upregulated hinting that the oxidation of 2-OG might be used directly as source of 
energy.  
It has been hypothesized that a major sink of excess energy is the synthesis of lipids. Microscopic analysis 
with the lipophilic dye nile red showed that lipid accumulate. However, in general trancripts involved in 
lipid biosynthesis generally did not increase their expression levels dramatically, and many even appear to 
decrease. Two notable exceptions are Phatr3262 and Phatr4551, both encoding acyltransferases, which are 
both also upregulated during phosphate limitation (Yang et al. 2014). 
Many of the aforementioned processes take place in either the mitochondria or the chloroplast. Using 
TargetP we predicted the localisation of the up and downregulated genes during N starvation. Although 
photosynthesis is repressed in N starved cells, the proportion of chloroplast targeted proteins was roughly 
equal to that of mitochondrial targeted proteins (7% and 5% resp.). It is possible that these predicted 
localizations for the chloroplasts are underestimates since the N-terminal portion of the proteins is often 
truncated in the gene models. The TargetP tool used a green plant training set for the chloroplast targeting 




Figure 2: Reference gene variation of PUA and Rpb3a during nitrogen starvation. FPKM values, error bars represent standard deviation 
QPCR was used for the validation of the RNA-sequencing results but it was soon apparent that most of 
the proposed reference genes for P. tricornutum strongly fluctuate during nitrogen starvation, with the 
notable exception of the TATA binding protein (Phatr10199)(Siaut et al. 2007). Expression of Phatr10199 
however was below the median of our dataset. We therefore searched for genes with little variation during 
our assayed condition. Two genes associated with RNA polymerase emerged as suitable candidates: 
Phatr13566 a rpb3a domain containing protein and Phatr16787 containing a PUA domain (IPR015947), 
the absolute expression is represented in figure 2. The coefficient variation of the selected genes was on 
average lower than 20%, outperforming the previously described reference genes by a wide margin during 
nitrogen starvation e.g. CV 55% for Histon H4. 
COMPARISON WITH PREVIOUS STUDIES AND OTHER SPECIES 
The available data on T. pseudonana shows that out of the 28 transcripts highly upregulated during N 
starvation, 12 have orthologs in P. tricornutum (Mock et al. 2008). Almost all of these genes are also 
upregulated during N starvation and comprise the previously reported processes of amino acid 
degradation, oxidative stress and TCA-cycle involvement. These findings support the main conclusions of 
our study. At the time of writing, there were few transcriptomic datasets available for other species, 
therefore it was decided to look at which genes were present in all sequenced diatoms. Using a reciprocal 
best blast hit approach, orthology tables were made for Thalassiosira pseudonana, Fragiliariopsis cylindrus and 
the draft genome of Pseudo-nitzschia multiseries. Although there are other more stringent methods for 





















Figure 3: Venn diagram of Orthologous genes shared between Fragiliariopis cylindrus (Fracy), Pseudontizschia multiseries and 
Thalassiosira pseuodonana (thaps). Only those genes are shown where the P. tricornutum orthology is 2 fold upregulated during N 
starvation conservation (Total 1481 genes for Phatr), 24% is shared 
 
Figure 4: Venn diagram of Orthologous genes shared between Fragiliariopis cylindrus (Fracy), Pseudontizschia multiseries and 
Thalassiosira pseuodonana (thaps). Only those genes are shown where the P. tricornutum orthology is 2 fold upregulated during N 
starvation conservation (Total 1481 genes for Phatr), 24% is shared 2fold downregulated during N starvation (Phatr 1600 genes), 55% is 
shared 
Of the genes upregulated at least two fold during nitrogen starvation only a quarter had orthologs in all 
three investigated species(fig. 3). Looking at downregulated genes however we saw that over half was 
shared among all species(fig. 4). In total 43% of genes are shared among the three diatoms based on 
orthologous groups(Vandepoele et al. 2013). Unsurprisingly the shared core of nitrogen responsive genes 
was mainly involved in primary metabolism and nitrogen uptake. In the P. tricornutum specific genes the 
number of genes with unassigned functions is higher, but otherwise no clear enrichment for any process 
could be seen in this group. The pennate diatoms P. multiseries and F. cylindrus are more closely related to 
each other than to P. tricornutum, there is little overlap in orthologous pairs(Lundholm et al. 2002).  
While no data is available for nitrogen starvation, comparative studies have taken place for iron and silicon 
starvation. Changes in gene expression caused by iron starvation showed little overlap in T. pseudonana and 




TWO HIGH INFORMATION CONTENT MOTIFS ARE OVERREPRESENTED IN NITROGEN 
STARVATION RESPONSIVE PROMOTERS 
As 86 transcription factors were upregulated during nitrogen starvation, it was unfeasible to screen all by 
gain-of-function experiments in transformed diatoms. We decided to find overrepresented motifs in genes 
responsive to N deficiency and subsequently screen for transcription factors that can bind these motifs. 
From our RNA-sequencing dataset, 861 genes were selected with the highest fold induction during 
nitrogen starvation and a median expression higher than 20 FPKM. The intergenic sequences upstream of 
the coding sequences were selected and used as input for the MEME program to identify motifs in these 
promoters. The putative promoters were selected as being 500bp upstream from the start codon. The 
genome of P. tricornutum is gene dense and the selected interval often overlapped with the promoter or 
UTR of the previous gene. These short intergenic spaces make statistical analysis and motif discovery 
difficult as two genes with different expression profiles were often assigned overlapping intergenic 
sequences. It has been reported that genes from the same pathway or related process are spaced closely 
together(Bowler et al. 2008). Despite these genomic and functional overlaps, the expression of adjacent 
genes is only rarely correlated in our dataset with the notable exception of a cluster of histon H2 genes 
that have a Pearson score of almost 0.9. 
Using a chi-squared based approach, only the motifs that were significantly enriched in the test set were 
kept (table 1). Motifs that showed a high repetition were also excluded. Using this approach, only two 
motifs were retained: Motif6 and Motif17. Initially motif6 was deemed the most promising as it contained 




Overrepresented motifs in N up regulated genes 
Name Motif p value # sites in test set 
Motif 17 
 
6.07 e-04 26 
Motif 6 
 
6.32 e-03 27 
Overrepresented motifs in N down regulated genes 
Name Motif p value # sites in test set 
dMotif 4 
 
6.96 e-08 100 
dMotif 3 
 
3.83 e-06 49 
dMotif 17 
 
4.37 e-04 23 
dMotif15 
 
4.65 e-03 72 
Table 1: Overrepresented motifs in up and downregulated genes 
 
Transcription factors in heterokonts have previously been characterized on the basis of sequence 
homology (Rayko et al. 2010). On this basis it is estimated that there are 210 TF’s in P. tricornutum, many 
of which are Heat Shock Factors, a relatively small group in most other species. Of these predicted 
transcription factors, 86 were at some point expressed at levels two fold higher than the relevant controls. 
As this list was still too extensive we decided to focus only on those with the highest fold expression, a 




Figure 5: Normalized expression patterns of the 20 most highly induced transcription factors during N starvation 
 
TRANSIENT PROTOPLAST ACTIVATION ASSAYS 
In order to find the transcriptional factors that bind these motifs Transient Expression Assays (TEA) 
were performed for these motifs using 20 transcription factors that were strongly upregulated during 
nitrogen starvation. Motif 17 and Motif6 were placed separately in front of the firefly luciferase coding 
sequence and combined with the different transcription factors. No effects were seen in the assay. This 
could be due to poor translation of diatom transcription factors since diatom sequences where not codon 
optimized for plant cells. Furthermore the diatom promoters where less competent in driving 
transcription than typical plant promoters, and background levels in promoter only controls were thus far 
lower than typically observed for plant promoters. Finally, the evolutionary distance between plants and 
diatoms is extensive and diatom transcription factors may lack the interactors required for efficient 
transcription. Because the failure of the assay could be on many different levels, it was decided to abandon 
this approach and to use other techniques for transcription factor identification.  
YEAST ONE HYBRID LIBRARY SCREENING IDENTIFIES A PROTEIN CAPABLE OF BINDING 
MOTIF 17 
Because using the TEA assay was unfeasible for screening all reported transcription factors, the decision 
was made to attempt a DNA binding assay with the Yeast One Hybrid method (Y1H). An existing cDNA 
library was present in the department for P. tricornutum. This library was made from RNA isolated at 
different stages of growth in during a day-night light regime. Nutrient limiting conditions were not present 
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in the library. Open reading frames were fused to the GAL4-AD, the activating domain of the yeast 
GAL4 transcription factor. 
Screening of motif6 was problematic as most clones showed very high autoactivation in yeast. 
Nevertheless we screened a colony with relatively low autoactivation using the cDNA library. 
Unfortunately positive colonies did not yield any recurring hits. 
Screening of motif17 was more successful. After library transformation thirteen colonies were positive. 
The vector within ten of these colonies contained the open reading frame of Phatr50304, which we have 
subsequently renamed Nitrogen Motif Binding 1 (NMB1). This protein was not picked up with any 
previously screened motif or promoter fragment in our department. The interaction was also seen when 
directly transforming the motif17 bait strain with the NMB1-GAL4-AD plasmid. Curiously the coding 
sequence of NMB1 does not contain any known DNA binding domains. A schematic representation is 
given in figure 6. Interproscan searches indicated a RING type zinc finger in the N-terminal part. RING 
domains are usually found in E3-ligases, which determine the substrate specificity of ubiquitin conjugating 
enzyme complexes(Deshaies and Joazeiro 2009). Furthermore a domain called bHLH-myc (pfam14215) 
was identified. This domain is associated with several plant transcription factors such as MYC2, but it 
does not contain the DNA binding part of these proteins. This bHLH-myc type part of the protein 
appears to contain a GAF like domain. GAF domains are commonly associated with a sensor type 
function and can sense several types of signals such as light, redox status or a variety of small 
molecules(Unden et al. 2013; Auldridge and Forest 2011; Kelley and Sternberg 2009). Whatever signal is 
sensed by NMB1 is thus likely to detected by this part of the protein. The bHLH-myc and RING domains 
were also found when utilizing the Phyre2 program in combination with the Backphyre option. 
 
Figure 6: Domain organisation of the NMB1 protein, NLS: nuclear localization signal, Q: glutamine rich stretch 
The NMB1 protein is predicted to have an importin-α nuclear localization signal which would fit with a 
transcription factor(Kosugi et al. 2009). It also contains a C-terminal stretch of glutamine residues which is 
commonly associated with transcriptional activation. To test the transcriptional activation the protein was 
fused to the GAL4 DNA binding Domain (GAL4-DBD). This fusion protein was able to drive 




Figuur 4: Autoactivation assay of NMB1 fused to the DNA binding to domain of GAL4. NMB1 was able to drive the expression of the HIS3 
gene placed behind the UAS sequence 
In order to pinpoint the activation activity, the N-terminal part of the protein (amino acid 1 to 378) and 
the C-terminal half (amino acid 379 to 742) were fused to GAL4-BD. Both were able to activate the 
selectable marker. While puzzling at first, this does not appear to be unusual for transcription factors and 
has been described before (Eklund et al. 2010). DNA binding was not seen when either of these halves 
was fused to the GAL4-AD. The exact localization of this functionality is therefore not known.  
THE RING LIKE DOMAIN OF NMB1 IS CRUCIAL FOR DNA BINDING 
By aligning three full length NMB1 orthologs the most conserved cysteine and histidine residues were 
identified in the putative RING domain(fig. 8). RING type proteins are usually classified according to the 
spacing of these residues but NMB1 did not fit any of the known plant E3 ligaseclasses(Stone et al. 2005). 
 
Figure 8: Alignment of the P. tricornutum NMB1 with three orthologs. Residues mutated to alanine for the RING-dead version are 
boxed. Numbers represent MMETSP CDS sequences. Amphora species (Amp. Sp), Pseudo-nitzschia australis (Psn. au.), Thalassiosira 
weissflogii (Tha. we) 
To test if the RING type domain of NMB1 was functioning as a E3 ligase, an autoubiquitination assay 
was performed, since E3 ligases often ubiquitinate themselves. As a negative control, a version of the 
protein was made where the conserved cysteine and histidine residues in the RING domain were mutated 
into alanine (RING-dead), since this has been shown to abolish activity(Plans et al. 2006). No 
ubiquitination could be seen in the assay for either the native or the RING-DEAD protein.  
Although RING domain-containing proteins are typically E3-ligases, they have also been previously 
shown to bind DNA or RNA. While the majority of reported nucleotide binding activity was non-specific, 
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there are a number of examples where these proteins bind specific sequences. The RING containing 
protein Mel18 is a transcriptional repressor, which binds a specific pattern(Kanno et al. 1995). Another 
example is the STYLISH1 protein of Arabidopsis thaliana which has been characterized as a transcription 
factor(Eklund et al. 2010). 
In order to confirm the DNA binding of NMB1, the coding sequence was cloned in the MBP-HIS vector 
for expression in Eschericha coli. The recombinant protein was used for a protein binding microarray using 
12 random nucleotides(Franco-Zorrilla and Solano 2014). The length of the probes was therefore shorter 
than the expected motif as the reasoning was that the final portion of the motif would likely be the DNA 
binding domain. No nucleotide combination was proven to be overrepresented in the results. 
A second test to validate the DNA binding was a Electrophoretic Mobility Shift Assay (EMSA). The same 
motif of the yeast one hybrid screening was used as probe. Probe retardation was only seen after adding 
zinc to the reaction buffer(fig. 9). This is consistent with RING as the DNA binding as it consists out of 
Zinc fingers which coordinate a single Zn2+ ion. Standard EMSA buffers contain large amount of EDTA 
that can chelate this ion. Unfortunately this result could not be repeated in subsequent retrials due to 
unknown reasons. 
 
Figure 9: EMSA result of M17 with NMB1 
In parallel, the RING dead construct was fused to GAL4-AD and transformed into the original motif17 
Y1H strain. No DNA binding could be detected (fig. 10). These results taken together with the unusual 




NMB1 BELONGS TO A PROTEIN FAMILY CONSERVED IN DIATOMS 
A BLASTp homology search showed that there are two other proteins with a high sequence homology 
present in the P. tricornutum genome: Phatr44641 (NMB2) and Phatr50305 (NMB3) which have 31% and 
41% identity resp. All three proteins have a similar domain organization. Interestingly, NMB1 and NMB3 
are adjactant on the genome, pointing towards each other. This peculiar organization is also present in 
Fragiliariopsis cylindrus, (Fragi206149 & Fragi234602) and in Thalassiosira pseudonana(Thaps25161 & 10465), 
hinting that this duplication event is not recent. The expression pattern however is very different, NMB3 
is hardly expressed in any of the conditions we tested. This tandem arrangement and poorly correlated 
expression was also seen for other genes in P. tricornutum e.g. Phatr42555 & Phatr42556. 
NMB1 and NMB2-like sequences are present in each sequenced diatom investigated, and the evolutionary 
relationships between these orthologs is shown in figure 11. Moreover, a BLAST search showed that 
orthologous proteins containing the combination of the RING type domain with the bHLH-myc domain 
are present in all sequenced heterokonts. Besides diatoms, the more distantly related micro-algae 
Nannochloropsis gaditiana and the brown seeweed Ectocarpus siliculosus (CBN79689) also contain this protein. 
Even various saprophytic water moulds of the Phytophtora genus contain similar proteins (E value cutoff of 
10-3). The glutamine rich stretch is present in most of the orthologs, but the other regions between the 
domains show conservation only within the diatoms. Interestingly the bHLH-myc like domain shows 
homology with two histidine kinase proteins in cyanobacteria e.g. YP_007142195 of Crinalium epipsammum.  
Figure 10: Growth of yeast cells containing the M17 motif upstream of the HIS3 selectable marker 




Figure 11: Phylogenetic tree of the NMB type proteins in the genomes of three diatoms with a completed genome and nine species 
selected from the MMETSP collection, numbers represent branch support values in percentages. Branches with less than 50% support 
were collapsed. 
THE EXPRESSION PATTERN OF NMB1 AND NMB2 POINT TOWARDS A LIGHT MEDIATED 
ROLE IN NITROGEN METABOLISM 
While NMB1 was picked up as binding a motif enriched in nitrogen starvation responsive genes, it was 
unclear which process was guided by this transcription factor. The RNA-sequencing data showed that 
both NMB1 and NMB2, but not NMB3, are induced during nitrogen starvation. The expression patterns 
of NMB1 and NMB2 were confirmed in a QPCR using newly RNA generated under identical conditions 
as for the RNA-seq RNA (fig. 12). However, there are large differences in the expression pattern of 
NMB1 and NMB2: while NMB1 is also transcribed in exponentially growing cells, while NMB2 is much 
more specifically induced upon nitrogen starvation, with 15 fold induction four hours after the removal of 
nitrogen. Furthermore, when looking at an additional RNA-sequencing library it was seen that upon 
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reillumination after a period of darkness NMB1 was highly induced while NMB2 levels remained low(fig. 
13). 
The publically available EST data showed that NMB3 had higher expression during urea feeding 
(Maheswari et al. 2009). We checked gene levels upon urea feeding but only saw mild induction (data not 
shown). No further attention was paid to NMB3 as even though it lies directly upstream of NMB1, it is 
only very slightly expressed during the assayed conditions and associated controls. 
 
 
Figure 12: Independent validation of NMB1 and NMB2 expression patterns during N starvation 
  
Figure 13: Expression pattern of NMB1 and 2 as seen in the RNA-seq dataset 
A useful tool for the functional elucidation of unknown genes is co-expression, as genes involved in the 
same process often show similar expression patterns(Vandepoele et al. 2009). The twenty genes with the 
highest correlation to NMB1 and NMB2 respectively are listed in figure 14 & 15. Although both clusters 
are distinct, both contain genes involved in the assimilation of nitrogen and to a lesser degree genes 
involved in redox reactions. Interestingly, the NMB1 cluster contains two genes related to the biosynthesis 




















Figure14: Co-expression neighborhood of NMB1 generated using the CummRbund Package and visualized using TMEV4 
In the co-expression neighborhood of NMB2, several genes are present related to synthesis of amino 
acids (Phatr15217, Phatr16499, Phatr51214) and the transport of nitrogen containing compounds 
(Phatr17344, Phatr54560, Phatr52619, Phatr27877). While this is only indirect proof, it points towards a 
role in nitrogen metabolism distinct from that NMB1. 
The presence of motif 17, which is bound by NMB1, was also checked in the intergenic sequences of the 
distantly related centric diatom T. pseudonana. Filtering the positive hits by only retaining those genes that 
are present in both diatoms resulted in twenty intergenic sequences. Interestingly, among these genes there 
was both a glutamate synthase (Phatr51214/Thaps269900) and a nitrate reductase 
(Phatr54983/Thaps25299). The ortholog of T. pseudonana glutamate synthase is present in the co-
expression cluster of NMB2(fig. 15). 
 
Figure 15: Co-expression neighborhood of NMB1 generated using the CummRbund Package and visualized using TMEV4, color scale 
represents normalized FPKM values 




In summary we have performed a comprehensive transcriptomic study of the P. tricornutum during the 
early stages of nitrogen deprivation. As nitrogen is key to both nucleotide and protein synthesis the 
changes in the transcriptome are massive compared to exponential growth. This study combined with 
those done before by Valenzuela and Yang, have provided the algal community with a set of markers for 
nitrogen starvation in P. tricornutum. 
Despite the importance of transcriptional regulation, few transcription factors have been functionally 
characterized in diatoms. The amount of transcription factors in P. tricornutum was estimated at 212 by 
Rayko et al., which is more than the 147 predicted for the green algae Chlamydomonas reinhardtii but in the 
same range as the 216 predicted TF’s in the unicellular yeast S. cerevisiae (Riano-Pachon et al. 2008; Gordan 
et al. 2011). Interestingly, the centricate diatom T. pseudonana contains over thirty more transcription 
factors while having a similar gene number. Of this extensive set of TFs, in P. tricornutum only the blue 
light responsive Aureochrome 1a and the CO2 responsive bZIP11 has been described (Huysman, 2012, 
Ohno 2010). Our study has shown the feasibility of identifying transcription factors in diatoms based 
solely on expression data and the genome. The result of this approach was the identification of a novel 
family of heterokont specific transcription factors that are likely involved in the assimilation of nitrogen. 
Our results have important implications, showing that the predicted number of transcription factors in 
diatoms is likely to be an underestimate. Poorly sampled branches of the evolutionary tree often contain 
previously unknown families of DNA binding proteins. In the alveolate Entamoeba histolytica, for example, 
several novel transcription factors with no recognizable DNA binding domain were discovered(Gilchrist 
et al. 2001; Pearson et al. 2013).  
The widely reported increases in lipid synthesis during nitrogen starvation are likely to be post-
transcriptionally regulated. This could happen either through extra synthesis of these proteins or by 
increasing the activity of the existing enzymes. The latter seems more likely as it has been reported that the 
activity of key enzymes such as Acetyl CoA Carboxylase is tightly regulated in mammalian cells. This 
protein complex is inhibited by phosphorylation of the energy sensing complex AMPK and allosterically 
activated by citrate (Brownsey et al. 2006). Similar regulation can be expected because all AMPK 
components are present in P. tricornutum and there are increased levels of TCA intermediates in nitrogen 
starved cells(Guerra et al. 2013).  
The expression patterns of NMB1 and NMB2 clearly point towards a role in regulating nitrogen 
assimilation, but unfortunately we were unable to generate overexpression lines for either of these 
proteins. It could be that overexpression is lethal for the cell, but it is more likely that the transformations 
failed because of technical reasons. While it is possible that the overexpression of these transcription 
factors would have resulted in the increased transcription of target genes, there is a distinct possibility that 
NMB1 and NMB2 are some kind of sensors and might require additional signals for transcriptional 
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activation. Now that knock out lines can be generated in transformable diatoms it will be possible to 
ascertain whether the nitrogen starvation response of the cell can still function after the inactivation of 
NMB1. This seems to be a more solid approach than using either overexpression or RNAi. 
The coupling of de novo cis-motif discovery with Yeast One Hybrid screening has been used before for 
transcription factor discovery. In principle this method can be used for any condition, but there is 
certainly potential for a more extensive look at nitrogen specific motifs in P. tricornutum. A major 
improvement would likely come from the use of a cDNA library, specifically made from N deficient cells. 
This approach would also benefit from updated gene models as many of those published are clearly 
truncated at both 3’ and 5’ prime end. A more accurate delimitation of the intergenic regions would 
reduce the number of false positives. The rising number of RNAseq studies, such as ours, should make it 
possible to greatly improve these gene models. 
In comparison to other studies, this approach showed that the nitrogen deprivation response is not static 
and many responses are transient. It is clear that more in depth analysis need to be done with more 
timepoints and different diatom species. Particularly intriguing is the manner in which the diatom cell 
would initially sense the lack of nitrogen.  
Unfortunately we were unable to confirm DNA binding with either EMSA or a protein binding 
nucleotide array. While this might be caused by a myriad of technical reasons, it has been reported that the 
GAF domain – present in NMB1 – requires the attachment of a cofactor, a process which is unlikely to be 
completed when expressing the gene in an E. coli or S. cerevisiae background. While there are many types of 
co-factors that can be attached to the GAF domain, some of the most common are light sensing 
molecules termed billins in cyanobacteria or phytochromobilins in plants(Fischer et al. 2005; Yoshihara et 
al. 2006).  
Because the expression patterns of NMB1 and NMB2 are similar but not identical, it is possible that they 
both regulate a similar process in different phases. The most striking difference between the two is the 
peak in NMB1 expression in a sample incubated for eight hours in the dark and briefly exposed to the 
light. One of the possible points where light signaling and nitrogen biosynthesis intersect is the regulation 
of the two isoforms of both nitrite reductase(NiR) and glutamate synthase(GOGAT). Diatoms contain 
plastidial enzymes of these enzymes which require ferredoxin(Fd) as an electron donor and cytosolic 
enzymes that uses NAD(P)H. The ferredoxin and NAD(P)H are distinct in their expression patterns 
during day/night cycles with the plastidial Fd-GOGAT and Fd-NiR showing similar trends. NMB1 and 
NMB2 might be the regulators for these light/dark versions. This would require that the NMB proteins 
have some way of sensing light and this could either be due to bound pigments mentioned previously or 
to the integration of a redox sensor such as a heme group(Auldridge and Forest 2011). Interestingly this 
domain shows homology to a region of the plant transcription factor Myc2, which has been proven to be 
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under diurnal control. Although this control is apparently affected by another protein related to the 
circadian rhythm(Shin et al. 2012). 
In conclusion this study has demonstrated the existence of a previously unknown protein family that is 
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Diatoms are non-green algae that are among the most abundant micro-algae in aquatic environments. 
Their growth and photosynthesis is often limited by the lack of macro-nutrients such as nitrogen. In this 
study the pennate diatom Phaeodactylum tricornutum was used to understand the changes on the 
transcriptomic and metabolomic level during the switch from exponential growth to the halt of cell 
division as triggered by the lack of nutrients or light. While some metabolic shifts were already recognized 
in previous studies, the genes controlling this switch in diatoms were completely unknown. In order to 
find these controlling genes, RNA sequencing was undertaken on cells in four different conditions: 
nocodazole treatment, phosphate starvation, nitrogen starvation and reillumination after a period of 
darkness. RNA-sequencing was used to profile the transcriptome of ten timepoints with a focus on 
nitrogen starvation. Particularly striking in our dataset was the co-ordinated upregulation of the Krebs or 
Tricarboxylic Acid Cycle (TCA cycle). Using functional studies in P. tricornutum, we were able to show that 
the transcription factor bZIP14 influences the TCA transcriptional behaviour. 
INTRODUCTION 
One fifth of all oxygen produced is the result of diatom photosynthesis. They are present in fresh water, 
oceans and even colonize arctic ice. Despite their abundance and beauty, molecular research has only 
started in the last decade. Diatoms belong to the kingdom of the heterokontae together with multicellular 
kelps and water moulds such as the Irish potato blight. Even though diatoms are eukaryotic 
photosynthetic organisms, they have an evolutionary history that is distinct from land plants and green 
algae. It has been widely accepted that they originated from a secondary endosymbiosis event in which a 
bikont heterotroph engulfed a red algae. The genome was further enriched by horizontal gene transfer 
resulting in the uptake of many bacterial and ‘green’ genes. It has been hypothesized that these genes 
represent the footprint of an earlier endosymbiotic relationship with a green algae although this theory has 
come under doubt(Deschamps and Moreira 2012). As a result the diatom genome is a mix of several 
features that were thought to be exclusive to other kingdoms such as a complete urea-cycle(Allen et al. 
2011). 
Diatoms live in a highly variable environment and rapidly need to adapt to changes in nutrients. Two of 
the most important nutrients are nitrogen and phosphate, and their low availability in most environments 
limits diatom growth. As nutrient starvation stress is frequently encountered by diatoms, they must have 
evolved coping mechanisms. The physiological response to nitrogen or phosphate starvation has been 
studied for decades, but genetic information was scarce until the arrival of genome projects, proteomics 
and RNA-sequencing. These tools have only recently become available to the community but already 
several studies have been devoted to nitrogen or phosphate deficiency in diatoms but never with this 
many replicates or timepoints (Valenzuela et al. 2012; Yang et al. 2014).  
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Understanding how an organism coordinates its response on the molecular level to survive the lack of an 
essential nutrient is key to understand the metabolic capabilities and spatio-temporal distribution of 
diatoms. In addition to their ecological significance, nutrient responses have been investigated for their 
ability to induce lipid production in diatoms and other alga(Yongmanitchai and Ward 1991). Besides lipids 
diatoms are also able to store carbon in the form of the polysaccharide chrysolaminarin. Apprehension of 
the control mechanisms that alter metabolic flux to storage product synthesis will allow the rational 
improvement of lipid biosynthesis to attain commercially relevant levels. 
A catalog of all predicted transcription factors in Phaeodactylum tricornutum and Thalassiosira pseudonana has 
been published(Rayko et al. 2010). Identifying the function of a transcription factor using orthology alone 
is nearly impossible in heterokonts because of the evolutionary distance with more well established model 
organisms. Since this list was based on orthology with other organisms, it cannot be excluded that there 
are novel types of TF’s present in heterokont genomes. Transcriptional control mechanisms are therefore 
poorly understood in diatoms. Although recent publications have identified the function of three diatom 
transcription factors involved in blue light signaling and CO2 assimilation(Huysman et al. 2013; Ohno et 
al. 2012), over 90% of transcription factors still have no function assigned to them.  
Previous studies have mainly focused on diatoms adapted to long-term nitrogen starvation. In this study 
we focus on the first twenty hours after the removal of nitrogen and contrast our finding with three other 
stresses: phosphate starvation, nocodazole treatment and cells placed in darkness. The transcriptomic 
changes during these stresses were investigated through RNA-seq. This data coupled to a profiling of 
primary metabolite changes resulted in the identification of the pathways under transcriptional control. 





SELECTION OF CONDITIONS 
The main goal was to identify the transcription factors steering metabolic changes stress. To this end, four 
conditions that negatively impact diatom cell growth and affect lipid biosynthesis were selected. It was 
decided to focus on the transition point from growth to the halt of cell division, rather than on cells 
adapted to the conditions. Therefore samples for or transcriptome analysis were taken during the first 36 
hours after medium replacement.  
78 
 
As nitrogen starvation is one of the best studied triggers for lipid biosynthesis, it was chosen as the main 
component of our dataset with three out of ten RNA-seq samples. Phosphorous starvation was also 
included because, like nitrogen, it is also a macronutrient. However it should be noted that its removal 
halts cell division much slower than nitrogen starvation(Yang et al. 2014). To contrast with these two 
nutrient starvation conditions, cells placed in the dark were included since the lack of light also results in a 
G1/S arrest but does not lead to lipid production. This condition has allowed us to remove genes from 
our candidate set that are not directly involved in metabolic changes during nutrient starvation but are the 
result of a halting cell division. Although these cells were briefly exposed to the light while harvesting, 
which triggered exponential growth, neither dark adapted cells nor reilluminated cells are expected to 
accumulate lipids, and this sample still serves as a useful counterpoint to the nutrient starvation points. 
As most stresses above halt the cell cycle at G1/S, we expected that a sizeable fraction of affected genes 
would be involved in the arrest of cell division rather than metabolic adaptation. Therefore we included 
the microtubule polymerization inhibitor nocodazole. During a normal mitotic phase the chromosomes 
are aligned in the middle of the cell and subsequently divided over the two cell halves by microtubule 
action. Nocodazole treatment prevents this process and halts cell division during M-phase. The 
disadvantage of this drug is that other microtubule dependent processes are also affected and cells do not 
survive long term treatment (more than 48 hours). The ability of nocodazole to induce G2/M cell cycle 
arrest in P. tricornutum had been previously shown(Huysman et al. 2010). 
In total ten samples of the four different stresses were assayed together with the relevant control sample. 





GROWTH & CELL CYCLE 
The generation time of P. tricornutum is approximately 20 hours which means that cells have sufficient time 
to complete one round of cell division during the timecourse from what was observed (fig 1) (Mann & 
Myers, 1968. The cells placed in medium without nitrogen still undergo approximately one more division. 
The cells illuminated after dark show no increase in OD while the flow cytograms (discussed further 
below) still show progression of the G2/M phase cells to G1/S arrest. This apparent contradiction is the 
result of measuring cells by OD only since it has been shown that cells dividing in the dark have a smaller 
volume(Chauton et al. 2013). The toxic effect of nocodazole is increasing visible from hour 20 onwards. 
This corresponds to the flow histograms as almost the entire population is in G2/M arrest.  
 
Figure1: Relative growth profiles of the conditions, error bars omitted for clarity, growth was measure by OD405nm and rescaled to 
timepoint 0 to show the general trend of growth 
The effects of phosphate starvation are very mild compared to the other stress responses. This was 
expected as the amount of phosphate required for diatom growth is 1/16 of that of nitrogen as 
determined by the classic Redfield ratio and cells often contain substantial intracellular stores of this 
nutrient(Falkowski et al. 2004). All of these observations fit with what had been observed previously. 
All four investigated stresses halt the cell cycle in order in order to which degree these are correlated to 
the transcriptome changes we decided to perform flow cytometry on DAPI stained nuclei(fig. 2). The 
intensity of staining correlates with the DNA content of the cell and shows whether the cell has only one 
full set of chromosomes (G1 or G1/S arrest), is in the process of duplicating its DNA (S phase) or is 
awaiting the completion of cell division (G2 or G2/M arrest). The transition through the different phases 
of the cell cycle are controlled by the activity of Cyclin Dependent Kinases (CDK’s), and their associated 
cyclins. While the mode of action is exceptionally well preserved in eukaryotes, diatoms have an expanded 
family of these cyclins. It has been suggested that some of these are able to integrate nutrient availability. 
This would make sense as cells need to know beforehand if they have enough resources, both in energy 
and cellular components, to successfully complete a round of cell division(Huysman et al. 2013).. In S. 
cerevisae there is a metabolic checkpoint in the cell cycle that halts cells in G1/S when these requirements, 
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e.g. the lack of amino acids, are not met. Nitrogen starvation, phosphate starvation and darkness are well 
known to halt the cell at the G1/S transition phase. Nocodazole on the other hand prevents microtubule 
polymerization and therefore traps cells in the anaphase as it is unable to separate the chromosomes.  
After the transfer to new medium at timepoint zero, all conditions show the same image. Most are in G1 
phase with a gradual decrease to the right of cells that are duplicating their genome. Only a small 
proportion is in the G2/M phase.  
 
Figure 2: Representative flow histograms of the sequenced timepoints. 2C and 4C DNA content are indicated by G1 and G2. The 
gradual procession from exponential growth towards cell cycle arrest is visible for all treated samples except Phosphate starved 
There is little difference after four hours of incubation in the different media but a gap is appearing 
between the cells containing 2C and 4C amounts of DNA’s. In other words: no new cells are transitioning 
in S phases. After this timepoint the 4C peak almost completely disappears and the 2C peak becomes 
sharper and higher, the dark adapted cells are arresting in the G1/S phase. After 8 hours all conditions 
except the aforementioned dark conditioned the 4C peak gradually increases. This synchrony was 
unexpected as cells were kept in constant light and in exponential growth. It is likely that the transfer to 
new medium or the preceding centrifugation step have still induced some measure of synchrony. 
From twelve hours onwards the effect of the different conditions has become clear in all samples with the 
exception of phosphate limitation. While control cells look similar to those at timepoint 8, the 2C cells in 
the nocodazole treated flask have almost disappeared. The 4C peak is clearly dominant and much broader 
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than in any other condition, indicating that G2/M arrest has taken hold. Nitrogen starved cells are also 
beginning to halt their cell cycle at the G1/S point as illustrated by a small peak at C4 and an increasingly 
sharp peak at 2C. The residual 4C peak has disappeared by 16 hours onward and while this peak still 
increases in height and sharpness during the next 12 hours it appears that most of the cells are already 
entering G1/S arrest.  
In conclusion we can state that with the exception of phosphate starvation, all investigated conditions halt 
the cell cycle within the timeframe of the experiment and that the timepoints at which RNA-sequencing 
was performed, coincide with these arrests. 
CARBON STORES INCREASE DURING NITROGEN STARVATION 
While the accumulation of lipids during N starvation is well established, it was unknown whether lipid 
levels increased during the short timespan of the RNA-seq timecourse. To that end lipids were quantified 
using gas chromatography after methyl esterification, trends are plotted in figure 3. Lipid levels increases 
in nitrogen deprived cells were already visible two hours after medium change. This rapid onset of lipid 
accumulation was unexpected. Cells placed in darkness consumed the limited amount of lipids they had 
stored during exponential phase. The phosphate starvation and nocodazole treatment did not significantly 
alter compared to the control. Control cells also started to accumulate more lipids at 16 hours, it could be 
that some of the nutrients were becoming limiting even though cell division continued for another hour as 
diatoms tend to accumulate more lipids than they immediately use for growth. 
 
Figure 3: Lipid content per cell, error bars omitted for clarity of trend, numbers represent fatty acid area under peak divided by the 
OD at that timepoint to account for differences in cell density.  
Soluble carbohydrate levels were measured in parallel to the lipid measurements. Chrysolaminarin was 
extracted from cells using a mild acid solution and quantified according to the method of Granum and 
Myklestad(Granum and Myklestad 2002). The trends observed mirror those seen for lipid accumulation 
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and it appears storage of lipids and carbohydrates occurs concurrently. Again nocodazole and phosphate 
treatment behave similarly to the control, and dark treated cells rapidly consume their available 
carbohydrate reserves. In nitrogen starved cells, extractable carbohydrates increase simultaneously with the 
accumulation of lipids but peaks after eight hours in nitrogen starved cells (figure 4). This is in 
contradiction to previous studies where the reverse was seen (Valenzuela, 2012). One possible explanation 
is that the method used in this study differs from the one used in most other studies and might extract 
more chrysolaminarin or extract additional types of sugars(Chaplin and Kennedy 1994). A significant 
carbon flux towards carbohydrates under nitrogen limiting conditions is supported by the recent finding 
that knocking out the committing step of polysaccharide biosynthesis increases lipid 
accumulation(Daboussi et al. 2014). This increase is also visible under nitrogen deprivation; it therefore 
seems likely that cells store a significant amount of carbon as carbohydrates during nitrogen starvation. An 
alternative explanation is that the carbohydrates measured are not purely chrysolaminarin but some other 
form of carbohydrate. A paper by the same authors found that a substantial amount of photosynthetic 
production was excreted as sugars from the cell during stationary phase(Myklestad et al. 1989). The higher 
carbohydrate measurements made during nitrogen starvation could if this sugars are extracted together 
with the internally stored carbohydrates. 
 





DARKNESS RESULTS IN EXTENSIVE TRANSCRIPTOME REPROGRAMMING OF A 
MYRIAD OF PROCESSES  
It was our intention to stop lipid accumulation of diatom cells through stopping photosynthesis by 
depriving them of light. Cells were placed in complete darkness for eight hours but filtering, although 
performed in under 5 minutes, exposed cells to light for a short period of time. The effect of the 
inadvertent light exposure is likely enough to warrant the labelling of these samples as re-illuminated 
rather than pure dark samples. One of the best indicators for this is the upregulation of dsCyclin2 which 
has been reported to rapidly respond to light and this transcript is highly induced in this 
timepoint(Huysman et al. 2013). 
Placing cells for eight hours in the dark after they have been kept in continuous light results in a massive 
transcriptome shift. The number of genes upregulated at least twofold was 1415, while 2098 were at least 
twofold downregulated. This is the most disruptive treatment in our dataset. In total 120 transcription 
factors, over half of all transcription factors, have their expression maximum at this timepoint. The most 
dramatic change is for Hsf2.2c which is over a hundredfold induced. Hsf3.2e, bHLH2 and Hox1 are more 
than tenfold induced.  
Several transcripts related to photosynthetic transcripts such as the light harvesting protein LHCR7 or 
steps in the chlorophyll biosynthesis such as geranyl diphosphate synthase (Phatr15180) are highly 
upregulated but in general photosynthesis is not conspicuously present in the list of positively responding 
genes. Genes related to chloroplast control however are prominently present in the upregulated set. Sigma 
factors are important regulators or chloroplast RNA transcription and sigma70.5 is especially responsive 
to light. Several aureochrome transcription factors that have been shown to be light responsive have are 
upregulated, namely Aureo1, Aureo3 and Aureo4(Huysman et al. 2013). The transcription factor bHLH2 
is also strongly upregulated (Phatr54435) and contains a PAS domain, these domains have been reported 
to sense light(Brudler et al. 2006). 
NOCODAZOLE, A MICROTUBLE POLYMERIZATION INHIBITOR HALTS THE 
CELL CYCLE AND INDUCES A PROTEIN STRESS RESPONSE 
After twenty hours of incubation with nocodazole 965 genes were more than twofold upregulated while 
398 genes were more than twofold downregulated. The effect of treatment on lipid biosynthesis was less 
than expected and the main value of the generated data in this timepoint was as a contrast to other 
conditions in co-expression analysis (fig. 3). Nocodazole destabilizes the microtubule based cytoskeleton 
which disturbs intracellular trafficking and the mitotic spindle(Jordan and Wilson 1998). The effect on 
intracellular trafficking can be seen by the upregulation of ras-gtpases (Phatr43251&Phatr22713). Several 
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chaperones are upregulated during nocodazole treatment (Phatr36981, Phatr55230,Phatr41417) hinting 
that the unfolded protein response is activated. The link with nocodazole action is unclear although it has 
been reported that there are tight links between microtubules and the ER and a similar overrepresentation 
of HSP’s is seen in yeast (Terasaki et al. 1986; Hillenmeyer et al. 2008). 
The silicon transporters (Phatr55090 & Phatr23423) are among the highest fold induced genes but in 
general nutrient uptake appears to be strongly repressed. Genes such as a alkaline phosphatase 
(Phatr47869), a low iron induced protein (Phatr55031) and nitrite reductase (Phatr12902) feature 
prominently in the list of downregulated genes. 
The most obvious effect of nocodazole treatment is a G2/M cell cycle arrest. The most G2/M specific 
transcription factors are CCHH9 and Myb1R2, expression peaks in the nocodazole treated cells and is low 
in the G1/S arrested cells of darkness. Flow cytograms of nocodazole treated cells at later timepoints 
begin to show increasing amounts of debris, this indicates that cells are close to death. Upregulation is 
seen of Strikingly one of the most upregulated genes is a gag-pol protein (Phatr39576), usually associated 
with retrotransposon multiplication. This behavior has been seen previously as transposons often become 
more active during stress conditions(Maumus et al. 2009). 
THE EFFECTS OF PHOSPHATE STARVATION ARE FEW AFTER 36 HOURS 
Phosphate deprivation had the mildest effects of all stresses, 36 hours after medium change only 681 
genes show twofold differential expression when compared to the control. Cells kept in phosphate free 
medium after 72 hours did stop their growth while controls continued growing (Data not shown) . Likely 
the cell still has a large internal pool of stored phosphate and large scale changes probably occur only later 
as phosphate reserves are depleted. As with other nutrient stresses, one of the main effects is an increase 
in the uptake capacity for the limiting nutrient and the use of alternative phosphorous sources. The 
phosphate transporter Phatr39515, two sodium/phosphate antiporters (Phatr47239 & Phatr47666) 
increases in expression and do several alkaline phosphatases (Phatr39432,Phatr49678 and Phatr45757). As 
nucleotides form a large pool of phosphate within the cell it is not surprising that several nucleosides 
phosphatases are upregulated (Phatr49679 & Phatr43694). The genes mentioned above form a co-
expression cluster that contains no annotated transcription factors. The only possible control element in 
this cluster is a bacterial type histidine sensor kinase (Phatr46628). Two transmembrane proteins 
(Phatr47434 & Phatr19586) contain a SPX domain which is prevalent among proteins involved in 
phosphate homeostasis (Secco et al. 2012).  
Strongly downregulated are several genes involved in the creatine cycle, such as creatine kinase 
(Phatr11733) and two creatine transporters (Phatr47653 & Phatr47656). This cycle is able to rapidly 
regenerate ATP from ADP transferring a phosphate group from phosphocreatine. Interestingly several 
genes that are severely downregulated during phosphate starvation are highly upregulated during N 
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starvation including Phatr55010, which is one of the most responsive genes to N starvation and the 
aforementioned creatine transporters.  
 
 
Figure 1: Overview of amino acid degradation and central carbon metabolism. Adapted from Obata et al. 2012 and Hockin et al. 2010. 
Not all reaction products are shown and some arrows represent more than one reaction 
NITROGEN STARVATION  
The most downregulated process in nitrogen starved cells compared to the control condition is 
photosynthesis. With a few exceptions, almost all Fucoxanthin Binding Protein genes are downregulated 
as are a host of genes involved in pigment biosynthesis. Carbon metabolism is strongly affected, some of 
the relevant pathways are represented in figure 5. Gluconeogenesis is strongly downregulated, this is most 
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apparent when looking at the metabolism of three carbon compounds and oxaloacetate. Pyruvate 
carboxylase (Phatr49339) which also produces alpha-ketoglutarate is strongly downregulated together with 
other genes that are part of gluconeogenesis such as phosphoenolpyruvate carboxykinase (Phatr27976). 
One isoform of fructose bisphosphate aldolase clusters together with these genes, which implies this 
isoform is involved in gluconeogenesis. A reduction in sugar biosynthesis is expected as there is no excess 
photosynthate that needs to be stored. At the same time transcripts of glycolytic enzymes are also 
downregulated e.g. pyruvate kinase (Phatr45997 & Phatr46001) as are genes that are part of both pathways 
such as phosphoglycerate mutase (Phatr41063) and triosephosphate isomerase (Phatr32747). In this 
timepoint the citric acid cycle is strongly downregulated e.g. the transcripts for fumarase (Phatr19708) and 
Isocitrate dehydrogenase (Phatr14762).  
Assimilation of nutrients on the other hand is fully active as both nitrate and ferric reductase (Phatr54983 
resp. Phatr54982) are highly expressed, the latter is over thirty fold induced compared to the control. 
Tentatively the short burst of light makes the cell gear up its metabolism to assimilate nutrients so it can to 
resume cell division. However the short period of light to which the cells were exposed, was not able to 
restore normal cell function completely. Ribosomal biosynthesis is still strongly downregulated compared 
to the controls (e.g. Phatr10196 & Phatr11032). Proteins synthesis apparently needs more time to resume. 
DNA replication has also not recovered in this timespan as polymerase epsilon (Phatr52678) and several 
condensines (Phatr30352, Phatr25506 & Phatr50280) are expressed at very low levels. 
Surprisingly, in our RNAseq dataset, lipid metabolism was not grouped in a co-expression cluster, despite 
a clear increase in fatty acid content. In fact several lipid biosynthesis genes were over twofold 
downregulated, such as a diaglycerol transferase (Phatr49462), an elongase (Phatr20508), a desaturase 
(Phatr46275) and a monoacyl transferase. It is possible that the transcriptomic shift to lipid biosynthesis 
had already peaked before four hours, and this would explain why no major changes in enzyme transcripts 
involved in the process was seen. Similar findings were made for the brown unicellular microalgae 
Nannochloropsis gaditiana(Carpinelli et al. 2014). Other studies have reported increases in transcript levels of 
individual lipid biosynthesis genes. This contrast sharply with observations in green algae where clear 






THE TCA CYCLE PLAYS A CENTRAL ROLE IN CARBON REALLOCATION 
DURING N STARVATION 
 
Figure 6: Overview of primary metabolism as visualized by the Mapman program. Points represent the log fold change of Nitrogen 
starved cells 20 hours after medium change versus control cells at the same timepoint. Adapted from Obata et al. 2012 and Hockin et 
al. 
Because lipid biosynthesis had no apparent transcriptional regulation, we decided to investigate the general 
primary metabolism of P. tricornutum under nitrogen starvation. Using the metabolic pathway visualization 
tool Mapman it became apparent the tricarboxylic acid cycle (TCA cycle) was the pathway that showed the 
strongest differential regulation at the RNA level(fig. 6). Furthermore this upregulation appeared to be 




Figure 7: Expression profile of TCA cycle genes upregulated during nitrogen starvation, normalized Fragments Per Kilobase Of Exon 
Per Million Fragments Mapped (FPKM) values 
The upregulation under nitrogen starvation however does not appear to occur in each photosynthetic 
organism since green algae do not show this pattern(Schmollinger et al. 2014). Nonetheless, It does appear 
widespread in diatoms since the upregulation of the TCA cycle was also observed in Thalassiosira 
pseudonana on the protein level during nitrogen starvation (Hockin et al. 2012). In cyanobacteria many 
TCA cycle enzymes are upregulated during nitrogen deprivation, but it is thought that it has a purely 
anabolic role in capturing recycled ammonia(Steinhauser et al. 2012).  
Because of its central role in metabolism, the TCA cycle can impact many processes (fig. 5). Several 
reactions are reversible and it has both anabolic as catabolic roles. Many intermediates form the carbon 
skeletons for amino acid synthesis. The most likely reason for the upregulation would be the recycling of 
amino acids in order to get nitrogen to those processes where they are most needed. Degradation of 
amino acids, like the TCA cycle, mainly occurs in the mitochondria and ultimately all amino acid carbon 
skeletons can be used by the TCA cycle. Several amino acids directly form TCA intermediates after 
deaminiation (e.g. glutamate and aspartate), while deamination of other amino acids such as alanine result 
in pyruvate which can be converted to acetyl-CoA, or in the case of some branched chain amino acids and 
methionine to propionyl-CoA. 
Besides the enzymes of the TCA cycle itself, the acetyl-CoA production from pyruvate by the pyruvate 
dehydrogenase complex (DHLP) was also upregulated. Part of this might come from the degradation of 
sugars or the degradation of some amino acids such as serine and alanine. Through the action of the 
methylmalonyl pathway propionyl-CoA is converted to succinyl-CoA, which can be fed into the TCA 
cycle. Of the four enzymes of this pathway three gradually increase in expression when cell growth is 
halting (Phatr51830, Phatr51245 & 45886), indicating that at least some of the Acetyl-CoA is not used for 
lipid biosynthesis but enters the TCA cycle. Transcripts of anaplerotic reactions of the TCA cycle such as 
PEPC2 and glutamate dehydrogenase (Phatr13951) generally increased. 
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Some prokaryotes use the TCA cycle as a carbon fixation mechanism, running the reaction in the other 
way around (Schauder et al. 1987). While this is unlikely to happen in diatoms, there are links between the 
TCA cycle and anabolism through enzymes such as citrate lyase which converts citrate into oxaloacetate 
and acetyl-CoA, which feed into gluconeogenesis and fatty acid synthesis respectively. However the 
enzyme catalyzing this function (Phatr54477) was downregulated upon nitrogen starvation.  
METABOLITE PROFILING 
In order to get a better understanding of the metabolism during nitrogen starvation, a metabolome 
analysis was performed in the lab of prof. Alisdair Fernie. Cells were incubated with 13CO2 twenty hours 
after the removal of nitrogen and in exponentially growing cells as control. Large differences in 
incorporation were seen in many of the 38 detected metabolites.  
The levels of most amino acids were lower in nitrogen starved cells compared to the control. However, 
the branched chain amino acids showed a less pronounced decline in relative abundance, even though the 
degradation of these metabolites has recently been linked to lipid synthesis (Ge et al. 2014). This 
observation has also been made for T. pseudonana (Hockin et al. 2012). Other notable exceptions are 
proline and arginine, which are linked to the urea cycle. Metabolite changes in the urea cycle are correlated 
with changes in tricarboxylic acid (TCA) cycle metabolites. This suggests that the two cycles are tightly 
coupled by the action of argininosuccinate lyase which produces fumarate and arginine. However no 
coordination of the these pathways is seen on the transcriptional level. Another exception was tryptophan 
where levels were actually higher in the N depleted cells and novel synthesis appeared similar as in control 
cells. Incorporation of novel carbon was decreased in all other amino acids but this decline was less 
pronounced in arginine and proline, two amino acids which can be linked to the urea cycle. Ureum 
production and levels were not significantly different in both conditions and ornithine was almost 
undetectable (fig. 8).  
Another exception in amino acid metabolism is the level of tryptophan. The synthesis of this amino acid is 
distinct from all other metabolites. A possible explanation is the use of this compound as a precursor of 
signaling compounds as it has been shown that diatom growth increases upon addition of indole ring 





Figure 8: The log2 fold change in metabolite abundance for nitrogen starved vs. control cells. As measured 20 minutes after 
incubation with 13C labeled CO2 Out of the 38 detectable metabolites only those are represented for which there was a significant 
change. 
Abundance and 13C enrichment of carbohydrates was practically unchanged in nitrogen starved cells 
despite the decrease in photosynthetic efficiency. This is not unexpected as the largest increase in 
carbohydrates happens during the earlier phases of nitrogen starvation as shown in figure 4. 
 
Figure 9: 13C incorporation in three selected metabolites, the red line indicates nitrogen starved cells, the black line control cells. the 
outermost timepoint is 120 minutes after incubation with 13CO2 These graphs show that relatively little new carbon is fixed into these 
TCA cycle intermediates compared to the control 
The pool of the two measured TCA intermediates citrate and succinate was higher in nitrogen starved 
cells but incorporation of novel carbon into this metabolites is slower (fig. 9). This was unexpected and 
hints that the TCA cycle is mainly involved in the degradation or repurposing of existing carbon reserves 
in the cell.  
THE SEARCH FOR TRANSCRIPTIONAL REGULATORS OF THE TCA CYCLE 
Since the TCA cycle was one of the most upregulated and coordinated processes in the generated dataset, 
we attempted to identify potential transcriptional regulators of this pathway. An initial screening with 8 
transcription factors upregulated during nitrogen starvation was performed using a tobacco transcriptional 











Log2 fold change in relative abundance 
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cycle were chosen as baits: Malate dehydrogenase and Citrate Synthase. Unfortunately no transcriptional 
activation was seen in the assay but the reasons for this failure might be purely technical as explained in 
the previous chapter. 
 
Figure 10: Schematic representation of Hsf1g and bZIP14, NLS: Nuclear localization signal, HSF: Heat shock factor domain, bZIP: 
Basic leucine zipper domain 
 
Nonetheless we used the previously generated list (Chapter 4) to select two possible candidates. Of the 
twenty transcription factors with a maximum during nitrogen starvation, Hsf1g and bZIP14 have the 
highest absolute expression during nitrogen starvation in our dataset and are also upregulated in the 
dataset of Valenzuela et al. Additionally, they showed specific expression during nitrogen starvation, had a 
higher than average expression in all conditions and, like the TCA cycle enzymes, gradually increased in 
expression under nitrogen limitation. A schematic representation of protein domain architecture ot the 
two TF’s is shown in figure 10. Their expression pattern during nitrogen starvation was validated 
independently from the transcriptome dataset by QPCR on samples taken from a new, independent 
experiment(fig. 11). The co-expression clusters of bZIP14 and Hsf1g are shown in figure 1 and 13 
respectively. No clear function seems apparent for either protein when looking at either cluster, nor are 




Figure 11: Expression patterns of Hsf1g and bZIP14 during nitrogen starvation in an independent repeat of the RNA-seq timecourse. 
Bar heights are relative to the two reference genes used. Error bars are the standard error of two biological repeats 
 
 




Figure 13: bZIP14 Co-expression cluster, FPKM values after normalisation, CummRbund generated 
BZIP14 IS CONSERVED IN HETEROKONTS 
It had been previously observed that bZIP14 transcription factor (Phatr45314), contains two distinct 
bZIP DNA binding domains (PfamPF07716 & Pfam PF00170) (Rayko et al. 2010). This unusual domain 
organization makes it easy to find orthologs of bZIP14 in other species and it was found that the protein 
is evolutionary conserved in heterokonts. Every sequenced diatoms has a single copy and it is also present 
in sequenced Phytophtora sp. and Ectocarpus siliculosus. 
In order to find a potential biological function we used the structure based program Backphyre to find 
structural homologs of bZIP14. Surprisingly, homology was found in Saccharomyces cerevisea with the GCN4 
protein of yeast, one of the main transcription factors during nitrogen starvation in yeast.  
Clustering bZIP14 with all other transcription factors revealed that two other TF’s show a similar 
expression pattern: HLH1a-PAS and HLH3. HLH1a was present in the list of transcription factors most 
highly induced under nitrogen starvation, and although variations in HLH3 expression were smaller, they 
conformed to the same overall pattern. These two transcription factors are present in all sequenced 
diatoms and both contain a myc-type HLH DNA binding domain (IPR011598) and a PAS type sensor 
domain. The PAS domain of HLH3 was seen in F. cylindrus by interproscan5 but not detected in P. 
tricornutum. However when aligning the two orthologs the region with the predicted domain showed 80% 
identity, indicating that this function is present in both proteins.  
Using the Backphyre program with these two additional proteins indicated structural homology to two 
yeast transcription factors: RDS2 and RTG3. BLAST searches showed hits with the same protein 
sequences but a statistically negligible E-value. The aligned portion of RTG3/HLH3 is rather small but 
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HLH1a spans the entire RDS2 protein. GCN4, RDS2 and RTG3 are all involved in the amino acid 
deficiency response in yeast and have surprisingly also been reported to alter expression of the TCA cycle 
(Soontorngun et al. 2007; Liu and Butow 1999). However, since the cohesion of expressions pattern could 
not be confirmed in a independent QPCR, these genes were dropped for further analysis.  
PROTEIN BINDING MICRO-ARRAY 
Identifying transcription factors on the basis of homology is straightforward, and for several transcription 
factors families the core nucleotide motif bound by them is known. However, dedicated experiments are 
still required to find the exact binding sites. In order to do this for bZIP14 and HSF1g the protein binding 
micro-array developed in the lab of Roberto Solano was successfully used. Both proteins were expressed 
in E. coli and tested for interaction with all possible combinations of 11 nucleotides. The top three 
positional weight matrixes of recurrently bound nucleotides are shown in figure 14. 
 
Figure 14: TF binding sites as predicted by the protein binding array represented as positional weight matrixes. Top three motifs 
shown, obtained by generating the consensus motif from all oligonucleotides bound by the recombinant protein. 
The success of this approach was surprising for HSF1g since the array consists only out of combinations 
of eleven nucleotides which is less than the expected fourteen basepair long consensus sequence for the 
heat shock factor family. In fact single repeats of the consensus motif were bound more strongly than 
appropriately space double repeats of the core TTC motif, further strengthening the hypothesis that 
HSF1g binds as a monomer. Narrowing down potential Hsf1g binding sites in the genome is difficult as 
only six basepairs of sequence show a high level of conservation. Accordingly, over 60% of all intergenic 
regions contained the consensus sequence. The bZIP14 protein binds the core ACGT sequence flanked 
by GT/TG on the 5’ end and CA/AC on the 3’ prime end. It does not appear to bind a G-box which is 
typical for plant bZIP transcription factors. In total 635 genes or 6% of all P. tricornutum genes contained 
this motif in the 500bp upstream from their start codon. This included bZIP14 itself and two enzymes 
related to the TCA cycle: DLDH1(Phatr26432), a subunit of the pyruvate dehydrogenase complex which 
turns pyruvate into acetyl CoA and Malate Dehydrogenase(Phatr54834). Citrate synthase was also picked 
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up when allowing one nucleotide divergence from the consensus. Because of a potential link with the 
TCA cycle it was decided to focus solely on this transcription factor. 
The protein binding array was also used for HLH1a and HLH3 but no significant results were obtained. 
Unfortunately the technique does not seem to work for all transcription factors. 
OVEREXPRESSION BZIP14 RESULTS IN THE UPREGULATION OF TCA CYCLE 
TRANSCRIPTS AND METABOLIC CHANGES 
Lines overexpressing HSF1g were generated but although they had a slightly elongated phenotype,A direct 
link between bZIP14 and the TCA cycle was obtained upon overexpression of bZIP14. Two lines showed 
robust ectopic expression patterns (fig. 13). Using QPCR it was shown that five transcripts of the TCA 
cycle are significantly higher expressed compared to control lines. This was also shown to be the case for 
FBA3, a class II cytosolic enzyme that has previously been reported as upregulated during iron and 
nitrogen starvation, possibly to mobilize stored carbohydrate reserves(Shrestha et al. 2012). As a negative 
control we tested the expression of the urease gene which showed robust induction upon nitrogen 
starvation. Levels of urease transcript were not higher than those seen in empty vector lines (data not 
shown). 
 
Figure 15: Expression values of TCA cycle enzymes in bZip14 OE lines. FBA3: Phatr29014, MD: Malate Dehydrogenase Phatr42398, 
FUM: Fumarase Phatr 36139, OGD: 2-OG dehydrogenase complex component 1 Phatr 29016, CS: Citrate Synthase Phatr 30145,SDH1: 
Succinate Dehydrogenase1 Phatr41812. Paf6 lines are empty vector transformed 
Primary metabolites abundance were measured in the overexpression lines (fig. 16). For these analysis 
HSF1g overexpression lines were also analysed but no clear pattern could be detected.Amino acids in 
general tended to have higher levels in the bZIP14 overexpression lines. While only slightly higher levels 
of succinate and citrate were seen compared to the controls, a clear difference was observed with γ-
Butyric Acid (GABA) and glutamate. These metabolites are close to the TCA cycle as glutamate can be 
converted to alpha-ketoglutarate by a single deamination. GABA can be converted into succinate after 
deamination by 4-amino butyrate transaminase transfers of its amino group to alpha-ketoglutarate making 
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glutamate in the process. These conversions might be a reaction from the cell to rid itself of excess TCA 





Figure 16: Metabolite levels of two TCA cycle intermediates, glutamate and gamma-butyric acid. Graphs were the result of a one way 
ANOVA on metabolite intensities 
 





In this study a detailed analysis was performed the transcriptome and the primary metabolites of 
Phaeodactylum tricornutum during N starvation and three additional stresses. To the best of our knowledge 
this represents the most extensive RNA-seq dataset on stress conditions generated under identical 
growing conditions. This resulted in the identification of pathways affected by nitrogen starvation and a 
list of transcriptional regulators affected by the various stresses. All stresses showed distinctive 
transcriptome changes. One of the most striking features of this dataset was that the genes encoding the 
enzymes of the TCA cycle are highly upregulated during nitrogen starvation. While some studies had 
noted the upregulation of the TCA before on the transcriptional or protein level, the tight transcriptional 
co-ordination between the different enzymes had not been reported(Hockin et al. 2012; Valenzuela et al. 
2012). Clustering of gene expression patterns was greatly aided by the other stress conditions, since co-
regulated genes also behave in a coherent manner in other conditions besides nitrogen deprivation. This 
was a major advantage compared to other studies. 
As the TCA cycle is a central pathway in the primary metabolism, it is unclear which processes are most 
affected, it can oxidize acetyl CoA derived from a variety of sources, or supply carbon skeletons for the 
biosynthesis of many amino acids. From our dataset we expect that the TCA cycle provides energy while 
potentially serving as a redistribution hub for the deaminated carbon molecules of amino acids. Labeling 
experiments showed that while the levels of the metabolites increased, only small amounts of newly fixed 
carbon ended up in these measured compounds. It is therefore likely that the TCA cycle serves to break 
down carbon locked in amino acids and other carbon containing molecules for both energy generation 
and biosynthesis of storage compounds. The photosynthetic apparatus of diatoms is strongly impaired in 
nitrogen starved cells and it is likely that the cells can satisfy their energy needs for some time by oxidizing 
stored carbon. Paradoxically carbon fixation must continue as the carbon to nitrogen ratio in the cell 
strongly increases during nitrogen starvation as lipids are accumulated(Mühlroth et al. 2013). A possible 
follow up experiment would be to check whether TCA transcript levels remain high after several days of 
nitrogen starvation. An unresolved question is why intermediates such as citrate and succinate are 
abundant when enzyme levels are expected to be high while the inverse is expected. 
Most pathways of the primary metabolism are regulated on the posttranscriptional level as fluxes can be 
by altered by fine-tuning the activity of existing enzyme pools, e.g. through allosteric regulation or 
phosphorylation. It was therefore surprising that many of the enzyme transcripts were upregulated in a 
coordinated fashion. This has likely to do with the size of the TCA cycle as it requires a larger number of 
enzymes than most pathways(Fendt et al. 2010). Diatoms do not appear to be the only organisms that 
control the TCA cycle on the transcriptional level. Several transcription factors in budding yeast are able 
to influence transcript levels, e.g. the aforementioned RTG3, RDS2 and GCN4. Studies in this organism 
have also shown that the flux through the TCA cycle is the sole metabolic cycle that can be affected by 
transcription factors knock outs (Fendt et al. 2010).  
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In order to find the transcription factors responsible for these transcriptomic changes, two possible 
candidates regulating nitrogen starvation processes were chosen: HSF1g and bZIP14. The upregulation of 
both transcription factors during nitrogen starvation was seen by previous work and confirmed in this 
study by QPCR on independently generated RNA(Valenzuela et al. 2012).  
HSF1g (Phatr42514) belongs to a family of transcription factors first identified as a single gene in 
Drosophila melanogaster where it regulates the stress response upon heat treatment(Akerfelt et al. 2010). In 
stramenopiles such as diatoms and Phytophtora sp. there has been an expansion of Heat Shock Factor 
transcription factors and they are likely to be involved in many processes besides heat tolerance(Rayko et 
al. 2010). A nuclear localization signal (PS50079) and a canonical HSF DNA binding domain (SM00415) 
are present in the protein. The transcription factor appears to be present in all sequenced diatom genomes 
but it is difficult to say whether it is conserved in more distantly related species because of the prevalence 
of HSF’s in stramenopiles genomes. Although lines were created that ectopically expressed HSF1g, no 
further leads were available to resolve the function of this transcription factor and no clear link was found 
with metabolism. The consensus motif bound by Hsf1g was identified but, in contrast to bZIP14, the 
processes in which Hsf1g is involved remain elusive, due to the prevalence of the motif in the genome. 
The ubiquity of the motif in P. tricornutum promoters is hard to interpret. Transcription factor binding is a 
complex process that often depends on more than sequence alone and usually requires co-factors and a 
favorable local chromatin structure. This makes it unlikely that all putative sites are bound.  
More successes were obtained with the TF bZIP14. Co-expression analysis showed that the transcription 
profile resembled that of the TCA cycle. Unlike HSF1g, which in this dataset only increases expression 
under nitrogen limiting conditions, bZIP14 also shows higher expression 20 hours after nocodazole 
treatment, the significance of this is unknown but it corresponds to the expression pattern of citrate 
synthase. Furthermore the motif identified by the protein binding array was found in several TCA cycle 
enzymes. The core motif bound by bZIP14 is also present in the promoter of T. pseudonana malate 
dehydrogenase(Thaps20726)(TGACGTTA), strengthening the link to the TCA cycle. The increasing 
availability of closely related genomes will make the identification of conserved cis-regulatory motifs in 
diatoms much easier as it has done in mammalian genomes(King et al. 2005). The most conclusive proof 
of the involvement of bZIP14 in TCA cycle regulation was found when QPCR data showed that bZIP14 
overexpression lines had increased abundance of five TCA cycle transcripts. An open question remains if 
bZIP14 directly influences expression levels of all enzymes involved or if it only controls a few and steers 
the others indirectly e.g. by substrate availability. Experiments are ongoing to prove direct interaction 
between the promoters of these genes and bZIP14. 
Originally it was hoped that one of the examined transcription factors would increase lipid levels but no 
changes were seen in any of the HSF1g or bZIP14 overexpression lines and determined by microscopic 
examination after staining with Nile Red. 
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It is unlikely that bZIP14 is the only regulator of the TCA cycle, since several transcription factor 
knockouts of S. cerevisiae were found to be impaired in TCA cycle function. Moreover, transcription 
factors are by no means the only type of protein able to influence metabolic pathways, but they are easy to 
recognize because most contain readily identifiable domains. The amount of tools available for TF DNA 
binding identification is also well established in contrast to other protein classes such as kinases. The 
unlocking of diatom metabolism will go hand in hand with the identification of its control mechanisms. 
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MATERIALS AND METHODS 
GROWTH 
All experiments used the Phaeodactylum tricornutum (Pt1) Bohlin Strain 8.6 obtained from the diatom culture 
collection of the PAE-Ugent. Cells were grown in 500ml erlenmeyers with ESAW medium containing 
7.5mg sodium nitrate per liter, other nutrients were added as originally listed (Berges et al. 2001). For 
RNA-sequencing the pre-culture cells were diluted ½ daily to keep growth exponential. For the 
timecourse experiment cells were harvested by 30 minutes of 6000g centrifugation and washed with 
nitrogen and phosphate free ESAW. This starter culture was split into equal parts and used to inoculate 
ESAW with and without added nitrogen. Growth was monitored by OD measurements at 450nm. 
RNA EXTRACTION 
For RNA-sequencing cells were captured on a 3µm pore size PVDF membrane (Millipore) by filtering 20 
ml of culture as rapidly as possible using a mild vacuum. For all other experiments 50 ml of culture was 
centrifuged at 2600g for 10 minutes. Filters or algal pellets were transfered to 2 ml eppendorfs and flash 
frozen in liquid nitrogen. For RNA extraction the pellets were resuspended or cells were washed of the 
filter with 1.5 ml of Tri Reagent (Molecular research) and processed according to the manufacturer's 
instructions up until the RNA precipitation step. The aqueous phase was mixed with an equal volume of 
70% ethanol and transferred to a RNA-Easy mini spin column (Qiagen). On column DNA’se digest was 
performed according to the manufacturer's instructions using RQ1 DNAse (Promega). RNA was eluted in 
RNAse free water and quality control was performed on Nanodrop and 1% agarose gel. Ten TruSeq RNA 
samples were sequenced paired-end 100bp with a Illumina HiSeq2000 was performed at UZ Leuven 
Genomics core. 
RNA-SEQ ANALYSIS 
Using a cutoff value of 20, FASTQ files were quality filtered and adaptor sequences were removed using 
Cutadapt (Martin 2011). Only the sequences that were still paired were retained for further analysis. 
Mapping and counting the reads was done with Tophat/Cufflinks/Cuffdiff using the GFF filtered models 
and genome files available on the JGI website (Trapnell et al. 2013; Bowler et al. 2008). The expression of 
significantly expressed genes was log2 transformed and visualized using the TM4 MeV package (Saeed et 
al. 2006). Additional visualization was performed using the Mapman program(Usadel et al. 2009). Initial 
mapping was performed with the Mercator webserver and manually refined using Diatomcyc data(Lohse 
et al. 2014). The JGI functional annotation was supplemented with BLAST2GO, Pico-Plaza and 





The GATEWAY procedure was used for subcloning and the generation of expression clones according to 
the manufacturer’s instructions (Life Technologies). Models were manual checked for completeness and 
correspondence with RNA-seq coverage using the IGV browser. The destination vectors used were 
generated previously(Siaut et al. 2007). 
A list of primers is available in appendix 2. Picking up genes was done with Primestar DNA polymerase 
(TaKaRa Biosciences), diagnostic PCR with GoTaq (Promega).  
FLOW CYTOMETRIC ANALYSIS 
Two milliliter aliquots were taken from the cell culture in triplicate and subsequently centrifuged at 6000g 
for two minutes. The supernatans was decanted and the cells were resuspended in 70% ethanol and stored 
at 4°C until analysis. Cells were stained by pelleting the cells as above and washing them twice with PBS, 
DNA staining was performed with 4',6-diamidino-2-phenylindole (DAPI) for 15 minutes at a final 
concentration of 1ng/ml. Cytometric analysis was performed on a Partec CyFlow ML using the Flomax 
software tool (Partec). A minimum of 104 cells were processed for each replicate. 
DETERMINATION OF INTERGENIC REGIONS 
Using the gene models as available on the JGI website, 500bp were taken upstream from the first exon for 
each gene. Intergenic regions are often small in P. tricornutum and a large percentage of putative promoters 
overlap with promoters of adjacent genes or UTR’s. 
DETERMINATION OF OVERREPRESENTED MOTIFS 
Starting from the RNA-sequencing data generated, 681 genes were chosen with the highest induction 
during nitrogen starvation. The MEME program (version 4.6.1) was run with standard settings with a 
minimum motif size of 6bp and a maximum size of 20 (Bailey et al. 2006). Motifs were then screened for 
overrepresentation using a set of 680 random intergenic sequences.+ 
Y1H 
A yeast one hybrid screening was performed using a cDNA library synthesized by Invitrogen cloned in 
pDest22 as reported in a previous study (Huysman et al. 2013; Deplancke et al. 2006). The vectors and 
method were taken from (Deplancke et al. 2006), yeast strain YM4271 was used as described. Baits of 
Motif6 and Motif17 were generated by synthetically synthesizing a oligo with four occurrences of each 
respective motif with ten nucleotides of flanking sequence. Primer design was done with TmPrime (Bode 
et al. 2009). The sequence for motif 17 was derived from the upstream regions of Phatr13154, 45851/2, 
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37436,29711. Several independent repeats were tested for LacZ and His auto-activation. Library screening 
was performed on 60mM 3-AT for the M17 construct and 80mM for M6. Transformation efficiencies 
were above 106. Colonies were picked after four days and re-streaked on new selective medium. The 
pdest22 insert of positive colonies was amplified using the primers recommended by Deplancke et al.  
SITE DIRECT MUTAGENESIS 
Conserved cysteine and histidine residues were identified by aligning the NMB1 proteins in P. tricornutum 
and Thalassiosira pseudonana. The sequence CTSHARC was mutated to ATSAARA using an adapted 
version of the QuickChange method (Zheng et al. 2004), primers are listed in appendix as NMB1_RD.  
RECOMBINANT PROTEIN PRODUCTION 
Proteins were expressed in Eschericha coli BL21-AI ( Life Technologies). The CDS of NMB1 and the 
NMB1-RD were cloned into pdest MBP-HIS which resulted in N-terminal fusion product with the His 
tag and the Maltose Binding Protein. Cells were grown to a OD600 of 0.4-0.8 and induced with 0.4 mM 
IPTG and 0.2% Arabinose. After induction cells were transferred to 21°C and incubated for four hours. 
Protein was liberated by four minutes of sonication on ice with 10 seconds on/off time. The protein was 
captured on agarose amylose resin (New England Biolabs). Protein purity was checked by SDS PAGE on 
Coomassie stained 4-15% Mini Protean TGX precast SDS-PAGE gels (Biorad). 
TRANSFORMATION OF PHAEODACTYLUM TRICORNUTUM 
Transformants of P. tricornutum were generated using microparticle bombardment according to the 
protocol of Kroth(Kroth 2007). Zeocin resistance was introduced on the paf6 plasmid while genes of 
interest were cloned into pDEST-FCP as described previously(Siaut et al. 2007). Resistant colonies were 
restreaked on selective medium and afterwards brought into liquid culture. 
IN VITRO UBIQUITINATION ASSAY 
Human E2 ligase was combined with recombinant NMB1 as described in (Liu and Stone 2010). Briefly 
the protein was produced in E. coli as a MBP fusion protein and purified as described above. The reaction 
was performed in 30 µl. 50 ng of human E1 ligase, 250 ng of human E2 ligase and 500 ng of NMB1 or 
NMB1-Ring Dead were combined together with 0,5 µL 10 mg/mL Ubiquitin (5 µg) and 1 µL Creatine 
Kinase (0,1 U). 3 µL of 10x Ub-buffer which resulted in a final concentration of containing 50 mM Tris-
HCl, pH 7.5, 10 mM MgCl2, 0.05 mM ZnCl2, 1 mM ATP, 0.2 mM DTT, 10 mM phosphocreatine, was 






EMSA was performed according to (Memelink 2013). Briefly complementary oligonucleotides containing 
the M17 repeat used for screening the Y1H library were annealed and labeled with ATP-γ-P32 using T4 
polynucleotide kinase (Promega). Excess label was removed using Sephadex G25 columns (GE-
Healthcare). Binding buffer consisted out of 10% glycerol, 0.1 M KCl, 0.1 M HEPES pH 7.4 and 
10mg/ml BSA. ZnCl2 was added to a final concentration of 10 mM. Recombinant protein was incubated 
in 1X binding buffer with 5mg of protein and loaded onto 10% acrylamide/bis-acrylamide 0.5X TBE 
buffer. Gels were run for 1 hour at a constant voltage of 120V. Autoradiograms were exposed overnight.  
TRANSIENT PROTOPLAST ASSAY 
Transient protoplast assays were performed as described earlier (Vanden Bossche et al. 2013). Briefly four 
repeats of the NMB1 recognition motif were cloned in a vector upstream of firefly Luciferase (fLuc). The 
transcription factor NMB1 was expressed by cloning the coding sequence in a vector containing the 35S 
promoter. Renilla luciferase (rLUC) placed under control of the 35S promoter was used as a transfection 
efficiency control. Bright Yellow-2 tobacco cell cultures were co-transfected with the above constructs 
using 2µg of each plasmid. To correct for auto activation cells containing only the putative binding site 
(motif only) and rLUC were generated and quantified. Transfected protoplasts were incubated overnight 
at room temperature in an orbital shaker. After lysis fLUC activity was measured and corrected for 
autoactivation (motif only) and transfection efficiency (rLUC) using the Dual-Luciferase reporter assay 
system (Promega). All assays were performed with six technical replicates and analysed using T-tests. 
QPCR 
cDNA was generated with iScript kit (Bio-Rad) from RNA extracted as described above. qRT-PCR was 
carried out with a Lightcycler 480 (Roche) and SYBR Green QPCR Master Mix (Stratagene). PUA, VTC4 
and RP3A were used as reference genes with primers listed in appendix. Analysis was performed using the 
∆∆Ct method as described in (Schmittgen and Livak 2008).  
SELECTION OF PUTATIVE INTERGENIC REGIONS 
Using the gene models as available on the JGI website, 500bp were taken upstream from the first exon for 
each gene. Intergenic regions are often small in P. tricornutum and a large percentage of putative promoters 
overlap with promoters of adjacent genes or UTR’s. 
CONSTRUCTION OF PHYLOGENETIC TREES 
The consensus coding sequences of nine diatoms were downloaded from the CAMERA MMETSP 
website and used to construct a local BLAST database. The tBLASTn program was used to find 
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homologous sequences, taking only the highest scoring hit for each sequence. For tree construction the 
default method was chosen on phylogeny.fr(Dereeper et al. 2008). Briefly, alignment was performed using 
MUSCLE 3.7 set at highest accuracy. Poorly aligned regions and gaps were removed using Gblocks 
v0.91b with removing all nonconserved positions longer than 8 amino acids with, a minimum remaining 
block length of 10, not allowing any gaps in the final alignment and at least 85% of the sequences present 
in any flanking regions. The maximum likelihood method was as used as implemented in the PhyML 
program v3.0 aRLT using the WAG subsititution model was used assuming an estimated proportion of 
invariant sites and four gamma distributed rate categories with an estimated parameter of 1.293. Branch 
reliability was tested using the aLRT test. Graphics were generated wit TreeDyn v198.3.  
RECOMBINANT PROTEIN PRODUCTION 
Proteins were expressed in Eschericha coli BL21-AI (Life Technologies). The CDS of bZIP14 and Hsf1g 
were cloned into pdest MBP-HIS which resulted in N-terminal fusion product with the His tag and the 
Maltose Binding Protein. Cells were grown to a OD600 of 0.4-0.8 and induced with 0.4 mM IPTG and 
0.2% Arabinose. After induction cells were transferred to 21C and incubated for four hours. Protein was 
liberated by four minutes of sonication on ice with 10 seconds on/off time. The protein was captured on 
agarose amylose resin (New England Biolabs). Protein purity was checked on Coomassie stained 4-15% 
Mini Protean TGX precast SDS-PAGE gels (Biorad). 
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IMPROVEMENT OF FATTY ACID BIOSYNTHESIS IN DIATOMS 
The original aim of this work was to use RNA-sequencing in nutrient deprived cultures to find 
transcription factors regulating lipid biosynthesis in P. tricornutum. Surprisingly, while fatty acid levels 
increased and a handful of lipid biosynthesis genes were upregulated, it does not appear that lipid 
biosynthesis is controlled on the transcriptional level. This observation has also been made for 
Nannochloropsis gaditana, another unicellular heterokont algae(Corteggiani Carpinelli et al. 2014). Less 
studies have been performed on the proteome level, but the emerging picture appears to be similar. No 
large scale changes in fatty acid biosynthetic enzymes were visible in the proteomes of either the diatom 
Thalassiosira pseudonana or N. gaditana during nitrogen deprivation(Dong et al. 2013; Hockin et al. 2012). It 
may well be that the increase of the substrate pool available for lipid biosynthesis is controlled on the 
transcriptional level, but the metabolic models for P. tricornutum are not complete enough to make accurate 
predictions.  
One of the major hurdles in determining lipid levels lies in the comparing of growth conditions between 
unmodified strains and transgenic strains. Slight changes in culture conditions or effects that impair 
growth might alter lipid accumulation and complicate the estimation of the effect of a single gene. 
Nevertheless, many transgenic diatoms have been generated with the aim of increasing the production of 
a set of metabolites present in the cell, e.g. lipids. Because of the limited amount of tools available for 
diatoms, these attempts have focused on altering the expression of a single gene. Enzymes however rarely 
operate alone, most often they belong to a complex pathway where fluxes depend on a multitude of 
enzymes. These activities are regulated at the transcriptional, translational and post-translational level in a 
species-dependent regulatory context. This means that even when the amount or activity of an enzyme is 
increased, it does not necessarily result in more product. While there is a single report of increased lipid 
levels after overexpression of a native enzyme, there does not appear much success in this approach(Niu 
et al. 2013). Predicting increases or decreases of a metabolite by modelling the effect of ectopic expression 
of a single enzyme is difficult in even the most characterized model system and this is almost impossible 
in the underdetermined metabolic models that have been generated for diatoms to date(Tran et al. 2008). 
In order to bypass the regulation of an enzyme it is possible to introduce an enzyme that performs the 
same function as the rate limiting enzyme from a distantly related organism in order to bypass any 
regulatory signals, as has been done with an acyltransferase in S. cerevisiae (Kalscheuer et al. 2004). To the 
best of our knowledge this has not been attempted in diatom engineering although the author is not the 
first to suggest this.  
Biosynthetic pathways of secondary metabolites are often under stringent transcriptional control and 
altering the expression levels of a single transcription factor can increase target metabolite levels 
dramatically(Memelink et al. 2001). Primary metabolism is regulated more on the post-transcriptional 
level. Nonetheless transcription factors exist which control lipid biosynthesis fluxes in other organisms 
such as the human SREBP and ChREBP (Horton et al. 1998; Yamashita et al. 2001). If there is 
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transcriptional regulation on lipid biosynthesis in diatoms, it may not have been discovered, because it 
could be radically different compared to what is seen in other photosynthetic organisms. At the time of 
writing, the genes controlling lipid biosynthesis in diatoms are completely unknown. With a better 
understanding of the regulation, major opportunities will arise to increase lipid levels through a rational 
approach. 
Blocking competing reactions on the other hand is feasible with the current resources and several positive 
results have been achieved using RNAi or knock out technology. The targets chosen were 
chrysolaminaran synthesis and lipid degradation (Daboussi et al. 2014a; Trentacoste et al. 2013). Since 
gene editing using TAL nucleases has been demonstrated by the former paper, these approaches are 
bound to be used more often in the near future. 
The current genes that have been proven to have a deleterious effect on lipid accumulation after 
knockdown are not likely to show an effect upon overexpression. The branched chain amino acid 
degradation enzyme for example cannot degrade more amino acids than are present in the cell(Ge et al. 
2014). Blocking competing reactions on the other hand is much more predictable and several good results 
have been achieved by using RNAi or knockout technology, either by blocking chrysolaminaran synthesis 
or lipid degradation (Daboussi et al. 2014b; Trentacoste et al. 2013).  
Changing the activity of native pathways usually requires changing the expression of multiple genes and 
often it is unknown which of the genes involved in a process should be targeted. An alternative to this 
approach is ectopic expression of a regulatory protein controlling the pathway(Courchesne et al. 2009). 
The most easily identifiable regulators are kinases and transcription factors with the latter having a large 
advantage due to the available tools for screening DNA binding proteins. In this work we attempted to 
identify the transcription factors steering metabolic pathways in P. tricornutum.  
THE NITROGEN STARVATION RESPONSE AND THE TRANSCRIPTION FACTORS GUIDING IT 
Despite the unexpected setback in identifying lipid related transcription factors, the RNA-seq profiling has 
allowed us to get a better understanding of the nitrogen starvation response in this diatom. The 
transcriptome profile showed that the shifts in other primary metabolic processes involves coordinated 
transcriptional regulation, which was most apparent for the TCA cycle. This finding was corroborated on 
the protein level in T. pseudonana(Hockin et al. 2012). At the moment, it is still unclear how this fits in with 
the metabolite profiles observed in cells under nitrogen starvation, because it would be expected that the 
TCA cycle and lipid biosynthesis are in competition for the same pool of Acetyl-CoA. A possible 
explanation is that the TCA cycle is fed mainly by carbon skeletons obtained from the deamination of 
nucleotides and amino acids. The observation in N. gaditiana that most of the carbon ending up in lipids is 
derived from photosynthesis, which makes it unlikely that the breakdown of stored carbohydrates or 
amino acids contributes significantly to lipid biosynthesis. The TCA cycle could provide acetyl CoA 
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through the action of citrate lyase, but there was no evidence of this on the transcriptional level. A more 
plausible hypothesis is that by catabolizing organic molecules, the cycle could provide the reducing 
equivalents and energy required for lipid biosynthesis, even when photosynthesis is impaired. 
The generation of overexpression lines was the most extensively used tool in our lab for P. tricornutum gene 
characterization. The aim of our work shifted away from lipids and towards the identification of 
transcription factors that control the TCA cycle and nitrogen metabolism in general. Two different 
approaches were employed to study three different transcription factors (TF’s) which were all significantly 
induced during nitrogen starvation. HSF1g and bZIP14 were selected for further study on the basis of 
their expression profile while the novel TF family of NMB1 was identified by a yeast one hybrid screening 
after de novo motif discovery. The latter result could not be obtained on the basis of expression analysis 
alone and this underlines the need for complementary techniques in TF discovery. To the best of our 
knowledge these are the first transcription factors unambiguously linked to nutrient stress adaptation in 
P.tricornutum.  
While previous studies used RNA-sequencing to profile nitrogen starved diatoms, our study was unique 
because it included three other conditions that also hamper cell division in P. tricornutum. Using cluster 
analysis this allowed us to select genes that were specifically expressed during nitrogen starvation and not 
during other conditions. These contrasting conditions greatly aided gene clustering. 
SHINING A LIGHT ON THE BLACK BOX OF METABOLISM IN THE ‘OMICS  AGE 
Diatoms have not one but two commonly used model organisms: Phaeodactylum tricornutum and Thalassiosira 
pseudonana. Both have a sequenced genome and can be genetically transformed but they only share 60% of 
their genes(Bowler et al. 2008). Because of the availability of ‘omic techniques the lines are blurring 
between model and non-model species. One hurdle that remains in place is the ease of transformation 
which will likely keep the current models in the focal point of most studies. Nevertheless it has become 
clear that inter-species differences between diatoms are large and that it will not suffice to base our 
concepts of diatom metabolism on two rather atypical diatoms. 
Sequencing projects can be turned into database of metabolism as has been illustrated by the Diatomcyc 
website. This database was made with pathway-tools, a semi-automated way of grouping genes into 
pathways. While this process still requires substantial manual refining, orthology allows the easy 
classification of reactions. This work has greatly benefited from the availability of this database. 
Undoubtedly diatom metabolism will continue to surprise with novel combinations of enzymes obtained 
through their unique evolutionary background or horizontal gene transfer. The number of genes with no 
allocated function made it impossible to assign a function to many co-expression clusters as they chiefly 
existed out of hypothetical genes. 
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Both model diatoms have diploid genomes and no known sexual cycle. This means that mutagenesis 
based techniques for phenotype improvement or study is non-trivial. The only exception being activation 
tagging(Weigel et al. 2000). However transformation efficiencies are not particularly high, on the order of 
10-100 transformants on 108 cells, necessitating screening for easily identifiable phenotypes(Apt et al. 
1996; Weigel et al. 2000). Therefore strain improvement is most likely to succeed when based on previous 
knowledge and rational engineering. This makes the understanding of diatom metabolism a necessity. 
The lack of a gene inactivation tool was a handicap during the project and only overexpression was 
ultimately used. While the lack of sexual reproduction makes P. tricornutum easy to maintain, it also 
precludes it from the generation of homozygous knockouts by mutagenesis, as it is a diploid organism. 
Combined with the low rate of homologous recombination, this limited molecular tools to 
overexpression, RNAi and expression of fusion constructs at the time of this work. While RNAi is a 
useful tool for gene inactivation, it is difficult to assess the impact of RNAi lines. It is impossible to 
predict what the true impact is when a transcript is reduced by half. Furthermore it has been shown that 
RNAi works on the posttranscriptional level, making it impossible to quantify the severity of knock down 
without an antibody specific for the target protein.  
Because of this last concern we decided to focus solely on overexpression in our screening. In retrospect 
different promoters should have been selected as the RNA-sequencing data showed that FCP-B gene is 
not transcribed at low levels in either darkness or nitrogen deprivation. Besides FCP-B and A only one 
other promoter is routinely used, namely that of nitrate reductase which was not suitable for this project 
as we were examining the regulation of nitrogen assimilation. There is an urgent need for more validated 
promoters, one of the candidates would be the histon H4. Besides, promoter choice, the other main 
problem, was the stability of transgenic lines. Substantial variation was seen when lines were kept in 
continuous culture, requiring frequent testing. This was especially problematic with RNAi lines as 
differences in expression are often small. With the arrival of CRISPR based knock-out technology in P. 
tricornutum, these limitations are bound to be overcome soon and gene or promoter replacement will also 
become possible. 
THE IDENTIFICATION OF NMB1 BY DE NOVO MOTIF DISCOVERY AND THE 
CHARACTERISATION BZIP14 
Using the list previously compiled by Rayko et al., we found that many transcription factors had an 
expression maximum during nitrogen starvation. The number was too large to screen with overexpression, 
so it was decided to use a bioinformatics approach to find relevant transcription factors and their targets. 
The problem was reversed and instead of looking at the transcription factors, the genes with the highest 
fold induction during nitrogen starvation were selected and their putative promoters were used as input 
for motif discovery. Our goal was to find overrepresented motifs in these genes and subsequently identify 
transcription factors capable of binding them. The same method was used to find motifs present in genes 
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strongly downregulated during nitrogen starvation. While many of these motifs were statistically robust 
however it was decided to focus on the positive motifs because of the limitations listed above. Two motifs 
were synthesised and used in a Yeast One Hybrid Screening assay. Unexpectedly the transcription factor 
binding one of the motifs was not annotated as a transcription factor and did not even contain a clear 
DNA binding domain. The characterisation of this factor is listed in chapter 5. Because cis-regulatory 
elements are under purifying selection compared to the surrounding sequence, it is possible to validate a 
found motif by looking at orthologous promoters in related species(Korkuc et al. 2014). It is essential that 
the species used in the comparison are closely related, which means this approach is only suited for those 
species which have several sequenced close relatives (Martino et al. 2007). Because sequencing costs are 
dropping, the genomes of suitable species will soon come within reach.  
A more labour intensive endeavour would be the determination of the binding sites all P. tricornutum 
transcription factors. Chromatin immune precipitation remains the golden standard but antibodies would 
need to be generated against each of the estimated two hundred transcription factors a average diatom. An 
additional complication is the apparent promiscuity of transcription factors as many binding large 
proportions of the genome, making it difficult to draw conclusions without prior knowledge. The protein 
binding microarray method employed in this work, while in a heterologous systems, gave excellent data 
but only worked for half of the tested proteins. A systematic screen would require protein production for 
all TF’s, although it has been done for most of the Saccharomyces cereviseae transcription factors(Gordan et al. 
2011). Because the aforementioned techniques are labor intensive, they are better suited for validation of 
binding. Bacterial one hybrid systems on the other hand allow rapid screening of all potential binding sites 
for a TF as has been done for 35 transcription factor in Drosophila melanogaster(Noyes et al. 2008). The only 
way to get meaningful biological data will require the overlap between different techniques which, while 
requiring a significant investment of time, is by no means impossible in the ‘omics age. As the examples 
listed in this thesis illustrate, it is possible to start from an expression atlas and a genome to find 
transcriptional regulators of a process. The method used in this study could be expanded towards other 
expression clusters of interest.  
FUTURE PERSPECTIVES 
Despite their problems diatoms are tractable organisms for genetic modification and several research 
groups have altered the metabolism of P. tricornutum by heterologous gene expression. Examples are the 
production of the omega-3 fatty acid docosahexaenoic acid, which is absent in wild type cells, after 
introduction of a heterologous desaturase(Hamilton et al. 2014). Another commercially relevant product 
was the production of biodegradable plastic feedstocks by introducting the biosynthetic genes from 
bacteria(Hempel et al. 2011). Researchers appear to be shifting away from bulk products an many groups 
are currently trying to manufacture high value compounds such as antibodies.  
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In terms of lipid engineering it seems that transcriptomics is not the technique of choice to investigate 
changes in lipid metabolism. It is possible that the regulation takes place but to work this out we need far 
better metabolic models. Many unexpected pathways are present in diatom genomes and localizations are 
unsure for many enzyme isoforms. Furthermore there appear to be substantial differences in between the 
main diatom model systems(McGinn and Morel 2008). This results in problematic modelling with 
uncertain conclusions(Zheng et al. 2013). It appears that sequencing has got us this far that there is an 
urgent need for enzyme localization data, metabolic flux modelling and measuring enzyme activities more 
directly. 
While both yeast one hybrid and motif discovery are prone to false positives, it is possible to compare 
transcription factors and motifs in a number of species. Conserved elements are much more likely to be 
important. With an ever expanding range of species and increased RNA-sequencing to validate expression 
patterns the risks involved in screening can be minimized.  
A major aid for high-throughput screening would be the availability of a transcription factor library. 
Admittedly, such a library would have precluded us from identifying the NMB class of transcription 
factors but transcription factors are often conditionally expressed and it thus would require the generation 
of a cDNA library for each investigated condition.  
Another hurdle which is will be overcome is the annotation state of the P. tricornutum genome. When 
visualizing the mapped RNA-seq reads, it quickly became apparent that most gene models do not 
correspond to reality and many genes are simply not present in the gene models. Although attempts were 
made to remedy this problem by generating new models from the RNA seq data, this attempt was 
eventually abandoned as the genome is dense and transcriptional units often overlap at 5’ or 3’ ends. Still 
most transcriptionally active genes are at least partially represented in the gene models and expression can 
be reliably estimated even when only a fragment of the gene is present, this interferes with the putative 
promoter predictions. Localization predictions are also hampered as localization signals are often present 
in the N-terminal part of the protein, precisely the part that is missing from many models. Finally the 
orthology based predictions are also affected as homology searches with partial proteins yields less reliable 
hits. However this situation can easily be remedied. The advent of strand specific RNA library 
construction allows the resolution of most overlapping transcriptional units. RNA-seq data was not 
available at the time of the genome completion. Re-annotation on the basis of stranded data should solve 
many of these problems.  
Most of this work was performed at the dawn of affordable genome and transcriptome sequencing. The 
genomic revolution has provided us with the largest, ever expanding, catalogue of genes ever created. At 
the same time gene editing will give us the tools to find their function. This work is far from over as the 
ocean is the host to an enormous genetic diversity in eukaryotes and the limited overlap between diatom 
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genomes. Evolutionary relationships will become increasingly clear with additional sequencing data and 
they will allow the field to move away from the green centric paradigm of eukaryotic photoautotrophy. 
Tackling the problems of pattern identification and indexing this knowledge will take far longer than it will 
to generate the data. The arrival of low cost gene synthesis and targeted knockouts mean that we have all 
the tools available to make this list of parts into a construction manual to improve diatoms. 
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the last years I managed to steer closer to familiar shores and I am grateful for the guidance provided by 
him and the ongoing international opportunities he provided. Without his expertise and the great group of 
people he built around him I would not have gotten half as far. 
I would like to thank all members of the reading committee and the chairwoman: Prof. Dr. Sofie 
Goormachtig, Prof. Dr. Bart Devreese, Dr. Marc Heijde, Prof. Dr. Peter Kroth,. Prof. Dr. Filip Rolland 
and Prof. Dr. Bartel Vanholme. Without your invaluable criticism, this work would be near to unreadable. 
My fellow diatom traveler through most of my years was Michele Fabris. Thanks to him I learned a lot of 
nice Italian words which I cannot repeat here. Also thanks to him I am co-author on two great papers. We 
had a great time during our banishment in the far corner of the lab. The bond formed over all those 
empty gels, westerns and transformation plates will last a lifetime. I will remain ever grateful for the 
company during the all night sampling sessions and I know I will never beat you in FIFA, Michele. 
I also express my sincerest gratitude to Sophie Carbonelle. Sophie, you provided invaluable technical 
assistance during your stay in the lab. Thanks for keeping things going practically while I was pouring over 
the RNA-seq data. We hit many roadblocks together but in the end you helped pave the way to results, it 
was a pity you were not there to see its conclusion. You will be delighted to know that at the lab I 
currently work, the miniprep yields are only a third of what you got. I hope you and Bruno build and 
inhabit that house soon and pray the electrical work will hold. 
Marie Huysman, thanks for breaking the Phaeodactylum ground in the VIB. Your protocols made the first 
years a lot more streamlined than they otherwise would have been. I am happy to have collaborated on the 
Aureochrome paper and I am sure there is much more to follow. I always enjoyed our diatom 
conversations and wish you and Lasse many happy moments together. 
Kenneth Goossens, we shared a great year together. It was strange not to be the most pessimistic person, 
we certainly learned a lot during this year and I hope you can apply some of this knowledge in your PhD. 
It was great to get to know you. 
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The 4:00 coffee club also has to be mentioned: Marlies, Jasper, Stefan, Hannes. I am glad to have met you 
guys during my studies and the extended period that followed. Since we were absolute nerds, we mainly 
talked science. The many conversations we have furthered my understanding and often solved problems. 
Our friendship extended beyond the workplace and I fondly remember many nights together. Extra 
thanks to Stefan for the many perl scripts and the fruitful collaboration. Special thanks to Hannes for 
helping me with the manuscript preparation, it was incredibly helpful. I would also like to ask Pieter where 
the other half of my Orval is. 
When Michele left, the void was filled by Alex Antwerp, Karel, and Jean Martin. Respectively an irreverent 
parrot and an awesome scientist, a unique fin and finally the most friendly Walloon I have ever met. It was 
nice sharing the same corner and have all those (non) science discussions. A special thank you to Alex for 
reminding me twice daily that I was colorblind and therefore utterly handicapped. Gino Baart was the first 
diatomist to leave our group, I will remain grateful for the support during the IWT writing process. That’s 
the beauty of science! 
Jacob, the other gorgeous blonde in my life from ‘het Meetjesland’ and Tessa, the wizard of the Eest, 
were/are the accessible gurus of our lab. Thanks to you Jacob I cloned my first gene (full of point 
mutations) and thanks to you Tessa I did my first yeast transformation (where I was ultimately scooped by 
another group). I learned the ropes of the lab thanks to you guys, all the tips and tricks you taught me will 
be useful for the rest of my lab life. It makes me look like I know my stuff. Not to mention all the 
discussions we had about politics and the meaning of life.  
The lab manager (or mayor?) Robin, also has my sincerest gratitude for helping me with the protoplast 
assays and keeping the lab in order. Too bad this part of the work was not as successful as hoped, but you 
helped me a lot along the way. Also a lot of thanks to Rebecca for completing the last bits of yeast work 
and being a great person in general. In alphabetical order I pay my respect to the Latin ladies of the lab: 
Amparro, Andres, Astrid, Patricia and Sabrina. I learned a lot of Spanish by diffusion and truly enjoyed 
the warm atmosphere you all brought to the lab. Although the young ones of the lab: Marie-Laure and 
Jonas were equally warm and awesome. Mein liebster Freund Phillip, unsere Gespräche, obwohl politisch 
nicht korrekt, waren auf jeden Fall einige der besseren die ich im der zweiten Hälfte des PhD hatte. Ihr 
Wissen über Hunde und Panther ist nur durch Ihre Liebe von ihnen erreicht. Janine, it is too bad you will 
not be able to read this in person but thank you for all the help (the awesome AFLP manual!) and being 
so friendly. Nathan, it was always good to realize that there is more in science than academia. 
Laurens, I hope the Antwerp mobility problems get sorted out soon, genetically modified plants get 
accepted in the EU and/or high blood pressure medication makes rapid advances. Keep fighting the good 
fight. In similar light I would like to thank the local eco warriors Ruben and Christa, I truly enjoyed our 
conversations. I felt your disapproving glare after every wasted tip or briefly unbuttoned lab coat. In the 
same hallway another fearsome warrior took up residence in an office bigger and vastly more expensive 
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than that of Dirk and Jo Bury combined: Kris Morreel, thank you for shining a light on my metabolic 
ignorance an being an all out helpful and friendly guy. Dirk V.A, I am glad to have met you and I fully 
appreciate all those time you returned a dead centrifuge to life. I hope you find your path outside the VIB. 
I did manage to leave the PSB from time to time and also there were a lot of friendly scientists. 
Chronologically I went first to KULAK under the no nonsense supervision of Prof. Imogen Foubert, 
although my PhD eventually went in a different direction. I am very grateful for the initial lipid analysis 
performed by Eline Ryckbosch and ‘logistical’ help from party crasher extraordinary Dries Vandamme. I 
have a feeling we will share many drinks at the most unexpected congresses. I would also like to thank the 
entire group at the Protistology and Aquatic Ecology. Although I do not speak the ecology language, I 
often found essential tools and knowledge there. 
I have to thank Prof. Alisdair Fernie and Dr. Toshihiro Obata for the warm welcome in snowy Golm. 
Thank you for the metabolite data, it is puzzling but very intriguing.  
Langs deze weg wil ik ook graag mijn ouders bedanken voor hun steun over al die jaren. Omdat ze zoveel 
voor mij gedaan hebben, heb ik er moeite mee om een gepaste omschrijving te vinden. Tussen het 
ontdekken van de wetenschapsboeken in de kast van mijn vader, het in brand steken van de handdoeken 
van mijn moeder na een vetextractie met ether en dit doctoraat behalen, heb ik onnoemelijk veel op jullie 
gesteund. Bedankt. 
Ze zijn pas veel later in mijn leven gekomen, maar ook een welgemeende merci aan Filip en Christine. 
Zonder jullie hulp had de verbouwing vast nog aangesleept en had de verhuis nog meer moeite gekost. 
Geen zorgen, we keren nog terug naar België. 
Last but not least I have to thank the anchor in the storm and love of my life: Liesbeth. You were there 
from day one to support me and helped me to keep going the entire time. Thanks for putting up with me 
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 Diatoms are unicellular photosynthetic microalgae that play a major role in global primary
production and aquatic biogeochemical cycling. Endosymbiotic events and recurrent gene
transfers uniquely shaped the genome of diatoms, which contains features from several
domains of life. The biosynthesis pathways of sterols, essential compounds in all eukaryotic
cells, and many of the enzymes involved are evolutionarily conserved in eukaryotes. Although
well characterized in most eukaryotes, the pathway leading to sterol biosynthesis in diatoms
has remained hitherto unidentified.
 Through the DiatomCyc database we reconstructed the mevalonate and sterol biosynthetic
pathways of the model diatom Phaeodactylum tricornutum in silico.We experimentally veri-
fied the predicted pathways using enzyme inhibitor, gene silencing and heterologous gene
expression approaches.
 Our analysis revealed a peculiar, chimeric organization of the diatom sterol biosynthesis
pathway, which possesses features of both plant and fungal pathways. Strikingly, it lacks a
conventional squalene epoxidase and utilizes an extended oxidosqualene cyclase and a multi-
functional isopentenyl diphosphate isomerase/squalene synthase enzyme.
 The reconstruction of the P. tricornutum sterol pathway underscores the metabolic plastic-
ity of diatoms and offers important insights for the engineering of diatoms for sustainable pro-
duction of biofuels and high-value chemicals.
Introduction
Sterols are fundamental terpenoids in eukaryotes. They are
important components of the plasma membrane, play relevant
roles in cellular defence and signalling, and are precursors of sev-
eral hormones and bioactive secondary metabolites (Adolph
et al., 2004; Benveniste, 2004; Dufourc, 2008; Vinci et al.,
2008; Galea & Brown, 2009; Tomazic et al., 2011). The ability
to synthesize sterols is a common feature of eukaryotes, with
rare exceptions represented by some insects, nematodes and
oomycete plant pathogens, such as Phytophthora spp. (Desmond
& Gribaldo, 2009; Gaulin et al., 2010). A few examples of bac-
teria with a minimal sterol pathway have been reported,
although most prokaryotes synthesize hopanoids, structurally
similar compounds that do not incorporate oxygen in position
C-3 (Pearson et al., 2003; Lamb et al., 2007). Therefore, being
deeply rooted in the early history of eukaryotic life, the sterol
biosynthesis pathway can be considered as a prime example of
metabolic evolutionary conservation. It is believed that the Last
Eukaryotic Common Ancestor (LECA) already possessed some
of the metabolic enzymes of the present sterol pathway
(Desmond & Gribaldo, 2009). The presumed presence of a
primitive form of this pathway in the LECA is reflected by the
conservation of many aspects of the pathway in all sterol-pro-
ducing organisms.
Originally classified into three main variants yielding choles-
terol in animals, ergosterol in fungi and diverse phytosterols in
land plants (Fig. 1), it is now becoming evident that this subdivi-
sion oversimplifies the actual organization of the sterol biosynthe-
sis pathways. The recent increase in the number of sequenced
nonmodel organism genomes, and technical advances in genom-
ics and metabolomics triggered a re-evaluation of the organiza-
tion of sterol biochemistry in fungi (Weete et al., 2010), green
algae (Masse et al., 2004; Miller et al., 2012), choanozoa (Kodner
& Summons, 2008), kinetoplastids (Nes et al., 2012), dinoflagel-
lates (Leblond & Lasiter, 2012) and even land plants, in which
an alternative branch of the pathway has been discovered in
Arabidopsis thaliana (Ohyama et al., 2009).
Despite the diversity in the end products of the sterol biosyn-
thesis pathway, many upstream reactions and intermediates are
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ubiquitously conserved in the different taxonomical groups
(Fig. 1). Land plants and several photosynthetic organisms use
two distinct parallel pathways for the synthesis of terpenoid pre-
cursors. Generally, the sterol precursors are produced through
the cytosolic mevalonate (MVA) pathway, whereas precursors of,
for example, carotenoids are synthesized through the plastidic
methylerythritol phosphate (MEP) pathway. In green algae and
some members of red algae, however, the sterol building blocks
are provided by the MEP pathway because the MVA pathway
was lost in these organisms (Masse et al., 2004; Lohr et al., 2012).
Isopentenyl diphosphate (IPP) and dimethylallyl diphosphate
(DMAPP) are isomeric intermediates of both pathways. In the
MVA pathway, IPP is formed from mevalonate diphosphate
(MVAPP) and isomerized to DMAPP by isopentenyl diphos-
phate isomerase (IDI). The condensation of IPP and DMAPP
produces geranyl diphosphate (GPP), which forms farnesyl
diphosphate (FPP) by condensing with another molecule of IPP.
FPP is the substrate of squalene synthase, which initiates sterol
biosynthesis. The squalene in prokaryotes is cyclized to hopa-
noids by squalene-hopanoid cyclases (SHCs), whereas in eukary-
otes it is first epoxidized by squalene epoxidase (SQE) before
cyclization by an oxidosqualene cyclase (OSC). The cyclization
of 2,3-epoxysqualene to lanosterol in animals and fungi, and cy-
cloartenol in plants and green algae is catalysed by distinct OSCs:
lanosterol synthase (LAS) and cycloartenol synthase (CAS),
respectively. The next conserved reaction is catalysed by a cyto-
chrome P450 (P450), sterol-14-demethylase (CYP51), which
removes a methyl group from lanosterol in animals and fungi,
and from obtusifoliol, a product of cycloartenol conversions, in
the green lineage (i.e. the Viridiplantae that include land plants
and green algae). After this reaction, the synthesis of sterols






































































































Fig. 1 Conserved reactions of the
mevalonate (MVA) and sterol biosynthesis
pathways. Enzymes described in the text are
highlighted in bold. Chemical enzyme
inhibitors are indicated in italics, bold and
underlined font. IDI, isopentenyl diphosphate
isomerase; PMVK, phosphomevalonate
kinase; SQS, squalene synthase; SQE,
squalene epoxidase; OSC, oxidosqualene




MVA, mevalonate; MVAP, mevalonate
phosphate; MVAPP, mevalonate
diphosphate; IPP, isopentenyl diphosphate;
DMAPP, dimethylallyl diphosphate; GPP,
geranyl diphosphate; FPP, farnesyl
diphosphate; PSDP, presqualene
diphosphate.
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Contrary to the well understood biochemistry of sterols in ani-
mals, plants and fungi, our knowledge of other organisms, and in
particular the many groups of unicellular eukaryotes, remains
fragmentary. Although efforts to chemically characterize the ste-
rol composition of several diatom species have revealed a marked
diversity in products (Volkman, 2003; Rampen et al., 2010;
Giner & Wikfors, 2011), the diatom sterol biosynthesis pathway
remains unknown. Some diatom sterols seem to derive from cy-
cloartenol, like phytosterols, whereas others originate from lanos-
terol, making the collocation of the pathway in the tripartite
subdivision difficult (Rampen et al., 2010). Diatoms belong to
the same kingdom as the oomycetes, one of the rare eukaryotic
groups that have lost the ability to synthesize sterols during their
evolution (Gaulin et al., 2010). Therefore, the enzymatic and
genetic study of sterol biosynthesis in diatoms is fascinating, from
both evolutionary and ecological perspectives.
Here, we report the reconstruction of the MVA and sterol bio-
synthesis pathways of the model pennate diatom Phaeodactylum
tricornutum. Using DiatomCyc (www.diatomcyc.org; Fabris
et al., 2012) to identify the set of genes putatively involved in
diatom sterol synthesis, we mapped and experimentally validated
the main biochemical steps of the pathway. The proposed bio-
chemical route is a hybrid pathway that shares elements with
fungal and plant pathways. We report that diatoms, and many
other groups of marine organisms, surprisingly lack the ubiqui-
tously conserved SQE and harbour uncommon enzymes, includ-




Squalene, 2,3-epoxysqualene, cycloartenol, lanosterol, ergosterol,
fenpropimorph, fluconazole, imidazole and terbinafine were pur-
chased from Sigma-Aldrich, and Ro 48-8071 from Cayman
Chemicals (Ann Arbor, MI, USA).
Generation of plasmid vectors
Full-length (FL) genes were amplified from a cDNA library of
Phaeodactylum tricornutum (Huysman et al., 2013) with Prime-
STAR® HS DNA Polymerase (Takara Bio, O¯tsu, Japan), Gate-
wayTM cloned into pDONR221 (Invitrogen) and sequence
verified. PCR primers (Table S1) were designed with Vector NTI
(Invitrogen). Destination vectors were generated with the Gate-
wayTM cloning technology, unless specified otherwise.
For heterologous expression in Escherichia coli, pDEST17
(Invitrogen) was used. PtOSC was fused to Maltose Binding
Protein (MBP) at its N-terminus by cloning into an in-house
modified pDEST17 (pDEST17-MBP). For the co-expression of
PtIDISQS and SQE candidate genes, the PtIDISQS cassette
flanked by the T7 promoter and terminator was amplified with
SmaI and SpeI containing primers and cloned into the backbone
of pDONR223, de novo amplified by PCR to introduce compati-
ble restriction sites and remove the Gateway cassette.
For heterologous expression in Saccharomyces cerevisiae W303,
PHATRDRAFT_51757 and PHATRDRAFT_30461 were cloned
into pAG426GAL-ccdB and pAG423GAL-ccdB (Alberti et al.,
2007), respectively. For heterologous expression in S. cerevisiae
strain TM5 (Moses et al., 2014), PtOSC was cloned into
pAG423GAL-ccdB (Alberti et al., 2007).
Bacterial and yeast culturing
E. coli BL21 (DE3) (Invitrogen) transformants were grown in
Luria-Bertani (LB) broth supplemented with 50 mg l1 chloram-
phenicol and 100 mg l1 carbenicillin at 37°C until A600nm of 0.6.
Gene expression was induced with 1 mM isopropyl b-D-1-thioga-
lactopyranoside (IPTG), followed by a 48-h incubation at 20°C in
darkness. Cells were harvested and lyophilized for HPLC analysis.
S. cerevisiae transformants were selected on SD medium (Clon-
tech) containing appropriate drop out supplements (Clontech
Laboratories, Mountain View, CA, USA). W303 derived strains
were grown overnight in liquid medium at 30°C with shaking.
Gene expression was induced by inoculating washed precultures
in SD GAL/RAF medium (Clontech) containing appropriate
drop out supplements and incubated for 2 d at 30°C. TM5
derived strains were cultured as described (Moses et al., 2014).
Protein extraction and immunoblot analysis
Cells from a 200-ml E. coli culture were resuspended in phos-
phate buffered saline and lysed by sonication for 1 min with 10-s
pulses using a Heat Systems Ultrasonics sonicator (Heat Systems
Inc., Newtown, CT, USA). Cell lysates were directly used for in
vitro enzymatic assays or separated from cell debris by centrifuga-
tion at 10 000 g for 20 min. Protein purification was performed
using Ni-NTA Superflow resin (Qiagen). Immunoblot analysis
was carried out with Mini-PROTEAN® Precast Gels and related
equipment (Bio-Rad), anti-His Antibody Selector Kit (Qiagen),
HRP-linked anti-mouse antibody (GE Healthcare, Dienen,
Belgium) and the ClarityTM Western ECL Substrate (Bio-Rad).
Treatments with chemical inhibitors
Three-day-old P. tricornutum CCAP 1055/1 cultures grown in
ESAW medium (Berges et al., 2001) at 21°C in continuous light
(average intensity 75 lmol photons m2 s1), were treated in
triplicate with terbinafine, fluconazole, Ro 48-8071, fen-
propimorph or imidazole for 48 h. Samples were harvested 1, 2,
4, 6, 8, 12, 24 and/or 48 h after treatment. Mock treatments
were performed with the corresponding solvents: dimethyl sulf-
oxide for terbinafine and fenpropimorph, methyl acetate for Ro
48-8071, 10% ethanol for fluconazole, and water for imidazole.
Sterol extraction and gas chromatography –mass
spectrometry (GC-MS) analysis
Cells from 50 ml of P. tricornutum, 2 ml of E. coli, 1 ml of
S. cerevisiae W303 or 12 ml of S. cerevisiae TM5 cultures were
collected and snap frozen. Cells were lysed by incubation for
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10 min at 95°C in equal volumes (250 ll) of 40% KOH and
50% ethanol. Extraction was achieved by adding 900 ll hexane
to the lysate and collecting the organic phase. This procedure was
repeated two times. The pooled organic fractions were evaporated
and derivatised with 20 ll pyridine (Sigma-Aldrich) and 100 ll
N-methyl-N-(trimethylsilyl)trifluoroacetamide (Sigma-Aldrich).
Authentic standards were dissolved in hexane, evaporated and
derivatised similarly.
GC-MS analysis was performed with the GC model 6890 and
MS model 5973 (Agilent, Santa Clara, CA, USA). One microlitre
of sample was injected in splitless mode into a VF-5ms capillary
column (Varian CP9013; Agilent). Helium carrier gas was set at
a constant flow of 1 ml min1. The injector temperature was set
to 280°C and the oven temperature was programmed as follows:
80°C for 1 min post injection; ramped to 280°C at 20°Cmin1,
held at 280°C for 45 min, ramped to 320°C at 20°Cmin1, held
at 320°C for 1 min and cooled to 80°C at 50°Cmin1 at the end
of the run. The MS transfer line was set to 250°C, the MS ion
source to 230°C, and the quadrupole to 150°C, throughout. Full
EI-MS spectra were generated by scanning the m/z range of 60–
800 with a solvent delay of 7.8 min.
Extraction and quantification of lycopene
Aliquots of lyophilized E. coli samples were weighed (0.1 mg
accuracy) and extracted with acetone : water, 90 : 10 (v/v) and
sonicated with a tip sonicator at 40W for 30 s, 2-s pulses.
Extracts were filtered through a 0.2-lm Alltech® nylon
syringe filter (Thermo Fisher Scientific, Waltham, MA, USA)
to remove cell debris and injected into an Agilent 1100 series
HPLC system equipped with a Grace® reverse phase Eclipse
XDB C18 column (1509 4.6 mm; 3.5 lm). Lycopene was
analysed as described (Van Heukelem & Thomas, 2001)
using two solvents: solvent A, 70 : 30 (v/v) methanol, 28 mM
aqueous N-tert-butylacrylamide (TBAA), pH 6.5; solvent B,
methanol. Lycopene was identified by comparing retention
times and absorption spectra, and quantified by calculating
response factors, using pure lycopene standards (DHI,
Hørsholm, Denmark).
Gene silencing in P. tricornutum
The PtOSC RNA interference (RNAi) construct was prepared as
described elsewhere (De Riso et al., 2009) using the primers listed
in Supporting Information Table S1. P. tricornutum cells were
transformed with PtOSC-RNAi or empty pAF6 vectors by biolis-
tic transformation as reported (Falciatore et al., 1999) with a
PDS-1000/HeTM System (Bio-Rad). Transformants were selected
and cultivated on ESAW medium containing 100 lg ml1
phleomycin.
Nile Red staining and fluorescence microscopy
One millilitre of P. tricornutum culture was stained with 5 ll
Nile Red (9-(diethylamino)-5H benzo [a] phenoxazin-5-one)
(from a stock solution of 2 mg ml1 in acetone) and
incubated for 15 min in the dark. Fluorescence microscopy
images were acquired with a Zeiss Axio Imager.M2m micro-
scope (Carl Zeiss, Germany) as described previously (Green-
span et al., 1985).
Quantitative real-time PCR (qRT-PCR) analysis
cDNA was generated with iScript (Bio-Rad) from RNA extracted
with RNeasy (Qiagen) from P. tricornutum cultures. qRT-PCR
was carried out with a Lightcycler 480 (Roche) and SYBR Green
QPCR Master Mix (Stratagene, La Jolla, CA, USA). Histone H4
(H4) and Tubulin b chain (TubB) were used as the reference
genes for normalisation (Siaut et al., 2007). Primers for amplifi-
cation of PtOSC (Table S1) were designed with Beacon Designer
(Premier Biosoft; www.premierbiosoft.com).
Results
P. tricornutum cultures accumulate the C-28 sterols
brassicasterol and campesterol
In order to profile the pool of sterols produced by P. tricornutum,
we analysed 3-d-old cultures with GC-MS. P. tricornutum only
accumulated C-28 sterols, mainly brassicasterol (24-methylcho-
lest-5,22-dien-3b-ol) and campesterol (24-methylcholest-5-en-
3b-ol) (Fig. 2), in agreement with earlier reports (Rampen et al.,
2010).
In silico reconstruction of the P. tricornutum sterol
pathway
We mined DiatomCyc (www.diatomcyc.org; Fabris et al., 2012)
to retrieve the set of genes putatively encoding the biosynthetic
enzymes involved in MVA and sterol biosynthesis in
P. tricornutum. The identified genes, listed in Table 1, generally
show homology with orthologues from plants, yeast, algae and
animals, with high orthology scores (Table S2). Most genes
lacked either a correct start or stop codon or both, thus their gene
models were manually corrected with the aid of in-house avail-
able RNA-Seq data and uploaded in DiatomCyc v2.0 (Fabris
et al., 2012).
We identified the whole set of genes encoding the enzymes
involved in the MVA pathway (Fig. 3). Many of these genes show
pronounced similarity with plant orthologues (Tables 1, S2), in
accordance with the fact that this pathway also provides the sterol
precursors in plants, but not in green algae, in which it is lost.
Initially, a phosphomevalonate kinase (PMVK) could not be
identified in P. tricornutum by the orthology prediction method
(Fabris et al., 2012), or by BLAST searches on the NCBI and JGI
databases (http://genome.jgi-psf.org/Phatr2/Phatr2.home.html),
whereas we could find corresponding orthologues in all other
sequenced diatom genomes. By performing BLAST searches with
Arabidopsis PMVK (At1g31910) as the query sequence and pub-
lic and in-house generated P. tricornutum transcript sequences,
we identified a 1395-nt transcript encoding the missing PMVK.
The novel PtPMVK transcript could be mapped, in reverse
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orientation, onto a specific region on chromosome 4
(chr_4:691145-692539), as part of the locus
PHATRDRAFT_44478, erroneously predicted as an intron (Fig.
S1).
P. tricornutum possesses two isoforms of IDI, encoded by
PHATRDRAFT_12533 and PHATRDRAFT_12972 (Fig. 3),
and localized on chromosome 8 and 10, respectively. Although
the first exists as an independent ORF, the latter is part of an
elongated gene model, not predicted by the original genome
annotation (Bowler et al., 2008). Remarkably, the manual refine-
ment of the gene model revealed an in-frame fusion with the only
locus encoding the SQS enzyme (PHATRDRAFT_13160). GPP
is generated by the GPP synthases PHATRDRAFT_47271 and
PHATRDRAFT_49325. Likely, the latter also catalyses the
subsequent conversion to FPP, as it shows high similarity with
ERG20, which in S. cerevisiae catalyses both reactions (Tables 1,
S2).
Beyond FPP, the P. tricornutum sterol biosynthesis pathway is
predicted to involve 11 genes (Table 1) that encode enzymes nec-
essary for the conversion of squalene to the sterols brassicasterol
and campesterol. These enzymes allow different hypothetical
pathway reconstructions; both of the synthetic routes used by
fungi and plants are theoretically possible (Figs 1, 3). Among the
identified genes we found a single OSC, encoded by a noticeably
extended ORF. Another fact that emerged from the in silico
analysis of the pathway is the lack of a conventional SQE. The
two latter observations, the occurrence of the IDI-SQS fusion
gene, and the overall pathway structure were investigated further.
Identification of the IDI-SQS fusion gene in P. tricornutum
The gene model of the ORF that putatively encodes a fusion
enzyme with predicted IDI and SQS activities was manually
adjusted, resulting in a 2335-nt long ORF. Originally predicted
as independent adjacent ORFs, PHATRDRAFT_12972 (PtIDI)
and PHATDRAFT_13160 (PtSQS) are actually spaced by a short
coding sequence that does not include stop codons. The encoded
protein consists of 763 amino acids (AAs) subdivided in a NU-
DIX hydroxylase/isopentenyl diphosphate delta-isomerase
domain at the N-terminus and a squalene/phytoene synthase
domain at the C-terminus (Fig. 4a), both sharing high similarity
with the IDI and SQS enzymes of brown and green algae, respec-
tively (Table S2). The same IDI-SQS fusion gene is present in all
sequenced diatoms, as well as in Aureococcus anophagefferens and
Ectocarpus siliculosus (Fig. S2), suggesting that it is conserved
among Stramenopiles. A notable exception is the parasitic hetero-
kont oomycete Phytophthora, which possesses the IDI gene, but
lacks the SQS gene, as well as the whole sterol biosynthesis path-
way (Gaulin et al., 2010).
The in silico predicted IDI-SQS gene structure was validated at
the transcript level by mining public and in-house generated
P. tricornutum transcript sequences and by performing RT-PCR
(Fig. 4b), and at the protein level by producing recombinant
PtIDISQS proteins in E. coli (Fig. 4c).
Functional characterization of PtIDISQS
The isomerization of IPP to DMAPP is a key step in the biosyn-
thesis of triterpenoids through the MVA pathway. Also for IPP
synthesized through the MEP pathway, the equilibrium of the
conversion favours the formation of DMAPP, which is consid-
ered a rate-limiting step for the synthesis of other isoprenoids
such as the carotenoids (Sun et al., 1998). Therefore, we evalu-
ated the functionality of the IDI domain of PtIDISQS in E. coli
transformed with the pAC-LYC plasmid that carries a set of
Erwinia herbicola genes that enable the synthesis of the caroten-
oid lycopene (Cunningham & Gantt, 2007). E. coli transformed
with pAC-LYC yield pink colonies, due to the accumulation of
lycopene made from DMAPP and IPP precursors provided by
the endogenous MEP pathway of the bacteria. Enhancing IDI
activity results in increased lycopene accumulation, producing a
visible change in the colour of E. coli cultures (Cunningham &
Gantt, 2007). Accordingly, expression of PtIDISQS produced
darker pink coloured cells resulting from an increased accumula-
tion of lycopene (Fig. 5a), demonstrating the functionality of the
IDI domain in the fusion protein.
In order to determine whether PtIDISQS also encodes a func-
tional SQS, its ability to convert FPP to squalene was tested in
E. coli as well. Wild-type E. coli does not synthesize squalene or
sterols, but naturally produces FPP. Plasmids carrying PtIDISQS
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Fig. 2 Phaeodactylum tricornutum sterol composition. (a) GC-MS
chromatogram of a TMS-derivatised extract from a 3-d-old P. tricornutum
culture. (b, c) EI-MS spectra of TMS-derivatised brassicasterol (b) and
campesterol (c) standards. (d, e) Structures of TMS-campesterol (d) and
TMS-brassicasterol (e).
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expression, the nonsaponifiable lipid fraction was extracted and
analysed with GC-MS. The resulting chromatograms showed a
recurrent small peak corresponding to squalene in strains express-
ing PtIDISQS, but not in control strains (Fig. 5b,c), confirming
the predicted SQS activity of the fusion enzyme, as well as sup-
porting the occurrence of squalene as a sterol pathway intermedi-
ate in P. tricornutum.
Many Stramenopiles lack a conventional SQE gene
Because we could not identify SQE orthologues in the
P. tricornutum genome in the dataset generated for the recon-
struction of DiatomCyc, we performed an extensive BLASTP
search in eukaryotes, excluding the group of fungi, animals and
land plants, and using the SQE sequences from S. cerevisiae,
Homo sapiens and Arabidopsis as queries. Surprisingly, SQE
seemed to be widely absent in the analysed groups, as already
noticed previously for some of the species therein (Desmond &
Gribaldo, 2009), particularly in most of the analysed Strameno-
piles, with the exception of E. siliculosus and the oomycete patho-
gens Aphanomyces eusteiches and Saprolegnia diclina. No hits were
obtained in any Alveolata and Choanoflagellida either, but SQE
seemed to be conserved in the red and green algal lineages, with
the exception of Chlamydomonas reinhardtii (Fig. 6).
Chemical inhibitor treatments indicate that
2,3-epoxysqualene is a sterol pathway intermediate in
P. tricornutum
The absence of a conventional SQE raised the question of
whether diatoms would use 2,3-epoxysqualene as the precursor
for the cyclization step. To determine this, we treated diatom
Table 1 List of genes putatively involved in the mevalonate (MVA) and sterol biosynthesis pathway of Phaeodactylum tricornutum
Gene ID EC # Predicted function
Closest orthologue in orthology-prediction (DiatomCyc)1
(score) GeneID (organism)
1st InParanoid hit 2nd InParanoid hit
PHATRDRAFT_23913 2.3.1.9 Acetyl-coa c-acetyltransferase (423) AT5G47720 (A. thaliana) (399) YPL028W (S. cerevisiae)
PHATRDRAFT_16649 2.3.3.10 Hydroxymethylglutaryl-CoA
(HMG-CoA) synthase
(385) AT4G11820 (A. thaliana) (355) 3157 (H. sapiens)
PHATRDRAFT_16870 1.1.1.34 Hydroxymethylglutaryl-CoA
(HMG-CoA) reductase
(410) AT1G76490 (A. thaliana) (270) MJ0705 (M. jannaschii)
PHATRDRAFT_53929 2.7.1.36 Mevalonate kinase (164) YMR208W (S. cerevisiae) (140) 4598 (H. sapiens)
PHATRDRAFT_44478 2.7.4.8 Phosphomevalonate kinase – –
PHATRDRAFT_BD1325 4.1.1.33 Diphosphomevalonate decarboxylase (318) AT2G38700 (A. thaliana) (315) 4597 (H. sapiens)




PHATRDRAFT_12533 5.3.3.2 Isopentenyl-diphosphate d-isomerase (265) CHLREDRAFT_24471
(C. reinhardtii)
(156) 3422 (H. sapiens)
PHATRDRAFT_131602 2.5.1.21 Squalene synthase (279) OSTLU_31144
(O. lucimarinus)
(274) 2222 (H. sapiens)
PHATRADRFT_47271 2.5.1.1 Geranyl-diphosphate synthase (309) 9453(H. sapiens) (202) YPL069C (S. cerevisiae)
PHATRDRAFT_49325 2.5.1.1 Geranyl-diphosphate synthase (343) Ot03g02400 (O. tauri) (340) YJL167W (S. cerevisiae)
PHATRDRAFT_49325 2.5.1.10 Farnesyl-diphosphate synthase (343) Ot03g02400 (O. tauri) (340) YJL167W (S. cerevisiae)
not found 1.14.99.7 Squalene epoxidase – –
PHATR_6452 5.4.99.8 Oxidosqualene cyclase (602) Ot03g00850 (O. tauri) (596) AT2G07050 (A. thaliana)
PHATRDRAFT_10824 2.1.1.41 24-methylenesterol
C-methyltransferase
(301) AT5G13710 (A. thaliana) (296) OSTLU_30710 (O. lucimarinus)
PHATRDRAFT_49447 5.5.1.9 Cycloeucalenol cycloisomerase (250) Ot04g04910 (O. tauri) (231) OSTLU_6401 (O. lucimarinus)
PHATRDRAFT_31339 1.14.13.70 14-a-demethylase (435) CMS319C (C. merolae) (427) OSTLU_43938 (O. lucimarinus)
PHATRDRAFT_10852 1.14.13.72 Methylsterol monooxygenase (82) AT1G07420 (A. thaliana) –
PHATRDRAFT_48864 1.1.1.170 3-b-hydroxysteroid-4-a-carboxylate
-3-dehydrogenase
(318) Ot04g04390 (O. tauri) (305) OSTLU_87094 (O. lucimarinus)




PHATRDRAFT_14208 1.14.21.6 d-7-sterol d-5-dehydrogenase (193) AT3G02580 (A. thaliana) (178) CHLREDRAFT_59933
(C. reinhardtii)
PHATRDRAFT_30461 1.3.1.21 D7-sterol reductase (426) AT1G50430 (A. thaliana) –
PHATRDRAFT_51757 1.3.1.-. sterol C-22 desaturase (230) CHLREDRAFT_196874
(C. reinhardtii)
(219) CMJ284C (C. merolae)
Genes retrieved from DiatomCyc are listed with their predicted function and first and second InParanoid hits determined in (Fabris et al., 2012) and listed in
Supporting Information Table S2.
1Stramenopiles are excluded.
2Reconstructed gene models are discussed in the text.
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cultures with terbinafine and Ro 48-8071, specific inhibitors of
conventional SQE and OSC enzymes, respectively. Pilot experi-
ments revealed that P. tricornutum cultures could be treated with
40 lM terbinafine without major growth impairments, but that
Ro 48-8071 at a concentration of 30 lM killed them within
48 h. Therefore, time course experiments were initiated, both





















































































































































Fig. 3 In silico reconstruction of the
mevalonate (MVA) and sterol biosynthesis
pathways of Phaeodactylum tricornutum.
The numbers above the arrows indicate the
PHATRDRAFT accession number of the
corresponding enzyme. Dark and light grey
shading indicate similarities with the sterol
biosynthesis of plants and fungi, respectively.
Chemical enzyme inhibitors are indicated in
italics, bold and underlined font. See Fig. 1
for explanation of abbreviations.
(a)
(b) (c)
Fig. 4 The Phaeodactylum tricornutum PtIDISQS fusion gene. (a) Schematic organization of the IDI and SQS domains in PtIDISQS according to
InterProScan predictions (Hunter et al., 2009). Numbers refer to the approximate amino acid (AA) residue position. (b) RT-PCR amplification of PtIDISQS
from cDNA of P. tricornutum. (c) Immunoblot analysis with anti-His antibodies of Escherichia coli BL21 (DE3) samples expressing 6xHis-PtIDISQS (lane 1)
or 6xHis-PtEDA (Fabris et al., 2012) as a control (lane 2). According to the in silico predictions, the 6xHis-PtIDISQS protein should have a mass of 87.7
kDa, which is in agreement with the size of the product found.
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In accordance with the predicted absence of a conventional
SQE, treatments with 40 lM terbinafine had no effect on
growth, appearance or squalene accumulation in P. tricornutum
cultures, not even at higher concentrations (up to 340 mM). Ter-
binafine treatment triggered some accumulation of ergosterol
(Fig. 7b), perhaps because of interference with another oxidore-
ductase in the pathway, such as PHATRDRAFT_30461 or
PHATRDRAFT_51757.
By contrast, P. tricornutum cells treated with 10 lM Ro 48-
8071 displayed pronounced growth effects 8–12 h after treat-
ment, and accumulated both squalene and 2,3-epoxysqualene
(Fig. 7a). Furthermore, Ro 48-8071-treated cells accumulated
intracellular lipid droplets, as became apparent after staining with
Nile Red (Fig. 7e). Overall, these findings confirm that diatoms
produce sterols through the cyclization of the conventional pre-
cursor 2,3-epoxysqualene by a conventional OSC but using a
nonconventional, terbinafine-insensitive SQE enzyme to generate
the 2,3-epoxysqualene precursor.
Screening for the P. tricornutum SQE
We mined the P. tricornutum genome for genes possibly encod-
ing enzymes catalysing epoxidation of squalene to 2,3-epoxysqua-
lene. This led to a list of candidate SQEs that included P450s,
FAD-dependent monooxygenases, carotenoid epoxidases and
hydroxylases (Table S3). Given its extended structure (see further
below), the P. tricornutum OSC was included in this list as well,
as a possible multifunctional SQE-OSC enzyme.
First, we attempted to detect SQE activity in an in vitro
assay, using lysates of E. coli cells transformed with pDEST17
plasmids carrying the candidate genes. Established protocols
were followed for in vitro SQE activity determination (Na-
gumo et al., 1995; Laden et al., 2000; Germann et al., 2005)
using nonlabelled squalene, with or without the Arabidopsis
Cytochrome P450 reductase, an enzyme required for func-
tional reconstitution of most P450 and FAD monooxygenases.
However, no 2,3-epoxysqualene could be detected by GC-MS
in any of the samples. Deletion of the putative targeting pep-
tide of PtOSC (see next paragraph) or the transmembrane
domains of PHATRDRAFT_46438, PHATRDRAFT_26422
and PHATRDRAFT_45845 in an attempt to optimize did not
lead to any detectable SQE activity, either. Second, we
exploited the ability of E. coli cells expressing PtIDISQS to
accumulate low amounts of squalene (Fig. 5b) to detect
potential SQE activity of the candidate genes in vivo. This
assay also did not reveal any accumulation of 2,3-epoxysqua-
lene. Because immunoblot analysis of tagged versions of the
candidate SQEs indicated that most of them were not or
hardly expressed in the transformed E. coli cells (data not
shown), we did not pursue SQE discovery any further.
Diatoms possess an extended OSC gene
We identified the locus PHATRDRAFT_645 as part of an ORF
putatively encoding an OSC. The gene model provided by the
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Fig. 5 Enzymatic activity of PtIDISQS. (a) Screening of lycopene
accumulation in Escherichia coli cells transformed with the pAC-
LYC plasmid. Quantification by HPLC of the lycopene content of
E. coli colonies transformed with the pAC-LYC and IDI expression
plasmids. Bacterial pellets showing a darker pink colour indicate
an increased IDI activity caused by PtIDISQS overexpression (see
insets on top). As a positive control, E. coli cells co-transformed
with the IDI gene of E. herbicola (Eh-ipi) (Cunningham & Gantt,
2007) were used. As a negative control, E. coli cells transformed
with the PtEDA gene were used. The latter strain indicates the
basal amounts of lycopene accumulation caused by the
endogenous idi gene of E. coli. Error bars,  SE of the mean
(n = 3). (b) GC-MS chromatogram of E. coli BL21 (DE3) cells
expressing PtIDISQS and showing accumulation of squalene
(peak1), compared to E. coli cultures expressing PtEDA as negative
control. (c) Comparison of the MS of an authentic squalene
standard with that of peak 1 from panel (b).
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JGI assembly (Bowler et al., 2008) was incomplete and wrongly
annotated as acetyl coenzyme A synthase. Therefore, it was manu-
ally adjusted, resulting in an ORF of 2931 nt, denominated
PtOSC and spanning the coding regions of both the preceding
and the succeeding gene on chromosome 11,
PHATRDRAFT_46724 and PHATRDRAFT_46726. The recon-
structed PtOSC model was confirmed at the transcript level by
mining of public and in-house generated P. tricornutum transcript
sequences and by RT-PCR analysis, producing a single band of
the predicted size (Fig. S3a). Notably, as for the PtIDISQS gene, a
similarly extended OSC locus could be identified in all annotated
diatom genomes (Fig. S4). In the predicted PtOSC protein, the
sequence corresponding to the first 46 N-terminal AAs is possibly
part of an ER-targeting peptide (Emanuelsson et al., 2007), the
following 103 AAs potentially correspond to three transmem-
brane domain repeats (Emanuelsson et al., 2007), and the C-ter-
minus shows similarity to common CAS and LAS enzymes.
Although all diatom OSC sequences share an N-terminal exten-
sion, its sequence is apparently species-specific and not conserved
among diatoms (Fig. S4). The existence of the FL protein could
not be verified yet as tagged versions could not be expressed in
E. coli or S. cerevisiae, perhaps due to differences in codon usage,
the considerable size of the polypeptide and/or the presence of
potential membrane targeting domains at the N-terminus. There-
fore, a truncated version of PtOSC, in which the N-terminal 46
AAs were removed, was fused to MBP and expressed in E. coli.
Immunoblot analysis revealed the existence of a large protein of c.
104 kDa (Fig. S3b), matching the in silico predicted protein
model.
PtOSC encodes a cycloartenol synthase (CAS)
Being a highly conserved enzyme, the specificity of an OSC can
be inferred from the AA residues at positions 381, 449 and 453
(numbering relative to the OSC of H. sapiens) that are specific for
the formation of cycloartenol (Y381,H449,I453) or lanosterol
(T381,C/Q449,V453) (Fig. S4) (Summons et al., 2006), which
would simultaneously also allow location of this portion of the
diatom pathway within the photosynthetic or the nonphotosyn-
thetic lineage, respectively. Analysis of these active site residues in
PtOSC suggested that P. tricornutum, as well as other diatoms,
cyclizes 2,3-epoxysqualene to cycloartenol (Fig. S4), like plants
and in agreement with previous postulations for the Thalassiosira
pseudonana OSC (Desmond & Gribaldo, 2009).
We were not able to detect any enzymatic activity with the
truncated, recombinant PtOSC protein produced in E. coli (Fig.
S3b). Considering the inefficient expression of tagged PtOSC,
either in E. coli or S. cerevisiae, we assessed PtOSC activity in a
yeast strain (TM5) that we have engineered for high, inducible,
accumulation of 2,3-epoxysqualene (Moses et al., 2014). Expres-
sion of full-length, nontagged PtOSC in this strain led to the
accumulation of cycloartenol, indicating that PtOSC encodes a
CAS (Fig. 8a).
Additionally, we employed a pharmacological approach and
determined the accumulation of sterol pathway intermediates in
P. tricornutum cultures treated with different concentrations of
fluconazole, a specific inhibitor of CYP51 (PHATR-
DRAFT_31339), another conserved enzyme in the sterol path-
way acting downstream of the OSC (Fig. 3). The strongest
effect of fluconazole on P. tricornutum cultures was observed to
occur 48 h after treatment at a concentration of 653 mM
(200 mg ml1), but lower concentrations (tested down to
30 lM) produced similar results (data not shown). No visible
effects on growth were apparent, even at the highest concentra-
tion tested, but GC-MS analysis demonstrated the presence of
two distinct peaks, as compared to the mock-treated samples
(Fig. 7c). The first corresponds to obtusifoliol (Figs 7c, S5), a
known derivative of cycloartenol in plants, thus confirming the
Bacillariophyta Phaeodactylum tricornutum Chlorophyta Ostreococcus tauri
Bacillariophyta Thalassiosira pseudonana Chlorophyta Ostreococcus lucimarinus
Bacillariophyta Thalssiosira oceanica Chlorophyta Micromonas pusilla
Bacillariophyta Fragilariopsis cylindrus Chlorophyta Chlamydomonas reinhardtii
Bacillariophyta Pseudo-nitzschia multistriata Chlorophyta Chlorella variabilis
Pelagophyceae Aureococcus anophagefferens Chlorophyta Volvox carteri
Oomycetes Albugo laibachii Chlorophyta Coccomyxa subellipsoidea
Oomycetes Phytophthora infestans Chlorophyta Bathycoccus prasinos
Oomycetes Aphanomyces euteiches Chlorophyta Chlorella variabilis
Oomycetes Saprolegnia diclina
PX clade Ectocarpus siliculosus
Kinetoplastida Trypanosoma cruzi
Apicomplexa Toxoplasma gondii Kinetoplastida Leishmania braziliensis
Apicomplexa Neospora caninum Kinetoplastida Strigomonas culicis
Perkinsea Perkinsus marinus Kinetoplastida Angomonas deanei
Cryptophyta Pyrenomonadales Guillardia theta
Bangiophyceae Cyanidioschyzon merolae
Choanoflagellida Salpingoeca sp. Bangiophyceae Galdieria sulphuraria
Choanoflagellida Monosiga brevicollis






Fig. 6 Conservation (grey) and loss (black) of the SQE gene in representative organisms belonging to the groups of Stramenopiles, green algae, Alveolata,
Choanoflagellida, Kinetoplastids, Cryptophyta, Heterolobosea and Rizharia, according to BLASTP searches.
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specificity of PtOSC. The second peak is an unknown steroid
compound with the formula weight 428, which possibly corre-
sponds to a reduced form of obtusifoliol (Fig. S5).
In order to further support the role of PtOSC in diatom sterol
biosynthesis, P. tricornutum cells were transformed with RNAi
constructs targeting this gene within the locus PHATRDRA
.FT_645. No detectable amounts of OSC precursors accumu-
lated in the PtOSC RNAi lines but they exhibited a striking phe-
notype characterized by dramatically impaired growth, reduced
sterol content, and a significant increase in lipid accumulation
(Fig. 8b–d). These phenotypes are typical for unicellular organ-




Fig. 7 Chemical perturbation of Phaeodactylum tricornutum sterol synthesis. (a–d) GC-MS chromatograms of TMS-derivatised nonsaponifiable lipid
extracts of P. tricornutum cells treated for 12 h with 10 lM Ro 48-8071 (a), 40 lM terbinafine (b), 653mM fluconazole (c) and 82.4mM fenpropimorph
(d) and compared to the respective mock treatments. Peak numbering: 1, TMS-brassicasterol; 2, TMS-campesterol; 3, TMS-ergosterol; 4, squalene; 5, 2,
3-epoxysqualene; 6, Ro 48-8071; 7, TMS-obtusifoliol; 8, TMS derivative of unknown steroid compound of FW 500; 9, putative TMS-fecosterol; 10, TMS-
cycloartenol. EI-MS spectra of these peaks are given in Supporting Information Fig. S5. (e) Effects of Ro 48-8071 on lipid accumulation in P. tricornutum
cells. Upper and lower panels show differential interference contrast (DIC) images of P. tricornutum cells and epifluorescence images of the same cells
upon staining with Nile Red, to visualise intracellular lipids. Bars, 3 lm.
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Ta et al., 2012). Also in plant and yeast cells, the perturbation of
the sterol metabolism through chemical inhibitors causes the
appearance of lipid droplets, whereas in human cells, the block-
age of HMGR, catalysing the rate-limiting step of the MVA
pathway, triggers accumulation of polyunsaturated fatty acids
and upregulation of fatty acid biosynthesis genes (Wentzinger
et al., 2002; Plee-Gautier et al., 2012; Ta et al., 2012). Hence,
these findings confirm the involvement of PtOSC in the sterol
pathway and support the link between sterol biosynthesis and
lipid accumulation, already observed after treatment with Ro 48-
8071, the specific inhibitor of conventional OSC enzymes
(Fig. 7e).
P. tricornutum employs a chimeric sterol synthesis route
The chemical fenpropimorph has strong effects and possibly
multiple targets in sterol and other synthesis pathways in
eukaryotes. Although drug concentrations between 50 and
100 lg ml1 rapidly killed P. tricornutum cells, treatments at
concentrations of 12.5 and 25 lg ml1 caused an altered sterol
profile. GC-MS analysis of sterols accumulated by
fenpropimorph-treated diatom cultures revealed the presence of
cycloartenol and another peak, presumably fecosterol (Figs 7d,
S5), a typical fungal sterol. The accumulation of cycloartenol,
which further confirms the predicted activity of PtOSC, is likely
caused by the inhibition of the methylsterol monooxygenase
encoded by PHATRDRAFT_10852, as this enzyme type is also
a known target of fenpropimorph (Burden et al., 1989). The
presence of fecosterol may be supported by the fact that the
enzyme D7-sterol isomerase, likely encoded by
PHATRDRAFT_36801, that converts this compound to epister-
ol, is a known target of fenpropimorph (Campagnac et al.,
2009). Based on the outcomes of the inhibitor treatments, the
full P. tricornutum sterol pathway could be tentatively recon-
structed and is proposed to be a hybrid of the plant and fungal




Fig. 8 PtOSC is a cycloartenol synthase. (a)
Cycloartenol synthase activity of PtOSC in
transformed yeast cells. Overlay of GC
chromatograms showing accumulation of
cycloartenol in cells transformed with PtOSC
but not in control cells (CTR). Blue,
Cycloartenol standard; red, PtOSC; black,
CTR. The inset shows the EI-MS spectrum of
trimethylsilylated cycloartenol. The GC
retention time and EI-MS spectra of
cycloartenol produced in yeast match those
of the authentic standard. (b–d) Effects of
PtOSC silencing in transformed
Phaeodactylum tricornutum cells. (b) qRT-
PCR analysis of PtOSC transcript levels in
PtOSC RNAi lines (KD) relative to control
lines transformed with the pAF6 vector. The
expression ratio was normalized to the
pAF6_1 control line. Error bars,  SE of the
mean (n = 3). (c) GC-MS chromatograms of
the TMS-derivatised nonsaponifiable lipid
fraction of PtOSC-KD1, showing a dramatic
decrease in the accumulation of the main
steroid compound compared to the pAF6
control line. Peak numbering: 1, TMS-
brassicasterol; 2, TMS-campesterol. (d)
Effects of PtOSC silencing on lipid
accumulation in cells of 3-d-old
Phaeodactylum tricornutum cultures. Upper
and lower panels show differential
interference contrast (DIC) images of
P. tricornutum cells and epifluorence images
of intracellular lipid accumulation, in cells
stained with Nile Red. Bars, 3 lm.
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The enzymes D7-sterol reductase and sterol C-22
desaturase catalyse the final steps in the synthesis of the
main P. tricornutum sterols
The genes PHATRDRAFT_30461 and PHATRDRAFT_51757
putatively encode a sterol D7-reductase and a sterol C-22
desaturase, respectively (Table 1). Both show high similarity to
reported Arabidopsis sterol enzymes (Table S2). PHATRDRAFT_
30461 is the putative orthologue of DWARF5 (At1g50430) that
encodes a sterol D7-reductase, whereas PHATRDRAFT_51757 is
the putative orthologue of At2g34490, which encodes a P450 of
the CYP710 subfamily with sterol 22-desaturase activity (Morika-
wa et al., 2006). In our proposed pathway reconstruction (Fig. 3),
these enzymes are associated with the last two reactions, theoreti-
cally converting ergosterol to campesterol (PHATRDRAFT_
30461) and subsequently to brassicasterol (PHATRDRAFT_
51757), the two main sterols found in P. tricornutum (Fig. 2).
In order to confirm their predicted activity, both genes
were cloned and expressed in S. cerevisiae, which naturally
accumulates ergosterol as the main sterol compound. GC-
MS analysis of yeast expressing PHATRDRAFT_30461
confirmed its D7-reductase activity and its capacity to con-
vert ergosterol to campesterol (Fig. 9a). Additionally, in the
same samples, brassicasterol was also detected, presumably as
a result of a desaturation of campesterol in position C-22
by ERG5, the endogenous C-22 sterol reductase. Both ster-
ols were also detected in yeast cells expressing both diatom
genes (Fig. 9b). In support of the possible activity of
PHATRDRAFT_51757 in converting campesterol to
brassicasterol, we observed that in the presence of increasing
concentrations of imidazole, which inhibits P450s of the
CYP710 subfamily with minor specificity, P. tricornutum
cultures increasingly accumulate campesterol in a concentra-
tion-dependent manner (Fig. 9c).
Discussion
Reconstruction of the Phaeodactylum tricornutum sterol
synthesis pathway
Through computational analysis, we reconstructed the sterol bio-
synthesis pathway of P. tricornutum in silico. Several elements of
the predicted pathway were experimentally supported with data
from pharmacological assays, metabolite profiling of wild-type
and transgenic P. tricornutum lines, and activity assays using
recombinant P. tricornutum enzymes produced in bacteria and
yeast. Together these data suggest that P. tricornutum utilizes a
chimeric pathway that leads to the main sterols brassicasterol and
campesterol, and has the initial and final parts in common with
the pathway from plants, whereas the central part appears to be
similar to that of fungi (Fig. 3). This supports the postulation,
based on phylogenomic analysis only, that another model dia-
tom, T. pseudonana, also has a sterol pathway that displays a mix-
ture of features from fungi, animals and land plants (Desmond
& Gribaldo, 2009).
Based on our analysis, the following reaction scheme is postu-
lated. Despite the absence of a conventional SQE, P. tricornutum
also generates 2,3-epoxysqualene as the precursor for the
(a) (b)
(c)
Fig. 9 Functional characterization of
PHATRDRAFT_30461 and
PHATRDRAFT_51757. (a, b) GC-MS
chromatograms of TMS-derivatised
nonsaponifiable lipid extracts of
Saccharomyces cerevisiae cells expressing
PHATRDRAFT_30461 alone (a) or in
combination with PHATRDRAFT_51757 (b)
compared to controls transformed with
corresponding empty vector(s). (c) GC-MS
chromatograms showing the perturbed sterol
composition of Phaeodactylum tricornutum
cultures treated for 48 h with 368 lM or
1.4mM imidazole, and compared to mock-
treated cultures. Peak numbering: 1, TMS-
brassicasterol; 2, TMS-ergosterol; 3, TMS-
campesterol.
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cyclization to cycloartenol, like plants and green algae. Cycloarte-
nol is then methylated at C-24 by PHATRDRAFT_10824, a ste-
rol methyltransferase yielding 24-methylene-cycloartenol. One of
the two methyl groups at C-4 is then removed by the subsequent
actions of three enzymes. The first is the methylsterol monooxy-
genase encoded by PHATRDRAFT_10852, which shows signifi-
cant similarity with plant orthologues. The resulting
hydroxysterol is decarboxylated on the C-4 hydroxy-methyl
group and at the same time dehydrogenated on the hydroxyl
group at the C-3 carbon by an NADPH-dependent reaction,
catalysed by a 3b-hydroxysteroid-4a-carboxylate-3-dehydroge-
nase encoded by PHATRDRAFT_48864, with highest orthol-
ogy scores to the Ostreococcus enzymes postulated previously
as the homologues of the yeast C-3 dehydrogenase/C-4
decarboxylase ERG26 (Desmond & Gribaldo, 2009). The
resulting keto-sterol requires a reduction of the oxygen at
C-3 in order to be further converted. This step requires a
3-keto-steroid reductase, which is currently unidentified in
plants and algae. We postulate that a reductase involved in
other reactions might have acquired specificity for keto-ster-
ols. For example, using Pathologic (Karp et al., 2002), we
identified PHATRDRAFT_5870, encoding a short-chain
dehydrogenase/reductase as the best candidate for this reac-
tion, potentially yielding the molecule cycloleucalenol, the
typical precursor of obtusifoliol in plants. Similar to land
plants, a cycloleucalenol cycloisomerase breaks the cyclopro-
pane ring present between C-19 and C-9 with a consequent
desaturation at position C-9/C-8. This enzyme is possibly
encoded by PHATRDRAFT_49447, which shares highest
orthology with the corresponding enzymes in the Viridiplan-
tae lineage. The resulting product, obtusifoliol, a common
intermediate in the sterol biosynthesis of plants and green
algae, is the substrate of the P450 sterol 14a-demethylase
(PtCYP51), likely encoded by PHATRDAFT_31339. This
enzyme catalyses the removal of the methyl group at C-14
and the formation of the double bond between C-14 and
C-15, yielding (4a)-methyl-(5a)-ergosta-8,14,24(28)-trien-3b-
ol. The presence of a sterol C14-24 reductase, corresponding
to the locus PHATRDRAFT_48260 (PtSC14-24R), allows
the conversion of this compound to methyl-fecosterol, which
in turn, through the re-iteration of the oxidative demethyla-
tion at C-4 catalysed by the same enzymes as described
above, is converted to fecosterol, a typical intermediate of
ergosterol biosynthesis in yeast and fungi. PHATRDR
AFT_36801 encodes a D8-D7 sterol isomerase that can pos-
sibly catalyse the shift of the double bond from C-8/C-9 to
C-8/C-7. The resulting episterol is first desaturated by a D
(7)-sterol 5-desaturase, possibly encoded by PHATRDR
AFT_14208, subsequently subjected to a second desaturation
reaction at position C-22 by the P450 C-22 sterol desaturase
(PtCYP710) encoded by PHATRDRA FT_51757, and lastly
reduced at position C-24 by PtSC14-24R (PHATR-
DRAFT_48260), to yield the typical fungal sterol ergosterol.
Despite being the main sterol of fungi, ergosterol is often
found in algae as well (Miller et al., 2012). Finally, in two
steps the ergosterol is converted to the phytosterols
campesterol and brassicasterol, the final products of sterol
biosynthesis in P. tricornutum, by the D7-sterol reductase
encoded by PHATRDRAFT_30461 and the C-22 desaturase
encoded by PHATRDRAFT_51757, respectively. Interestingly,
orthologues of PHATRDRAFT_51757 have not been found
in T. pseudonana (Table S2), indicating a possible difference
in the pathways of the two diatoms and in agreement with
the fact that the sterols produced by T. pseudonana are not
desaturated at position C-22 (Rampen et al., 2010).
Peculiar enzymes in the diatom sterol pathway
Besides its chimeric nature, the sterol biosynthesis pathway of
P. tricornutum harbours several other peculiarities that make it
unique among the known variants of this pathway across the
kingdoms of life. Particularly, the pathway is characterized by:
the fusion of the IDI and SQS activities in a single multifunc-
tional enzyme; the lack of a conventional SQE; and the presence
of an exotic CAS that is composed of a conserved C-terminal
domain and a large, less conserved N-terminal region. Remark-
ably, these features recur in all sequenced diatoms.
Joining different enzymatic activities in a single fusion protein
is a frequent event in protein evolution and often implicates
enzymes subjected to co-regulation or involved in the same path-
way (Hwang et al., 2011). In diatoms, the presence of fusion
enzymes that catalyse subsequent reactions appears relatively fre-
quent. Examples are found in carbohydrate metabolism, where a
triosephosphate-isomerase/glyceraldehyde-3-phosphate dehydro-
genase (PHATRDRAFT_25308), a UDP-glucose-pyrophosphor-
ylase/phosphoglucomutase (PHATRDRAFT_50444) and a
glucose-6-phosphate-dehydrogenase/6-phosphogluconate-dehy-
drogenase (PHATRDRAFT_54663) were predicted to exist as
fusion proteins in P. tricornutum (Kroth et al., 2008). In contrast
to the former fusion enzymes, IDI and SQS activities do not
occupy a consecutive position within the sterol pathway.
DMAPP, the product of IDI, is converted to FPP before being
converted by SQS to squalene. This intermediate conversion
occurs through two additional reactions encoded by the loci
PHATRDRAFT_49325 and PHATRDRAFT_47271, located on
different chromosomes than PtIDISQS. The IDI-SQS fusion
gene is conserved in diatoms, and presumably even in the Stra-
menopiles, suggesting that its origin might be considerably
ancient and confer a selective advantage. Although the occurrence
of protein–protein interactions with other enzymes of the path-
way cannot be excluded, it is plausible that a potential selective
advantage of the IDI-SQS protein resides in a more efficient co-
regulation, rather than in metabolic channelling.
The epoxidation of squalene by SQE, requiring FAD as cofac-
tor and molecular oxygen, is believed to be an ubiquitous reaction,
occurring in aerobic conditions in every sterol-producing organ-
ism through an identical mechanism. As for most of the other pro-
teins working upstream of the OSC, the degree of conservation of
SQE is so high that no sterol-producing organisms with alterna-
tive SQE enzymes have been reported yet. Our and previous (Des-
mond & Gribaldo, 2009) surveys clearly indicate that the SQE
gene seems to be lost in several groups. The existence of alternative
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biochemical mechanisms for the epoxidation of squalene thus
seems plausible and diatoms might use one of them.
For example, diatoms might have evolved a particular P450
that acquired a novel activity or specificity. In rat tumour cells it
has been demonstrated that a P450 17-alpha hydroxylase-17,20
lyase (CYP17) has a secondary SQE activity (Liu et al., 2005).
Alternatively, among the substantial number of genes encoding
proteins with unknown function (Maheswari et al., 2010; Fabris
et al., 2012) diatoms might harbour an enzyme with unprece-
dented SQE activity. Theoretically, squalene epoxidation could
occur anaerobically using water as source of oxygen instead of O2
(Raymond & Blankenship, 2004), although the thermodynamics
of such a reaction would be significantly less favourable (Sum-
mons et al., 2006). Because the synthesis of sterols presumably
evolved in anaerobic eukaryotes facing an increasingly oxidative
environment, it is possible that the primordial SQE was anaerobic
(Raymond & Blankenship, 2004) and substantially different.
Before being replaced by the ‘modern’ SQE, this hypothetical
primitive enzyme might have persisted in some groups. Based on
some of these assumptions, we compiled a list of possible alterna-
tive enzymes that might have replaced SQE in diatoms (Table S3)
and we tested their activity in a series of preliminary assays in
E. coli; these have been unsuccessful thus far.
The utility of DiatomCyc
The reconstruction of the complex diatom sterol pathway starting
from the DiatomCyc database highlights the value and reliability
of this tool for research on diatom metabolism. The proposed ste-
rol biosynthesis pathway follows a chimeric fungal/plant route
and introduces novel multifunctional enzymes and novel, yet
unknown, enzymatic alternatives to a highly conserved biochemi-
cal event. This further underscores the prominent metabolic plas-
ticity of diatoms, suggests that sterol biosynthesis in the marine
environment might have evolved differently, and requires a gen-
eral reconsideration of the sterol biosynthetic pathway, currently
considered as a highly conserved pathway and subdivided into
rigid phylogenetic variants. Further efforts will be required to identify
the alternative SQE and confirm the role of some of the sterol enzymes
postulated in this study. Similarly, the existence of a conserved link
between the regulation of sterol biosynthesis and lipid accumulation,
suggested by the increased lipid accumulation in diatoms with
impaired sterol biosynthesis, might warrant further investigation at a
physiological, metabolic and enzymatic level. Such multi-level analysis
might benefit from the information made available through Diatom-
Cyc and other, analogous resources.
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AUREOCHROME1a-Mediated Induction of the
Diatom-Speciﬁc Cyclin dsCYC2 Controls the Onset
of Cell Division in Diatoms (Phaeodactylum tricornutum)W
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Cell division in photosynthetic organisms is tightly regulated by light. Although the light dependency of the onset of the cell
cycle has been well characterized in various phototrophs, little is known about the cellular signaling cascades connecting
light perception to cell cycle activation and progression. Here, we demonstrate that diatom-speciﬁc cyclin 2 (dsCYC2) in
Phaeodactylum tricornutum displays a transcriptional peak within 15 min after light exposure, long before the onset of cell
division. The product of dsCYC2 binds to the cyclin-dependent kinase CDKA1 and can complement G1 cyclin-deﬁcient yeast.
Consistent with the role of dsCYC2 in controlling a G1-to-S light-dependent cell cycle checkpoint, dsCYC2 silencing
decreases the rate of cell division in diatoms exposed to light-dark cycles but not to constant light. Transcriptional induction
of dsCYC2 is triggered by blue light in a ﬂuence rate-dependent manner. Consistent with this, dsCYC2 is a transcriptional
target of the blue light sensor AUREOCHROME1a, which functions synergistically with the basic leucine zipper (bZIP)
transcription factor bZIP10 to induce dsCYC2 transcription. The functional characterization of a cyclin whose transcription is
controlled by light and whose activity connects light signaling to cell cycle progression contributes signiﬁcantly to our
understanding of the molecular mechanisms underlying light-dependent cell cycle onset in diatoms.
INTRODUCTION
In eukaryotes, the presence of various cell cycle checkpoints en-
sures that the genetic information in a cell is inherited correctly by
inhibiting the replication and distribution of incomplete or damaged
chromosomes to the daughter cells. The major cell cycle check-
points occur during the onset of DNA replication (G1-to-S transition)
and mitosis (G2-to-M transition). During the mid-to-late G1 phase,
most organisms exhibit a commitment point, before which a number
of intra- and extracellular conditions must be fulﬁlled (Hartwell et al.,
1974; Pardee, 1974; Spudich and Sager, 1980; Moulager et al.,
2010). Beyond this commitment point, cells complete their cell cycle
and become independent of mitogenic stimuli, such as growth
factors or nutrients and, in the case of phototrophs, light. In Chla-
mydomonas reinhardtii, the commitment point has been shown to
be preceded by a primary arrest point in G1 at which cell cycle
progression becomes light dependent (Spudich and Sager, 1980).
Despite the fact that light plays a key role in the growth
of photoautotrophic organisms, as demonstrated by the light-
driven expression of various cell cycle genes (Bisova et al.,
2005; Moulager et al., 2007, 2010; López-Juez et al., 2008;
Huysman et al., 2010; Moriyama et al., 2010), little is known
about the cellular signaling mechanisms that connect light
perception with the activation of the cell cycle machinery in the
nucleus, which includes cyclin-dependent kinases (CDKs) and
their interaction partners, the cyclins (CYCs) (Morgan, 1997;
Inzé and De Veylder, 2006). In the green alga Ostreococcus
tauri, cyclin A plays an important role during S phase entry. This
gene, the ﬁrst cell cycle gene to be transcribed in the organism
after dawn, is translated in a cyclic adenosine monophosphate
(cAMP)-dependent manner only when cells have acquired ade-
quate levels of light energy, thereby reﬂecting the metabolic
state of the cells (Moulager et al., 2010). In the red alga Cyani-
dioschyzon merolae, the inhibition of cyclin 1 degradation through
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a tetrapyrrole-mediated signaling pathway during the shift from
dark to light was shown to be crucial for connecting organellar
and nuclear DNA replication (Kobayashi et al., 2011).
Here, we studied the molecular regulation of the light-
dependent checkpoint in diatoms. Diatoms are unicellular algae
that dominate primary production in many aquatic ecosystems
and are responsible for about 20% of global photosynthetic
carbon ﬁxation (Van den Hoek et al., 1995; Field et al., 1998;
Mann, 1999). Diatoms can grow and photosynthesize over a wide
range of different light intensities and wavelengths (Holdsworth,
1985; Mercado et al., 2004), and they possess speciﬁc light
sensing and acclimation strategies (Nymark et al., 2009; Bailleul
et al., 2010; Park et al., 2010; Zhu and Green, 2010; Lepetit et al.,
2012). Light quality and intensity not only determine the photo-
synthetic capacity of diatoms, but it also affects different cellular
processes, including motility, sexual reproduction, and cell di-
vision (Brzezinski et al., 1990; Chen et al., 2004; Cohn et al., 2004;
McLachlan et al., 2009; Mouget et al., 2009). Analogous to
C. reinhardtii, the cell cycle of diatoms consists of light-dependent
and -independent segments (Vaulot et al., 1986). The two major
diatom groups, the centrics and the pennates (Kooistra et al.,
2003; Sims et al., 2006), appear to have evolved different light-
sensitive phases during their mitotic cell cycles. Flow cytometric
analyses of dark-adapted cells have shown that in centric spe-
cies, two light-sensitive stages are present during their cell cy-
cle, namely, the G1 and G2/M phases (Olson et al., 1986; Vaulot
et al., 1986; Brzezinski et al., 1990). Some pennate species have
been reported to show a similar G1 and G2/M arrest, as reported
for Cylindrotheca fusiformis (Brzezinski et al., 1990), while others
display only a G1 arrest, as in Phaeodactylum tricornutum
(Huysman et al., 2010) and Seminavis robusta (Gillard et al., 2008).
For those species with only a light-dependent segment at the G1
phase, the immediate release of dark-arrested cells has proven
to be a useful characteristic to synchronize and study the cell
division process (Gillard et al., 2008; Huysman et al., 2010).
Although the light dependency of the diatom cell cycle was
demonstrated more than 20 years ago (Olson et al., 1986; Vaulot
et al., 1986; Brzezinski et al., 1990), to date, nothing is known
about the molecular regulators that control the light-dependent
cell cycle checkpoints in diatoms. In a previous study, we identi-
ﬁed many members of the cyclin gene family in the pennate di-
atom P. tricornutum and the centric Thalassiosira pseudonana and
described a class of diatom-speciﬁc cyclins involved in environ-
mental signaling (Huysman et al., 2010). One of the most strongly
and earliest expressed genes during the switch from dark to light
in synchronized cells is the diatom-speciﬁc cyclin2 (dsCYC2),
hinting at a role for this cyclin in cell cycle activation after dark
arrest. To address this hypothesis, we studied the role of dsCYC2
at the light-dependent G1 checkpoint and investigated the light-
dependent transcriptional regulation of this gene in P. tricornutum.
RESULTS
Light-Dependent Transcriptional and Translational
Control of dsCYC2
As previously shown, the transcript level of dsCYC2 changes
abruptly upon exposure of dark-grown P. tricornutum cells to light
(Huysman et al., 2010). To document the kinetics of dsCYC2
transcript and protein abundance upon illumination, we gener-
ated a transgenic marker line that expressed the full-length
dsCYC2 open reading frame (ORF) C-terminally fused to a hem-
agglutinin (HA) tag under the control of the dsCYC2 promoter
(pdsCYC2), which we will refer to as the HA marker line (Figure 1A).
To determine the kinetics of dsCYC2 transcript levels after light
exposure, we conducted a ﬁnely resolved sampling experiment
during the ﬁrst hour after illumination of dark-arrested cells. To
this end, cells were grown exponentially under a 12-h-light/12-h-
dark (12L/12D) regime and then transferred to the dark for
a prolonged period (24 h) that, due to a light-dependent seg-
ment within the G1 phase, enriches cultures for G1 phase cells
(Brzezinski et al., 1990; Huysman et al., 2010). When returned to
light, cells progress synchronously through the cell cycle starting
Figure 1. Light-Dependent Transcription and Translation of dsCYC2.
(A) Schematic representation of the HA marker construct.
(B) Transcript levels of dsCYC2 (solid line) and HA-tagged dsCYC2
(dashed line) during a 60-min time course after illumination (A.I.) of 24-h
dark-adapted HA marker cells. Values were normalized against those
obtained for histone H4 and then rescaled to the gene expression levels
at 0 min after illumination (=1). Error bars represent SE of three technical
replicates.
(C) dsCYC2-HA protein levels during a 12-h (top panel) and 60-min
(bottom panel) time course after illumination of 24-h dark-adapted HA
marker cells. 2, Negative control (wild-type 4 h light); +, positive control
(HA 4 h light). LC, loading control by Coomassie blue staining.
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from the G1 phase (Huysman et al., 2010). After illumination,
samples were taken at 0, 5, 10, 15, 30, 45, and 60 min for real-
time quantitative PCR to monitor dsCYC2 transcript levels. An
initial increase in transcript levels was observed after only 5 min of
illumination, reaching a peak at 15 min, followed by a rapid de-
crease of the dsCYC2 mRNA levels (Figure 1B). Protein gel blot
analysis over a 12-h time course showed that dsCYC2-HA pro-
tein was undetectable immediately after illumination but reached
high levels at 30 to 60 min, decreasing gradually thereafter to
become undetectable by 12 h (Figure 1C). Protein analysis
during the ﬁrst hour after illumination showed increasing levels
of dsCYC2-HA starting from 10 min until 60 min after light ex-
posure (Figure 1C), although the transcript levels were markedly
lower at the later time point (Figure 1B). These data show that
upon illumination, dsCYC2 transcript levels instantly reach a peak
within 10 to 15 min, followed by a translational peak 30 to 60 min
after light exposure.
dsCYC2 Interacts with CDKA1 but Not CDKA2
To explore the role of dsCYC2 during the cell cycle, we tested
whether dsCYC2 can bind to the most conserved CDKs of P. tri-
cornutum. To this end, we performed a yeast two-hybrid (Y2H)
interaction assay in which P. tricornutum CDKA1, a G1/S-regulated
cyclin-dependent kinase (CDK) containing the amino acid PSTAIRE
motif, and CDKA2, a mitotically expressed CDK containing a
PSTALRE motif (Huysman et al., 2010), were used as bait and
dsCYC2 as prey. Growth on selective His-lacking medium was
observed for the combination of dsCYC2 with CDKA1, but not with
CDKA2 or any of the controls (Figure 2A). Complex formation be-
tween dsCYC2 and CDKA1 is supported by their coexpression at
the G1-to-S transition in synchronized cells (Huysman et al., 2010).
Complementation of a Conditional G1 Cyclin-Deﬁcient
Yeast Mutant by Expression of dsCYC2
The interaction of dsCYC2 with CDKA1, and its peak in abun-
dance during the early cell cycle, suggested that dsCYC2 might
encode a G1-speciﬁc cyclin controlling the G1/S transition.
Therefore, we examined whether dsCYC2 is able to functionally
substitute for yeast G1 cyclins using a complementation assay
in the yeast strain BF305-15d-21. BF305-15d-21 cells contain
mutations in the endogenous cyclin1 (CLN1) and cyclin2 (CLN2)
genes and express cyclin3 (CLN3) from a Gal-inducible pro-
moter (Xiong et al., 1991). Hence, these cells are able to divide
only in the presence of Gal. On Glc-containing medium, CLN3
expression is repressed and cells arrest at a regulatory transition
point in the G1 phase. BF305-15d-21 cells were transformed
with the pTH-dsCYC2 vector, containing the dsCYC2 ORF
under control of a doxycycline-repressible promoter. Cells con-
taining pTH-dsCYC2were able to resume division in the presence
of Glc (Figure 2B). When dsCYC2 expression was repressed
by doxycycline, complementation did not occur (Figure 2B),
conﬁrming that the complementation was linked to dsCYC2
expression. These results demonstrate that dsCYC2 encodes
a functional cyclin that is able to complement a G1 cyclin–
deﬁcient yeast strain.
Silencing dsCYC2 Slows Cell Cycle Progression by
Prolonging the Light-Dependent G1 Phase
The early light-dependent transcription of dsCYC2 suggests that
its gene product plays a role in the reactivation of cell division
upon illumination. To test this hypothesis, P. tricornutum dsCYC2
knockdown lines were generated by introducing a hairpin con-
struct under control of the constitutive histone H4 promoter
(De Riso et al., 2009) targeting the N-terminal region of dsCYC2
(Figure 3A). Silencing was evaluated at 15 min after illumination
by comparing dsCYC2 transcript levels in wild-type cells and
six independent transgenic lines harboring the RNA interference
constructs. Two lines (dscyc2-2.4 and dscyc2-2.8) showed no
silencing of dsCYC2, while four other lines (dscyc2-2.6, dscyc2-
2.9, dscyc2-3.4, and dscyc2-3.5) showed a 40 to 75% reduction
in transcript level compared with wild-type cells (Figure 3B).
To test whether dsCYC2 silencing had an effect on cell cycle
progression, growth rate analysis was performed on wild-type
Figure 2. dsCYC2 Functions as a G1-Cyclin.
(A) Interaction of dsCYC2 with CDKA1. Yeast PJ694-a cells were cotransformed with bait and prey plasmid as indicated. Cotransformation was
analyzed on medium lacking Leu and Trp (+His). Cotransformants were tested for their ability to activate the His marker gene by assessing yeast growth
on medium lacking Leu, Trp, and His (-His). Constructs containing b-glucuronidase (GUS) were used as negative controls. For each combination, three
independent colonies were screened, one of which is shown.
(B) Complementation of G1 cyclin–deﬁcient yeast by dsCYC2. BF305-15d-21 cells were transformed with pTHGW (vector control) or pTH-dsCYC2.
Yeast cells were serially diluted and spotted onto SD-Ura plates containing Gal (+Gal) or Glc (+Glc). When Glc was the sole carbon source, control cells
were not able to grow because of the lack of G1 cyclin expression, while cells that expressed dsCYC2 overcame this phenotype. When dsCYC2
expression was repressed by the addition of doxycycline (+Dox), the complementation was lost.
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and dsCYC2 knockdown lines grown under a 12L/12D regime.
No effect was observed for the nonsilenced internal control lines
(dscyc2-2.4 and dscyc2-2.8) (Figure 3C). By contrast, all knock-
down lines (dscyc2-2.6, dscyc2-2.9, dscyc2-3.4, and dscyc2-3.5)
showed a signiﬁcant increase in generation time compared with
wild-type cells (Figure 3C), indicating that dsCYC2 is crucial for
proper cell cycle progression.
Expression analysis of different cell cycle marker genes during
the light-dependent cell cycle reentry of 24-h dark-arrested wild-
type and dscyc2-2.9 cells indicated that silencing of dsCYC2
results in the attenuation of G1 progression upon light exposure.
Expression of the early cell cycle marker genes cyclin H1 (CYCH1)
and the transcription factor E2F1 was extended in the silenced
versus wild-type cells (Figure 3D), indicating that cells with lower
dsCYC2 expression levels spend more time in the G1 phase and
are delayed in the onset of the cell cycle upon illumination. Also,
the timing of expression of the G2/M markers CYCB1 andMAD3
(Figure 3E) was clearly delayed in the dscyc2-2.9 cells compared
with wild-type cells. Thus, in addition to having an effect on
cell cycle initiation at the G1 checkpoint after dark arrest, the
absence of dsCYC2 expression also affects the timing of all
downstream cell cycle transitions. The possibility that dsCYC2
silencing affected transcription in general or produced a gen-
eral stress response could be excluded, as several miscel-
laneous genes that were examined showed no differential
expression in wild-type versus silenced lines (see Supplemental
Figure 1 online).
If dsCYC2 acts primarily at the light-dependent G1 check-
point, no growth defects would be expected in dscyc2 cells that
do not experience a dark arrest. Therefore, we monitored the
growth rates of wild-type and dscyc2-2.9 cells grown under
constant light conditions. Because cells grow faster and reach
the stationary phase earlier in constant light compared with
12L/12D cycles, this experiment was performed at lower light
intensities (50 µE) to enable the detection of the exponential
phase in the growth curves. While a clear reduction of cell
growth rate was observed in dscyc2-2.9 compared with wild-
type cells grown in 12L/12D (Figure 3C), no signiﬁcant difference
in growth rate was observed when cells were grown in constant
light (Table 1). However, when cells grown under continuous
Figure 3. Effect of dsCYC2 Silencing on Cell Cycle Progression.
(A) Schematic representation of the dsCYC2 inverted repeat constructs used for silencing analysis. In the dscyc2-2 construct, the large fragment is
positioned ﬁrst, followed by the small fragment. In the dscyc2-3 construct, the small fragment is followed by the large fragment (arrows).
(B) Real-time quantitative PCR analysis of dsCYC2 transcript levels in wild-type (WT) and silenced lines. Cells were dark adapted for 24 h, and transcript
levels were measured 15 min after light exposure. Transcript levels of wild-type cells were set at 100%.
(C) Generation times of wild-type and dsCYC2 silenced lines grown at 100 µE 12L/12D cycles. Error bars (in (B) and (C) represent SD of the mean of
three independent experiments. *P < 0.005; **P < 0.001 (two-tailed Student’s t test).
(D) and (E) Transcript expression proﬁles of G1 marker genes (D) and mitotic markers (E) during a synchronized time course in wild-type and dscyc2-2.9
knockdown cells. Error bars represent SE of two biological replicates.
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light were moved to 12L/12D conditions, the cells regained the
growth phenotype within 3 d (Table 1). Since P. tricornutum cells
are only light dependent at the G1 phase, these data suggest
a primary role for dsCYC2 at the G1 phase.
Wavelength and Fluence Rate Dependency of
dsCYC2 Transcription
To determine whether the light-regulated induction of dsCYC2
transcripts is photoreceptor mediated, transcript levels were
examined under different light conditions, including blue and red
light at different ﬂuence rates. As observed for white light, dark-
adapted cells that were shifted to blue light showed an increase
of dsCYC2 transcript levels 10 min after light exposure, with
a stronger effect at lower light intensities (Figure 4A). Although
dsCYC2 induction was lower under 90 µE blue light, the tran-
script levels remained high for a longer period of time compared
with lower light intensities. In contrast with blue light, exposing
dark-adapted cells to red light did not result in major changes in
dsCYC2 transcript levels at either low or higher light intensities
(Figure 4A).
To determine whether dsCYC2 induction is solely pho-
toreceptor mediated or, to some extent, also controlled by
photosynthesis-mediated metabolic changes, the effect of the
addition of DCMU during the light period was tested (Figure 4B).
DCMU is a speciﬁc inhibitor of noncyclic photosynthetic elec-
tron transport (PET) and blocks the transfer of electrons from
photosystem II to the plastoquinone pool. The addition of DCMU
prior to blue light exposure had no effect on the induction of
dsCYC2 at 10 or 30 min after illumination (Figure 4B), suggesting
that dsCYC2 induction is photoreceptor mediated and not de-
pendent on PET.
To assess the effects of light color and intensity on diatom
growth and the role of dsCYC2 under these conditions, the
growth rates of wild-type and dsCYC2 knockdown cells ex-
posed to a 12L/12D photoperiod of white, blue, or red light
adjusted to equal values of photosynthetically absorbed radiation
(QPhar) were determined. Because dsCYC2 is only induced when
blue light is present, no difference in growth rate was expected
to occur under red light conditions. Indeed, while dsCYC2
knockdown cells grew more slowly than wild-type cells under
white and blue light, no difference was observed between the
control and transgenic cultures under red light (Figure 4C).
These results support the role of blue light-induced dsCYC2
expression during the cell cycle in P. tricornutum cells. In general,
cells grown in red light showed a lower growth rate than those
grown in blue or white light, highlighting the importance of blue
light for diatom growth.
Table 1. Generation Times (h) of Wild-Type (WT) and dscyc2-2.9 Cells
Grown in Constant White Light at 50 µE or Shifted to a 12L/12D Cycle
Strain LL
LD (Early,
Days 1 and 2)
LD (Late,
Days 3 to 5)
WT 29.5 6 3.4 29.2 6 0.0 42.3 6 3.9
dscyc2-2.9 30.1 6 1.5 31.2 6 0.3 59.1 6 1.0
LD, light-dark cycle; LL, constant white light.
Figure 4. Blue Light Photoreceptor-Mediated Control of dsCYC2
Induction.
(A)Wavelength and ﬂuence rate dependency of dsCYC2 induction. Wild-
type cultures were dark incubated for 60 h and switched to blue or red
light at different light intensities, as indicated. Relative mRNA levels of
dsCYC2 at 10, 30, 60, and 120 min after light exposure are shown.
Relative levels were normalized to histone H4 levels and rescaled to the
expression level in dark-incubated cells (=1).
(B) Effect of DCMU on dsCYC2 induction. Log scale representation of
the relative mRNA levels of dsCYC2 at 10 and 30 min after blue light
exposure at different light intensities in the absence or presence of
DCMU. In (A) and (B), error bars represent SE of two biological replicates.
(C) Growth curves of wild-type (WT) and dscyc2-2.9 cells grown in white
(WL), blue (BL), and red (RL) light adjusted to equal values of photo-
synthetically absorbed radiation. Error bars represent SD of three bi-
ological replicates.
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Regulation of the dsCYC2 Promoter by Light
The observation that dsCYC2 transcript levels were markedly
affected by light suggests that either light has a direct effect on
dsCYC2 transcript stability or there is a yet undeﬁned light-
dependent signaling pathway that targets the dsCYC2 promoter
sequence. In order to distinguish between these possibilities, we
analyzed the short-term expression kinetics of a reporter gene
placed under control of the dsCYC2 promoter during the light
period following dark incubation. To construct this reporter fu-
sion, we combined the 1018-bp region upstream of the trans-
lational start of dsCYC2 (pdsCYC2) and the coding region of
enhanced yellow ﬂuorescent protein (eYFP) (Figure 5A). Similar
to dsCYC2 transcript levels, eYFP transcript levels were induced
shortly after light exposure and dropped again to basal levels
after longer periods of illumination (Figure 5B). The slight delay in
the decrease of eYFP transcript compared with the kinetics of
the dsCYC2 transcript (Figure 5B) is likely due to the higher in-
trinsic stability of eYFP versus dsCYC2 mRNA. Nevertheless,
the overall parallel kinetics of the endogenous dsCYC2 tran-
script and the eYFP reporter transcript over time suggest that
changes in dsCYC2 mRNA are primarily a consequence of
changes in promoter activity rather than transcript stability.
AUREOCHROME1a and bZIP10 Associate with the
dsCYC2 Promoter
To identify transcription factors that can bind to and regulate the
dsCYC2 promoter, a genome-wide yeast one-hybrid (Y1H)
cDNA library screen was conducted. To this end, a pdsCYC2 re-
porter yeast strain was generated harboring the dsCYC2 pro-
moter upstream of the HIS3 and the LacZ reporter genes, and
this strain was transformed with a yeast-compatible P. tri-
cornutum cDNA library. The screen yielded two predicted basic
leucine zipper (bZIP) transcription factors, AUREOCHROME1a
(AUREO1a) and bZIP10. AUREO1a is a putative blue light pho-
toreceptor that contains an N-terminal bZIP domain responsible
for DNA binding and dimer formation and a C-terminal LOV
(for light, oxygen, voltage) domain responsible for light sensing
(Takahashi et al., 2007; Depauw et al., 2012). bZIP10 is a clas-
sical bZIP transcription factor (Rayko et al., 2010). Retrans-
formation of AUREO1a and bZIP10 in the Y1H reporter strain
conﬁrmed their binding to the dsCYC2 promoter, as indicated by
auxotrophic growth on selective medium and the expression of
the LacZ gene (Figure 5C).
Posttranslational Control of dsCYC2 Induction
Light-dependent transcriptional induction of dsCYC2 through
the activation of the LOV domain of AUREO1a would be ex-
pected to occur without the need for de novo protein synthesis.
To test this hypothesis, dsCYC2 transcription was measured in
wild-type cells treated with cycloheximide (CHX), an inhibitor
of eukaryotic translation, just before illumination. As predicted,
CHX treatment did not impair the light-dependent induction of
dsCYC2 (Figure 6A). Surprisingly, in contrast with the control
cultures that showed a decrease of dsCYC2 transcript levels
following the initial transcriptional peak during the ﬁrst hours
after light exposure, transcripts accumulated to high levels in the
CHX-treated cultures (Figure 6A), suggesting that upon illumi-
nation, a repressor is produced de novo that speciﬁcally targets
the promoter activity of dsCYC2 to repress its expression. The
addition of CHX during the dark period did not alter dsCYC2
transcript levels (see Supplemental Figure 2 online), indicating
that the effect of CHX was speciﬁc to light exposure. Together,
these data corroborate the hypothesis of induction of dsCYC2
transcription through activation of a photoreceptor, such as
AUREO1a. Moreover, protein gel blot analysis demonstrated
constitutive levels of AUREO1a during the switch from dark to
Figure 5. Regulation of the dsCYC2 Promoter by Light.
(A) Schematic representation of the prom-eYFP marker (right) con-
structs.
(B) Transcript levels of dsCYC2 and eYFP during a 60-min time course
after illumination (A.I.) of 24-h dark-adapted pdsCYC2-eYFP cells. Values
were normalized against H4 expression levels and rescaled to the levels
at 0 min after illumination (= 1). Error bars represent SE of two biological
replicates.
(C) Y1H protein-DNA interaction assay. Interactions are positive when
HIS3 (growth on 3-aminotriazole–containing medium (+3AT) and LacZ
(X-Gal turns blue) expression is induced. Constructs containing GUS
were used as negative controls. For each combination, three independent
colonies were screened, one of which is shown.
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light (Figure 6B), which suggests posttranslational activation of
AUREO1a upon light exposure.
Activation of the dsCYC2 Promoter by AUREO1a and bZIP10
Because bZIP proteins are known to function as homo- or
heterodimers (Schütze et al., 2008), a Y2H interaction assay was
performed to test whether AUREO1a and bZIP10 can interact
with themselves or with each other. In this test, when AUREO1a
was used as a bait, there were high levels of self-activation,
precluding any conclusions about interactions. However, when
bZIP10 was used as a bait, an interaction was found to occur
with both bZIP10 and AUREO1a, as indicated by auxotrophic
growth on His-lacking medium (Figure 7A).
To assess the effect of AUREO1a and bZIP10 on dsCYC2
promoter activity, a transient activity assay was performed.
AUREO1a and bZIP10 effector plasmids were transiently
transformed either alone or together, along with a pdsCYC2:fLUC
reporter construct, into tobacco (Nicotiana tabacum) Bright
Yellow-2 (BY-2) protoplast cells. When provided alone, both
AUREO1a and bZIP10 slightly activated the dsCYC2 promoter
(Figure 7B). However, the activation effect was signiﬁcantly in-
creased when both effector plasmids were coexpressed (Figure
7B). These data suggest that AUREO1a and bZIP10 function in
a synergistic manner to activate the dsCYC2 promoter in re-
sponse to light.
DISCUSSION
dsCYC2 Functions at the Light-Dependent G1 Checkpoint
For any photosynthetic organism, including diatoms, light is
an extremely important factor that inﬂuences growth. Because
diatoms can grow over a wide range of light intensities and
wavelengths, these organisms are believed to have developed
speciﬁc photoacclimation and photoadaptation mechanisms
(Huisman et al., 2004; Lavaud et al., 2004; Lavaud et al., 2007).
As with most other phytoplankton species, the timing of diatom
cell division can be entrained by alternating periods of light and
dark, implying that the cell cycle consists of light-dependent
and -independent segments (Vaulot et al., 1986). Accordingly,
both by light limitation and deprivation experiments, light-
controlled restriction points have been identiﬁed in several
diatom species, either during the G1 phase or during both the
G1 and G2/M phases of the cell cycle (Olson et al., 1986;
Vaulot et al., 1986; Brzezinski et al., 1990; Gillard et al., 2008;
Huysman et al., 2010).
Previous work highlighted the role of dsCYCs in linking
diverse environmental conditions to the cell cycle in diatoms
Figure 6. Posttranslational Regulation of dsCYC2 Induction upon Light
Exposure.
(A) Wild-type (WT) cultures were synchronized by 24-h dark treatment
(Dark) and then exposed to light for 0.5 (30 minL), 1 (1 hL), or 3 h (3 hL) in
the absence (dark gray) or presence (light gray) of 2 mg/mL CHX. Relative
expression levels of dsCYC2 are shown. Values were normalized against
H4 expression levels and then rescaled to the gene expression levels of
the dark sample (=1). Error bars represent SE of two independent ex-
periments.
(B) AUREO1a protein levels during a 60-min time course after illumina-
tion (A.I.) of 24-h dark-adapted HA marker cells. LC, loading control by
Coomassie blue staining.
Figure 7. Activation of the dsCYC2 Promoter by AUREO1a and bZIP10.
(A) Y2H protein–protein interaction assay. Yeast cells were cotransformed
with bait and prey plasmid as indicated. Cotransformation was analyzed
on medium lacking Leu and Trp (+His). Cotransformants were tested for
their ability to activate the His marker gene by assessing yeast growth on
medium lacking Leu, Trp, and His (-His). Constructs containing GUS were
used as negative controls. For each combination, three independent
colonies were screened, one of which is shown.
(B) Protoplast transactivation assay using pdsCYC2:fLUC as reporter,
p35S:rLUC as normalization, and p35S:AUREO1a and p35S:bZIP10 as
effector constructs. Luciferase activity of the control was arbitrarily set to
1. Error bars represent SE of three biological replicates (*P # 0.05, two-
sided t test).
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(Bowler et al., 2008; Huysman et al., 2010). Here, we functionally
characterized dsCYC2 as a crucial regulator of cell cycle onset
after a period of darkness in P. tricornutum. Upon light expo-
sure, dsCYC2 mRNA levels increase within minutes, followed by
the induction of dsCYC2 protein. The speciﬁc expression of
dsCYC2 during the G1 phase and its ability to complement G1
cyclin–deﬁcient yeast cells suggest that dsCYC2 operates early
in the cell cycle. A role for dsCYC2 in cell cycle entry is sup-
ported by the observation that lower dsCYC2 levels following
light exposure prolong the G1-to-S phase transition, as shown
by the delayed and altered transcript levels of the G1 markers.
Also G2/M marker genes displayed a delayed expression of
about 1 to 2 h compared with wild-type cells. Thus, although
dsCYC2 likely acts primarily at the point of cell cycle onset, it
appears that its effects go well beyond the early time points.
From growth rate analysis, we determined that dscyc2-2.9 cells
have a generation time almost double that of wild-type cells;
thus, we would have expected to observe a longer mitotic delay.
Most likely this difference can be explained by the observation
that ;10 to 15% of the dscyc2-2.9 cells are not cycling but
appear to be arrested at the S phase, as observed from DNA
abundance measurements (see Supplemental Figure 3 online).
Therefore, the observed longer generation time most likely
results from the cumulative effect of a slower cell cycle pro-
gression at the G1 phase of the cycling cells and an S phase
arrest of a subset of the cells. The increase in S phase cells
suggests that a prime action of dsCYC2 is to activate the
CDK/cyclin complexes that are required for DNA replication,
a function similar to that of the G1-speciﬁc CLN1/2 and cyclin
E genes in budding yeast and mammalian somatic cells, re-
spectively (Morgan, 2007). Although dsCYC2 protein can be
detected during the S phase, it is unlikely that dsCYC2 con-
trols DNA replication itself, as no difference in generation time
was observed between control and dsCYC2 silenced lines
under constant light conditions. Together with the observation
that dsCYC2 levels only peak at the G1/S transition under
dark/light cycles, these data suggest that dsCYC2 functions to
relieve light-dependent G1 arrest, rather than regulating DNA
replication.
In yeast, appropriate cell growth and metabolic status trigger
G1 progression by activating CLN3, followed by CLN1 and
CLN2, in association with CDC28 to ﬁnally activate the G1/S
transcription factor SBF/MBF and the transcription of S phase
genes (Tyers et al., 1993; reviewed in Mendenhall and Hodge,
1998). In animals and plants, D-type cyclins are stimulated
by serum growth factors and hormones or Suc, respectively.
D-type cyclins associate with CDKs and phosphorylate reti-
noblastoma (Rb) protein, leading to the release and activation
of E2F transcription factors and the G1-to-S phase transition
(reviewed in Oakenfull et al., 2002). Overexpression or si-
lencing of these G1 cyclins has been reported to exhibit
various effects on the G1 phase duration and overall cell cycle
length, depending on the type of cyclin and cells (Quelle et al.,
1993; Resnitzky et al., 1994; Sherr, 1995; Menges et al.,
2006). Both CLN1-3 and D-type cyclins are characterized by
PEST sequences that render the proteins unstable and confer
rapid turnover (Rechsteiner and Rogers, 1996; Renaudin
et al., 1996; Mendenhall and Hodge, 1998). Furthermore, plant
and animal D-type cyclins, as well as the Ostreococcus cyclin
A, possess an LxCxE amino acid motif at their N-terminal
region that is responsible for their interaction with the Rb
protein (Dowdy et al., 1993; Renaudin et al., 1996; Moulager
et al., 2010). None of these motifs can be recognized in the
dsCYC2 sequence, suggesting that dsCYC2 turnover is reg-
ulated by alternative mechanisms and that the protein prob-
ably does not interact directly with the P. tricornutum Rb
orthologous protein. Alternatively, it is possible that dsCYC2
expression results in the transcription or activation of other
G1 cyclins that regulate the Rb protein in P. tricornutum.
Because diatom cell cycle progression depends not only on
light, but also on other environmental factors, such as nutrient
availability, it is to be expected that multiple cyclins are in-
volved in G1 control, representing a complex integrative ﬁne-
tuning network of different signaling pathways. The presence
of a critical molecule, such as dsCYC2, that rapidly coordinates
the activation of the cell cycle machinery upon changing
light conditions is thus of major importance for diatoms
living in highly variable environments and potentially allows
them to pace their cell division rate to the prevailing light
conditions.
Blue Light–Dependent Induction of dsCYC2
Promoter-reporter analysis suggests that transcriptional reg-
ulation of dsCYC2 occurs through its promoter sequence.
Screening for interactors of the dsCYC2 promoter yielded two
transcription factors belonging to the bZIP transcription factor
family: AUREO1a and bZIP10. Of particular interest is AUR-
EO1a, which belongs to the AUREOCHROME family of blue light
photoreceptors in photosynthetic stramenopiles (Takahashi et al.,
2007; Ishikawa et al., 2009). AUREOCHROMES typically pos-
sess an N-terminal bZIP domain expected to be involved in
dimerization and DNA binding and a C-terminal LOV domain
thought to act as a photosensor (Takahashi et al., 2007;
Toyooka et al., 2011). Absorption of blue light by ﬂavin mono-
nucleotide (FMN) attached to the LOV domain induces covalent
adduct formation between FMN and a conserved Cys residue in
the LOV domain. P. tricornutum encodes four AUREOCHROME-
like proteins (Rayko et al., 2010; Depauw et al., 2012), but only
AUREO1a seems to be involved in dsCYC2 regulation. In Vau-
cheria frigida, the bZIP domain of AUREO1 was found to rec-
ognize the bZIP binding site TGACGT (Jakoby et al., 2002;
Takahashi et al., 2007). Interestingly, the promoter of dsCYC2
contains three of these sites (see Supplemental Figure 4 online),
rendering them putative regulatory cis-acting elements. The role
of AUREO1a in dsCYC2 induction is further supported by the
speciﬁc transcription of dsCYC2 by blue light, but not red light.
Treatment of cells with CHX or the redox inhibitor DCMU had no
effect on dsCYC2 induction, indicating that no de novo protein
synthesis or PET is required, reinforcing the hypothesis of di-
rect photoreceptor-mediated regulation of dsCYC2 induction
by AUREO1a. The speciﬁc response of dsCYC2 to low ﬂuence
rate blue light through AUREO1a signaling could be of particular
signiﬁcance to diatoms as blue light (350 to 500 nm) is the most
prevalent color of light below the surface of oceanic waters
(MacIntyre et al., 2000); hence, efﬁcient blue light sensing and
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signaling mechanisms are expected to play a crucial role in the
control of diatom growth.
Various LOV domain–signaling mechanisms have been
described for different plant, algal, and bacterial proteins,
such as light-induced unfolding, rotation, dimerization, and/or
DNA binding of the effector domain (reviewed in Herrou and
Crosson, 2011). Here, we have shown that AUREO1a and
bZIP10 can form heterodimers and that bZIP10 is able to form
homodimers. Either protein could activate the dsCYC2 pro-
moter in the BY-2 protoplast system, but activation was
enhanced when both proteins were coexpressed. Based on
these ﬁndings, different models of dsCYC2 regulation can be
envisioned. First, upon blue light exposure, AUREO1a and
bZIP10 might form heterodimers and as such bind and acti-
vate the regulatory sites present in the dsCYC2 promoter.
However, previous reports have suggested that the V. frigida
AUREO1 LOV domain has a dimeric nature (Mitra et al., 2012)
and that two LOV domains would be needed to activate
AUREO1 (Toyooka et al., 2011). Therefore, it seems plausible
that upon illumination, homodimers of AUREO1a and bZIP10
would occupy different regulatory sites within the dsCYC2
promoter and act synergistically to activate it (Figure 8). How
bZIP10 activates transcription of dsCYC2 remains unknown,
but possible mechanisms include nuclear translocation or post-
translational modiﬁcations upon light exposure that result in
the modulation of the DNA binding activity or activation potential,
as described for other bZIP proteins (Jakoby et al., 2002).
Further investigations are needed to uncover the pre-
cise mechanism of dsCYC2 activation by AUREO1a and
bZIP10.
Interestingly, inhibition of protein synthesis at the dark-to-light
transition delays the decrease of dsCYC2 transcript levels in the
light and results in the accumulation of higher transcript levels
after illumination, suggesting that upon light exposure, a re-
pressor of dsCYC2 transcription is generated. Such a repressor
might interfere with DNA binding of the activators, either directly
through, for example, occupation and repression of the regulatory
sites, or indirectly by interfering with the dimerization or DNA
binding properties of the activators through, for example, post-
translational modiﬁcations (Schütze et al., 2008). Future work will
focus on identifying the repressor(s) and their mode of regulation.
In conclusion, we identiﬁed two bZIP transcription factors
that are likely to be involved in the blue light–dependent tran-
scription of a cyclin gene that regulates the onset of the cell cycle
in diatoms after a period of darkness. The involvement of au-
reochromes in blue light–mediated branching and sex organ de-
velopment have previously been described (Takahashi et al.,
2007). This study identiﬁes a possible role for AUREO1a and its
target gene dsCYC2 during the cell cycle. The dsCYC2 gene ap-
pears to be conserved in other pennate diatom species, including
Fragillariopsis cyclindrus (http://genome.jgi-psf.org/Fracy1/Fracy1.
home.html, Fracy1_253344) and Pseudo-Nitzschia multiseries
(http://genome.jgi.doe.gov/Psemu1/Psemu1.home.html, Psemu1_
301178), but no clear homolog was found in the centric T. pseu-
donana (Huysman et al., 2010). However, because of the high
number of dsCYCs in diatom species (Huysman et al., 2010) and
the presence of AUREO1a in both pennates and centrics (Depauw
et al., 2012), the mechanism of light-dependent cell cycle activa-
tion through AUREO1a-mediated induction of a cyclin gene is
most likely conserved in diatoms.
Figure 8. Hypothetical Model of the Light-Dependent Regulation of dsCYC2 and Cell Cycle Onset in P. tricornutum.
Upon light exposure, the LOV domain of AUREO1a is changed from the dark state (gray) into the light state (yellow) through cysteinyl-FMN adduct
formation. This induces a conformational change in the homodimer protein complex, resulting in the binding of the bZIP domains to the promoter of
dsCYC2. Binding of both AUREO1a and bZIP10 homodimers to different regulatory elements in the dsCYC2 promoter results in the synergistic
activation of dsCYC2 and leads to the onset of the cell cycle.
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METHODS
Diatom Culture Conditions
Phaeodactylum tricornutum (Pt1 8.6; accession numbers CCAP 1055/1
and CCMP2561) cells were grown in f/2 medium without silica (f/2-Si)
(Guillard, 1975) made from ﬁltered and autoclaved sea water collected
from the North Sea (Belgium) or artiﬁcial sea water medium (Vartanian
et al., 2009). Cultures were cultivated at 18 to 20°C under a 12L/12D
regime using 70 to 100 mmol photons m22 s21 white light (Radium NL
36W/840 Spectrolux plus, cool white). Liquid cultures were shaken at 100
rpm. For expression studies under blue and red light conditions, blue light
(380 to 450 nm) was generated using neon lamps (Osram L36W/67,
Lumilux Bleu), while red light (620 to 720 nm with a peak intensity of 670
nm) was generated using an LED source (Flight II DC Red + Black;
Quantum Devices), and different light intensities were obtained using
neutral density ﬁlters.
Vector Cloning and Biolistic Transformation
The 1018-bp promoter sequence alone, the promoter and full-length
gene sequence, or the gene sequence alone of dsCYC2 of P. tri-
cornutum was ampliﬁed with gene-speciﬁc primers (see Supplemental
Table 1 online), cloned in the pDONR221 or pENTR-D-TOPO vector
(Invitrogen), and subsequently recombined in a P. tricornutum desti-
nation vector (pDEST) by attL 3 attR recombination (Invitrogen) (Siaut
et al., 2007). The dsCYC2 promoter sequence was recombined in
pDEST-C-EYFP for C-terminal fusion to construct the prom-eYFP re-
porter line. The promoter and gene constructs were recombined in
pDEST-C-HA to construct the HA marker line. Both plasmids were
subsequently digested with SacII and NotI (Promega) to remove the
fcpB promoter sequence. The digested product was treated with T4
DNA polymerase in the presence of 10 mM deoxynucleotide tri-
phosphate to produce blunt ends and then ligated using T4 DNA ligase
according to themanufacturer’s instructions (Promega). For the creation
of dsCYC2 inverted repeat silencing constructs, a 167-bp fragment
(corresponding to the dsCYC2 gene sequence from 13 to 179 bp) and a
301-bp fragment (corresponding to the gene sequence from 13 to 313 bp)
were ampliﬁed from the dsCYC2 cDNA with the primers dsCYC2f1_Fw
(containing a EcoRI site) and dsCYC2f1_Rv (containing a XbaI site),
and dsCYC2f1_Fw and dsCYC2f2_Rv (containing a XbaI site) (see
Supplemental Table 1 online), respectively. The fragments were di-
gested with EcoRI and XbaI (Promega) and ligated in sense and anti-
sense orientations to the EcoRI site of the linearized hir-PtGUS vector
(De Riso et al., 2009).
Constructs were introduced into P. tricornutum by microparticle
bombardment as previously described (Falciatore et al., 1999). The prom-
eYFP reporter plasmid and the HA marker plasmid were each co-
transformed with the pAF6 plasmid to confer resistance to phleomycin
(Falciatore et al., 1999). Individual phleomycin-resistant colonies were
both restreaked on f/2-Si agar plates and grown in liquid f/2-Si medium
without antibiotics for further analysis.
Real-Time Quantitative PCR
For RNA extraction, 5 3 107 cells were collected by fast ﬁltration,
and ﬁlters with cell pellets were fast frozen in liquid nitrogen and stored at
270°C. Cell lysis and RNA extraction were performed using TriReagent
(Molecular Research Center) according to the manufacturer’s instructions.
Contaminating genomic DNA was removed by DNaseI treatment (GE
Healthcare), and RNA was puriﬁed by ammonium acetate precipitation.
RNA concentration and purity were assessed by spectrophotometry.
Total RNA was reverse transcribed using iScript reverse transcriptase
(Bio-Rad) or a Quantitect reverse transcription kit (Qiagen) according to
the manufacturer’s instructions. Finally, an equivalent of 5 or 10 ng of
reverse-transcribed RNA (cDNA) was used as template in each quanti-
tative PCR reaction.
Samples in triplicate were ampliﬁed on the Lightcycler 480 platform
(Roche) or the CFX96 Real-Time PCR detection system (Bio-Rad) with
Lightcycler 480 SYBR Green I Master mix (Roche Applied Science) in the
presence of 0.5 mM gene-speciﬁc primers (dsCYC2_Fw, 59-CTATCA-
TCGCACTCGTCATCAAC-39, and dsCYC2_Rv, 59-TGTCCACCAAAGC-
CTCCAAAC-39; dsCYC2-HA_Fw, 59-TCGCTCCTCTGGTGGAA-39, and
dsCYC2-HA_Rv, 59-GTCGTAGGGGTAGGCGTAGT-39; for other primer
sequences, see Siaut et al., 2007 and Huysman et al., 2010). The cycling
conditions were 10 min polymerase activation at 95°C and 45 cycles at
95°C for 10 s, 58°C for 15 s, and 72°C for 15 s. Amplicon dissociation
curves were recorded after cycle 45 by heating from 65 to 95°C. Data were
analyzed using the DCt (cycle threshold) relative quantiﬁcation method
using qBase (Hellemans et al., 2007), with the stably expressed histone H4
used as a normalization gene (Siaut et al., 2007).
Protein Gel Blot Analysis
For protein extraction, 5 3 107 cells were collected by fast ﬁltration,
and ﬁlters with cell pellets were fast frozen in liquid nitrogen and stored at
270°C. Proteins were extracted by adding 200 mL Laëmli buffer con-
taining Complete Protease Inhibitor Cocktail (Roche) to the frozen cells
and vortexing at high speed until the cells were lysed. Cell lysates were
incubated for 15 min on ice and centrifuged at 13,000 rpm for 15 min at
4°C to remove insoluble material. Protein concentrations were de-
termined by the Bio-Rad Protein Assay (Bio-Rad) based on the method
of Bradford (1976). Equal amounts of protein extracts were resolved on
12% SDS-PAGE gels and transferred to nitrocellulose membranes
(Millipore) using the wet-blot method. The dsCYC2-HA fusion protein
was detected by incubating proteins transferred to nitrocellulose
membranes for 1 h with a 1:500 dilution of anti-HA primary antibody
(Roche) at room temperature, followed by 1 h incubation in a 1:10,000
dilution of horseradish peroxidase anti-rat secondary antibody (Abcam)
at room temperature. AUREO1a protein was detected by incubating
proteins transferred to nitrocellulose membranes for 1 h with a 1:1000
dilution of a speciﬁc anti-AUREO1a primary antibody at room temper-
ature, followed by 1 h incubation in a 1:10,000 dilution of horseradish
peroxidase anti-rabbit secondary antibody (GE Healthcare) at room
temperature. Signals were visualized using the Western Lightning de-
tection kit (Thermo Scientiﬁc Pierce) according to the manufacturer’s
instructions.
Y2H Analysis
Y2H bait and prey plasmids were generated through recombinational
Gateway cloning (Invitrogen). The full-length ORFs of the P. tricornutum
dsCYC2, CDKA1, and CDKA2 genes were ampliﬁed from cDNA using
gene-speciﬁc primers (see Supplemental Table 1 online), cloned in the
pENTR-D-TOPO vector (Invitrogen), and subsequently recombined in the
pDEST22 and pDEST32 vectors (Invitrogen) by attL3 attR recombination,
resulting in translational fusions between the proteins and the GAL4
transcriptional activator and DNA binding domains, respectively. AUR-
EO1a and bZIP10 cDNAs were derived from plasmid extraction (Zymo-
prep; Zymo Research) from positive colonies of a Y1H library screen (see
below) and recombined in the pDEST22 and pDEST32 vectors by
Gateway recombination. Bait and prey plasmids were cotransformed in
the yeast strain PJ694-a by the LiAc method (Gietz et al., 1992). Co-
transformed yeast cells were selected on synthetic deﬁned (SD) medium
plates lacking Leu and Trp. Interaction between the introduced proteins
was scored on SD plates lacking Leu, Trp, and His.
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Yeast Complementation
The full-length dsCYC2 cDNA was cloned into the yeast tetracycline-
repressible vector pTHGW (Peres et al., 2007) by LR cloning. The resulting
plasmid, pTH-dsCYC2 (or pTHGW as a control), was transformed into the
G1-deﬁcient yeast strain BF305-15d-21 (MATa leu2-3, 112his3-11,
15ura3-52 trp1 ade1 met14; arg5,6 GAL1-CLN3 HIS3::cln 1 TRP1::cln2)
by the LiAc method (Gietz et al., 1992). Complementation was assayed on
Gal-containing SD medium in the presence or absence of 20 µg/mL
doxycycline (Sigma-Aldrich).
Y1H Analysis
For the Y1H library screen, the dsCYC2 promoter sequence (1018 bp
upstream of ATG) was cloned in the pMW#2 and pMW#3 destination
vectors (Deplancke et al., 2006), yielding HIS3 and LacZ reporter con-
structs, respectively. The Y1H bait strain was generated as previously
described (Deplancke et al., 2004, 2006). Subsequently, the Y1H bait
strain was transformed with 50 µg of prey plasmids derived from a custom-
made P. tricornutum Y2H cDNA library (Invitrogen) according to the Yeast
Protocol Handbook (Clontech), and yeast cells that hosted a successful
interaction were selected on selective SDmedium lacking His, Ura, and Trp
containing 25mMof 3-amino-1,2,4-triazole and retested using a direct Y1H
test.
Growth Analyses
Tomonitor growth rates of wild-type and dscyc2 cells, cells were grown at
12L/12D (100 µE of white light) in a 24-well plate (Falcon), in a total volume
of 1 mL, over a time period of 11 d. Absorbances of the cultures were
measured at 405 nm using the VICTOR3 Multilabel Plate Reader (Perkin-
Elmer) each day in the morning. The growth curves of triplicate cultures
were LN(2) transformed, and mean generation times were calculated
by determination of the derivative of the values between the points of
maximal slope (exponential growth phase).
To determine the growth rates of wild-type and dscyc2-2.9 cells under
constant light conditions, batch cultures were grown under continuous
illumination of white light for at least 2 weeks. At the beginning of the
experiment, cells were diluted with fresh F/2 medium without silica to the
same absorbance at 405 nm (0.025), and cells were either placed under
constant light conditions or transferred to 12L/12D conditions at the same
light intensity (50 µE). Generation times were calculated as described
above.
To monitor growth curves under different light quality conditions, wild-
type and dscyc2-2.9 batch cultures were cultivated at 12L/12D at 20°C in
air-lifted 100-mL test tubes. Flora light-emitting diode panels (CLF Plant
Climatics) were used for illumination with monochromatic blue light and
red light at wavelengths of 469 nm 6 10 nm and 659 nm 6 11 nm, re-
spectively. White ﬂuorescence tubes (18W/865; Osram) provided illu-
mination with white light. The spectral composition of the light sources
was recorded with a spectroradiometer (Tristan). The relative absorption
of incident light varied for the different light sources. Therefore, the in-
cident light intensity was adjusted to either 72 µmol photons m22 s21 blue
light, 120 µmol photons m22 s21 white light, or 123 µmol photons m22 s21
red light. This resulted in similar values of 30 µmol absorbed photons
m22 s21 photosynthetically absorbed radiation (QPhar) at a culture density of
2 µg chlorophyll a mL21 as calculated according to Gilbert et al. (2000). All
cultures were inoculated with 50,000 cells mL21. The in vivo absorption at
405 nm was recorded with a spectrophotometer (Specord M500; Zeiss).
nCounter Analysis
RNA levels were measured using the Nanostring nCounter analysis
system (Nanostring Technologies) by the VIB Nucleomics Core Facility as
previously described (Geiss et al., 2008). An overview of the nCounter
probe pairs used in this study is shown in Supplemental Table 2 online. All
probes were screened against the P. tricornutum annotated transcript
database from the Department of Energy Joint Genome Initiative for
potential cross-hybridization. Total RNA extract (100 ng) from two bi-
ological replicates for both wild-type and dscyc2-2.9 cells was used for
hybridization, and all genes were measured simultaneously using multi-
plexed reactions. After a ﬁrst normalization against the internal spike-in
controls, genes were normalized against the four reference genes EF1a,
histone H4, RPS, and UBI-4. Fold induction calculations for wild-type and
dscyc2-2.9 cells values were divided by the value at the 0-h time point.
Inhibitor Studies
To determine the effect of PET inhibition, DCMU (Sigma-Aldrich) was
dissolved in ethanol to a stock concentration of 100 mM and delivered to
the cells 10 min before the onset of light treatment at a ﬁnal concentration
of 20 µM. Identical volumes of ethanol were added to the controls and had
no effect on transcript expression.
To determine the effect of inhibition of protein translation on dsCYC2
transcription, cells were treated with or without CHX (Duchefa Biochemie)
at a ﬁnal concentration of 2 µg/mL, 5 min before the onset of light
treatment.
Transient Reporter Assays
The dsCYC2 promoter sequence was cloned simultaneously with the
fLUC sequence in the pm42GW7,3 destination vector (Karimi et al., 2007)
by multisite Gateway cloning (Invitrogen). To generate the effector con-
structs, the cDNA clones of AUREO1a and bZIP10 were recombined in
the p2GW7 destination vector by Gateway cloning, containing the cau-
liﬂower mosaic virus 35S promoter. Both reporter and effector plasmids
were used to transfect tobacco (Nicotiana tabacum) BY-2 protoplasts
using the polyethylene glycol/Ca2+ method as described by De Sutter
et al. (2005). Luciferase measurements were performed using the Dual-
luciferase Reporter 1000 Assay System (Promega) according to the
manufacturer’s instructions and as previously described (De Sutter et al.,
2005).
Accession Numbers
Sequence data from this article can be found in theP. tricornutum genome
sequence database through the Joint Genome Initiative portal (http://
genome.jgi-psf.org/Phatr2/Phatr2.home.html) under the following acces-
sion numbers: dsCYC2, Phatr2_34956; CDKA1, Phatr2_20262; CDKA2,
Phatr2_51279; AUREO1a, Phatr2_49116; and bZIP10, Phatr2_43744.
Sequence data from other genes discussed in this article can be found in
the EMBL/GenBank data libraries under the accessions numbers listed in
Supplemental Table 2 online.
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The following materials are available in the online version of this article.
Supplemental Figure 1. Silencing of dsCYC2 Does Not Result in
a General Stress Response.
Supplemental Figure 2. Effect of CHX on dsCYC2 Transcript
Expression in Dark and Light.
Supplemental Figure 3. S-Phase Distribution in Wild-Type (Solid Line)
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SUMMARY
Diatoms are one of the most successful groups of unicellular eukaryotic algae. Successive endosymbiotic
events contributed to their flexible metabolism, making them competitive in variable aquatic habitats.
Although the recently sequenced genomes of the model diatoms Phaeodactylum tricornutum and Thalass-
iosira pseudonana have provided the first insights into their metabolic organization, the current knowledge on
diatom biochemistry remains fragmentary. By means of a genome-wide approach, we developed DiatomCyc, a
detailed pathway/genome database of P. tricornutum. DiatomCyc contains 286 pathways with 1719 metabolic
reactions and 1613 assigned enzymes, spanning both the central and parts of the secondary metabolism of
P. tricornutum. Central metabolic pathways, such as those of carbohydrates, amino acids and fatty acids, were
covered. Furthermore, our understanding of the carbohydrate model in P. tricornutum was extended. In
particular we highlight the discovery of a functional Entner–Doudoroff pathway, an ancient alternative for the
glycolytic Embden–Meyerhof–Parnas pathway, and a putative phosphoketolase pathway, both uncommon in
eukaryotes. DiatomCyc is accessible online (http://www.diatomcyc.org), and offers a range of software tools
for the visualization and analysis of metabolic networks and ‘omics’ data. We anticipate that DiatomCyc will be
key to gaining further understanding of diatom metabolism and, ultimately, will feed metabolic engineering
strategies for the industrial valorization of diatoms.
Keywords: diatoms, Phaeodactylum tricornutum, pathway/genome database, DiatomCyc, metabolism,
Entner–Doudoroff pathway.
INTRODUCTION
Almost all of the world’s known petroleum reserves origi-
nated from biomass produced by eukaryotic phytoplankton
(Falkowski et al., 2005), among which diatoms are one of the
most common groups. Diatoms account for approximately
20% of the global photosynthetic productivity (Field et al.,
1998), thereby driving oceanic carbon and silica cycles, and
fueling aquatic food chains (Falkowski et al., 1998). They
possess the most efficient ribulose-1,5-bisphosphate car-
boxylase oxygenase (Rubisco) among autotrophs (Giordano
et al., 2005), and accumulate high-value compounds, such
as pigments and oils, rich in unsaturated fatty acids (Chisti,
2007). Genome-wide analysis revealed that a remarkable
number of the genes of the model diatom Phaeodactylum
tricornutum have diverse origins (Whitaker et al., 2009;
Tirichine and Bowler, 2011). As a consequence, it possesses
metabolic pathways from all domains of life, as illustrated by
the recently described metazoan-like ornithine–urea cycle
(Allen et al., 2011) that is typically absent in plants and green
algae. Although several aspects of diatom metabolism have
been explored already, a comprehensive overview is still
lacking.
Genome-scale databases of metabolism have been con-
structed for several organisms, including Escherichia coli
(Keseler et al., 2011), Homo sapiens (Romero et al., 2004),
Arabidopsis thaliana (Radrich et al., 2010) and Chlamydo-
monas reinhardtii (May et al., 2009), and can be used to
better understand cellular metabolism (Baart et al., 2008;
Chang et al., 2011) in order to develop metabolic engineer-
ing strategies (Fong et al., 2005; Smid et al., 2005; Hua et al.,
2006), design culture media and processes (Teusink et al.,
2005; Baart et al., 2007), and even to develop online process
control (Provost and Bastin, 2004). Hence, the aim of this
study was to generate a pathway/genome database (PGDB)
of P. tricornutum based on its genome sequence and the
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biochemical literature. Here, we present the features of
PGDB, designated DiatomCyc, and discuss some specific
metabolic pathways that have been discovered. Mining the
P. tricornutum genome information led to the identification
of unusual metabolic pathways, such as the typically
prokaryotic Entner–Doudoroff pathway and a phosphoketo-




The available translated genomic sequence of P. tricornu-
tum (Bowler et al., 2008) was taken as the starting point for
the reconstruction of the first diatom PGDB: DiatomCyc. To
complete and improve the current genome annotation, we
applied an orthology-based methodology (Notebaart et al.,
2006). Twenty-three genomes of organisms (i.e. reference
organisms, see Experimental Procedures) were used for
high-resolution predictions of translated gene sequence
equivalency (Remm et al., 2001; O’Brien et al., 2005). Eleven
out of the 23 organisms have a published genome-scale
metabolic network and curated annotation. Gene functions
of the reference organisms were conveyed to the corre-
sponding P. tricornutum orthologs, for which we employed
the ‘PHATRDRAFT’ terminology, which refers to the com-
mon gene identifiers used in databases such as NCBI and
KEGG. Gene-to-function and function-to-reaction associa-
tions were transferred semi-automatically with the KEGG
(Kanehisa and Goto, 2000) and MetaCyc (Caspi et al., 2010)
databases as input. The results were imported into PATHWAY
TOOLS 15.0 (Karp et al., 2002), and were subsequently
refined. As for the other members of the MetaCyc family
(Karp et al., 2010), including the highly curated databases of
Saccharomyces cerevisiae, E. coli, H. sapiens and A. thali-
ana, DiatomCyc is accessible online (http://www.diatom
cyc.org), and offers a range of software tools for the visual-
ization and querying of metabolic networks and the analysis
of ‘omics’ data. DiatomCyc provides different levels of
information, from the cellular metabolic overview to single
gene, protein, reaction and metabolite information, and
includes literature references. Through the web interface,
users can query the PGBD through keywords, the imple-
mented BLAST utility and the genome browser. In addition,
comparative analysis between different PGDBs can be car-
ried out and the ‘Omics Viewer’ utility allows the graphical
visualization of transcriptomics, proteomics and meta-
bolomics data. Table 1 shows the types of data and the
number of entries for each data type included in DiatomCyc,
and compares these with data held in other species-specific
MetaCyc-based databases, including EcoCyc (Keseler et al.,
2011), YeastCyc (Ball et al., 2001), ChlamyCyc (May et al.,
2009), AraCyc (Zhang et al., 2005) and HumanCyc (Romero
et al., 2004). Currently, DiatomCyc comprises 286 pathways
with 1719 metabolic reactions and 1613 enzymes, which is
comparable with other eukaryotic PGDBs, spanning both the
central and parts of the secondary metabolism of P. tricor-
nutum (Figure 1a; Table 1).
Pathway visualization and manual curation
Given the broad interest in diatoms as potential polyunsat-
urated oil and biodiesel producers, the metabolic pathways
related to lipid biosynthesis (i.e. saturated and polyunsatu-
rated fatty acids, triacylglycerols and phospholipid
biosynthesis) are completely charted in DiatomCyc. As
described below, the available MetaCyc templates were
adjusted or refined manually when required. To illustrate the
content of DiatomCyc, the fatty acid biosynthetic pathway
was taken as an example. In P. tricornutum the most abun-
dant saturated fatty acid is palmitic acid (C16:0) (Siron et al.,
1989; Zhukova and Aizdaicher, 1995; Domergue et al., 2003;
Patil et al., 2007). Unlike mammals that use a single gene
product to carry out the entire reaction set necessary
to produce fatty acids, P. tricornutum, analogously to
plants and bacteria, uses discrete proteins encoded by
different genes involved in separate steps (http://www.
diatomcyc.org/DIATOM/NEW-IMAGE?type=PATHWAY&
object=PWY-5156). The pathway can be selected from
the cellular overview of DiatomCyc (Figure 1a), and can
be visualized in detail (Figure 1b). All reactions starting
from acetyl-CoA to palmitate and stearate are associated
with the corresponding enzymes and genes. By clicking
on a specific reaction on the pathway (Figure 1c), the
enzyme(s) and the associated gene(s) are shown, as well














Total genes – 5305 8069 15 025 33 602 21 086 10 647
Protein coding – 5115 6607 14 339 27 416 17 566 10 565
Pathways 1745 281 152 263 393 263 286
Enzymatic reactions 9458 1492 981 1419 2627 1866 1719
Enzymes 7424 1467 708 2851 3203 3623 1613
Compounds 9187 2161 688 1066 2825 1196 1173
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as a detailed graphical representation of the reaction.
When a gene is selected (Figure 1d), different types of
information become available. A short description of the
gene, its genomic coordinates, its length and the
molecular weight of the protein it encodes are visible in
the main window. In the genome browser, the gene
sequence (Figure 1e) and its translation are directly
accessible by clicking the corresponding boxes. Fur-
thermore, links to the relevant literature and external
resources [such as links from each gene to UniProt, the
JGI genome sequence, the expressed sequence tag (EST)
database, the KEGG database and NCBI] are provided.
The semi-automatic reconstruction of PGDBs is based on
known metabolic pathways, often preventing the detection
of variations within a given biochemical route. The biosyn-
thesis of eicosapentaenoic acid (EPA) present in DiatomCyc
is an example of the literature-based manual curation that
had been applied to construct the diatom PGDB. EPA is an
omega-3 polyunsaturated fatty acid (PUFA), and one of the
valuable compounds synthesized by diatoms. In P. tricor-
nutum, the accumulation of EPA is variable in time and can
reach remarkable portions of the total fatty-acid fraction
(Siron et al., 1989; Zhukova and Aizdaicher, 1995; Domergue
et al., 2003; Patil et al., 2007). Fatty-acid profiling showed
that P. tricornutum accumulates large quantities of EPA,
whereas intermediates of the pathway are present only in
traces (Siron et al., 1989; Zhukova and Aizdaicher, 1995;
Domergue et al., 2003), suggesting that the pathway has
been optimized for the specific accumulation of EPA. The
pathway template provided by MetaCyc had been adapted
according to the outcome of other studies (Domergue et al.,
2002, 2003; Wen and Chen, 2003) to reconstruct the putative
pathway that leads to the EPA synthesis (Figure 2). The
reconstructed pathway is directly connected to the previ-
ously described fatty acid biosynthesis pathways, from
which stearoyl-ACP (C18:0) is desaturated to oleoyl-ACP by
a D9 desaturase, encoded by PHATRDRAFT_9316. The set of
genes involved in the subsequent desaturation and
elongation steps consists of two D6 elongases (encoded by
PHATRDRAFT_22274 and PHATRDRAFT_20508), two D5
desaturases (PHATRDRAFT_22459 and PHATR_46830), a D12
desaturase (PHATR_25769), a D6 desaturase (PHATRDRAFT_
29488) and an omega-3 desaturase (PHATRDRAFT_41570)
(Figure 2).
The ‘Omics Viewer’
The web interface of DiatomCyc allows the user to import
and picture several types of data, including microarray
expression data, proteomics data, metabolomics data,
reaction flux data or data from any other high-throughput
‘omics’ experiment, related to genes, protein reactions or
compounds. With the ‘Omics Viewer’ tool implemented in
DiatomCyc, data sets can be visualized on the cellular
overview, and reactions and genes are marked with different
color scales. As examples, the regulation of two isoprenoid
precursor pathways will be illustrated: those of methyl-ery-
throl 4-phospate (MEP) and the mevalonate (MVA). Both
pathways were mapped in DiatomCyc: the MEPP (http://
www.diatomcyc.org/DIATOM/NEW-IMAGE?type=PATHWAY&
object=NONMEVIPP-PWY) and MVAP (http://www.diatomcyc.
org/DIATOM/NEW-IMAGE?type=PATHWAY&object=PWY-922).
Isoprenoids are important precursors for the biosynthesis of
carotenoids and other pigments, such as b-carotene and the
diatom-specific fucoxanthin (Bertrand, 2010), which have
several applications in the food and pharmaceutical industries
(Pangestuti and Kim, 2011). Previously, P. tricornutum had
been found to use these two different pathways to synthesize
isoprenoid precursors, just like plants (Cvejic´ and Rohmer,
2000). It is commonly believed that the MEPP operates in the
chloroplasts, providing precursors for carotenoids, and that
the MVAP contributes to the biosynthesis of sterols in the
cytosol (Masse´ et al., 2004). Carbon-labeling experiments
(Cvejic´ and Rohmer, 2000; Masse´ et al., 2004) demonstrated
that the two pathways are triggered by different precursors.
The main carbon source for the MEPP is CO2, whereas the
MVAP uses acetate-derived carbon.
Currently, the Diatom EST Database (Maheswari et al.,
2009) represents the only publicly available large-scale
collection of gene expression data. Although this data set
is still relatively small and does not allow the analysis of
statistically significant changes in gene expression, it was
used nonetheless to illustrate the utility of the DiatomCyc
‘Omics Viewer’ tools. As an example, the transcriptional
reprogramming of the two isoprenoid precursor pathways
under different culture conditions will be used. With the
‘Omics Viewer’ utility, the imported EST data are mapped
on the cellular pathway overview, and the reactions and
genes involved are marked with different color scales
Figure 1. Screenshots from DiatomCyc describing the pathway for the biosynthesis of fatty acids in Phaeodactylum tricornutum, and illustrating the different levels
of information.
(a) Cellular overview of the complete metabolism of P. tricornutum. Part of the pathway, shown in more detail on the information page (b) is encircled.
(b) Details of genes and proteins associated with corresponding reactions. A general description of the pathway and links to the literature are provided (not shown in
the figure). Comparative analysis can be carried out by the occurrence of the same pathway in different organisms (Species comparison).
(c) Selection and visualization of a single reaction.
(d) Gene information page that, in turn, includes links to external databases and literature references, and information relative to gene length and protein size. The
genomic localization of the protein is graphically represented and the genomic coordinates are indicated.
(e) Genome browser, protein and nucleotide sequences are accessible by clicking the gray boxes in (d).
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(Figure 3). Specifically, as an example of the potential
utility, we imported the EST data (Maheswari et al., 2009)
of the three culture conditions that affected the EST levels
of MVAP and MEPP most markedly when compared with
those in control pseudo steady-state cultures, namely the
presence of a high concentration of CO2, the addition of a
toxic aldehyde and iron limitation. This analysis indicated
that contigs corresponding to genes involved in the MEPP
were induced in cells exposed to a high concentration of
CO2, whereas genes involved in the MVAP pathway were
not (Figure 3a), according to their main carbon sources
(Cvejic´ and Rohmer, 2000). In contrast, in the presence of
the toxic aldehyde 2E,4E-decadienal (DD), the MVAP genes
were induced, but not those of the MEPP (Figure 3b). This
observation is plausible, because an S. cerevisiae mutant
lacking the ERG6 gene [encoding the d(24) sterol
C-methyltransferase involved in ergosterol biosynthesis]
has been demonstrated to be significantly more sensitive
to DD, which points to a direct link between the stress
induced by the aldehyde and the synthesis of sterols
(Adolph et al., 2004). Like many other toxic oxylipins, DD
increases membrane permeability and programmed cell
death in various organisms (Adolph et al., 2004; Ribalet
et al., 2007). Sterols, fed by the MVAP, might represent an
important cellular defense barrier against such toxic com-
pounds. Finally, the lack of iron in culture media has been
reported to trigger a rearrangement of the photosynthetic
components, and to stimulate the expression of genes
involved in the biosynthesis of chlorophyll, carotenoids
and their precursors (Allen et al., 2008). Accordingly, the
EST data indicate that the MEPP genes, as well as those of
the MVAP, are induced under iron restriction (Figure 3c).
Although these data need to be interpreted with care
because of the limited number of ESTs in the database, the
above examples illustrate the usefulness of DiatomCyc as
an interactive laboratory tool in the study of diatom
metabolism, and its reprogramming under different culture
or stress conditions.
Completion of gaps in the current carbohydrate model
A genome-based overview of diatom metabolism provided
the first insights into the acquisition of dissolved inorganic
carbon, photorespiration and a detailed synthesis of carbo-
hydrate metabolism (Kroth et al., 2008). Our results
confirmed the proposed carbohydrate model and allowed us
to fill in several of the remaining gaps. For example, acetyl-CoA
Figure 2. DiatomCyc screenshot of eicosapenta-
enoic acid biosynthesis in Phaeodactylum tricor-
nutum.
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conversion to acetate appears to occur via a two-step reac-
tion (Figure 4), involving phosphate acetyltransferase
(EC 2.3.1.8, encoded by PHATRDRAFT_50625 and PHATR-
DRAFT_48580) that converts acetyl-CoA to acetyl phosphate.
The latter is dephosphorylated to acetate by acetate kinase
(EC 2.7.2.1, encoded by PtACK, PHATRDRAFT_36256). The
photorespiration pathway was further completed by identi-
fying PHATRDRAFT_56499 as the gene encoding glycerate
kinase (EC 2.7.1.31; Figure 3). Contradictory to previous
postulations (Kroth et al., 2008), the presence of an
N-terminal transit peptide that could be predicted in silico
suggests that the enzyme might be mitochondrial rather
than plastidial (Emanuelsson et al., 2007). Notably, the
identification of one ortholog (THAPSDRAFT_261750) in
Thalassiosira pseudonana suggests that glycerate kinase
might be conserved in diatoms. In agreement with a previ-
ous study (Kroth et al., 2008), we also identified genes
potentially involved in the biosynthesis of the polysaccha-
ride storage compound chrysolaminaran, a b-1,3 glucan
branched with b-1,6 linkages. A b-1,3-glucan synthase
(encoded by PHATRDRAFT_55327) and three putative b-1,6
branching enzymes (encoded by PHATRDRAFT_48300,
PHATRDRAFT_56509 and PHATRDRAFT_50238) were
predicted. The latter three genes share orthology relation-
ships with two genes encoding b-1,6-glucan synthases of
S. cerevisiae (i.e. YPR159W and YGR143W).
In silico prediction of a phosphoketolase pathway
Besides the Embden–Meyerhof–Parnas pathway (EMPP;
Figure 4), which is the most widely distributed glycolytic
pathway in nature, we predicted the presence of a phos-
phoketolase pathway (PKP; Figure 4). The PKP is a catabolic
Figure 4. Simplified overview of carbohydrate metabolism and photorespi-
ration in Phaeodactylum tricornutum. The Entner–Doudoroff pathway (EDP),
phosphoketolase pathway (PKP) and completed gaps are indicated in blue.
2K3DPG, 2-keto-3-deoxyphosphogluconate; 2PGL, 2-phosphoglycolate; 3PG,
3-phosphoglycerate; 6PG, 6-phospho gluconate; ACCOA, acetyl-CoA; ACE,
acetate; ACK, acetate kinase; ACP, acetylphosphate; BPG, 1,3-diphosphate-
glycerate; CO2, carbon dioxide; EMPP, Embden–Meyerhof–Parnas pathway;
E4P, erythrose-4-phosphate; FBP, fructose-1,6-bisphosphate; F6P, fructose-
6-phosphate; GAP, glyceraldehyde-3-phosphate; GK, glycerate kinase;
GLYCE, glycerate; GLYCO, glycolate; G1P, glucose-1-phosphate; G6P, glu-
cose-6-phosphate; NH3, ammonium; O2, oxygen; PEP, phosphoenolpyruvate;
2PG, 2-phosphoglycerate; PPP, pentose phosphate pathway; PTA, phosphate
acetyltransferase; PYR, pyruvate; R5P, ribulose-5-phosphate; RU5P, ribulose-
5-phopshate; S7P, sedoeptulose-7-phosphate; X5P, xylulose-5-phosphate.
Figure 3. ‘Omics Viewer’ in DiatomCyc.
Examples of visualization of expressed sequence tag (EST) data on the
reconstructed methyl-erythrol-4-phosphate pathway (MEPP) and mevalonate
pathway (MVAP). Each icon represents a single metabolite: squares, carbo-
hydrates; ellipses, pyrimidines; circles, other compounds; and filled shapes
indicate phosphorylated compounds. Different inductions of MEPP and
MVAP under different culture conditions are shown, i.e. pseudo steady-state
growth of Phaeodactylum tricornutum in the presence of: a high concentra-
tion of CO2 (a); 2E,4E-decadienal (b); and under iron limitation (c) (Maheswari
et al., 2009). Before importing EST data in DiatomCyc, we normalized the data
by dividing the absolute number of ESTs for every gene in a given condition
by the total number of ESTs for that condition. Subsequently, these
normalized values were divided by the value relative to the condition used
as a comparison (the standard condition). Colors indicate repression of a gene
in a given condition (blue), no difference in expression relative to the standard
condition (black) or induction of a gene in a given condition (red). Genes for
which there are ESTs in the ‘stress’ condition but not in the standard condition
are indicated in orange, and those for which no unambiguous EST data are
available in any condition are indicated in light gray.
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variant of the pentose phosphate pathway (PPP), and uses
phosphoketolase (XFP) as the key enzyme. To date, two
types of XFP activities have been described: fructose-
6-phosphate phosphoketolase (EC 4.1.2.22) and xylulose-
5-phosphate phosphoketolase (EC 4.1.2.9) (Sa´nchez et al.,
2010).
Organisms with both XFP activities are able to exploit a
unique metabolic sugar pathway, termed the bifid shunt,
that is generally considered a distinctive taxonomic mark for
Bifidobacteria. Most XFPs have dual substrate specificity
(Sa´nchez et al., 2010). In P. tricornutum, a putative xylulose-
5-phosphate/fructose-6-phosphate phosphoketolase (PtXPK),
encoded by the gene PHATRDRAFT_36257, was identified.
PtXPK might catalyze the cleavage of xylulose-5-phosphate
to acetyl-phosphate and glyceraldehyde-3-phosphate (GAP)
that can be further converted in pyruvate by entering the
lower part of the glycolysis. As mentioned above, acetyl
phosphate can be converted to acetate by PtACK. Similar to
the enzymes involved in the oxidative PPP (Kroth et al.,
2008), PtXPK and PtACK are putatively cytosolic enzymes.
Among the reference organisms used in the orthology
prediction, PtXPK shared orthologs with Cyanobacteria
(Acaryochloris marina, Synechococcus sp. and Trichodes-
mium erythraeum) and Lactobacillaceae (Lactobacillus
plantarum and Lactococcus lactis) (Table S1). Interestingly,
no orthologs were found in Thalassiosira pseudonana. In the
genome of P. tricornutum, PtXFP is localized on chromo-
some 9, adjacent to the PtACK-encoding locus that catalyzes
the next reaction in the pathway (Figure 5). The spatial
association between phosphoketolase and acetate kinase
open reading frames has been reported to occur relatively
frequently in Proteobacteria and Cyanobacteria (Sa´nchez
et al., 2010), and might hint at a bacterial origin of the PKP in
P. tricornutum, as indicated previously by computational
analysis (Bowler et al., 2008). To date, eukaryotic phospho-
ketolases have been indicated only in a few fungal species
(Sa´nchez et al., 2010).
In silico prediction and experimental confirmation of the
Entner–Doudoroff pathway
A striking finding that emerged from the orthology-based
approach was the identification of the Entner–Doudoroff
pathway (EDP) in P. tricornutum. The EDP (Figure 4) is
considered to be the ancient glycolytic pathway (Romano
and Conway, 1996), and is predominantly restricted to
prokaryotic lineages. The involved genes encode 6-phos-
phogluconate dehydratase (EDD, EC 4.2.1.12) and 2-keto-
3-deoxyphosphogluconate aldolase (EDA, EC 4.2.1.14). The
EDP degrades glucose after its conversion to 6-phospho-
gluconate (6PG). EDD catalyzes the first reaction in which the
dehydratation of 6PG produces one molecule of 2-keto-
3-deoxyphosphogluconate (KDPG). The second and final
step of the pathway, catalyzed by EDA, cleaves KDPG to
pyruvate and GAP. The lower glycolysis can then further
degrade GAP to pyruvate. Both EDP enzymes in P. tricor-
nutum have a predicted mitochondrial signal peptide and
might form a complete mitochondrial EDP when combined
with the lower glycolysis that had been identified previously
(Kroth et al., 2008). Whereas the EDD enzyme is widely
conserved in nature, as a multifunctional protein involved in
several cellular metabolic processes (Peekhaus and Conway,
1998), EDA is considered the key and distinctive enzyme of
the EDP. For instance, the PtEDD gene (PHATR-
DRAFT_20547) has orthologs in 17 out of 21 reference
organisms (Table S1). In contrast, the hits for PtEDA
(PHATRDRAFT_34120) are primarily restricted to prokary-
otes, although orthologs have been identified in some
eukaryotes as well, such as Cyanidioschyzon merolae,
Ostreococcus tauri and Ostreococcus lucimarinus. Notably,
the two EDP genes of P. tricornutum are not part of the list of
genes previously predicted to be of bacterial origin (Bowler
et al., 2008). The two genes of the EDP have also been
identified in T. pseudonana, suggesting that the EDP might
be conserved in diatoms, in contrast to the PKP.
To confirm the function of the predicted EDP genes, we
performed a genetic complementation experiment in the
triple knock-out mutant strain DeddDedaDgnd of E. coli, and
assayed growth on minimal medium containing gluconate
as the sole carbon source (Figure 6). In this mutant, the
native ED genes eda (b4477) and edd (b3771) were inacti-
vated by knock out. Additionally, to avoid gluconate flux
being channeled through the PPP, the gene coding for
6-phosphogluconate dehydrogenase (GND, b2029) was also
deleted. The resulting triple knock-out strain was unable to
grow on the gluconate-containing minimal medium (Fig-
ure 6). Transformation of the E. coli mutant with a polycis-
tronic plasmid carrying the PtEDA and PtEDD genes from
P. tricornutum restored growth on the minimal gluconate
medium (Figure 6), thus confirming the functionality of the
PtEDA and PtEDD proteins. The restored EDP allowed the
metabolization of gluconate in the bacterial cell, after its
Figure 5. Genome browser of DiatomCyc.
A particular region of chromosome 9 of Phaeodactylum tricornutum, where
the genes encoding acetate kinase (PtACK) and phosphoketolase (PtXPK), key
enzymes of the PKP, are spatially associated, is shown. Numbers indicate
genomic positions.
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phosphorylation to 6-phosphogluconate by endogenous
gluconate kinase.
Two sets of experiments confirmed the functionality of the
EDP in diatom cells. First, the occurrence of the EDP was
supported by the detection ofPtEDAandPtEDDexpression in
cultured P. tricornutum cells. Moreover, differential tran-
script accumulation in cells grown under different light
regimes was observed (Figure S1). In particular, the tran-
script levels corresponding to PtEDA, the key enzyme of the
EDP, showed a pronounced light-modulated pattern, with a
gradual decrease under continuous light and a sharp
increase following the switch to a dark phase. Second, the
activity of the EDP enzymes was tested with an enzymatic
assay with soluble protein extracts from P. tricornutum cells
grown under different light regimes and the different E. coli
strains that we generated. 6PG was used as substrate and its
conversion to pyruvate was measured with a fluorometric
assay (Table S2). Pyruvate was detected in cells of P. tricor-
nutum, wild-typeE. coliand in mutantE. coliDeddDedaDgnd
complemented with pUC18-PtiEDP, but not in cells of the
uncomplemented DeddDedaDgnd mutant that lacks an EDP.
These observations provide direct evidence for the activity of
the PtEDP enzymes in both endogenous and heterologous
cells. Interestingly, the measured pyruvate concentration
was higher in samples of P. tricornutum grown in a
prolonged dark phase than in the samples obtained from
diatoms grown in continuous light, which correlates with the
PtEDA transcript levels (Figure S1). These preliminary results
support the hypothesis that EDP regulation might be linked to
changes in the energy status of the cell.
The presence of multiple glycolytic pathways in marine
eukaryotes, such as diatoms, remains unclear. We hypoth-
esize that the coordination of multiple central carbon
pathways in P. tricornutum might be the consequence of
cellular ‘economical strategies’. Although the EDP produces
less energy per molecule of glucose, it requires fewer
resources to synthesize the enzymes than the EMPP (Carl-
son, 2007), and possibly enables a fast shunt to match the
required production and demands for ATP/NADPH (Kramer
and Evans, 2011). The shift to energetically inefficient
metabolism originates from the trade-off between low
investment cost in enzyme synthesis and a high operation
cost for alternative catabolic pathways (Molenaar et al.,
2009). In E. coli, a low operation cost/high investment cost
strategy (i.e. maximizing energy yield), has been recognized
as a competitive strategy during nutrient-limited chemostat
growth (Schuetz et al., 2007). The combined use of different
pathways for glucose use might reflect a great metabolic
flexibility: ‘expensive’ pathways in terms of investment
costs, such as the EMPP, are more energetically efficient
and finely tuned by transcriptional regulation (Wessely
et al., 2011). In contrast, ‘cheaper’ pathways, such as the
EDP, might be less tightly regulated and predominant in an
organism subjected to frequent environmental changes,
resulting in faster metabolic responses that provide an
immediate selective advantage (Wessely et al., 2011).
CONCLUSIONS
The PGDBs and genome-scale metabolic networks represent
relevant resources for the study of cellular metabolism. As
shown by well-curated databases, such as EcoCyc (Keseler
et al., 2011), the level of information can have an impressive
resolution and an important impact on the scientific com-
munity by becoming a common laboratory tool, in particular
for comparative analysis and visualization of high-through-
put experiments. DiatomCyc is a first step toward the gen-
eration of a comprehensive overview of diatom metabolism,
and provides a user-friendly, interactive platform for current
and future diatom research. The comparison between
DiatomCyc and other PGDBs (Table 1) reflects the current
status of knowledge of P. tricornutum metabolism, which
still contains gaps in some metabolic pathways. Such gaps
can sometimes be ascribed to missing or incomplete EC
numbers in MetaCyc. Furthermore, isolated reactions
without a gene association might involve diatom-specific
genes. Proteins with obscure functions (POFs) that cannot
yet be linked in silico to any cellular process, generally
represent a significant portion in every eukaryotic genome,
ranging from 18 to 38% (Gollery et al., 2006). In P. tricornu-
Figure 6. Genetic complementation of the Entner–Doudoroff pathway in
Escherichia coli. Transformed wild-type and mutant E. coli strains (DeddDe-
daDgnd) were grown for 48 h at 37C on LB medium or minimal medium
supplemented with gluconate as the sole carbon source (MMG).
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tum, 44% of the genes code for such POFs and lack detect-
able functional domains (Maheswari et al., 2010). Functional
annotation and assembly of the P. tricornutum genome is an
ongoing project; hence, continuous curation will be neces-
sary to address new annotations and to complete the met-
abolic pathways. Therefore, DiatomCyc will be updated
accordingly on a regular basis.
The orthology-based approach that was used to construct
DiatomCyc led to the characterization of the central meta-
bolism of the model diatom P. tricornutum, with particular
interest in pathways with a biotechnological relevance, such
as carbohydrate, isoprenoid and fatty acid biosynthesis.
Moreover, it allows us to propose hypothetical routes for
unknown pathways, such as of PUFA biosynthesis. The utility
and power of the methods used are illustrated by the
identification of uncommon eukaryotic pathways, such as
the EDP, of which the functionality has been confirmed
experimentally. The implication that P. tricornutum has
multiple pathways for glucose metabolism emphasizes its
marked metabolic versatility. DiatomCyc will become a
powerful resource, both for fundamental research and the
development of metabolic engineering strategies aiming at
the industrial exploitation of diatoms. Diatoms produce a
variety of compounds, such as polyunsaturated fatty acids,
for the production of health foods and marine animal feed,
and saturated fatty acids and monoenoic fatty acids for the
production of biodiesel (Bozarth et al., 2009). Although
bioenergy processes from diatoms (and other microalgae)
are not yet economically competitive, their theoretical energy
potential (9–154 kW ha)1, depending on oil content) is sig-
nificantly higher than that ofSaccharum sp. (sugar cane) and
Elaeis guineensis (palm) (Chisti, 2007, 2008; Demirbas, 2009),
making diatoms a promising renewable and carbon-neutral
alternative to petroleum fuels for the future.
EXPERIMENTAL PROCEDURES
Orthology prediction and database construction
The annotated genomes of P. tricornutum (Bowler et al., 2008), 10
organisms with a published genome-scale metabolic model and
curated annotation (Arabidopsis thaliana, Homo sapiens, Saccha-
romyces cerevisiae, Escherichia coli, Helicobacter pilory, Neisseria
meningiditis, Methanococcus jannaschii, Lactococcus lactis,
Lactobacillus plantarum and Bacillus subtilis) and 12 additional
species (Acaryochloris marina, Ectocarpus siliculosus, Prochloro-
coccus marinus, Ostreococcus tauri, Ostreococcus lucimarinus,
Cyanidioschyzon merolae, Synechococcus sp. JA-3-3Ab, Synecho-
coccus sp. JA-2-3B’a, Chlamydomonas reinhardtii, Trichodesmium
erythraeum, Thalassiosira pseudonana and Entamoeba histolytica)
were downloaded from the KEGG database (http://www.genome.jp/
kegg, February 2010; Kanehisa and Goto, 2000). Additionally the
genome of Aureococcus anophagefferens was downloaded from
the JGI website (http://genome.jgi.doe.gov/Auran1/Auran1.home.
html; Gobler et al., 2011).
Orthology prediction was carried out with INPARANOID 3.0 with a
default cut-off value of 50 bits (Remm et al., 2001; O’Brien et al.,
2005). Gene-to-function and function-to-reaction associations were
transferred semi-automatically by means of the KEGG (Kanehisa
and Goto, 2000) and MetaCyc (http://metacyc.org; Caspi et al., 2010)
databases as input. In addition, FASTA headers of the reference
genomes were screened and mined to improve the functional
annotation of the P. tricornutum genome. Functions of the trans-
lated gene sequences with the highest score among the reference
organisms were transferred to the corresponding P. tricornutum
orthologs, yielding the primary genome-scale metabolic network.
The genome-scale network was converted into a PathoLogic-
specific data set according to the PATHWAY TOOLS documentation
(Karp et al., 2010), imported in PATHWAY TOOLS 15.0 (Karp et al.,
2002), and subsequently refined and manually curated with litera-
ture references and bioinformatic tools, such as InterProScan
(Hunter et al., 2009), TargetP (Emanuelsson et al., 2007) and Trans-
portDB (Ren et al., 2007). Metabolic pathways absent in the MetaCyc
framework were added manually.
Expression of P. tricornutum genes in E. coli
Wild-type E. coli strain K-12 MG1655 and theDeddDedamutant were
kindly provided by Prof. Danie¨l Charlier (Vrije Universiteit Brussel,
Belgium). A third gene deletion (gnd, 6-phosphogluconate
dehydrogenase) was introduced into the latter strain to block the flux
through the PPP by replacing the target gene by a kanamycin-resis-
tant gene (Datsenko and Wanner, 2000). Luria broth (LB) medium,
enriched with 50 lM kanamycin (Duchefa Biochemie, http://
www.duchefa.com) was used to select the triple knock-out E. coli
mutants. The final mutant (DeddDedaDgnd) was checked with PCR.
Axenic cultures of the P. tricornutum CCAP 1055/1 were grown in
f/2 medium without silica (Guillard and Ryther, 1962) at 21C in a
12-h light/12-h dark regime (average 75 lmol photons m)2 s)1) and
shaken at 100 rpm. Total RNA was extracted with Tri-Reagent
(Molecular Research Center, http://www.mrcgene.com) according
to the manufacturer’s protocol. DNase treatment was performed
with RQ1 RNase-Free DNase (Promega, http://www.promega.com)
and cDNA was synthesized with the iScript cDNA synthesis kit
(Bio-Rad, http://www.bio-rad.com). The predicted open reading
frames of EDD and EDA (PHATRDRAFT_34120 and PHATR-
DRAFT_20547) were amplified with PrimeSTAR HS DNA Polymer-
ase (Takara Bio, http://www.takara-bio.com). For primer design, the
JGI gene model of PHATRDRAFT_20547 was manually adjusted.
The full-length open reading frames of EDD and EDA were
sequentially cloned into the pUC18 vector as a polycistron (Ye
et al., 2010) to yield the pUC18-PtiEDP construct.
The E. coli mutants were transformed with the pUC18-PtiEDP
vector by heat shock, selected on LB medium enriched with 100 lM
ampicillin and verified by PCR. The minimal medium for the
complementation experiments contained 15 g L)1 agar, 6.75 g L)1
NH4Cl, 1.25 g L
)1 (NH4)2SO4, 1.15 g L
)1 KH2PO4, 0.5 g L
)1
NaCl, 0.5 g L)1 MgSO4
.7H2O, 1 ml L
)1 vitamin solution and
100 ll L)1 molybdic acid solution. The vitamin solution consisted
of 4.89 g L)1 FeCl3
.6H2O, 5 g L
)1 CaCl2
.2H2O, 1.3 g L
)1 MnCl2
.2H2O,
0.5 g L)1 CoCl2.6H2O, 0.94 g L
)1 ZnCl2, 0.0311 g L
)1 H3BO4, 0.4 g L
)1
Na-EDTA.2H2O and 1.01 g L
)1 thiamine-HCl. The molybdate solution
contained 0.76 g L)1 molybdic acid. In the complementation assays,
D-gluconic acid sodium salt (16.5 g L)1) was used as the sole carbon
source. Isopropyl b-D-1-thiogalactopyranoside (IPTG) was added to a
final concentration of 500 lM to induce transgene expression.
Analysis of PtEDP gene expression
Complementary DNA (cDNA) obtained from RNA from axenic cul-
tures of P. tricornutum CCAP 1055/1 grown in f/2 medium without
silica (Guillard and Ryther, 1962) at 21C either in continuous light
(average 75 lmol photons m)2 s)1) for 22 h or switched to the dark
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after 12 h in continuous light, was prepared and analyzed by
quantitative real-time PCR, as described previously (Huysman et al.,
2010). Histone H4 (H4) and Tubulin-b chain (TubB) were used as the
internal control genes (Siaut et al., 2007) for the normalization of the
relative expression ratio of PtEDA and PtEDD transcripts. Primers for
the amplification of PtEDA (forward, 5¢-CGCTACTTCGGATGATTGC-
3¢; reverse, 5¢-GGAGTCGTGAGGGTGAAC-3¢) and PtEDD (forward,
5¢-AGAAGCGAAGAACAGAATGG-3¢; reverse, 5¢-GGAGCGGCAAT
CACAATC-3¢) were designed with Beacon Designer (Premier Bio-
soft, http://www.premierbiosoft.com).
Analysis of PtEDP enzymatic activity
Axenic cultures of P. tricornutum CCAP 1055/1 were grown in ESAW
(Enriched Artificial Seawater) medium (Harrison et al., 1980) at 21C
in a 16-h light/8-h dark regime (average 75 lmol photons m)2 s)1)
and harvested either after 10 h of cultivation in the light or after 10 h
of a prolonged dark phase. E. coli K-12 MG1655, E. coli K-12
MG1655 DeddDedaDgnd and E. coli K-12 MG1655 DeddDe-
daDgnd pUC18-PtiEDP were grown on LB medium, LB medium
enriched with 50 lM kanamycin and 100 lM ampicillin, respectively,
for 12 h at 37C on an orbital shaker. Cells were harvested by cen-
trifugation, washed in PBS and resuspended in 0.5 ml of lysis buffer
(50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 1 mM EDTA, 1% Triton X-
100; Complete Protease Inhibitor) according to the manufacturer’s
protocol (Roche, http://www.roche.com). Resuspended samples
were sonicated on ice for 5 min with 10-s pulses with a Heat
Systems Ultrasonics sonicator (Heat Systems Incorporated, http://
www.misonix.com). Cell debris and non-solubilized material were
removed by centrifugation (30 min at 14 000 g), and the superna-
tant was subsequently centrifuged (2 h at 40 000 g) in order to
obtain the soluble enzyme fraction. The protein concentration was
determined by the Bradford assay (Bio-Rad, http://www.bio-rad.
com) according to the manufacturer’s protocol, and using bovine
serum albumin (BSA) as a standard.
The soluble protein concentration of P. tricornutum and E. coli
lysates was equalized between samples of the same organism. The
EDP in vitro reactions were carried out in 40 ll of TRIS–HCl, pH 7.5,
20 ll sodium arsenite 0.2 M, by adding 40 ll of soluble enzyme
fraction and 40 ll of 0.2 M 6PG as the substrate. The reaction mix
was incubated for 90 min at 37 and 21C for E. coli and P. tricornu-
tum samples, respectively. Pyruvate concentrations were deter-
mined fluorometrically with a Pyruvate Assay Kit (BioVision, http://
www.biovision.com) according to the manufacturer’s protocol.
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Abstract Coordination of cell division with growth and
development is essential for the survival of organisms.
Mistakes made during replication of genetic material can
result in cell death, growth defects, or cancer. Because of
the essential role of the molecular machinery that controls
DNA replication and mitosis during development, its high
degree of conservation among organisms is not surprising.
Mammalian cell cycle genes have orthologues in plants,
and vice versa. However, besides the many known and
characterized proliferation genes, still undiscovered regu-
latory genes are expected to exist with conserved functions
in plants and humans. Starting from genome-wide
Arabidopsis thaliana microarray data, an integrative strat-
egy based on coexpression, functional enrichment analysis,
and cis-regulatory element annotation was combined with a
comparative genomics approach between plants and
humans to detect conserved cell cycle genes involved in
DNA replication and/or DNA repair. With this systemic
strategy, a set of 339 genes was identified as potentially
conserved proliferation genes. Experimental analysis con-
firmed that 20 out of 40 selected genes had an impact on
plant cell proliferation; likewise, an evolutionarily con-
served role in cell division was corroborated for two human
orthologues. Moreover, association analysis integrating
Homo sapiens gene expression data with clinical infor-
mation revealed that, for 45 genes, altered transcript levels
and relapse risk clearly correlated. Our results illustrate
how a systematic exploration of the A. thaliana genome
can contribute to the experimental identification of new cell
cycle regulators that might represent novel oncogenes
or/and tumor suppressors.
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Introduction
The cell cycle represents a precisely programmed series of
events that enables a cell to duplicate its content and to
generate two daughter cells. In all eukaryotes studied to
date, the cell division process is controlled by cyclin-
dependent kinases (CDKs) [1, 2]. The numerous compo-
nents controlling the activity of these kinases form a
complex molecular network that has not been fully dis-
sected even 30 years after their initial discovery. All
physiological signals and signaling pathways affecting cell
proliferation are in some way connected to the cell cycle
regulators. Therefore, it is not surprising that mutations in
key steps within these signaling pathways provoke dra-
matic changes in DNA replication, DNA repair efficiency,
and cell proliferation rate. In mammals, a deregulated cell
cycle is directly linked with malignant transformation
processes that lead to tumorigenesis and cancer.
A wide spectrum of strategies has been used to identify
new oncogenes or cell malignancy modulators, from
proteomics studies [3] and cytogenetics [4] to cancer epi-
genetics [5]. With the technological progress in gene
expression techniques, methods such as digital differential
display [6, 7] and serial analysis of gene expression
(SAGE) [8] have been used as tools to discover new
oncogenes and tumor suppressors. Microarrays have
also been employed as a highly preferred technology to
characterize cancer-specific expression patterns (cancer
fingerprints) and cancer-deregulated pathways [9–13].
Additionally, recent technological advances have provided
platforms that allow hundreds of thousands of single
nucleotide polymorphisms (SNPs) to be analyzed in gen-
ome-wide association studies (GWAS), providing a basis
for the identification of moderate-risk alleles that contrib-
ute to cancer progression [14–16]. Nevertheless, in spite of
the invaluable information obtained with these tools, can-
cer persists as one of the major killing diseases in the world
[17]. Therefore, it is desirable to develop additional
approaches that allow us to get better and more systemic,
insight into the origin, progression, and outcome of cancer.
Comparative genomics represents a complementary tool
for cancer research [18–20]. Although 1.6 billion years ago
the mammalian and plant clades had diverged, commonly
shared pathways and signaling cascades inherited from
their last common ancestor still persist. Correspondingly,
Arabidopsis thaliana not only has had a great impact on the
understanding of the plant kingdom itself but has also
contributed extensively to the dissection of specific
mechanisms that have been evolutionarily conserved.
Innate immunity [21], circadian clock [22], DNA methyl-
ation [23], RNAi processing mechanisms [24], and G
protein signaling [25] are some of the traits firstly studied
in Arabidopsis. Similarly, the Arabidopsis and Homo
sapiens genomes contain a highly comparable repertoire of
‘‘disease genes’’. Almost 70% of the genes implicated in
cancer have Arabidopsis homologues, which is compara-
ble to the percentage found in Drosophila melanogaster
(67%), Caenorhabditis elegans (72%), and Saccharomyces
cerevisiae (41%) [26].
Regarding cancer, nowadays an old paradigm has been
reinforced, namely that, underlying the variability among
different tumors, only a relatively small number of critical
events lie at the origin of their development. In most
instances, deregulated cell proliferation provides the
fundamental platform for neoplastic transformation [27, 28].
Through microarray expression analysis of different types of
cancers, it has been possible to detect the cancer core
mechanisms, represented by an early deregulation of the
mitotic cell cycle, DNA replication, DNA repair, and chro-
matin assembly. Interestingly, all these processes are largely
controlled by the RB-E2F pathway [29], in agreement with
the common alteration of this pathway in cancer [30, 31].
The RB-E2F pathway is one of the most conserved
pathways between plants and mammals, as illustrated by
the large amount of E2F target genes that are shared by
both organisms [32, 33]. Therefore, given that at its early
stages abnormal cell proliferation is a cancer hallmark, new
cell cycle regulators with a specific role in carcinogenesis
might be identified by a systematic study of the cell
replication machinery in Arabidopsis. Here, we applied
a combination of functional prediction and comparative
genomics strategies to identify evolutionarily conserved
cell cycle genes. A subset of the computational identified
genes was tested experimentally, both in plant and human
cell cultures, to validate their role in cell cycle progression.
A Cox survival analysis revealed a strong enrichment for
genes that upon misexpression might result in cancer
relapse, demonstrating that the designed integrative strat-
egy had been successful in detecting novel cell division
genes that were conserved between humans and plants.
Materials and methods
Arabidopsis microarray expression data analysis
and clustering
Microarray data were retrieved from the NASC transcri-
ptomics service [34]. Based on the Affymetrix ATH1 array,
20,777 A. thaliana genes were analyzed using 213 micro-
array CEL files covering different tissues and under
different experimental conditions (Supplementary Table 1).
To detect coexpressed genes, all 20,777 Arabidopsis genes
were used as seed to detect coexpression neighborhoods
using the complete expression compendium. The Pearson
correlation coefficient (PCC) was calculated for each pair of
2042 M. Quimbaya et al.
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genes within the dataset, generating a 20,777 9 20,777 data
matrix. For all the pair-wise comparisons, a significance
value of coexpression between the compared genes was
established [35].
Gene ontology associations
Gene ontology (GO) associations for Arabidopsis proteins
were retrieved from TAIR [36] and for human proteins
from AmiGO [37]. The assignments of genes to the ori-
ginal GO categories were extended to include parental
terms (i.e., a gene assigned to a given category was auto-
matically also assigned to all the parent categories).
Enrichment values for the GO terms DNA repair
(GO:0006281) and DNA replication (GO:0006260) for
both Arabidopsis and H. sapiens were calculated as the
ratio of the relative occurrence in a set of genes (coex-
pression neighborhood) to the relative occurrence in the
genome. The statistical significance of the functional
enrichment within sets of genes was evaluated with the
hypergeometric distribution adjusted by the Bonferroni
correction for multiple hypothesis testing. Corrected
P values smaller than 0.05 were considered as significant.
GO enrichment analysis for validating the different filter-
ing steps was performed using ATCOECIS (http://
bioinformatics.psb.ugent.be/ATCOECIS/).
Cis-regulatory elements detection
One-kb promoter regions of the set of genes significantly
enriched for the terms DNA repair and/or DNA replication
were scanned for the presence of an E2F binding-site
by means of a positional weight matrix (PWM), with
TTTssCGC as consensus sequence (based on a set of E2F-
upregulated genes; [38]). E2F motif instances were iden-
tified with MotifLocator and using a threshold of 0.95 [39].
Detection of orthologous genes
Orthologous genes between Arabidopsis and H. sapiens
were identified with OrthoMCLDB [40], a comparative
genomics resource hosting orthologous families based on
protein clustering. Starting from the selected Arabidopsis
genes, the corresponding orthologous gene families were
retrieved and evaluated by phylogenetic inference.
For each family, protein sequences were aligned using
MUSCLE [41] and a neighbor-joining phylogenetic tree
was constructed using TREECON [42], with the Poisson
correction for evolutionary distance calculation. Highly
supported nodes (bootstrap support [90%), indicating the
speciation between plants and mammals, were used to
identify orthologous genes and copy numbers.
Human microarray data analysis
The human microarray data analysis comprised CEL files
of studies performed on Affymetrix array platforms
compatible with the mRNA expression data (HG133A or
HG133plus2), involving at least 50 breast tumor samples
(Supplementary Table 2) published before September
2009 in the GEO or Array Express databases. Data were
extracted, background-subtracted, normalized, and sum-
marized (median polish option) using frozen (f)RMA, the
new summarization Bioconductor package [43]. Data
from the nine selected studies were merged in a pooled
dataset. To avoid over-fitting, data corresponding to the
same patient analyzed in different studies were included
only once in the pooled dataset containing 1,400
patients. Statistical processing and Cox survival analysis
were performed as given in the Supplemental Methods
file.
Plant growth conditions and phenotypic analysis
Arabidopsis thaliana (L.) Heyhn. accession Columbia-0
and the mutant plants were grown under long-day con-
ditions (16 h/8 h light/darkness) at 22C on half-strength
Murashige and Skoog (MS) agar plates. All the insertion
T-DNA lines were obtained from the European Arabid-
opsis Stock Centre (NASC). To screen for homozygous
insertion alleles, primers were designed following
the instructions of the Salk Institute genomic analysis
laboratory (http://signal.salk.edu/tdnaprimers.2.html). The
complete list of the used primers for the selection of
homozygous lines is detailed in Supplementary Table 3.
For characterization of embryo-lethal mutants, indepen-
dent seedpods ([10) from different plants were harvested
and dissected. Pictures were taken with a Leica MZ16
stereoscope using a 95 magnification factor. The number
of aborted seeds was correlated with the proportion of
expected homozygous seeds; the significance of this
correlation was tested with the v2 statistical test. For DNA
ploidy analysis, the first developed leaf (harvested
3 weeks after sowing) was chopped with a razor blade in
200 ll of nucleus extraction solution, supplemented
with 800 ll of staining solution (http://www.partec.com).
The homogenate was filtered through a 30-lm mesh. The
nuclei were analyzed using a CyFlow cytometer and
FloMax software (http://www.partec.com). The EI was
calculated as the fraction of nuclei of each represented
ploidy level multiplied by the number of endoreduplica-
tion cycles necessary to reach the corresponding ploidy
level. Leaf cell number and cell size measurements and
root growth analysis were performed as given in the
Supplemental Methods file.
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MCF7 cell culture and transfection
MCF7 cell cultures were grown in complete medium
(Dulbecco’s modified MEM Eagle medium with 5% fetal
calf serum, suplemented with L-Gln, NaPy, NEAA, and
6 ng/ml bovine insulin) at 37C and 5% CO2. The following
small interfering (si)RNA sequences (DharmaFECT;
Thermo Fisher Scientific, Waltham, MA, USA), were
used for the specific transfections: human HEATR6
(SMARTpool; J-015921-09, J-015921-10, J-015921-11,
J-015921-12), human STATIP1 (SMARTpool; J-021064-
05, J-021064-06, J-021064-07, J-021064-08), human
C14ORF21 (SMARTpool; J-017798-09, J-017798-10,
J-017798-11, J-017798-12) and control (SMARTpool non-
targeting pool). Growth and ploidy content were measured
as given in the Supplemental Methods file.
QPCR analysis of Homo sapiens siRNAs
MCF7 cells (250,000 cells approximately) were seeded in
5 ml of MCF7 medium without antibiotics in a 6-well plate
and grown under the previously described conditions.
STATIP1, C14ORF21, HEATR6, and control siRNAs
were transfected into the cells according to the manufac-
turer’s instructions (DharmaFECT; Thermo Fisher
Scientific). The final concentration of each siRNA was
30 nM. Cells were collected 48 h after transfection with a
rubber policeman. RNA was extracted with an RNeasy
animal Mini Kit (Qiagen) and cDNA was prepared with the
cDNA synthesis system according to the manufacturer’s
instructions (Roche Diagnostics, Indianapolis, USA). For
quantitative PCR, a Light-Cycler 480 SYBR Green I
Master (Roche Diagnostics) was used with 100 nM primers
and 0.1 mg of reverse transcription reaction product.
Reactions were run and analyzed on the LightCycler 480
Real Time PCR System according to the manufacturer’s
instructions (Roche Diagnostics). All quantifications were
normalized to the TATA binding protein (TBP) and
Ubiquitin C (UBC) expression levels. Quantitative reac-
tions were done in triplicate and averaged. Primers used for
QPCR analysis are given in Supplementary Table 4.
Results
Selection of target genes using data integration
and comparative genomics
To identify new genes playing a putative role in the reg-
ulation of the cell cycle in plants and humans, we applied
an integrative genomics strategy (Fig. 1). Starting from
[200 microarray experiments (Supplementary Table 1),
the expression levels for 20,777 Arabidopsis genes were
used to identify gene coexpression neighborhoods based on
the Pearson correlation coefficient (PCC) (see ‘‘Materials
and methods’’). Depending on the seed gene, neighborhood
clusters of coexpressed genes contained between 10 and
450 genes. Subsequently, each gene cluster was tested for
functional enrichment with GO. The terms ‘‘DNA repli-
cation’’ (GO:0006260) and ‘‘DNA repair’’ (GO:0006281)
were scanned within the annotations of the coexpressed
neighbors of all seed genes. In total, 3,251 genes were
significantly enriched (P \0.05) for one or both terms
(Supplementary Table 5). To identify within this list the
genes with a putative role in DNA replication or DNA
repair, the 1-kb promoter regions of the 3,251 genes were
scanned for the presence of E2F cis-regulatory elements by
means of a PWM with a consensus sequence TTTssCGC
(see ‘‘Materials and methods’’). A total of 1,031 Arabid-
opsis genes were found, harboring one or more predicted
E2F-binding sites within their promoter region (Supple-
mentary Table 6). Subsequently, to select only those
genes with a putatively conserved role across species, plant
genes with a mammalian orthologue were identified with
the OrthoMCL database (http://www.orthomcl.org/cgi-bin/
OrthoMclWeb.cgi). The sets of orthologues were verified
by means of phylogenetic inference (see ‘‘Materials and
methods’’), and for 515 genes at least one human ortho-
logue was identified. As functional redundancy might
obscure downstream functional analysis upon gene knock-
out, only those genes that were part of a low copy number
family in both Arabidopsis and human were retained.
A total of 339 genes fitted this criterion (Supplementary
Table 7).
A GO enrichment analysis was performed to validate
the effectiveness of the used filters (see ‘‘Materials and
methods’’). This analysis demonstrated a progressive
enrichment for both GO terms after each filter applied
(Supplementary Table 8), illustrating that the application
of the E2F and the Arabidopsis–H. sapiens orthology filters
effectively resulted in an enrichment of the candidates
genes with a putative role in DNA replication and/or DNA
repair.
Validation of the putative cell cycle regulators
using the plant model
To experimentally validate a subset of the above-identified
genes as novel plant cell cycle genes, we screened for
potential Arabidopsis knock-out lines in the available
T-DNA insertion collections (http://signal.salk.edu/cgi-bin/
tdnaexpress). Forty genes were randomly selected that
harbored a T-DNA insertion inbetween the translational
start and stop codons, either in an intron or in an exon
(Table 1). No homozygous T-DNA insertion lines could be
identified for three genes (AT1G06590, AT4G07410, and
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AT5G22370), indicating that their deficiency was embry-
onically lethal. Indeed, when the seedpods of the
hemizygous lines were analyzed in detail, 25% of the
embryos were aborted, indicative of an embryo lethal
phenotype (P \ 0.01 according to the statistical v2 test),
and suggesting that the proteins encoded by these three
genes are essential for embryogenesis (Supplementary
Fig. 1).
For the available homozygous insertion lines, effects on
overall cell division and DNA replication activity were
determined for the first developed leaf pair harvested at
maturity (3 weeks after sowing). As demonstrated previ-
ously, the first leaf of Arabidopsis is an excellent model
system to study cell division and DNA replication para-
meters [44–47]. As the leaf grows, its cells progressively
shift from a dividing mode to a phase during which they
exit their cell cycle program and start to expand. Mutations
that affect cell division affect the total number of cells
formed at leaf maturity. Furthermore, the cell expansion
phase is correlated with the onset of endoreduplication, an
alternative cell cycle during which cells continue to repli-
cate their DNA without cell division. Mutations that affect
the endoreduplication index (EI; the mean number of
endoreduplication cycles) of the leaf are indicative of a
change in the cell differentiation timing, with a decreased
or increased EI reflecting a delayed or premature cell cycle
exit, respectively.
EI measurements revealed a shift in DNA ploidy
distribution for 15 of the 40 knockout lines (37 homozy-
gous knockouts and the 3 hemizygous mutants) (Fig. 2a;
Supplementary Fig. 2). In contrast, among 11 randomly
selected insertion lines, only 1 (AT5G46160) displayed a
replication phenotype (Supplementary Fig. 3), illustrating a
strong enrichment for replication mutants in the selected
set of mutants. In five mutant lines, the EI was lower than
that in wild-type plants, whereas for ten knockout lines it
was higher (Table 2). Although the mutant line for
AT1G72320 (APUM23) had an EI almost identical to that
of the control plants, it displayed a totally different DNA
ploidy distribution (Supplementary Fig. 2), which implies
that proliferation in this line was both stimulated and
inhibited, probably in a tissue-specific manner.
Changes in the DNA content due to an altered cell dif-
ferentiation timing should affect the total leaf cell number
and cell size distribution, in which a delayed or premature
onset of cell differentiation often correlates with smaller or
bigger cells, respectively [48]. Therefore, cell number and
cell size distribution analyses of the leaf epidermal cells
were performed. When the average cell numbers and cell
sizes were plotted, two main subgroups of mutants could be
recognized: one characterized by more but smaller cells,
and one with few but larger cells, than those of the wild-type
plants (Fig. 2b). According to the flow cytometric mea-
surements, a subgroup of mutant lines in the first group had
a reduced EI (green dots), showing that the differences at
the DNA ploidy level originated from enhanced cell pro-
liferation or delayed cell differentiation. Conversely, the
other subgroup of mutants comprised plants displaying an
increased DNA ploidy content (red dots), indicative of
premature cell cycle exit. The data were substantiated by
Fig. 1 Schematic
representation of the applied
methodology for the selection of




thaliana microarray data, an
integrative strategy based on
coexpression, functional
enrichment analysis, and cis-
regulatory element annotation
was combined with a
comparative genomics approach
between plants and humans to
detect conserved cell cycle
genes involved in DNA
replication and DNA repair
processes. Numbers in
parentheses report the number
of genes that were retained after
each step
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cell size distribution analysis, with those mutants showing a
decreased EI exhibiting an increased subpopulation of small
cells, in comparison with control plants. Conversely, the
mutants that displayed an increased EI were enriched in
enlarged cells (Supplementary Fig. 4). In the mutant line for
AT1G72320, the population of both small and large cells
had increased, hinting again at a dual effect of this gene on
cell proliferation.
DNA damage assays
As the screening method involved a selection of genes
displaying a significant enrichment of genes involved in
DNA repair among coexpressed neighbors, the knock-out
lines were tested for hypersensitivity toward DNA repli-
cation inhibiting stress treatments, including UV-B (UV)
radiation and hydroxyurea (HU) treatment. UV-B radiation




Homo sapiens official symbol
Arabidopsis line TAIR Annotation T-DNA accession HUGO
AT1G01940 F22M8.7 061120.53.75.X-Intronic PPIL3
AT1G03110 TRM82 025857.27.50.X-Exonic WDR4
AT1G03530 ATNAF1 013589.53.50.X-Exonic NAF1
AT1G04020 ATBARD1 031862.53.75.X-Exonic BARD1
AT1G06590 F12K11.7 024997.29.40.X-Intronic ANAPC5
AT1G08410 T27G7.9 119395.38.15.X-Exonic LSG1
AT1G10490 T10O24.10 070262.56.00.X-Intronic NAT10
AT1G13330 AHP2 136002.41.85.X-Exonic PSMC3IP
AT1G49540 ATELP2 106485.50.75.X-Intronic ELP2-STATIP1
AT1G72320 APUM23 052992.53.50.X-Intronic C14ORF21
AT1G74150 F9E11.8 088010.26.55.X-Exonic KHLDC3
AT1G76260 DWA2 143341.50.65.X-Exonic TSSC1
AT2G15790 CYCLOPHILIN 40 033511.51.20.X-Intronic PPID
AT2G19430 ATTHO6 051022.41.15.X-Exonic THOC6
AT2G28450 T1B3.3 039998.52.40.X-Exonic TRMT2A
AT2G40550 ETG1 145460.18.05.X-Exonic MCMBP
AT2G34260 F13P17.10 063054.55.75.X-Intronic WDR55
AT3G02220 F14P3.13 028532.34.35.X-Exonic C9ORF85
AT3G07050 F17A9.21 099852.47.75.X-Exonic GNL3
AT3G26410 ATTRM11 122158.32.05.X-Exonic TRMT11
AT3G42660 T12K4.110 052512.12.95.X-Exonic WDHD1
AT3G49990 F3A4.70 090801.18.60.X-Exonic LTV1
AT3G55160 T26I12.40 006621.56.00.X-Exonic THADA
AT3G56990 EDA7 098429.45.45.X-Exonic NOL10
AT3G60660 T4C21.70 041743.49.40.X-Exonic C18ORF24-SKA1
AT4G00850 GIF3 052744.30.10.X-Exonic SS18
AT4G01270 F2N1.19 056467.55.00.X-Exonic TRAIP
AT4G07410 F28D6.14 022607.45.25.X-Exonic CIRH1A
AT4G15890 DL3985 W 094776.23.50.X-Intronic NCAPD3
AT4G20350 F9F13.6 138864.18.85.X-Exonic ALKBH6
AT4G22970 AESP 037016.52.60.X-Intronic ESPL1
AT4G35910 T19K4.40 030197.20.30.X-Intronic CTU2
AT4G38120 F20D10.240 066582.56.00.X-Exonic HEATR6
AT5G05660 ATNFXL2 017558.18.75.X-Exonic NFXL1
AT5G11240 F2I11.130 052897.39.70.X-Exonic WDR43
AT5G14600 T15N1.90 024680.34.10.X-Exonic TRMT61B
AT5G22370 EMB1705 059852.56.00.X-Intronic GPN2
AT5G40530 MNF13.4 102154.30.95.X-Intronic RRP8
AT5G49110 K20J1.8 055483.52.00.X-Exonic FANCI
AT5G61770 PAN-LIKE 088929.56.00.X-Exonic PPAN




thaliana candidate genes with
cell replication. The
Arabidopsis first leaf was used
to measure cell division and
DNA replication parameters.
a The mean number of
endoreduplication cycles
denoted as Endoreduplication
Index (EI) of the T-DNA
insertion lines [*statistically
different from the control (Col-0)
plants, according to the t test
P\ 0.05 (n = 10); ± represents
hemizygous mutants]. b Scatter
plot of the analyzed mutants.
Mutants were plotted according
to their respective number of
cells and cell size. Mutant lines
are color-coded according to
their DNA ploidy content
phenotype. Green and red dots
represent mutants with a
reduced and increased EI,
respectively
Table 2 Analysis of
endoreduplication index (EI),
pavement cell size, and cell
number in the first developed
leaf pair of the studied T-DNA
insertion mutants
?/- Hemizygous lines





per mm2 (Cell density)
Pavement cells
per leaf
Col-0 1.29 28.2 1,976 320 9,040
AT1G06590?/- 1.01 23.0 1,380 559 12,864
AT1G49540 1.13 38.7 1,537 332 12,850
AT1G72320 1.32 17.9 2,409 258 4,626
AT1G74150 1.24 20.1 1,643 347 6,987
AT2G19430 1.45 27.0 2,252 270 7,289
AT2G40550 1.42 21.5 2,819 309 6,651
AT3G02220 1.39 40.0 2,165 223 8,937
AT3G26410 1.43 33.0 2,816 241 7,939
AT3G49990 1.44 26.4 2,419 208 5,499
AT3G55160 1.39 29.9 2,569 204 6,110
AT3G60660 1.50 26.6 2,651 165 4,376
AT4G07410?/- 1.16 18.3 1,524 398 7,286
AT4G38120 1.37 30.1 2,020 377 11,359
AT5G22370?/- 1.10 29.1 1,387 550 16,016
AT5G49110 1.51 26.2 2,498 203 5,320
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dimerizes adjacent pyrimidine bases, and inhibits replica-
tion and transcription, eventually causing a growth delay.
Similarly, HU treatment causes a collapse of the replica-
tion fork, with inhibition of growth as a consequence.
DNA damage was measured by comparing root growth
under control and DNA-damaging growth conditions
(see ‘‘Materials and methods’’). Without any DNA stress
treatment, the mutants for ATG06590 (hemizygous
mutant), AT1G49540 (ATELP2), AT1G72320 (APUM23),
AT2G40550 (ETG1), AT3G55160, and AT3G60660, showed
a significant root growth reduction (P \ 0.01 according to
Student’s t test), when compared to wild-type Col-0 plants,
displaying at 7 days after germination 35, 46, 67, 23, 33,
and 44% of growth reduction, respectively. Conversely,
the hemizygous mutants for AT4G07410 and AT5G22370
showed a significant increase in root growth (Fig. 3a).
Wild-type plants were not hypersensitive towards UV-B
(1.9 W/m2). In contrast, the lines mutant for AT1G01940
and AT1G04020 showed a clear growth inhibition 72 h
after the treatment (Fig. 3b). Similarly, these two mutants
displayed a root growth inhibition stronger than that
observed for the wild-type plants when treated with 1 mM
HU for 6 days (Fig. 3c).
Validation of putative cell cycle regulators
in MCF7 cells
To test whether the obtained gene list had a predictive
power for detecting cell cycle-related genes in the mam-
malian model, three human genes that, to our knowledge,
had not been implicated in cancer origin or progression,
were silenced in breast epithelial cancer cell cultures
(MCF7 cells), including the orthologues of AT1G49540
(STATIP1), AT4G38120 (HEATR6), and AT1G72320
(C14ORF21). In Arabidopsis, knock-out of the AT1G49540
gene resulted into an enhanced cell division phenotype, and
the knock-out of the AT4G38120 gene caused an early
induction of the differentiation processes, whereas the
knockout of the AT1G72320 gene was responsible for a dual
phenotype. Similarly to its plant counterpart, the coex-
pression neighborhood of HEATR6 was enriched for the GO
term ‘‘DNA repair’’ (P \ 0.01 according to the hypergeo-
metric distribution) (Table 3). This was not the case for
STATIP1 and C14ORF21.
After transient knock-down of STATIP1, C14ORF21,
and HEATR6 through specific siRNA pools, cell culture
growth was monitored by the colorimetric MTT assay
[3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bro-
mide] [49]. In comparison with controls [untransfected
cells (WT) and cells transfected with si-control (NT)],
knock-down of C14ORF21 and HEATR6 clearly affected
growth (Fig. 4a). The reduced number of cells might be
caused by a cell cycle arrest. To corroborate this possi-
bility, flow cytometric experiments revealed a larger
number of G2/M cells in the knock-down cultures of the
C14ORF21 and HEATR6 genes than that in the controls
(Fig. 4b), indicative of a transient G2 arrest. In agreement
with these results, the transcripts of the G2/M marker genes
CDK1, CyclinB1, and CyclinB2 were up-regulated upon
knock-down of C14ORF21 and HEATR6 (Fig. 4c).
Associations with cancer relapse probability
To assess the potential correlation between the phenotypes
of the plant genes selected by means of the designed
integrative approach with those of their corresponding
human orthologues, we created a database of transcrip-
tional profiles of 1,400 non-redundant breast cancer
samples linked to well-annotated clinical information;
including relapse events and relapse time (see ‘‘Materials
and methods’’). The significance of a particular association
between gene expression and a relapse event was assessed
by Cox regression analysis. To ensure that the increased
statistical power of the analysis due to the great number of
patients in the database did not lead to irrelevant associa-
tion with relapse risk, we iteratively and randomly
subdivided the initial patient set into two complementary
Fig. 3 Hypersensitivity of selected T-DNA insertion lines towards
DNA replication-inhibiting treatments. a Root length under standard
growth conditions for the analyzed T-DNA insertion lines. Roots
were measured after 7 days of growth on vertical MS plates.
b, c Mutants displaying a differential root growth response upon
UV-B irradiation or in the presence of 1 mM HU, respectively
[*Statistically different from the control (Col-0) plants according to
the t test P \ 0.05 (n = 30); ± represents hemizygous mutants]
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subsets of 100 training sets of 75% of the samples
(n = 1,050) and 100 validation sets of the corresponding
remaining samples (n = 350). The Cox survival analysis
was performed independently in parallel with both the
training and validation sets. We considered for further
analysis only the probe sets with significant association (at
the 0.01 level) with increased or decreased risk in at least
95% of the corresponding training sets and validation sets.
After stability evaluation, 182 out of the 9,976 available
reliable probe sets (see Supplemental Methods file) were
associated with decreased risk of relapse, while 995 probe
sets were associated with an increased relapse risk. Among
these, genes known to be associated with good disease
outcome, such as the ESR1 estrogen and PGR progesterone
receptors, were associated with a decreased risk of relapse.
Conversely, genes known to be associated with poor dis-
ease outcome such as ERBB2 or TOP2A were correlated
with a significantly increased relapse risk, proving the
validity of our database (Supplemental Fig. 5).
For the list of candidate genes resulting from the com-
parative analysis between plant and human, 211 reliable
probe sets (corresponding to 169 human orthologues;
Supplementary Table 9) were available, for which 162
were not significantly associated with relapse risk or their
association with it was not stable upon cross-validation.
Only one was stably associated with decreased risk of
relapse. In contrast, 48 probe sets (corresponding to 45
genes) were stably associated with an increased relapse risk
(Supplementary Table 9). Thus, compared to the 9,976
probe sets present in the whole database, the 221 probes
were significantly enriched in probe sets associated with an
increased risk of relapse (P = 1.14 9 10-7 according to
the hypergeometric distribution). Interestingly, among the
15 analyzed Arabidopsis mutant lines that displayed a leaf
growth phenotype upon mutation, 6 were associated with
an increased relapse risk. For these genes, comprising four
uncharacterized genes and the well-characterized replica-
tion genes BARD1 and FANCI, Cox survival curves
showed a clear association between altered expression
levels and a diminished probability of survival, indicating
that they can be considered as good markers to predict
disease outcome in human breast cancer (Fig. 5).
Discussion
The field of comparative genomics has been growing and
evolving rapidly thanks to the massive amount of genomic
data generated over the last decade. Here, we have inte-
grated coexpression analysis with comparative genomics to
identify putative new cell cycle genes. Previously, we had
demonstrated that in Arabidopsis coexpression alone per-
forms poorly to infer known biological gene functions [35].
To improve the predictive power of coexpression networks,
we have combined different functional prediction elements
(GO enrichment analysis and cis-regulatory element scor-
ing) to create a reliable platform for the detection of novel
conserved cell cycle regulators. Interestingly, recently
available ChIP-Seq data [50] revealed that there is a highly
significant overlap (P = 2.75 9 10-14 according to the
Table 3 Gene ontology (GO)
enrichment conservation
GO enrichment for the terms
DNA repair and DNA
replication was calculated for
Arabidopsis and Homo sapiens
and is given for each GO class
Statistical significance
according to the hypergeometric
distribution: *P \ 0.01, **P \
0.05, - no significant enrichment
Arabidopsis fold enrichments Homo sapiens fold enrichments
AGI code DNA replication DNA repair HUGO DNA replication DNA repair
AT1G01940 3.86* 2.92* PPIL3 4.26* 2.59**
AT1G04020 6.31* 3.07** BARD1 22.23* 12.59*
AT1G06590 5.07* 3.89* APC5 1.89- 1.85-
AT1G49540 3.73* 2.59* STATIP1 0.00- 1.11-
AT1G72320 5.04* 2.98* C14ORF21 0.95- 1.85-
AT1G74150 4.98* 3.68* KLHDC3 0.95- 1.11-
AT2G19430 4.38* 3.02* THOC6 7.09* 4.07*
AT2G40550 5.18* 3.03* MCMBP 3.31* 5.93*
AT3G02220 3.95* 0.00- C9ORF85 0.00- 0.00-
AT3G26410 4.31* 2.91* TRMT11 3.31* 3.33*
AT3G49990 3.95* 0.00- LTV1 3.31* 1.85-
AT3G55160 3.58* 2.72* THADA 0.47- 0.00-
AT3G60660 3.88* 2.69* C18ORF24 23.65* 13.7*
AT4G07410 4.06* 2.57* CIRH1A 6.15* 2.22**
AT4G38120 5.46* 2.76* HEATR6 1.42- 3.33*
AT5G22370 4.04* 2.69* GPN2 0.95- 1.85-
AT5G49110 3.94* 2.81* FANCI 23.18* 14.07*
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hypergeometric distribution), between the E2F target genes
detected by our strategy and the genes that are predicted to
be direct E2F targets on basis of the ChIP analysis.
The success rate of the integrative approach was illus-
trated by the observation that among 11 randomly selected
T-DNA insertion lines only 1 displayed a DNA ploidy dis-
tribution profile different from wild-type plants, generating
an identification rate of mutants possibly involved in repli-
cation events of 9%. In contrast, out of 40 plant candidate
genes selected for downstream functional analysis, 15 were
experimentally proven to affect cell proliferation, repre-
senting a success rate fivefold higher than that of the random
approach. Moreover, two Arabidopsis mutant lines could be
related with DNA stress responses and two human selected
orthologues clearly affected cell proliferation when knocked-
down in breast epithelial cancer cells, emphasizing the highly
significant predictive value of our integrative approach.
The importance of including Arabidopsis data in our
search for novel cancer genes is illustrated by the obser-
vation that our final list of 339 genes retains 79 human
genes that, according to the gene ontology classification
(based on AMIGO), do not have a defined category (genes
with unknown function). Similarly, there are 82 human
genes that according to the GO classification are involved
in functions totally unrelated to DNA replication and repair
(Supplementary Table 7). This total of 161 genes repre-
sents half of the final list, illustrating the importance of the
Arabidopsis–H. sapiens orthology relationship in order to
Fig. 4 Experimental association of human candidate genes with cell
division in MCF7 cell cultures. Genes were silenced in breast
epithelial cancer cell cultures (MCF7 cells) using small interfering
(si) RNA sequences. a Growth curves of the siRNA knocked-down
MCF7 cultures, illustrating growth inhibition by knock-down of
C14ORF21 and HEATR6. b Ploidy distributions of the STATIP1,
C14ORF21, and HEATR6 knocked-down cultures in comparison with
controls assessed by flow cytometry, illustrating a significant
increased number of G2/M cells in C14ORF21 and HEATR6
knock-down cultures (P \ 0.05 (n = 9) according to a t test).
c Expression levels of cell cycle phase makers measured by Q-PCR,
illustrating transcriptional upregulation of the G2/M marker genes
CDK1, CyclinB1, and CyclinB2 in C14ORF21 and HEATR6 knock-
down cell cultures, indicative for a transient G2 arrest
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give or detect new gene functions even in highly distant
organisms. A good example of the importance of the
Arabidopsis filtering process is that the genes THADA,
HEATR6, and MCMBP, which, according to the analyses
presented, might represent important predictors of breast
carcinomas, were exclusively retained in the final list of
candidate genes due to the fact that their respective Ara-
bidopsis orthologues were strongly associated with DNA
replication processes.
Known proliferation genes populate the list of 339
candidate genes, that encode cell division control proteins
(CDC6, CDC7, and CDC27), the retinoblastoma protein
RB, replication proteins (MCM1, MCM2, MCM3, MCM4,
MCM, MCM8, ORC1L, ORC2L, ORC3L, ORC5L,
ORC6L, and PCNA), repair proteins (WEE1, PARP1,
RAD50, RAD51, DDB1, and MRE11A), and previously
characterized oncogenes (BARD1, BRIP1, API5, and
ESPL1). These genes can be considered as positive con-
trols. It suggests that the new genes found with this
approach might be new cell cycle regulators. Indeed, we
showed that 48 of the candidate genes have a significant
prognostic value, at least for breast cancer, being associated
with specific clinical outcomes when deregulated. In other
words, 30%, of the retained genes are putative cancer pre-
dictors and represent highly significant cancer associations
(P \ 0.01 according to the hypergeometric distribution).
Interestingly, comparing the data of a cancer gene census
study [51], the candidate list of 339 genes showed a largely
similar set of GO categories, although at a slightly different
relative abundance (Supplementary Fig. 6).
Different facts argue in favor of the list of new cell cycle
regulators to hold important elements in the mammalian
cell cycle. First, two of the orthologous genes that are
embryo lethal in Arabidopsis have an important role in the
origin and progression of different diseases, including
cancer. APC5, the human orthologue of the mutant line
AT1G06590, is part of the gene set that is commonly
misregulated during the onset and progression of breast and
colorectal cancers [52]. CIRH1A, the human orthologue of
the Arabidopsis embryo-lethal line AT4G07410, is the
cause of the North American Indian Childhood Cirrhosis
(NAIC/CIRH1A), a severe autosomal recessive intrahe-
patic cholestasis. All NAIC patients have a homozygous
mutation in the CIRH1A protein, of which the function is
still unknown [53]. Nevertheless, CIRH1A can upregulate
a canonical NF-jB element and might participate in the
regulation of other genes containing NF-jB responsive
elements [54]. Because the activities of genes regulated
through NF-jB responsive elements are especially impor-
tant during development, this interaction might explain not
only the appearance of NAIC but it also suggests that
CIRH1A misregulation is a new important element in the
NF-jB pathway, alterations of which have been exten-
sively proved to lie at the basis of cancer origin and
progression [55, 56].
Secondly, three of the genes in the final list have been
linked recently with cell proliferation or DNA repair in
plants and/or mammals. SKA1, orthologue of the Arabid-
opsis AT3G60660 gene, plays a critical role in coupling
chromosome movement to microtubule dynamics at the
Fig. 5 Association of human orthologues of Arabidopsis genes
involved in cell replication with specific cancer outcomes (relapse
risk). Cox survival plots for the human orthologues of Arabidopsis
genes with a direct influence on cell proliferation were constructed. A
clear association between increased gene expression levels and a
diminished probability of relapse-free survival is shown. RRC relative
risk coefficient, *statistically significant differences in the survival
probability, P \ 0.01
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outer kinetochore [57]. The plant orthologue of the well-
studied mammalian breast cancer associated RING domain
protein 1 gene (BARD1), involved in DNA repair, also
controls DNA repair in plants [58]. Whereas this gene had
been established to be essential for responding to the DNA
cross-linking agent mitomycin, our results reveal that
BARD1 knocked-down plants are sensitive toward UV
irradiation and HU. Another example is the E2F TARGET
GENE 1 (ETG1) protein that had been identified recently
as a novel evolutionarily conserved replisome factor. ETG1
is associated with the minichromosome maintenance
complex, being crucial for efficient DNA replication [59].
Additionally, depletion of ETG1 or its human orthologue
MCM-BP, results in a stringent late G2 cell cycle arrest
that correlates with a partial loss of sister chromatids
cohesion [60, 61], hinting at an equally important devel-
opmental role for this molecule in plants and mammals.
Here, we found that the knock-down of the genes
C14ORF21 and HEATR6, which are orthologues of the
Arabidopsis AT1G72320 and AT4G38120 genes, respec-
tively, have an inhibitory effect on cell proliferation. We
showed that depletion of C14ORF21 and HEATR6 resulted
in an increase in the population of cells with a 4C DNA
content, which is supported by an upregulation of G2/M
cell cycle marker genes. Interestingly, HEATR6 is present
on one of the most commonly amplified fragments in breast
cancer [62] and, accordingly, its transcript is significantly
overexpressed in gastric, brain, and breast carcinomas.
Similarly, the C14ORF21 transcript is upregulated in
colorectal, gastric, and prostate cancers (Supplementary
Fig. 7).
Some of the genes found in the present study might at
first sight not fit the classical picture of tumor suppressors or
oncogenes, like those related to ribosomes and ribogenesis
(such as AT2G28450, AT3G02220, and AT3G49990 genes,
orthologues of the human genes TRMT2A, C9ORF85, and
LTV1, respectively). Ribosomal proteins are ubiquitous,
abundantly present, and mostly regarded as constants in the
cells. Approximately 80 proteins have been reported to be
part of the ribosomes, and many more are involved in their
biogenesis and assembly. However, recent data showed that
some of these proteins appear to have extra-ribosomal
functions [63], and some are even linked to cancer [64, 65].
The imbalance of ribosomal subunits leads to p53 activation
and apoptosis [66]. Additionally, in recent years, drugs that
disrupt ribosome production, such as rapamycin, have been
applied successfully to cancer treatments. As cell division
requires the synthesis of a large amount of proteins,
deregulation of ribosome biogenesis emerges as a novel
strategy to control abnormal cell proliferation, given that
without a protein synthesis machinery that can cope with an
altered DNA replication process, no division can occur. The
best example of this is that inactivation of SSF1 (orthologue
of AT5G61770), involved in ribosome synthesis, leads to
loss of contact inhibition [67].
The data presented argue in favor of an applied inte-
grative approach as a powerful strategy to discover new
conserved cell cycle regulators. Nevertheless, this strategy
suffers from restrictions, especially because it is based on
gene coexpression, and thus cannot provide a full per-
spective of molecular interactions, such as protein–protein
interactions, as exemplified by the Arabidopsis gene
AT1G49540 and its human orthologue STATIP1. Although
the knockdown of the Arabidopsis gene triggered cell
proliferation, the knock-down of STATIP1 did not. In
contrast to the plant gene, the coexpression neighborhood
of STATIP1 is not enriched for DNA replication or DNA
repair (Table 3), indicating that despite their orthology
relationship both molecules may have diverged function-
ally during evolution. The contrasting phenotypic effects
between these two orthologous genes illustrate that not
only the components belonging to a specific network are
important but also their wiring.
Conclusions
To understand the origin and progression of the carcino-
genic process, and to shed light onto the complex
mechanisms that lead to tumorigenesis and cancer, differ-
ent model organisms have been used. Some of them, like
Mus musculus, are relatively closely related with humans,
and several mouse models are currently used in cancer
research [68–70], whereas some others, like Drosphila
melanogaster or Saccharomyces cerevisiae, are distantly
related. Nevertheless, they have also contributed exten-
sively to the understanding of the disease [71–74]. With the
data presented in this study, we demonstrated that through
the use of comparative genomics the plant model species
A. thaliana, but likely any model organism for which large
expression datasets and genome data are available, can aid
in the discovery of putative cancer genes.
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