In this paper two variants of discretization of the van Roosbroeck's equations in equilibrium state with the Composite Discontinuous Galerkin Method for rectangular domain are discussed. They base on Weakly Over-Penalized Symmertic Interior Penalty (WOPSIP) method and on Symmetric Interior Penalty Galerkin (SIPG) method. It is shown that the discrete problems are well-defined and that their solutions are unique. Error estimates are derived. Finally numerical simulations of gallium nitride semiconductor devices are presented.
Introduction
Numerical simulations are the important tool in development of semiconductor devices. Since our contemporary electronics relies on the semiconductors, there is strong demand on the progress in this domain. Examples of such devices are light emitting diodes, lasers, transistors, detectors, and many others. There are various approaches in simulations of such devices, depending on precision, efficiency and size of a simulated fragment. On the one hand there are so-called ab initio methods, which are used to investigate properties of elements composed of hundreds of thousands of atoms. These methods use fundamental laws of physics and they need days or weeks to to perform a single simulation on a computational cluster. On the other hand there is a drift-diffusion theory.
In this case the model is much simpler and it allows to simulate whole semiconductor device on a standard desktop computer. This model describes two kinds of carriers, electrons and holes, which move in the electric field present in semiconductor devices. From the mathematical point of view, it consists of a system of three nonlinear elliptic differential equations, which are called van Roosbroeck equations [14] .
Numerical modelling of semiconductor devices with the drift-diffusion model are performed since 1964, when Gummel [8] proposed a numerical algorithm based on the simple iteration method. Various methods were used for discretization of the van Roosbroeck equations, for example Finite Difference Method [17] , Box method [1] , Finite Element Method (FEM) [6] . Special variants of discretizations optimized for the so-called continuity equations were developed [11] .
In our study, we are interested in laser and electroluminescent diodes based on gallium nitride. These devices have particular structure. They are composed of layers deposited one on another. These layers vary in material composition, doping level, dopant type or length, and they form a natural partition of a device. They are usually cuboids (see figure 1 ). In general, in these devices there are three important parts: two contacts and the active region. A potential can be applied to the contacts and then some current will flow through the device. Then, in the active region, the recombination occurs and fotons are generated.
Due to such a structure, it is often sufficient to use one-dimensional model for simulations of the laser diodes and the electroluminescent diodes, because unless a device has some special design, the current flows more or less in the straight line between the contacts. However, to take into account more sophisticated designs, more spatial domensions have to be used.
Motivated by this problem, in this paper we study the Composite Discontinuous Galerkin Method discretizations. In these methods, first we pick some partition {Ω i } N i=1 of a domain Ω. Then on every element Ω i we introduce some triangulation and a Finite Element space X hi (Ω i ). These triangulations may be independent of each other, i.e. they do not need to agree on interfaces ∂Ω i ∩∂Ω j . Finally we search for a discrete solution, which is in the space X hi (Ω i ) on every Ω i . On the interfaces we use a variant of the Discontinuous Galerkin Method (DGM) to "glue" functions from the different partition elements together.
Our interest in application of these methods to modelling of the semiconductor luminescent devices is caused by the following reasons. First, the natural division of these devices described above is a good candidate for a partition of a computational domain Ω. It is so because the discontinuities of the coefficients are often on interfaces between layers due to variations of material parameters. Also it is often the case that one could easily predict on which layers the variations of the unknown functions are more frequent than on the others, due to physical properties of the device. Therefore it convenient to use separate meshes, as there is no problem in mesh refinement in arbitrary layers.
We start with introduction of the differential problem in section 2. We propose two variants of Composite DGM discretization of this problem in section 3. Then we show existence and uniqueness of the introduced discrete problems in sections 4, 5. In section 6 we discuss interpolation properties of the discrete space. Then we pass to the error estimates in section 7. Finally we present results of numerical simulations in section 8 and we conclude in section 9. 
Differential problem
The drift-diffusion model describes relationship between the electrostatic potential and the charge carrier concentrations: electrons and holes [19, 18] . Physical derivation of this model is beyond the scope of this work, therefore we will focus on the mathematical standpoint. We start with the domain Ω of our problem. Luminescent semiconductor devices are generally made of planar layers deposited one on another, which vary in composition of a semiconductor material or number of impurities (see figure 1 ). At opposite ends metal contacts are attached, where the current can be applied. If this is the case, it flows through the device perpendicular to the deposited layers. We assume that Ω is a rectangle.
In this paper we deal with so-called equilibrium state. It is a physical state of a semiconductor device, where the device is disconnected from power sources, so the current does not flow through it. Then only the Poisson equation needs to be solved and the system reduce to the following problem: find u
wherev =ŵ ≡ const. Since some results of this paper may be also applied to non-equilibrium case, we consider more general assumption thatv,ŵ ∈ L ∞ (Ω). Also we assume that ε, The following lemma is essential for the results presented in this paper. Its proof may be found in [9] . (1) is bounded.
A weak formulation of the differential problem (1) is as follows. Find u
where
We use the following notation:
3 Discretization
Discrete space
Let Ω ⊂ R 2 be a rectangle, divided to disjoint subrectangles
=: E in such a manner that E is a triangulation of Ω (figure 2). We will call this division a coarse grid and we assume that each edge of any Ω i is contained either in Σ D or in Σ N .
Let us define triangulations T hi := T i,hi (Ω i ), where h i := max{diam(τ ) : τ ∈ T hi }. By N hi we denote the nodes of the triangulation T hi . We assume that {T i,hi (Ω)} hi is a regular uniform family of triangulations [5] . We will define
Then on every Ω i we define a discrete space X hi (Ω i ) of piecewise linear functions on the triangulation T hi :
Finally we define X h (Ω) as
Note that
. By Γ we denote a set of all internal and boundary edges of E. Then Γ is a sum of disjoint sets Γ D , Γ N and Γ I , where
Therefore Γ D (resp. Γ N ) contains edges lying on the boundary where Dirichlet (resp. Neumann) boundary conditions are imposed and in Γ I there are all internal edges, which we call interfaces, as they frequently correspond to the physical interfaces between different semiconductor materials. We also define
Let e ∈ Γ. Then two cases are possible. Either e ∈ Γ D ∪ Γ N , so there is an unique Ω i such that e is an edge of Ω i , or e ∈ Γ I and there are exactly two sets Ω i , Ω j ∈ E such that e is their common edge. We will often refer to these two cases. Also we define nb(
For convenience, we will also use this notion for triangulation parameters, i.e.
For further analysis, we introduce so-called "broken" norm · h,σr in X h (Ω) with
Here η r,e is a penalty coefficient for e. It depends on the triangulation parameters and penalty parameters σ e > 0:
Depending on the method, we will use r = 1 or r = 2.
To simplify the analysis, we assume that 0 < σ 0 ≤ σ e for all e ∈ Γ DI . Also we assume that 0 < h i < h 0 ≤ 1 for all i ∈ {1, . . . , N }. The choice of σ 0 and h 0 will be discussed later in lemmata 3.2, 3.3 and 7.2.
, Ω i ∈ E and e ∈ Γ i , the following estimates hold
Proof. These estimates are a consequence of the trace theorem applied to each edge of fine elements in Ω i coincident with e followed by a scalling argument.
Composite Discontinuous Galerkin variants
We propose two variants of the Composite Discontinuous Galerkin discretization. First one is based on Weakly Over-Penalized Symmetric Interior Penalty (WOPSIP) method (cf. [3] or [2] ). Second formulation is derived from Symmetric Interior Penalty Galerkin (SIPG) method (cf. [13] or [12] ). In each case we use the composite formulation (cf. [7] ), i.e. inside every Ω i we use the Finite Element Method on the triangulation T hi , while on boundaries e ∈ Γ DI we use the respective variant of the Discontinuous Galerkin Method. Thus we call these methods Composite Weakly Over-Penalized Symmetric Interior Penalty (CWOPSIP) method and Composite Symmetric Interior Penalty Galerkin (CSIPG) method, respectively.
Composite Weakly Over-Penalized Symmetric Interior Penalty (CWOPSIP)
This discretization has a simpler formulation from the two methods we introduce. The discrete problem is defined as follows.
and b is defined as in (3).
Composite Symmetric Interior Penalty Galerkin (CSIPG)
This problem is defined as follows. Find u * h ∈ X h (Ω) such that
Lemma 3.2.
For any α ∈ (0, 1) there exist σ 0 > 0, such that for every σ e ≥ σ 0 and
Proof. Let us take any e = Ω j ∩ Ω k . By the Schwarz inequality and a triangle inequality
Taking Ω i ∈ {Ω j , Ω k }, we use the Cauchy's ǫ-inequality and lemma 3.1
.
On the other hand, if e ∈ Γ D then e ∈ ∂Ω i ∩ ∂Ω and by similar arguments we have
Summing these results up we get
where C depends on ε M and the maximal number of edges of elements in coarse grid E. Finally for any α ∈ (0, 1) if we take ǫ := αε m /C and then taking
Lemma 3.3. There exist σ 0 > 0 and c > 0, such that for every σ e ≥ σ 0 and
Proof. Due to definition of broken norm, we have
Let us take α := 1/2 in lemma 3.2. Then we have
Existence
Let us denote the nodal base of
We would like to use the following theorem [10] :
Then there exists x ∈ X, x ≤ ρ such that
Case of CWOPSIP
By definition (30)
Then we have that
On the other hand, by Schwarz inequality
Then let C := max{ v L∞(Ω) , ŵ L∞(Ω) }. Then we may decompose Φ 2 as
The first integral is non-negative, and the latter we can estimate from below
In conclusion, we may use these estimations to obtain
Note that constants c i in this inequality depend on h. It is therefore clear that for u h h,σ2 large enough, we have that P (u h )u h ≥ 0. Then by theorem 4.1 we have that there exists some u * h , such that P (u * h ) = 0.
Case of CSIPG
We proceed analogously to the CWOPSIP case. For b(u h , u h ) the argumentation is exactly the same. Then f 1,h (u h ) has one additional term, which may be estimated using lemma 3.1 ant the trace inequality
The existence of u * h is now proven.
Uniqueness
The uniqueness can be shown by contradiction for both cases. Here we present the CWOPSIP case, for CSIPG the proof is similar. Assume that there exist two solutions u h , v h ∈ X h (Ω) of equation (18) . Then by taking ϕ h := u h − v h in (18) and subtracting these equations for u h and v h we obtain
By monotonicity of the exponential function, the right hand side is nonpositive. On the other hand
Thus 0 < u h − v h 2 h,σ2 ≤ 0 since u h = v h , and we have a contradiction.
Interpolation operator
First let us take any Ω i ∈ E and let us define interpolation operator Π hi :
Note that for s > 0 we have H 1+s (Ω) ⊂ C 0 (Ω) (see [13] ), so this definition is well-posed. Then we define Π h :
On any Ω i , we can use standard interpolation estimate for FEM [5] 
We remind that coarse grid E is independent of h. Thus
Let further u I := Π h u.
For any Ω i ∈ E and for any e ∈ Γ i
Proof. For fixed e and Ω i , we have
. Note that on a single triangulation element τ we have that u i − u I,i ∈ H 2 (τ ), so using the trace inequality (see [13] ) for H 2 (τ ) functions we have
Then by (45) it follows that
Proof of the latter estimate is analogous.
Let us take any e ∈ Γ DI . For e ∈ Γ I we assume that e = Ω j ∩ Ω k for some Ω j , Ω k ∈ E and by a triangle inequality we have
while for e ∈ Γ D we have e ∈ Γ i for some Ω i ∈ E and simply
Therefore it is sufficient to estimate u i − u I,i 2 L2(e) , for any e ∈ Γ DI , e ⊂ ∂Ω i , as in lemma 6.1
To proceed further, we need to take into account η r,e . Therefore we will distinguish few cases.
CSIPG In this case η 1,e = σ e {h −1 }. Let e ∈ Γ D . By (50) we have
≤ Cσ e h
On the other hand, if e ∈ Γ I then
Then if we sum up over e ∈ Γ DI e∈ΓDI η 1,e
Thus taking into account this estimate and (46)
If we increase destiny poportionally, i.e. h i := c i h, the result can be improved to
CWOPSIP -general case Here we have η 2,e = σ e {h −2 }. Proceeding as in previous case, we get for e ∈ Γ D η 2,e
and for e ∈ Γ I η 2,e e u j − u I,j
So taking into account (46)
Again assuming h i := c i h we obtain
We must note that this estimate is generally worse than for CSIPG method. CWOPSIP -special case Imposing some restrictions on the mesh and boundary conditions, we can improve the interpolation error estimate. Assume that for every space X h (Ω) there is some continuous FEM space
An example is presented on figure 3 . Under such assumptions, we define the projection operator Π h : 
This integral do not vanish in general. However we additionally assume thatû|e is constant on any e ∈ Γ D . In this paper, we deal with electrostatic potential, which do not vary within a given contact of a device. Thus by choosing the division in such a manner that boundary edges e ∈ Γ D do not cross the contact boundaries, we can satisfy this assumption. Thenû| e = u I | e and simply by (46)
7 Error estimates
Definitions and additional assumptions
We start with auxiliary lemma.
Proof of lemma 7.1 may be found in [4] . Then we would like to have an analogue of a Poincare inequality for the H 1 (E) space.
Lemma 7.2. Let u ∈ H s (E), s ≥ 1, r ∈ {1, 2}. Then there exists some h 0 > 0, such that u L2(Ω) ≤ c u h,σr for 0 < h ≤ h 0 , where c is independent of h.
Proof. By definition of the broken norm (12), we have
2 ds.
Note that |e| do not depend on h and η r,e → ∞ as h → 0. Thus we can find h 0 > 0, such that η r,e ≥ |e| −1 and η r,e ≥ 1 for any 0 < h < h 0 and then by lemma 7.1
To prove error estimates of the proposed discretizaion, we would like to introduce the following assumptions:
Consistency
We start with an abstract result. Let u ∈ H 1 (Ω), f ∈ L 2 (Ω). We pose two problems. The first is the following: find u ∈ H 1 (Ω) such that
Second problem is posed in "broken" Sobolev space:
We consider ξ ∈ {0, −1}, which will be used in CWOPSIP and CSIPG, respectively.
We would like to prove the following result.
Theorem 7.3. Assume that the solution u of problem (68) belongs to
is a solution of (69) and ε∇u ∈ H 1 (E), then it is also a solution of (68).
The proof is based on the standard approach in Discontinuous Galerkin Method [13] .
The following statements are equivalent:
• u satisfy:
Proof. 
By the Green formula
Since ϕ is zero on ∂Ω, we may rewrite last sum
Then, as a simple consequence of the Green formula, for every e ∈ Γ I ∪ Γ N we have ε∇u · ν = 0, so
This statement is true for ϕ ∈ C ∞ 0 (Ω). Since ∇ ε∇u ∈ L 2 (Ω) it is also true for any ϕ ∈ L 2 (Ω) and first statement of (71) is shown.
Proof. (Theorem 7.3)
First we prove (68) ⇒ (69). Assume that u is a solution of (68) and that it belongs to H 1 (Ω) ∩ H 2 (E). We have by definition
We use lemma 7.4 and we obtain that for any φ ∈ L 2 (Ω)
Let us take any ϕ ∈ H 1 (E) ∩ H 2 (T h ) and substitute φ := ϕ. We may split integrals to
By the Green theorem, we have
Summing up these results in Ω i , we get
By lemma 7.4, we have that [ε∇u] = 0 on Σ I , thus {ε∇u · ν} = ε∇u · ν on any ∂Ω i and we have
By homogeneous Neumann boundary condition (lemma 7.4) on e ∈ Γ N we have {ε∇u · ν} = 0 and
Since u ∈ H 1 (Ω), then [u] = 0 for any e ∈ Γ I and by assumption on e ∈ Γ D we have u =û so we have for any
By adding this result side-by-side to (82) we obtain (69).
We proceed to (69) ⇒ (68). Assume (69) is true. First we recover the Dirichlet boundary conditions. Take any e ∈ Γ D , such that e ∈ ∂Ω i , and ϕ ∈ C ∞ 0 (e). Then let {ϕ ǫ } ǫ be a sequence of functions, such that 
Sinceφ ∈ C ∞ 0 (e) and e ∈ Γ D are arbitrary, we get
and the Dirichlet boundary conditions are satisfied. Then take any ϕ ∈ C 
By assumptions of the theorem u ∈ H 1 (Ω), so [u] = 0 for any e ∈ Γ I while as we have already been shown u =û for e ∈ Γ D , so
Thus we obtain
Since this statement is true for any ϕ ∈ C ∞ 0,ΣD (Ω), then it is valid also for any ϕ ∈ H 1 0,ΣD (Ω), so we regain the first statement of (68).
Auxiliary estimates
We define the following operators 
Lemma 7.5. Let u h ∈ X h (Ω) and ξ ∈ {0, −1}. Then
Proof. If ξ = 0, then simply
Otherwise it is a simple consequence of lemma 3.3.
Proof. Since the exponential function is monotone
Lemma 7.7. Let u, ϕ ∈ H 1 (E), r ∈ {1, 2}. Then
Proof. This is a simple consequence of the Schwarz inequality.
Lemma 7.8. Let u, v, ϕ ∈ H 1 (E), r ∈ {1, 2} and α ≤ u, v ≤ β for some α, β ∈ R. Then
where C is a constant dependent on α, β, v L∞(Ω) and ŵ L∞(Ω) .
Proof. Note that the exponential function is locally Lipschitz-continuous, so since u, v are bounded
The same is true for e −v − e −u . Thus using the Schwarz inequality and Poincare inequality for the "broken" norm (lemma 7.2)
Lemma 7.9. Let u ∈ H 2 (E) and ϕ h ∈ X h (Ω). Then
Constant C depends on ε M and σ 0 .
Proof. Using the Schwarz inequality
2,e {ε∇u · ν} 
where the last inequality follows from the trace theorem. Constant C depends on ε M , σ 0 and the maximal number of edges of elements of the coarse triangulation E.
Lemma 7.10. Let u ∈ H 2 (E), u I := Π h u (see section 6) and ϕ h ∈ X h (Ω). Then
Proof. We have
Let us take any e ∈ Γ I , e ∈ ∂Ω j ∩ ∂Ω k . Then the Schwarz inequality yields that
Then by lemma 6.1
Therefore
If e ∈ Γ D , e ∈ ∂Ω i , then analogously
Therefore by Schwarz inequality and the inequalities derived above
Constant C is independent of h. It depends on σ 0 , ε M and on the number of elements of Γ DI .
Lemma 7.11. Let u ∈ H 2 (E), u I := Π h u (see section 6) and ϕ h ∈ X h (Ω). Then
Proof. By the Schwarz inequality
Splitting this sum up
Then using lemma 3.1
On the other hand
By lemma 6.1 we have u − u I Ωi 2 L2(e) ≤ Ch
The differential problem (69) satisfies:
Error estimate for CWOPSIP
p-GaN 100 nm n-GaN 100 nm Figure 4 : Schema of the n-p diode used in numerical simulations.
This time we may estimate RHS with lemmata 7.7, 7.8, 7.10 and 7.11 To improve the convergence, p-GaN and n-GaN were splitted into two layers to thicken the grid near the quantum well. In numerical simulations, we use the Poisson equation scaled in SI units. Thus it is more elaborated than equation (1), as then physical constants and material parameters are present. Also it takes into account physical parameters and incomplete ionization of acceptors and donors, so k 1 is actually a function of u. More details on the drift-diffusion equations, used by us in the simulations of realistic devices may be found in [16] , while details of the linearization of the underlying discrete system may be found in [15] . Since the exact solution is not known, as a reference we use the result of one-dimensional simulation for K = 1024. For every function f K taken into account, we compute the relative errors defined as
where f ref is a numerical solution computed on a fine grid, as mentioned before.
Errors are presented in function of K. Note that h = c/K for some constant c.
Having in mind estimates of section 7, we expect error K,H 1 (Ω) / error 2K,H 1 (Ω) ≈ 2.
Results of these simulations are presented in table 1. Both methods start slowly, for K ≤ 32 error ratio is < 2. From K = 64 we observe error ratio ≈ 2. The error norms for CSIPG and CWOPSIP are similar.
Then we repeated our simulations for a single quantum well structure (figure 6). It is similar to the p-n junction, but it has a narrow layer between n region and p region, called the quantum well. In this case, we introduce five layers in our mesh, while two additional layers are used to improve the grid in n region and p region near the quantum well layer (figure 7). Results of this simulation is presented in table 2 and they generally agree with our previous simulation. Note that the slow start is absent in this case. This is due to additional layers introduced near the quantum well, where the function fluctuations are crucial.
Conclusions
We have presented two methods of composite Discontinuous Galerkin discretization of the drift-diffusion equations in the equilibrium state. These methods were derived from Symmetric Interior Penalty Galerkin method [13] and Weakly Over-Penalized Symmeric Interior Penalty method [3] . Both discretizations are shown to be well-defined and the error is estimated. In case of uniform increase of grid density, the H 1 -norm of error of Composite Symmetric Interior Penalty Galerkin (CSIPG) method error is estimated by O(h), while for Composite Weakly Over-Penalized Symmeric Interior Penalty (WOPSIP) method we obtain only O(h 1/2 ) estimate. In the latter case, the estimate may be improved to O(h) under additional assumptions on a mesh sequance and boundary conditions. In simulations of seminconductor luminescent devices, these assumptions are not excessively restrictive, as these structures' design is often based on simple geometric shapes.
Numerical simulations presented in this paper stay in a good agreement with these estimates.
