We examine the theory of micromagnetics developed by W. F. Brown. We show that in the case often considered, with exchange energy omitted, the minimum of the free energy is not attained for uniaxial materials but is attained for cubic materials. A study of the minimizing sequences reveals that these accurately model many features of observed domain structure. Finally, we reexamine the so-called "coercivity paradox" from the viewpoint of nonlinear stability theory.
Introduction
Predictions of the domain structure of real ferromagnetic materials are usually derived from either domain theory or micromagnetics. Domain theory, often favored by experimentalists, has its origins in the famous 1935 paper of Landau and Lifshitz. Landau and Lifshitz [1] calculated the energy of a domain wall dividing an infinite cylinder with magnetization vector m depending smoothly on only the axial variable. They accounted for exchange energy, the energy that arises from gradients of the magnetization, and for anisotropy energy, the energy that favors axial magnetization, but not for magnetostatic energy. The main result of their calculation is an expression for the energy stored in the region of rapid variation of m, i.e., the interfacial energy of the domain wall.
Domain theory takes the expression of the interfacial energy from the calculation of Landau and Lifshitz, or one of the improvements which accounts better for the wall structure 1, and assigns this energy to sharp discontinuities of magnetization. In practice, domain theorists begin with a divergence-free field of magnetization having a certain specific arrangement of interfaces specified by several parameters, and then adjust the values of these parameters so as to minimize energy.
W. F. Brown [3] criticized domain theory on the grounds that it contains too many geometric restrictions. He remarks that "The mere existence of a lower energy configuration does not guarantee that that configuration will be attained; if it did, there would be no such phenomenon as hysteresis. Second, the particular configuration devised is dependent on the ingenuity of the theorist who devised it; conceivably a more ingenious theorist could devise one with even lower free energy." Brown introduced an alternative approach termed micromagnetics that avoids the geometric restrictions. The theory of micromagnetics develops an expression for the free energy of a general magnetization field and then seeks to determine that field so as to minimize energy in an appropriate space.
Despite the general attractiveness of Brown's philosophy, micromagnetics has not gained general acceptance. This is apparently due to two features of micromagnetics. First, in the case often considered (e.g., Brown [3] ) with exchange energy omitted, the minimum of the free energy is not generally attained. Minimizing sequences for the energy exhibit finer and finer structure. Nonattainment of the minimum does not occur for all crystal symmetries, and we suggest that this explains in some way the huge dichotomy of scales exhibited by ferromagnetic materials, whereby large cubic ferromagnets may exhibit a few huge domains while large uniaxial ferromagnets always exhibit relatively fine columnar or laminar domains. We show this in Sects. 3 and 4. Second, we generalize in Sect. 8 a metastability calculation of Brown that also seems to be an origin of the distrust of micromagnetics. The calculation leads to the so-called "coercivity paradox". Our calculation sheds light on the coercivity paradox by showing precisely when the metastable state becomes unstable relative to finite disturbances.
Martensitic materials also exhibit extremely fine twinned microstructures often appearing as layers or layers within layers. In recent years a new theory of martensite has been developed which involves free energies that do not have attained minima. See, e.g., Ball and James [4, 5] , Chipot and Kinderlehrer [6] , Fonseca [7] , James and Kinderlehrer [8] , Pedregal [9] and Kohn [10] . The theory of martensite that has emerged is in many ways analogous to micromagnetics without exchange energy (with one significant difference described below) and the analogy can be stretched to include the crystallographic theory of martensite, the analog of domain theory for the martensitic materials. As in the martensite, a study of the minimizing sequences (Sects. 2 through 5 below) gives a rather complete picture of the macroscopic aspects of the domain structure, and is particularly useful for predicting where in the body fine structure will occur, in addition to the averaged properties of this fine structure. It is also anticipated that information on where fine structure must occur will be useful in setting up reliable micromagnetic computations with exchange energy included, such as those under development by Luskin.
A remarkable feature of ferromagnetic materials is that the single domain state is generally unstable. This contrasts with martensite, where the single variant configuration is stable for arbitrarily large samples. In other physical systems, such as the blue phase of cholesteric liquid crystals, the failure of stability of the uniform state relative to an array of defects is termed "frustration". Our calculations could be interpreted as one possible interpretation of this phenomenon at a macroscopic scale. The frustration in our system arises from the competition of an anisotropy energy which demands constant magnetization strength with an induced field energy which prefers to tend to zero. A consequence of this is to promote development of a fine scale structure which seeks to compromise the constraint of constant magnetization strength. A different mechanism is given by Sethna [11] for the blue phase. He associates the term frustration with the failure of existence of a pointwise minimizer of the energy density, such as occurs in the problem
where F(x) is a smooth vector valued function which is not a gradient. This agrees with our interpretation in the case of zero applied field and in some other special cases, but differs from our interpretation in that his energy functional does have an attained absolute minimum in an ordinary function space whereas ours generally does not.
Some of the results of this paper were announced by James [12] .
Energy of ferromagnetic materials
The conventional theory of ferromagnetic materials is based on the classical assumption of Weiss, Landau and Lifshitz that the magnetization m varies with position x E f2 but has a fixed, temperature dependent magnitude:
with f(T) = 0 for T >= To, Tc being the Curie point. In this paper we shall not vary the temperature so, without loss of generality, we shall consider vector fields m: ~-+ S 2, (2.2) the unit sphere in R 3, or, more generally, with Q C Rn and m: .Q-+ S "-~ .
The energy of a rigid ferromagnetic material is assumed to consist of the sum of three parts (cf. Brown [13] , Landau, Lifshitz and Pitaevskii [14] ). The exchange energy models the tendency of neighboring magnetic moments of atoms to align and has the form f Vm" A Vm dx, (
3)
Q where A is a linear transformation on constant 3 • 3 matrices. The anisotropy energy models the tendency of the magnetization to point in specific crystallographic directions and is given by an even function 9(m) which exhibits crystallographic symmetry. We shall discuss two cases: Here, the presence of the term mza is a reminder that (2.7) is solved on all of R 3 but with nlge = 0 on N3 _/2. Equation Here u is obtained from m by solving (2.7) subject to the appropriate conditions at oo (see Sect. 3). See Rogers [15] for further remarks on (2.9). An odd feature of the constitutive part of this energy, namely, the first two terms of (2.9), is that it does not embody the most general frame-indifferent energy of the form q)(Vm, m, ei), which would seem to represent the minimal assumption. Here, for a rigid crystal, {e~, e2, e3} denote lattice vectors of the crystal and for a 2 This is the simplest assumption appropriate to cubic symmetry. It corresponds to having the easy axis along (100) directions such as in iron. Here, an easy axis is defined as a line containing a minimizer of the anisotropy energy % Other cubic materials such as nickel have a greater number of minima. Because ~0 exhibits crystallographic symmetry, it always has a set of minimizers of the form (orbit P) e where P is the point group of the material and e is a unit vector on the easy axis ~2(m" curl m q-q) + x3 ]m A curl ml z, are missing from (2.9). It is possible that the molecular theories used to derive (2.9) contain hidden geometric assumptions which forbid certain interactions, such as was the case in the theory of liquid crystals before the appearance of Frank's paper referenced above. We shall not pursue this issue here. The exchange energy can be thought of as giving rise to a surface energy on domain boundaries. The calculation which justifies this fact in an asymptotic sense is given in a recent paper of Anzellotti, Baldo and Visintin [17] . Their calculation qualitatively is similar to the calculation of the asymptotic behavior of minima for a van der Waals fluid with surface energy measured by the volume integral of IV v[ z where v is the specific volume, cf. Kohn and Sternberg [18] . The scaling used in these papers --e in front of the exchange energy and e -1 in front of the anisotropy energy with e -+ 0 --might be inferred from the [1935] paper of Landau and Lifshitz in the magnetic case.
Except in certain situations which we treat explicitly in Sect. 5b, crystals of mm or greater size exhibit fine domain structures, either fine bands in the material or coarse bands that show splitting into finer and finer domains at the surface of the crystal. In these cases the crystal exhibits a large surface area of domain walls, suggesting that the essential domain structure can be obtained by omitting the exchange energy. A similar point of view in theories for martensitic materials has been successful in predicting their twinned structures and macroscopic properties (cf. Ball and James [4, 5] , James and Kinderlehrer [8] ). The operating principle in those calculations has been that the surface energy only selects some (fine) scale while the minimization of bulk energy determines the possible microstructures on that scale. A major advantage of this approach is that detailed stable domain patterns in a great many cases can be calculated rigorously without resorting to approximate methods. This viewpoint has also been useful in setting up reliable computations of domain patterns in martensitic materials, such as those of Collins and Luskin [19] , which necessarily must cope with domain refinement. Analyses of the type presented here are particularly helpful for deciding where in the body one should expect to find fine domain structures.
To explore this idea further, we shrill put A = 0 in (2.9). Set fi'om which it follows that a norm equivalent to (v, v) ~/2 on V is given by
We shall regard (3.4) as the norm on V. In fact, owing to the compact support of m, (3.5) admits a solution in H~(R'). The proof of this, although not difficult, is not germane to our considerations here. We turn now to the proof of(3.1). Assume that 9~(m~) = 9(--m~) = 0, and choose pER ~ with p.m~=0.
Let 0:R-+]K be periodic of period 1 with
Referring to Fig. 1 a, set m~(x ) = {o~O(kp" xER ~x) x E_ .Q,f2, (3.10) and note that 9(m ~) --O. We assert two properties of ink:
This is because ml 9 p = 0. Obviously there are many other choices of minimizing sequences for Eo. For example, fine columnar domains as pictured in Fig. 1 b, as long as they have the property that they have equal volumes on average, generate a minimizing sequence. Uniaxial materials often have the general kind of domain structure pictured in Fig. 1 b. A great variety of cross-sectional shapes are observed as shown, for example, by Carey and Isaac [20] or Chikazumi [21] . On the other hand, there are restrictions on the minimizing sequences. We explore these in Sect. 5.
Attainment of the minimum
We turn now to the question of whether or not the infimum Eo=0 is attained by an m ~ L2(.Q; sn--1). The answer is different in the uniaxial and cubic cases. The former will exhibit the frustration described in the introduction while the latter admits a solution.
If m E L2(~ ; S n-1) with then Eo has an attained absolute minimum of the form (4.6) and in fact (+) can be imposed on all of S t • S 1 so that the minimizer exhibits a single domain (note that m defined by (4.6) is divergence-free). However, with unbent uniaxial crystals of sufficient size, we expect always to see fine structure throughout the crystal, as is observed.
(b) Cubic case
The preceding statement is untrue for cubic crystals where mm size single crystals of iron often exhibit the classic domain structure pictured in Fig. 2a, if vanishes. Therefore if u is the potential corresponding to m then, by (4.13), u(x) ----0 a.e. x E R", so m is a minimizer. Since on domains with non-(100) boundaries there does not exist a piecewise smooth minimizer having a finite number of domains, the implication of Theorem 2 is that any minimizer will have the property that it will have a finer and finer domain structure at the boundary. This inference is made precise in Sect. 5. Various constructions are possible in addition to the one given by the Vitali Covering Theorem. For example, the construction shown in Fig. 2b also delivers a minimizer.
Here it is important to observe that the average magnetization in Fig. 2b on a sequences of translates of ~f2, which tend to ~D, goes to zero. Figure 2c shows an actual domain structure near the curved boundary of an iron crystal.
Further analysis of domain structures
As illustrated by Fig. 1 , there is extensive lack of uniqueness associated with minimizing sequences for uniaxial materials. However, both of the minimizing sequences illustrated by Fig. 1 have magnetization fields whose average is zero, in the sense of weak convergence. In this section we quantify this idea of uniqueness for any minimizing sequence in the uniaxial case using the notion of a Young measure.
This uniqueness is proved in the uniaxial ease only. No such average behavior is expected for cubic magnets because of the dichotomy of scales illustrated by Figs. 1 and 2a. However, whether or not a minimizer in the cubic case exhibits refinement at the boundary, we expect the average magnetization at the boundary to be tangential, and hence to satisfy in some sense the equation div m--0. We prove this below. It follows immediately from this fact that if ~$2 is smooth and has a normal V(Xo) at Xo E ~ not perpendicular to (100), (010) or (001), then any minimizer must exhibit refinement at Xo. The existence theorem for Young measures (e.g. Ball [23] , Young [24] ; see also Dacorogna [25] , Tartar [26] ) states that there is a subsequence of (m~), not relabeled, and a family of probability measures (/z,,)x~o such that for every ~p E C(a"), It is easily seen that these conclusions apply to the whole sequence.
We have proved the uniqueness theorem. Returning to the issue of boundary refinement, suppose that 022 is smooth near a 6 022 and that for every sufficiently small e > 0, B(a, e) • s contains a single domain:
in(x) = +ml, say, for a.e. x E B(a, e) {5 22.
Assume for simplicity that n = 3. It follows from (5.9)-(5.11) that v is perpendicular to m~. Conversely, if v at a6 022 is such that v 9 mi 4: 0, i = 1, 2, 3, then there must be a sequence ek --~ 0 such that each set B(a, ek) contains at least two sets of positive measures on which m takes on different values in {~:m~, -}-m2, Jcms}. Hence, boundary refinement is necessary in cubic materials if the boundary normal is not perpendicular to one of the directions (100), (010), (001).
This result does not explain the refinement observed in Fig. 2c , since the normal in that case is perpendicular to (100). This is explained by the following argument. The disc shown in Fig. 2c is a cylinder with the top normal to m~ = (100). The domains viewed theie are on the top. Suppose that a C O.Q lies on a corner of the cylinder and the normal v(a) to the lateral boundary of the cylinder at a is v(a) = c~ml § with both c~ ~ 0 and /3 4= 0. Furthermore, suppose there is a single domain re(x) = +m~, kE {1, 2, 3} in B(a, e)A f2. Then by (5.11), m~-ms = 0 and v(a) 9 mk = 0. This is a contradiction, in other words, there is no single domain in a ball of any size. This leads to boundary refinement.
Bound on the minimum energy via a Lagrangian formalation
In preparation for the discussion of the effect of an applied field, we find a lower bound on the infimum of the total energy. The presence of a divergence-free applied The field ho is interpreted as the field that would be present were the ferromagnetic material absent, cf. Brown [3] . Using By an elementary computation (cf., e.g., Ekeland and Temam [27] or Moreau [28] ), P* =< P. (6.7)
Thus (--P) provides a lower bound for the energy attained by the system. The advantage of (6.6) is that there is always a pair (m, u) which attains (6.6), and this gives a sharp bound in some cases. Let us calculate P from a variational problem. Define To check (iii), note that a convex even function assumes its minimum at the origin. Thus I is convex and coercive on V. Hence there is a (unique) ~ 6 V such that ~r(~) = infv I(u) = P. (6.10)
As a means of estimating P, let us note a special case. Let Vo = {uC V: Vu = ho in ~}.
If the closed, convex set Vo is not empty, there is a unique ~ ~ Vo such that
n Rn by Stampacchia's Theorem [29] . Hence ~v(ho-V~)= 0 on O and, by (6.9)
When ho 4 = 0, (6.11) will provide an optimal bound only for special domains inO. Of course, if ho=0, then ~=0 and P=0 as well. In Sect. 3wehave shown that P* = 0 in this case, so the bound given by this formulation is optimal.
Another simple case, when ~ is an ellipsoid and ho = const., is treated in Sect. 7.
The numbers P and P* would be equal were it possible to interchange the "inf" and "sup" in (6.5) or (6.6). For general fields ho this may not be possible. First of all, P* is not attained in general, which renders less tractable the computations.
A true saddle point does not exist in this case. Moreover, ~v is not the dual function q~* of q~ owing to the constraint that [ml = 1, which refers to the assunlption of magnetic saturation. Consonant with this, the set K is not convex. We refer to Ekeland and Tomato [27] for a general discussion.
The idea of the Lagrangian formulation may be recast in an extended setting. We shall use this extended setting to interpret the notion of metastable solutions of our problem, and in particular the coercivity paradox, in Sect. 8.
Effect of a constant applied field
In the preceding section we showed that the minimum energy P* in the presence of an applied field satisfies In this section we consider the case ho = const, on s and we assume n = 3. It is well-known from potential theory that if s is an ellipsoid, the infimum in (7. It follows from (7.4) and (7.6) that ~ is the potential corresponding to the constant magnetization Nx on f2. Thus, we can ensure that ~ will be the minimizer of the problem (7.2) if we choose ~ E [0, 1] such that Dmz = (22 --1) Dml : ho, in which case V5z = ho on f2. By the assumption (7.3) it is always possible to choose such a 2. We now evaluate directly the energy of the sequence m~. By using (7.5)1,2 in the expression (6.3), we get -89 f i v~ l ~ dx =< --P*.
~3
We have arranged that h~ achieves the minimum in (7.2) so by (7.l) we also have -P* => -I-f I v~,.1 ~ dx.
Thus, we have calculated P* and clearly (m~) provides a minimizing sequence for the energy.
In summary, if f2 is an ellipsoid with demagnetizing matrix D subject to a constant applied field ho satisfying (7.3), then the infimum of the total energy is given by p~3 where ?z is the potential corresponding to the constant magnetization N~ = (22 --1) ml and 2E [0, 1] is chosen so that (22 --1) m~ = D -~ ho. Minimizing sequences for the total energy are given by uniformly layered microstructures with magnetization ml, --m~, m~, --mr and having the volume fraction 2.
Remarks on the calculations of Brown and Lifshitz
Despite the general attractiveness of the philosophy of micromagnetics, it has met with limited success. A typical attitude toward micromagnetics by experimentalists is the view of Carey and Isaac [20] :
Since, in principle, the minimization [of the total free energy] is a straightforward problem, micromagnetics needs to postulate no domains or walls; if these are real the theory should predict them. While this approach is undoubtedly rigorous, it seems clear that the application, at this stage, has most value in the study of particles insufficiently large to support domain walls. In bulk specimens, conventional domain theory, despite its shortcomings, has the advantage of pictorial guidance from experimental domain observations and in most cases has proved successful in accounting for the results obtained.
It appears that this hesitancy toward micromagnetics arises from an interesting calculation of Brown [3, pp. 125-133; 13, pp. 66-72 ]. Brown's calculation concerns the metastability of the single domain state under constant applied field. The idea of the calculation is the following. For an appropriately oriented ellipsoid f2 subject to a large, suitably directed, constant applied field h0, we expect the single domain state m = ml to be an absolute minimizer of the energy. (This follows from a calculation similar to the one we presented in Sects. 6 and 7, as explained below). Brown considers the family of fields ho = Dml +-cml with T decreasing from + oo toward --co. We expect that for sufficiently small values of % the single domain state ceases to be metastable. Brown calculates sufficient conditions on T that the magnetization m(x) = ma, x E ~, makes the second variation of the energy positive definite at m~.
We can easily reproduce Brown's calculation 3 of metastability using our Lagrangian formulation of Sect. 6. Let mo be a point of local convexity of the anisotropy energy corresponding to the conjuagte variable ~o, i. The argument of Sect. 6 leading to (6.9) does not depend on the precise form of the compact set K, so in particular we can repeat the argument with ~ replaced by [K~ and obtain (7.9), except that ~p is now replaced by ~o~, where W~(g) = sup (m. ~ --9~(m)), K~ = {m E S 3 ]m --mo I < e}.
Ke
In the present calculation, % remains convex and continuous but is no longer even and is not generally minimized at the origin. Since mo satisfies (8.1), we have Let Uo E V be the field associated with too" f (--VUo + moZ~) 9 V~ dx = 0. In summary, if mo satisfies (8.1) and ho satisfies (8.2), then E(mo ; ho) = inf E(mo; ho), (8.5) m~K e u satisfies (6.2) This is essentially Brown's result on metastability. We note that this result remains true when exchange energy is included, since the exchange energy itself is minimized at the constant state m(x) = too, x E ~Q.
The metastability result (8.5) yields an interesting prediction which in turn leads to what Brown terms the "coercivity paradox". To obtain this prediction, we first calculate the set of values of go for which mo is a point of local convexity. (This set determines a set of applied fields ho such that mo is metastable, by (8.2) ). To correspond to Brown's treatment, we assume that Brown assumes that Vg)(mo)= 0 and concludes that the single domain state re(x) = too, x E/2, is metastable at least until ho reaches Dmo --Klmo. Since H1 is measured for the common ferromagnetic materials, this calculation provides a quantitative bound for the fields necessary to prevent a breakdown of the single domain state. As discussed by Brown [13, pp. 69-70] , this bound is several orders of magnitude larger than that actually measured to produce breakdown. For example, in iron the calculation implies metastability for fields up to [ho ] = 500 oe, while the measured value is clearly no greater than about 0.1 oe. This discrepancy is termed the coercivity paradox by Brown. Brown's results and our results of this section and Sect. 7 are summarized by Fig. 3 . A full discussion of the coervicity paradox can be found in Brown [~3, Sect. 5.2]. He argues that the paradox cannot be resolved by accounting for magnetostriction or by domain theory arguments. The general conclusion is that the paradox may be resolved by the inclusion of imperfections of some type, possibly even deviations from perfect ellipsoidal shape. We believe that part of the discussion is obscured by the lack of a clear description of what is the absolute minimizer, or in this case, the minimizing sequence. For example, the remark just before equation (8.7) implies that the single domain state is absolutely stable only up to the field ho =Dm~ and it is possible that a more careful consideration of both stable and metastable states may yield a resolution to the coercivity paradox. A full analysis of these remarks will be found in a forthcoming paper.
We now turn to a discussion of the paper of Lifshitz [32] which proposes, from the point of view of domain theory, the splitting of layered domains near the boundary. At first, this proposal resembles our results of Sect. 5 on the necessary splitting of domains near the boundary in cubic materials, but the splitting proposed by Lifshitz occurs on (100) planes and therefore is unrelated to our calculation. In fact, the splitting predicted by Lifshitz has origins in the magnetostrictive contribution to the energy. Lifshitz' calculations are highly suggestive that in a setting that includes magnetostriction, e.g. ~0(m, Vy), where y : f2 -+ R 3 represents the deformation, the minimum energy state would not be attained. The case 4 9)(m, Vy) has also been treated extensively in the literature (e.g. Brown [33] ). If this suggestion is true, the various "equilibrium equations" found by putting the first variation of the total magnetostrictive energy equal to zero would not be useful for finding the minimum energy state.
