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Abstract
In this paper, we consider online learning in generalized linear contextual bandits where
rewards are not immediately observed. Instead, rewards are available to the decision maker
only after some delay, which is unknown and stochastic. We study the performance of two well-
known algorithms adapted to this delayed setting: one based on upper confidence bounds, and
the other based on Thompson sampling. We describe modifications on how these two algorithms
should be adapted to handle delays and give regret characterizations for both algorithms. Our
results contribute to the broad landscape of contextual bandits literature by establishing that
both algorithms can be made to be robust to delays, thereby helping clarify and reaffirm the
empirical success of these two algorithms, which are widely deployed in modern recommendation
engines.
1 Introduction
The growing availability of user-specific data has welcomed the exciting era of personalized rec-
ommendation, a paradigm that uncovers the heterogeneity across individuals and provides tailored
service decisions that lead to improved outcomes. Such heterogeneity is ubiquitous across a variety
of application domains (including online advertising, medical treatment assignment, product/news
recommendation ([29], [9],[11],[7],[42])) and manifests itself as different individuals responding dif-
ferently to the recommended items. Rising to this opportunity, contextual bandits ([8, 39, 22, 1, 3])
have emerged to be the predominant mathematical formalism that provides an elegant and powerful
formulation: its three core components, the features (representing individual characteristics), the
actions (representing the recommendation), and the rewards (representing the observed feedback),
capture the salient aspects of the problem and provide fertile ground for developing algorithms that
balance exploring and exploiting users’ heterogeneity.
As such, the last decade has witnessed extensive research efforts in developing effective and
efficient contextual bandits algorithms. In particular, two types of algorithms–upper confidence
bounds (UCB) based algorithms ([29, 20, 15, 26, 30]) and Thompson sampling (TS) based algo-
rithms ([4, 5, 40, 41, 2])–stand out from this flourishing and fruitful line of work: their theoretical
guarantees have been analyzed in many settings, often yielding (near-)optimal regret bounds; their
empirical performance have been thoroughly validated, often providing insights into their practi-
cal efficacy (including the consensus that TS based algorithms, although sometimes suffering from
intensive computation for posterior updates, are generally more effective than their UCB counter-
parts, whose performance can be sensitive to hyper-parameter tuning). To a large extent, these
two family of algorithms have been widely deployed in many modern recommendation engines.
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However, a key assumption therein–both the algorithm design and their analyses–is that the
reward is immediately available after an action is taken. Although useful as a first-step abstraction,
this is a stringent requirement that is rarely satisfied in practice, particularly in large-scale systems
where the time-scale of a single recommendation is significantly smaller than the time-scale of a
user’s feedback. For instance, in E-commerce, a recommendation is typically made by the engine
in milliseconds, whereas a user’s response time (i.e. to buy a product or conversion) is typically
much larger, ranging from hours to days, sometimes even to weeks. For instance, a thorough
empirical study in [11] found that more than 10% of the conversions in Criteo (a real-time bidding
company) were at least 2 weeks old. Furthermore, [11] found that the delay distribution from
the company’s data follows the exponential distribution closely and hence does have heavy tails.
Similarly, in clinical trials, it is infeasible to immediately observe and hence take into account the
medical outcome after applying a treatment to a patient–collecting medical feedback can be a time-
consuming and often random process; and in general, it is common to have applied trial treatments
to a large number of patients, with individual medical outcomes only available much later at
different, random points in time. In both the E-commerce ([27, 11])and the clinical trials cases
([14]), a random and often significantly delayed reward is present. Further, such delays empirically
often follow a heavy tail distribution, and hence a priori can have substantially negative impact
on the learning performance. Consequently, to understand such impact of delays, adjustments in
classical formulations must be made, both at the algorithmic level and at the analysis level.
1.1 Related Work
In the past five years or so, the problem of learning on bandits with delays has received increasing
attention and has been studied in several different settings in the existing literature, where most
of the efforts have concentrated on the multi-armed bandits setting, including both the stochastic
multi-armed bandits and the adversarial multi-armed bandits.
For stochastic multi-armed bandits with delays, [25] show a regret bound O(log T + E[τ ] +√
log TE[τ ]) where E[τ ] is the mean of the iid delays. [16] consider Gaussian Process bandits with
a bounded stochastic delay. [31] follow the work of [25] and propose a queue-based multi-armed
bandit algorithm to handle delays. [37] match the same regret bound as in [25] when feedback is
not only delayed but also anonymous.
For adversarial multi-armed bandits with delays, [35] establish the regret bound of E[RT ] ≤
O(τconst) × E[R′T ( Tτconst )] for Markov decision process, where τconst is the constant delay and R′T
is the regret without delays. [10] consider adversarial bandits with fixed constant delays on the
network graph, with a minimax regret of the order O˜
√
(K + τconst)T , where K is the number of
arms. Another related line of work to adversarial multi-armed bandits is adversarial learning with
full information, where the rewards for all arms are observed. Different variants of this problems
in the delayed setting have been studied by [47], [33], [38] and [21].
On the other hand, learning in contextual bandits with delays are much less explored. [25]
consider learning on adversarial contextual bandits with delays and establish an expected regret
bound E [RT ] ≤ (1+E[M∗T ])×E
[
R′T
(
T
1+E[M∗
T
]
)]
by using a black-box algorithm, where M∗T is the
running maximum number of delays up to round T . [18] consider stochastic contextual bandits with
a fixed constant delay. The reward model they consider is general (i.e. not necessarily parametric);
however, they require the policy class to be finite. In particular, they obtain the regret bound
O(
√
K logN(τconst +
√
T )), where N is the number of policies and τconst is again the fixed constant
delay.
Finally, we also note that there is a growing literature on offline contextual bandits (for a
highly incomplete list, see [19, 43, 6, 48, 28, 44, 24]). This is a setting where all the data has been
collected upfront and a policy needs to be learned from this batch data at once. Although sharing
the same primitives (contexts, actions and rewards), this problem has important differences from
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the online setting. In particular, the exploration part is missing in this problem and a separate
set of challenges exist in the offline case. In this setting, delays would have no impact since all the
rewards will have been collected at the end (except perhaps at the tail of the batch).
1.2 Our Contributions
In this paper, we consider learning on generalized linear (stochastic) contextual bandits with
stochastic unbounded delays. Our contributions are two-fold. First, we design two delay-adaptive
algorithms for generalized linear contextual bandits, one based on UCB, the other based on TS.
We refer to the two variants as Delayed UCB (DUCB, as given in Algorithm 1) and Delayed TS
(DTS, as given in Algorithm 2) respectively. DUCB requires a carefully designed delay-adaptive
confidence parameter, which depends on how many rewards are missing up to the current time
step. In contrast, DTS is a straightforward adaptation that incorporates the delayed rewards as
they become available.
Second, we give regret characterizations of both DUCB and DTS under (1) independent stochas-
tic, unbounded delays that can have heavy tails, (2) unbounded Markov delays that can have near-
heavy tails (tails that are arbitrarily close to exponential tails), and (3) unbounded delays with
any dependency structure that have light (sub-Gaussian) tails. In particular, as a special case of
our results, when the delays are iid with mean µI , we have a high-probability regret bound of
O˜
((
σG
√
d+ µId+ d
)√
T
)
on DUCB, where σG is a parameter characterizing the tail bound of
the delays and d is the feature dimension. For comparison, the state-of-the-art regret bound of UCB
on generalized linear contextual bandits without delays is O˜
(
d
√
T
)
([20, 30]). For DTS, we have
the Bayesian regret bound of O˜
((
σG
√
d+ µI
√
d+ d
)√
T
)
. For comparison, the state-of-the-art
Bayesian regret bound of TS on generalized linear contextual bandits without delays is O˜
(
d
√
T
)
([40, 41]). The regret bounds we have obtained highlight the dependence on the delays in two ways:
one is how much delay is present on average, the other is how heavy the tail of the distribution is.
Both factors contribute to the degradation of the regret bounds: that the average delay enlarges
regret is intuitive; that the tail influences regret is because a more likely large delay (at the far
right end of a tail) can delay the learning for that context significantly, particularly in the early
stages when the decision maker is unsure about the underlying parameter is.
To the best of our knowledge, these regret bounds provide the first theoretical characterizations
in generalized linear contextual bandits with large delays. Our results contribute to the broad
landscape of contextual bandits literature by establishing that both algorithms are robust to delays,
thereby helping clarify and reaffirm the empirical success of these two algorithms, which are widely
deployed in modern recommendation engines.
Some of the initial results have appeared in the conference version [49]. Our work here provides
a comprehensive treatment of learning in generalized linear contextual bandits with large delays
that incorporates substantially more in-depth inquiries on several fronts. First, we consider the
heavier-tailed delays that include exponential distributions whereas [49] only dealt with light-tailed
delays that are either sub-Gaussian or have (1 + q)-th moment (for some q > 0). This relaxation
is important both from an empirical standpoint and from a theoretical standpoint. Empirically, as
mentioned earlier, the field study in [11] found that the delay distribution from the company’s data
follows the exponential distribution closely, rather than a sub-Gaussian distribution that is com-
monly assumed in the bandits literature. Theoretically, establishing guarantees in this larger-delay
regime requires us to develop a new (and arguably more elegant) argument from that in [49], which
is not applicable here. We explain the technical difficulty in more detail in Section 3.3. Second,
the sole focus of [49] is on adapting and analyzing UCB-based algorithms. However, as mentioned
earlier, it is known that Thompson sampling often achieves superior empirical performance, despite
the fact that their theoretical bounds (when no delays are present) may not match exactly those of
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the UCB algorithms. Furthermore, TS-based algorithms do not suffer from hyper-parameter tun-
ing and can effectively incorporate prior and can therefore significantly outperform (when priors
are available and correct). Consequently, in this paper, in addition to adapting and analyzing the
UCB-based algorithms, we also discuss (in Section 4) the adaptation of TS-based algorithms in
the delayed feedback setting and obtain regret bounds that characterize the corresponding perfor-
mance. Finally, we move beyond the regime of the independent delay setting studied in [49], and
instead consider (in Section 5) the much more general and realistic history-dependent delays set-
ting. We give regret bounds of both UCB-based algorithms and TS-based algorithms, under both
the Markov delays assumption and the general stationary delays assumption. We also highlight, in
this unified presentation, the comparison of the various regret bounds as the assumption on delays
get progressively weakened.
2 Problem Setup
In this section, we describe the formulation for learning in generalized linear contextual bandits
(GLCB) in the presence of delays. We start by reviewing the basics of generalized linear contextual
bandits, followed by a description of the delay model. Before proceeding, we first fix some notation.
For a vector x ∈ Rd, we use ‖x‖ to denote its l2-norm and x′ its transpose. Bd := {x ∈ Rd :
‖x‖ ≤ 1} is the unit ball centered at the origin. The weighted l2-norm associated with a positive-
definite matrix A is defined by ‖x‖A :=
√
x′Ax. The minimum and maximum singular values of a
matrix A are written as λmin(A) and ‖A‖ respectively. For two symmetric matrices A and B the
same dimensions, A  B means that A-B is positive semi-definite. For a real-valued function f, we
use f˙ and f¨ to denote its first and second derivatives. Finally, [n] := {1, 2, · · · , n}.
2.1 Generalized Linear Contextual Bandits
Decision procedure. We consider the generalized linear contextual bandits problem with K
actions. At each round t, the agent observes a context consisting of a set of K feature vectors
xt := {xt,a ∈ Rd|a ∈ [K]}, which is drawn iid from an unknown distribution γ with ‖xt,a‖ ≤ 1.
Each feature vector xt,a is associated with an unknown stochastic reward yt,a ∈ [0, 1]. If the agent
selects one action at, there is a resulting reward yt,at ∈ [0, 1] associated. In the standard contextual
bandits setting, the reward is immediately observed after the decision is made and the observed
reward can be utilized to make decision in the next round.
Although it is generally understood in the contextual bandits literature, for completeness, here
we briefly discuss the meaning of the above quantities, as well as where they come from. In general,
at each round t, an individual characterized by vt (a list of characteristics associated with that
individual) is drawn from a population and becomes available. When the decision maker decides
to apply action at (one of the available K actions) to this individual, then a reward yt(vt, at)
is obtained: this reward can depend stochastically on both the individual characteristics vt and
the selected action at. However, in practice, for both modelling and computational reasons, one
often first featurizes the individual characteristics and the actions. In particular, with sufficient
generality, one assumes E[yt(vt, at) | vt, at] = gθ(φ(vt, at)), where gθ(·) is the parametrized mean
reward function and φ(vt, at) extracts the features from the given raw individual characteristics vt
and action at. In the above formulation, as is standard in the contextual bandits literature, we
assume the feature map φ(·) is known and given and xt,a = φ(vt, a). If Vt is already a vector in
Euclidean space, then a common choice for the feature extractor is φ(vt, a) = [0, . . . ,0, vt,0, . . . ,0]:
that is, a Kd-dimensional vector with all zeros except at the a-th block.
Relationship between reward Y and context X. In terms of the relationship between Yt,a
and Xt,a, we follow the standard generalized linear contextual bandits literature ([20, 30]). Define
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H0t = {(s, xs, as, ys,as), s ≤ t− 1} ∪ {xt} as the information available at the beginning of round t.
The agent maximizes the cumulative expected rewards over T rounds with information H0t at each
round t (t ≥ 1). Suppose the agent takes action at at round t. Denote by Xt = xt,at , Yt = yt,at and
we assume the conditional distribution of Yt given Xt is from the exponential family. Therefore its
density is given by
Pθ∗(Yt|Xt) = exp
(
YtX
′
tθ
∗ −m(X ′tθ∗)
h(η)
+A(Yt, η)
)
. (1)
Here, θ∗ is an unknown number under the frequentist setting; η ∈ R+ is a given parameter; A, m
and h are three normalization functions mapping from R to R.
For exponential families, m is infinitely differentiable, m˙(X ′θ∗) = E[Y |X], and m¨(X ′θ∗) =
V(Y |X). Denote g(X ′θ∗) = E[Y |X] , one can easily verify that g(x′θ) = x′θ for linear model,
g(x′θ) = 11+exp(−x′θ) for logistic model and g(x
′θ) = exp(x′θ) for Poisson model. In the generalized
linear model (GLM) literature ([34, 32]), g is often referred to as the inverse link function.
Note that (1) can be rewritten as the GLCB form,
Yt = g(X
′
tθ
∗) + ǫt, (2)
where {ǫt, t ∈ [T ]} are independent zero-mean noise, H0t -measurable with E[ǫt|H0t ] = 0. Data
generated from (1) automatically satisfies the sub-Gaussian condition:
E
[
exp(λǫt)|H0t
] ≤ exp(λ2σˆ2
2
)
. (3)
Throughout the paper, we denote σˆ > 0 as the sub-Gaussian parameter of the noise ǫt.
Remark 1 In this paper, we focus on the GLM with exponential family (1). In general, one
can work with model (2) under the sub-Gaussian assumption (3). Our analysis will still hold by
considering maximum quasi-likelihood estimator for (2). See more explanations in Section 3.1.
2.2 The Delay Model
Unlike the traditional setting where each reward is immediately observed, here we consider the
case where stochastic and unbounded delays are present in revealing the rewards. Let T be the
number of total rounds. At round t, after the agent takes action at, the reward yt,at may not be
available immediately. Instead, it will be observed at the end of round t+Dt where Dt is the delay
at time t. We assume Dt is a non-negative random number which is independent of {Ds}s≤t−1 and
{xs, ys,as , as}s≤t. First, we define the available information for the agent at each round.
Information structure under delays. At any round t, if Ds + s ≤ t − 1 (reward occurred
in round s is available at the beginning of round t), then we call (s, xs, ys,as , as) the complete
information tuple at round t. If Ds + s ≥ t, we call (s, xs, as) the incomplete information tuple at
the beginning of round t. Define
Ht = {(s, xs, ys,as , as) | s+Ds ≤ t− 1} ∪ {(s, xs, as) | s ≤ t− 1, s+Ds ≥ t} ∪ {xt} ,
then Ht is the information (filtration) available at the beginning of round t for the agent to choose
action at. In other words, Ht contains all the incomplete and complete information tuples up to
round t− 1 and the content vector xt at round t.
Moreover define
Ft = {(s, xs, as, ys,as) | s+Ds ≤ t}. (4)
Then Ft contains all the complete information tuples (s, xs, as, ys,as) up to the end of round t.
Denote It = Ft −Ft−1, It is the new complete information tuples revealed at the end of round t.
5
Performance criterion. Under the frequentist setting, assume there exists an unknown true
parameter θ∗ ∈ Rd. The agent’s strategy can be evaluated by comparing her rewards to the best
reward. To do so, define the optimal action at round t by a∗t = argmaxa∈[K] g(x′t,aθ∗). Then, the
agent’s total regret of following strategy π can be expressed as follows
RT (π) :=
T∑
t=1
(
g
(
x′t,a∗t θ
∗
)
− g (x′t,atθ∗)) ,
where at ∼ πt and policy πt maps Ht to the probability simplex ∆K := {(p1, · · · , pK) |
∑K
i=1 pi =
1, pi ≥ 0}. Note that RT (π) is in general a random variable due to the possible randomness in π.
Assumptions. Throughout the paper, we assume the following assumption on distribution γ and
function g, which is standard in the generalized linear bandit literature ([20, 30, 26]).
Assumption 1 (GLCB) • λmin(E[ 1K
∑
a∈[K] xt,ax
′
t,a]) ≥ σ20 for all t ∈ [T ].
• κ := inf{‖x‖≤1,‖θ−θ∗‖≤1} g˙(x′θ) > 0.
• g is twice differentiable. g˙ and g¨ are upper bounded by Lg and Mg, respectively.
In addition, we assume the delay sequence {Dt}Tt=1 satisfies the following assumption.
Assumption 2 (Delay) Assume {Dt}Tt=1 are independent non-negative random variables with
tail-envelope distribution (ξ, µ,M). That is, there exists a constant M > 0 and a distribution ξ
with mean µ <∞ such that for any m ≥M and t ∈ [T ],
P(Dt ≥ m) ≤ P(D ≥ m),
where D ∼ ξ. Furthermore, assume there exists q ≥ 0 such that
P(D − µ ≥ x) ≤ exp
(−x1+q
2σ2
)
,
where E[D] = µ.
Assumption 2 includes the most common delay patterns in real-world applications. D is sub-
Gaussian when q = 1 and D has exponential delays when q = 0. When Dt’s are iid, the following
condition guarantees Assumption 2:
P(Dt − E[Dt] ≥ x) ≤ exp
(−x1+q
2σ˜2
)
,
with some σ˜ > 0 and q ≥ 0. We summarize the parameter definition in Table 1. (See Section A.)
Note that with Assumption 2, we do not need to assume all delays have identical distributions,
as long as they are independent over time. Since there exists an envelop distribution ξ uniformly
dominating the tail probability of all delays, we can get a handle on the tail of all the delay
distributions. This can be viewed as the regularity condition on the delays.
3 Delayed Upper Confidence Bound (DUCB) for GLCB
In this section, we propose a UCB type of algorithm for GLCB adapting the delay information
in an online version. Let us first introduce the maximum likelihood estimator we adopt and then
state the main algorithm.
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3.1 Maximum Likelihood Estimators (MLEs).
Denote Tt = {s : s ≤ t − 1,Ds + s ≤ t − 1} as the set containing timestamps with complete
information tuples at the beginning of round t. We use data with timestamps in Tt to construct
the MLE. Suppose we have independent samples of {Ys : s ∈ Tt} condition on {Xs : s ∈ Tt}. The
log-likelihood function of θ under (1) is
log l (θ | Tt) =
∑
s∈Tt
[
YsX
′
sθ −m(X ′sθ)
v(η)
+B(Ys, η)
]
=
1
v(η)
∑
s∈Tt
[
YsX
′
sθ −m(X ′sθ)
]
+ constant.
Therefore, the MLE can be defined as
θˆt ∈ argmax
θ∈Θ
∑
s∈Tt
[
YsX
′
sθ −m(X ′sθ)
]
.
Since m is differentiable with m¨ ≥ 0, the MLE can be written as the solution of the following
equation ∑
s∈Tt
(Ys − g(X ′sθ))Xs = 0, (5)
which is the estimator we use in Step 4 of Algorithm 1.
Note that, the general GLCB, a semi-parametric version of the GLM, is obtained by assuming
only that E[Y |X] = g(X ′θ∗) (see (2)) without further assumptions on the conditional distribution
of Y given X. In this case, the estimator obtained by solving (5) is referred to as the maximum
quasi-likelihood estimator. It is well-documented that this estimator is consistent under very general
assumptions as long as matrix
∑
s∈Tt XsX
′
s tends to infinity as t→∞ ([13, 20]).
3.2 Algorithm: DUCB-GLCB
Denote Gt =
∑t−1
s=1 I{s + Ds ≥ t} as the number of missing reward when the agent is making a
prediction at round t. Further denote Wt =
∑
s∈Tt XsX
′
s as the matrix consisting feature informa-
tion with timestamps in Tt and Vt =
∑t−1
s=1XsX
′
s as the matrix consisting all available features at
the end of round t− 1. Then the main algorithm is defined as follows.
Algorithm 1 DUCB-GLCB
1: Input: the total rounds T , model parameters d and κ, and tuning parameters τ and δ.
2: Initialization: randomly choose αt ∈ [K] for t ∈ [τ ], set Vτ+1 =
∑τ
i=1XsX
′
s, Tτ+1 := {s :
s ≤ τ, s+Ds ≤ τ}, Gτ+1 = τ − |Tτ+1| and Wτ+1 =
∑
s∈Tτ+1 XsX
′
s
3: for t = τ + 1, τ + 2, · · · , T do
4: Update Statistics: calculate the MLE θˆt by solving
∑
s∈Tt(Ys − g(X ′sθ))Xs = 0
5: Update Parameter: βt =
σˆ
κ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ ) +
√
Gt
6: Select Action: choose at = argmaxa∈[K]
(
x′t,aθˆt + βt‖xt,a‖V −1t
)
7: Update Observations: Xt ← xt,at , Vt+1 ← Vt +XtX ′t and Tt+1 ← Tt ∪ {s : s +Ds = t},
Gt+1 = t− |Tt+1|, and Wτ+1 = Wτ +
∑
s:s+Ds=t
XsX
′
s
8: end for
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Remark 2 (Comparison to UCB-GLM Algorithm in [30]) We make several adjustments to
the UCB-GLM Algorithm in [30]. First, in step 4 (statistics update), we only use data with times-
tamps in Tt to calculate the estimator using MLE. In this step, using data without reward will cause
bias in the estimation. Second, when selecting the action in step 5, parameter βt is updated adap-
tively at each round whereas in [30], the corresponding parameter is constant over time. Moreover,
in step 4, we choose to use Vt to normalize the context vector Xt,a instead of Wt.
3.3 Preliminary Analysis
Denote G∗t = max1≤s≤tGs as the running maximum number of missing reward up to round t.
The property of Gt and G
∗
t is the key to analyze the regret bound for both UCB and Thompson
sampling algorithms. We next characterize the tail behavior of Gt and G
∗
t .
Proposition 1 (Properties of Gt and G
⋆
t ) Assume Assumption 2. Denote σG = σ
√
2 + q. Then,
1. Gt is sub-Gaussian. Moreover, for all t ≥ 1, with probability 1− δ
Gt ≤ 2(µ +M) + σG
√
2 log
(
1
δ
)
+ 2σ2G logC3 + 1, (6)
where C3 = 2σ2 + 1.
2. With probability 1− δ,
G∗T ≤ 2(µ+M) + σG
√
2 log T + 2σ2G logC3
+σG
√
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3 + 1, (7)
where G∗T = max1≤s≤T Gs.
3. Define Wt =
∑
s∈Tt XsX
′
s where Xt is drawn iid. from some distribution γ with support in
the unit ball Bd. Furthermore, let Σ := E[XtX ′t] be the second moment matrix, and B and
δ > 0 be two positive constants. Then there exist positive, universal constants C1 and C2 such
that λmin(Wt) ≥ B with probability at least 1− 2δ, as long as
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+ 2(µ+M) + σG
√
2 log
(
1
δ
)
+ 2σ2G logC3 + 1. (8)
A special case of Proposition 1-1 is when Di’s are iid and q = 0. Now assume Di ∼ D are iid
with exponential-decays:
P(D − µI ≥ t) ≤ exp(− t
2σ2I
), (9)
and µI = ED. Then with probability 1− δ, we have
Gt − µI ≤ 2σI
√
log
(
1
δ
)
+ 1 + 4σ2I log(2σ
2
I ). (10)
At a high level, the proof utilizes the fact that, with high probability, there will be a lot of zero
terms in the summation Gt =
∑t−1
s=1 I(s + Ds ≥ s) when t is large. This is done by designing a
sequence of stopping times for the successes. We highlight the idea by showing result (10) for the
special case when Dt’s are iid and q = 0. The full version of the proof is deferred to Appendix D.
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Sketch of the proof. Define V =
∑∞
i=1 I(Di − µI ≥ i) where Di ∼ D are iid that satisfies (9).
Now let us define the following sequence of stopping times, (k ≥ 1),
T (k) = inf{t > T (k − 1) : Dt ≥ t},
where T (k) is the time of the kth success. Therefore,
P(V ≥ j) = P(T (1) <∞, T (2) <∞, · · · , T (j − 1) <∞, T (j) <∞)
= Πjk=1P (T (k) <∞|T (i) <∞ for i ≤ k − 1) (11)
= Πjk=2P (T (k) <∞|T (k − 1) <∞)P (T (1) <∞) (12)
≤ Πjk=1
( ∞∑
i=k
exp
(
− i
2σ2I
))
(13)
≤ Πjk=1
(
2σ2I exp
(
−k − 1
2σ2I
))
(14)
= (2σ2I )
j exp
(
−(j − 1)j
4σ2I
)
(15)
(11) holds by tower property. (33) holds since event {T (k) < ∞|T (k − 1) < ∞} is equiva-
lent to event {T (k) < ∞|T (j) < ∞ for j ≤ k − 1}. Condition on T (k − 1) < ∞, we have
P (T (k) <∞|T (k − 1) <∞) ≤ P(∪j≥kI(Dj ≥ j)) ≤
∑∞
i=k exp
(
− i
2σ2
I
)
. The last inequality holds
by the union bound. Therefore (13) holds. Finally, 14 holds by integration.
Given (14), V is sub-Gaussian and with probability 1− δ,
V ≤ 2σI
√
log
(
1
δ
)
+ 1 + 4σ2I log(2σ
2
I ).
Similarly, we can show that, for any t ≥ 1, Gt is sub-Gaussian. With probability 1− δ, we have
Gt − µI ≤ 2σI
√
log
(
1
δ
)
+ 1 + 4σ2I log(2σ
2
I ).
✷
Note that Gt is sub-Gaussian even when D has near-heavy-tail distribution (p ∈ [0, 1)).
Remark 3 The proof of Proposition 1 is simple but essential. It fully utilizes the property that the
sequence in V has a lot of zero terms (with high probability). In particular, one will not be able
to fully obtain the result if one uses the standard approach and directly works at the level of “the-
sum-of-sub-Guassians-is-sub-Gaussian" and thereafter analyzing sum of sub-Gaussian constants,
which is the method used in [49]. In order to drive this point home, we provide an approach in
this direction using Hoeffding bound (Theorem 9). See Appendix C. With such a approach, one can
only handle the case when q > 0, which excludes the most difficult scenario with exponential delays.
With Hoeffding bound, the sub-Gaussian parameter for V is of the form σ =
√∑∞
i=1 σ
2
i where σ
is the sub-Gaussian parameter for indicator function I(Gi ≥ i). Intuitively speaking, this Hoeffding
bound does not take into consideration of the sparsity in the sequence. Therefore, the argument
cannot reach the limit for q = 0.
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3.4 Regret Bounds
Theorem 1 Assume Assumptions 1-2. Fix any δ. There exists a universal constant
C := C(C1, C2,M, µ, σ0, σˆ, σ, κ) > 0,
such that if we run DUCB-GLCB with τ := C
(
d+ log(1δ )
)
and βt = σˆκ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ )+
Gt, then, with probability at least 1− 5δ, the regret of the algorithm is upper bounded by
RT ≤ τ + Lg
[
4
√
µ+M
√
Td log
(
T
d
)
+ 27/4
√
σG(log T )
1/4
√
d log
(
T
d
)
T +
2dσˆ
κ
log
(
T
dδ
)√
T
+ 2
√
2Td log
(
T
d
)(√
σG
(
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3
)1/4
+
√
1 + 2σ2G logC3
)]
(16)
For parameter definition, we refer to Table 1 in Section A.
The proof of Theorem 1 consists of three steps. The first step is to construct a confidence
ball associated with the adaptive parameter βt and show that the true parameter falls into the
confidence ball with high probability. The second step is to upper bound the normalized context
sequence
∑τ+n
t=τ+1 ‖Xt‖V −1t . And the last step is to utilize the property of Gt and G
∗
t proved in
Proposition 1. The details is deferred to Appendix D.
Given the high probability bound in Theorem 1, one can show the expected regret bound without
much of work.
Corollary 1 (Expected regret) Assume Assumptions 1-2. The expected regret is bounded by
E[RT ] = O
(
d
√
T log(T ) +
√
σG
√
Td(log(T ))3/4 + (
√
µ+M + σG)
√
Td log (T )
)
. (17)
Given the result in (16), (17) holds by choosing δ = 1T and using the fact that RT ≤ T .
The highest order term O(d
√
T log(T )) does not depend on delays. This result is in line with the
non-contextual stochastic bandit literature ([25]). Delay impacts the expected regret bound in two
folds. First, the sub-Gaussian parameter σG and the mean-related parameter µ+M appears in the
second-highest order term. Second, the sub-Gaussian parameter σG appears in the third-order term.
Note that here we include the log factors in deciding the highest order term, the second highest order
term and so on. If we exclude the log terms, then both delay parameters impact the regret bound
multiplicatively.
3.5 Tighter Regret Bounds for Special Cases
When the sequence {Ds}Ts=1 satisfies some specific assumptions, we are able to provide tighter high
probability bounds on the regret.
Proposition 2 Given Assumptions 1-2, we have the following results.
1. If there exists a constant Dmax > 0 such that P(Ds ≤ Dmax) = 1 for all s ∈ [T ]. Fix δ.
There exists a universal constant C > 0 such that by taking τ = Dmax + C(d+ log(1δ )), with
probability 1− 3δ, the regret of the algorithm is upper bounded by
RT ≤ τ + Lg
(
2
√
Dmax
√
2Td log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T
)
. (18)
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2. Assume D1, · · · ,DT are iid non-negative random variables with mean µI . There exists C > 0
such that by taking τ := C
(
d+ log(1δ )
)
, with probability 1− 5δ, the regret of the algorithm is
upper bounded by
RT ≤ τ + Lg
[
4
√
µI
√
Td log
(
T
d
)
+ 27/4
√
σG(log T )
1/4
√
d log
(
T
d
)
T +
2dσˆ
κ
log
(
T
dδ
)√
T
+ 2
√
2Td log
(
T
d
)(√
σG
(
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3
)1/4
+
√
1 + 2σ2G logC3
)]
When delays {Ds}Ts=1 are bounded by Dmax, the delay paramter Dmax only appears in the term√
Td log T and does not affect the highest order term d log( Tdδ )
√
T . Compared to (17), there is no
regret term on the order of O(
√
Td (log(T ))3/4) in (18). This is because we can provide a smaller
number on the right hand side of (8) when delays are bounded. When delays are iid, µ +M is
replaced by µI , which is the common expectation of all the random delays.
We refer to Appendix D for the proof of Proposition 2.
4 Delayed Thompson Sampling (DTS) for GLCB
In section 3, under the frequentist set-up, we assume there exists a true parameter θ∗ and use UCB
to encourage exploration and construct the confidence interval for θ∗. On the contrary, posterior
sampling does not make use of upper confidence bounds to encourage exploration and instead re-
lies on randomization. In this section, we operate in the Bayesian decision making setting and
assume the decision maker is equipped with a prior distribution on θ∗. In this setting, the standard
performance metric is Bayesian regret, defined as follows:
RBT (π) = Eθ∗,x[RT (π, θ
∗)] =
T∑
t=1
Eθ∗,x
[
g
(
x′t,a∗t (θ∗)θ
∗
)
− g ( x′t,atθ∗)] ,
where at ∼ πt. Next, we present the Thompson sampling algorithm when adapted to the delayed
setting. Algorithm 2 provides a formal description.
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Algorithm 2 DTS-GLCB
1: Input: the total rounds T , tuning parameter τ , prior Q0
2: Initialization: randomly choose αt ∈ [K] for t ∈ [τ ]
3: Update information: Fτ according to (4).
4: if Iτ = ∅ then
5: Q1(θ) = Q0(θ)
6: else
7: Q1(θ) ∝ Q0(θ|Fτ )Π(s,xs,as,ys,as)∈IτP(ys,as |θ, xs,as)
8: end if
9: for t = 1, 2, · · · , T − τ do
10: Sample Model: θˆt+τ ∼ Qt
11: Select Action: a¯t+τ ∈ argmaxa∈[K]
〈
xt+τ,a, θˆt+τ
〉
12: Update information: Ft+τ according to (4). Define It+τ := Ft+τ − Ft+τ−1 as the new
information at round t+ τ
13: if It+τ+1 = ∅ then
14: Qt+1(θ) = Qt(θ)
15: else
16: Qt+1(θ) ∝ Qt(θ|Fτ+t)Π(s,xs,as,ys,as)∈It+τ+1P(ys,as|θ, xs,as)
17: end if
18: end for
Remark 4 Note that in Algorithm 2, there is an exploration period of length τ . The posterior
distribution employed at round τ + 1 is conditioned on observations made over the first τ time
rounds. Another point to note is that Algorithm 2 is kept at an abstract level. The exact computation
depends on the prior chosen and the exponential family. Note that every exponential family has
a conjugate prior ([17]), which admits efficient posterior update. Section 4.1 provides a concrete
example on linear contextual bandits, which is a simple special case. We use this special case to
illustrate how one can perform efficient incremental update in the presence of delays.
4.1 Delayed Thompson Sampling For Linear Contextual Bandits
When g(x) = x and m(x) = x
2
2 , (1) reduces to
P(Y |X) = exp
(
Y X ′θ∗ − (X ′θ∗)2/2
h(η)
+A(Y, η)
)
. (19)
Recall, from Bayes’ theorem, the posterior distribution is equal to the product of the likelihood
function θ → P(y|θ) and prior P(θ), normalized by the probability of the data P(y):
P(θ|y) = P(y|θ)P(θ)∫
P(y|θ)P(θ′)dθ′
Different choices of the prior distribution P(θ) may make the integral more or less difficult to
calculate. Moreover, the product P(y|θ)P(θ) may take one form or another. But for certain choices
of the prior, the posterior will have the same form as the prior, with possibly different parameter
values. Such a choice is a conjugate prior. The conjugate prior, giving a closed-form expression for
the posterior, makes Thompson sampling efficient to update. Further notice that, every exponential
family has a conjugate prior ([17]).
Now we consider the normal conjugate prior for the linear model (19). Let Bt = aId +∑
s∈Tt xs,asx
′
s,as and θt = B
−1
t
(∑
s∈Tt xs,asys,as
)
. Given the linear model (19), suppose we have
Y |X is Gaussian with N (X ′θ, v2). If the prior for θ at round t is given by N (θt, v2B−1t ), then it is
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easy to verify that the posterior distribution at around t+ 1 is N (θt+1, v2B−1t+1). Then Algorithm
2 becomes
Algorithm 3 DTS-LCB
1: Input: the total rounds T , constant v > 0 and a ≥ 0, tuning parameter τ , conjugate prior
N (θ0, v2B−10 ) with θ0 = 0 and B0 = aId, f0 = 0
2: Initialization: randomly choose αt ∈ [K] for t ∈ [τ ]
3: Update information: Fτ according to (4).
4: if It = ∅ then
5: θ1 = θ0, B1 = B0
6: else
7: B1 =
∑
(s,xs,as,ys,as)∈It xs,asx
T
s,as , f1 =
∑
(s,xs,as,ys,as)∈It xs,asys,as and θ1 = B
−1
1 f1
8: end if
9: for t = 1, 2, · · · , T − τ do
10: Sample Model: θˆt+τ ∼ N (θt, v2B−1t )
11: Select Action: a¯t+τ ∈ argmaxa∈[K]
〈
xt+τ,a, θˆt+τ
〉
12: Update information: Ft+τ according to (4). Define It+τ := Ft+τ − Ft+τ−1 as the new
information at round t+ τ
13: if It+τ+1 = ∅ then
14: Bt+1 = Bt
15: θt+1 = θt
16: else
17: Bt+1 = Bt +
∑
(s,xs,as,ys,as)∈It+τ xs,asx
T
s,as ,
ft+1 = ft +
∑
(s,xs,as,ys,as)∈It+τ xs,asys,as , and θt+1 = B
−1
t+1ft+1
18: end if
19: end for
Note that the update (line 17) is on the incremental form which is practically efficient.
4.2 Regret Bounds
Denote πPSτ as the posterior sampling policy described in Algorithm 2 with an exploration period τ .
We have the following result.
Theorem 2 Assume Assumptions 1-2. There exists a universal constant C := C(C1, C2,M, µ, σ0, σG, σ, κ) >
0, such that if we run exploration with τ := C
(
d+ log(1δ )
)
,
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
σG
√
Td(log(T ))3/4 + (
√
µ+M + σG)
√
dT log (T )
)
. (20)
For parameter definition, we refer to Table 1 in Section A.
We follow the steps in [40] to prove the Bayesian regret bound in Theorem 2. The idea is
the follows. We first decompose the Bayesian regret and the UCB the regret and build a connection
between them. We then provide the Bayesian regret bound by utilizing a sequence of upper confidence
bounds. We defer the details to Appendix D.
When {Ds}Ts=1 satisfies some specific assumptions, we are able to provide tighter Bayesian regret
bounds.
Corollary 2 Assume Assumptions 1-2, we have the following result:
1. If there exists a constant Dmax > 0 such that P(Ds ≤ Dmax) = 1 for all s ∈ [T ]. Then,
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
Dmax
√
dT log T
)
.
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2. Assume D1, · · · ,DT are iid non-negative random variables with mean µI . Then,
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
σG
√
Td(log(T ))3/4 + (
√
µI + σG)
√
dT log (T )
)
.
We defer the proof of Corollary 2 to Appendix D. The results in Theorem 2 and Corollary 2 are
comparable to the results in Section 3.
5 Extensions: History-dependent Delays
In previous sections, we have analyzed the regret bounds for both DUCB-GLCB and DTS-GLCB
when delays are independent. In practice, such independence assumption may not hold and current
delays may depend on historical delays. In this section, we explore two types of dependency struc-
tures for the delays. In section 5.1, we discuss Markov delays where the stationary distribution is
near-heavy-tail. In section 5.2, we discuss delays with random dependency structures but under a
stronger assumption on the stationary distribution, which is lighter-than-sub-Gaussian.
5.1 Markov Delays
Assumption 3 (Markov Delay) Let {Dt}Tt=1 be a stationary Markov chain on the general state
space X = N+ with invariant distribution π. Given D ∼ π with µM = E[D], we further assume
that
P(D − µM ≥ x) ≤ exp
(−x1+q
2σ2M
)
,
for some q > 0 and σM > 0.
Under Assumption 3, the stationary distribution π can have near-heavy-tail property when q is
small.
Recall that Gt =
∑t−1
s=1 I{s +Ds ≥ t} is the number of missing reward and G∗t = max1≤s≤tGt
is the running maximum number of missing reward. Under Assumption 3, Gt and G∗t has the
following properties and again this is the key to analyze regret bounds for both DUCB and DTS.
Proposition 3 (Properties of Gt and G
⋆
t under Markov delays) Assume Assumption 3 and
l2-spectral gap 1− λ ∈ (0, 1]. Then,
1. For any 0 < δ < 1 and any t we have, with probability at least 1− δ,
Gt − µM ≤ A2(λ) log
(
1
δ
)
+
√
2A1(λ)µM log
(
1
δ
)
, (21)
where A1(λ) = 1+λ1−λ and A2(λ) =
1
3I(λ = 0) +
5
1−λI(λ > 0).
2. With probability at least 1− δ,
G∗T ≤ µM +A2(λ) log
(
T
δ
)
+
√
2A1(λ)µM log
(
T
δ
)
, (22)
where G∗T = max1≤t≤T Gt.
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3. Define Wt =
∑
s∈Tt XsX
′
s where Xt is drawn iid. from some distribution γ with support in
the unit ball Bd. Furthermore, let Σ := E[XtX ′t] be the second moment matrix, and B and
δ > 0 be two positive constants. Then there exist positive, universal constants C1 and C2 such
that λmin(Wt) ≥ B with probability at least 1− 2δ, as long as
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+ µM +A2(λ) log
(
1
δ
)
+
√
2A1(λ)µM log
(
1
δ
)
.(23)
λ is the l2-spectral gap of the transition probability. We refer the formal concepts and the definition
of l2-spectral gap to [23, Section 2.2]. Proposition 3-1 is proved by utilizing the Berstein’s inequality
for general Markov chains ([23, Theorem 1.1]) and Proposition 3-2 is proved by applying union
bound.
Proof. Proof of Proposition 3. Recall Gt =
∑t−1
s=1 I{Ds ≥ t−s}. Define fi(Di) = I{Ds ≥ t−s}−pi
with pi = P(Ds ≥ t− s). Then E[fi(Di)] = 0, V[fi(Di)] = pi(1 − pi) ≤ pi, and
∑t−1
s=1V[fi(Di)] ≤∑t−1
s=1 ps < µM .
From [23, Theorem 1.1], we have
P
(
t−1∑
s=1
fi(Di) > x
)
≤ exp
(
− x
2
2(A1(λ)µM +A2(λ)x)
)
. (24)
Note that the right hand side in (24) is independent of t. Technically speaking, this is because
the summation of the variance
∑t−1
s=1V[fi(Di)] is upper bounded by µD which is independent of t.
Therefore, Property 1 in Proposition 3 holds for any t ≥ 1.
Property 2 holds by the union bound and Property 1,
P
(
max
1≤t≤T
Gt > µM +A2(λ) log
(
T
δ
)
+
√
2A1(λ)µM log
(
T
δ
))
≤
T∑
t=1
P
(
Gt > µM +A2(λ) log
(
T
δ
)
+
√
2A1(λ)µM log
(
T
δ
))
≤ T × δ
T
.
Therefore, the following holds with probability no smaller than 1− δ,
P
(
max
1≤t≤T
Gt < µM +A2(λ) log
(
T
δ
)
+
√
2A1(λ)µM log
(
T
δ
))
.
✷
Remark 5 In Assumption 3, we assume the Markov chain {Dt}∞t=1 starts from the stationary
distribution. In fact, our analysis works with any initial distribution by further assuming a mild
uniform mixing condition.
Now we are ready to state the main results for DUCB and DTS under Markov delays.
Theorem 3 (DUCB bound with Markov delays) Assume Assumptions 1 and 3. Fix any δ.
There exists a universal constant C := C(C1, C2, µM , σ0, σˆ, σ, κ, λ) > 0, such that if we run DUCB-
GLCB with τ := C
(
d+ log(1δ )
)
and βt = σˆκ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ ) +
√
Gt, then, with prob-
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ability at least 1− 5δ, the regret of the algorithm is upper bounded by
RT ≤ τ + Lg
[
2
√
µM
√
2Td log
(
T
d
)
+ 2
√
A2(λ) log
(
T
δ
)√
2Td log
(
T
d
)
+2
(
2A1(λ)µM log
(
T
δ
))1/4√
2dT log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T
]
. (25)
Therefore, we have RT = O
(
µM
√
dT log
3
4 (T ) + d log(T )
√
T +
√
µM
√
d
√
T log(T ) +
√
Td log(T )
)
.
With the result in Proposition 3, we can show Theorem 3 by adopting similar ideas as in
Theorem 1.
Theorem 4 (DTS bound with Markov delays) Assume Assumptions 1 and 3. There exists
a universal constant C := C(C1, C2, σ0, σ, σˆ, κ) > 0, such that if we run exploration with τ :=
C
(
d+ log(1δ )
)
,
RBT (π
PS
τ ) = O
(
µM
√
dT log
3
4 (T ) + d log(T )
√
T +
√
µM
√
d
√
T log(T ) +
√
Td log(T )
)
.
5.2 Delays with Random Dependency Structure
In this section, we assume the following assumption on the delay sequence {Ds}∞s=1.
Assumption 4 Assume {Ds}∞s=1 has a stationary distribution π and D ∼ π satisfies
P(D − µR ≥ x) ≤ exp
(
−x
2(1+q)
σ2R
)
,
for some σR > 0 and q > 0. Here E[D] = µR.
Note that Assumption 4 only assumes the tail probability of the stationary distribution without
any restriction on the dependency structure among {Ds}∞s=1. Under Assumption 4, D1+q is sub-
Gaussian, which is stronger than the assumption on the envelope distribution described in Assump-
tion 2.
Proposition 4 (Properties of Gt and G
⋆
t under delays with random structure) Assume As-
sumption 4. Denote σG =
σR
c with c =
1∑∞
i=1
1
i1+q
> 0. Then,
1. Gt is sub-Gaussian. Moreover, for all t ≥ 1,
P (Gt ≥ µR + x) ≤ C4 exp
(−x2
2σ2G
)
, (26)
with 0 < C4 ≤ 2σ2R + 1.
2. With probability 1− δ,
G∗T ≤ µR + σG
√
2 log(T ) + σG
√
2 log
(
C4
δ
)
, (27)
where G∗T = max1≤s≤T Gs.
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3. Define Wt =
∑
s∈Tt XsX
′
s where Xt is drawn iid. from some distribution γ with support in
the unit ball Bd. Furthermore, let Σ := E[XtX ′t] be the second moment matrix, and B and
δ > 0 be two positive constants. Then there exist positive, universal constants C1 and C2 such
that λmin(Wt) ≥ B with probability at least 1− 2δ, as long as
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+ µR + σG
√
2 log
(
C4
δ
)
. (28)
Proposition 4 is proved by utilizing the finiteness of
∑∞
i=1
1
i1+q
(for any q > 0) and by construct-
ing a union bound with proper event decompositions. We defer the details to Appendix D.
Given Proposition 4, we can show the following results on DUCB and DTS with random depen-
dency structures for the delay sequence.
Theorem 5 (DUCB bound under delays with random structure) Assume Assumptions 1
and 4. Fix any δ. There exists a universal constant C := C(C1, C2, µR, σ0, σˆ, σR, κ) > 0, such that
if we run DUCB-GLCB with τ := C
(
d+ log(1δ )
)
and βt = σˆκ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ )+
√
Gt,
then, with probability at least 1− 5δ, the regret of the algorithm is upper bounded by
RT ≤ τ + Lg
[
2
√
µR
√
2Td log
(
T
d
)
+ 2
√
σG(2 log T )
1/4
√
2Td log
(
T
d
)
+ 2
√
σG
(
2 log
(
C3
δ
))1/4√
2Td log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T
]
, (29)
where σG =
σR
c .
Theorem 6 (DTS bound under delays with random structure) Assume Assumptions 1 and
4. There exists a universal constant C := C(C1, C2, µR, σ0, σˆ, σR, κ) > 0, such that if we run ex-
ploration with τ := C
(
d+ log(1δ )
)
,
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
µR
√
dT log T +
√
σG (log T )
3/4
√
Td
)
.
By assuming lighter-than-sub-Gaussian tails on the stationary distribution, one can allow very
general structure or even no structure on the delay sequence. The regret bound is on the order
of O
(
d log T
√
T +
√
µR
√
dT log T +
√
σG (log T )
3/4
√
Td
)
, which is consistent with the results in
Sections 3 and 4.
6 Conclusion
A thorough empirical study by [12] shows superior performance of TS-based algorithms on stochastic
contextual (and multi-armed) bandits with delayed rewards. This matches the existing consensus
that when there is no delays, TS-based algorithms tend to work better empirically than UCB-based
algorithms, even though the regret of the latter is comparable to (and sometimes superior to) the
former. In this delayed setting, we obtain comparable theoretical guarantees for DTS, and thus,
together with the simplicity of the algorithm itself (i.e. no hyper-parameter tuning) further clarify
why TS-based algorithms are more appealing choices in practice.
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A Table of Parameters
Notation Definition
K number of arms
d feature dimension
κ inf{‖x‖≤1,‖θ−θ∗‖≤1} g˙(x′θ)
θ∗ unknown parameter in GLCB model
σˆ sub-Gaussian parameter for noise ǫt
Lg upper bound on g˙
Mg upper bound on g¨
σ20 lower bound on λmin(E[
1
K
∑
a∈[K] xt,ax
′
t,a])
ξ tail-envelope distribution for the delays
q parameter to characterize the tail-envelope distribution ξ
µ expectation of the tail-envelope distribution ξ
M parameter of ξ
σ parameter of ξ
µI expectation of iid delays
σI parameter for iid delays
µM expectation of Markov delays
σM parameter for Markov delays
µR expectation of random structured delays
σR parameter for random structured delays
σG sub-Gaussian parameter of Gt
Dmax upper bound on bounded delays
Table 1: Parameters in the GLCB model with delays.
B Auxiliary Results
Theorem 7 (Maximum over a finite set, [46]) Let X1, · · · ,Xn be centered σ-sub-Gaussian ran-
dom variables. (i.e. E[exp(λXi)] ≤ exp
(
λ2σ2
2
)
). Then,
E
(
max
1≤i≤n
Xi
)
≤ σ
√
2 log(n),
and
E
(
max
1≤i≤n
|Xi|
)
≤ σ
√
2 log(2n).
Moreover, for any t ≥ 0,
P( max
1≤i≤n
Xi > t) ≤ exp
(
− t
2
2σ2
+ log n
)
,
and
P( max
1≤i≤n
|Xi| > t) ≤ 2 exp
(
− t
2
2σ2
+ log n
)
.
Note that the random variables in Theorem 7 need not be independent.
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Theorem 8 ( Sub-Gaussian parameter for indicators, [36] ) Let p ∈ [0, 1] and let η be a
centered random variable such that P(η = 1− p) = p and P(η = −p) = 1− p, then
E[exp(λη)] ≤ exp(λ2Q(p)),
where Q(p) = 1−2p
4 log( 1−p
p
)
.
Theorem 9 (Hoeffding Bound, [46]) Let X1, · · · ,Xn be independent random variables. As-
sume Xi has mean µi and sub-Gaussian parameter σi. Then for all t ≥ 0, we have
P
(
n∑
i=1
(Xi − µi) ≥ t
)
≤ exp
(
− t
2
2
∑n
i=1 σ
2
i
)
.
C Further discussion on Gt
Proposition 5 (Properties of Gt and G
⋆
t ) Assume Assumption 2 with q > 0. Denote σG =√
I
4 +
σ2(1+q)
q with I = max
{
1+q
√
2 log(2)σ2, q
√
2σ2
1+q + 1
}
. Then,
1. Gt is sub-Gaussian. Moreover, for all t ≥ 1,
P (Gt ≥ 2(µ +M) + x) ≤ exp
(−x2
2σ2G
)
. (30)
2. With probability 1− δ,
G∗T ≤ 2(µ +M) + σG
√
2 log(T ) + σG
√
2 log
(
1
δ
)
, (31)
where G∗T = max1≤s≤T Gs.
3. Define Wt =
∑
s∈Tt XsX
′
s where Xt is drawn iid. from some distribution γ with support in
the unit ball Bd. Furthermore, let Σ := E[XtX ′t] be the second moment matrix, and B and
δ > 0 be two positive constants. Then there exist positive, universal constants C1 and C2 such
that λmin(Wt) ≥ B with probability at least 1− 2δ, as long as
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+ 2(µ+M) + σG
√
2 log
(
1
δ
)
. (32)
The key idea of the proof is to utilize the smallest sub-Gaussian parameter for indicator func-
tions. The details is deferred to Appendix D. In most of the stochastic contextual bandit literature,
with or without delays, the most popular approach is to apply Bernstein’ inequality or Hoeffding
bound. In Proposition 1, we show that an essential stochastic analysis approach with stopping times
can sharpen the result compared with Hoeffding bound. That is, the statement in Proposition 5 is
weaker than that in Proposition 1.
D Missing Proofs
In this section, we provide the proofs for Propostion 1, Theorem 1, Proposition 2, Theorem 2,
Corollary 2, Proposition 4 and Proposition 5.
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Proof of Proposition 1. Now let us prove all three properties in Proposition 1.
Property 1. Let D˜ki be a random variable such that D˜ki ≥ −(µ +M) almost surely, E[D˜ki ] ≤ 0
and P(D˜ki ≥ x) ≤ exp
(
−x1+q
2σ2
)
for x ≥ 0. One can view D˜ki as a shifted delay. Define I˜i =
I
(
D˜ki ≥ i
)
− pi with pi = P(D˜ki ≥ i). Then P
(
I˜i = 1− pi
)
= pi and P(I˜i = pi) = 1− pi.
Similar to the highlighted proof with iid delays and q = 0 in Section 3.3, let G˜ =
∑∞
i=1 I˜i and
define the following sequence of stopping times, (k ≥ 1),
T (k) = inf{t > T (k − 1) : Dt ≥ t},
where T (k) is the time of the kth success. Therefore,
P(G˜ ≥ j) = P(T (1) <∞, T (2) <∞, · · · , T (j − 1) <∞, T (j) <∞)
= Πjk=1P (T (k) <∞|T (i) <∞ for i ≤ k − 1)
= Πjk=2P (T (k) <∞|T (k − 1) <∞)P (T (1) <∞)
≤ Πjk=1
( ∞∑
i=k
exp
(
− i
1+q
2σ2
))
≤ Πjk=1
(
(2σ2 + 1) exp
(
−k
1+q
2σ2
))
≤ (2σ2 + 1)j exp
(
− (j − 1)
2+q
2(2 + q)σ2
)
≤ (2σ2 + 1)j exp
(
− (j − 1)
2
2(2 + q)σ2
)
Therefore, G˜ is sub-Gaussian with parameter σG := σ
√
2 + q. With probability 1− δ, we have,
G˜ ≤ σ
√
2(2 + q)
√
log
(
1
δ
)
+ 2(2 + q)σ2 log(2σ2 + 1) + 1.
Define G˜t =
∑t
i=1 I˜i. Similarly, for any t ≥ 1,
G˜t ≤ σ
√
2(2 + q)
√
log
(
1
δ
)
+ 2(2 + q)σ2 log(2σ2 + 1) + 1,
= σG
√
log
(
1
δ
)
+ σ2G log(C3) + 1
holds with probability 1− δ, where C3 = 2σ2 + 1.
Recall Gt =
∑t−1
s=1 I(Ds ≥ t − s). When t ≤ µ +M − 1, Gt ≤ µ +M . When t ≥ µ +M − 1,
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specifying ki = t− (µ+M)− i and D˜ki = Di − µ−M ,
Gt =
t−1∑
s=1
I(Ds ≥ t− s)
=
t−µ−M−1∑
s=1
I(Ds ≥ t− s) +
t−1∑
s=t−µ−M
I(Ds ≥ t− s)
=
t−µ−M−1∑
s=1
I(Ds − µ−M ≥ t− s− µ−M) +
t−1∑
s=t−µ−M
I(Ds ≥ t− s)
≤
t−µ−M−1∑
s=1
I(Ds − µ−M ≥ t− s− µ−M) + µ+M
=
t−µ−M−1∑
i=1
I(Dt−(µ+M)−i − µ−M ≥ i) + µ+M (i = t− s− µ−M)
=
t−µ−M−1∑
i=1
I(D˜ki ≥ i) + µ+M.
Hence,
Gt ≤
t−µ−M−1∑
i=1
[I(D˜ki ≥ i)− pi] + (
t−µ−M−1∑
i=1
pi) + µ+M
=
t−µ−M−1∑
i=1
I˜i + (
t−µ−M−1∑
i=1
pi) + µ+M
≤
t−µ−M−1∑
i=1
I˜i + (µ+M) + µ+M
= G˜t−µ−M−1 + 2(µ +M). (33)
Therefore, we arrive at G˜ ≤ G˜t−µ−M−1 +2(µ+M) with specific choice of ki = t− (µ+M)− i
and D˜ki = Di − µ−M .
Finally, with probability 1− δ,
Gt ≤ 2(µ+M) + σG
√
2 log
(
1
δ
)
+ 2σ2G logC3 + 1,
where σG = σ
√
2 + q and C3 = 2σ2 + 1.
Property 2. Further define G˜∗T = max1≤t≤T {G˜t} as the running maximum of correlated sub-
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exponentials G˜t up to time T . By the union bound,
P
(
G˜∗T ≥ σG
√
2 log T + x
)
≤
T∑
t=1
P(G˜t ≥ σG
√
2 log T + x)
≤ T (2σ2 + 1)σG
√
2 log T+x exp
(
−(σG
√
2 log T + x− 1)2
2σ2G
)
= T (2σ2 + 1)σG
√
2 log T+x exp
(
−(x− 1)
2
2σ2G
− 2(x− 1)σG
√
2 log T
2σ2G
− log T
)
= (2σ2 + 1)σG
√
2 log T+x exp
(
−(x− 1)
2
2σ2G
− 2(x− 1)σG
√
2 log T
2σ2G
)
≤ (2σ2 + 1)σG
√
2 log T+x exp
(
−(x− 1)
2
2σ2G
)
.
Therefore, with probability 1− δ,
G˜∗T ≤ σG
√
2 log T + 2σ2G logC3 +
√
2σ2G
√
log
(
1
δ
)
+ logC3σG
√
2 log T + logC3 + 1,
where C3 = 2σ2 + 1.
Recall that G∗T = max1≤t≤T Gt. When T ≤ µ +M − 1, G∗T ≤ µ +M . When T ≥ µ +M − 1,
specifying ki = T − (µ+M)− i and D˜ki = Dki − µ−M , we have
G∗T ≤ G˜∗T + 2(µ +M).
The derivation is similar to the analysis in (33).
Therefore, with probability 1− δ, we have
G∗T ≤ 2(µ +M) + σG
√
2 log T + 2σ2G logC3 +
√
2σ2G
√
log
(
1
δ
)
+ logC3σG
√
2 log T + logC3 + 1.
Above result implies that G∗T = O(σG
√
log T ).
Property 3. Given a fixed sequence {Gs}∞s=1, from [45] and [30], λmin(Wt) ≥ B with probability
1− δ, when
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+Gt. (34)
Combining above with (6), we have the desired result. ✷
Proof of Theorem 1. We first bound the one-step regret. To do so, fix t and let X∗t = xt,a∗t and
∆t = θˆt − θ∗, where a∗t = argmaxa∈[K] µ(x′t,aθ∗) is an optimal action at round t. The selection of
at in DUCB-GLCB implies
〈X∗t , θˆt〉+ βt‖X∗t ‖V −1t ≤ 〈Xt, θˆt〉+ βt‖Xt‖V −1t .
Then we have
〈X∗t , θ∗〉 − 〈Xt, θ∗〉 = 〈X∗t −Xt, θˆt〉 − 〈X∗t −Xt, θˆt − θ∗〉 (35)
≤ βt(‖Xt‖V −1t − ‖X
∗
t ‖V −1t ) + ‖X
∗
t −Xt‖V −1t ‖∆‖Vt . (36)
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Therefore, to bound 〈X∗t , θ∗〉 − 〈Xt, θ∗〉, it suffices to bound ‖∆‖Vt and ‖Xt‖V −1t .
Suppose λmin(Wτ+1) ≥ 1, for any δ ∈ [ 1T , 1) define event
E∆ :=
{
‖∆‖Wt ≤
σˆ
κ
√
d
2
log
(
1 +
2(t−Gt)
d
)
+ log
(
1
δ
)}
.
From Lemma 2 in ([30]), then event E∆ holds for all t ≥ τ with probability at least 1− δ.
‖∆t‖2Vt = ∆′tVt∆t = ∆′t
(
Wt +
∑
s∈Mt
XsX
′
s
)
∆t
= ∆′tWt∆t +
∑
s∈Mt
∆′tXsX
′
s∆t
≤ ∆′tWt∆t +
∑
s∈Mt
‖∆s‖2‖Xs‖2
≤ ‖∆t‖2Wt +Gt‖∆t‖2.
When λmin(Wt) ≥ 16σ2 d+log(
1
δ
)
κ2
, from Lemma 7 in ([30]), with probability 1− δ,
‖∆t‖2 ≤ 4σ
κ
√
d+ log(1δ )
λmin(Wt)
≤ 1.
Therefore, when λmin(Wt) ≥ 16σ2 d+log(
1
δ
)
κ2
, with probability 1− 2δ,
‖∆t‖Vt ≤
σˆ
κ
√
d
2
log
(
1 +
2(t−Gt)
d
)
+ log
(
1
δ
)
+Gt
≤ σˆ
κ
√
d
2
log
(
1 +
2(t−Gt)
d
)
+ log
(
1
δ
)
+
√
Gt. (37)
Let us come back to the satisfaction of conditions λmin(Wt) ≥ 16σ2 d+log(
1
δ
)
κ2 and λmin(Wτ+1) ≥ 1.
From Proposition 1, λmin(Wt) ≥ max
{
1, 16σ2
d+log( 1
δ
)
κ2
}
with probability 1− 2δ, when
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2max{1, 16σ2 d+log(
1
δ
)
κ2 }
λmin(Σ)
(38)
+ 2(µ+M) + σG
√
2 log
(
1
δ
)
+ 2σ2G logC3 + 1 := τ. (39)
We now choose βt = σˆκ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ ) +
√
Gt. If Et holds for all t ≥ τ , then,
〈X∗t , θ∗〉 − 〈Xt, θ∗〉 ≤ βt
(
‖Xt‖V −1t − ‖X
∗
t ‖V −1t + ‖X
∗
t −Xt‖V −1t
)
. (40)
Suppose there is an integer m such that λmin(Vm+1) ≥ 1, from Lemma 2 in [30], we have
m+n∑
t=m+1
‖Xt‖V −1t ≤
√
2dn log
(
n+m
d
)
. (41)
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for all n ≥ 0. Combine (40) and (41), we have
T∑
t=τ+1
(〈X∗t , θ∗〉 − 〈Xt, θ∗〉) ≤ 2 max
1≤t≤T
{βt}
√
2Td log
(
T
d
)
≤ 2
[
σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log
(
1
δ
)
+
√
G∗T
]√
2Td log
(
T
d
)
≤ 2√G∗T
√
2Td log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T .
Note that g is an increasing Lipschitz function with Lipschitz constant Lg and the g function is
bounded between 0 and 1. The regret of algorithm DUCB-GLCB can be upper bounded as
RT ≤ τ + Lg
T∑
t=τ+1
(〈X∗t , θ∗〉 − 〈Xt, θ∗〉)
≤ τ + Lg
(
2
√
G∗T
√
2Td log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T
)
. (42)
Combining with the results in (7), (37) and (38), with probability 1− 5δ,
RT ≤ τ + Lg
[√
2(µ +M)2
√
2Td log
(
T
d
)
+
√
σG
√
2 log T2
√
2d log
(
T
d
)
T +
2dσˆ
κ
log
(
T
dδ
)√
T
+ 2
√
2Td log
(
T
d
)(√
σG
(
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3
)1/4
+
√
1 + 2σ2G logC3
)]
= τ + Lg
[
4
√
(µ+M)
√
Td log
(
T
d
)
+ 27/4
√
σG(log T )
1/4
√
d log
(
T
d
)
T +
2dσˆ
κ
log
(
T
dδ
)√
T
+ 2
√
2Td log
(
T
d
)(√
σG
(
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3
)1/4
+
√
1 + 2σ2G logC3
)]
✷
Proof of Proposition 2. When there exists an upper bound Dmax on the delay, Proposition 1 can
be improved as follows.
Then there exist positive, universal constants C1 and C2 such that λmin(Wt) ≥ B with probability
at least 1− δ, as long as
t ≥

C1
√
d+ C2
√
log(1δ )
λmin(Σ)


2
+
2B
λmin(Σ)
+Dmax.
Along with the fact that event E∆ holds for all t ≥ τ with probability at least 1− 2δ, we have with
probability 1− 3δ,
(42) ≤ τ + Lg
(
2
√
Dmax
√
2Td log
(
T
d
)
+
2dσˆ
κ
log
(
T
dδ
)√
T
)
.
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That is, O(RT ) = O(Dmax
√
dT log(T ) + d
√
T log(T ))
When {Dt}Tt=1 are iid with mean µI ,
E[Gt] = E[
t−1∑
s=1
1s+Ds≥t] =
t−1∑
s=1
P(s+Ds ≥ t) ≤ µI ,
V[Gt] = V[
t−1∑
s=1
1s+Ds≥t] ≤
t−1∑
s=1
P(s+Ds ≥ t) ≤ µI .
Therefore, with probability 1− 5δ,
(42) ≤ τ + Lg
[
4
√
µI
√
Td log
(
T
d
)
+ 27/4
√
σG(log T )
1/4
√
d log
(
T
d
)
T +
2dσˆ
κ
log
(
T
dδ
)√
T
+ 2
√
2Td log
(
T
d
)(√
σG
(
2 log
(
1
δ
)
+ 2 logC3σG
√
2 log T + 2 logC3
)1/4
+
√
1 + 2σ2G logC3
)]
.
✷
Proof of Theorem 2. Define fθ(x) = g(x′θ) and denote
Θt :=
{
θ ∈ Rd
∣∣∣∣∣ ‖θ − θˆt‖Wt ≤ σˆκ
√
d
2
log
(
1 +
2(t−Gt)
d
)
+ log(
1
δ
)
}
as an ellipsoidal confidence set centered around the MLE estimator θˆt at round t.
Since reward yt,at ∈ [0, 1] for all t ≥ 1, denote the confidence bound Ut(a) := min{1,maxρ∈Θt g (ρ′xt,a)}
and Lt(a) := max{0,minρ∈Θt g (ρ′xt,a)}.
Recall that at = argmaxa∈[K]Ut(a) and a∗t ∈ argmax fθ∗(x), therefore we have the following
simple regret decomposition:
fθ∗(a
∗
t )− fθ∗(at) = fθ∗(a∗t )− Ut(at) + Ut(at)− fθ∗(at)
≤ [fθ∗(a∗t )− Ut(a∗t )] + [Ut(at)− fθ∗(at)]. (43)
Taking the expectation of (43) with respect to the prior distribution on θ∗ and feature distribution
γ on {xt}Tt=1 leads to the T -period Bayesian regret of a UCB algorithm,
RBT (π
U ) ≤ E
T∑
t=1
[Ut(at)− fθ∗(at)] + E
T∑
t=1
[fθ∗(a
∗
t )− Ut(a∗t )], (44)
where πU is the policy derived from U := {Ut}Tt=1.
Recall that for any UCB sequence {Ut|t ∈ N},
RBT (π
PS) = E
T∑
t=1
[Ut(a¯t)− fθ∗(a¯t)] + E
T∑
t=1
[fθ∗(a
∗
t )− Ut(a∗t )], (45)
where {a¯t}Tt=1 are the actions selected by posterior samplings ([40]).
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Since fθ∗ takes values in [0, 1], from (44) and (45),
RBT (π
U ) ≤ E
T∑
t=1
[Ut(at)− fθ∗(at)] +
T∑
t=1
P (fθ∗(a
∗
t ) > Ut(a
∗
t )) , (46)
and
RBT (π
PS) ≤ E
T∑
t=1
[Ut(a¯t)− fθ∗(a¯t)] +
T∑
t=1
P (fθ∗(a
∗
t ) > Ut(a
∗
t )) . (47)
(47) implies
RBT (π
PS
τ ) ≤ τ + E
T∑
t=τ+1
[Ut(a¯t)− fθ∗(a¯t)] +
T∑
t=τ+1
P (fθ∗(a
∗
t ) > Ut(a
∗
t )) (48)
If the sequence of confidence parameters β1, β2, · · · , βT is selected so that P(θ∗ 6∈ Θt) ≤ 1T then
the second term of the regret decomposition is less than 1.
Our next task is to bound E
∑T
t=τ+1[Ut(a¯t) − fθ∗(a¯t)]. Denote θUt ∈ argmaxρ∈Θt g(〈xt,a¯t , ρ〉)
and θLt ∈ argminρ∈Θt g(〈xt,a¯t , ρ〉) where a¯t is the action from Algorithm 2 at round t for t ≥ τ +1.
Therefore,
〈θUt , xt,a¯t〉 − 〈θLt , xt,a¯t〉 ≤ 〈θUt − θˆt, xt,a¯t〉 − 〈θˆt − θLt , xt,a¯t〉
≤ ‖θUt − θˆt‖Vt‖xt,a¯t‖V −1t + ‖θ
L
t − θˆt‖Vt‖xt,a¯t‖V −1t
≤ 2βt‖xt,a¯t‖V −1t
≤ 2βtmin{‖xt,a¯t‖V −1t , 1}.
where θˆt is the MLE estimator from Algorithm 1 at round t. Note that with probability 1−δ = 1− 1T ,
θ∗ ∈ Θt holds for all t ≥ τ . Therefore we have with probability 1− 1T ,
T∑
t=τ+1
[Ut(a¯t)− fθ∗(a¯t)] ≤
T∑
t=1
Lg
(〈θUt , xt,a¯t〉 − 〈θLt , xt,a¯t〉)
≤ 2Lg
(
max
τ+1≤t≤T
βt
) T∑
t=τ+1
min
{
1, ‖xt,a¯t‖V −1t
}
≤ 2Lg
(
max
τ+1≤t≤T
βt
)√
2(T − τ)d log
(
T
d
)
. (49)
The last inequality holds thanks to Lemma 2 in ([30]).
Recall that βt = σˆκ
√
d
2 log
(
1 + 2(t−Gt)d
)
+ log(1δ ) +
√
Gt, we have
max
τ+1≤t≤T
βt ≤ σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log(
1
δ
) +
√
G∗T .
Take δ = 1T and use the fact GT ≤ T , we have E[G∗T ] ≤ 2(µ+M) + σG
√
2 log T +2σ2G logC3 +√
2σ2G
√
log (T ) + logC3σG
√
2 log T + logC3 + 2. Along with the fact that E[
√
G∗T ] ≤
√
E[
√
G∗T ],
we have
29
E(
max
τ+1≤t≤T
βt
)
≤ σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log T +
√
2(µ +M) +
√
σG(2 log T )
1/4
+
√
2σ2G logC3 + 2 +
(
2σ2G
(
log (T ) + logC3σG
√
2 log T + logC3
))1/4
.
Therefore, θ∗ ∈ Θt holds with probability 1− 1T , and
E
T∑
t=τ+1
[Ut(a¯t) − fθ∗(a¯t)|θ∗ ∈ Θt]
≤ 2Lg
(
σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log T +
√
2(µ +M) +
√
σG(2 log T )
1/4
+
√
2σ2G logC3 + 2 +
(
2σ2G
(
log (T ) + logC3σG
√
2 log T + logC3
))1/4)√
2Td log
(
T
d
)
.
Combining with the fact that
∑T
t=τ+1[Ut(a¯t)− fθ∗(a¯t)] ≤ T − τ holds almost surely, we have
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
σG
√
Td(log(T ))3/4 + (
√
µ+M + σG)
√
dT log (T )
)
.
✷
Proof of Corollary 2. When {Ds}Ts=1 are iid with mean µI , E[G∗T ] ≤ 2µI + σG
√
2 log T +
2σ2G logC3 +
√
2σ2G
√
log (T ) + logC3σG
√
2 log T + logC3 + 2. Similar to the proof of Theorem
2, take δ = 1T ,
E
T∑
t=τ+1
[Ut(a¯t) − fθ∗(a¯t)|θ∗ ∈ Θt]
≤ 2Lg
(
σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log T +
√
2µI +
√
σG(2 log T )
1/4
+
√
2σ2G logC3 + 2 +
(
2σ2G
(
log (T ) + logC3σG
√
2 log T + logC3
))1/4)√
2Td log
(
T
d
)
.
Therefore, RBT (π
PS
τ ) = O
(
d log T
√
T +
√
σG
√
Td(log(T ))3/4 + (
√
µI + σG)
√
dT log (T )
)
.
When {Ds}Ts=1 are bounded by Dmax, take δ = 1T , we have
E
T∑
t=τ+1
[Ut(a¯t)− fθ∗(a¯t)|θ∗ ∈ Θt] ≤ 2Lg
(
σˆ
κ
√
d
2
log
(
1 +
2T
d
)
+ log(T ) +
√
Dmax
)√
2Td log
(
T
d
)
.
Therefore,
RBT (π
PS
τ ) = O
(
d log T
√
T +
√
Dmax
√
dT log T
)
.
✷
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Proof of Proposition 4. Recall c = 1∑∞
i=1
1
i1+q
. Define si = ci1+q , therefore
∑∞
i=1 si = 1.
Define G˜∞ =
∑∞
t=1 I{D˜t − µR ≥ t}, where {D˜t}∞t=1 is a process satisfying Assumption 4. By
utilizing the following equation and the union bound,
P(G∞ > x) = P
( ∞∑
t=1
I{D˜t − µR ≥ t} > x
∞∑
t=1
st
)
,
we have
P(G∞ > x) ≤
∞∑
t=1
P
(
I{D˜t − µR ≥ t} > xst
)
=
∞∑
t=1
P(D˜t − µR ≥ t)I(xst < 1)
≤
∞∑
t= 1+q
√
cx
P(D˜t − µR ≥ t) ≤
∞∑
t= 1+q
√
cx
exp
(
− t
2(1+q)
2σ2D
)
≤ C4 exp

− x2
2
σ2
R
c2

 ,
for some C4 ≤ 2σ2R + 1.
Define G∞ =
∑∞
t=1 I{Dt ≥ t}, then G∞ ≤ µR + G˜∞ with D˜t = Dt+µR for t ≥ 1. Therefore,
P(G∞ − µR > x) ≤ C4 exp

− x2
2
σ2
R
c2

 ,
which implies the sub-Gaussian property of G∞.
Similarly, we can show that Gt is sub-Gaussian with parameters
(
C4,
√
σD
c
)
for all t ≥ 1. ✷
Proof of Proposition 5 Here we only show the sub-Gaussian property for Gt by using the Ho-
effding bound. The rest of the proof follows Proposition 2.
Again, let D˜ki be a random variable such that D˜ki ≥ −(µ +M) almost surely, E[D˜ki ] ≤ 0 and
P(D˜ki ≥ x) ≤ exp
(
−x1+q
2σ2
)
for x ≥ 0. One can view D˜ki as a shifted delay.
Define I˜i = I
(
D˜ki ≥ i
)
− pi with pi = P(D˜ki ≥ i). Then P
(
I˜i = 1− pi
)
= pi and P(I˜i = pi) =
1− pi. Denote σi =
√
1−2pi
2 log
(
1−pi
pi
) , it is easy to verify that
E exp
(
λI˜i
)
= pi exp(λ(1 − pi)) + (1− pi) exp(−piλ) ≤ exp
(
σ2i λ
2
2
)
.
Therefore I˜i is sub-Gaussian with parameter σi. (Also see Theorem 8.)
We first show that when i ≥ max
{
1+q
√
2 log(2)σ2, q
√
2σ2
1+q + 1
}
:= I, we have
pi ≤ 1
2
, (50)
and exp
(
i1+q
2σ2
)
− exp
(
(i− 1)1+q
2σ2
)
≥ 1. (51)
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• When i ≥ 1+q√2 log(2)σ2,
pi ≤ e−
i1+q
2σ2 ≤ 1
2
.
The first inequality holds by Assumption 2 and second inequality holds by simple calculation.
• Define h(x) = exp
(
x1+q
2σ2
)
with q > 0, which is differentiable. By the Mean Value Theorem,
h(x) − h(y) = exp
(
z1+q
2σ2
)
(1+q)zq
2σ2
(x − y) for some z ∈ (x, y). Take x = i − 1 and y = i, for
some z ∈ [i− 1, i], we have
exp
(
i1+q
2σ2
)
− exp
(
(i− 1)1+q
2σ2
)
= exp
(
z1+q
2σ2
)
(1 + q)zq
2σ2
≥ (1 + q)z
q
2σ2
≥ (1 + q)(i− 1)
q
2σ2
≥ 1. (52)
The last inequality in (52) holds since i ≥ q
√
σ2
1+q + 1.
Given (50)-(51), when i ≥ I and q ≥ 0,
σ2i =
1− 2pi
2 log
(
1−pi
pi
) ≤ 1
2 log
(
1−pi
pi
) (53)
≤ σ
2
(i− 1)1+q . (54)
(53) holds since (50) and (54) holds since (51). Therefore
∞∑
i=I
σ2i =
∞∑
i=I
1− 2pi
2 log
(
1−pi
pi
) ≤ ∞∑
i=I
1
2 log
(
1−pi
pi
) ≤ ∞∑
i=I−1
σ2
i1+q
≤ σ2
(
1 +
∞∑
i=2
1
i1+q
)
≤ σ2
(
1 +
∫ ∞
1
1
x(1+q)
dx
)
=
σ2(1 + q)
q
.
It is easy to check that σ2i =
1−2pi
2 log
(
1−pi
pi
) ≤ 14 for all pi ∈ [0, 1]. Therefore,
∑∞
i=1 σ
2
i ≤ 14I+ σ
2(1+q)
q .
Define G˜ =
∑∞
i=1 I˜i. combining above with Theorem 9, G˜ is sub-Gaussian with parameter
σG =
√
I
4 +
σ2(1+q)
q . Similarly, we can show that G˜t =
∑t
i=1 I˜i is sub-Gaussian with parameter
σG =
√
I
4 +
σ2(1+q)
q as well. ✷
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