Abstract: Resource pooling is a fundamental concept that has many applications in Operations Management for reducing and hedging uncertainty. An important problem in resource pooling is to decide (1) the capacity level of pooled resources in anticipation of random demand of multiple customers and (2) how the capacity should be allocated to fulfill customer demands after demand realization. In this paper, we present a general framework to study this two-stage problem when customers require individual and possibly different servicelevels. Our modeling framework generalizes and unifies many existing models in the literature.
Introduction
Inventory pooling is an important operational strategy that allows a firm to mitigate demand uncertainty by serving different geographic markets using a common pool of inventory. By aggregating demand across different locations, high demand from one location is likely to be offset by low demand from another. Consequently, the variability of the aggregate demand is reduced, which in turn reduces the need for safety stock (Eppen, 1979) .
More specifically, consider an inventory system with n locations facing independent and identically distributed (i.i.d.) demands. Each location has a target service-level, say 95%, i.e., its demand must be fully satisfied with a target probability 95%. If each location maintains a separate inventory and safety stock, the system-wide safety stock would grow linearly in n. If all locations are served by a common pool of inventory, the standard deviation of the aggregate demand is of the order √ n. When the demands are i.i.d. normal distributions with a standard deviation of σ, then the total safety stock is 1.645 · √ nσ units, where the constant 1.645 is the safety factor corresponding to the target service-level 95%. This so-called square-root law illustrates the benefit of inventory pooling.
In fact, the square-root law underestimates the benefit of pooling when the firm's goal is to achieve a target service-level for each individual location. With a safety stock of 1.645 √ nσ units, it is guaranteed that the aggregate demand is completed satisfied with 95% probability. When there is system-wide shortage, it is still possible to allocate the limited inventory to locations in such a way that some locations can have their demand completely fulfilled, and those locations may achieve a service-level higher than 95%. Therefore, intuitively, less safety stock is needed if the target is 95% individual service-level! In fact, when n = 12 and the coefficient of variation of the normal distribution is 0.3, the system does not have to hold any safety stock to achieve 95% individual service-level for all locations! The key issue here is how the inventory should be allocated when the aggregate demand exceeds total inventory. This is the main question that we try to answer in this paper.
Inventory pooling is just one application of resource pooling in operations management. Other important applications include process flexibility (Jordan and Graves, 1995; Van Mieghem, 1998; Asadpour et al., 2018) , component commonality (Gerchak and Henig, 1989) , transshipment (Anupindi et al., 2001) , delayed differentiation (Lee, 1996) , product substitution (Bassok et al., 1999) ; see for example Cachon and Terwiesch (2008) . And individual service constraints can arise in many of these applications. This motivates us to study capacity rationing policies in a more general setting that can capture these applications.
Problem Formulation
We now present our general framework to model capacity allocation and demand fulfillment with individual service constraints. A firm serves n customers, denoted by N = {1, 2, · · · , n}. The demand of customer j ∈ N isD j andD := (D 1 ,D 2 , . . . ,D n ) follows a joint distribution F with a bounded second moment. Demand of each customer can be fulfilled by utilizing one or more types of resources from the set of m resources, denoted by M = {1, 2, · · · , m}.
The firm faces a two-stage decision problem. In the first stage, knowing the joint distribution F but not the actual demand of the customers, the firm has to decide the capacity level of the resources c := (c 1 , c 2 , . . . , c m ), where c i is the capacity level of resource i ∈ M. The capacity investment cost is p(c). In the second stage, the demand realizes, after which the capacity of the resources is allocated and the demand of the customers is fulfilled according to a capacity rationing policy, denoted byφ.
We denote by s j (φ, c, D) the fulfilled demand of customer j under policyφ when the capacity level is c and the realized demand is D, and let s(φ, c, D) = (s j (φ, c, D), j ∈ N ). Notice that s j (φ, c, D)
can be a random variable even for fixed demand D ifφ is allowed to be a randomized policy.
Regardless of the rationing policy used, the fulfilled demand must satisfy the following constraints. More specifically, given the capacity level c and the realized demand D = (D 1 , D 2 , . . . , D n ), the set of all feasible fulfilled demands is given by P (c, D) := {s ≥ 0 : ∃y ≥ 0 s.t. Ay ≤ c, s = By, s ≤ D}
where the matrices A and B are given and together with variables y and s, they reflect how the resources are consumed and allocated to fulfill the demand. By specializing the choices of A and B, (1) can capture the capacity consumption and demand fulfillment constraints of many capacity allocation models such as inventory pooling, process flexibility, and assemble-to-order, etc., as illustrated below.
• In inventory pooling, N is the set of locations, M is a singleton, and
This special case will also be referred to as the single resource allocation problem.
• In process flexibility, N is the set of products, M is the set of plants, and
j∈N :(i,j)∈E y ij ≤ c i , ∀i ∈ M i∈M:(i,j)∈E
where the set E represents the design of the flexible system: (i, j) ∈ E if demand of product j can be produced by plant i.
• In an assemble-to-order system, N is the set of end products, M is the set of components, P (c, D) := {s ≥ 0 : As ≤ c, s ≤ D}
where A ij ≥ 0 is the amount of component i that each unit of product j requires. In a special case, the so-called generalized W-system, A is specialized as
where I n×n is the n × n identity matrix, and e n is the n-dimensional vector of all ones. In this system, each end product j requires two components, a product-specific component j and the component n + 1, the latter of which is common to all end products.
Clearly, not all demands can always be fulfilled, but the firm is obligated to achieve a target individual service-level β j ∈ (0, 1) for each customer j ∈ N . This service-level constraint can be formally formulated as
where R j : R 2 + → R + is called the service measure function of customer j. Constraint (6) unifies different types of service-level constraints in the operations management literature. For example, when R j (s j , D j ) = 1 s j ≥D j , constraint (6) defines the so-called Type-I service-level constraint, i.e., the demand of customer j must be completely satisfied with probability at least β j . Similarly, Type-II service-level can be defined by letting R j (s j , D j ) = s j / E[D j ], which measures the fraction of the expected demand that can be satisfied. In contrast, choosing R j (s j , D j ) = s j /D j allows us to measure the fraction of the actual demand that can be fulfilled, which we name as Type-III service-level constraint. It is straightforward to verify that these functions all satisfy the following condition.
Assumption 1 For any j ∈ N ,
• R j (s j , D j ) is non-decreasing and upper semi-continuous in s j , for any fixed D j ; and
The firm's problem is to decide capacity level c and rationing policyφ λ to minimize the total capacity investment cost p(c) subject to the individual service constraints, which can be formulated
The formulation should also specify the set of feasible (randomized) policies, which will be discussed in Section 2.
Although (7) is formulated as a single-period model, it is possible to interpret it as a periodicreview infinite time horizon problem as follows. Assume that the capacity is perishable, i.e., unused capacity in the previous period can not be used to satisfy future demands, and unmet demands are lost. Denote the demand in period t byD (t) and assumeD
variables. The fulfilled demand of customer j in period t is denoted by
where
), which shows explicitly that the demand fulfillment decision in period t can depend on realized demands up to time t and on previous fulfillment decisions up to time t − 1. With these notations, formulation (7)-(??) can be interpreted as
s.t. lim inf
Previously Known Results and Closely Related Literature
Several models studied in the literature can be captured as special cases of our general framework. Baker (1985) was among the first to discuss the impact of individual Type-I service constraints on safety stock level in the context of an assemble to order system. A more formal analysis appeared in Baker et al. (1986) that considers a W -system with two products and three components. Therefore, capacity rationing only matters for the common component. However, optimal rationing policy is not discussed in the paper. In their analysis of safety stock level, it is assumed that the priority is always given to the product with lower realized demand. An optimal allocation policy is derived for the same problem in Gerchak et al. (1988) the the case when the target service-levels of the two products are equal, and in Mirchandani and Mishra (2002) when the service-levels can be different.
Individual Type-I service constraints have also been addressed in inventory pooling. A chanceconstrained stochastic program was formulated in Swaminathan and Srinivasan (1999) . However, the number of decision variables grows exponentially in the number of customers. Computational results are reported only when the number of customers is small, i.e., two or three. A closed-form expression for the optimal inventory level is derived when there are two customers and demands are i.i.d uniform distributions. Alptekinoglu et al. (2013) prove that priority policies are optimal under which customers are served according to a priority list. An optimal policy is derived when demands are i.i.d. They also compare the performance of anticipative vs responsive priority policies. We will define and discuss these two types of priority policies in detail in Section 4.
Much progress has recently been made when individual service constraints are of Type-II. Hou et al. (2009) study the single-resource allocation problem in the context of wireless networks problem with quality of service (QoS) constraints, which are essentially the same as our Type-II service constraints. They propose the so-called largest-debt-first policy and prove its optimality for the single-resource allocation problem. Their analysis is based on a novel application of the celebrated Blackwell's approachability theorem (Blackwell, 1956) . Zhong et al. (2017) apply a similar approach and analyze the safety stock level in inventory pooling with individual Type-II service constraints.
They show that a randomized anticipative priority policy is optimal in this setting. The approach and results are extended, in a highly non-trivial way, by Lyu et al. (2017a) to study capacity rationing policy in process flexibility.
There is a stream of literature in inventory management that study the problem of fulfilling demand of multiple customers with individual Type-I service guarantees; see for example Agrawal and Cohen (2001) and Zhang (1997) . However, most of these papers focus on inventory optimization 0 After presenting this work at NYU Shanghai on April 19th 2019, it was brought to our attention by Professor Renyu Zhang that Blackwell's approachability theorem has also been applied to study single-resource pooling with Type-I service constraints by Lyu et al. (2017b) .
under given inventory rationing policies and these policies are not necessarily optimal. For example, Agrawal and Cohen (2001) propose a heuristic policy, called the fair-share allocation policy, while Zhang (1997) assumes that customer demands are fulfilled according to a pre-specified priority list.
If we require in our model the entire demand of all customers must be met with a given probability, our problem can then be formulated as a two-stage joint chance-constrained stochastic program (Gurvich et al., 2010; Liu et al., 2016) . Single-stage stochastic programs with joint chance constraints are usually less tractable, both analytically and computationally, than individual chance constraints. Interestingly, for our two-stage problem, capacity rationing is no longer needed under joint chance constraints, which seems to make the problem more tractable.
Our Results
We propose in this paper a simple rationing policy, called the Max-Weighted-Service policy, for formulation (7). Our policy assigns a random weight to the each customer and based on the weights to solve, after demand realization, a deterministic capacity allocation and demand fulfillment problem to maximize a weighted service measure function. The random weight is sampled from a set of sufficiently large set that can be constructed offline.
Our first main result is to show the Max-Weighted-Service policy is optimal for a very general class of capacity allocation and demand fulfillment problems with individual service constraints.
The generality of our model formulation is similar to the so-called newsvendor networks models
proposed by Mieghem and Rudi (2002) (see also Bassamboo et al. (2010) ). Indeed, our model is applicable in inventory pooling, process flexibility, assemble to order, transhipment, substitution, etc, as long as the fulfilled demand can be modeled as a linear transformation of capacity, i.e., the feasible set P (c, D) is a polyhedron as defined by (1).
Unlike the models of Mieghem and Rudi (2002) that penalize unsatisfied demand in the cost function, our model explicitly impose individual service constraint for each customer. And the service constraints can be defined in a variety of ways. Indeed, our Max-Weighted-Service policy is optimal as long as the service measure functions are upper semicontinuous, which is a very mild condition and is satisfied by both Type-I and Type-II service-levels. As discussed in the previous subsection, Type-I and Type-II service-levels have usually been analyzed separately in the literature. Our approach allows a unified treatment for both service-levels, and beyond. Besides these two metrics that are commonly used in practice and studied in the literature, we also allow the service-level of a customer to depend on, for example, the probability that its demand is fully satisfied as well as the probability that a certain fraction of its demand is satisfied.
Despite the generality of the model, our approach to derive the optimal policy is simple. We formulate the problem of finding an optimal randomized policy, for fixed capacity level, as a semiinfinite linear program. The decision variable can be interpreted as the probability measure over the set of all possible deterministic policies, not just all possible priority lists. (Priority policies are not always optimal for our general model.) Although this formulation is natural, it appears to be new in the literature that addresses individual service constraints. Randomized policies have been studied for various special cases of our model, see for example Swaminathan and Srinivasan (1999) , Alptekinoglu et al. (2013) , Zhong et al. (2017) , Lyu et al. (2017a) analysis for the general model appears to be simpler than some of the previous proofs for special cases.
Our second main result is to show that randomized index policies are optimal when the feasible set P (c, D) is a polymatroid. Even with this additional assumption, our model still captures a wide range of problems as special cases such as inventory pooling, process flexibility, commonality in the generalized W-system in assemble-to-order, capacity planning of more general network, etc. Applying polymatroid optimization theory, we show that randomized anticipative (responsive, respectively) index polices are optimal when all individual service constraints are of Type-II (Type-III, respectively). This generalizes the results of Hou et al. (2009 ), Zhong et al. (2017 ), and Lyu et al. (2017a .
Based on our duality result, we develop a minimax stochastic programming formulation and apply an existing first-order algorithm to compute optimal or near optimal capacity level. Numerical results show that the algorithm converges to a global optimal solution whenever the objective function is convex, as predicted by existing theory. When the objective function is non-convex, the computed capacity level is usually close to global optimal solution.
Randomized Rationing Policy and Problem Reformulation
We begin this section by formally formulating the set of feasible rationing policies in formulation (7). A deterministic policy is a function φ from R m+n + to R n + such that for any capacity level c and any realized demand D,
where P (c, D) is defined in (1). We also denote s(φ, c, D) = φ(c, D) so that s j (φ, c, D) is the (unique) fulfilled demand of customer j under the deterministic policy φ when the capacity level is c and the realized demand is D.
We denote the set of all deterministic policies by Φ. In general, the set Φ can be infinite or even uncountable. However, in some case, it is without loss of generality to restrict ourselves to a finite subset of Φ. For example, when demand distribution is discrete and with a bounded second moment, optimal capacity level c * should always be finite as long as the service-levels are strictly less than 1. Therefore the feasible set P (c * , D) is bounded for any D. If we consider Type-I service constraints, one only cares whether or not the demand of a customer has been completely fulfilled or not. In this case, the fulfilled demand can be restricted to the support of the demand that is discrete. That is, we can restrict ourselves to a subset of deterministic policies Φ Ω such that for
where Ω is the support ofD. Since P (c, D) ∩ Ω is a finite set, Φ Ω must also be finite.
Example 1. Consider an inventory pooling example with one resource and two customers, i.e., m = 1 and n = 2. The joint probability distribution of the demand is given by
(5, 5) with probability 49% (5, 10) with probability 21% (10, 5) with probability 21% (10, 10) with probability 9%
For given c and D, the feasible demand fulfillment region is given by
And we are interested in finding the minimum capacity level c so that the demand of each customer is completely satisfied with 95% probability. Let us fix the capacity level c = 15 units and consider a deterministic policy φ 1 under which φ 1 (5, 5) = (5, 5), φ 1 (5, 10) = (5, 10), φ 1 (10, 5) = (10, 5), φ 1 (10, 10) = (10, 5).
Notice that under φ 1 , when (D 1 , D 2 ) = (10, 10), we can completely fulfill the demand of customer 1, but not customer 2. Thus, policy φ 1 achieves a 100% Type-I service-level for customer 1, but only 91% for customer 2. Similarly, deterministic policy φ 2 , defined by φ 2 (5, 5) = (5, 5), φ 2 (5, 10) = (5, 10), φ 2 (10, 5) = (10, 5), φ 2 (10, 10) = (5, 10).
achieves a 91% Type-I service-level for customer 1, but only 100% for customer 2. And it is easy to verify that no deterministic policy can achieve a 95% Type-I service-level for both customers when c = 15. In order to achieve that target, we have to increase the capacity level to 20 units.
However, if we choose policy φ 1 with probability 50% and policy φ 2 with probability 50%, we can achieve a 95.5% service-level for both customers with c = 15 units. This illustrates the necessity of randomization in order to minimize total capacity. We formally formulate randomized rationing policies below.
A randomized policy is determined by a probability measure λ over Φ such that any (measurable)
subset of deterministic policiesΦ ⊆ Φ is chosen with probability λ(Φ). Such a randomized policy is denoted byφ λ or simply λ. Therefore, optimization over randomized policies can be reformulated as optimization over probability measures.
Under a deterministic policy φ ∈ Φ, the service-level of customer j is given by
Therefore, under a randomized policyφ λ , the service-level of customer j is
It follows that problem (7) can be reformulated as
It is unclear whether or not the above problem is jointly convex in (c, dλ). In particular, constraint
, which is non-convex. However, if c is fixed, the problem is a semi-infinite linear program (SLP). This SLP is useful in determining feasibility of a given capacity level. Formally, c is said to be a feasible capacity level if for any > 0, there exists a randomized policy λ such that
Now consider the following SLP, defined for anyΦ ⊆ Φ and anyβ = (
and its dual formulation max θ,w≥0 j∈N
Eliminating the θ variable, (12) is equivalent to max w≥0 j∈N
Clearly, ifΦ is a finite set, then (11) is a standard finite dimensional linear program, and thus strong duality holds for the primal-dual pairs (11) and (13), i.e., (11) is feasible if and only if the objective value of (13) is non-positive. We shall prove that strong duality holds whenΦ = Φ even when Φ is not finite.
Lemma 1 For any c, the primal formulation (11) is feasible if and only if
Proof: If (11) is feasible then inequality (14) follows immediately from weak duality. The remaining proof is for the reverse direction. Assume that inequality (14) holds. Then it should continuous to hold when w is scaled by any positive constant. It follows that max w∈W j∈N
where W = {w ≥ 0 : j∈N w j = 1}. We next construct a finite subset of Φ based on a discrete approximation of the compact set W .
For any w ∈ W , denote
For any ∈ (0, min j∈Nβj ), there must exists a finite subset W ⊆ W such that for any w ∈ W , there exists w ∈ W with
It is clear that Φ is a finite set of deterministic policies.
For any w ∈ W , we have
It follows that
where the second inequality follows from the assumption that inequality (14) holds. Rearranging terms, we have for any w ∈ W , max φ∈Φ j∈N
Thus, max w≥0 j∈N
Recall that Φ is a finite set, thus strong duality holds for (11) and (13) whenΦ = Φ . Thus (16) implies that (11) is feasible whenΦ = Φ andβ j =β j − for j ∈ N . Since Φ ⊆ Φ, (11) must be feasible whenΦ = Φ andβ j =β j − for j ∈ N . This completes the proof.
By Lemma 1, checking feasibility of a fixed capacity level c is reduced to finding optimal w and the corresponding optimal deterministic policy. In fact, the formulation can be further simplified whenΦ = Φ. To proceed, we define a deterministic optimization problem, for any given w ≥ 0, c,
s.t. s ∈ P (c, D).
We refer to problem (17) as the Max-Weighted-Service problem. Under Assumption 1, problem (17) always attains its optimal solution in the compact set P (c, D) and we denote by s * (w, c, D)
such an optimal solution.
Lemma 2 For any fixed w ≥ 0,
Proof: The equality holds due to our definition of deterministic policy. To see this, consider any given deterministic policy φ ∈ Φ. It determines a unique allocation s(φ, c, D) ∈ P (c, D) for every demand realization D. Thus s(φ, c, D) is a feasible solution to the Max-Weighted-Service problem in (17). This implies that
and thus max φ∈Φ j∈N
Similarly, the function
defines a deterministic policy. (When (17) has multiple optimal solutions, ties are broken arbitrarily so that s * (w, c, D) is uniquely defined.) Consequently, we must have
and thus
Therefore, equality (19) holds.
Our main result of this section immediately follows from Lemma 1 and Lemma 2. The first result gives a necessary and sufficient condition for the feasibility of a given capacity level. For Type-I service-level, R j (s j , D j ) = 1 s j ≥D j and the Max-Weighted-Service problem (17) is equivalent to the following mixed linear integer program
Furthermore, for the case of inventory pooling when P (c, D) is defined by (2), we can eliminate the s variable and reformulate (21) as
which is the well-known binary knapsack problem.
For Type-II service-level, R j (s j , D j ) = s j /µ j and the Max-Weighted-Service problem (17) reduces to a linear program (17) is also equivalent to a linear program
It is interesting to notice that (24) is an LP relaxation of (21).
Now we illustrate how these formulations, together with Theorem 1 can be used find optimal capacity for a couple of simple examples. 
and
According to Theorem 1, c is feasible if and only if max
Notice that β 1 − 1 ≤ 0 and thus the maximum is attained when w 1 = w 2 . Therefore, the condition above is equivalent to max
It follows immediately that in order to achieve individual Type-I service-levels β 1 and β 2 respectively, the minimum inventory is
This generalizes Theorem 2 of Swaminathan and Srinivasan (1999) . For example, when β 1 = β 2 = 80%, the minimum inventory level is 1.106.
We compare this with the minimum inventory level under a joint Type-I service-level β. For the same example, the minimum inventory c should satisfy the constraint
When β = 80%, the minimum inventory level is 1.368, which is 24% higher than that with individual 80% service constraints.
Example 3. Consider a W-system of the assemble-to-order model with two products and three components, i.e., n = 2 and m = 3. Components 1 and 2 are product-specific, while component 3 is common to both products. Under Type-I service constraints, the Max-Weighted-Service problem is specified as
Similar to Example 2, we assume the demand of the two products are i.i.d. uniform distribution in [0, 1] . With this assumption, it is easy to see that c j ∈ [β j , 1] for j = 1, 2, and c 3 ≤ c 1 +c 2 . We consider sufficiently high target service-levels so that c 3 ≥ 1. For any fixed w ≥ 0, we assume without loss of generality that w 1 ≥ w 2 . Then the optimal objective value of the Max-Weighted-Service problem is
Since β 1 − c 1 ≤ 0, the condition is equivalent to max
Notice that the condition depends onc = c 1 + c 2 , but not the individual values of c 1 and c 2 .
Therefore, we can derive the minimum inventory level by solving minc + c 3
The first two constraints implies that
Comparing this with the optimal inventory level in Example 2, we see that everything else being equal, the common component in the W system holds more inventory than that in single-resource pooling. Solving the optimization problem, we derive that the minimum total inventory level of the three components isc
This is a special case of the main result of Mirchandani and Mishra (2002) . A straightforward extension of this analysis would give a different proof of Theorem 2 of Mirchandani and Mishra (2002) .
Although Theorem 1 has enabled us to derive optimal capacity level in closed-form expression for the simple examples above, it does not explicitly guide how the service guarantees can be achieved. Indeed, the result was derived from an existence proof and it does not immediately suggest an optimal allocation policy. However, as we shall discuss in the next section, Theorem 1 is instrumental for us to derive an optimal capacity rationing policy for a feasible capacity level. In fact, only the necessary condition in Theorem 1, which follows from weak duality for the primal-dual formulations (11) and (13), will be used to derive the optimal rationing policy. And the optimal policy can be seen as a constructive proof of the sufficient condition in Theorem 1.
Max-Weighted-Service Policy
In this section, we derive an optimal randomized rationing policy for a given feasible capacity level.
That is, we solve problem (11) for fixed c. Although (11) potentially allow randomization over all deterministic policies in Φ, it follows from the theory of semi-infinite linear programming that there exists an optimal policy that randomizes over n + 1 deterministic policies. We show how to construct such candidate deterministic policies.
To gain insights, recall the primal problem (11) withΦ = Φ andβ = β and its dual (12). Strong duality implies the so-called complementary slackness condition, which states that for any optimal primal-dual solution pair (dλ
On the other hand, the constraint of the dual problem (12) implies that
That is, if dλ * (φ) > 0, then
For any w ≥ 0, there can be multiple optimal deterministic policies to max φ∈Φ j∈N
and we denote the set of all optimal deterministic polices by Φ w and one such optimal policy is selected and denoted by φ w (ties are broken arbitrarily). If we know w * and if we could enumerate all policies in Φ w * , then an optimal randomized policy can be obtained by solving the primal problem (11) withΦ = Φ w * . Although w * might be obtained by solving the concave maximization
it is not always possible to be able to enumerate all policies in Φ w * .
Instead, our approach is to generate a random vectorw and for fixed w =w we solve problem (29) to obtain a deterministic policy φ w . This procedure gives us a randomized policy. The remainder of this section is to develop a procedure to generatew and prove its optimality. Our policy is presented in Algorithm 1 below.
Algorithm 1 Max-Weighted-Service Policy
where T is sufficiently large.
2:
Starting from any w (1) ≥ 0, iteratively generate a random sequence {w (2) , w (3) , . . . , w (T +1) } as follows:
3: Draw a vectorw T from {w (2) , w (3) , . . . , w (T +1) } uniformly at random. Given w =w T , adopt the deterministic policy φ w .
According to step 3 of Algorithm 1, our randomized capacity rationing policy select a deterministic policy φ w (t) , t = 2, 3, · · · , T + 1, with probability 1/T . We refer to this policy as the MaxWeighted-Service policy because solving the Max-Weighted-Service problem (17) plays a crucial role when implementing the policy. First of all, in step 2, given w (t) and
obtained by solving the Max-Weighted-Service problem (17) with w = w (t) and D = D (t) . Second, in step 3, implementing policy φw does not have to solve the stochastic optimization problem (29).
Once w =w is chosen, for any demand realization D =D, the demand can be fulfilled by solving the Max-Weighted-Service problem. In fact, it follows from Lemma 2, for any demand realization D and any w ≥ 0,
Also notice that for any t ≥ 2, w (t) depends on the randomly generated samples
and is independent of D (t ) for any t ≥ t. In the following, for notational brevity, we denote
We are now ready to prove the optimality of the Max-Weighted-Service policy.
Theorem 2
If the capacity level c is feasible, i.e., inequality (20) holds, then
Proof: Sincew T is chosen uniformly at random from {w (2) , w (3) , . . . , w (T +1) },
Then the theorem follows if lim sup T →∞ ρ j,T ≤ 0 for all j ∈ N , where for any τ ≥ 1,
We first prove by induction that τ ρ j,τ ≤ E[w
], ∀j ∈ N for any τ ≥ 1.
When τ = 1, noticing that w (1) ≥ 0, we have that
Now assume that we have
It follows that lim sup T →∞ ρ j,T ≤ 0, ∀j ∈ N , which proves the theorem.
Lemma 3 If c is feasible, then for any j ∈ N , lim sup T →∞ E[w
Proof: It follows from (30) that the L 2 -norm of w (t+1) can be bounded from above as follows
Notice that
where the last inequality follows from Theorem 1 because by assumption of the theorem, c is feasible. Moreover, it follows from Assumption 1 that
Therefore, we must have
Summing inequality (31) from t = 1 to T and using the convexity of · 2 2 , we get
Notice that by definition of w (T +1) from (30), w (T +1) ≥ 0. Then we must have lim sup
which completes the proof. 
Polymatroid and Index Policies
The Max-Weighted-Service policy presented in the previous section is optimal for our general model as long as (the very mild) Assumption 1 holds. By imposing additional assumptions on the problem structure and on the service measure functions, it is possible to obtain additional insights about the policy. The main assumption of this section is the following.
Assumption 2 For any given capacity level c and any realized demand D, the feasible set
is a polymatroid.
The definition of polymatroid is based on submodular set functions (Welsh, 2010) . A function f : 2 N | → R + is called a submodular set function if for any U, V ⊆ N , we have
Moreover, f is non-decreasing if f (U ) ≤ f (V ) for any U ⊆ V ⊆ N . Then a set P is called a polymatroid if there exists a non-decreasing submodular set function f with f (∅) = 0 such that
A wide range of capacity allocation problems enjoys the polymatorid structure as illustrated below.
• In single-resource pooling, P (c, D) is represented by (2). It is straightforward to see that P (c, D) can be reformulated as (32) with the corresponding submodular set function
• In a process flexibility, P (c, D) is represented by (3). It is polymatroid with the corresponding submodular set function
see Topkis (2011) .
• Consider a capacity planning problem of a more general directed network G = (V, E) where V is the set of nodes and E is the set of arcs with |E| = m. There is a single supply node u ∈ V with unlimited capacity and a set of demand nodes N ⊂ V whose demands are random. The problem is to decide the capacity c e of each arc e ∈ E in anticipation of random demands, and route the supply from u through the arcs in E to satisfy the demand of N after demand realization. For this problem, the feasible set P (c, D) is
where f (U |c, D) is the total maximum flow from u to the demand nodes in U given the capacity of arcs c = (c e : e ∈ E) and the demand realization D = (d j : j ∈ N ). It is well known that P (c, D) is a polymatroid (Megiddo, 1974; He et al., 2012 ).
• In a special case of assemble-to-order system where P (c, D) is represented by (4) and the component consumption matrix is represented by (5), the corresponding submodular function
In all these examples, the submodular function f (U |c, D) for any U ⊆ N can be defined as the maximum total fulfilled demand of all customers in the subset U using all available capacity c.
In the following, we will exploit an important property of polymatroid optimization and show that the Max-Weighted-Service policy is in fact a index policy whenever the service measure function R j (s j , D j ) is linear in s j for fixed d j , for all j ∈ N . A index policy fulfills the demand of customers according to a index list: the demand of customers with higher index will be fulfilled as much as possible before fulfilling those with lower index. In the single-resource pooling setting, this implies that only one customer is partially satisfied and the ones with higher index than that customer will be completely satisfied (Alptekinoglu et al., 2013) . However, when multiple resources are involved, it is possible that even the customer with the highest index may not be completely fulfilled while a customer with lower index is fulfilled.
There are two types of index policies, namely responsive and anticipative index policies. A index policy is responsive if the index list is constructed after demand realization and thus can potentially depend on realized demand, while a index policy is anticipative if the index list is constructed before demand realization. Both responsive index policies and anticipative index policies can be deterministic or randomized.
Theorem 3 Suppose that for every j ∈ N , the service measure function is linear in s j , i.e.,
, and that Assumption 2 holds. For any feasible capacity level c, if the Max-Weighted-Service policy selects a random vectorw and outputs a deterministic policy φ w for w =w, then customers are fulfilled according to a non-increasing order of w j · a j (D j ).
Proof: Given the randomly selected weight vector w =w, and the realized demand D, the Max-Weighted-Service policy fulfills the demands by solving the following Max-Weighted-Service
s.t. s ∈ P (c, D)
By Assumption 2, the feasible set P (c, D) is a polymatroid. We denote the submodular set function that defines the polymatroid P (c, D) by f (U |c, D) and assume that
Then it is well-known (Welsh, 2010) that the following solution is optimal to problem (33):
That is, the customers are fulfilled according to a non-increasing order of w j · a j (D j ), which is a index policy.
To conclude this section, we make a couple of remarks.
• If R j (s j , D j ) = s j /D j for all j ∈ N , which corresponds to Type-III service constraint, a j (D j ) = 1/D j . Therefore, in this case, the customers are fulfilled according to a non-increasing order of w j /D j , which depends on the realized demand D. Accordingly, the randomized Max-WeightedService policy is a randomized responsive index policy.
•
Therefore, in this case, the customers are fulfilled according to a non-increasing order of w j /µ j , which does not depend on the realized demand D. Therefore, the randomized Max-WeightedService policy is a randomized anticipative index policy. This result unifies and generalizes previous results on capacity allocation with Type-II service constraints, including those of Hou et al. (2009) and Zhong et al. (2017) for single-resource pooling, and Lyu et al. (2017a) for process flexibility.
Computing Optimal Capacity Level
Section 3 and 4 is focused on characterizing optimal rationing policies for a given capacity. In this section, we will develop an algorithm to compute optimal capacity levels. The development of the algorithm relies on the strong duality result in Lemma 1 for fixed c, which together with Lemma 2 gives rise to a min-max stochastic programming formulation for the original capacity level maximization problem (10). To present the formulation, we define for any w and c,
where for each D,
Then the following result follows immediately from Lemma 1 and Lemma 2.
Theorem 4 Problem (10) is equivalent to
in the sense both problems share the same optimal capacity level.
Problem (35) Proof. By definition, for any w ≥ 0 and D, (αs
must be a feasible solution to (36) when c = αc 1 + (1 − α)c 2 . Then we have (αs
We conclude that g(c, w;D) is concave in c for any w ≥ 0 andD, and thus H(w, c) is a convex function of c for any w ≥ 0.
Obviously, the assumption of Lemma 4 is satisfied for both Type-II and Type-III service constraints, but not for Type-I service constraint. However, the next examples show that even for Type-I service constraint, for which R j is a non-convex step function, H(w, c) may still be convex in c.
Example 2 (continued). For this inventory pooling example with two customers facing i.i.d.
uniform distribution in [0, 1], it follows directly from (26) that
It is clear that H(w, c) is convex in c for any w ≥ 0, although the condition of Lemma 4 is not satisfied.
Example 3 (continued). Similarly, for the assemble to order example discussed in Example 3, it follows from (28) that
which is also convex in c for any w ≥ 0.
When H(w, c) is convex in c and concave in w, we must have assuming that the optimal capacity level is bounded. The maximin problem in the above strong duality relation is the dual problem of our original problem (10) in which c is a decision variable.
And in this dual formulation, w j is the dual variable corresponding to the service-level constraint of customer j, and thus can be interpreted as the shadow price of the constraint, i.e., the additional capacity investment if the service-level β j is increased. The following example illustrates this connection.
Example 2 (continued). Since the demand of both customers are upper bounded by 1, setting c = 2 can satisfy both demands with probability 1. Thus, we restrict ourselves to c ∈ [1, 2]. If
. Therefore, if our objective is to minimize total inventory c, we have max
where the last equality follows from the analysis in Example 2, which in turn implies the only inequality of this chain should hold as equality. Furthermore, the optimal dual solution is
It is interesting to notice that although the two customers have different target service-levels, the shadow price of the two constraints are the same.
To proceed, we further make the following mild assumption about the objective function.
Assumption 3 For any fixed ε > 0 there exists two compact convex sets C and W in R n such that
It can be easily verified that this assumption in fact holds under Assumption 1 as long as the optimal capacity level c is finite. Since our focus in this section is to apply an existing algorithm to solve our problem, we skip the verification of this assumption.
We now apply the mirror decent stochastic approximation (SA) algorithm of Juditsky and Nemirovski (2011) to solve the minimax stochastic program (35). The presentation of the algorithm requires the following notations. Let · be on general norm defined in R 2n , with x * = sup y ≤1 y T x being its dual norm. Let l : X = C × W → R be a distance generating function. If l(·)
is convex and continuous on X, the set
is convex. Let l(·) be continuously differentiable and strongly convex on X 0 with parameter 1 with respect to · , i.e.,
The prox-function is defined by
and the prox mapping is defined by P x : R 2n → X 0 such that
There are many ways to choose distance generating functions: for example l(
In the following analysis, we adopt the Euclidean norm · 2 . For notation brevity, we define the tuple z = [c T , w T ] T and denote ∂h(z; D) = ∂h(w, c; D), which is an unbiased estimator of ∂H(w, c), and represented by
Then the mirror descent SA algorithm is presented in Algorithm 2.
Proposition 1.7 of Juditsky and Nemirovski (2011) implies that Algorithm 2 converges to an optimal capacity level when E[ ∂h(c, w;D)
2 2 ] is bounded and the step size {γ
A common choice of step size is the constant step size γ (t) = δ √ T for t = 1, 2, . . . , T , where δ > 0 is a parameter. One could also choose the step size γ (t) = δ √ t for t = 1, 2, . . . , T , which does not require a fixed total number of iterations in prior.
end for
The SA algorithm can be directly applied to solve problem (35) whenever H(w, c) is convex in c (it is always concave in w). We report its numerical performance in the next section when it is applied to problems with Type-II and Type-III service constraints.
When H(w, c) is not convex in c, ∂h(w, c; D) may not be well defined. In this case, we propose a heuristic to solve problem (35) approximately. The details are provided below when the service constraint is of Type-I. In this case, the (super)-gradient of h(w, c; D) over w is given by
where z * is an optimal solution to (21). To get an approximation of ∂ c h(w, c; D), we relax the integer constraint in (21) and get an LP relaxation (24). The dual problem of (24) can be formulated
as an optimal solution of (38), we define will be used to approximate ∂h(c, w; D) in Algorithm 2. We refer to this heuristic as the SA heuristic. Its numerical performance will be reported in the next section.
Numerical Results
We now present numerical results to demonstrate the performance of the SA algorithm and the SA heuristic presented in the previous section. In our numerical study, We choose the distance generating function l(x) = 1 2 x 2 2 . The SA algorithm is guaranteed to converge to optimal capacity level if the service constraints are convex, e.g., they are of Type-II or Type-III. In this case, we numerically illustrates the rate of convergence. For Type-I service constraints, we try to demonstrate that the capacity level obtained by the SA heuristic is near optimal. We apply the algorithm and heuristic to three different settings, i.e., inventory pooling, process flexibility, and assemble to order.
Inventory Pooling with Type-I Service Constraints
We consider an inventory pooling example with Type-I service constraints. There are n = 10 customers and the demands are i.i.d. normal distributions with a mean of 10 units. The standard deviation is set to be either 3 or 5 units, and for each value of standard deviation, we test the performance of our heuristic with six sets of target service-levels presented in presented in Table   1 . For example, in Exp1, the service-levels vary between 71% and 89% with an average of 80%. In Exp2, all service-levels are equal to 80%. For each set of target service-levels, we apply the SA hueristic to compute the toal inventory.
As a benchmark, we also apply the greedy algorithm of Alptekinoglu et al. (2013) together with a bisection search to Exp2, Exp3, Exp 5, Exp6; this algorithm is theoretically optimal when servicelevels are equal for all customers.
As is reported in Table 2 , the SA heuristic performs extremely well; the computed inventory is always within 1% of the optimal solution for all cases. The optimal solutions for Exp 2 and Exp 4 are not included in Table 2 , since the greedy algorithm of Alptekinoglu et al. (2013) does not directly apply when service-levels are not uniform. For these two sets of parameters, we evaluate the performance of the SA heuristic with the help of the following Proposition. Proposition 1 Consider inventory pooling with n customers with i.i.d. demand distributions. The optimal capacity level with differentiated service-levels β = (β 1 , β 2 , . . . , β n ) is greater than or equal to that with the uniform target service-levelβ = 1 n j∈N β j for all customer j ∈ N .
Proof. For any differentiated service-levels β = (β 1 , β 2 , . . . , β n ), suppose the capacity level c , together with a rationing policy φ (1) , is feasible. We say a policy φ is the one-step rotation of policy
be feasible for service-levels (β k , β k+1 , . . . , β n , β 1 , β 2 , . . . , β k−1 ). Thus the randomized policy that chooses φ (k) with probability 1 n , for each k = 1, 2, . . . , n, can achieve a service-levelβ = 1 n n j=1 β j for each customer j ∈ N . Henceforth, the optimal capacity level with uniform target service-level β = 1 n j∈N β j for all customer j is less than or equal to c. Therefore, the optimal inventory level required in Exp1 should be at least as high as that in Exp2. However, Table 2 shows that the computed inventory levels in these two cases are very close to each other, and both of them should be close to their respective optimal solutions. Similar conclusions can be made for Exp4.
Optimal Capacity Level for Different Flexibility Structures
In this subsection, we consider an example of process flexibility with m = n = 10. The setup for the 10 products/customers is the same as that in the previous subsection. We will consider different flexibility designs including the dedicated design, long chain, 3-chain, and full flexibility design.
The designs are illustrated in Figure 1 . A formal definition of these designs can be found in Chou et al. (2010) ; Wang and Zhang (2015) . The numerical results are presented in Table 3 and Table 4 .
Notice that under full flexibility, the problem reduces to the single-resource pooling case. Therefore, its optimal capacity level can be computed as reported in the previous subsection. With the dedicated design, the optimal capacity level can also be easily computed using bisection search.
For example, for each fixed capacity level c j , we sample 10000 demand scenarios and compute the Thus, the capacity levels reported in Table 3 and 4 are optimal for the dedicated design and the full flexibility design. The capacity levels for the long chain and 3-chain designs are computed by the SA algorithm (for Type-II and Type-III service constraints) and the SA heuristic (for Type-I constraint). The algorithm converges within T = 10000 iterations. Figure 2 shows the running average of the total capacity between T = 5000 and T = 15000 for the long chain design in Exp6 with the demand distribution N (10, 3). The fluctuations of the running average is within 0.1%. It is clear that the performance of 3-chain is almost as good as the full flexibility design for all three types of service constraints. This phenomena is well-known when total capacity is fixed and the objective is to optimize demand fulfillment (Chou et al., 2011; Chen et al., 2015; Wei, 2015, 2012; Désir et al., 2016) , and is also observed when the service constraints are of Type-II (Lyu et al., 2017a) . Table 3 shows that even under Type-I constraints, the long chain design can achieve most of the pooling benefit of full flexibility, and the improvement from 3-chain to full flexibility is negligible. This also provides a verification of the numerical performance of our SA heuristic for the long chain and 3-chain designs with Type-I service constraints. Another observation is that the pooling benefit is more significant under Type-I service constraints than
Type-II and Type-III constraints.
Heuristic for Assembe to Order
In the previous subsections, we have demonstrated that the SA algorithm and heuristic perform well when applied to inventory pooling and process flexibility. The performance of the SA algorithm is also excellent when applied to assemble to order systems with Type-II and Type-III service constraints. However, the SA heuristc does not always converge to an optimal solution when the service constraints are of Type I.
For example, consider a generalized W-system with 10 products and 11 components, where the first 10 components are product-specific and the last component is common for all products. The demands of all products follow N (10, 3) and the service-levels are 90% for all products. Directly applying the SA heuristic gives us a capacity level of 14 units for each of the product-specific components and 109 units for the common component, the latter of which can actually be reduced to 102 units while maintaining feasibility. In this example, the gap between the SA heuristic and the optimal algorithm is about 3%.
This motivates the development of a local search algorithm specialized for assemble to order to minimize the toal inventory of the system. Notice that for any fixed capacity level, we can check its feasibility using Algorithm 1. Our high-level idea of the local serach algorithm then works as follows. It starts with a lower bound for the capacity level of each component. If the current solution is feasible, then the algorithm stops; else we increase the capacity level of a component.
The algorithm works for any discrete demand distributions.
The algorithm requires a reasonably good lower bound for the optimal solution, which can be obtained as follows. For each i, let U i be the set of products that share component i; if i is product-specific, then U i contains only product j = i. This decomposes the problem into a set of subproblems, each of which is a single-resource allocation problem. We can either use the SA heuristic or bisection search to compute the optimal capacity level c 2: Given c, apply Algorithm 1 to compute the achieved service-levels, denoted by β j (c) for each j ∈ N .
• If β j (c) ≥ β j for all j ∈ N , then stop.
• Else, let N (c) = {j ∈ N : β j − β j (c) > 0} be the set of products that have not achieved their target service-levels. Choose component i that is required by as many products in N (c) as possible, and increase its capacity by one unit. And repeat Step 2.
We illustrate the local search heuristic with the following example. Consider a generalized Wsystem with three products and four components. The first three components are product-specific and the last component is shared by all products. The demands of products follow rounded normal distributions N (10, 2), N (15, 4) and N (20, 3), respectively. (That is, we first generate a random variable according to a normal distribution, and then round it to the nearest integer.) The target service-level is 95% of Type-I for all products.
When applying the local search heuristic, the lower bound c L is given by c L = (13, 22, 25, 51).
Then we apply Algorithm 1 with T = 5000 to compute, the service-levels achieved by c = c L , which is (94.06%, 94.06%, 94.04%). All service-levels are lower than the targets and thus N (c) = {1, 2, 3}. Component 4 is required by all three products, and thus we increase its capacity from 51 to 52. Thus, we obtain a new solution c = (13, 22, 25, 52), which can achieve a service-level of (95.08%, 95.15%, 95.14%) and thus must be feasible. In fact, the obtained solution is actually optimal for this example if our objective is to minimize the total inventory of the system.
The second example is similar to the previous one, except now the system has four products and six components. The demands follow rounded normal distributions N (10, 2), N (15, 4), N (20, 3) and N (10, 2), respectively. The first four component are product-specific. The fifth component is shared by products 1,2, and 3, and the sixth component is shared by products 2,3, and 4. We aim at finding the optimal capacity level achieving service level 99%. 
Conclusions
In this paper, we present a general framework to study two-stage capacity allocation and demand fulfillment with individual service constraints. We propose the Max-Weighted-Service policy and prove its optimality for a general class of problems. When the set of feasible fulfilled demand is a polymatroid and the service measure function is linear in fulfilled demand, the Max-WeightedService policy is a randomized index policy. Moreover, we formulate our model as a minimax stochastic program so that the optimal capacity level can be computed or approximated by applying existing first-order optimization algorithms, such as the mirror descent SA algorithm. When the common distribution is continuous and strictly increasing with mean µ and standard deviation σ, we are able to obtain the following bounds on c * βµ − β(1 − β)σ ≤ c * ≤ βµ.
We do not include the proof here since the focus of this paper is the optimal capacity rationing policy for the general model.
In our formulation (10), there is exactly one service constraint for each customer. However, our approach continues to apply even when there are multiple service constraints per customer. We can then show a generalization of the Max-Weighted-Service policy is optimal. Instead of minimizing total capacity level subject to service constraints, we can maximize a (concave) function of achieved service-levels for any given fixed capacity level. The new formulation can always be formulated as a concave-convex stochastic saddle point problem, and thus can be solved by existing stochastic approximation algorithms.
We have discussed that our capacity rationing policy is applicable to a periodic-review infinite time horizon model where we assume the capacity is perishable and unmet demand is lost. It is more challenging to analyze the problem when unmet demand is backlogged. This is a topic of our ongoing research.
