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QUALITATIVE PROPERTIES OF SADDLE-SHAPED
SOLUTIONS TO BISTABLE DIFFUSION EQUATIONS
X. CABRE´ AND J. TERRA
Abstract. We consider the elliptic equation −∆u = f(u) in the whole
R
2m, where f is of bistable type. It is known that there exists a saddle-
shaped solution in R2m. This is a solution which changes sign in R2m and
vanishes only on the Simons cone C = {(x1, x2) ∈ Rm×Rm : |x1| = |x2|}.
It is also known that these solutions are unstable in dimensions 2 and 4.
In this article we establish that when 2m = 6 every saddle-shaped
solution is unstable outside of every compact set and, as a consequence
has infinite Morse index. For this we establish the asymptotic behavior
of saddle-shaped solutions at infinity. Moreover we prove the existence
of a minimal and a maximal saddle-shaped solutions and derive mono-
tonicity properties for the maximal solution.
These results are relevant in connection with a conjecture of De Giorgi
on 1D symmetry of certain solutions. Saddle-shaped solutions are the
simplest candidates, besides 1D solutions, to be global minimizers in
high dimensions, a property not yet established.
1. Introduction and main results
This paper concerns saddle-shaped solutions to bistable diffusion equa-
tions
−∆u = f(u) inRn, (1.1)
where n = 2m is an even integer. It is the follow-up to our previous arti-
cle [14]. Here, we study qualitative properties of saddle-shaped solutions,
such as their stability, asymptotic behavior, and monotonicity properties.
Our interest on these solutions originates from a conjecture raised by
De Giorgi [17] in 1978. It consists of establishing whether every bounded
solution u of the Allen-Cahn equation
−∆u = u− u3 inRn (1.2)
which is monotone in one direction (say, for instance ∂xnu > 0 in R
n),
depends only on one Euclidean variable (equivalently, all its level sets are
hyperplanes), at least if n ≤ 8. The conjecture has been proven to be true
when the dimension n = 2 by Ghoussoub and Gui [22], and when n = 3
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by Ambrosio and Cabre´ [5]. For 4 ≤ n ≤ 8 and assuming the additional
condition
lim
xn→±∞
u(x′, xn) = ±1 for all x′ ∈ Rn−1, (1.3)
it has been established by Savin [26]. Recently, del Pino, Kowalczyk, and
Wei [20] have announced that the statement of the conjecture does not hold
for n ≥ 9 —as suggested in De Giorgi’s original statement. In addition, the
monotone and non-flat solution that they construct satisfies (1.3). However,
for 4 ≤ n ≤ 8 the conjecture in its original statement is still open, and to
our knowledge no clear evidence is known about its validity or not. That is:
Open Question 1. For 4 ≤ n ≤ 8, does the conjecture hold in its original
statement, that is, without assuming the limiting condition (1.3)?
Next, we explain how assumption (1.3) enters in the proof of Savin’s
result, and we state another version of the conjecture (Open Question 2 be-
low). This new version will lead to the study of saddle-shaped solutions and
to an open problem possibly easier (or more natural) than Open Question 1
above. First, recall the following result.
Theorem 1.1 (Alberti-Ambrosio-Cabre´ [2]). Suppose that u is a solu-
tion of (1.2) satisfying ∂xnu > 0 in R
n and the condition (1.3) on limits.
Then, u is a global minimizer in Rn. That is,
E(u,Ω) ≤ E(u+ ξ,Ω)
for every bounded domain Ω and every C∞ function ξ with compact support
in Ω. Here, E denotes the energy functional associated to (1.2).
Recall that the energy functional associated to equation (1.1) is
E(v,Ω) :=
∫
Ω
{
1
2
|∇v|2 +G(v)
}
dx, where G′ = −f. (1.4)
See [2] for the original proof of the Theorem 1.1 (which was quite involved
and used calibrations), and section 3 of [26] for a simple proof due to L. Caf-
farelli. Now we can state a deep result of Savin [26].
Theorem 1.2 (Savin [26]). Assume that n ≤ 7 and that u is a global
minimizer of (1.2) in Rn. Then, the level sets of u are hyperplanes.
Note that this result makes no assumptions on the monotonicity or the
limits at infinity of the solution. Now, Savin’s result on monotone solutions
needs to assume (1.3) only to guarantee, by Theorem 1.1, that the solution
is actually a global minimizer. Then, Theorem 1.2 (and the gain of one
dimension n = 8 thanks to the monotonicity of the solution) leads to Savin’s
result on monotone solutions with limits ±1.
Again, Theorem 1.2 makes no additional assumption on the solutions
(minimizers here). It establishes that in dimensions n ≤ 7, 1D solutions
(i.e., solutions depending only on one Euclidean variable) are the only global
minimizers of (1.2). In addition, the hypothesis n ≤ 7 on its statement is
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believed to be sharp —we will explain this later in more detail. That is, in
R
8 one expects the existence of a global minimizer which is not 1D.
Open Question 2. Is there a global minimizer of (1.2) in R8 whose level
sets are not hyperplanes? Related to this, it will be natural to ask the
following. Are saddle-shaped solutions (as defined below) global minimizers
of (1.2) in R8, or at least in higher even dimensions?
A positive answer to this last question would give an alternative way to
that of [20] to prove the existence of a counter-example of the conjecture of
De Giorgi in R9. Indeed, saddle-shaped solutions are even functions of each
coordinate xi. Thus, by a result of Jerison and Monneau [24] (Theorem 2.3
below, in the next section), if a saddle solution were a global minimizer in
R
2m, then the conjecture of De Giorgi on monotone solutions would not hold
in R2m+1.
Let us explain why dimension n = 8, and also saddle-shaped solutions,
play an important role. By a connection of variational nature between equa-
tion (1.2) and the theory of minimal surfaces (see [2, 24, 26]), every level
set of a global minimizer should converge at infinity to the boundary of a
minimal set —minimal here in in the variational sense, that is, minimizing
perimeter. See [26] for precise statements. Now, a deep theorem (mostly due
to Simons [28]; see Theorem 17.3 of [23]) states that the boundary of a mini-
mal set in all of Rn must be a hyperplane if n ≤ 7. Instead, in R8 and higher
dimensions, there exist minimal sets different than half-spaces. The simplest
example is the Simons cone, as proved by Bombieri-De Giorgi-Giusti [13].
The Simons cone is defined by
C = {x ∈ R2m : x21 + x22 + · · ·+ x2m = x2m+1 + x2m+2 + · · ·+ x22m}. (1.5)
It is easy to verify that C has zero mean curvature at every x ∈ C\{0}, in
every dimension 2m ≥ 2. However, it is only in dimensions 2m ≥ 8 that C is
in addition a minimizer of the area functional, i.e., it is a minimal cone in the
variational sense. For all these questions, see the book of Giusti [23]. The
recent paper [18] contains a short proof of the minimality of the Simons cone
when 2m ≥ 8. Later in this introduction we will also make some comments
on the Morse index of the Simons cone depending on the dimension.
Let us also mention here that for another variational problem (a one-phase
free boundary problem for harmonic functions), a similar program has been
undertaken by Caffarelli-Jerison-Kenig [15] and De Silva-Jerison [19]. They
have established, respectively, the smoothness of minimizers in dimension
n ≤ 3 and the existence of a non-smooth global minimizer in R7 —the
dimensions in between being still an open question.
Saddle-shaped solutions to the bistable diffusion equation are closely re-
lated to the Simons cone, as follows. For x = (x1, . . . , x2m) ∈ R2m, let us
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define two radial variables s and t by
 s =
√
x21 + ...+ x
2
m ≥ 0
t =
√
x2m+1 + ...+ x
2
2m ≥ 0.
(1.6)
The Simons cone is given by
C = {s = t} = ∂O, where O = {s > t}.
The following is the notion of saddle solution, which we introduced in [14].
Definition 1.3. Let f ∈ C1(R) be odd. We say that u : R2m → R is a
saddle-shaped solution (or simply a saddle solution) of
−∆u = f(u) in R2m (1.7)
if u is a bounded solution of (1.7) and, with s and t defined by (1.6),
(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u > 0 in O := {s > t};
(c) u(s, t) = −u(t, s) in R2m.
Saddle-shaped solutions should be relevant in connection with Theorem
1.2 and Open Question 2 above on minimizers of the bistable diffusion equa-
tion due to the different variational properties of their zero level set (the
Simons cone) depending on the dimension —together with the connection
between the diffusion equation and minimal surfaces. Note also that saddle
solutions are even with respect to each coordinate xi, 1 ≤ i ≤ 2m, as in the
result of Jerison-Monneau —Theorem 2.3 below, in section 2.
On the other hand, the conjecture of De Giorgi and Open Question 1 on
monotone solutions are related to minimal graphs —instead of minimal cones
or minimal sets. The existence of minimal graphs (of functions ϕ : Rk → R)
different than hyperplanes is also well understood. They exist only when
the dimension k ≥ 8. The simplest one was built by Bombieri-De Giorgi-
Giusti [13] for k = 8 and has the Simons cone as zero level set. This minimal
graph (living in R9) is used in [20] to construct the counter-example to the
conjecture of De Giorgi in R9. Note that the Simons cone in R8 is a variety
of dimension 7, while the previous graph is of dimension 8.
Towards the complete understanding and characterization of global min-
imizers (see Open Question 2), we study saddle-shaped solutions and their
qualitative properties. To state our precise results, given a C1 nonlinearity
f : R→ R and M > 0, define
G(u) =
∫ M
u
f. (1.8)
We have that G ∈ C2(R) and G′ = −f . For some M > 0, and with G
defined as above, we assume that

f is odd in R
G ≥ 0 = G(±M) in R and G > 0 in (−M,M);
f ′ is decreasing in (0,M).
(1.9)
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In Section 2 we comment further these hypothese on f . They are satisfied
by f(u) = u− u3, for which G(u) = (1/4)(1 − u2)2 and M = 1.
In [14] we defined saddle-shaped solutions as above and proved their ex-
istence in all even dimensions. Namely, we proved:
Theorem 1.4 ([14]). Let f ∈ C1(R) satisfy conditions (1.9) for some con-
stant M > 0, where G is defined by (1.8). Then, for every even dimension
2m ≥ 2, there exists a saddle-shaped solution u ∈ C2(R2m) of −∆u = f(u)
in R2m, as in Definition 1.3.
Saddle solutions were first studied by Dang, Fife, and Peletier [16] in di-
mension n = 2 for f odd, bistable, and with f(u)/u decreasing for u ∈ (0, 1).
They proved the existence and uniqueness of a saddle solution in dimen-
sion 2. They also established monotonicity properties and the asymptotic
behavior at infinity of the saddle solution. Its instability (see Definition 1.5
below), already indicated in a partial result of [16], was studied in detail by
Schatzman [27] by analysing the linearized operator at the saddle solution
and showing that, when f(u) = u−u3, it has exactly one negative eigenvalue.
That is, the saddle solution of the Allen-Cahn equation in dimension 2 has
Morse index 1; see Definition 1.8 below.
The precise notion of stability or instability that we use is the following.
Definition 1.5. Let f ∈ C1(R). We say that a bounded solution u of (1.1)
is stable if the second variation of energy δ2E/δ2ξ with respect to compactly
supported perturbations ξ is nonnegative. That is, if
Qu(ξ) :=
∫
Rn
{|∇ξ|2 − f ′(u)ξ2} dx ≥ 0 for all ξ ∈ C∞c (Rn). (1.10)
We say that u is unstable if and only if u is not stable.
Clearly, every global minimizer (as defined in Theorem 1.1) is a stable
solution.
The instability of the saddle solution in dimension 2 (in the sense of
Definition 1.5) is nowadays a consequence of a more recent result related to
the conjecture of De Giorgi. Namely, [22] and [9] established that, for all
f ∈ C1, every bounded stable solution of (1.1) in R2 must be a 1D solution,
that is, a solution depending only on one Euclidean variable. In particular,
the saddle-shaped solution in R2 can not be stable.
In [14] we established the instability outside of every compact set of saddle
solutions in dimension 4 and, as a consequence, their infinite Morse index
(see Definition 1.8 below). In this paper we establish this same result in
dimension 6. In addition, the computations in the last section suggest the
possibility of saddle solutions being stable in dimensions 2m ≥ 8. Such sta-
bility result would be a promising hint towards the possible global minimality
of saddle solutions in high dimensions, and hence towards a construction of
a counter-example to the conjecture of De Giorgi through the method of
Jerison-Monneau [24].
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The proof of our result in dimension 6 uses two new ingredients of in-
dependent interest, which hold in any dimension. The first concerns the
asymptotic behavior of saddle solutions at infinity. The second one estab-
lishes the existence of a minimal and a maximal saddle solutions, as well as
some key monotonicity properties of the maximal saddle solution.
Note that for functions u depending only on s and t, such as saddle
solutions, the energy functional (1.4) becomes
E(u,Ω) = cm
∫
Ω
sm−1tm−1
{
1
2
(u2s + u
2
t ) +G(u)
}
dsdt, (1.11)
where cm is a positive constant depending only onm—here we have assumed
that Ω ⊂ R2m is radially symmetric in the first m variables and also in the
last m variables, and we have abused notation by identifying Ω with its
projection in the (s, t) plane. In these variables, the semilinear equation
(1.7) reads
− (uss + utt)− (m− 1)
(us
s
+
ut
t
)
= f(u) for s > 0, t > 0. (1.12)
The proof of the instability theorem in dimension 4 relied strongly on the
following estimate that we established in [14] (see also Proposition 2.2 in
section 2). It states that
|u(x)| ≤
∣∣∣∣u0
(
s− t√
2
)∣∣∣∣ for all x ∈ R2m (1.13)
and for every saddle solution u, where u0 is the monotone solution of −u′′ =
f(u) in R vanishing at 0. The quantity |s−t|/√2 turns out to be the distance
to the cone C. This result suggests a new change of variables. Namely we
define {
y = (s + t)/
√
2
z = (s − t)/√2, (1.14)
which satisfy y ≥ 0 and −y ≤ z ≤ y. Note that |z| is the distance of any
point x ∈ R2m to the Simons cone C; thus, we have C = {z = 0} (see Figure
1).
PSfrag replacements
t ≥ 0
s ≥ 0
∂y
∂z
C = {s = t} = {z = 0}
O = {s > t} = {z > 0}
Figure 1.
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With these new variables estimate (1.13) may be written as
|u(x)| ≤ |u0(z)| for all x ∈ R2m.
If we take into account these variables, equation (1.7) becomes
uyy + uzz +
2(m− 1)
y2 − z2 (yuy − zuz) + f(u) = 0. (1.15)
Using estimate (1.13), instability in dimension 4 follows from establishing
that the quadratic form Q defined by (1.10) with the solution u replaced by
the explicit function u0((s − t)/
√
2), is negative when n = 4 for some test
function ξ. By (1.13), this implies that Qu is also negative for some test
function, where u is any given solution vanishing on C. Hence, u is unstable
when n = 4.
This proof can not be generalized to dimension 6 as it turns out that
u0((s − t)/
√
2) is, in some sense, asymptotically stable at infinity for per-
turbations with separate variables in (y, z).
Hence, the proof of instability in dimension 6 requires a more precise
argument. We use the equation satisfied by uz, where u is a maximal saddle
solution constructed below, as well as some monotonicity and asymptotic
properties of u established in this article and stated in the next two theorems.
The following are the new results needed in our proof of instability of
saddle solutions in dimension 6. The two results are actually important by
themselves. The first one concerns the asymptotic behavior at infinity for a
class of solutions which contains saddle solutions —and also other possible
solutions not depending only on s and t.
Theorem 1.6. Let f satisfy conditions (1.9) and let u be a bounded solution
of −∆u = f(u) in R2m such that u ≡ 0 on C, u > 0 in O = {s > t} and u
is odd with respect to C. Then, denoting
U(x) := u0((s− t)/
√
2) = u0(z) for x ∈ R2m,
we have
(u− U)(x)→ 0 and (∇u−∇U)(x)→ 0,
uniformly as |x| → ∞. That is,
||u− U ||L∞(R2m\BR) + ||∇u−∇U ||L∞(R2m\BR) → 0 as R→∞. (1.16)
Our proof of Theorem 1.6 uses a compactness argument based on trans-
lations of the solution, combined with two crucial classification or Liouville
type results for monostable equations in all space and in a half-space.
Theorem 1.6 will be used to control some of the integrals appearing in
the proof of instability in R6. In such proof we will establish that the
maximal saddle solution u is unstable in dimension 6. The existence of
such a maximal saddle solution, its monotonicity properties, as well as the
existence of a minimal saddle solution u are the object of our second result.
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Theorem 1.7. For every nonlinearity f satisfying conditions (1.9), there
exist two saddle solutions u and u of −∆u = f(u) in R2m which are minimal
and maximal, respectively, in O = {s > t} in the following sense. For every
solution u of −∆u = f(u) in R2m vanishing on the Simons cone and such
that u has the same sign as s− t, we have
0 < u ≤ u ≤ u in O.
As a consequence, we also have
|u| ≤ |u| ≤ |u| in R2m.
In addition, the maximal solution u satisfies:
(a) −∂tu ≥ 0 in R2m. Furthermore, −∂tu > 0 in R2m \ {t = 0} and
−∂tu = 0 in {t = 0}.
(b) ∂su ≥ 0 in R2m. Furthermore, ∂su > 0 in R2m\{s = 0} and ∂su = 0
in {s = 0}.
(c) As a consequence, ∂zu > 0 in R
2m \ {0}; recall that z = (s− t)/√2.
(d) ∂yu > 0 in O = {s > t}; recall that y = (s + t)/
√
2. As a conse-
quence, for every direction ∂η = α∂y−β∂t with α and β nonnegative
constants, ∂ηu > 0 in {s > t > 0}.
It is still an open problem to know if u = u in dimensions 2m ≥ 4, which
would be equivalent to the uniqueness of saddle solution. This is only known
to hold in dimension 2m = 2 by a result of [16].
The cone of directions of monotonicity in O described in part (d) of the
theorem is optimal. Indeed, the level sets of a saddle solution (see Figure 2)
intersect {t = 0} orthogonally by regularity of the solution as a function of
the radial variables s and t —i.e., fixed s, we must have ut = 0 at {t = 0}
since u(s, ·) is a C1 radial function. On the other hand, by Theorem 1.6 on
the asymptotic behavior of saddle solutions, the level sets at infinity become
parallel to the Simons cone at a fixed distance (see also Figure 2). Thus,
the cone of monotonicity in the theorem and figure is optimal.
PSfrag replacements
t ≥ 0
s ≥ 0
C µ
∂y
−∂t
{u = λ = u0(µ)}
Figure 2.
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PSfrag replacements R2
R
2
C
O = {s > t} = exterior of C
Figure 3.
We emphasize that our monotonicity results have been achieved without
using the usual techniques of sliding or moving planes methods. The appli-
cation of such methods to saddle solutions fails in R2m (for 2m > 2) due to
the particular geometry of saddle solutions in dimensions 2m > 2. Indeed,
after any translation in R2m, the exterior O of the Simons cone does not
contain (neither is contained) in the exterior of the translated cone; see Fig-
ure 3. This fact prevents the use of the sliding or moving planes methods.
On the other hand, one could think of using these methods in the simple
geometry of R2 for equation (1.12) in the s and t variables. But then, for
m > 1, the first order terms in the equation have the wrong monotonicity
to apply any of the two methods. As we will see, our monotonicity results
originates from the stability of saddle solutions within the region O —that
is, under perturbations with compact support in O.
To state our main theorem in dimension 6, let us recall the notion of
Morse index.
Definition 1.8. Let f ∈ C1(R). We say that a bounded solution u of (1.1)
has finite Morse index equal to k ∈ {0, 1, 2, . . .} if k is the maximal dimension
of a subspace Xk of C
1
c (R
n) such that Qu(ξ) < 0 for every ξ ∈ Xk \ {0}.
Here C1c (R
n) is the space of C1(Rn) functions with compact support and
Qu is defined in (1.10). If there is no such finite integer k, we then say that
u has infinite Morse index.
Every stable solution has finite Morse index equal to 0. It is also easy
to verify that every solution with finite Morse index is stable outside of a
compact set (see Theorem 1.9 and its proof in section 5 below for more
details).
The following is our main result. It establishes that saddle solutions in
dimension 6 are unstable outside of every compact set, and thus have infinite
Morse index. It is the analogue of our four dimensional result in [14]. Note
that the result applies to a class of solutions which do not necessarily depend
only on s and t—and thus perhaps larger than the class of saddle solutions.
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Theorem 1.9. Let f satisfy conditions (1.9). Then, every bounded solution
of −∆u = f(u) in R6 such that u = 0 on the Simons cone C = {s = t} and
u is positive in O = {s > t} is unstable. Furthermore, every such solution
u is unstable outside of every compact set. That is, for every compact set
K of R6 there exists ξ ∈ C1(R6) with compact support in R6 \K for which
Qu(ξ) < 0, where Qu is defined in (1.10). As a consequence, u has infinite
Morse index in the sense of Definition 1.8.
In particular, every saddle solution as in Definition 1.3 is unstable outside
of every compact set if 2m = 6.
To establish this result, we prove that u is unstable outside of every
compact set by constructing test functions
ξ(y, z) = η(y)uz(y, z)
such that Qu(ξ) < 0. We need to use the asymptotic convergence and
monotonicity results for u of Theorems 1.6 and 1.7. Since u is maximal, its
instability outside of compact sets implies that this same instability property
holds for all bounded solutions u vanishing on the Simons cone C and positive
in O.
Let us comment on the Morse index of stationary surfaces, i.e., surfaces
of zero mean curvature. The usual proof of the instability of the Simons
cone in dimension 4 and 6 (see [23]) also leads to its instability outside of
every compact set, and hence to its infinite Morse index property. A precise
study of the Morse index of stationary surfaces close to the Simons cone
is made in [3] through the analysis of intersection numbers. Note that in
dimension 2, outside of a ball centered at the origin the Simons cone consists
of 4 disconnected half-lines —a stable configuration. Note the analogy of
these results with those for saddle solutions: we have proved that they have
infinite Morse index in dimensions 4 and 6, while Schatzman established
that in R2 the saddle solution has Morse index 1.
The instability of saddle solutions in low dimensions is related to pertur-
bations which do not vanish on the Simons cone, and hence, which change
the zero level set of the solution. Indeed, the following result states that in
all dimensions, every solution that vanishes on the Simons cone C and has
the same sign as s − t is stable under perturbations with compact support
which vanish on the Simons cone.
Proposition 1.10. Let f satisfy conditions (1.9). Then, every bounded
solution u of −∆u = f(u) in R2m that vanishes on the Simons cone C =
{s = t} and has the same sign as s − t, is stable in R2m with respect to
perturbations vanishing on C. That is, Qu(ξ) ≥ 0 for all ξ ∈ C1(R2m) with
compact support and such that ξ ≡ 0 in C, where Qu is defined in (1.10).
Remark 1.11. The last section shows that the maximal solution u is in
some sense asymptotically stable at infinity in dimensions 2m ≥ 8. This
indicates that saddle-shaped solutions might be stable in dimensions 2m ≥ 8.
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The recent work by Alessio, Calamai, and Montecchiari [4] concerns scalar
saddle type solutions in R2 changing sign on more nodal lines than x1 =
±x2, whereas Alama, Bronsard, and Gui in [1] studied vector-valued saddle
solutions in R2.
The paper is organized as follows. In section 2 we present some of the
results mentioned in this introductions and used later in the paper. Section
3 concerns the maximal and minimal saddle solutions and their properties;
we prove Theorem 1.7 and Proposition 1.10. Section 4 is devoted to the
study of the asymptotic behavior of saddle shaped solutions; we establish
Theorem 1.6. Section 5 contains the proof of instability of saddle solutions
in R6, Theorem 1.9. Finally, in section 6 we show that the maximal saddle
solution u is in some sense asymptotically stable at infinity in dimensions
2m ≥ 8.
2. Preliminaries
This section contains a more detailed description and statement of some
of the results mentioned in the previous section. Most of these results will
be used throughout the paper.
We begin with the existence of a solution in dimension one. The proof of
this lemma, which follows from integrating the ODE u¨−G′(u) = 0, can be
found in [5] —see also a sketch of the proof below, after the statement.
Lemma 2.1 (see e.g. [5]). Let G ∈ C2(R). There exists a bounded function
u0 ∈ C2(R) satisfying
u¨0 −G′(u0) = 0 and u˙0 > 0 in R
if and only if there exist two real numbers m1 < m2 for which G satisfies
G′(m1) = G
′(m2) = 0 and (2.1)
G > G(m1) = G(m2) in (m1,m2). (2.2)
In such case we have m1 = limτ→−∞ u0(τ) and m2 = limτ→+∞ u0(τ). More-
over, the solution u0 = u0(τ) is unique up to translations of the independent
variable τ .
Adding a constant to G, assume that
G(m1) = G(m2) = 0. (2.3)
Then, we have that
u˙20
2
= G(u0) in R. (2.4)
If in addition G′′(m1) 6= 0 and G′′(m2) 6= 0, then
0 < u˙0(τ) ≤ Ce−c|τ | in R (2.5)
for some positive constants C and c, and∫ +∞
−∞
{
1
2
u˙0(τ)
2 +G(u0(τ))
}
dτ < +∞. (2.6)
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Given G satisfying (2.1), (2.2), and (2.3), to construct u0 we simply choose
any m0 ∈ (m1,m2) and define
φ(σ) =
∫ σ
m0
dw√
2(G(w))
for σ ∈ (m1,m2).
Then let u0 := φ
−1 be the inverse function of φ. This formula is found
multiplying u¨ − G′(u) = 0 by u˙ and integrating the equation —which also
gives the necessity of conditions (2.1) and (2.2) for existence. The above
definition of u0 leads automatically to (2.4). Under the additional hypothesis
G′′(mi) 6= 0, G behaves like a quadratic function near each mi. Using the
expression above for φ, this gives that φ blows-up logarithmically at mi, and
thus its inverse function u0 attains its limits mi at ±∞ exponentially. From
this and identity (2.4), the exponential decay (2.5) for u˙0, as well as (2.6),
follow.
In relation with assumptions (2.1) and (2.2) on G, our hypothesis
G ≥ 0 = G(±M) inR and G > 0 in (−M,M) (2.7)
appearing in (1.9), guarantees the existence of an increasing solution u0 of
(1.1) in dimension 1, that is in all of R, taking values onto (−M,M), as
stated in Lemma 2.1. The nonlinearities f that satisfy property (2.7) are of
“balanced bistable type”, while the potentials G are of “double-well type”.
Typical examples are the Allen-Cahn (or scalar Ginzburg-Landau) equation
−∆u = u − u3, where G(u) = (1/4)(1 − u2)2 and M = 1, and also the
equation −∆u = sin(piu), for which M = 1 and G(u) = (1/pi)(1 + cos(piu)).
Since the increasing solution whose existence is established above is unique
up to translations of the independent variable, we normalize it to vanish at
the origin and we call it u0. Thus, we have

u0 : R→ (−M,M)
u0(0) = 0, u˙0 > 0 inR, and
−u¨0 = f(u0) inR.
(2.8)
For the Allen-Cahn nonlinearity f(u) = u − u3, the solution u0 can be
computed explicitly and it is given by u0(τ) = tanh(τ/
√
2).
We can now consider the family of 1D solutions to (1.1) in Rn, given by
ub,c(x) = u0(b · x+ c) for x ∈ Rn, (2.9)
for every given b ∈ Rn with |b| = 1 and c ∈ R. Under hypothesis (2.7)
on the nonlinearity, every 1D solution ub,c is a global minimizer of (1.1),
by Theorem 1.1 in the introduction when f(u) = u − u3 (or by the more
general result in [2]). In particular, ub,c is a stable solution. By Savin’s
result, Theorem 1.2 above, we know that 1D solutions are the only global
minimizers of the Allen-Cahn equation (1.2) if n ≤ 7.
In R8 it is expected that global minimizers which are not 1D exist. As
argued in the introduction, natural candidates to be minimizers of this type
are saddle-shaped solutions.
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In [14] we established the existence of saddle solutions to (1.1) (see Theo-
rem 1.4 in the Introduction). By classical elliptic regularity theory, it is well
known that for f ∈ C1(R), every bounded solution of −∆u = f(u) in Rn
satisfies u ∈ C2,α(Rn) for all 0 < α < 1, and thus it is a classical solution.
In particular, saddle solutions are classical solutions.
Moreover (see [14]), there exists a saddle solution u satisfying |u| < M in
R
2m, as well as the energy estimate
E(u,BR) =
∫
BR
{
1
2
|∇u|2 +G(u)
}
dx ≤ CR2m−1 for all R > 1, (2.10)
where C is a constant independent of R and BR denotes the open ball of
radius R centered at 0. Both these estimates as well as existence itself are
establish assuming only the first two conditions on f in (1.9).
A crucial ingredient that we used in the proof of the instability theorem
in dimension 4 and which we will use also in this paper is the following
pointwise estimate.
Proposition 2.2 ([14]). Let f ∈ C1(R) satisfy (1.9). If u is a bounded
solution of −∆u = f(u) in R2m that vanishes on the Simons cone C = {s =
t}, then
|u(x)| ≤ |u0(dist(x, C))| =
∣∣∣∣u0(s− t√2
)∣∣∣∣ for all x ∈ R2m, (2.11)
where u0 is defined by (2.8) and dist(·, C) denotes the distance to the Simons
cone, which is equal to |s− t|/√2.
In addition, the function u0((s−t)/
√
2) is a supersolution of −∆u = f(u)
in the set O = {s > t}.
Estimate (2.11) follows easily from an important estimate for global so-
lutions of semilinear equations, called Modica estimate [25].
Finally we recall here the statement of the theorem of Jerison and Mon-
neau [24] establishing that the existence of a bounded, even with respect to
each coordinate, global minimizer of (1.2) in Rn−1 would yield the existence
of a counter-example to the conjecture of De Giorgi in Rn.
Theorem 2.3 (Jerison-Monneau [24]). Let G ∈ C2(R) satisfy
G ≥ 0 in R, G > 0 in (−1, 1), and G(1) = G(−1) = 0.
Assume that there exists a global minimizer v of ∆v = G′(v) on Rn−1 such
that |v| < 1 and v is even with respect to each coordinate xi, 1 ≤ i ≤ n− 1.
Then, for each γ ∈ (0,
√
2G(v(0))) there exists a solution u ∈ C2(Rn) to
∆u = G′(u) in Rn
satisfying
|u| ≤ 1 and ∂xnu > 0 in Rn,
and such that, for one λ ∈ R, the set {u = λ} is not a hyperplane.
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Moreover, this solution u is a global minimizer in Rn, it is even in the
first n− 1 coordinates, and satisfies ∂xnu(0) = γ and u(0) = v(0).
3. Minimal and maximal saddle solutions
As in the work of Dang, Fife, and Peletier [16] in dimension 2, in this
section we show the existence in higher dimensions of a minimal, u, and a
maximal, u, saddle solutions and we prove the monotonicity properties of u
stated in Theorem 1.7. We recall that we establish, among other properties,
that the maximal solution is increasing in the z direction, fact that we
will use in the proof of instability of saddle solutions in dimension 6 (see
section 5).
Moreover, we prove Proposition 1.10 stating the stability under pertur-
bations vanishing on the Simons cone of saddle solutions.
The proof of Theorem 1.7 and of Proposition 1.10 are given at the end of
subsection 3.2.
3.1. Existence of minimal and maximal solutions. For R > 0, consider
the open sets
TR = {x ∈ R2m : t < s < R}.
and
OR = O ∩BR = {x ∈ R2m : s > t} ∩BR,
where BR is the open ball in R
2m of radius R centered at 0. Note that
TR ⊃ OR.
In the next lemmas, we will need the following simple facts on the non-
linearity.
Remark 3.1. Let f satisfy assumptions (1.9). Define
g(ρ) := f(ρ)− f ′(M)ρ for 0 ≤ ρ ≤M. (3.1)
Then, g is positive and increasing in (0,M). Indeed, since f ′ is decreasing
in (0,M), g′(ρ) = f ′(ρ) − f ′(M) > 0 in (0,M). That is, g is increasing in
(0,M). Since g(0) = 0, we deduce that g > 0 in (0,M).
Another fact that we will use is that f(ρ)/ρ is decreasing in (0,M). In-
deed, given 0 < ρ < M there exists ρ1 with 0 < ρ1 < ρ and
f(ρ)
ρ
=
f(ρ)− f(0)
ρ− 0 = f
′(ρ1) > f
′(ρ), (3.2)
since f ′ is decreasing in (0,M). Therefore,(
f(ρ)
ρ
)′
=
f ′(ρ)ρ− f(ρ)
ρ2
=
f ′(ρ)− f ′(ρ1)
ρ
< 0.
The following definition and remark on stability of positive solutions will
be used in some of the next lemmas, as well as in the proof of Proposi-
tion 1.10.
SADDLE-SHAPED SOLUTIONS 15
Definition 3.2. Let Ω ⊂ Rn be an open set. We say that a bounded
solution u of −∆u = f(u) in Ω is semi-stable in Ω if the second variation
of energy δ2E/δ2ξ with respect to perturbations ξ ∈ H10 (Ω) is nonnegative.
That is, if
Qu(ξ) :=
∫
Ω
{|∇ξ|2 − f ′(u)ξ2} dx ≥ 0 for all ξ ∈ H10 (Ω). (3.3)
Remark 3.3. Let f satisfy assumptions (1.9) and Ω ⊂ Rn be an open set
(bounded or unbounded). Let u be a positive solution of −∆u = f(u) in Ω
such that 0 < u < M in Ω. Then, u is a semi-stable solution in Ω.
The proof of this fact is simple. By (3.2), f ′(w) ≤ f(w)/w for all real
numbers w ∈ (0,M). Hence we have
−∆u = f(u) ≥ f ′(u)u in Ω. (3.4)
That is, u is a positive supersolution of the linearized problem −∆− f ′(u)
at u in all of Ω. We claim that, as a consequence, the quadratic form Qu(ξ)
is nonnegative for all ξ ∈ C1 with compact support in Ω. By approximation,
the same holds for all ξ ∈ H10 (Ω).
This claim can be proved in two different ways. First, by a simple inte-
gration by parts argument. It consists of taking any ξ ∈ C1 with compact
support in Ω, multiplying (3.4) by ξ2/u, and integrating by parts to get∫
Ω
f ′(u)ξ2 =
∫
Ω
f ′(u)u
ξ2
u
≤
∫
Ω
(−∆u)ξ
2
u
≤
∫
Ω
∇u∇ξ 2ξ
u
−
∫
Ω
|∇u|2
u2
ξ2.
Now, using the Cauchy-Schwarz inequality, we are led to (3.3).
Another proof of the claim is the following. Since the linearized operator
has a positive supersolution, its principal eigenvalue is nonnegative (see [12]).
Since the principal eigenvalue coincides with the first eigenvalue, Rayleigh
criterion gives (3.3).
Our first lemma concerns the existence of a maximal solution in TR and
some of its properties.
Lemma 3.4. Let f satisfy conditions (1.9). Then, there exists a positive
solution uR of{ −∆uR = f(uR) in TR := {t < s < R}
uR = u0(z) on ∂TR,
(3.5)
with 0 < uR < M in TR, which is maximal in the following sense. We
have that uR ≥ u in TR for every positive solution u of −∆u = f(u) in TR
satisfying u ≤ u0(z) in all of TR.
Moreover, uR is semi-stable in TR in the sense of Definition 3.2, and uR
depends only on s and t.
Proof. Let u0 be the solution in R defined by (2.8) and z = (s−t)/
√
2. With
g as defined in (3.1), we write equation −∆u = f(u) as {−∆ − f ′(M)}u =
g(u).
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We use the method of monotone iteration. Define a sequence of functions
uR,k by uR,0(x) = u0(z) and by solving the linear problems{ {−∆− f ′(M)}uR,k+1 = g(uR,k) in TR
uR,k = u0(z) on ∂TR.
(3.6)
Since −∆− f ′(M) is obtained by adding a positive constant to −∆, it sat-
isfies the maximum principle and hence the above problem admits a unique
solution uR,k+1 = uR,k+1(x). Furthermore (and here we argue by induction),
since the problem and its data are invariant by orthogonal transformations
in the first (respectively, in the last) m variables xi, the solution uR,k+1
depends only on s and t.
Using that uR,0(x) = u0(z) is a supersolution of (3.6) (as stated in Propo-
sition 2.2), let us show that the sequence uR,k is nonincreasing in k. More
precisely,
u0(z) = uR,0 ≥ uR,1 ≥ · · · ≥ uR,k ≥ uR,k+1 ≥ · · · ≥ 0 in TR.
Indeed, we have
{−∆− f ′(M)}uR,1 = f(uR,0)− f ′(M)uR,0 ≤ {−∆− f ′(M)}uR,0
in TR. Hence uR,1 ≤ uR,0. We use now that 0 a subsolution of (3.6). Since
{−∆ − f ′(M)}0 = 0 ≤ g(uR,0) in TR and 0 ≤ u0(z) on ∂TR, we deduce
uR,1 ≥ 0.
Assume now that 0 ≤ uR,k ≤ uR,k−1 in TR, for some k ≥ 1. Then, since
g is increasing in (0,M) (see Remark 3.1), g(uR,k) ≤ g(uR,k−1), and thus
{−∆ − f ′(M)}uR,k+1 = g(uR,k) ≤ g(uR,k−1) = {−∆− f ′(M)}uR,k.
Again by the maximum principle uR,k+1 ≤ uR,k. Besides, uR,k+1 ≥ 0 since
g(uR,k) ≥ 0.
Next, by monotone convergence this sequence converges to a nonnegative
solution uR of −∆u = f(u) in TR, which depends only on s and t, and such
that uR ≡ 0 on C ∩ TR. Since uR = u0(z) on {s = R} ∩ TR, uR is not
identically 0, and thus the strong maximum principle and f(0) = 0 lead to
uR > 0 in TR.
Moreover, uR is maximal as stated in the lemma. Indeed, by assumption
0 < u ≤ u0(z) in all TR. Assume now that 0 < u ≤ uR,k for some k ≥ 0.
We then have
{−∆− f ′(M)}u = g(u) ≤ g(uR,k) = {−∆− f ′(M)}uR,k+1
in TR and u ≤ u0(z) = uR,k+1 on ∂TR. Thus u ≤ uR,k+1 in TR. By induction
u ≤ uR,k+1 for all k and hence u ≤ uR in TR.
Finally, the semi-stability of uR in TR follows directly from Remark 3.3.

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Proposition 3.5. Let f satisfy conditions (1.9). Then, there exists a posi-
tive solution u of { −∆u = f(u) in O = {s > t}
u = 0 on C = ∂O, (3.7)
with 0 < u < M in O, which is maximal in the following sense. We have
that u ≥ u in O for every bounded solution u of −∆u = f(u) in R2m that
vanishes on the Simons cone and has the same sign as s− t.
In addition, u depends only on s and t.
Proof. By elliptic estimates and a compactness argument, the limit as R→
∞ of the solutions uR of Lemma 3.4 exists (up to subsequences) in every
compact set of O. We obtain a solution u in O = {s > t} such that u = 0
on C and 0 ≤ u ≤M in O. Clearly, u depends only on s and t.
Let us next establish the maximality of u. Let u be a solution as in
the statement. By Proposition 2.2, we have u ≤ u0(z) in O. Thus, by
Lemma 3.4, u ≤ uR in TR for all R. It follows that u ≤ u in O.
Finally, we show that u is not identically 0. Indeed, by maximality of
u and the existence of saddle solution u of Theorem 1.4, we deduce that
u ≥ u > 0 in O. An alternative way to prove u 6≡ 0 is to use the subsolution
of next remark, by placing such subsolution below all maximal solutions
uR. 
Remark 3.6. The following subsolution is useful in several arguments. Let
R be large enough such that OR = O ∩ BR contains a closed ball B of
sufficiently large radius to guarantee that λ1 < f
′(0), where λ1 is the first
Dirichlet eigenvalue of the Laplacian in B. Let φ1 > 0 in B be the first
Dirichlet eigenfunction of −∆ in B and ε > 0 a constant small enough.
Then,
−∆(εφ1) = λ1εφ1 ≤ f(εφ1) in B.
The last inequality holds since f(εφ1)/(εφ1) ≥ f ′(εφ1) for ε small (recall
that f is concave in (0,M)), and also f ′(εφ1) > λ1 for ε small, since we
chose B such that f ′(0) > λ1. Therefore, εφ1 extended by zero in OR \B is
a subsolution to problem{ −∆v = f(v) in OR
v = 0 on ∂OR,
which is positive in B, a ball with compact closure contained in OR.
Next we start studying the existence of a minimal saddle solution. Among
other things, the next lemma establishes the uniqueness of positive solution
in OR taking values in (0,M) and vanishing on ∂OR. This uniqueness is
a well known general result that only requires f(ρ)/ρ to be decreasing in
(0,M).
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Lemma 3.7. Let f satisfy conditions (1.9). Then, for R large enough, there
exists a unique positive solution uR of

−∆u = f(u) in OR := {s > t} ∩BR
u < M in OR
u = 0 on ∂OR,
(3.8)
which is minimal in the following sense. We have that uR ≤ u in OR for
every positive solution u of −∆u = f(u) in OR.
Moreover, uR is semi-stable in OR in the sense of Definition 3.2, and uR
depends only on s and t.
Proof. We claim that, for R large enough, there exists a maximal positive
solution v of (3.8). This is proved by monotone iteration as in the proof
of Lemma 3.4, now with zero boundary conditions on ∂OR, and starting
the iteration with vR,0 ≡ M , a supersolution of (3.8). Here, we use the
subsolution of Remark 3.6 to guarantee that the limit of the iteration, v, is
not identically zero, and thus positive.
Using this maximal solution, we can now prove the uniqueness statement
of the lemma. Let v be a positive solution of (3.8). Since v is maximal we
have v ≤ v in OR.
To avoid integrating by parts in all of OR (since ∂OR is not a Lipschitz
domain at 0 ∈ ∂OR), we consider a ball Bε centered at the origin and of
radius ε. The integration by parts formula can now be used in the region
OR \ Bε. Multiplying the equation for v by v and integrating over OR we
get ∫
OR
f(v)v =
∫
OR∩Bε
(−∆v)v +
∫
OR\Bε
(−∆v)v
=
∫
OR∩Bε
(−∆v)v +
∫
OR\Bε
∇v∇v −
∫
∂Bε∩OR
v∇v · ν,
where ν is the outward normal on ∂Bε to OR \ Bε. Similarly, we multiply
now the equation for v by v and obtain∫
OR
f(v)v =
∫
OR∩Bε
(−∆v)v +
∫
OR\Bε
(−∆v)v
=
∫
OR∩Bε
(−∆v)v +
∫
OR\Bε
∇v∇v −
∫
∂Bε∩OR
v∇v · ν.
Subtracting, we obtain∫
OR
(
f(v)
v
− f(v)
v
)
vv =
∫
OR∩Bε
(
(∆v)v − (∆v)v
)
−
−
∫
∂Bε∩OR
(
v∇v · ν − v∇v · ν
)
.
We claim that every positive solution v of (3.8) belongs to C2(OR), that
is, is C2 up to the boundary. This is proved using the ideas of the proof
SADDLE-SHAPED SOLUTIONS 19
in [14] of Theorem 1.4 above. Namely, we first do odd reflection of v with
respect to C to obtain a solution in BR \ {0}. Then, by a standard capacity
argument we see that v is a solution in fact in all BR. Then, classical elliptic
theory gives v ∈ C2,α(BR).
Thus, we can let ε tend to zero above and obtain∫
OR
(
f(v)
v
− f(v)
v
)
vv = 0. (3.9)
Since 0 < v ≤ v < M , Remark 3.1 leads to
f(v)
v
− f(v)
v
≤ 0 in OR.
Thus, the integrand in (3.9) is nonpositive. Its integral being zero leads to
such integrand being identically zero, and thus v ≡ v.
We have proved that, for R large enough, there exists a unique positive
solution of (3.8), that we denote by uR as in the statement of the lemma.
This solution agrees with the maximal solution v obtained by monotone
iteration at the beginning of the proof. Thus, the solution depends only on
s and t. In addition, its semi-stability in OR follows from Remark 3.3.
It only remains to prove the statement on minimality. For this, let u be
positive and satisfy −∆u = f(u) in OR. Choose ε > 0 small enough such
that the subsolution of Remark 3.6 is smaller than min(u,M) (a superso-
lution) in all of OR. Then, in between this subsolution and supersolution
there is a solution of (3.8) which, by uniqueness, must coincide with uR.
Thus uR ≤ min(u,M) ≤ u in OR as claimed. 
Proposition 3.8. Let f satisfy conditions (1.9). Then, there exists a posi-
tive solution u of { −∆u = f(u) in O
u = 0 on C = ∂O, (3.10)
which is minimal in the following sense. We have that u ≤ u in O for every
bounded solution u of −∆u = f(u) in R2m that vanishes on the Simons cone
and has the same sign as s− t.
In addition, u depends only on s and t.
Proof. Note that, by minimality, the solutions uR of the previous lemma
form an increasing sequence in R. Thus, letting R → ∞ we obtain a pos-
itive solution u, which depends only on s and t. Finally, the statement on
minimality of u follows immediately from the one for uR in Lemma 3.7. 
3.2. Monotonicity properties. We now prove monotonicity properties for
the maximal solution u of Proposition 3.5.
Lemma 3.9. The maximal solution uR of Lemma 3.4 satisfies ∂tuR ≤ 0
in TR.
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Proof. We will see that we can prove the monotonicity property with two
different methods, one based on the semi-stability of uR, and the other on
the maximality of uR and thus the monotone iteration method to construct
it. In any case, we first must check the right monotonicity on the boundary
∂TR.
Since uR ≥ 0 in TR and vanishes on {s = t ≤ R}, we have that ∂tuR ≤ 0
on {s = t ≤ R}. On the remaining part of ∂TR, which is {t < s = R},
uR(x) = u0(z) = u0((s − t)/
√
2). Thus, for t < s = R,
∂tuR(R, t) = − 1√
2
u˙0(z) < 0.
Therefore ∂tuR ≤ 0 on ∂TR.
It follows that the positive part (∂tuR)
+ belongs to H10 (TR), and hence it
is an admissible test function for the quadratic form QuR in TR. Recall that
by Lemma 3.4, uR is semi-stable in TR, that is,
QuR(ξ) =
∫
TR
{|∇ξ|2 − f ′(uR)ξ2} dx ≥ 0,
for all ξ ∈ H10 (TR). Now, since uR is a solution, in coordinates s and t we
have
−∂ssuR − ∂ttuR − (m− 1)∂suR
s
− (m− 1)∂tuR
t
= f(uR) in TR ∩ {t > 0}.
Differentiating with respect to t we get
−∆∂tuR − f ′(uR)∂tuR = −m− 1
t2
∂tuR in TR ∩ {t > 0}. (3.11)
Therefore, multiplying (3.11) by (∂tuR)
+ and integrating by parts, we have
that
0 ≤ QuR((∂tuR)+)
=
∫
TR
{|∇(∂tuR)+|2 − f ′(uR)((∂tuR)+)2} dx
= −
∫
TR
m− 1
t2
((∂tuR)
+)2dx ≤ 0;
note that the set {t = 0} is of zero measure. Since the last integrand is
nonnegative, its integral being zero leads to (∂tuR)
+ ≡ 0 in TR ∩ {t > 0}
and thus in TR. This finishes the proof.
As mentioned in the beginning of the proof, ∂tuR ≤ 0 can also be estab-
lished using the maximality of the solution. Indeed, by its maximality, uR
must be equal to the solution constructed by monotone iteration in (3.6).
Assuming ∂tuR,k ≤ 0 (which clearly holds for k = 0), we differentiate the
equation in (3.6) to obtain{
−∆− f ′(M) + m− 1
t
}
∂tuR,k+1 = g
′(uR,k)∂tuR,k in TR.
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The right hand side is nonpositive by inductive hypothesis. Since the oper-
ator −∆ − f ′(M) + (m − 1)/t satisfies the maximum principle (due to the
positive signs of the zeroth order coefficients), we deduce ∂tuR,k+1 ≤ 0. 
In a similar way we now establish a sign for ∂yuR in TR.
Lemma 3.10. The maximal solution uR of Lemma 3.4 satisfies ∂yuR ≥ 0
in TR.
Proof. We first check that ∂yuR ≥ 0 on ∂TR. To see this, simply note that
uR ≡ 0 on the part of the boundary in the Simons cone, {t = s < R}.
Since ∂y is a tangential derivative here, we have ∂yuR = 0 in {t = s < R}.
Take now a point (s = R, t) with 0 < t < R on the remaining part of the
boundary. Recall that uR ≤ u0(z) in all TR. Thus, for all 0 < δ < t, we have
uR(R − δ, t − δ) ≤ u0((R − δ − (t − δ))/
√
2) = u0((R − t)/
√
2) = uR(R, t).
Differentiating with respect to δ at δ = 0, we deduce ∂yuR(R, t) ≥ 0.
Thus ∂yuR ≥ 0 on ∂TR and hence we can take (∂yuR)− as a test function
in QuR .
As in (3.11), we now use the analogue equation for ∂suR:
−∆∂suR − f ′(uR)∂suR = −m− 1
s2
∂suR in TR.
From this and (3.11), since ∂y = (∂s + ∂t)/
√
2, we obtain
−∆∂yuR − f ′(uR)∂yuR = −m− 1√
2
(
∂suR
s2
+
∂tuR
t2
)
= −m− 1
s2
∂yuR − (m− 1)(s
2 − t2)√
2s2t2
∂tuR
in TR ∩ {t > 0}. Thus,
−∆(−∂yuR)− f ′(uR)(−∂yuR) = −m− 1
s2
(−∂yuR) + (m− 1)(s
2 − t2)√
2s2t2
∂tuR
(3.12)
in TR ∩ {t > 0}.
Multiplying (3.12) by (∂yuR)
− and integrating by parts, we have that
0 ≤ QuR((∂yuR)−)
=
∫
TR
{|∇(∂yuR)−|2 − f ′(uR)((∂tuR)−)2} dx
= −
∫
TR
m− 1
s2
((∂yuR)
−)2dx+
+
∫
TR
(m− 1)(s2 − t2)√
2s2t2
∂tuR(∂yuR)
−dx ≤ 0,
since ∂tuR ≤ 0 in TR by Lemma 3.9. Therefore (∂yuR)− ≡ 0 in TR, which
finishes the proof. 
Finally we prove Theorem 1.7.
22 X. CABRE´ AND J. TERRA
Proof of Theorem 1.7. By Propositions 3.8 and 3.5 we know that there exist
a positive minimal solution u and a positive maximal solution u in O in the
sense stated in the propositions. In addition, they depend only on s and t.
Now, since f is odd, by odd reflection with respect to C we obtain saddle
solutions u and u in R2m such that
|u| ≤ |u| ≤ |u| inR2m,
for every solution u of −∆u = f(u) in R2m that vanishes on the Simons
cone and has the same sign as s− t.
It only remains to prove the monotonicity properties stated in the the-
orem. First, since u is the limit of uR as R → ∞, Lemmas 3.9 and 3.10
give that −∂tu ≥ 0 and ∂yu ≥ 0 in {s > t}. As a consequence, ∂su ≥ 0 in
{s > t}.
It follows, since u(s, t) = −u(t, s), that −∂tu ≥ 0 in all of R2m. Our
equation reads
− ∂ssu− ∂ttu− (m− 1)∂su
s
− (m− 1)∂tu
t
= f(u) in TR ∩ {t > 0} (3.13)
and, differentiating it with respect to t, we also have
−∆∂tu− f ′(u)∂tu = −m− 1
t2
∂tu in TR ∩ {t > 0}. (3.14)
Since −∂tu ≥ 0 in R2m, (3.14) and the strong maximum principle give that
−∂tu > 0 in R2m \ {t = 0}. On the other hand, multiplying (3.13) by t,
using that every saddle solution is of class C2, and letting t→ 0, we deduce
−∂tu = 0 in {t = 0}. Statement (a) of the theorem is now proved.
Part (b) is proved in the same way —or it is simply the symmetric result
to (a). Statement (c) follows directly from (a) and (b).
Finally, we prove (d). Equation (3.12), after letting R→∞, gives
−∆∂yu− f ′(u)∂yu = −m− 1
s2
∂yu− (m− 1)(s
2 − t2)√
2s2t2
∂tu
≥ −m− 1
s2
∂yu
in {s > t > 0}, since ∂tu ≤ 0 in this set. We have already proved (using
Lemma 3.10) that ∂yu ≥ 0 in {s > t}. Hence, the strong maximum principle
leads to ∂yu > 0 in {s > t}, as claimed. 
Finally we prove Proposition 1.10, which states that every solution that
vanishes on the Simons cone C and has the same sign as s− t is stable in O.
Proof of Proposition 1.10. Let u be a bounded solution of −∆u = f(u) in
R
2m that vanishes on the Simons cone C = {s = t} and has the same sign
as s− t. Then, by Proposition 2.2, we have that 0 < u < M in O = {s > t}.
Thus, by Remark 3.3, Qu(ξ) ≥ 0 for all ξ ∈ H1(R2m) with compact support
and such that ξ ≡ 0 in R2m \ {s > t}, where Qu is defined in (1.10).
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By the analogue (or symmetric) argument now in {s < t} (instead of
{s > t}), and since −M < u < 0 in {s < t} by Proposition 2.2, Qu(ξ) ≥ 0 for
all ξ ∈ H1(R2m) with compact support and such that ξ ≡ 0 in R2m\{s < t}.
Now, given ξ ∈ C1(R2m) with compact support and with ξ ≡ 0 in C, we
write ξ = χ{s>t}ξ + χ{s<t}ξ, the sum of two H
1 functions, and we use the
previous facts to conclude Qu(ξ) ≥ 0. 
4. Asymptotic behavior of saddle solutions in R2m
This section is devoted to study the asymptotic behavior at infinity of
saddle-shaped solutions to −∆u = f(u) in R2m, and more generally, of
solutions (not necessarily depending only on s and t) which are odd with
respect to the Simons cone C and positive in O = {s > t}.
We will work in the (y, z) system of coordinates. Recall that we defined,
in (1.14), y and z by {
y = (s+ t)/
√
2
z = (s− t)/
√
2,
which satisfy y ≥ 0 and −y ≤ z ≤ y.
We prove Theorem 1.6, which states that any solution u as above tends
at infinity to the function
U(x) := u0(z),
uniformly outside of compact sets. Similarly the gradient of u, ∇u, converges
to ∇U . This fact will be important in the proof of instability of saddle
solutions in dimension 6.
Our proof of Theorem 1.6, which argues by contradiction, uses a well
known compactness argument based on translations of the solution, as well
as two crucial classification or Liouville type results for monostable equa-
tions. Regarding the nonlinearity, both assume that g : [0,+∞) → R is a
C1 function such that
g(0) = g(1) = 0, g′(0) > 0, g > 0 in (0, 1), and g < 0 in (1,+∞). (4.1)
The first result concerns global solutions, that is solutions in all space,
and is originally due to Aronson and Weinberger [7]; the statement that we
present, a simpler proof, and much more general results are due to Beresty-
cki, Hamel, and Nadirashvili, see Proposition 1.14 of [10] (see also [11] for
more general results).
Proposition 4.1. (Aronson-Weinberger [7]; Berestycki-Hamel-Nad-
irashvili [10]). Let g satisfy (4.1) and let b ∈ Rn be such that |b| < 2
√
g′(0).
Let u be a bounded solution of{
∆u+ b · ∇u+ g(u) = 0 in Rn
u ≥ 0 in Rn.
Then, u ≡ 0 or u ≡ 1.
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The second result concerns the same equation but in a half-space. It
states the 1D symmetry of its solutions and is due to Angenent [6]. For Lips-
chitz nonlinearities and slightly weaker assumptions on them, see Berestycki-
Caffarelli-Nirenberg [8].
Proposition 4.2 (Angenent [6]). Let g satisfy (4.1) and also g′(1) < 0.
Let u be a bounded solution of

∆u+ g(u) = 0 in Rn+ = {xn > 0}
u = 0 on ∂Rn+
u > 0 in Rn+.
Then, u depends only on the xn variable. In addition, such solution depend-
ing only on xn exists and is unique.
The two previous propositions use Serrin’s sweeping method as important
tool in their proofs (see [6] and Remark 4.3 of [10]).
A very simple lemma that we will use in the proof of Theorem 1.6 is the
following (see Lemma 4.2 of [14] and its proof there).
Lemma 4.3 ([14]). For every x = (x1, x2) ∈ R2m, the distance from x to the
Simons cone C is given by dist(x, C) = |s−t|/√2, where s = |x1| and t = |x2|.
In addition, if s = |x1| 6= 0 and t = |x2| 6= 0, then dist(x, C) = |x−x0| where
x0 ∈ C has coordinates
x0 = (αx
1, βx2)
and α and β are defined by αs = βt = (s+ t)/2.
Proof of Theorem 1.6. Suppose that the theorem does not hold. Thus, let u
be a solution of −∆u = f(u) in R2m that vanishes on the cone C, is positive
in the region O = {s > t} and odd with respect to C, and for which there
exists ε > 0 and a sequence {xk} with
|xk| → ∞ and |u(xk)− U(xk)|+ |∇u(xk)−∇U(xk)| > ε. (4.2)
By continuity we may move slightly xk and assume xk 6∈ C for all k.
Moreover, up to a subsequence (which we still denote by {xk}), either
{xk} ⊂ {s > t} or {xk} ⊂ {s < t}. By the symmetries of the problem
we may assume {xk} ⊂ {s > t} = O.
Recall that, by Proposition 2.2, we know that |u(x)| ≤ |u0(z)| < M in
R
2m. We distinguish two cases:
Case 1. {dist(xk, C) =: dk} is an unbounded sequence.
In this case, since 0 < zk = dist(xk, C) = dk → +∞ (for a subsequence),
we have that U(xk) = u0(zk) = u0(dk) tends to M and |∇U(xk)| tends to
0, that is,
U(xk)→M and |∇U(xk)| → 0.
From this and (4.2) we have
|u(xk)−M |+ |∇u(xk)| ≥ ε
2
, (4.3)
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for k large enough.
Consider the ball Bdk(0) of radius dk centered at 0, and define
vk(x˜) = u(x˜+ xk), for x˜ ∈ Bdk(0).
Since Bdk(0) + xk ⊂ {s > t} we have that 0 < vk < M in Bdk(0) and
−∆vk = f(vk) in Bdk(0). Letting k tend to infinity we obtain, through a
subsequence, a solution v to the problem in all of R2m. That is, v satisfies{ −∆v = f(v) in R2m
v ≥ 0 in R2m. (4.4)
Define w = v/M where M is given by the assumptions on f . Then w is
a nonnegative solution of −∆w = g(w) in R2m, where g(w) = 1
M
f(Mw).
Since w ≤ 1 in R2m, we may change g in (1,+∞) to be negative here (for
instance, taking g linear in (1,+∞) with slope g′(1) < 0 and g(1) = 0), and
w is still a solution of the same equation. Since f satisfies (1.9), the function
g (changed as above in (1,+∞)) satisfies the conditions of Proposition 4.1
with b ≡ 0. Hence we have that w ≡ 0 or w ≡ 1, that is, v ≡ 0 or v ≡ M .
In either case, ∇v(0) = 0, that is, |∇u(xk)| tends to 0.
Next we show that v 6≡ 0. By Proposition 1.10 (established in the previous
section), we have that u is stable in O. Hence, vk is semi-stable in Bdk(0)
(since Bdk(0) + xk ⊂ O) in the sense of Definition 3.2. This implies that
v is stable in all of R2m and therefore v 6≡ 0 (otherwise, since f ′(0) > 0
we could construct a test function ξ such that Qv(ξ) < 0 which would be a
contradiction with the fact that v is stable).
Hence, it must be v ≡ M . But this implies that v(0) = M and so u(xk)
tends toM . Hence, we have that u(xk) tends toM and |∇u(xk)| tends to 0,
which is a contradiction with (4.3). Therefore, we have proved the theorem
in this case 1.
Case 2. {dist(xk, C) =: dk} is a bounded sequence.
The points xk remain at a finite distance to the cone. Then, at least for
a subsequence, dk → d ≥ 0 as k → ∞. Let x0k ∈ C be a point that realizes
the distance to the cone, that is,
dist(xk, C) = |xk − x0k| = dk, (4.5)
and let ν0k be the inner unit normal to C = ∂O at x0k. Note that Bdk(xk) ⊂
O ⊂ R2m \ C and x0k ∈ ∂Bdk(xk) ∩ C, i.e., x0k is the point where the sphere
∂Bdk(xk) is tangent to the cone C. It follows that x0k 6= 0 and also that
(xk−x0k)/dk is the unit normal ν0k to C at x0k. That is, xk = x0k+dkν0k . This
will be checked below, in an alternative way, with explicit formulae. Now,
since the sequence {ν0k} is bounded, there exists a subsequence such that
ν0k → ν ∈ R2m, |ν| = 1.
We define
wk(x˜) = u(x˜+ x
0
k) for x˜ ∈ R2m.
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The functions wk are all solutions of −∆w = f(w) in R2m and are uniformly
bounded. Hence, by interior elliptic estimates the sequence {wk} converges
locally in C2, up to a subsequence, to a solution in R2m. Therefore we have
that, as k tends to infinity and up to a subsequence,
wk → w and ∇wk → ∇w uniformly on compact sets of R2m,
where w is a solution of −∆w = f(w) in R2m. Note that the curvature of
C at x0k goes to zero as k tends to infinity, since C is a cone and |x0k| → ∞
(note that |x0k| → ∞ due to |xk| → ∞ and |xk − x0k| = dk → d <∞). Thus,
C at x0k is flatter and flatter as k → ∞ and since we translate x0k to 0, the
limiting function w satisfies (all this we will prove below in detail)

∆w + f(w) = 0 in H := {x˜ · ν > 0}
w = 0 on ∂H
w > 0 in H,
(4.6)
a problem in a half-space.
Now, by Proposition 1.10, u is stable for perturbations with compact
support in O, and thus wk (for k large) and w are stable for perturbations
with compact support in H —see the computation in (4.9) below for details.
Therefore w can not be identically zero. By assumption (1.9) on f , we can
apply Proposition 4.2 above (applied to w/M to have M = 1), and deduce
that w is the unique 1D solution, that is, the solution depending only on
one variable (the orthogonal direction to ∂H). Hence,
w(x˜) = u0(x˜ · ν) for all x˜ ∈ H.
From the definition of wk, and using that zk = dk = |xk−x0k| is a bounded
sequence and that xk − x0k = dkν0k , we have that
u(xk) = wk(xk − x0k) = w(xk − x0k) + o(1) = u0((xk − x0k) · ν) + o(1)
= u0((xk − x0k) · ν0k) + o(1) = u0(dk|ν0k |2) + o(1)
= u0(zk) + o(1) = U(xk) + o(1).
The same argument can be done for ∇u(xk) and ∇U(xk). We arrive to a
contradiction with (4.2).
Finally, we prove in detail the statements in (4.6): w > 0 in H and w = 0
on ∂H, as well as the identity xk − x0k = dkν0k used before.
Let xk ∈ O and x0k ∈ C as in (4.5). Since |xk| → ∞ and dist(xk, C) =
|sk−tk|/
√
2 remains bounded, we have sk 6= 0 and tk 6= 0 for k large enough.
Thus, by Lemma 4.3 we may write the coordinates of x0k as
x0k = (αx
1
k, βx
2
k), for 2αsk = 2βtk = sk + tk.
In particular, |x0k| 6= 0. Then, since we are assuming, without loss of gener-
ality, that xk ∈ O = {s > t} we have that
dk = |xk − x0k| =
sk − tk√
2
.
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Since C = {s2 − t2 = 0} we can write the coordinates of ν0k as
ν0k =
(
x0,1k
|x0k|
, . . . ,
x0,mk
|x0k|
,−x
0,m+1
k
|x0k|
, . . . ,−x
0,2m
k
|x0k|
)
.
Using the previous identities, we conclude that
xk − x0k = dkν0k with ν0k = (
αx1k
|x0k|
,−βx
2
k
|x0k|
).
Next, for all x˜ ∈ R2m,
x˜ · ν0k =
m∑
i=1
x0,ik x˜i
|x0k|
−
2m∑
j=m+1
x0,jk x˜j
|x0k|
=
x0,ik x˜i − x0,jk x˜j
|x0k|
. (4.7)
Since |∇u| ∈ L∞(R2m) and u(x0k) = 0,
|wk(x˜)| = |u(x0k + x˜)| ≤ Cdist(x0k + x˜, C). (4.8)
From Lemma 4.3 we have that dist(x, C) = |sx − tx|/
√
2. Recall also that
tx0
k
= sx0
k
. Now, using (4.7) and sums over repetead indices i = 1, . . . ,m
and j = m+ 1, . . . , 2m as before, we have
dist(x0k + x˜, C)=
1√
2
∣∣∣∣
√
s2
x0
k
+ s2x˜ + 2x
0,i
k x˜i −
√
s2
x0
k
+ t2x˜ + 2x
0,j
k x˜j
∣∣∣∣
=
1√
2
∣∣∣∣∣∣
s2x˜ − t2x˜ + 2|x0k|x˜ · ν0k√
s2
x0
k
+ s2x˜ + 2x
0,i
k x˜i +
√
s2
x0
k
+ t2x˜ + 2x
0,j
k x˜j
∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
1√
2
s2x˜ − t2x˜
|x0k|
(√
1
2 +
s2
x˜
|x0
k
|2
+
2x0,i
k
x˜i
|x0
k
|2
+
√
1
2 +
t2
x˜
|x0
k
|2
+
2x0,j
k
x˜j
|x0
k
|2
)
+
2√
2
x˜ · ν0k√
1
2 +
s2x˜
|x0
k
|2
+
2x0,i
k
x˜i
|x0
k
|2
+
√
1
2 +
t2x˜
|x0
k
|2
+
2x0,j
k
x˜j
|x0
k
|2
∣∣∣∣∣∣∣∣
.
Now we let k tend to infinity. Since x˜ is fixed, |x0k| → ∞ and ν0k → ν, we
obtain
dist(x0k + x˜, C)→ |x˜ · ν| as k →∞.
Thus, since wk(x˜) → w(x˜), from (4.8) we have that w(x˜) = 0 for every
x˜ ∈ ∂H = {x˜ · ν = 0}.
Let now x˜ ∈ H, i.e, x˜ · ν > 0. We will prove that w(x˜) ≥ 0. We show
that for k large, wk(x˜) = u(x
0
k + x˜) ≥ 0. Since u is positive in O = {s > t},
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we need to establish that sx0
k
+x˜ ≥ tx0
k
+x˜ for k large. As above, we have that
sx0
k
+x˜ − tx0
k
+x˜ =
√
s2
x0
k
+ s2x˜ + 2x
0,i
k x˜i −
√
s2
x0
k
+ t2x˜ + 2x
0,j
k x˜j
=
s2x˜ − t2x˜ + 2|x0k|x˜ · ν0k√
s2
x0
k
+ s2x˜ + 2x
0,i
k x˜i +
√
s2
x0
k
+ t2x˜ + 2x
0,j
k x˜j
,
and, letting k tend to infinity, since x˜ is fixed and |x0k| → ∞, we obtain
sx0
k
+x˜ − tx0
k
+x˜ →
√
2x˜ · ν > 0 as k →∞. (4.9)
Therefore w(x˜) ≥ 0. 
5. Instability in dimension 6
In this section we prove Theorem 1.9, establishing that saddle solutions
in dimension 6 are unstable outside of every compact set. The asymptotic
analysis done for n = 4 in the proof of the instability theorem of [14] does not
lead to the instability of saddle solutions in dimensions n ≥ 6. Indeed, the
supersolution u0(z) = u0((s − t)/
√
2) is, in every dimension n = 2m ≥ 6,
asymptotically stable at infinity in some weak sense and with respect to
perturbations ξ(y, z) with separate variables.
Hence, the proof of instability in dimension 6 requires a more precise
argument. We use the equation satisfied by uz, where u is the maximal
saddle solution, as well as the monotonicity and asymptotic properties of u.
We prove that u is unstable outside of every compact set by constructing test
functions ξ(y, z) = η(y)uz(y, z) such that Qu(ξ) < 0. Since u is maximal, its
instability outside of compact sets implies that the same instability property
holds for all bounded solutions u vanishing on the Simons cone C and positive
in O.
Recall that a bounded solution u of −∆u = f(u) in R2m is stable provided
Qu(ξ) =
∫
R2m
{|∇ξ|2 − f ′(u)ξ2} dx ≥ 0 for all ξ ∈ C∞c (R2m).
If v is a function depending only on s and t, the quadratic form Qv(ξ) acting
on perturbations of the form ξ = ξ(s, t) becomes
cmQv(ξ) =
∫
{s>0,t>0}
sm−1tm−1
{
ξ2s + ξ
2
t − f ′(v)ξ2
}
dsdt,
where cm > 0 is a constant depending only on m. We can further change to
variables (y, z) and obtain, for a different constant cm > 0,
cmQv(ξ) =
∫
{−y<z<y}
(y2 − z2)m−1 {ξ2y + ξ2z − f ′(v)ξ2} dydz. (5.1)
Given the definition of the variables y and z, a function ξ = ξ(y, z) has
compact support in R2m if and only if ξ(y, z) vanishes for y large enough.
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Now let u be a bounded solution of −∆u = f(u) in R2m vanishing on the
Simons cone C = {s = t} and positive in O = {s > t}. By Theorem 1.7, we
know that
|u(x)| ≤ |u(x)| in all of R2m.
This leads to f ′(|u(x)|) ≥ f ′(|u(x)|) for all x ∈ R2m, since we assume f to
be concave in (0,M). Now, since f ′ is even, we deduce that
f ′(u(x)) ≥ f ′(u(x)) for all x ∈ R2m.
Therefore, we conclude
Qu(ξ) ≤ Qu(ξ) for all ξ ∈ C∞c (R2m). (5.2)
It follows that, in order to prove that u is unstable, it suffices to find
a smooth function ξ with compact support in R2m for which Qu(ξ) < 0.
Note also that, by an approximation argument, it suffices to find a Lipschitz
function ξ = ξ(y, z), not necessarily smooth, vanishing for all y ∈ (0,+∞)\I,
where I is a compact interval in (0,+∞), and for which Qu(ξ) < 0.
Proof of Theorem 1.9. By the previous arguments, it suffices to establish
that the maximal solution u, whose existence is given by Theorem 1.7, is
unstable outside of every compact set.
We have, for every test function ξ,
Qu(ξ) =
∫
R2m
(|∇ξ|2 − f ′(u)ξ2) dx.
Suppose now that ξ = ξ(y, z) = η(y, z)ψ(y, z), where η and ψ are Lipschitz
functions, and η(y, z) = 0 whenever y ∈ (0,+∞) \ I, with I a compact
interval in (0,+∞). The expression for Qu becomes, since |∇ξ|2 = ξ2y + ξ2z ,
Qu(ξ) =
∫
R2m
(|∇η|2ψ2 + η2|∇ψ|2 + 2ηψ∇η · ∇ψ − f ′(u)η2ψ2) dx.
Integrating by parts and using that 2ηψ∇η · ∇ψ = ψ∇(η2) · ∇ψ, we have
Qu(ξ) =
∫
R2m
(|∇η|2ψ2 − η2ψ∆ψ − f ′(u)η2ψ2) dx,
that is,
Qu(ξ) =
∫
R2m
(|∇η|2ψ2 − η2ψ(∆ψ + f ′(u)ψ)) dx.
Choose now ψ(y, z) = uz(y, z). Since u is a saddle solution of −∆u = f(u)
we may differentiate this equation written in (y, z) variables —see (1.15)—
with respect to z and find
0 = ∆uz + f
′(u)uz − 2(m− 1)
y2 − z2 uz +
4(m− 1)z
(y2 − z2)2 (yuy − zuz). (5.3)
Replacing in the expression for Qu we obtain,
Qu(ξ) =
∫
R2m
(
|∇η|2u2z−
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−η2
{2(m− 1)(y2 + z2)
(y2 − z2)2 u
2
z −
4(m− 1)zy
(y2 − z2)2 uyuz
})
dx.
Next we change coordinates to (y, z) and as in (5.1) we have, for some
positive constant cm,
cmQu(ξ) =
∫
{−y<z<y}
(y2 − z2)m−1
(
|∇η|2u2z−
−η2
{2(m− 1)(y2 + z2)
(y2 − z2)2 u
2
z −
4(m− 1)zy
(y2 − z2)2 uyuz
})
dydz.
For a > 1, a constant that we will make tend to infinity, let η = η(ρ) be
a Lipschitz function of ρ := y/a with compact support [ρ1, ρ2] ⊂ (0,+∞).
Let us denote by
ηa(y) = η(y/a) and ξa(y, z) = ηa(y)uz(y, z) = η(y/a)uz(y, z),
the functions named η and ξ above. The change y = aρ, dy = adρ yields
cmQu(ξa) = a
2m−3
∫
{−aρ<z<aρ}
ρ2(m−1)(1− z
2
a2ρ2
)m−1
(
η2ρu
2
z − (5.4)
−η2
{2(m− 1)(1 + z2
a2ρ2
)
ρ2(1− z2
a2ρ2
)2
u2z −
4(m− 1)z
aρ3(1− z2
a2ρ2
)2
uyuz
})
dρdz.
Replacing m = 3 we get
c3Qu(ξa)
a3
=
∫
{−aρ<z<aρ}
ρ4(1− z
2
a2ρ2
)2
(
η2ρu
2
z−
−η2
{ 4(1 + z2
a2ρ2
)
ρ2(1− z2
a2ρ2
)2
u2z −
8z
aρ3(1− z2
a2ρ2
)2
uyuz
})
dρdz.
We obtain, by using
(
1− z2
a2ρ2
)2
≤ 1 and 1 + z2
a2ρ2
≥ 1,
c3Qu(ξa)
a3
≤
∫
{−aρ<z<aρ}
ρ4u2z(aρ, z)
(
η2ρ −
4
ρ2
η2
)
dρdz+
+
∫
{−aρ<z<aρ}
8zρη2(ρ)
a
uy(aρ, z)uz(aρ, z)dρdz.
We study these two integrals separately. From Theorem 1.6 we have that
uy(aρ, z) → 0 uniformly, for all ρ ∈ [ρ1, ρ2] = supp η, as a tends to infinity.
Hence, given ε > 0, for a sufficiently large, |uy(aρ, z)| ≤ ε. Moreover, by
Theorem 1.7 we have that uz ≥ 0 in R6. Hence, since η is bounded, for a
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large we have∣∣∣∣
∫
8zρη2(ρ)
a
uyuzdρdz
∣∣∣∣ ≤
∫ ∣∣∣∣8zρη2(ρ)a
∣∣∣∣ |uy|uzdρdz
≤
∫
8ρ2η2(ρ)|uy|uzdρdz
≤ Cε
∫ ρ2
ρ1
ρ2dρ
∫ aρ
−aρ
uzdz
= Cε
∫ ρ2
ρ1
(u(aρ, aρ)− u(aρ,−aρ)) dρ
≤ Cε,
where C are different constants depending on ρ1 and ρ2. Hence, as a tends
to infinity, this integral converges to zero.
Now, for the other integral we have that again by Theorem 1.6, uz(aρ, z)
converges to u˙0(z). We write∫
{−aρ<z<aρ}
ρ4u2z(aρ, z)
(
η2ρ −
4
ρ2
η2
)
dρdz =
=
∫
{−aρ<z<aρ}
u˙20(z)ρ
4
(
η2ρ −
4
ρ2
η2
)
dρdz +
+
∫
{−aρ<z<aρ}
ρ4(uz(aρ, z)− u˙0(z))(uz(aρ, z) + u˙0(z))
(
η2ρ −
4
ρ2
η2
)
dρdz.
For a large, |uz(aρ, z)−u˙0(z)| ≤ ε for all ρ ∈ [ρ1, ρ2]. In addition, uz(aρ, z)+
u˙0(z) is positive and is a derivative with respect to z of a bounded function,
thus it is integrable in z (by the fundamental theorem of calculus). Hence,
since η = η(ρ) is smooth with compact support, the second integral con-
verges to zero as a tends to infinity. Therefore, letting a tend to infinity, we
obtain
lim sup
a→∞
c3Qu(ξa)
a3
≤
(∫ +∞
−∞
u˙20(z)dz
)∫
ρ4
(
η2ρ −
4
ρ2
η2
)
dρ. (5.5)
Recall that the integral in dz is finite (since u˙20 ≤ Cu˙0 and u˙0 is positive and
is a derivative of a bounded function).
The integral in dρ can be seen as an integral in R5 of radial functions
η = η(ρ). Hardy’s inequality in R5 states (see e.g. [21]) that
(5− 2)2
4
∫
R5
η2
|x|2 dx ≤
∫
R5
|∇η|2dx
holds for everyH1 function η = η(ρ) with compact support, and the constant
(5 − 2)2/4 = 9/4 is the best possible (even among compactly supported
Lipschitz functions). Hence, since
4 >
9
4
=
(5− 2)2
4
,
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we have that the second integral in (5.5) is negative for some compactly
supported Lipschitz function η. We conclude that u is unstable. There-
fore, by the arguments preceding this proof, also every bounded solution of
−∆u = f(u) in R6 such that u = 0 on the Simons cone C and u is positive
in O is unstable.
The following is a direct way (without using Hardy’s inequality) to see
that the second integral in (5.5) is negative for some Lipschitz function η
with compact support in (0,∞). For α > 0 and 0 < 2ρ1 < 1 < ρ2, let
η(ρ) =


(1− ρ−α2 )ρ−11 (ρ− ρ1) for ρ1 ≤ ρ ≤ 2ρ1
1− ρ−α2 for 2ρ1 ≤ ρ ≤ 1
ρ−α − ρ−α2 for 1 ≤ ρ ≤ ρ2
0 otherwise,
a Lipschitz function with compact support [ρ1, ρ2]. We simply compute the
second integral in (5.5) and find∫ +∞
0
ρ4
{
η2ρ −
4η2
ρ2
}
dρ ≤
∫ 2ρ1
ρ1
ρ4(1− ρ−α2 )2ρ−21 dρ+
+
∫ +∞
1
α2ρ2−2αdρ−
∫ ρ2
1
4ρ2(ρ−α − ρ−α2 )2dρ.
Choosing 3/2 < α < 2, as ρ2 → ∞ the difference of the last two integrals
converges to a negative number, since α2 < 4 and 2 − 2α < −1. Since
the first of the three last integrals is bounded by 7ρ31, we conclude that the
above expression is negative by choosing ρ2 large enough and then ρ1 small
enough.
The previous proof of instability also leads to the instability outside of ev-
ery compact set —and thus to the infinite Morse index property of u. Indeed,
choosing ρ1 and ρ2 (and thus η) as above, we consider the corresponding
function ξa for a > 1. Now, (5.2) and (5.5) lead to Qu(ξa) ≤ Qu(ξa) < 0
for a large enough. Thus, the Lipschitz function ξa makes Qu negative for
a large, and has compact support contained in {aρ1 ≤ (s + t)/
√
2 ≤ aρ2}.
By approximation, the same is true for a function ξ of class C1, not only
Lipschitz. Hence, given any compact set K of R6, by taking a large enough
we conclude that u is unstable outside K, as stated in the theorem.
From the instability outside every compact set, it follows that u has
infinite Morse index in the sense of Definition 1.8. Indeed, let Xk be a
subspace of C1c (R
6) of dimension k, generated by functions ξ1, . . . , ξk, and
with Qu(ξ) < 0 for all ξ ∈ Xk \ {0}. Let K be a compact set contain-
ing the support of all the functions ξ1, . . . , ξk. Since u is unstable outside
K, there is a C1 function ξk+1 with compact support in R
6 \ K for which
Qu(ξk+1) < 0. Since ξk+1 has disjoint support with each of the functions
ξ1, . . . , ξk, it follows that ξ1, . . . , ξk, ξk+1 are linearly independent and that
Qu(a1ξ1 + · · · + ak+1ξk+1) = Qu(a1ξ1 + · · · + akξk) +Qu(ak+1ξk+1) < 0 for
every nonzero linear combination a1ξ1+· · ·+ak+1ξk+1 of them. We conclude
that u has infinite Morse index. 
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6. Asymptotic stability of u in dimensions 2m ≥ 8
In [14] we proved that the argument used to prove instability in dimen-
sion 4 could not be used in higher dimensions (see also the begining of the
previous section). It is natural to check whether the computations we used
in the proof of the previous theorem in dimension 6 lead to a instability re-
sult in higher dimensions. This is not the case, even in dimension 8. This is
an indication that saddle solutions might be stable in dimension 8 or higher.
We recall the computations in the proof of the previous theorem. Using
the linearized equation (5.3) and ξa = ξ = η(y/a)uz(y, z) = η(ρ)uz(aρ, z),
we reached in (5.4)
cmQu(ξa) = a
2m−3
∫
{−aρ<z<aρ}
ρ2(m−1)(1− z
2
a2ρ2
)m−1
(
η2ρψ
2u2z−
−η2
{2(m− 1)(1 + z2
a2ρ2
)
ρ2(1− z2
a2ρ2
)2
u2z −
4(m− 1)z
aρ3(1− z2
a2ρ2
)2
uyuz
})
dρdz,
where η = η(ρ) has compact support [ρ1, ρ2] ⊂ (0,∞) and uy, uz are evalu-
ated at (aρ, z). Dividing by a2m−3, we obtain
cmQu(ξa)
a2m−3
=
=
∫
{−aρ<z<aρ}
ρ2(m−1)
(
1− z
2
a2ρ2
)m−1
u2z ·
·
{
η2ρ −
2(m− 1)
ρ2
(1 + z
2
a2ρ2
)
(1− z2
a2ρ2
)2
η2
)
dρdz
+
∫
{−aρ<z<aρ}
4(m− 1)z
a
ρ2m−5(1− z
2
a2ρ2
)m−3uyuzdρdz.
Using uz ≥ 0 in R2m and the asymptotic limit of |uy| as in the proof of
instability in dimension 6 (see the previous section), the integrals above lead
to
lim sup
a→∞
cmQu(ξa)
a2m−3
=
{∫ +∞
−∞
u˙20(z)dz
}∫
ρ2(m−1)
(
η2ρ −
2(m− 1)
ρ2
η2
)
dρ.
The second integral may be thought as an integral of a radial function in
R
2m−1. Using Hardy’s inequality (see e.g. [21]) we have that this integral is
nonnegative for all Lipschitz η if and only if
2(m− 1) ≤ (2m− 1− 2)
2
4
.
Writting n = 2m, the above inequality holds if and only if
n2 − 10n + 17 ≥ 0,
that is, n ≥ 8. Thus, for n ≥ 8 the inequality is true (it is even strict) and
we conclude some kind of asymptotic stability of u.
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