Recently, network error correction coding (NEC) has been studied extensively. Several bounds in classical coding theory have been extended to network error correction coding, especially the Singleton bound. Following the research line using the extended global encoding kernels proposed in [8], we give a constructive proof of the attainability of this bound and indicate that the required field size for the existence of network maximum distance separable (MDS) codes can become smaller further. By this proof, an algorithm is proposed to construct general linear network error correction codes including the linear network error correction MDS codes.
I. INTRODUCTION
Network coding has been extensively studied for several years under the assumption that channels of networks are errorfree, e.g., [1] - [4] . Unfortunately, all kinds of errors may occur in network communication such as random errors, erasure errors (packet losses), errors in headers and so on. In order to deal with such problems, network error correction coding (NEC) was studied recently. The original idea of network error correction coding was proposed by Cai and Yeung in their conference paper [5] and developed in their recent journal papers [6] [7] . In the latter two papers, the concept of network error correction codes was introduced as a generalization of the classical error correction codes. They also extended some important bounds from classical error correction codes to network error correction codes, such as the Singleton bound. Zhang [8] and Yang et al. [9] presented the refined Singleton bound independently by using different methods.
In this paper, we follow the research line using the extended global encoding kernels introduced by Zhang in [8] . Similar to the Singleton bound in classical coding theory, the refined Singleton bound is also tight and those linear network error correction codes achieving this bound with equality are called linear network error correction maximum distance separable (MDS) codes, or network MDS codes for short. For network MDS codes, Zhang [8] gave an existence proof by an algebraic method. In this paper, we present a constructive proof for the attainability of the refined Singleton bound, and indicate that the required field size for the existence of network MDS codes can become smaller (in some cases much smaller) than the known results. Moreover, by this proof, we design an algorithm for constructing general linear network error correction codes, in particular, network MDS codes.
Matsumoto [10] and Yang et al. [9] also proposed the algorithms for constructing network MDS codes. The algorithm of Yang et al. designs the codebook and the local encoding kernels separately. On the contrary, Matsumoto's algorithm and our algorithm design them together. As noted above, the required field size of our algorithm is smaller. Moreover, compared with Matsumoto's algorithm, our algorithm needs less storages at each sink node. For the decoding, as mentioned in [10] , the decoding of Matsumoto's algorithm requires exhaustive search by each sink node for all possible information from the source and all possible errors, and our algorithm can make use of the better and faster decoding algorithms proposed by Zhang, Yan, and Balli [8] [11] such as the brute force decoding algorithm and the fast decoding algorithm. For the case of decoding network error correction codes beyond the error correction capability in packet networks [11] , our algorithm has more advantages because of the use of extended global encoding kernels.
Koetter and Kschischang [12] (see also [13] ) formulated a different framework for network error correction coding. In their framework, the source messages are modulated as some subspaces of a fixed vector space and a basis of the subspace is transmitted into the network. So this type of network error correction codes is called subspace code. For a comparison of the two approaches, we refer to [14] .
II. BASIC NOTATION AND DEFINITIONS
A communication network is defined as a finite acyclic directed graph G = (V, E), where the vertex set V stands for the set of nodes and the edge set E represents the set of communication channels of the network. The node set V consists of three disjoint subsets S, T , and J, where S is the set of source nodes, T is the set of sink nodes, and J = V − S − T is the set of internal nodes. Furthermore, a direct edge e = (i, j) ∈ E represents a channel leading from node i to node j. Node i is called the tail of e and node j is called the head of e, written as i = tail(e), j = head(e), respectively. Correspondingly, the channel e is called an outgoing channel of i and an incoming channel of j. For a node i, define Out(i) = {e ∈ E : tail(e) = i}, In(i) = {e ∈ E : head(e) = i}. In a communication network, if a sequence of channels (e 1 , e 2 , · · · , e m ) satisfies tail(e 1 ) = i, head(e m ) = j, and tail(e k+1 ) = head(e k ) for k = 1, 2, · · · , m − 1, then we call the sequence (e 1 , e 2 , · · · , e m ) a path from node i to 978-1-61284-140-3/11/$26.00 ©2011 IEEE node j, or equivalently, a path from channel e 1 to node j. We allow the multiple channels between two nodes and assume reasonably that the capacity of any channel is 1 per unit time. This means that one field symbol can be transmitted over a channel in one unit time. In the present paper, we consider single source networks, i.e., |S| = 1, and the unique source node is denoted by s. Let the information rate be w symbols per unit time. Then the source node has w imaginary incoming channels In(s) = {d 1 , d 2 , · · · , d w }. The source messages are w symbols X = (X 1 , X 2 , · · · , X w ) arranged in a row vector where each X i is an element of base field F.
In the case that there is an error in a channel e, the output of the channel isŨ e = U e + Z e , where U e is the message that should be transmitted over the channel e and Z e ∈ F is the error occurred in e. We treat Z e as a message called error message. To explain the approach, the extended network was introduced in [8] as follows. In the original network G = (V, E), for each channel e ∈ E, an imaginary channel e is introduced, which is connected to the tail of e to provide error message. This networkG = (Ṽ ,Ẽ) with imaginary channels is called the extended network, whereṼ = V and
Obviously, |E | = |E|. Then a linear network code for the original network, with local encoding coefficient k d,e ∈ F for the adjacent pair (d, e) of channels, can be extended to a linear network code for the extended network by letting k e ,e = 1 and k e ,d = 0 for all d ∈ E\{e}. For each internal node i in the extended network, note that In(i) only includes the real incoming channels of i, that is, the imaginary channels e corresponding to e ∈ Out(i) are not in In(i). But for the source node s, we still define In(s) = {d 1 , d 2 , · · · , d w }. In order to distinguish two different types of imaginary channels, we call d i (1 ≤ i ≤ w) the imaginary message channels and e for e ∈ E the imaginary error channels. We can also define global encoding kernelf e for each e ∈Ẽ in the extended network. It is a (w + |E|)-dimensional column vector and the entries can be indexed by the elements of In(s) ∪ E. For imaginary message channels d i (1 ≤ i ≤ w) and imaginary error channels e ∈ E , letf
For other global encoding kernels f e , e ∈ E, we have recursive formulae:
We callf e the extended global encoding kernel of the channel e (e ∈ E) for the original network.
Let Z = (Z e : e ∈ E) be an |E|-dimensional row vector with Z e ∈ F for all e ∈ E, called error message vector. An error pattern ρ is regarded as a set of channels in which errors occur. We call that an error message vector Z matches an error pattern ρ, if Z e = 0 for all e ∈ E\ρ. For a channel e ∈ E, we haveŨ e = (X, Z) ·f e . For all messages including information messages and error messages, if they are considered as column vectors, then the above discussions describe linear network error correction coding in packet networks.
First, we need some notation and definitions which either are quoted directly or are extended from Zhang [8] .
Definition 1 ( [8, Definition 1]): Define decoding matrix at a sink node t ∈ T as
is called the decoding equation at a sink node t, whereÃ t = (Ũ e : e ∈ In(t)). Definition 2: For an error pattern ρ and extended global encoding kernelsf e , e ∈ E,
andf ρ e is called the extended global encoding kernel of channel e restricted to the error pattern ρ.
In(s)∪ρ by 0, and f ρ e is also called the extended global encoding kernel of channel e restricted to the error pattern ρ.
Definition 3 ( [8, Defintion 3]): Define
We call Δ(t, ρ) the error space of error pattern ρ and Φ(t) the message space.
Let L be a collection of vectors in a linear space. L represents the subspace spanned by the vectors in L. In fact, if we use row t (d), d ∈ In(s) ∪ E to denote the row vectors of the decoding matrixF t , then
Definition 4 ( [8, Definition 4]):
We say that an error pattern ρ 1 is dominated by another error pattern ρ 2 with respect to a sink node t if Δ(t, ρ 1 ) ⊆ Δ(t, ρ 2 ) for any linear network code. This relation is denoted by
The rank of an error pattern ρ with respect to a sink node t is defined by The minimum distance of a regular network error correction code at a sink node t is defined by
For the minimum distance above, we give the following proposition.
Proposition 1: For the minimum distance of a regular network error correction code at a sink node t, there exist the following equalities:
In this paper, we always use w to denote the information rate and C t to denote the minimum cut capacity between the unique source node s and sink node t, and define δ t = C t − w which is called the redundancy of sink node t.
III. THE REFINED SINGLETON BOUND OF NEC AND THE NETWORK MDS CODES
First, we give the refined Singleton bound of NEC.
min be the minimum distance of a regular linear network error correction code at a sink node t ∈ T . Then
Now, we give a constructive proof to show that the refined Singleton bound is tight. First, we need the following lemma from [8] . Define R t (δ t ) as the set of the error patterns ρ satisfying |ρ| = rank t (ρ) = δ t , that is,
Lemma 2: For each t ∈ T and any error pattern ρ ∈ R t (δ t ), there exist (w + δ t ) channel disjoint paths from either s or ρ to t, and the (w + δ t ) paths satisfy the properties that 1) there are exactly δ t paths from ρ to t, and w paths from s to t; 2) these δ t paths from ρ to t start with the different channels in ρ. Furthermore, in Lemma 2, assign w imaginary message channels d 1 , d 2 , · · · , d w to the w paths from s to t, and assign δ t imaginary error channels e , e ∈ ρ to the δ t paths from ρ to t, i.e., for each e ∈ ρ, assign e to the path from e to t. This leads to the following corollary.
Corollary 3: For each t ∈ T and any error pattern ρ ∈ R t (δ t ), there exist (w + δ t ) channel disjoint paths from either In(s) = {d 1 , d 2 , · · · , d w } or ρ = {e : e ∈ ρ} to t, and the (w + δ t ) paths satisfy the properties that 1) there are exactly δ t paths from ρ to t, and w paths from In(s) to t; 2) these δ t paths from ρ to t start with the distinct channels in ρ and for each path, if it starts with e ∈ ρ , then it passes through e ∈ ρ. Theorem 4: If |F| ≥ t∈T |R t (δ t )|, then there exist linear network error correction MDS codes, i.e., for all t ∈ T ,
Proof: Let G = (V, E) be a single source multicast network. LetG = (Ṽ ,Ẽ) be the extended network of G. For each t ∈ T and each ρ ∈ R t (δ t ), denote P t,ρ the set of (w + δ t ) channel disjoint paths satisfying Corollary 3. Denote E t,ρ the set of all channels on paths in P t,ρ . Now, we define a dynamic set of channels CU T t,ρ for each t ∈ T and each ρ ∈ R t (δ t ), and initialize
where e is the imaginary error channel corresponding to e.
For CU T t,ρ , note that the initial set is CU T t,ρ = In(s)∪ρ , which means
Next, we will update CU T t,ρ in the topological order of all nodes until CU T t,ρ ⊆ In(t).
For each i ∈ V , consider all channels e ∈ Out(i) in arbitrary order. For each e ∈ Out(i), if e / ∈ ∪ t∈T ∪ ρ∈Rt(δt) E t,ρ , letf e = 1 e , and all CU T t,ρ remain unchanged. Otherwise e ∈ ∪ t∈T ∪ ρ∈Rt(δt) E t,ρ , i.e., e ∈ E t,ρ for some t ∈ T and ρ ∈ R t (δ t ). In P t,ρ , we use e(t, ρ) to denote the previous channel of e on the path which e locates on. Choosẽ
where the addition "+" represents the sum of two vector spaces. Further, let f e = g e + 1 e ifg e (e) = 0, g e (e) −1 ·g e otherwise.
For those CU T t,ρ satisfying e ∈ E t,ρ , update CU T t,ρ = {CU T t,ρ \{e(t, ρ)}} ∪ {e}; and for others, CU T t,ρ remain unchanged.
Updating all channels in E by the same method, one can see that allf e , e ∈ E are well-defined and, finally, CU T t,ρ ⊆ In(t) for all t ∈ T and ρ ∈ R t (δ t ).
To complete the proof, we only need to prove the following two conclusions:
2) There exists nonzero column vectorg e satisfying (4).
The proof of 1):
We will indicate that all CU T t,ρ satisfy dim(L ρ (CU T t,ρ )) = w+δ t during the whole updating process by induction.
Assume that all channels before e have been updated and dim(L ρ (CU T t,ρ )) = w + δ t for each CU T t,ρ . Now, we take the channel e into account. Since we choosẽ
it follows thatg ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are linearly independent for any CU T t,ρ with e ∈ E t,ρ . Conversely, suppose thatg ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are linearly dependent. This means that g ρ e is a linear combination of vectors in {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}}. And g ρ c e is a linear combination of vectors in {f ρ c d : d ∈ In(i) ∪ {e }} because ofg e ∈L(In(i) ∪ {e }). Therefore,g e = g ρ e + g ρ c e is a linear combination of vectors in
This is a contradiction to the choice ofg e .
In the following, we will show thatf ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are also linearly independent.
• Ifg e (e) = 0, then, sinceg ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are linearly independent,f ρ e = g e (e) −1 ·g ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are also linearly independent.
• Otherwiseg e (e) = 0. We claim that e / ∈ ρ. Assume the contrary, i.e., e ∈ ρ. Thus e(t, ρ) = e which means f e(t,ρ) = 1 e andf d (e) = 0 for all d ∈ CU T t,ρ \{e(t, ρ)}. Together withg e (e) = 0 and dim(L ρ (CU T t,ρ )) = w+δ t , it follows thatg ρ e is a linear combination of vectors in {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}}. This implies that g e ∈ L ρ (CU T t,ρ \{e(t, ρ)}) + L ρ c (In(i) ∪ {e }), which leads to a contradiction. Hence, in view of e / ∈ ρ, one obtainsg ρ e =f ρ e , which implies thatf ρ e and {f ρ d : d ∈ CU T t,ρ \{e(t, ρ)}} are linearly independent. Finally, after all updates, we have CU T t,ρ ⊆ In(t) for each t ∈ T and each ρ ∈ R t (δ t ), and Rank( f ρ e : e ∈ CU T t,ρ ) = w + δ t . As the matrix f ρ e : e ∈ CU T t,ρ is a submatrix of F ρ t f ρ e : e ∈ In(t) with the same number of rows, it follows that Rank(F ρ t ) = w + δ t , i.e., Φ(t) ∩ Δ(t, ρ) = {0}. For each error pattern η ⊆ E satisfying rank t (η) < δ t , there exists an error pattern ρ ∈ R t (δ t ) such that η ≺ t ρ. This implies that Δ(t, η) ⊆ Δ(t, ρ), and thus,
The proof of 2):
We just need to prove that if |F| ≥ t∈T |R t (δ t )|, then
Let dim(L(In(i) ∪ {e })) = k. For each t ∈ T and ρ ∈ R t (δ t ), if e ∈ E t,ρ , then e(t, ρ) ∈ In(i) ∪ {e }, i.e., f e(t,ρ) ∈L(In(i) ∪ {e }). Moreover, we knowf ρ e(t,ρ)
Therefore,
Consequently,
where the last step follows from |F| ≥ t∈T |R t (δ t )|. For the inequality (6) > (7), it is readily seen from (5) that (6) ≥ (7) . It suffices to show (6) > (7) . It is not difficult to obtain that (6) = (7), i.e.,
if and only if |T | = 1, |R t (δ t )| = 1 and
The proof is completed.
According to the known results, for the existence of the network error correction MDS codes, the size of the required base field is at least t∈T |E| δt . By Theorem 4, we can say that t∈T |R t (δ t )| is enough.
Example 1: Let G be a combination network [16, p.450 ] [15, p.26] with N = 6 and k = 4. That is, G is a single source multicast network, where there are N = 6 internal nodes, and one and only one channel from the source node s to each internal node. Arbitrary k = 4 internal nodes are connective with one and only one sink node, which implies that there are totally 6 4 = 15 sink nodes. Thus, for G, we know that |J| = 6, |T | = 6 4 = 15, and |E| = 6 + 4 × 6 4 = 66. It is evident that the minimum cut capacity C t between s and any sink node t is 4. For example, Fig. 1 shows a combination network with N = 3, k = 2. Furthermore, let the information rate be w = 2, and thus δ t = 2 for each t ∈ T . Therefore, |R t (δ t )| = |R t (2)| = 4 × 4 2 = 24 for each t ∈ T , and t∈T |R t (δ t )| = 15 × 24 = 360. Nevertheless, t∈T |E| δt = 15 × 66 2 = 32175. Now, we take into account the general network error correction codes, and give the following theorem.
Theorem 5: For any nonnegative integers β t with β t ≤ δ t for each t ∈ T , if |F| ≥ t∈T |R t (β t )|, then there exist linear network error correction codes satisfying for all t ∈ T ,
The proof of this theorem is the same as that of Theorem 4 so long as δ t is replaced by β t , so the details are omitted.
The following conclusion shows that the required field size for constructing general linear network error correction codes is smaller than that for constructing network MDS codes.
IV. THE CONSTRUCTIVE ALGORITHM OF LINEAR NETWORK ERROR CORRECTION CODES
From the discussions in the last section, we propose the following Algorithm 1 for constructing a linear network error correction code with required error correction capability.
Remark 1: Similar to the polynomial-time algorithm for constructing linear network codes in [4] , our algorithm is a greedy one, too. The verification of Algorithm 1 is from the proof of Theorems 4 and 5. In particular, if we choose β t = δ t for all t ∈ T , then, by the proposed algorithm, we can construct a linear network error correction code that meets the refined Singleton bound with equality. That is, we can obtain a linear network error correction MDS code. On the other hand, if we choose β t = 0 for each t ∈ T , then this algorithm degenerates into an algorithm for constructing linear network codes and t∈T R t (β t ) = t∈T R t (0) = |T |.
Next, we will analyze the time complexity of the proposed algorithm. First, from [4] , we can determine R t (β t ) and find (w + β t ) channel disjoint paths satisfying Lemma 2 in time O( t∈T |E| βt (w + β t )|E|). Both methods presented by Jaggi Algorithm 1 The algorithm for constructing a linear network error correction code with error correction capacity d (t) min ≥ β t for each t ∈ T . Input: The single source multicast network G = (V, E), the information rate w ≤ min t∈T C t , and the nonnegative integers β t ≤ δ t for each t ∈ T . Output: Extended global kernels (forming a linear network error correction code).
Initialization:
1) For each t ∈ T and each ρ ∈ R t (β t ), find (w + β t ) channel disjoint paths P t,ρ from In(s) or ρ to t satisfying Corollary 3, 2) For each t ∈ T and each ρ ∈ R t (β t ), initialize dynamic channel sets CU T t,ρ = In(s) ∪ ρ = {d 1 , d 2 , · · · , d w } ∪ {e : e ∈ ρ}, and the extended global encoding kernelsf e = 1 e for all imaginary channels e ∈ In(s) ∪ E . 1: for each node i ∈ V (according to the topological order of nodes) do 2: for each channel e ∈ Out(i) (according to an arbitrary order) do 3: if e / ∈ ∪ t∈T ∪ ρ∈Rt(βt) E t,ρ then 4:f e = 1 e , 5: all CU T t,ρ remain unchanged. 6 : 8: ifg e (e) = 0 then 9:f e =g e + 1 e , 10: else 11 :f e =g e (e) −1 ·g e . 12: end if 13: For those CU T t,ρ satisfying e ∈ E t,ρ , update CU T t,ρ = {CU T t,ρ \{e(t, ρ)}} ∪ {e}; and for others, CU T t,ρ remain unchanged. 14: end if 15: end for 16 
) .
• If we use the method of Deterministic Implementation [4, III,B], the total time complexity of the algorithm is at most
As an example, we will apply Algorithm 1 to construct a network MDS code for a very simple network G 1 shown by Fig. 2 .
Example 2: For the network G 1 shown by Fig. 2, let topological order of all nodes be s ≺ i ≺ t, and the topological order of all channels be e 1 ≺ e 2 ≺ e 3 . It is obvious that C t = 2. Let w = 1, and thus δ t = C t − w = 1. , which leads to dim(L ρi (CU T t,ρi )) = 2, (i = 1, 2, 3).
For the channel e 1 ∈ Out(s), e 1 ∈ E t,ρ1 ∩E t,ρ2 and choosẽ g e1 = It follows thatf e3 =g e3 fromg e3 (e 3 ) = 1, and update CU T t,ρ1 = CU T t,ρ2 = CU T t,ρ3 = {e 2 , e 3 } ⊆ In(t).
The decoding matrix at t isF t = (f e2fe3 ) = 
