We propose a latent dynamic factor model framework for mixed-measurement mixedfrequency panel data. Time series observations may come from different families of parametric distributions, may be observed at different frequencies, and exhibit common dynamics and cross sectional dependence due to shared exposure to latent dynamic factors. As the main complication, the likelihood does not exist in closed form for this class of models. We therefore present three different approaches to parameter and factor estimation in this framework. First, assuming a factor structure for location parameters yields a parameter driven model that can be cast into state space 
Introduction
We develop a novel latent dynamic factor model for panels of mixed measurement time series data. In this framework, observations may come from different families of parametric distributions, may be observed at different frequencies, and are dependent in the cross-section due to shared exposure to latent dynamic factors. Consider available data y t = (y 1t , . . . , y N t ) , t = 1, . . . , T,
where each row y i = (y i1 , . . . , y iT ), i = 1, . . . , N , comes from a different density. We are not only thinking of simple differences in means or variances. Instead, some time series may be discrete, whereas others are continuous. Some time series may be Gaussian, while others are non-negative durations, or count data obtained from point processes. Time series data from the exponential family is often of particular interest. This family includes many wellknown distributions, such as the binomial, Poisson, Gaussian, inverse Gaussian, Gamma, and Weibull distribution. The results of this paper allow us to analyze the joint variation in mixed data from the above densities, in a latent dynamic factor model setting.
In the absence of non-Gaussian or mixed data, latent factors underlying a panel of time series data can be analyzed using either (i) the method of principal components in an approximate dynamic factor model framework, see e.g. Connor and Korajczyk (1986 , 1988 , 1993 , Watson (2002, 2005) , Bai (2003) , and Bai and Ng (2002, 2007) , (ii) estimation procedures based on frequency domain methods, see e.g. Sargent and Sims (1977) , Geweke (1977) , Reichlin (2000, 2005) , or (iii) filtering and smoothing techniques in a state space framework, see e.g. Doz, Giannone, and Reichlin (2006) , and Jungbacker and Koopman (2008) . If data (1) come from different families of densities, however, none of the above methods can be used for parameter and factor estimation without modification. To the best of our knowledge, this paper is the first to present a likelihoodbased analysis of a dynamic factor model for mixed measurement time series data. We refer to the model as the mixed-measurement dynamic factor model (MM-DFM).
In this paper, the main challenge is that the likelihood of the MM-DFM does not exist in closed form. Obviously, this hinders parameter and factor estimation and inference in a likelihood-based setting. We present three solutions to this problem. First, Shephard and Pitt (1997) , Durbin and Koopman (2000) , and Jungbacker and Koopman (2007) show that maximum likelihood inference and latent factor estimation can be achieved by Monte
Carlo maximum likelihood methods based on importance sampling techniques. We cast the MM-DFM in state space form, and demonstrate that this approach can be extended to the MM-DFM setting. Recent applications of importance sampling in a non-Gaussian framework include Koopman, Lucas, and Monteiro (2008) , , and Schwaab (2008, 2010) . .
Second, we consider a less complex observation driven model as an alternative to the parameter driven model in state space form. Here, the scaled score of the (local) loglikelihood function serves as the driving mechanism for the latent factors. This essentially eliminates the factor's second source of error. Creal, Koopman, and Lucas (2008) refer to such models as generalized autoregressive score (GAS) models. Effectively, this paper extends the class of GAS models to include a panel data model for observations from different families of parametric distributions (MM-GAS). Importantly, the likelihood exists in closed form, and can be maximized straightforwardly.
Third, we demonstrate that parameter and factor estimation in the MM-DFM framework can be performed by Bayesian techniques. Bayesian inference is particularly attractive when there is some prior information about the parameters. Also, Markov Chain Monte Carlo (MCMC) methods still work in settings with a very high dimensional factor space, where we may want to sample the factors in blocks.
As an example of a mixed-measurement and mixed-frequency panel data setting, we model the systematic variation in cross sections of corporate default counts, recovery rates on loans and bonds after default, and macroeconomic data. While defaults are discrete, the recovered percentages on the principal are continuous and bounded on the unit interval. Recovery values tend to be low precisely when defaults are high in an economic downturn, indicating important systematic covariation across different types of data from different families of parametric distributions. In addition, recovery rates, default counts, and macroeconomic indicators are available at different frequencies. It is not difficult to think of further applications from e.g. the actuarial sciences or financial market microstructure research. Mixed-measurement models are useful whenever different families of statistical distributions are appropriate for different types of data, while they may be driven by related dynamics.
The remainder of this paper is as follows. We introduce the baseline mixed measurement dynamic factor model (MM-DFM) in Section 2, along with results regarding parameter estimation and signal extraction in this framework. We demonstrate how to speed up likelihood evaluations by collapsing observations, and address missing values. Section 3 introduces an observation driven MM-GAS alternative. Bayesian inference for the MM-DFM is treated in Section 4. Section 5 considers the estimation and forecasting of intertwined credit and recovery risk conditions. Section 6 concludes.
Mixed-measurement dynamic factor model
This section introduces a parameter driven latent dynamic factor model for variables from a broad range of densities, which we refer to as the mixed-measurement dynamic factor model (MM-DFM). Variables may be observed at different frequencies, such as monthly, quarterly, annually, etc.
Model specification
The mixed measurement dynamic factor model is based on a set of m dynamic latent factors that are assumed to be generated from a dynamic Gaussian process. For example, we can collect the factors into the m × 1 vector f t and assume a stationary vector autoregressive process for the factors,
with the initial condition 
Conditional on a factor path F t = { f 1 , f 2 , . . . , f t }, the observation y i,t of the ith variable at time t is assumed to come from a certain density given by
For example, the observation y i,t could come from the exponential family of densities,
with the signal defined by
where α i is an unknown constant and λ i,j is the m × 1 loading vector with unknown co- (2) which we enforce by the restrictions µ f = 0 and Σ f = I implying that
Conditional on F t , the observations at time t are independent of each other. It implies that the density of the N × 1 observation vector y t = (y 1,t , . . . , y N,t ) is given by
The MM-DFM model is defined by the equations (2), (3) and (5).
Estimation via Monte Carlo maximum likelihood
An analytical expression for the maximum likelihood (ML) estimate of parameter vector ψ for the MM-DFM is not available. Let y = (y 1 , . . . , y T ) and f = (f 1 , . . . , f T ) denote the vector of all the observations and factors, respectively. Let p(y|f ; ψ) be the density of y conditional on f and let p(f ; ψ) be the density of f . The log-likelihood function is only available in the form of an integral
where f is integrated out. A feasible approach to computing this integral is provided by importance sampling; see, e.g. Kloek and van Dijk (1978) , Geweke (1989) and Durbin and Koopman (2001) . Upon computing the integral, the maximum likelihood estimator of ψ is obtained by direct maximization of the likelihood function using Newton-Raphson methods. 
where M is a large number of draws. Density g(y; ψ) is the likelihood of an approximating model which is employed to obtain the samples f (k) ∼ g(f |y; ψ), see below. A derivation of (7) is provided in the appendix A1.
For a practical implementation, the importance density g(f |y; ψ) can be based on the linear Gaussian state space model 
1. Initialize a guessθ of the mode.
2. Given a current guessθ, computeỹ i,t =θ i,t −p
3. Withỹ t andH t from Step 2, apply the Kalman filter and smoother to the state space model (8) to obtain the smoothed estimates θ t for t = 1, . . . , T . Setθ = θ as the next guess for the solution to the mode. Return to Step 2 until convergence.
A derivation of the updating equations is provided in the appendix A2. A possible metric of convergence is the sum of absolute percentage change between θ andθ. We briefly describe how to implement this procedure for several examples; these will be useful in the application below.
Illustration 1: As an example for deriving the updating equations of Algorithm 1, we consider a univariate time series y t , t = 1, . . . , T , from a Binomial distribution with time-varying success probability π t and time-varying number of trials k t . The log-density log p(y t |π t ) =
can be rewritten in terms of the canoni-
The signal θ t is assumed to exhibit factor structure (5), i.e., θ t is an affine function of factors. . The mean θ t may vary due to exposure to latent dynamic factors f t , see (5). Differentiating the Gaussian log-density with respect to its signal
. As a result, the updating takes the formH t = σ 2 , andỹ t =θ t + y t −θ t = y t . The fact that no updating is necessary in this relevant case is fortunate, since it speeds up calculation of the approximating model. We also note here that Gaussian observations cancel in the calculation of the importance sampling weights, since the actual and approximating densities coincide. (a + b + 1). Following this interpretation, we give a factor structure to the first parameter, a = θ t , to capture observed covariation with other time series of interest. The Beta log-density is given by log p(
function. The updating steps are formulated as above. Considering time variation in the second parameter is also possible.
To simulate values from the importance density g(f |y; ψ), the simulation smoothing method of Durbin and Koopman (2002) can be applied to the approximating model (8). For a set of M draws of g(f |y; ψ), the evaluation of (7) relies on the computation of p(y|f ; ψ), g(y|f ; ψ) and g(y; ψ). Density p(y|f ; ψ) is based on (3), density g(y|f ; ψ) is based on the Gaussian density for (8) and g(y; ψ) can be computed by the Kalman filter applied to (8), see Schweppe (1965) and Harvey (1989) .
Estimation of the factors
Once an ML estimator is available for ψ, the estimation of the location of f can be based on importance sampling. It can be shown that
The estimation of E(f |y; ψ) via importance sampling can be achieved byf
with w k = p(y|f
; ψ), and f
. Similarly, the standard errors s t of f t can be estimated by
withf t the tth elements off . A derivation of (9) and (10) is provided in the appendix A1.
The availability of conditional variance estimates allows us to construct estimated standard error bands around the conditional mean of the factors.
As an alternative estimator of the latent factors f t , we may obtain the conditional mode as given byf
The conditional mode indicates the most probable value of the factors given the observations. In practise, it is obtained automatically as a by-product when matching the modes of densities p(f |y; ψ) and g(f |y; ψ), see Algorithm 1. In practice,f andf are usually very close, see also Section 5.
Collapsing observations
A recent result in Jungbacker and Koopman (2008) states that it is possible to collapse a [N × 1] vector of (Gaussian) observations y t into a vector of transformed observations y l t of lower dimension m < N without compromising the information required to estimate factors f t via the Kalman Filter and Smoother. This subsection adapts their argument to a nonlinear mixed-measurement setting. We focus on collapsing the artificial Gaussian datã y t with associated covariance matricesH t , see (8) and (2).
Consider a linear approximating model for transformed dataỹ * t = A tỹt , for a sequence of invertible matrices A t , for t = 1, . . . , T . The transformed observations are given bỹ
where time-varying projection matrices are partitioned as A t = A Given matrices A t , a convenient model for transformed observationsỹ * t is of the form 
Missing values due to mixed frequencies and forecasting
This section addresses the treatment of missing values. Missings arise easily when data is available at different sampling frequencies. Missing values also arise in out-of-sample forecasting at the end of the sample. For mixed frequency data, we suggest arranging the data on a grid at the higher frequency. For example, variables at a monthly and quarterly frequency can be arranged on a monthly grid. The quarterly series will then contains missing
values. The precise arrangement may depend on whether data is a stock (point in time) or flow (a quantity over time, or average) measurement.
Missing values are accommodated easily in a state space approach. Most implementations of the Kalman filter (KF) and associated smoother (KFS) automatically assign a zero Kalman gain, zero prediction error, and large (infinite) prediction error variance to missing observations, see e.g. the implementation by Koopman, Shephard, and Doornik (2008) . As a result, little extra effort is required. Some care must be taken when computing the importance sample weights w k = p(y|f 3 Mixed measurement generalized autoregressive score models This section introduces an observation driven alternative to the parameter driven MM-DFM by adjusting the factor (state) equation. We refer to Creal, Koopman, and Lucas (2008) who recently proposed a framework for observation-driven time-varying parameters models, which is referred to as generalized autoregressive score (GAS) models. This subsection extends the GAS family of models to include a dynamic factor model for mixed measurement panel data (MM-GAS).
Model specification MM-GAS
The observation and signal equation of the MM-DFM and MM-GAS model coincide, i.e.,
The observation densities are functions of a latent m × 1 vector of factors that are assumed to come from a vector autoregressive specification. Instead of having their own source of error, the factors f t in a GAS model are driven by the scaled score of the (local) log-density of y t according to 
where
such that the scaling matrix S t is equal to the conditional Fisher information matrix. In most models of interest, the information matrix equality holds such that S
The updating mechanism (14) for f t is a Gauss-Newton iteration for each new observation y t that becomes available. The updating equation is based on the (local) likelihood score and associated information matrix and therefore exploits the full density structure to update the factors. Given that factors are common across observations from different families of densities, scaling by (15) gives an automatic and model consistent way to weight the information provided by different observations.
Maximum likelihood estimation
Parameter and factor estimation by maximum likelihood for the MM-GAS model is simpler and less computationally demanding compared to the Monte Carlo methods required in the state space framework. The likelihood can be built recursively since current factors f t , while stochastic, are perfectly predictable given past values of observations, factors, and coefficients ψ. Unknown parameters can be estimated by maximizing the log-likelihood As in the MM-DFM setting of Section 2, we need to impose certain restrictions to ensure the identification of all parameters in ψ. As is common in factor models, a rotation of the factors by an invertible matrix, along with an inverse rotation of the factor loadings, yields an observationally equivalent model. As a result, we impose µ f = 0 in (13), and restrict certain factor loadings λ i,j in (12) to be rows of the corresponding identity matrix. We need to restrict as many rows of factor loadings as there are common factors in the model.
Restricting the factor loadings identifies the unknown parameters in (13). This requirement is related to the scaling of Σ η = I −ΦΦ in (2) to identify the factor loadings in the parameter driven framework.
We can still estimate (filtered) factors in the MM-GAS framework when portions of the panel are missing. For an unbalanced panel, we need to distinguish which part of the data is observed at each time time t = 1, . . . , T . The increment in the log-likelihood for y t , the score vector ∇ t , and scaling matrix S t−1 take contributions only from observed data. 
Sampling the latent factors
We sample latent factors from its conditional density, i.e., f
, f by adding a vector of error terms. Adding Gaussian errors yields a (symmetric) Gaussian proposal density. The proposed new value is accepted with probability α t = min
, 1 , t = 2, . . . , T − 1, where
is the likelihood ratio of the proposed sample and the previous sample. This likelihood ratio depends on data y and neighboring samples, f t+1 . The cases t = 1 and t = T can be handled similarly. If rejected, f
t . The scales of the error term is tuned to achieve roughly a 35% acceptance rate.
Sampling factor loadings and autoregressive parameters
We sample the parameters from their conditional density, i.e. ψ
).
Under the assumption that the factor loadings λ i,j and signal intercepts λ 0,i in (5) have a conjugate normal prior, they can be obtained by regression. They are sampled from a normal distribution in a Gibbs sampling step.
Drawing the factor autoregressive parameters in Φ requires a random-walk Metropolis step. This allows to assume a standard but non-conjugate beta prior for the autoregressive parameters. Again, the scales of the error term is tuned to achieve roughly a 35% acceptance rate.
Intertwined credit and recovery risk
Evidence from many countries in recent years suggests that collateral values and recovery rates on corporate defaults are volatile and, moreover, that they tend to go down just when the number of defaults goes up in economic recessions, see Altman, Brady, Resti, and Sironi (2003) for a survey. The inverse relationship between recovery rates and default rates has traditionally been neglected by credit risk models, treating the recovery rate as either constant or as a stochastic variable independent from the probability of default. It is now widely recognized that a failure to take these dependencies into account leads to incorrect forecasts of the loss distribution and the derived capital allocation, see Schuerman (2006) . The scatterplot in the top panel plots observed quarterly default rates for Moody's rated firms against average senior secured bond recovery rates over time. The regression line indicates an inverse relationship. The bottom panel presents a histogram of scaled historical default rates (the unconditional portfolio loss distribution) with and without systematic recovery rate risk. The panel compares the unconditional loss density (i) when recovery rates are held fixed at their mean value, and (ii) when historical recoveries vary inversely with the default rates. A parsimonious model for mixed measurement data y t = (d t , r t , x t ) , with common exposure to latent autocorrelated risk factors f t , is given by
where 1 + e −θ j,t −1 = π j,t denotes a time-varying default probability within the unit interval.
Location parameters for each observation are given by
where c θ,j , c a,j , c µ,j are intercept terms and β j , γ j , δ j are factor loadings. Unknown coefficients and factors can be estimated as outlined in Section 2.
Major empirical findings
Figure 2 compares in-sample predictions for defaults, bond and loan recovery rates, and business cycle data to observed data. The single factor MM-DFM (m = 1) already gives an acceptable fit to the default counts and bond recovery rates. However, the fit to loan recovery rates and macroeconomic data is less satisfactory. This discrepancy may indicate that systematic default and recovery rate risk is related to, but different from, standard business cycle risk. This would confirm the related findings in Das, Duffie, Kapadia, and
Saita (2007) and Bruche and Gonzalez-Aguado (2009) . Extending the dimensionality of f t yields a better fit, in particular for the macroeconomic indicators and bond recovery rates.
The corresponding plots for the MM-GAS model are reported in Figure 3 . For the current data, the observation driven alternative is able to replicate the in-sample fit of the MM-DFM.
When estimating MM-DFM models, we assume that the assumptions underlying the application of importance sampling hold. In particular, g(f |y; ψ) needs to approximate p(f |y; ψ) sufficiently closely to ensure that the importance sampler possesses a variance. This guarantees a square root speed of convergence and asymptotic normality of the importance sampling estimators, see Geweke (1989) . Some graphical diagnostics are presented in Figure   4 . We present the largest 100 (log) importance sampling weights, a density plot, and a recursive variance estimate for 10000 importance sampling weights associated with models with m = 1, 2, 3 factors. There is no indication that a few extremely large weights dominate.
The recursive variance estimates appear to converge. The largest weight accounts for less than 1% of the total sum of weights in all cases. However, the weights appear to become less well-behaved as more factors are added. Statistical tests for a finite variance are presented in Koopman, Shephard, and Creal (2009) . The figure plots the actual versus predicted values of (i) default counts of firms rated investment grade and speculative grade, respectively, (ii) bank loan recovery rates, and recovery rates for senior secured bonds, and (iii) changes in the unemployment rate, yoy, and negative changes in industrial production. Defaults are quarterly data, recovery rates are annual data, and macro data is monthly data. Predicted values are obtained from a model specification with m = 2 and m = 3 factors, respectively. The figure plots the actual versus predicted values of (i) default counts of firms rated investment grade and speculative grade, respectively, (ii) bank loan recovery rates, and recovery rates for senior secured bonds, and (iii) changes in the unemployment rate, yoy, and negative changes in industrial production. Defaults are quarterly data, recovery rates are annual data, and macro data is monthly data. Predicted values are from a multi-factor MM-GAS model specification with m = 3 factors. The figure plots the estimates for three latent factors from a multi-factor (m = 3) MM-DFM and MM-GAS model specification, respectively. We report the conditional mean and mode estimates for the MM-DFM (left), and filtered factors for the MM-GAS (right). Standard error bands for the conditional mean of the factors are at a 0.95 confidence level. 
Out of sample evaluation
This section compares the out-of-sample predictions of several models for mixed measurement data. We consider four model which differ widely in their degree of sophistication. We consider 1. a random walk forecast, assuming the last year's rates will remain the same, 2. a low order unrestricted vector autoregression, VAR (2), fitted on quarterly data for default rates, recovery rates, and macroeconomic time series. Missing data is replaced straightforwardly by its last known values.
3. the parameter driven MM-DFM, estimated by state space methods for different values of m. Recovery rates are fitted using time-varying parameter versions of the beta and logit-normal distribution.
several observation driven MM-GAS models, for different values of m.
Each model is used to produce an out-of-sample forecast of the (i) default rate for both investment grade and speculative grade rated issuers over the next year, (ii) loan and senior secured bond recovery rates for defaulted debt over the next year, and (iii) the annual change in US industrial production. Table 1 presents the mean absolute error (MAE) and root mean square error (RMSE) statistics associated with one year ahead forecasts. Simple models, such as the VAR(2) and the Random Walk, do relatively well in forecasting. This holds in particular for random walk forecasts for the recovery rates, and the VAR forecasts of the default rate.
The MM-GAS model does at least as well as the more complex MM-DFM when predicting default rates. It also beats the Random Walk forecasts for default rates. This means that the increase in model tractability and estimation speed of the MM-GAS model compared to the MM-DFM does not come at the cost of reduced forecasting power. Extending the dimensionality of f t for the factor models (MM-DFM and MM-GAS) tends to help for the prediction of some variables (speculative grade default rates, loan and bond recovery rates),
but not for others (investment grade default rates, annual IP growth). Table 1 further suggests that the conditionally logit-normal and beta specifications for recovery rates do approximately equally well in prediction. The beta density seems slightly better for m=1, while the logit-normal specification is better for m=2. Both choices are reasonable.
A combined forecast from four models [the Random Walk, the VAR(2), a MM-GAS model with five factors, and a MM-DFM with one factor, equal weighting] is often among the best three forecasts, and never among the three worst forecasts. The combined forecast has low prediction RMSEs, in particular for both recovery rates and speculative grade default rates.
We conclude that the combined forecasts from two relatively simple (random walk, VAR (2)) and two sophisticated (MM-DFM, MM-GAS) models appears to give good joint forecasts of default rates and recovery rates. Figure 6 plots the out-of-sample point forecasts for default and recovery rates for the recession year 2008. The forecasted levels are similar for the MM-DFM and MM-GAS model. In this particular case, the MM-DFM delivers better joint forecasts of defaults and recoveries than the GAS model. This finding can be explained by the fact that we have restricted (identified) two GAS factors to load mostly on macro data. 
Conclusion
We introduced a new latent dynamic factor model framework (MM-DFM) for time series observations from different families of distributions and mixed sampling frequencies. Parameter and latent factor estimates can be obtained by Monte-Carlo maximum likelihood methods based on importance sampling techniques. For the modeling of large data sets, we suggest two ways to increase computational speed. First, we collapse observations into a lower-dimensional space such that less observations are passed through the Kalman Filter and Smoother for each evaluation of the log-likelihood. Second, we consider a less complex observation-driven alternative model (MM-GAS) where the factors are driven by the scaled score of the (local) log-likelihood. Missing values arise due to mixed frequencies and forecasting, and can be accommodated straightforwardly in either the MM-DFM and MM-GAS The two panels plots the 1982 to 2007 in-sample predictions for quarterly investment and speculative grade default rates, and loan and bond recovery rates. Out-of-sample point forecasts for 2008 are based on a multi-factor (m = 3) MM-DFM (top panel) and MM-GAS model (bottom panel), respectively. We also plot the simulated out-of-sample predictive density for the portfolio credit loss based on bond default and recovery rate data. 
A1. Derivation of importance sampling estimators
Equations (7), (9) and (10) are derived below. Using importance sampling to estimate parameters and factors in nonlinear non-Gaussian models is not new, we refer to Shephard and Pitt (1997) , and Koopman (1997, 2000) . For given parameters ψ, consider the estimation of the mean of an arbitrary function of the factors, x = x(f ), where f = (f 1 , . . . , f T ) , conditional on mixed measurement data y = (y 1 , . . . , y T ) ,
There is no analytical solution for this problem. Denoting a suitable Gaussian importance density by g(f |y; ψ),
where E g denotes expectation with respect to g(f |y; ψ). .19) and thus
The Monte Carlo estimator (7) is the empirical counterpart to (A.20) . It is of the same form as the estimator presented in Durbin and Koopman (1997) . A law of large numbers, such as Khinchin's WLLN, ensures convergence under relatively weak conditions, see Geweke (1989) .
The last equality uses the fact that the marginal distribution of the state is Gaussian, p(f ; ψ) = g(f ; ψ). .21) give an expression for the first two conditional moments of f . A law of large numbers implies convergence of the empirical counterparts in (9) and (10).
A2. Derivation of Algorithm 1
We adapt a general argument for non-Gaussian models in state space form to the MM-DFM setting, compare Durbin and Koopman (2001), p. 192 . For original work on importance sampling in a non-Gaussian framework we refer to Shephard and Pitt (1997) , and Koopman (1997, 2000) . The dependence of observation densities on unknown parameters ψ is suppressed. The linear Gaussian approximating model is of the form (8) and (2). Let g(f |y) and g(f, y) be generated by the Gaussian approximating model, and let p(f |y) and p(f, y) be the corresponding densities as generated by the mixed model (2), (3) and (5). We seek artificial dataỹ t and variancesH t such that the densities g(f |y) and p(f |y) have the same modef . The initialization condition for the unobserved factors is given by their stationary distribution, g(f 1 ) = N(0, I m ). The (nondiffuse) initialization of factors and the time-invariance of MM-DFM system matrices Φ, Σ η , .., simplify the exposition.
In the Gaussian model, the joint density g(f, y) is given by log g(f, y) = const − log g(f 1 ) − 1 2 These are the required updating equations. All elements in y = (y 1 , . . . , y T ) are independent after conditioning on the corresponding signal θ = (θ 1 , . . . , θ T ) . This implies thatH t is diagonal for all t = 1, . . . , T .
As a result, each observation can be updated individually.
A3. GAS equations for mixed measurement credit risk model
We discuss the formulation of the MM-GAS model for the empirical application considered in Section 5.
We consider the case of mixed measurements y t = (d t , r t , x t ) , where d t is binomial, r t is logit-normal, and
x t is Gaussian with time-varying parameters. The observations are dependent in the cross section since parameters depend on common factors. where j indexes the cross section. The time-varying parameters depend on common factors as θ j,t = c θ,j + Z d,j f t ,μ j,t = cμ ,j + Z r,j f t , µ j,t = c µ,j + Z x,j f t .
The log-density for the observed variables y t combines the multivariate normal, the binomial, and the logitnormal density. If all data is observed at time t, the local log-density is given by log p(y t |f t , ψ) = const + where n 1 , n 2 , and n 3 are the dimensions of d t , r t , and x t . As the log-density, the score and information matrix for the factors f t also depend on which data is observed at time t. The (inverse of) the scaling matrix is given as
where Σ d,t = diag (π 1,t (1 − π 1,t )k 1,t , . . . , π n 1 ,t (1 − π n 1 ,t )k n 1 ,t ),Σ = diag(σ ). In case data is missing at time t, the respective contributions to the sums are zero.
