A nonlinear analogue of the Rademacher type of a Banach space was introduced in classical work of Enflo. The key feature of Enflo type is that its definition uses only the metric structure of the Banach space, while the definition of Rademacher type relies on its linear structure. We prove that Rademacher type and Enflo type coincide, settling a long-standing open problem in Banach space theory. The proof is based on a novel dimension-free analogue of Pisier's inequality on the discrete cube.
Introduction and main results
Let (X, · ) be a Banach space. We say that X has Rademacher type p ∈ [1, 2] if there exists C ∈ (0, ∞) so that for all n ≥ 1 and x 1 , . . . , x n ∈ X E n j=1 ε j x j p ≤ C p n j=1 x j p .
We denote by T R p (X) the smallest possible constant C in this inequality. A nonlinear notion of type was introduced by Enflo [3] : a Banach space has Enflo type p if there exists C ∈ (0, ∞) so that for all n ≥ 1 and f :
E D j f (ε) p , and we denote by T E p (X) the smallest possible constant C in this inequality. Here we define the discrete partial derivatives on the cube {−1, 1} n as D j f (ε) := f (ε 1 , . . . , ε j , . . . , ε n ) − f (ε 1 , . . . , −ε j , . . . , ε n ) 2 .
The key feature of Enflo type is that its definition depends only on the metric structure of X, that is, it involves only distances between two points. This notion therefore extends naturally to the setting of general metric spaces. In contrast, the definition of Rademacher type relies on the linear structure of X.
The study of metric properties of Banach spaces, known as the "Ribe program", has been of central importance in Banach space theory in recent decades [11] . Understanding the relationship between Rademacher type and Enflo type is a fundamental question in this program. That Enflo type p implies Rademacher type p follows immediately by choosing the linear function f (ε) = n j=1 ε j x j in the definition of Enflo type. Whether the converse is also true, that is, that Rademacher type p implies Enflo type p, is a long-standing problem that dates back to Enflo's original paper [3] from 1978. Despite a number of partial results in this direction [2, 13, 12, 10, 6, 5] , the question has remained open.
Here we settle Enflo's question in the affirmative: Rademacher type p is equivalent to Enflo type p. In other words, Enflo type provides a characterization of Rademacher type using only the metric structure of X.
for every p ∈ [1, 2] and Banach space X.
The key new ingredient in the proof of Theorem 1.1 is a novel dimension-free analogue of a classical inequality of Pisier.
1.1. Pisier's inequality. Let p ≥ 1, let f : {−1, 1} n → X and let ε, δ be independent random vectors that are uniformly distributed on the discrete cube {−1, 1} n . As part of his investigation of metric type, Pisier discovered the following class of Sobolev-type inequalities for vector-valued functions on the discrete cube:
(1.1)
If such an inequality were to hold with a constant C that is independent of dimension n, then Enflo's problem would be solved: if X has Rademacher type p, then applying this property to the right-hand side of (1.1) conditionally on ε would yield immediately the definition of Enflo type p. Unfortunately, Pisier was able to prove (1.1) only with a dimension-dependent constant C ∼ log n [13, Lemma 7.3], and it was subsequently shown by Talagrand [14, section 6 ] that this order of growth is optimal: that is, there exist Banach spaces X for which the optimal constant in Pisier's inequality must grow logarithmically with dimension. In order to resolve Enflo's problem, however, it is not necessary to establish Pisier's inequality for an arbitrary Banach space: it suffices to show that (1.1) holds with a dimension-free constant under the additional assumption that X has nontrivial type. For this reason, subsequent work has focused on identifying conditions on the Banach space X under which (1.1) holds with a constant that depends only on the geometry of X (but not on n). Notably, Naor and Schechtman [12] proved that (1.1) holds with a dimension-free constant under the stronger assumption that X is an UMD Banach space (see also [6, 4] ). Very recently, Eskenazis and Naor [5] proved that for superreflexive Banach spaces X, the constant in Pisier's inequality can be improved to log α n for some α < 1.
Beside the inequality (1.1), Pisier also proved [13, Theorem 2.2] a more general counterpart of his inequality in Gauss space: if f : R n → X is locally Lipschitz, G, G ′ are independent standard Gaussian vectors in R n , and Φ : X → R is convex and satisfies a mild regularity assumption, then
This inequality is an elementary consequence of rotation-invariance of the Gaussian measure. One obtains an inequality analogous to (1.1) by choosing Φ(x) = x p .
Remarkably, however, the Gaussian inequality is dimension-free for an arbitrary Banach space X, in sharp contrast to the inequality on the cube. Despite the apparent obstructions, we will prove in this paper a completely general dimension-free analogue of (1.2) on the discrete cube. The existence of such an inequality appears at first sight to be quite unexpected. It will turn out, however, that the dimension-dependence of (1.1) is not an intrinsic feature of the discrete cube, but is simply a reflection of the fact that (1.1) is not the "correct" analogue of the corresponding Gaussian inequality. To obtain a dimension-free inequality, we will replace δ by a vector of biased Rademacher variables δ(t) which arises naturally in our proof by differentiating the discrete heat kernel. The proof of Theorem 1.1 then follows readily by a routine symmetrization argument.
1.2.
A dimension-free Pisier inequality. The following random variables will appear frequently in the sequel, so we fix them once and for all. Let ε be a random vector that is uniformly distributed on the cube {−1, 1} n . Given t > 0, we let ξ(t) be a random vector in the cube, independent of ε, whose coordinates ξ i (t) are independent and identically distributed with
We also define the standardized vector δ(t) by
The following analogue of (1.2) lies at the heart of this paper. 
where µ is the probability measure on R + with density µ(dt) := 2 π 1 √ e 2t −1 dt. It is interesting to note that (1.3) is not just an analogue of (1.2) on the cube: it is in fact a strictly stronger result, as the Gaussian inequality can be derived from Theorem 1.2 by the central limit theorem. To see why, assume that f : R n → X is a sufficiently smooth function with compact support and let Φ : X → R be a sufficiently regular convex function. Define the function f N :
and note that for
Letting N → ∞ now yields (1.2) by the multivariate central limit theorem, as When Φ(x) = x p , the conclusion of Theorem 1.2 may be slightly improved. As the improvement will be needed in the sequel, we spell out this variant separately. 
In this setting, the difference between (1.3) and (1.4) is that in the former the exponent 1/p appears outside the µ(dt) integral on the right-hand side.
The proofs of Theorems 1.2 and 1.4 were inspired by Gaussian semigroup methods due to Ledoux [9, Chapter 8] . In the Gaussian case, the classical smoothing property of the heat semigroup derives from the fact that one can differentiate the heat kernel. This can also be done on the discrete cube, however: in this case differentiating the discrete heat kernel gives rise to a biased Rademacher vector δ(t) (Lemma 2.1). Starting from this simple but very useful observation, we are able to extend the Gaussian theory to the discrete cube in a completely natural manner. With these results in hand, however, we can now revisit the question of what additional assumption must be imposed on X in order that Pisier's original inequality (1.1) holds with a dimension-independent constant.
Recall that a Banach space (X, · ) has (Rademacher) cotype q ∈ [2, ∞) if there exists C ∈ (0, ∞) so that for all n ≥ 1 and x 1 , . . . , x n ∈ X n j=1
We denote by C q (X) the smallest possible constant C in this inequality. The significance of cotype in the present context is twofold:
• As any Banach space with nontrivial type has finite cotype [8, Theorem 7.1.14], we obtain in particular an affirmative answer to the question posed after (1.1): Pisier's inequality holds with a dimension-free constant in any Banach space with nontrivial type. However, one may argue that this fact is no longer of great importance in view of our main results; in practice Theorems 1.2 and 1.4 may be just as easily deployed directly in applications (as we do in Theorem 1.1), and give rise to much better constants than would be obtained from Theorem 1.5.
A quantitative formulation of Theorem 1.5 will be given in section 4.
1.4.
Organization of this paper. The rest of this paper is organized as follows. Section 2 is devoted to the proofs of Theorems 1.2 and 1.4. We subsequently deduce Theorem 1.1 in section 3. Finally, Theorem 1.5 is proved in section 4.
Proof of Theorems 1.2 and 1.4
The Laplacian on the discrete cube is defined by
We denote by P t the standard heat semigroup on the cube, that is,
Recall that ∆ is self-adjoint on
The basis for the proof of Theorem 1.2 is the following probabilistic representation of the heat semigroup and its discrete partial derivatives.
. , x n ξ n (t))]. By the definition of ξ j (t), we have
Note also that
We now observe that
We have therefore shown that 1 (t) , . . . , x n ξ n (t))].
It remains to show that Q t f = P t f . To this end, note that Q 0 f = f and
Thus Q t satisfies the Kolmogorov equation for the semigroup P t .
We are now ready to prove Theorem 1.2.
Proof of Theorem 
is the convex conjugate of Φ. We can therefore write
As P 0 f = f and lim t→∞ P t f = Ef (ε) (this follows, e.g., from Lemma 2.1), we can write by the fundamental theorem of calculus
where we used in the last line that ∆ is self-adjoint and commutes with P t . To proceed, we note that by Lemma 2.1
where εξ(t) := (ε 1 ξ 1 (t), . . . , ε n ξ n (t)). Moreover, E[Φ * (g(ε))] = E[Φ * (g(εξ(t)))], as the random vectors εξ(t) and ε have the same distribution. Thus
and the conclusion follows readily.
The proof of Theorem 1.4 is almost identical.
Proof of Theorem 1.4. In this case we use [7, Proposition 1.3.1]
Proceeding exactly as in the proof of Theorem 1.2, we obtain
using Hölder's inequality. Recalling that E g(εξ(t)) q = E g(ε) q as the random vectors εξ(t) and ε have the same distribution, the conclusion follows readily.
3. Proof of Theorem 1.1 Theorem 1.1 follows from Theorem 1.2 by a routine symmetrization argument.
Proof of Theorem 1.1. The first inequality T R p (X) ≤ T E p (X) follows readily by choosing f (ε) = n j=1 ε j x j in the definition of Enflo type. In the converse direction, note first that as ε and −ε have the same distribution, and as x → x p is convex, we can estimate
To estimate the right-hand side we use a standard symmetrization argument. Let ξ ′ (t) be an independent copy of ξ(t) and ε ′ be an independent copy of ε. Then
where we used Jensen's inequality in the first line; that ξ j (t) − ξ ′ j (t) has the same distribution as ε ′ j (ξ j (t) − ξ ′ j (t)) (by symmetry) in the second line; and the definition of Rademacher type conditionally on ξ(t), ξ ′ (t), ε and that ξ(t), ξ ′ (t), ε, ε ′ are independent in the third line. But as p ≤ 2, we have by Jensen's inequality
Thus we have shown
E f (ε) − f (−ε) 2 p ≤ π √ 2 T R p (X) p n j=1 E D j f (ε) p , which implies T E p (X) ≤ π √ 2 T R p (X).
Proof of Theorem 1.5
The following contraction principle is a classical result of Maurey and Pisier (see, e.g., [13, Proposition 3.2] ). We spell out a version with explicit constants.
Theorem 4.1. Let (X, · ) be a Banach space of cotype q < ∞, let η 1 , . . . , η n be i.i.d. symmetric random variables, and let ε be uniformly distributed on {−1, 1} n . Then for any n ≥ 1, x 1 , . . . , x n ∈ X, and 1 ≤ p < ∞, we have
Proof. As η i are symmetric random variables, they have the same distribution as ε i η i . The conclusion for the special case p = q follows from [8, Theorem 7.2.6] . For the general case, we consider two distinct cases.
For the case p > q, recall that a Banach space with cotype q also has cotype r for all r > q, with C r (X) ≤ C q (X) [8, p. 55 ]. Thus the conclusion follows readily from [8, Theorem 7.2.6] by choosing q = p.
For the case p < q, we bound the L p -norm on the left-hand side by the L q -norm, and then apply the inequality for the case p = q. This yields
We conclude by using the Kahane-Khintchine inequality [8, Theorem 6.2.4] to bound the L q -norm on the right-hand side by the L p -norm, which incurs the additional factor (q/p) 1/2 . This completes the proof.
We are now ready to prove one direction of Theorem 1.5: if X has finite cotype, then (1.1) holds with a dimension-free constant. Proposition 4.2. Let (X, · ) be a Banach space of cotype q, and let ε, δ be independent uniformly distributed random vectors in {−1, 1} n . Then for any function f : {−1, 1} n → X and 1 ≤ p < ∞, we have
Proof. Let ξ ′ (t) be an independent copy of ξ(t). We first note that
where we used Jensen's inequality in the first line and we applied Theorem 4.1 conditionally on ε in the second line. Now note that
Thus Theorem 1.4 yields ] it must contain a 2-isomorphic copy of ℓ N ∞ for every N ≥ 1. Thus we can embed Talagrand's example in X for every n ≥ 1 and 1 ≤ p < ∞, and the proof is readily concluded. Remark 4.5. We emphasize that our characterization of when Pisier's inequality holds with dimension-free constant assumes the Banach space X and 1 ≤ p < ∞ are fixed. When this is not the case, other phenomena can arise. For example, it follows from a result of Wagner [15] that if one chooses p ≍ n, then (1.1) holds with a universal constant for any Banach space X. This is is a purely combinatorial fact that does not capture any structure of the underlying space.
