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Abstract
In this paper we prove the existence of quasi-periodic, small-amplitude, solutions for quasi-linear Hamil-
tonian perturbations of the non-linear Schro¨dinger equation on the torus in presence of a quasi-periodic
forcing. In particular we prove that such solutions are linearly stable. The proof is based on a Nash-Moser
implicit function theorem and on a reducibility result on the linearized operator in a neighborhood of
zero. The proof of the reducibility relies on changes of coordinates such as diffeomorphisms of the torus,
pseudo-differential operators and a KAM-reducibility arguments. Due to the multiplicity of the eigenvalues
we obtain a block-diagonalization.
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1 Introduction and Main result
In the theory of Hamiltonian partial differential equation an important matter is about the existence of quasi-
periodic solutions. This topic has been widely studied in literature using different approach. The classical
results on semi-linear PDE’s (where the non-linearity does not contains derivatives), have been obtained using
KAM theory, see for instance [2, 15, 16], ora via Nash-Moser theory [18]. In this paper we study the existence
of reducible quasi-periodic solutions for the hamiltonian NLS equation with unbounded perturbations:
iut = uxx +mu+ εf(ωt, x, u, ux, uxx), x ∈ T := R/2πZ, (1.1)
where ε > 0 is a small parameter, m > 0 and the nonlinearity is quasi-periodic in time with diophantine
frequency vector ω ∈ Rd and f(ϕ, x, z), with ϕ ∈ Td, z = (z0, z1, z2) ∈ C3 is in Cq(Td+1 × C3;C) in the
real sense (i.e. as function of Re(z) and Im(z)). Note that our case is quasi-linear, i.e. our non-linearity
contains space derivatives of order δ = n, where n is the order of the highest derivative appearing in the
linear constant coefficients term. The Hamiltonian non linear Schro¨dinger equation (NLS) is one of the most
studied model in the literature. KAM theory for PDE’s was in fact first developed for the semi-linear NLS
with Dirichelet boundary conditions. Under this assumption it is known that the linearized operator at some
approximate solution has simple eigenvalues. It is also known that extending the classical theory to the circle
is not completely trivial since the linearized operator has multiple eigenvalues. Moreover in our case we have
to deal also with the difficulties arising from unbounded non-linearities. It turns out that dealing with these
two difficulties at the same time requires subtle analysis, already in the case of equation (1.1) with only one
derivative. In order to clarify this point we first discuss the main ideas needed in order to deal with unbounded
non-linearities.
The first result in the case of unbounded perturbation is due to Kuksin in [17] for a class of KdV-type
equations, where δ < n−1 (non-critical unbounded perturbations) and one has simple eigenvalues. Concerning
the NLS equation we mention the results in [6] (reversible case) and in [7] (hamiltonian case). These two
works are about the NLS in presence of one derivative in the non-linearity, i.e. δ = n− 1 and with Dirichelet
boundary conditions. In order to deal with this problem (critical unbounded perturbations) the authors uses
an appropriate generalization of the ideas developed in [17]. The main point is that one has to deal with
time-depending scalar homological equation, whose solvability is the content of the so called Kuksin’s Lemma.
In the case of the circle (double eigenvalues) one would get a time-dependent matricial homological equation.
We also mention [8]-[9] where a KAM theory is developed to study the case of a ”weaker” dispersion law in
the derivative Klein-Gordon equation.
The ideas used to deal with the case δ ≤ n− 1 do not apply if δ = n. For fully non-linear cases the first
results are on the existence of periodic solutions, see [3] on water waves, and [10] and [11] for Kirkhoff and
Benjamin-Ono equations. These results have been obtained by using a Nash-Moser iterative scheme combined
with tecniques of pseudo-differential calculus. The main point is that the linearized operator has the form
∂t + D where D is a differential operator of order n with non-constant coefficients. The breakthrough idea in
[3] is conjugate D to an operator of the form D+R where D has constant coefficients and R is a regularizing
pseudo-differential operator of order k sufficiently large (i.e. ∂kx ◦ R is bounded). For periodic solutions this
is enough to invert the linearized operator by Neumann series since D−1R is bounded. In the case of quasi-
periodic solutions this is not true and substantial new ideas are required. A very efficient strategy has been
developed in a series of papers by Baldi, Berti and Montalto (see [12],[13]) mostly on the KdV equation which
were recently extended to the NLS in [14]. The aim of the present paper is to extend the result of [14] to the
case of Hamiltonian non-linearities.
We now briefly describe the general strategy, which is essentially the same adopted in [14]. Here we focus
on the differences we have to deal with in order to obtain the result.
Nash-Moser scheme. The first ingredient is a generalized implicit function theorem with parameters (in
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our case the frequency ω). This is a well-established iterative scheme which allows to find zeros of a functional
provided that one can prove invertibility of its linearization in a neighborhood of the origin. This is fairly
standard material and is based on a formal definition of good parameters where the algorithm runs through.
We restate it in Proposition 2.9 in order to adapt to our notation.
Inversion of the linearized operator. An efficient way to prove bounds on the inverse of a linear
operator is to diagonalize it: the so called reducibility. In our case, the linearized operator at some approximate
solution has double eigenvalues, and in addition to this, it is a second order pseudo-differential operator with
non constant coefficients. In Section 3 and 4 we show that it is possible to obtain a 2 × 2 block-diagonal
reduction of such linearized operator. This is actually the content of Proposition 2.10. The proof is divided in
two steps:
1. Since we are dealing with unbounded non-linearities, before performing diagonalization, we need to apply
some changes of variables in order to reduce the operator to a constant coefficients unbounded operator
plus a smoothing reminder. How to do this is shown in Section 3. The results are detailed in Lemmata
3.15 and 3.23. We remark that this is a common feature of the above-mentioned literature. Indeed a
similar result can be founded in Section 3 in [14]. In the present paper there are some differences with
respect to the analysis in [14]. First of all we need to adapt the changes of coordinates used in Section
3 of [14] in order to preserves the Hamiltonian structure of the linearized operator. Secondly we need
to give a better asymptotic expansion of the eigenvalues. As one can see in Lemma 3.15 we need to
conjugate our linearized operator to an operator which is diagonal plus a remainder which “gain” one
derivatives. The analysis in [14] provides only a remainder which is bounded. This better approximation
of the eigenvalues is necessary here in order to impose the non degeneracy condition required in Section
4.
2. The previous step gives a good understanding of the eigenvalues of the matrix which we are diagonalizing.
Then by imposing the Second Melnikov conditions (quantitative bounds on the difference of eigenvalues)
one diagonalizes by a linear KAM-like scheme. Roughly speaking we need to prove the invertibility of
an operator of the form L = D + εM where D is diagonal with respect to the exponential basis, M a
bounded operator on the Sobolev space Hs(T) and where ε > 0 is a small parameter. The analysis of
Section 3 guarantes that D has the form
Djj(l) = iω · l + im2j2 + im1j, l ∈ Zd, j ∈ Z, ω ∈ Rd d ≥ 1, (1.2)
for some positive constants m2 = 1 + O(ε) and m1 = O(ε). The idea of reducibility is to find a change
of coordinates such that D + εM is conjugated to and operator of the form D+ + ε
2M+ where D+ is
again diagonal in the exponentials basis. The equation which defines the change of variables is called
the homological equation while the operators D,D+ are called the normal form. If one defines A as the
generator of the quasi-identically transformation, the homological equation has the form
ad(D)[A] := [D,A] = εM − ε[M ], (1.3)
where [M ] is a suitable linear operator. It is clear that the eigenvalues of the adjoint operator ad(D)
involves the differences of the eigenvalues of D: here one imposes on ω the so called the Second Mel’nikov
conditions, which are lower bounds of the form
|ψj,k(ℓ)| := |ω · l +m2(j2 − k2) +m1(j − k)| ≥ γ|j
2 − k2|
1 + |l|τ . (1.4)
It turns out that, if ℓ 6= 0 and j 6= ±k, for “many” ω the bounds (1.4) holds true. For ℓ = 0 and
j = k = 0 one has that ψj,k(ℓ) = 0. For ℓ = 0 and j = −k one has that ψj,k(ℓ) ∼ O(ε). In order to
prove that (1.3) has a solution we need to impose that [M ]kj (ℓ) = M
k
j (ℓ) with ℓ = 0 and j = ±k. This
is why we can get only a block diagonal reduction to a 2 × 2 block diagonal time independent matrix.
This is an important difference w.r.t. [14]. Actually it is know that reducibility arguments are difficult
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in the case of operator of the form L = D + εM where D has “multiple” eigenvalues. For instance we
mention [4], [1], where the authors deal with a problem of multiple eigenvalues in the more difficult case
of unbounded multiplicity, but for semi linear equations. Here we just have that the multiplicity is two.
The Second Melnikov conditions which we require are explicitly stated in Proposition 2.10. There is
another important difference with respect to [14]. It is the presence of a correction of order one to the
eigenvalues of the linearized operator, i.e. the constant m1 6= 0 in (1.2). In [14] the constant m1 is zero.
The presence of such correction implies that for ℓ 6= 0 and j = ±k we need to require a weaker condition
with respect to (1.4) (see the definition of O2γ∞ in (2.39)). This is needed in order to perform the measure
estimates.
Once we have diagonalized the bounds on the inverse follow from bounds on the eigenvalues, see Proposition
2.12.
In the Nash-Moser scheme we need to invert the operator linearized at each approximate solution, namely we
perform the diagonalization procedure infinitely many times.
Measure estimates. Now we collect all the Melnikov conditions that we have imposed in the previous
steps. In order to conclude the proof we need to show that these conditions are fulfilled for a positive measure set
of parameters. The first basic requirement is to prove that we may impose each single non-resonance condition
by only removing a small set of parameters. In our case this is a non trivial problem which we overcome by
imposing a non-degeneracy condition (see Hypothesis 1.2) and by considering vectors ω as in (1.5). Then we
need to show that the union of the resonant sets is still small, this requires proving a ”summability” condition.
This is the most delicate part of the paper where substantial new ideas are needed, see Section 6 for a more
detailed comparison with the case of single eigenvalues [14].
We consider the equation (1.1) with diophantine frequency vector
ω ∈ Λ :=
[
1
2
,
3
2
]d
⊂ Rd, |ω · ℓ| ≥ γ0|ℓ|τ0 , ∀ ℓ ∈ Z
d\{0}. (1.5)
For instance one can fix τ0 = d + 1. We are interested in the existence of quasi-periodic solution of (1.1) in
Hs, for some s, for a positive measure sets of ω that is a function u(t, x) = u(ωt, x) where
u(ϕ, x) : Td ×T→ C.
In other words we look for non-trivial (2π)d+1−periodic solutions u(ϕ, x) of
iω · ∂ϕu = uxx + mu+ εf(ϕ, x, u, ux, uxx) (1.6)
in the Sobolev space Hs := Hs(Td ×T;C) :={
u(ϕ, x) =
∑
(ℓ,k)∈Zd×Z
uℓ,ke
i(ℓ·ϕ+k·x) : ‖u‖2s :=
∑
i∈Zd+1
|ui|2〈i〉2s < +∞
}
. (1.7)
where s > s0 := (d+2)/2 > (d+1)/2, i = (ℓ, k) and 〈i〉 := max(|ℓ|, |k|, 1), |ℓ| := max{|ℓ1|, . . . , |ℓd|}. For s ≥ s0
Hs is a Banach Algebra and Hs(Td+1) →֒ C(Td+1) continuously. We are moreover interested in studying the
linear stability of the possible solutions.
We assume that f(ϕ, x, z), with ϕ ∈ Td, z = (z0, z1, z2) ∈ C3 is such that
f(ϕ, x, u, ux, uxx) = f1(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx) + if2(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx),
where we set u = ξ + iη, with ξ(ϕ, x), η(ϕ, x) ∈ Hs(Td+1;R) for some s ≥ 0, and where
fi(ϕ, x, ξ0, η0, ξ1, η1, ξ2, η2) : T
d+1 ×R6 → R, i = 1, 2. (1.8)
for some q ∈ N large enough. In this paper we assume moreover the following:
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Hypothesis 1.1. Assume that f is such that
f(ωt, x, u, ux, uxx) = ∂z¯0G(ωt, x, u, ux)−
d
dx
[∂z¯1G(ωt, x, u, ux)] (1.9)
with ∂z¯i = ∂ξi + i∂ηi , i = 0, 1, and
G(ωt, x, u, ux) := F (ωt, x, ξ, η, ξx, ηx) : T
d+1 ×R4 → R, (1.10)
of class Cq+1.
Hypothesis 1.2. Assume that f is such that
1
(2π)d+1
∫
Td+1
(∂z¯1f)(ϕ, x, 0, 0, 0)dxdϕ = e 6= 0. (1.11)
Hypothesis 1.2 si quite technical and we will see in the following where we need it. On the contrary Hypothesis
1.1 is quite natural and it implies that the equation (1.1) can be rewritten as an Hamiltonian PDE
ut = i∂u¯H(u), H(u) =
∫
T
|ux|2 +m|u|2 + εG(ωt, x, u, ux) (1.12)
with respect to the non-degenerate symplectic form
Ω(u, v) := Re
∫
T
iuv¯dx, u, v ∈ Hs(Td+1;C), (1.13)
where ∂u¯ is the L
2−gradient with respect the complex scalar product. The main result of the paper is the
following.
Theorem 1.1. There exists s := s(d, τ0) > 0, q = q(d) ∈ N such that for every nonlinearity f ∈ Cq(Td+1 ×
R6;C) that satisfies Hypotheses 1.1 and 1.2 if ε ≤ ε0(s, d) small enough, then there exists a Lipschitz map
u(ε, ω) : [0, ε0]× Λ→ Hs(Td+1;C)
(Λ defined in (1.5)) such that, if ω ∈ Cε ⊂ Λ, u(ε, ω) is a solution of (1.6). Moreover, the set Cε ⊂ Λ is a
Cantor set of asymptotically full Lebesgue measure, i.e.
|Cε| → 1 as ε→ 0, (1.14)
and ||u(ε, ω)||s → 0 as ε→ 0. In addiction, u(ε, ω) is linearly stable.
2 Functional Setting and scheme of the proof
2.1 Scale of Sobolev spaces
For a function f : Λ→ E where Λ ⊂ Rn and (E, ‖ · ‖E) is a Banach space we define
sup norm : ‖f‖supE :=‖f‖supE,Λ := sup
λ∈Λ
‖f(ω)‖E, (2.1)
Lipschitz semi−norm : ‖f‖lipE :=‖f‖lipE,Λ := sup
ω1,ω2∈Λ
ω1 6=ω2
‖f(ω1)− f(ω2)‖E
|λ1 − λ2|
and for γ > 0 the weighted Lipschitz norm
‖f‖E,γ := ‖f‖E,Λ,γ := ‖f‖supE + γ‖f‖lipE . (2.2)
In the paper we will work with parameter families of functions in the spaces Hs defined in (1.7). Note that
the for s ≥ 0 Hs is a scale of Banach spaces, i.e.
∀s ≤ s′, Hs′ ⊆ Hs and ‖u‖s ≤ ‖u‖s′ , ∀u ∈ Hs′ .
We define H := ∩s≥0Hs. For a function u = u(ω) ∈ Lip(Λ, Hs) where Λ ⊂ Rd we write ‖f‖Hs,γ := ‖f‖s,γ .
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Smoothing operators. We define the subspaces of trigonometric polynomials
Hn = HNn :=
{
u ∈ L2(Td+1) : u(ϕ, x) :=
∑
|(ℓ,j)|≤Nn
uj(ℓ)e
i(ℓ·ϕ+jx)} (2.3)
where Nn := N
( 32 )
n
0 , and the orthogonal projection
Πn := ΠNn : L
2(Td+1)→ Hn, Π⊥n := 1−Πn.
We have the following classical result.
Lemma 2.2. Fo any s ≥ 0 and ν ≥ 0 there exists a constant C := C(s, ν) such that
‖Πnu‖s+ν,γ ≤ CNνn‖u‖s,γ, ∀u ∈ Hs,
‖Π⊥nu‖s ≤ CN−νn ‖u‖s+ν, ∀u ∈ Hs+ν .
(2.4)
Interpolation and Tame estimates. The following are results on the properties of algebra, tame product
of the norms on the spaces HS introduced above.
Lemma 2.3. Let s0 > d/2. Then
(i) Embedding. ||u||L∞ ≤ C(s0)||u||s0 , ∀ u ∈ Hs0 .
(ii) Algebra. ||uv||s0 ≤ C(s0)||u||s0 ||v||s0 , ∀ u, v ∈ Hs0 .
(iii) Interpolation. For 0 ≤ s1 ≤ s ≤ s2, s = λs1 + (1− λ)s2,
||u||s ≤ ||u||λs1 ||u||1−λs2 , ∀ u ∈ Hs2 . (2.5)
Let a, b ≥ 0 and p, q > 0. For all u ∈ Ha+p+q and v ∈ Hb+p+q one has
||u||a+p||v||b+q ≤ ||u||a+p+q||v||b + ||u||a||v||b+p+q. (2.6)
Similarly, for the |u|∞s :=
∑
|α|≤s ||Dαu||L∞ norm, one has
|u|∞s ≤ C(s1, s2)(|u|∞s1 )λ(|u|∞s2 )1−λ, ∀ u ∈W s2,∞, (2.7)
|u|∞a+p|v|∞b+q ≤ C(a, b, p, q)(|u|∞a+p+q|v|∞b + |u|∞a |v|∞b+p+q), ∀ u ∈W a+p+q,∞, v ∈W b+p+q,∞ (2.8)
(iv) Asymmetric tame product. For s ≥ s0 one has
||uv||s ≤ C(s0)||u||s||v||s0 + C(s)||u||s0 ||v||s, ∀ u, v ∈ Hs. (2.9)
If u := u(λ) and v := v(λ) depend in a lipschitz way on λ ∈ Λ ⊂ Rd, all the previous statements hold also for
the norms | · |∞s , || · ||s,γ and | · |∞s,γ .
We omit the proof of the Lemmata 2.2 and 2.3. We refer the reader to the Appendix of [14].
Along the paper we shall write also
a ≤s b ⇔ a ≤ C(s)b for some constant C(s) > 0.
Moreover to indicate unbounded or regularizing spatial differential operator we shall write O(∂px) for some
p ∈ Z. More precisely we say that an operator A is O(∂px) if
A : Hsx → Hs−px , ∀s ≥ 0. (2.10)
Clearly if p < 0 the operator is regularizing.
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2.2 Hamiltonian structure
We introduce the following product spaces:
Hs := Hs(Td+1;R) = Hs(Td+1;R)×Hs(Td+1;R),
Hs := Hs(Td+1;C) = Hs(Td+1;C)×Hs(Td+1;C) ∩ U , (2.11)
where
U = {(h+, h−) ∈ Hs(Td+1;C)×Hs(Td+1;C) : h+ = h−}.
There is a one-to-one correspondence between these two spaces given by Hs ∋ v = (v(1), v(2)) 7→ w = (u, u¯) ∈
Hs with u = v(1) + iv(2). To simplify the notation, in the paper we use the same symbol v to indicate a
function v ∈ Hs or v ∈ Hs. We will use different symbols in some cases only to avoid confusion.
We also write Hsx and H
s
x to denote the phase space of functions in H
s(T;R) = Hs(T1;R)×Hs(T1;R) and
Hs(T;C) = Hs(T1;C)×Hs(T1;C)∩ U , On the product spaces Hs and Hs we define, with abuse of notation,
the norms
‖z‖Hs := max{‖z(i)‖s}i=1,2, z = (z(1), z(2)) ∈ Hs,
||w||Hs := ‖z‖Hs(Td+1;C) = ‖z‖s, w = (z, z¯) ∈ Hs, z = z(1) + iz(2).
(2.12)
For a function u ∈ Hs if we write u = ξ + iη one has that the equation (1.6) reads{
ω · ∂ϕξ = ηxx + mη + εf2(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx),
−ω · ∂ϕη = ξxx + mξ + εf1(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx),
(2.13)
where fi for i = 1, 2 are defined in (1.8). Equation (2.13) is equivalent to equation (1.6). Now we analyze its
Hamiltonian structure. Thanks to Hypotesis 1.1 we can write
w˙ = χH(w) := J∇H(w), w = (ξ, η) ∈ Hs, J =
(
0 1
−1 0
)
, (2.14)
If we consider the space Hs endowed with the symplectic form
Ω˜(w, v) :=
∫
T
w · Jvdx = (w, Jv)L2×L2 , ∀ w, v ∈ Hs (2.15)
where · is the usual R2 scalar product, then χH is the Hamiltonian vector field generator by the hamiltonian
function
H : Hs → R, H(w) = 1
2
∫
T
|wx|2 + m|w|2 + εF (ωt, x, w,wx). (2.16)
Indeed, for any w, v ∈ Hs one has
dH(w)[h] = (∇H(w), h)L2(T)×L2(T) = Ω˜(χH(u), h),
With this notation one has
f1 := −∂ξF + ∂ξξxFξx + ∂ηξxFηx + ∂ξxξxFξxx + ∂ξxηxFηxx,
f2 := −∂ηF + ∂ξηxFξx + ∂ηηxFηx + ∂ξxηxFξxx + ∂ηxηxFηxx,
(2.17)
where all the functions are evaluated in (ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx). One can check that the (2.13) is equivalent
to (1.6). It is sufficient to multiply by the constant i the first equation and to add or subtract the second one,
one obtains
iω · ∂ϕu = iω · ∂ϕξ − ω · ∂ϕη = uxx + mu+ εf,
iω · ∂ϕu¯ = iω · ∂ϕξ + ω · ∂ϕη = −u¯xx − mu¯− εf
(2.18)
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The classical approach is to consider the “double” the NLS in the product space Hs(Td+1;C)×Hs(Td+1;C)
in the complex independent variables (u+, u−). One recovers the equation (1.6) by studying the system in the
subspace U = {u+ = u−} (see the (2.18)).
On the contrary we prefer to use the real coordinates, because we are working in a differentiable structure.
To define a differentiable structure on complex variables is more less natural. Anyway, one can see in [14] how
to deal with this problem. There, the authors find an extension of the vector fields on the complex plane that
is merely differentiable. The advantage of that approach, is to deal with a diagonal linear operator. How we
will see in the following of this paper, it is not necessary to apply the abstract Nash-Moser Theorem proved
in [14].
The phase space for the NLS is H1 := H1(T;R)×H1(T;R). In general we have the following definitions:
Definition 2.4. We say that a time dependent linear vector field χ(t) : Hs → Hs is Hamiltonian if χ(t) =
JA(t), where J is defined in (2.14) and A(t) is a real linear operator that is self-adjoint with respect the real
scalar product on L2 × L2. The corresponding Hamiltonian has the form
H(u) :=
1
2
(A(t)u, u)L2×L2 =
∫
T
A(t)u · udx
Moreover, if A(t) = A(ωt) is quasi-periodic in time, then the associated operator ω · ∂ϕ1 − JA(ϕ) is called
Hamiltonian.
Definition 2.5. We say that a map A : H1 → H1 is symplectic if the symplectic form Ω˜ in (2.15) is preserved,
i.e.
Ω˜(Au,Av) = Ω˜(u, v), ∀ u, v ∈ H1. (2.19)
If one has a family of symplectic maps A(ϕ), ∀ ϕ ∈ Td then we say that the corresponding operator acting on
quasi-periodic functions u(ϕ, x)
(Au)(ϕ, x) := A(ϕ)u(ϕ, x),
is symplectic.
Remark 2.6. Note that in complex coordinates the phase space is H1 := H1(T;C)×H1(T;C). The definitions
above are the same by using the symplectic form defined in (1.13) and the complex scalar product on L2.
Let w := (ξ, η) ∈ Hs. We define the functional
F(ωt, x, w) := Dωw + εg(ωt, x, w), Dω =
(
ω · ∂ϕ −∂xx −m
∂xx +m ω · ∂ϕ
)
, (2.20)
where
g(ωt, x, w) :=
(−f2(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx)
f1(ϕ, x, ξ, η, ξx, ηx, ξxx, ηxx)
)
. (2.21)
Now it is more convenient to pass to the complex coordinates. In other words we identify an element
V := (v(1), v(2)) ∈ Hs with a function v := v(1) + iv(2) ∈ Hs(Td+1;C). Consider the linearized operator
dzF(ωt, x, z) at some function z, and consider the system
DωV + εdzg(ωt, x, z)V = 0, V ∈ Hs. (2.22)
We introduce an invertible linear change of coordinate of the form
T : Hs → Hs,
TV :=
(
i√
2
− 1√
2
1√
2
− i√
2
)(
v(1)
v(2)
)
=
(
i√
2
v
1√
2
v¯
)
, T−1 :=
(
− i√
2
1√
2
− 1√
2
i√
2
)
.
(2.23)
We postponed the proof of the following Lemma in the Appendix A:
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Lemma 2.7. The transformation of coordinates T defined in (2.23) is symplectic. Moreover, a function
V := (v(1), v(2)) ∈ Hs is a solution of the system
dzF(ωt, x, z)V = 0, (2.24)
if and only if the function(
v
v¯
)
:= T−11 TV, v ∈ Hs(Td+1;C), T−11 :=
(−i√2 0
0
√
2
)
(2.25)
solves the system
L(z)
(
v
v¯
)
:= T−11 TdzF(ωt, x, z)T−1T1
(
v
v¯
)
= 0 (2.26)
In particular the operator L(z) : Hs(Td+1;C)×Hs(Td+1;C)→ Hs(Td+1;C)×Hs(Td+1;C) has the form
L(z) = ω · ∂ϕ1+ i(E +A2)∂xx + iA1∂x + i(mE +A0) , (2.27)
where
E =
(
1 0
0 −1
)
, Ai = Ai(ϕ, x, z) :=
(
ai bi
−b¯i −a¯i
)
(2.28)
with for i = 0, 1, 2, and ∀z ∈ Hs(Td+1;C),
2ai(ϕ, x) := ε(∂zif)(ϕ, x, z(ϕ, x), zx(ϕ, x), zxx(ϕ, x)),
2bi(ϕ, x) := ε(∂z¯if)(ϕ, x, z(ϕ, x), zx(ϕ, x), zxx(ϕ, x)),
(2.29)
where we denoted ∂zi := ∂z(1)i
− i∂
z
(2)
i
and ∂z¯i := ∂z(1)i
+ i∂
z
(2)
i
for i = 0, 1, 2.
The operator L has further property. It is clearly Hamiltonian with respect to the symplectic form in (1.13)
and the corresponding quadratic Hamiltonian has the form
H(u, u¯) =
∫
T
(1 + a2)|ux|2 + 1
2
[
b2u¯
2
x + b¯2u
2
x
]− i
2
Im(a1)(uxu¯− uu¯x)dx
+
∫
T
−m|u|2 − Re(a0)|u|2 − 1
2
(b0u¯
2 + b¯0u
2)dx.
(2.30)
Note that the symplectic form Ω in (1.13) is equivalent to the 2−form Ω˜ in (2.15), i.e. given u = u(1)+iu(2), v =
v(1) + iv(2) ∈ Hs(Td+1;C), one has
Ω(u,w) = Re
∫
T
iuv¯dx =
∫
T
(u(1)v(2) − v(1)u(2))dx = Ω˜(U, V ), (2.31)
where we set U = (u(1), u(2)), V = (v(1), v(2)) ∈ Hs(Td+1;R) ×Hs(Td+1;R). The (2.30) is the general form
of a linear Hamiltonian operator as L, and, the coefficients ai in (2.28) have the form
a2(ϕ, x) ∈ R, a1(ϕ, x) = d
dx
a2(ϕ, x) + iIm(a1)(ϕ, x),
b1(ϕ, x) =
d
dx
b2(ϕ, x), a0(ϕ, x) = Re(a0)(ϕ, x) +
i
2
d
dx
Im(a1)(ϕ, x)
(2.32)
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2.3 Scheme of the proof
For better understanding, we divide the prof of Theorem 1.1 in several propositions. The strategy is essentially
the same followed in [12] e [14]. It is based on a Nash-Moser iteration. We consider the operator F in (2.27),
our aim is to show that there exists a sequence of functions that converges, in some Sobolev space, to a solution
of (1.6).
Definition 2.8 (Good Parameters). Let ν = 2, µ > 0, N > 1 and set κ2 := 11µ+ 25ν. For any Lipschitz
family u(ω) ∈ HN ×HN with ||u||s0+µ,γ ≤ 1, we define the set of good parameters ω ∈ Λ as:
GN (u) :=
{
ω ∈ Λ : ||L−1(u)h||s0,γ ≤ C(s0)γ−1||h||s0+µ,γ , (2.33a)
||L−1(u)h||s,γ ≤ C(s)γ−1 (||h||s+µ,γ + ||u||s+µ,γ ||h||s0,γ) , (2.33b)
∀s0 ≤ s ≤ s0 + κ2 − µ, for all Lipschitz maps h(ω)} .
where L is the linearized operator defined in (2.27).
Clearly, Definition 2.8 depends on µ and N . For a better understanding of Definition 2.8 we refer the reader to
Proposition 1.6 in [14]. Roughly speaking a set GN is the set of parameters ω for which some tame estimates
hold for the inverse of the linearized operator. The constant µ represents the loss of regularity due to the
presence of the small divisors. In Sections 4 and 5 we will give an explicit formulation of the set GN . It will
turns out that the set GN are the sets of parameters ω such that the eigenvalues of the linearized operator
L(u) satisfy non degeneracy conditions. We refer the reader to (2.39) and (2.48) for the explicit definition of
such non degeneracy conditions. In particular in Proposition 6.45 in Section 6 we show that measure of these
sets of parameters is large.
Proposition 2.9. Fix γ ≤ γ0, µ > τ > d. There exist q ∈ N, depending only on τ, d, µ, such that for any
nonlinearity f ∈ Cq satisfying Hypotheses 1.1 and 1.2 the following holds. Let F be defined in Definition
2.20, then there exists a small constant ǫ0 > 0 such that for any ε with 0 < εγ
−1 < ǫ0, there exist constants
C⋆, N0 ∈ N, a sequence of functions un and a sequence of sets Gn(γ, τ, µ) ≡ Gn ⊆ Λ defined inductively as
G0 := Λ and Gn+1 := Gn ∩ GNn(un) such that un : Gn → H0, ||un||s0+µ,γ ≤ 1 and
||un − un−1||s0+µ,γ ≤ C⋆εγ−1N−κn , κ := 18 + 2µ, (2.34)
with Nn := N
( 32 )
n
0 defined in (2.3). Moreover the sequence converges in norm || · ||s0+µ,γ to a function u∞ such
that
F(u∞) = 0, ∀ ω ∈ G∞ := ∩n≥0Gn. (2.35)
In the Nash-Moser scheme the main point is to invert, with appropriate bounds, F linearized at any un.
Following the classical Newton scheme we define
un+1 = un −ΠNn+1dzF−1(un)ΠNn+1F(un).
In principle we do not know wether this definition is well posed since dzF(u) may not be invertible. To study
the invertibility of the linearized operator is a problem substantially different for each equation. In [14] the
authors work in a reversible contest. Essentially the reversibility condition introduced there, guarantees that
the linearized operator has simple eigenvalues. Hence it is natural to try to diagonalized duF in order to
invert it. Here, the situation is different. We have that the eigenvalues are multiple, then the diagonalization
procedure is more difficult.
For the proof of Proposition 2.9 we refer the reader to the general result proved in [14]. In that work is
proved an abstract existence result based on a Nash-Moser scheme on a scale of Banach spaces. Such result
applies tame functionals. In our case the functional F satisfies such properties by Lemma (A.53).
The main step of our approach is to prove the invertibility of the linearized operator dzF(ωt, x, z), at any
x ∈ Hs. To do this, we will first prove the following diagonalization result on the operator L defined in (2.27):
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Proposition 2.10 (Reducibility). Fix γ ≤ γ0 and τ > d and consider any f ∈ Cq that satisfies Hypotheses
1.1 and 1.2. Then there exist η, q ∈ N, depending only on d, such that for 0 ≤ ε ≤ ε0 with ε0 small enough
the following holds. Consider any subset Λo ⊆ Λ ⊆ Rd and any Lipschitz families u(ω) : Λo → H0 with
||u||s0+η,γ ≤ 1. Consider the linear operator L : Hs → Hs in (2.27) computed at u. then for all σ = ±2, j ∈ N
there exist Lipschitz map Ωσ,j : Λ→ Mat(2× 2,C) of the form
Ωσ,j = −iσ(m2j2 +m0)
(
1 0
0 1
)
− iσ|m1|j
(
1 0
0 −1
)
+ iσRσ,j , (2.36)
where Rσ,j is a self-adjoint matrix and
|m2 − 1|γ + |m0 −m|γ ≤ εC, |Rkj |γ ≤
εC
〈j〉 , k = ±j, j ∈ Z,
εc ≤ |m1|sup ≤ εC, |m1|lip ≤ ε2γ−1C.
(2.37)
for any σ ∈ Σ, j ∈ N ∪ {0}, here and in the following Σ := {+1,−1}. Set
Ωσ,j :=
(
Ω jσ,j Ω
−j
σ,j
Ωjσ,−j Ω
−j
σ,−j
)
, (2.38)
Define µσ,j and µσ,−j to be the eigenvalues of Ωσ,j Define Λ2γ∞(u) := S2γ∞ (u) ∩ O2γ∞ (u) with
S2γ∞ (u) :=
{
ω ∈ Λo : |ω · ℓ+µσ,j(ω)−µσ′,j′(ω)| ≥ 2γ|σj
2−σ′j′2|
〈ℓ〉τ ,
ℓ ∈ Zd, σ, σ′ ∈ Σ, j, j′ ∈ Z
}
,
O2γ∞ (u) :=
{
ω ∈ Λo : |ω · ℓ+ µσ,j − µσ,k| ≥ 2γ〈ℓ〉τ〈j〉 ,
ℓ ∈ Zd\{0}, j ∈ Z, k = ±j, σ ∈ Σ
}
,
(2.39)
then we have:
(i) for any s ∈ (s0, q − η), if ||z||s0+η < +∞ there exist linear bounded operators W1,W2 : Hs(Td+1) →
Hs(Td+1) with bounded inverse, such that L(u) satisfies
L(u) =W1L∞W−12 , L∞ = ω · ∂ϕ1+D∞, D∞ = diag(σ,j)∈Σ×Z{Ωσ,j}, (2.40)
(ii) for any ϕ ∈ Td one has
Wi(ϕ),W
−1
i (ϕ) : H
s
x → Hsx, i = 1, 2. (2.41)
with Hsx := H
s(T;C)×Hs(T;C) ∩ U and such that
||(W±1i (ϕ)− 1)h||Hsx ≤ εγ−1C(s)(||h||Hsx + ||u||s+η+s0 ||h||H1x). (2.42)
Remark 2.11. Note that function h(t) ∈ Hsx is a solution of the forced NLS
L(z)h = 0 (2.43)
if and only if the function v(t) := (v1, v−1) := W−12 (ωt)[h(t)] ∈ Hsx solves the constant coefficients dynamical
system (
∂tv1
∂tv−1
)
+D∞
(
v1
v2
)
=
(
0
0
)
, v˙σ,j = −Ωσ,jvσ,j , (σ, j) ∈ Σ×Z, (2.44)
where all the eigenvalues of the matrices Ωσ,j are purely imaginary. Moreover, since Ω
j
σ,j = −Ωjσ,j and
Ω jσ,−j = −Ω jσ,j then one has
d
dt
(|v1,j(t)|2 + |v1,−j(t)|2) = 0, |vσ,0(t)|2 = constant
11
and hence
||v1(t)||2Hsx =
∑
j∈Z
|v1,j(t)|2〈j〉2s
= |v1,0(t)|2 +
∑
j∈N
(|v1,j(t)|2 + |v1,−j(t)|2)〈j〉2s
= |v1,0(0)|2 +
∑
j∈N
(|v1,j(0)|2 + |v1,−j(0)|2)〈j〉2s = ||v1(0)||2Hsx .
(2.45)
Eq. (2.45) means that the Sobolev norm in the space of functions depending on x, is constant in time.
Proposition 2.10 is fundamental in order to prove Theorem 1.1. Of course one can try to invert the
linearized operator without diagonalize it. In addiction to this we are not able to completely diagonalize it
due to the multiplicity of the eigenvalues. This is one of the main difference with respect to the reversible
case. Anyway the result in Proposition 2.10 is enough to prove the stability of the possible solution. What
we obtain is a block-diagonal operator with constant coefficients while in [7] the authors obtain a normal form
depending on time. Here most of the problems appear because we want to obtain a constant coefficient linear
operator. Another important difference between the case of single eigenvalues and double eigenvalues stands
in the set O2γ∞ in (2.39). Indeed, as one can see in (2.39), due to the multiplicity of the eigenvalues, we must
impose a very weak non degeneracy condition on the eigenvalues. Moreover, as we will see in Section 6, the
measure estimates in the Hamiltonian case are more difficult with respect to the reversible one, and most of
the problems appear due to the presence of the set O2γ∞ . In order to overcame such problems we will use the
additional Hypotheses 1.2. In Section 3 we will conjugate L to a differential linear operator with constant
coefficients plus a bounded remainder, then, in Section 4 we complete block-diagonalize the operator.
Using the reducibility results of Proposition 2.10 we are able to prove (see Section 5) the following result:
Lemma 2.12. (Right inverse of L) Under the hypotheses of Proposition 2.10, set
ζ := 4τ + η + 8. (2.46)
where η is fixed in Proposition 2.10. Consider a Lipschitz family u(ω) with ω ∈ Λo ⊆ Λ such that
||u||s0+ζ,γ ≤ 1. (2.47)
Define the set
P2γ∞ (u) :=
{
ω ∈ Λo : |ω · ℓ+µσ,j(ω)| ≥ 2γ〈j〉
2
〈ℓ〉τ ,
ℓ ∈ Zd, σ,∈ Σ, j ∈ Z
}
. (2.48)
There exists ǫ0, depending only on the data of the problem, such that if εγ
−1 < ǫ0 then, for any ω ∈ Λ2γ∞ (u) ∩
P2γ∞ (u) (see (2.39)), and for any Lipschitz family g(ω) ∈ Hs, the equation Lh := L(ω, u(ω))h = g, admits a
solution h ∈ Hs such that for s0 ≤ s ≤ q − µ
||h||s,γ ≤ C(s)γ−1 (||g||s+2τ+5,γ + ||u||s+ζ,γ ||g||s0,γ) . (2.49)
Proposition 2.12, combined with Lemma 2.7, guarantees the invertibility (with suitable estimates) of the
linearized of F . Of course dzF can be inverted only in a suitable set of parameters depending on the function z
on which we linearize. In principle it can be empty and moreover it is not sufficient to prove that it has positive
measure. Indeed we need to invert the linearized operator in any approximate solution un (see Proposition
2.10) so that ∩n≥0
(
Λ2γ∞(un) ∩ P2γ∞ (un)
)
can have zero measure. The last part of the paper is devoted to give
some measure estimates of such set. In the Nash-Moser proposition 2.9 we defined in an implicit way the sets
Gn in order to ensure bounds on the inverse of L(un). The following Proposition is the main result of Section
6.
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Proposition 2.13 (Measure estimates). Set γn := (1 + 2
−n)γ and consider the set G∞ of Proposition 2.9
with µ = ζ defined in Lemma 2.12 and fix γ := εa for some a ∈ (0, 1). We have
∩n≥0 P2γn∞ (un) ∩ Λ2γn∞ (un) ⊆ G∞, (2.50a)
|Λ\G∞| → 0, as ε→ 0. (2.50b)
Formula (2.50a) is essentially trivial. One just need to look at Definition 2.8 which fix the sets Gn. It is
important because gives us the connection between G∞ and the sets we have constructed at each step of the
iteration. The (2.50b) is more delicate. The first point is that we reduce to computing the measure of the left
hand side of (2.50a).
The strategy described above is similar to that followed in [12] and [14]. It is quite general and can be
applied to various case. The main differences are in the proof of Proposition 2.10. Clearly it depends on the
unperturbed eigenvalues and on the symmetries one ask for on the system.
2.4 Proof of Theorem 1.1
Theorem 1.1 essentially follows by Propositions 2.9 and 2.13. The measure estimates performed in the last
section guarantee that the “good” sets defined in Prop. 2.9 are not empty, but on the contrary have “full”
measure. In particular one uses the result of Proposition 2.9 in order to prove Lemma 2.12. Indeed one one
has diagonalized the linearized operator it is trivial to get estimate (2.49). From formula (2.49) essentially
follows (2.50a). Concerning the proof of Proposition 2.9, we have omitted since it is the same of Proposition
1.6 in [14]. The only differences is that in [14] the authors deal with a functional that is diagonal plus a non
linear perturbation. In this case the situation is slightly different. However the next Lemma guarantees that
the subspaces Hn in (2.3) are preserved by the linear part of our functional F in (2.20),
Lemma 2.14. One has that
Dω : Hn → Hn. (2.51)
Proof. Let us consider u = (u(1), u2) ∈ Hn, then
Dωu = Dω
∑
|(ℓ,j)|≤Nn
u
(i)
j (ℓ)e
iℓ·ϕ+ijx
=
(∑
|(ℓ,j)|≤Nn(iω · ℓ)u1(ℓ)j − [(ij)2 +m]u
(2)
j e
iℓ·ϕ+ijx∑
|(ℓ,j)|≤Nn(iω · ℓ)u2(ℓ)j + [(ij)2 +m]u
(1)
j e
iℓ·ϕ+ijx
)
∈ Hn.
We fix γ := εa, a ∈ (0, 1). Then the smallness condition εγ−1 = ε1−a < ǫ0 of Proposition 2.9 is satisfied.
Then we can apply it with µ = ζ in (2.46) (see Proposition 2.13). Hence by (2.35) we have that the function
u∞ in Hs0+ζ is a solution of the perturbed NLS with frequency ω. Moreover, one has
|Λ\G∞| (2.50b)→ 0, (2.52)
as ε tends to zero. To complete the proof of the theorem, it remains to prove the linear stability of the solution.
Since the eigenvalues µσ,j are purely imaginary, we know that the Sobolev norm of the solution v(t) of (2.44)
is constant in time. We just need to show that the Sobolev norm of h(t) = W2v(t), solution of Lh = 0 does
not grow on time. Again to do this one can follow the same strategy used in [14]. In particular one uses the
results of Lemma 3.23 in Section 3 and estimates (4.10) in Proposition 4.24 in order to get the estimates
||h(t)||Hsx ≤ K||h(0)||Hsx , (2.53a)
||h(0)||Hsx − εbK||h(0)||Hs+1x ≤||h(t)||Hsx ≤ ||h(0)||Hsx + εbK||h(0)||Hs+1x , (2.53b)
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for b ∈ (0, 1). Clearly the (2.53) imply the linear stability of the solution, so we concluded the proof of Theorem
1.1. The rest of the paper is devoted to the proof of Propositions 2.10,2.13 and Lemma 2.12.
3 Regularization of the linearized operator
In this section and in Section 4 we apply a reducibility scheme in order to conjugate the linearized operator to
a linear, constant coefficients differential operator. Here we consider the linearized operator L in (2.27) and
we construct two operators V1 and V2 in order to semi-conjugate L to an operator Lc of the second order with
constant coefficients plus a remainder of order O(∂−1x ). We look for such transformations because, in order
to apply a KAM-type algorithm to diagonalize L, we need first a precise control of the asymptotics of the
eigenvalues, and also some estimates of the transformations Vi with i = 1, 2 and their inverse.
The principal result we prove is the following.
Lemma 3.15. Let f ∈ Cq satisfy the Hypotheses of Proposition 2.9 and assume q > η1 + s0 where
η1 := d+ 2s0 + 10. (3.1)
There exists ǫ0 > 0 such that, if εγ
−1
0 ≤ ǫ0 (see (1.5 for the definition of γ0) then, for any γ ≤ γ0 and for all
u ∈ H0 depending in a Lipschitz way on ω ∈ Λ, if
||u||s0+η1,γ ≤ εγ−1, (3.2)
then, for s0 ≤ s ≤ q − η1, the following holds.
(i) There exist invertible maps V1,V2 : H0 → H0 such that L7 := V−11 LV2 =
ω · ∂ϕ1+ i
(
m2 0
0 −m2
)
∂xx + i
(
m1 0
0 −m¯1
)
∂x + i
(
m0 q0(ϕ, x)
−q¯0(ϕ, x) −m0
)
+R (3.3)
with m2,m0 ∈ R, m1 ∈ iR and R is a pseudo-differential operator of order O(∂−1x ) (see (2.10)). The Vi are
symplectic maps and moreover for all h ∈ H0
||Vih||s,γ + ||V−1i h||s,γ ≤ C(s)(||h||s+2,γ + ||u||s+η1,γ ||h||s0+2,γ), i = 1, 2. (3.4)
(ii) The coefficient mi := mi(u) for i = 0, 1, 2 of L7 satisfies
|m2(u)− 1|γ , |m0(u)− m|γ ≤ εC, |dumi(u)[h]| ≤ εC||h||η1 , i = 0, 2,
|m1(u)| ≤ εC, |dum1(u)[h]| ≤ εC||h||η1 ,
(3.5)
and moreover the constant m1 := m1(ω, u(ω)) satisfies
εc ≤ |m1(u)|, (3.6a)
sup
ω1 6=ω2
|m1(ω1, u(ω))−m1(ω2, u(ω))|
|λ1 − λ2| ≤ ε
2Cγ−1 (3.6b)
for some C > 0.
(iii) The operator R := R(u) is such that
‖R(u)h‖s,γ ≤ εC(s)(‖h‖s,γ + ‖u‖s+η1,γ‖h‖s0), (3.7)
‖duR(u)[h]g‖s ≤ εC(s)
(‖g‖s+1‖h‖s0+η1 + ‖g‖2‖h‖s+η1
+ ‖u‖s+η1‖g‖2‖h‖s0
)
, (3.8)
and moreover
‖q0‖s,γ ≤ εC(s)(1 + ‖u‖s+η1,γ), (3.9a)
‖duq0(u)[h]‖s ≤ εC(s)(‖h‖s+η1 + ‖u‖s+η1 + ‖h‖s0+η1), (3.9b)
Finally L7 is Hamiltonian.
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Remark 3.16. The estimate in (3.6) is different from that in (3.5). As we will see, it is very important
to estimate the Lipschitz norm of the constant m1 in order to get the measure estimates in Section 6. The
constant m1 depends in ω in two way: the first is trough the dependence on ω of the function u; secondly it
presents also an explicit dependence on the external parameters. Clearly by (3.5) we can get a bound only on
the variation |m1(ω, u(ω1)) −m1(ω, u(ω2))|. To estimate the | · |lip seminorm we need also the (3.6).
The proof of Lemma 3.15 is based on the following strategy. At each step we construct a transformation
Ti that conjugates Li to Li+1. We fix L0 = L. Moreover the Ti are symplectic, hence Li is Hamiltonian and
has the form
Li := ω · ∂ϕ1+ i(E +A(i)2 )∂xx + iA(i)1 ∂x + i(mE +A(i)0 ) +Ri, (3.10)
with E defined in (2.28),
A
(i)
j = A
(i)
j (ϕ, x) :=
(
a
(i)
j b
(i)
j
−b¯(i)j −a¯(i)j
)
, j = 0, 1, 2 (3.11)
and Ri is a pseudo-differential operator of order ∂−1x . Essentially we need to prove bounds like
‖(T ±1i (u)− 1)h‖s,γ ≤ εC(s)(‖h‖s,γ + ‖u‖s+κi,γ‖h‖s0), (3.12)
‖du(T ±1i )(u)[h]g‖s ≤ εC(s)
(‖g‖s+1‖h‖s0+κi + ‖g‖2‖h‖s+κi
+ ‖u‖s+κi‖g‖2‖h‖s0
)
, (3.13)
for suitable κi and on the coefficients in (3.10) we need
‖a(i)j (u)‖s,γ , ‖b(i)j (u)‖s,γ ≤ εC(s)(1 + ‖u‖s+κi,γ), (3.14a)
‖dua(i)j (u)[h]‖s, ‖dub(i)j (u)[h]‖s ≤εC(s)(‖h‖s+κi+‖u‖s+κi+‖h‖s0+κi), (3.14b)
for j = 0, 1, 2 and i = 1, . . . , 7 and on Ri bounds like (3.7) with κi instead of η1.
The bounds are based on repeated use of classical tame bounds and interpolation estimates of the Sobolev
norms. The proof of such properties of the norm can be found in [12] in Appendix A. To conclude one combine
the bounds of each transformation to obtain estimates on the compositions. It turn out that the constant
η1 contains all the loos of regularity of each step. We present only the construction of the transformation
that, in the Hamiltonian case, are more involved. Moreover the difference between Lemma 3.15 and the
result contained in Section 3 of [14] is also in equation (3.6). Indeed, in this case we need to prove that non
degeneracy hypothesis 1.2 persists during the steps in order to obtain the same lower bound (possibly with a
worse constant) for the constant m1 in (3.5). This fact will be used in Section 6 in order to perform measure
estimates.
Step 1. Diagonalization of the second order coefficient In this section we want to diagonalize the
second order term (E + A2) in (2.27). By a direct calculation one can see that the matrix (E + A2) has
eigenvalues λ1,2 :=
√
(1 + a2)2 − |b2|2. if we set a(1)2 := λ1 − 1 we have that a(1)2 ∈ R since a2 ∈ R for any
(ϕ, x) ∈ Td+1 and ai, bi are small. We define the transformation T −11 : H0 → H0 as the matrix T −11 =(
(T −11 )σ
′
σ
)
σ,σ′=±1 with
T −11 :=
(
(2 + a2 + a
(1)
2 )(iλ0)
−1 b2(iλ0)−1
−b¯2(iλ0)−1 −(2 + a2 + a(1)2 )(iλ0)−1
)
, (3.15)
where λ0 := i
√
2λ1(1 + a2 + λ1). Note that detT −11 = 1. One has that
T −11 (E +A2)T1 =
(
1 + a
(1)
2 (ϕ, x) 0
0 −1− a(1)2 (ϕ, x)
)
. (3.16)
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Moreover, we have that the transformation is symplectic. We can think that T1 act on the function of
Hs(Td+1;C) is the following way. Set U = (u, u¯), V = (v, v¯) ∈ Hs and let (MZ)σ for σ ∈ {+1,−1} be the first
or the second (respectively) component. Given a function u ∈ Hs(Td+1;C) we define, with abuse of notation,
T −11 u := (T −11 U)+1 := ((T −11 )11)u + ((T −11 )−11 )u¯. With this notation one has that
Ω
(T −11 u, T −11 v) := Re ∫
T
i
(
(T −11 )11(T −11 )1−1uv + (T −11 )−11 (T −11 )−1−1u¯v¯
)
+ i
(
(T −11 )11(T −11 )−1−1uv¯ + (T −11 )−11 (T −11 )1−1u¯v
)
dx
= Re
∫
T
iRe((T −11 )11(T −11 )1−1uv)
+ i
(
(T −11 )−11 (T −11 )1−1(uv¯ + u¯v)
)
+ i
(
(T −11 )11(T −11 )−1−1 − (T −11 )−11 (T −11 )1−1
)
uv¯dx
= Re
∫
T
iuv¯dx =: Ω(u, v).
which implies that T −11 is symplectic.
Now we can conjugate the operator L to an operator L1 with a diagonal coefficient of the second order
spatial differential operator. Indeed, one has
L1 := T −11 LT1 = ω · ∂ϕ1+ iT −11 (E +A2)T1∂xx
+ i(2T −11 (E +A2)∂xT1 + T −11 A1T1)∂x
+ i
[−iT −11 (ω · ∂ϕT1) + T −11 (E +A2)∂xxT1
+T −11 A1∂xT1 + T −11 (mE +A0)T1
]
;
(3.17)
the (3.17) has the form (3.10). This identify uniquely the coefficients a
(1)
j , b
(1)
j for j = 0, 1, 2 and R1. In
particular we have that b
(1)
2 ≡ 0 and R1 ≡ 0. Moreover, since the transformation is symplectic, then the new
operator L1 is Hamiltonian, with an Hamiltonian function
H1(u, u¯) =
∫
T
(1 + a
(1)
2 )|ux|2 −
i
2
Im(a
(1)
1 )(uxu¯− uu¯x)−Re(a(1)0 )|u|2dx
+
∫
T
−m|u|2− 1
2
(b
(1)
0 u¯
2 + b¯
(1)
0 u
2)dx :=
∫
T
f1(ϕ, x, u, u¯, ux, u¯x)dx,
(3.18)
hence, since f1 depends only linearly on u¯x, thanks to the Hamiltonian structure, one has
b
(1)
1 (ϕ, x) =
d
dx
(∂z¯1z¯1f1) ≡ 0. (3.19)
This means that we have diagonalized also the matrix of the first order spatial differential operator.
Remark 3.17. It is important to note that a
(1)
1 (ϕ, x) as the form
a
(1)
1 (ϕ, x) =
d
dx
a
(1)
2 (ϕ, x) + ∂z0z¯1f1 − ∂z1 z¯0f1
so that the real part of a
(1)
1 depends only on the spatial derivative of a
(1)
2 .
Step 2. Change of the space variable We consider a ϕ−dependent family of diffeomorphisms of the
1−dimensional torus T of the form
y = x+ ξ(ϕ, x), (3.20)
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where ξ is as small real-valued funtion, 2π periodic in all its arguments. We define the change of variables on
the space of functions as
(T2h)(ϕ, x) :=
√
1 + ξx(ϕ, x)h(ϕ, x+ ξ(ϕ, x)), with inverse
(T −12 v)(ϕ, y) :=
√
1 + ξ̂x(ϕ, y)v(ϕ, y + ξ̂(ϕ, y))
(3.21)
where
x = y + ξ̂(ϕ, y), (3.22)
is the inverse diffeomorphism of (3.20). With a slight abuse of notation we extend the operator to Hs:
T2 : Hs → Hs, T2
(
h
h¯
)
=
(
(T2h)(ϕ, x)
(T2h¯)(ϕ, x)
)
. (3.23)
Now we have to calculate the conjugate T2−1L1T2 of the operator L1 in (3.17).
The conjugate T −12 aT2 of any multiplication operator a : h(ϕ, x)→ a(ϕ, x)h(ϕ, x) is the multiplication operator
v(ϕ, y) 7→ (T −12 a
√
1 + ξx)(ϕ, y)v(ϕ, y) = a(ϕ, y + ξ̂(ϕ, y))v(ϕ, y). (3.24)
In (3.24) we have used the relation
0 ≡ ξx(ϕ, x) + ξ̂y(ϕ, y) + ξx(ϕ, x)ξ̂y(ϕ, y), (3.25)
that follow by (3.20) and (3.22). The conjugate of the differential operators will be
T −12 ω · ∂ϕT2 = ω · ∂ϕ + [T −12 (ω · ∂ϕξ)]∂y − T −12
(
ω · ∂ϕξx
2(1 + ξx)
)
,
T −12 ∂xT2 = [T −12 (1 + ξx)]∂y − T −12
(
ξxx
2(1 + ξx)
)
,
T −12 ∂xxT2 = [T −12 (1 + ξx)2]∂yy − T −12
(
2ξxxx + ξ
2
xx
4(1 + ξx)2
)
,
(3.26)
where all the coefficients are periodic functions of (ϕ, x). Thus, by conjugation, we have that L2 = T −12 L1T2
has the form (3.10) with
1 + a
(2)
2 (ϕ, y) = T −12 [(1 + a(1)2 )(1 + ξx)2],
a
(2)
1 (ϕ, y) = T −12 (a(1)1 (1 + ξx))− iT −12 (ω · ∂ϕξ),
a
(2)
0 (ϕ, y) = iT −12
(
ω · ∂ϕξx
2(1 + ξx)
)
−T −12
(
ξxx
2(1 + ξx)
)
−T −12
(
2ξxxx + ξ
2
xx
4(1 + ξx)2
)
,
b
(2)
0 (ϕ, y) = T −12 (b(1)0 ),
(3.27)
and b
(2)
2 = b
(2)
1 = 0. We are looking for ξ(ϕ, x) such that the coefficient a
(2)
2 (ϕ, y) does not depend on y, namely
1 + a
(2)
2 (ϕ, y) = T −12 [(1 + a(1)2 )(1 + ξx)2] = 1 + a(2)2 (ϕ), (3.28)
for some function a
(2)
2 (ϕ). Since T2 operates only on the space variables, the (3.28) is equivalent to
(1 + a
(1)
2 (ϕ, x))(1 + ξx(ϕ, x))
2 = 1 + a
(2)
2 (ϕ). (3.29)
Hence we have to set
ξx(ϕ, x) = ρ0, ρ0(ϕ, x) := (1 + a
(2)
2 (ϕ))
1
2 (ϕ)(1 + a
(1)
2 (ϕ, x))
− 12 − 1, (3.30)
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that has solution γ periodic in x if and only if
∫
T
ρ0dy = 0. This condition implies
a
(2)
2 (ϕ) =
(
1
2π
∫
T
(1 + a
(1)
2 (ϕ, x))
− 12
)−2
− 1. (3.31)
Then we have the solution (with zero average) of (3.30)
ξ(ϕ, x) := (∂−1x ρ0)(ϕ, x), (3.32)
where ∂−1x is defined by linearity as
∂−1x e
ikx :=
eikx
ik
, ∀ k ∈ Z\{0}, ∂−1x = 0. (3.33)
In other word ∂−1x h is the primitive of h with zero average in x. Moreover, the map T2 is canonical with
respect to the NLS−symplectic form, indeed, for any u, v ∈ Hs(Td+1;C),
Ω(T2u, T2v) =Re
∫
T
(i
√
1 + ξxu(ϕ, x+ ϕ(ϕ, x)))
√
1 + ξxv¯(ϕ, x + ϕ(ϕ, x))dx
= Re
∫
T
(1 + ξx(ϕ, x))(iu(ϕ, x + ξ(ϕ, x)))v¯(ϕ, x+ ξ(ϕ, x))dx
= Re
∫
T
(iu(ϕ, y))v¯(ϕ, y)dy =: Ω(u, v).
Thus, conjugating L1 through the operator T2 in (3.23) we obtain the Hamiltonian operator L2 = T −12 L1T2
with Hamiltonian function given by
H2(u, u¯)=
∫
T
(1 + a
(2)
2 (ϕ))|ux|2−
i
2
Im(a
(2)
1 )(uxu¯−uu¯x)−Re(a(2)0 )|u|2dx
+
∫
T
−m|u|2− 1
2
(b
(2)
0 u¯
2 + b¯
(2)
0 u
2)dx :=
∫
T
f2(ϕ, x, u, u¯, ux, u¯x)dx,
(3.34)
Remark 3.18. As in Remark 3.17, the real part of coefficients a
(2)
1 depends on the spatial derivatives of
a
(2)
2 , then in this case, again thanks the Hamiltonian structure of the problem, one has that a
(2)
1 (ϕ, y) =
iIm(a
(2)
1 )(ϕ, y), i.e. it is purely imaginary. Moreover b
(2)
2 = b
(2)
1 ≡ 0 and R2 ≡ 0.
Step 3: Time reparametrization In this section we want to make constant the coefficient of the highest
order spatial derivative operator ∂yy of L2, by a quasi-periodic reparametrization of time. We consider a
diffeomorphism of the torus Td of the form
θ = ϕ+ ωα(ϕ), ϕ ∈ Td, α(ϕ) ∈ R, (3.35)
where α is a small real valued function, 2π−periodic in all its arguments. The induced linear operator on the
space of functions is
(T3h)(ϕ, y) := h(ϕ+ ωα(ϕ), y), (3.36)
whose inverse is
(T −13 v)(θ, y) = v(θ + ωα˜(θ), y), (3.37)
where ϕ = θ + ωα˜(θ) is the inverse diffeomorphism of θ = ϕ+ ωα(ϕ). We extend the operator to Hs:
T3 : Hs → Hs, T3
(
h
h¯
)
=
(
(T h)(ϕ, x)
(T3h¯)(ϕ, x)
)
. (3.38)
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By conjugation, we have that the differential operator become
T −13 ω · ∂ϕT3 = ρ(θ)ω · ∂θ, T −13 ∂yT3 = ∂y, ρ(θ) := T −13 (1 + ω∂ϕα). (3.39)
Hence we have T −13 L2T3 = ρL3 where L3 has the form (3.10) and
1 + a
(3)
i (θ) :=
(T −13 (1 + a(2)i ))(θ)
ρ(θ)
, a
(3)
i (θ) :=
(T −13 a(2)i )(θ)
ρ(θ)
, i = 0, 1,
b
(3)
0 (θ, y) :=
(T −13 b(2)0 )(θ, y)
ρ(θ)
,
(3.40)
We look for solution α such that the coefficient a
(3)
2 is constant in time, namely
(T −13 (1 + a(2)2 ))(θ) = m2ρ(θ) = m2T −13 (1 + ω · ∂ϕα) (3.41)
for some constant m2, that is equivalent to require that
1 + a
(2)
2 (ϕ) = m2(1 + ω · ∂ϕα(ϕ)), (3.42)
By setting
m2 =
1
(2π)d
∫
Td
(1 + a22(ϕ))dϕ, (3.43)
we can find the (unique) solution of (3.42) with zero average
α(ϕ) :=
1
m2
(ω · ∂ϕ)−1(1 + a(2)2 −m2)(ϕ), (3.44)
where (ω · ∂ϕ)−1 is defined by linearity
(ω · ∂ϕ)−1eiℓ·ϕ := e
iℓ·ϕ
iω · ℓ , ℓ 6= 0, (ω · ∂ϕ)
−11 = 0.
Moreover, the operator T3 acts only on the time variables, then it is clearly symplectic, since
Ω(T3u, T3v) = Ω(u, v).
Then the operator L3 is Hamiltonian with hamiltonian function H3
H3(u, u¯) =
∫
T
m2|ux|2− i
2
Im(a
(3)
1 )(uxu¯− uu¯x)−Re(a(3)0 )|u|2dx
+
∫
T
−1
2
(b
(3)
0 u¯
2 + b¯
(3)
0 u
2)dx :=
∫
T
f3(ϕ, x, u, u¯, ux, u¯x)dx,
(3.45)
Remark 3.19. Also in this case, thanks to the hamiltonian structure of the operator, we have that the coeffi-
cient a
(3)
1 ∈ iR, b(3)2 = b(3)1 ≡ 0 and R3 ≡ 0.
Step 4. Change of space variable (translation) The goal of this section, is to conjugate L3 in (3.10)
with coefficients in (3.40) to an operator in which the coefficients of the first order spatial derivative operator,
has zero average in y.
Consider the change of the space variable
z = y + β(θ) (3.46)
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which induces the operators on functions
T4h(θ, y) := h(θ, y + β(θ)), T −14 v(θ, z − β(θ)). (3.47)
We extend the operator T4 to Hs as
T4
(
h
h¯
)
=
(
(T4h)(θ, y)
(T4h¯)(θ, y)
)
. (3.48)
By conjugation, the differential operators become
T −14 ω · ∂θT4 = ω · ∂θ + (ω · ∂θβ(θ))∂z , T −14 ∂yT4 = ∂z . (3.49)
Hence one has that L4 := T −14 L3T4 has the form (3.10) where
a
(4)
1 (θ, z) := −iω · ∂θβ(θ) + (T −14 a(3)1 )(θ, z),
a
(4)
0 (θ, z) := (T −14 a(3)0 )(θ, z), b(4)0 (θ, z) := (T −14 b(4)0 )(θ, z).
(3.50)
The aim is to find a function β(θ) such that
1
2π
∫
T
a
(4)
1 (θ, z)dz = m1, ∀ θ ∈ Td, (3.51)
for some constant m1 ∈ C, independent on θ. By using the (3.50) we have that the (3.51) become
− iω · ∂θβ(θ) = m1 −
∫
T
a
(3)
1 (θ, y)dy =: V (θ). (3.52)
This equation has a solution periodic in θ if and only if V (θ) has zero average in θ. So that we have to define
m1 :=
1
(2π)d+1
∫
Td+1
a
(3)
1 (θ, y)dθdy. (3.53)
Note also that m1 ∈ iR (see Remark 3.19). Then the function V is purely imaginary. Now we can set
β(θ) := i(ω · ∂θ)−1V (θ), (3.54)
to obtain a real diffeomorphism of the torus y + β(θ). Morover one has, for any u, v ∈ Hs(Td+1;C)
Ω(T4u, T4v) = Re
∫
T
iu(ϕ, x+ β(ϕ))v¯(ϕ, x + β(ϕ)) = Ω(u, v), (3.55)
hence T4 is symplectic. This implies that L4 is Hamiltonian with hamiltonian function of the form
H4(u, u¯) =
∫
T
m2|ux|2− i
2
Im(a
(4)
1 )(uxu¯− uu¯x)−Re(a(4)0 )|u|2 −m|u|2dx
+
∫
T
−1
2
(b
(4)
0 u¯
2 + b¯
(4)
0 u
2)dx :=
∫
T
f4(ϕ, x, u, u¯, ux, u¯x)dx,
(3.56)
Remark 3.20. Again one has b
(4)
2 = b
(4)
1 ≡ 0 and R4 ≡ 0.
For simplicity we rename the variables z = x and θ = ϕ.
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Step 5. Descent Method: conjugation by multiplication operator In this section we want to elimi-
nate the dependance on ϕ and x on the coefficient c9 of the operator L4. To do this, we consider an operator
of the form
T5 :=
(
1 + z(ϕ, x) 0
0 1 + z¯(ϕ, x)
)
, (3.57)
where z : Td+1 → C. By a direct calculation we have that
L4T5 − T5
[
ω · ∂ϕ1+ i
(
m2 0
0 −m2
)
∂xx + i
(
m1 0
0 −m1
)
∂x
]
=
= i
(
r1(ϕ, x) 0
0 −r1(ϕ, x)
)
∂x + i
(
m+ c(ϕ, x) d(ϕ, x)
−d(ϕ, x) −m− c(ϕ, x)
) (3.58)
where
r1(ϕ, x) := 2mzx(ϕ, x) + (a
(4)
1 (ϕ, x) −m1)(1 + z(ϕ, x)),
c(ϕ, x) := −i(ω · ∂ϕz)(ϕ, x) + a(4)0 (ϕ, x)(1 + z(ϕ, x)),
d(ϕ, x) := b
(4)
0 (ϕ, x)(1 + z¯(ϕ, x)).
(3.59)
We look for z(ϕ, x) such that r1 ≡ 0. If we look for solutions of the form 1 + z(ϕ, x) = exp(s(ϕ, x)) we have
that r1 = 0 become
2m2sx + a
(4)
1 −m1 = 0, (3.60)
that has solution
s(ϕ, x) :=
1
2m
∂−1x (a
(4)
1 −m1)(ϕ, x) (3.61)
where ∂−1x is defined in (3.33). Moreover, since a
(4)
1 ∈ iR, one has that s(ϕ, x) ∈ iR. Clearly the operator T5
is invertible for ε small, then we obtain L5 := T −15 L4T5 with
L5 := ω · ∂ϕ1+ i
(
m2 0
0 −m2
)
∂xx + i
(
m1 0
0 −m¯1
)
∂x + imE + iA
(5)
0 (3.62)
that has the form (3.10) with m2 and m1 are defined respectively in (3.43) and (3.53), while the coefficients
of A
(i)
5 are
a
(5)
0 (ϕ, x) := (1 + z(ϕ, x))
−1c(ϕ, x),
b
(5)
0 (ϕ, x) := (1 + z(ϕ, x))
−1d(ϕ, x).
(3.63)
It remains to check that the transformation exp(s(ϕ, x)) = 1 + z is symplectic. One has
Ω(esu, esv) = Re
∫
T
ies(ϕ,x)u(ϕ, x)e−s(ϕ,x)v¯(ϕ, x)dx = Ω(u, v), (3.64)
where we used that s¯ = −s, that follows by s ∈ iR. Hence the operator L5 is Hamiltonian, with corresponding
hamiltonian function
H5(u, u¯) =
∫
T
m2|ux|2 − i
2
Im(m1)(uxu¯− uu¯x)− Re(a(5)0 )|u|2dx
+
∫
T
−m|u|2− 1
2
(b
(5)
0 u¯
2 + b¯
(5)
0 u
2)dx :=
∫
T
f5(ϕ, x, u, u¯, ux, u¯x)dx.
(3.65)
Again using the Hamiltonian structure, see (2.32), we can conclude that
Im(a
(5)
0 )(ϕ, x) =
d
dx
Im(m1) ≡ 0, (3.66)
that implies a
(5)
0 ∈ R.
Remark 3.21. We have b
(5)
2 = b
(5)
1 ≡ 0 and R5 ≡ 0.
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Step 6. Descent Method: conjugation by pseudo-differential operator In this section we want to
conjugate L5 in (3.62) to an operator of the form ω · ∂ϕ + iM∂xx + iM1∂x +R where
M =
(
m2 0
0 −m2
)
, M1 =
(
m1 0
0 −m¯1
)
, (3.67)
and R is a pseudo differential operator of order 0.
We consider an operator of the form
S˜ :=
(
1 + wΥ 0
0 1 + w¯Υ
)
, (3.68)
where w : Td+1 → R and Υ = (1− ∂xx)1i ∂x is defined by linearity as
Υeijx =
1
1 + j2
jeijx
We have that the difference
L5S˜ − S˜
[
ω · ∂ϕ1+i
(
m2 0
0 −m2
)
∂xx+i
(
m1 0
0 −m¯1
)
∂x+i
(
m+aˆ
(5)
0 b
(5)
0
−b¯(5)0 −m−aˆ(5)0
)]
=
= i
(
r0 0
0 −r¯0
)
+R
where b
(5)
0 is defined in (3.63) and
r0(ϕ, x) := 2m2wxΛ∂x + (a
(5)
0 (ϕ, x) − aˆ(5)0 (ϕ)), R = i
(
p˜0 q˜0
− ¯˜q0 − ¯˜p0
)
p˜0(ϕ, x) := −i(ω · ∂ϕw)Υ +m2wxxΥ+m1wxΥ+ (a(5)0 − aˆ(5)0 )wΥ,
q˜0(ϕ, x) := b
(5)
0 w¯Υ− wΥb(5)0 .
(3.69)
We are looking for w such that r0 ≡ 0 or at least r0 is “small” in some sense. The operator R is a pseudo-
differential operator of order −1. We can also note that
Υ∂xu = iu− i(1− ∂xx)−1u
Since the second term is of order −2, we want to solve the equation
2imwx + (a
(5)
0 − aˆ(5)0 )u ≡ 0.
This equation has solution if and only if we define
aˆ
(5)
0 (ϕ) :=
1
2π
∫
T
a
(5)
0 (ϕ, x)dx, (3.70)
and it is real thanks to (3.66). Now, we define
w(ϕ, x) := i
1
2m
∂−1x (a
(5)
0 − aˆ(5)0 )(ϕ, x), (3.71)
that is a purely imaginary function. In this way we can conjugate the operator L5 to an operator of the
form ω · ∂ϕ + iM∂xx + iM1∂x + iM0 + O(∂−1x ) with the diagonal part of M0 constant in the space variable.
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Unfortunately, this transformation in not symplectic. We reason as follow. Let w = i(w + w¯) := ia and
consider the Hamiltonian function
H(u, u¯) =
1
2
∫
T
−(aΥ+Υa)u · u¯dx.
Since the function a is real, and the operator Υ : L2(T;C) → L2(T,C) is self-adjoint, then the operator
aΥ + Υa is self-adjont. As consequence the hamiltonian H is real-valued on L2. The corresponding (linear)
vector field is
χH(u, u¯) = −i
(
∂u¯H
∂uH
)
=
(
i
2 (aΥ+Υa)u
− i2 (aΥ +Υa)u¯
)
.
Then, the 1-flow of χH generates a symplectic transformation of coordinates, given by
T6 := exp(χH(u, u¯)) :=
(
eiχ 0
0 e−iχ
)(
u
u¯
)
,
eiχu :=
( ∞∑
m=0
1
m!
(1
2
(aΥ+Υa)
)m)
u.
(3.72)
We can easily check that, the operators in (3.72) and (3.68) differs only for an operator of order O(∂−2x ).
Indeed one has
eiχu = u+
i
2
(aΥ+Υa)u+O(∂−2x ) = u+
i
2
aΥu+
i
2
Υ(au) +O(∂−2x )
= u+
i
2
aΥu+
i
2
aΥu+
i
2
1
i
∂x
(
(1 − ∂xx)−1axx(1− ∂xx)−1u
+ 2(1− ∂xx)−1ax(1− ∂xx)−1∂xu
)
+O(∂−2x )
= (1+ iaΥ)u+O(∂−2x ).
(3.73)
In (3.73) we essentially studied the commutator of the pseudo-differential operator (1−∂xx)−1 with the operator
of multiplication by the function a. Since the transformation T6 is symplectic we obtain the hamiltonian
operator
L6 = T −16 L5T6 = L˜5 + R˜, (3.74)
L˜5 := ω · ∂ϕ1+ im2E∂xx + i
(
m1 0
0 −m¯1
)
∂x + imE + i
(
aˆ
(5)
0 (ϕ) b
(5)
0
−b¯(5)0 −aˆ(5)0 (ϕ)
)
,
R˜ := T −16
[
L5T6 − T6L˜5
]
,
where R is hamiltonian and of order O(∂−1x ).
Remark 3.22. Here we have that L6 has the form (3.10) where b(6)2 = b(6)1 ≡ 0, a(6)0 := aˆ(5)0 , b(6)0 := b(5)0 and
R6 := R˜.
Step 7. Descent Method: conjugation by multiplication operator II In this section we want to
eliminate the dependance on the time variable of the coefficients aˆ
(5)
0 (ϕ) in (3.70).
Consider the operator
T7 :=
(
1 + k(ϕ) 0
0 1 + k¯(ϕ)
)
, (3.75)
with k : Td → C. By direct calculation we have that
L6T7 − T7
[
ω · ∂ϕ1+ im2E + i
(
m1 0
0 −m¯1
)
∂x + i
(
m0 0
0 −m0
)]
= i
(
r1 0
0 −r¯1
)
+
[
i
(
0 b
(6)
0
−b¯(6)0 0
)
+R6
]
T7,
(3.76)
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where
r1(ϕ) = ω · ∂ϕk(ϕ) + i(a(6)0 (ϕ)−m0)(1 + k(ϕ)), (3.77)
We are looking for Γ such that r1 ≡ 0. As done in step 5, we write 1+k(ϕ) = exp(Γ(ϕ)), then equation r1 ≡ 0
reads
ω · ∂ϕΓ(ϕ) + i(a(6)0 (ϕ) +m−m0) = 0, (3.78)
that has a unique solution if and only if we define
m0 := m+
1
(2π)d
∫
Td
a
(6)
0 (ϕ)dϕ. (3.79)
Hence we can set
Γ(ϕ) := −i(ω · ∂ϕ)−1(a(6)0 +m−m0)(ϕ). (3.80)
It turns out that the trasformation T7 is invertible, then, by conjugation, we obtain L7 := T −17 L6T7 with
L7 := ω · ∂ϕ1+ i
(
m 0
0 −m
)
∂xx + i
(
m1 0
0 −m¯1
)
∂x + i
(
m0 b
(7)
0
−b¯(7)0 −m0
)
+R7 (3.81)
where we have defined (
0 b
(7)
0
−b¯(7)0 0
)
:= T −17
(
0 b
(6)
0
−b¯(6)0 0
)
T7, R7 := T −17 R6T7. (3.82)
Moreover, since by (3.80) the function Γ is purely imaginary, then the transformation is symplectic. Indeed
Ω(eΓu, eΓv) := Re
∫
T
ieΓue−Γv¯dx = Ω(u, v), (3.83)
hence the linearized operator L7 is Hamiltonian.
3.1 Non-degeneracy Condition
Here we give the proof of formula (3.6) Let us study the properties of the average of the coefficients of the first
order differential operator. In particular we are interested in how these quantities depends explicitly on ω, see
Remark 3.16. Consider a1(ϕ, x) = a1(ϕ, x, u) where u satisfies (3.2) and ai is defined in (2.29). One has∣∣∣∣∫
Td+1
a1(ϕ, x)
∣∣∣∣ ≥ εe− Cε‖u‖s0+η1 ≥ e2ε, (3.84)
if εγ−10 is small enough. Essentially, by using (3.12), (3.13), (3.14a) and (3.14b), one can repeat the reasoning
followed in (3.84) for the average of a
(i)
1 for i = 1, 2, 3, 4 and prove the (3.6a) with a constant c < e/16. Let us
check (3.6b). At the starting point there is no explicit dependence on the parameters ω in a1, hence we get
also for ω1 6= ω2
0 =
∣∣∣∣∫
Td+1
a1(ϕ, x, ω1, u(ω))− a1(ϕ, x, ω2, u(ω))
∣∣∣∣ ≤ ε2C|ω1 − ω2|. (3.85)
Now, by (3.17) one has that
a
(1)
1 (ϕ, x, ω, u(ω)) := a
(1)
1 (ϕ, x, u(ω)) := i(2T −11 (E +A2)∂xT1 + T −11 A1T1)11,
and again we do not have explicit dependence on ω since the matrix T1 depends on the external parameters
only trough the function u. Hence bound (3.85) holds. Now consider the coefficients a
(2)
1 in (3.27). There is
explicit dependence on ω only in the term
T −12 (ω · ∂ϕξ) =
√
1 + ξˆy(ϕ, y)ω · ∂ϕξ(ϕ, y + ξˆ(ϕ, y)). (3.86)
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Recall that the functions ξ in (3.32) and ξˆ depends on ω only through u. Hence one has∣∣∣∣∫
Td+1
√
1 + ξˆy(ω1 − ω2) · ∂ϕξ(ϕ, y + ξˆ(ϕ, y))dϕdy
∣∣∣∣ =
=
∣∣∣∣∣∣
∫
Td+1
(ω1 − ω2) · ∂ϕξ(ϕ, x)√
1 + ξˆy(ϕ, x + ξ(ϕ, x))
dϕdx
∣∣∣∣∣∣
≤ |ω1 − ω2|
∣∣∣∣∫
Td+1
∂ϕξ(ϕ, x)dϕdx
∣∣∣∣
+ |ω1 − ω2|
∣∣∣∣∣∣
∫
Td+1
 1√
1 + ξˆy
− 1
 ∂ϕξ(ϕ, x)dϕdx
∣∣∣∣∣∣
(3.87)
By defining |u|∞s := ||u||W s,∞ and using the standard estimates of the Sobolev embedding on the function
ξ in (3.32) we get
|ξ|∞s ≤ C(s)||ξ||s+s0 ≤ C(s)||ρ0||s+s0 ≤ εC(s)(1 + ||u||s+s0+2), . (3.88a)
The function ξˆ satisfies the same bounds by Lemma A.54. Hence, since the first integral in (3.87) is zero, using
the interpolation estimates in Lemma 2.3, we get∣∣∣∣∫
Td+1
a
(2)
1 (ϕ, x)dϕdx
∣∣∣∣lip ≤ Cε2. (3.89)
Let us study the coefficients a
(3)
1 defined in (3.40). In particular one need to control the difference a
(3)
1 (ω1)−
a
(3)
1 (ω2). To do this one can uses standard formulæ of propagation of errors for Lipschitz functions. In order
to perform the quantitative estimates one can check that the function α(ϕ) defined in (3.44) satisfies the tame
estimates (see also Lemma 3.20 in [14] ):
|α|∞s ≤ εγ−10 C(s)(1 + ||u||s+d+s0+2), (3.90a)
|duα(u)[h]|∞s ≤ εγ−10 C(s)(||h||s+d+s0+2 + ||u||s+d+s0+2||h||d+s0+2), (3.90b)
|α|∞s,γ ≤ εγ−10 C(s)(1 + ||u||s+d+s0+2,γ), (3.90c)
while by the (3.39) one has ρ = 1 + T −13 (ω · ∂ϕα). By using Lemma A.54 and the bounds (3.90) on α and
(3.2) one can prove
|ρ− 1|∞s,γ ≤ εγ−10 C(s)(1 + ||u||s+d+s0+4,γ) (3.91a)
|duρ(u)[h]|∞s ≤ εγ−10 C(s)(||h||s+d+s0+3 + ||u||s+d+s0+4||h||d+s0+3). (3.91b)
The bounds above follows by classical tame estimates in Sobolev spaces, anyway the proof can be found in
Section 3 of [14]. Now by taking the integral of (3.89) and by using (3.90a)-(3.91b), the tame estimates in
Lemma A.54 and the (3.14a), (3.14b) one obtain the result on the . For the last step one can reason in
the same way. Indeed the most important fact is to prove (3.89). At the starting point we have no explicit
dependence on λ in the average of a1, but, once that dependence appear, then we have the estimates (3.89)
that is quadratic in ε.
One has also the following result.
Lemma 3.23. Under the Hypotheses of Lemma 3.15 possibly with smaller ǫ0, if (3.2) holds, one has that the
Ti, i 6= 3 identify operators Ti(ϕ), of the phase space Hsx := Hs(T). Moreover they are invertible and the
following estimates hold for s0 ≤ s ≤ q − η1 and i=1,2,4,5,6,7:
||(T ±1i (ϕ)− 1)h||Hsx ≤ εC(s)(||h||Hsx + ||u||s+d+2s0+4||h||H1x), (3.92a)
The Lemma is essentially a consequence if the discussion above. We omit the details because the proof
follows basically the same arguments used in Lemma 3.25 in [14].
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4 Reduction to constant coefficients
In this Section we conclude the proof of Proposition 2.10 through a reducibility algorithm. First we need to
fix some notations. Let b ∈ N, we consider the exponential basis {ei : i ∈ Zb} of L2(Tb). In this way we have
that L2(T2) is the space {u =∑uiei :∑ |ui|2 <∞}. A linear operator A : L2(Tb)→ L2(Tb) can be written
as an infinite dimensional matrix
A = (Aji )i,j∈Zb , A
j
i = (Aej , ei)L2(Tb), Au =
∑
i,j
Ajiujei.
where (·, ·)L2(Td+1) is the usual scalar product on L2. In the following we also use the decay norm
|A|2s := sup
σ,σ′∈Σ
|Aσ′σ |2s := sup
σ,σ′∈Σ
∑
h∈Z×Zd
〈h〉2s sup
k−k′=h
|Aσ′,k′σ,k |2. (4.1)
If one has that A := A(ω) depends on parameters ω ∈ Λ ⊂ R in a Lipschitz way, we define
|A|sups := sup
λ∈Λ
|A(λ)|s, |A|lips := sup
λ1 6=λ2
|A(λ1)−A(λ2)|s
|λ1 − λ2| ,
|A|s,γ := |A|sups + γ|A|lips .
The decay norm we have introduced in (4.1) is suitable for the problem we are studying. Note that
∀ s ≤ s′ ⇒ |Aσ′σ |s ≤ |Aσ
′
σ |s′ .
Moreover norm (4.1) gives information on the polynomial off-diagonal decay of the matrices, indeed ∀ k, k′ ∈
Z+ ×Zd
|Aσ,k′σ,k | ≤
|Aσ′σ |s
〈k − k′〉s , |A
i
i| ≤ |A|0, |Aii|lip ≤ |A|lip0 . (4.2)
In order to prove Prposition 2.10 we first prove the following result. We see that the operator L7 cannot
be diagonalized, but anyway can be block-diagonalized where the blocks on the diagonal have fixed size. This
is sufficient for our analysis.
Theorem 4.24. Let f ∈ Cq satisfy the Hypotheses of Proposition 2.10 with q > η1 + β + s0 where η1 defined
in (3.1) and β = 7τ + 5 for some τ > d. Let γ ∈ (0, γ0), s0 ≤ s ≤ q − η1 − β and u(λ) ∈ H0 be a family of
functions depending on a Lipschitz way on a parameter ω ∈ Λo ⊂ Λ : [1/2, 3/2]. Assume that
||u||s0+η1+β,Λo,γ ≤ 1. (4.3)
Then there exist constants ǫ0, C, depending only on the data of the problem, such that, if εγ
−1 ≤ ǫ0, then
there exists a sequence of purely imaginary numbers as in Proposition 2.10, namely Ω jσ,j,Ω
−j
σ,j : Λ → C of the
form
Ω jσ,j := −iσm2j2 − iσ|m1|j + iσm0 + iσrjj ,
Ω−jσ,j := iσr
−j
j ,
(4.4)
where
m2,m0 ∈ R, m1 ∈ iR, rkj = rjk, k = ±j (4.5)
for any σ ∈ Σ, j ∈ N, moreover
|r kσ,j |γ ≤
εC
〈j〉 , ∀ σ ∈ Σ, j ∈ Z, k = ±j, (4.6)
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and such that, for any ω ∈ Λ2γ∞ (u), defined in (2.39), there exists a bounded, invertible linear operator Φ∞(ω) :
Hs → Hs, with bounded inverse Φ−1∞ (ω), such that
L∞(ω) := Φ−1∞ (ω) ◦ L7 ◦ Φ∞(ω) = ω · ∂ϕ1+ iD∞,
where D∞ := diagh=(σ,j)∈Σ×N{Ωσ,j(ω)},
(4.7)
with L7 defined in (3.3) and where
Ωσ,j :=
(
Ω jσ,j Ω
−j
σ,j
Ω jσ,−j Ω
−j
σ,−j
)
(4.8)
Moreover, the transformations Φ∞(λ), Φ−1∞ are symplectic and satisfy
|Φ∞(λ)− 1|s,Λ2γ∞ ,γ + |Φ−1∞ (λ)− 1|s,Λ2γ∞ ,γ ≤ εγ−1C(s)(1 + ||u||s+η1+β,Λo,γ). (4.9)
In addition to this, for any ϕ ∈ Td, for any s0 ≤ s ≤ q−η1−β the operator Φ∞(ϕ) : Hsx → Hsx is an invertible
operator of the phase space Hsx := H
s(T) with inverse (Φ∞(ϕ))−1 := Φ−1∞ (ϕ) and
||(Φ±1∞ (ϕ)− 1)h||Hsx ≤ εγ−1C(s)(||h||Hsx + ||u||s+η1+β+s0 ||h||H1x). (4.10)
Remark 4.25. Note that since the Φ∞ is symplectic then the operator L∞ is hamiltonian.
The main point of the Theorem 4.24 is that the bound on the low norm of u in (4.3) guarantees the bound
on higher norms (4.9) for the transformations Φ±1∞ . This is fundamental in order to get the estimates on the
inverse of L in high norms.
Moreover, the definition (2.39) of the set where the second Melnikov conditions hold, depends only on the
final eigenvalues. Usually in KAM theorems, the non-resonance conditions have to be checked, inductively,
at each step of the algorithm. This formulation, on the contrary, allow us to discuss the measure estimates
only once. Indeed, the functions µh(ω) are well-defined even if Λ∞ = ∅, so that, we will perform the measure
estimates as the last step of the proof of Theorem 1.1.
4.1 Functional setting and notations
4.1.1 The off-diagonal decay norm
Here we want to show some important properties of the norm | · |s. Clearly the same results hold for the norm
| · |Hs := | · |Hs×Hs . Moreover we will introduce some characterization of the operators we have to deal with
during the diagonalization procedure.
First of all we have following classical results.
Lemma 4.26. Interpolation. For all s ≥ s0 > (d+ 1)/2 there are C(s) ≥ C(s0) ≥ 1 such that if A = A(ω)
and B = B(ω) depend on the parameter λ ∈ Λ ⊂ R in a Lipschitz way, then
|AB|s,γ ≤ C(s)|A|s0,γ |B|s,γ + C(s0)|A|s,γ |B|s0,γ , (4.11a)
|AB|s,γ ≤ C(s)|A|s,γ |B|s,γ . (4.11b)
‖Ah‖s,γ ≤ C(s)(|A|s0 ,γ‖h‖s,γ + |A|s,γ‖h‖s0,γ), (4.11c)
Lemma 4.26 implies that for any n ≥ 0 and s ≥ s0 one has
|An|s0,γ ≤ [C(s0)]n−1|A|ns0,γ , |An|s,γ ≤ n[C(s0)|A|s0,γ ]n−1C(s)|A|s,γ , (4.12)
|[A,B]n|s,γ ≤ nC(s0)n−1|A|n−1s0,γ |B|n−1s0,γ (|A|s,γ |B|s0,γ + |A|s0,γ |B|s,γ) , (4.13)
The following Lemma shows how to invert linear operators which are ”near” to the identity in norm | · |s.
27
Lemma 4.27. Let C(s0) be as in Lemma 4.26. Consider an operator of the form Φ = 1+Ψ where Ψ = Ψ(λ)
depends in a Lipschitz way on λ ∈ Λ ⊂ R. Assume that C(s0)|Ψ|s0,γ ≤ 1/2. Then Φ is invertible and, for all
s ≥ s0 ≥ (d+ 1)/2,
|Φ−1|s0,γ ≤ 2, |Φ−1 − 1|s,γ ≤ C(s)|Ψ|s,γ (4.14)
Moreover, if one has Φi = 1+Ψi, i = 1, 2 such that C(s0)|Ψi|s0,γ ≤ 1/2, then
|Φ−12 − Φ−11 |s,γ ≤C(s) (|Ψ2 −Ψ1|s,γ+(|Ψ1|s,γ + |Ψ2|s,γ)|Ψ2 −Ψ1|s0,γ) . (4.15)
Proof. See [14].
4.1.2 To¨pliz-in-time matrices
We introduce now a special class of operators, the so-called To¨pliz in time matrices, i.e.
Ai
′
i = A
(σ′,j′,p′)
(σ,j,p) := A
σ′j′
σ,j (p− p′), for i, i′ ∈ Σ×Z×Zd. (4.16)
To simplify the notation in this case, we shall write Ai
′
i = A
k′
k (ℓ), i = (k, p) = (σ, j, p) ∈ Σ × Z × Zd,
i′ = (k′, p′) = (σ′, j′, p′) ∈ Σ×Z×Zd, with k, k′ ∈ Σ×Z.
They are relevant because one can identify the matrix A with a one-parameter family of operators, acting
on the space Hsx, which depend on the time, namely
A(ϕ) := (Aσ
′,j′
σ,j (ϕ))σ,σ′∈Σ
j,j′∈Z
, Aσ
′,j′
σ,j (ϕ) :=
∑
ℓ∈Zd
Aσ
′,j′
σ,j (ℓ)e
iℓ·ϕ.
To obtain the stability result on the solutions we will strongly use this property.
Lemma 4.28. If A is a To¨pliz in time matrix as in (4.16), and s0 := (d+ 2)/2, then one has
|A(ϕ)|s ≤ C(s0)|A|s+s0 , ∀ ϕ ∈ Td. (4.17)
Proof. See [14] or [12].
Definition 4.29. (Smoothing operator) Given N ∈ N, we the define the smoothing operator ΠN as
(ΠNA)
σ′,j′,ℓ′
σ,j,ℓ =
{
Aσ
′,j′,ℓ
σ,j,ℓ , |ℓ− ℓ′| ≤ N,
0 otherwise
(4.18)
Lemma 4.30. Let Π⊥N := 1−ΠN ,
if A = A(λ) is a Lipschitz family λ ∈ Λ, then
|Π⊥NA|s,γ ≤ N−β |A|s+β,γ , β ≥ 0. (4.19)
Proof. See [14] or [12].
Lemma 4.31. Consider a =
∑
i aiei ∈ Hs(Tb). Then the multiplication operator by the function a, i.e.
h 7→ ah is represented by the matrix A defined as Ai′i = ai−i′ . One has
|A|s = ||a||s. (4.20)
Moreover, if a = a(λ) is a Lipschitz family of functions, then
|A|s,γ = ||a||s,γ . (4.21)
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We need some technical lemmata on finite dimensional matrices.
Lemma 4.32. Given a matrix M ∈ Mn(C), where Mn(C) is the space of the n× n matrix with coefficients
in C, we define the norm ‖M‖∞ := maxi,j=1,...,n{Aji}. One has
‖M‖∞ ≤ ‖M‖2 ≤ n‖M‖∞, (4.22)
where ‖ · ‖2 is the L2−operatorial norm.
Proof. It follow straightforward by the definitions.
Lemma 4.33. Take two self adjoint matrices A,B ∈ Mn(C). Let us define the operator M : Mn(C) →
Mn(C)
M : C 7→MC := AC − CB. (4.23)
Let λj and βj for j = 1, . . . , n be the eigenvalues respectively of A and B. Then, for any R ∈Mn(C) one has
that the equation MC = R has a solution with
‖C‖∞ ≤ K
(
min
i,j=1,...,n
{λj − βi}
)−1
‖R‖∞, (4.24)
where the constant K depends only on n.
Proof. Define the operator T :Mn(C) → Cn2 that associate to a matrix the vector of its components. Then
the equation MC = R can be rewritten as
(A⊗ 1− 1⊗BT )T (C) = T (R),
where 1 is the n× n identity. Then, by using Lemma 4.32, one has
‖C‖∞ = max
i=1,...,n2
‖[T (C)]i‖∞ ≤ n‖(A⊗ 1− 1⊗BT )−1‖∞ max
i=1,...,n2
|[T (R)]i|
≤ n2‖(A⊗ 1− 1⊗BT )−1‖2 max
i=1,...,n2
|[T (R)]i| ≤ n2c
(
min
i,j=1,...,n
{λj − βi}
)−1
‖R‖∞,
(4.25)
that is the (4.24).
4.1.3 Hamiltonian operators
Here we give a characterization, in terms of the Fourier coefficients, of hamiltonian linear operators. This is
important since we want to show that our algorithm is closed for such class of operators.
Lemma 4.34. Consider a linear operator B := (iσRσ
′
σ ) : H
s → Hs. Then, B is hamiltonian with respect to
the symplectic form (1.13) if and only if
Rσ
′,h′
σ,h = R
−σ,h
−σ′,h′ , R
σ′,h′
σ,h = R
σ,−h′
σ′,−h (4.26)
Proof. In coordinates, an Hamiltonian function for such operator, is a quadratic form real and symmetric,
H =
∑
σ,σ′∈Σ
h,h′∈Zd+1
Qσ
′,h′
σ,h z
σ
hz
σ′
h′ ,
where we denote zσh = z
−σ
−h and h = (j, p), h
′ = (j′, p′). This means that, Q satisfies
Qσ
′,h′
σ,h = Q
−σ′,−h′
−σ,−h , Q
σ′,h′
σ,h = Q
σ,h
σ′,h′ (4.27)
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Now, since the hamiltonian vector field associated to the Hamiltonian H is given by B = iJQ, then writing
B = i
(
1 0
0 −1
)(
1 0
0 −1
)
JQ
we set Rσ
′
σ = Q
σ′
−σ follow the (4.26).
Since the operator L∞ in Theorem 4.24 is hamiltonian, thanks to the characterization in Lemma 4.34 we
can note that the blocks Ωσ,j defined in (4.8) as purely imaginary eigenvalues.
4.2 Reduction algorithm
We prove Theorem 4.24 by means of the following Iterative Lemma on the class of linear operators
Definition 4.35.
ω · ∂ϕ1+D +R : H0 → H0, (4.28)
where ω is as in (1.5), and
D = diag(σ,j)∈Σ×Z{Ωσ,j} : = diag(σ,j)∈Σ×Z
{(
Ω jσ,j Ω
−j
σ,j
Ωjσ,−j Ω
−j
σ,−j
)}
, (4.29)
where
Ω jσ,j := −iσm2j2 − iσ|m1|j + iσm0 + iσrjj ,
Ω−jσ,j := iσr
−j
j ,
(4.30)
and
m2,m0 ∈ R, m1 ∈ iR, rkj = rjk, rkj = O(
ε
〈j〉 ) k = −j, r
k
j = O(
ε
〈j〉 ), k = j (4.31)
for any (σ, j) ∈ Σ × N, with R is a To¨pliz in time Hamiltonian operator such that Rσσ = O(ε∂−1x ) and
R−σσ = O(ε) for σ = ±1. Moreover we set µσ,j for σ ∈ Σ the eigenvalues of Ωσ,j.
Note that the operator L7 has the form (4.28) and satisfies the (4.29) and (4.30) as well as the estimates
(3.7) and (3.8). Note moreover that for L7 the matrix D is completely diagonal. This fact is not necessary for
our analysis, and it cannot be preserved during the algorithm.
Define
N−1 := 1, Nν := N
χ
ν−1 = N
χν
0 , ∀ ν ≥ 0, χ =
3
2
. (4.32)
and
α = 7τ + 3, η3 := η1 + β, (4.33)
where η1 is defined in (3.1) and β = 7τ + 5. Consider L7 = L0.Note that L7 belongs to the class of Definition
4.35. Indeed in this case we have that
R0 :=
(
0 q0(ϕ, x)
−q¯0(ϕ, x) 0
)
+R,
(see (3.3)) and R is a pseudo differential operator of order O(∂−1x ). We have the following lemma:
Lemma 4.36. The operator R defined in Lemma 3.15 satisfies the bounds
|R(u)|s,γ ≤ εC(s)(1 + ||u||s+η1,γ), (4.34a)
|duR(u)[h]|s ≤ εC(s) (||h||s0+η1 + ||h||s+η1 + ||u||s+η1 ||h||s0) , (4.34b)
where η1 is defined in Lemma 3.15.
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Proof. By the proof of Lemma 3.15 we have that in the operator L5 in (3.62) the remainder is just a multipli-
cation operator by the functions a
(5)
0 , b
(5)
0 . Hence by Remark 4.31 one has that the decay norm of the operator
is finite. We need to check that the transformation T6 has a finite decay norm. First of all we have that the
function w in (3.71) satisfies the following estimates:
||w||s,γ ≤s ε(1 + ||u||s+τ1,γ),
||∂uw(u)[h]||s ≤s ε(||h||s+τ1 + ||u||s+τ1 ||h||τ1),
(4.35)
with τ1 a constant depending only on the data of the problem and much small than η1.
1
The operator S˜ = 1+ wΥ defined in (3.68) satisfies the following estimates in norm | · |s defined in (4.1):
|S˜ − 1|s,γ ≤s ε(1 + ‖u‖s+τ1,γ),
|∂uS˜(u)[h]|s ≤s ε(‖h‖s+τ1 + ‖u‖s+τ1‖h‖τ1),
(4.36)
The (4.36) follow by the (4.35) and the fact that |Υ|s ≤ 1 using Lemma 4.31. Clearly also the transformation T6
defined in (3.72) satisfies the same estimates as in (4.36). Hence using Lemma 4.26 one has that the remainder
R˜ of the operator L6 in (3.74) satisfies bounds like (4.34) with a different constant τ2 (possibly greater than
τ1) instead of η1. Now the last transformation T7 is a multiplication operator, then, by using again Lemmata
4.26 and 4.31 one obtain the (4.34) on the remainder of the operator L7 in (3.81).
Lemma 4.37. Let q > η1 + s0 + β. There exist constant C0 > 0, N0 ∈ N large, such that if
NC00 γ
−1|R0|s0+β ≤ 1, (4.37)
then, for any ν ≥ 0:
(S1)ν There exists operators
Lν := ω · ∂ϕ1+Dν +Rν , Dν = diagh∈Σ×Z{Ωνσ,j}, (4.38)
where
Ωνσ,j(ω) =
(
Ων,jσ,j Ω
ν,−j
σ,j
Ων,jσ,−j Ω
,ν−j
σ,−j
)
, (4.39)
and
Ων,jσ,j := −iσm2j2 − iσ|m1|j + iσm0 + iσrν,jj =: Ω0,jσ,j + iσrν,jj ,
Ων,−jσ,j := iσr
ν,−j
j =: Ω
0,−j
σ,j + iσr
ν,−j
j ,
with (σ, j) ∈ Σ×Z, and defined for λ ∈ Λγν := Λγν , with Λγ0 := Λo and for ν ≥ 1,
Λγν := Pγν (u) ∩Oγν ,
Sγν (u) :=
{
ω ∈ Λγν−1 : |iω · ℓ+µ
ν−1
h (ω)−µν−1h′ (ω)| ≥ γ|σj
2−σ′j′2|
〈ℓ〉τ ,
∀|ℓ| ≤ Nν−1,h, h′ ∈ Σ×Z
}
,
Oγν (u) :=
{
ω ∈ Λγν−1 :
|iω · ℓ+ µν−1σ,j − µν−1σ,k | ≥ γ〈ℓ〉τ 〈j〉 ,
ℓ ∈ Zd\{0}, j ∈ Z, k = ±j, σ ∈ Σ
}
,
(4.40)
where
µνσ,j := iσ
(
−m2j2 +m0 + rν,jj + rν,−j−j +
1
2
ajbj
)
,
bνj :=
√√√√(−2|m1|+ rν,jj − rν,−j−j
aj
)2
+ 4
|rν,−jj |2
(aj)2
,
aj = j, if j 6= 0, aj = 1, if j = 0,
(4.41)
1to prove Lemma 3.15 one prove bounds like (3.7) and (3.9) on the coefficients of each Li with loss of regularity τi at each
step. The constant η1 of the Lemma is obtained by collecting together the loss of regularity of each step.
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are the eigenvalues of the matrix Ωνσ,j. For ν ≥ 0 one has rν,kj = rν,jk , for k = ±j and
|rν,kj |γ := |rν,kj |Λγν ,γ ≤
εC
〈j〉 , |r
ν,−j
j |γ ≤
εC
〈j〉 , |b
ν
j |γ ≤ εC. (4.42)
The remainder Rν satisfies ∀ s ∈ [s0, q − η1 − β] (α is defined in (4.33))
|Rν |s ≤ |R0|s+βN−αν−1,
|Rν |s+β ≤ |R0|s+βNν−1,
(4.43)
|(Rν)−σσ |s + |D(Rν)σσ|s ⋖ |Rν |s, σ ∈ Σ, where D := diagj∈Z{j}. (4.44)
Moreover there exists a map Φν−1 of the form Φν−1 := exp (Ψν−1) : Hs → Hs, where Ψν−1 is To¨plitz in
time, Ψν−1 := Ψν−1(ϕ) (see (4.16)), such that
Lν := Φ−1ν−1Lν−1Φν−1 (4.45)
and for ν ≥ 1 one has:
|Ψν−1|s,γ ≤ |R0|0s+βN2τ+1ν−1 N−αν−2. (4.46)
One has that the operators Φ±1ν−1 are symplectic and the operator Rν is hamiltonian. Finally the eigenvalues
µνσ,j are purely imaginary.
(S2)ν For all j ∈ Z there exists Lipschitz extensions Ω˜ν,kσ,j : Λ → iR of Ων,kσ,j : Λγν → iR, for k = ±j, and
µ˜νh(·) : Λ→ iR of µνh(·) : Λγν → iR, such that for ν ≥ 1,
|Ω˜ν,kσ,j − Ω˜ν−1,kσ,j |γ ≤ |(Rν−1)σσ|s0 , σ ∈ Σ, j ∈ Z, k = ±j,
|µ˜νσ,j − µ˜ν−1σ,j |sup ≤ |(Rν−1)σσ|s0 , σ ∈ Σ, j ∈ Z.
(4.47)
(S3)ν Let u1(λ), u2(λ) be Lipschitz families of Sobolev functions, defined for λ ∈ Λo such that (4.3), (4.37)
hold with R0 = R0(ui) with i = 1, 2. Then for ν ≥ 0, for any λ ∈ Λγ1ν ∩ Λγ2ν , with γ1, γ2 ∈ [γ/2, 2γ], one has
|Rν(u1)−Rν(u2)|s0 ≤ εN−αν−1||u1 − u2||s0+η3 , (4.48a)
|Rν(u1)−Rν(u2)|s0+β ≤ εNν−1||u1 − u2||s0+η3 , (4.48b)
and moreover, for ν ≥ 1, for any s ∈ [s0, s0 + β], for any (σ, j) ∈ Σ×Z and k = ±j,
|(rν,kσ,j (u2)− rν,kσ,j (u1))− (rν−1,ks,j (u2)− rν−1,kσ,j (u1))| ≤ |Rν−1(u1)−Rν−1(u2)|s0 ,
|(rν,kσ,j (u2)− rν,kσ,j (u1))| ≤ εC||u1 − u2||s0+η3 , (4.49)
|bνj (u1)− bνj (u2)| ≤ εC||u1 − u2||s0+η3 . (4.50)
(S4)ν Let u1, u2 be as in (S3)ν and 0 < ρ < γ/2. For any ν ≥ 0 one has that, if
CN τν−1||u1 − u2||sups0+η3 ≤ ρε ⇒
P γν (u1) ⊆ P γ−ρν (u2), Oγν (u1) ⊆ Oγ−ρν (u2).
(4.51)
Proof. We start by proving that (Si)0 hold for i = 0, . . . , 4.
(S1)0. Clearly the properties (4.42)-(4.43) hold by (4.28), (4.29) and the form of µ
0
k in (4.41), recall that
r0k = 0 . Moreover, m2, |m1| and m0 real imply that µ0k are imaginary. In addition to this, our hypotheses
guarantee that R0 and L0 are hamiltonian operators.
(S2)0. We have to extend the eigenvalues µ
0
k from the set Λ
γ
0 to the entire Λ. Namely we extend the
functions m2(λ),m1(λ) and m0(λ) to a m˜i(λ) for i = 0, 1, 2 which are Lipschitz in Λ, with the same sup norm
and Lipschitz semi-norm, by Kirszbraum theorem.
(S3)0. It holds by (3.7) and (3.8) for s0, s0 + β using (4.3) and (4.33).
(S4)0. By definition one has Λ
γ
0(u1) = Λo = Λ
γ−ρ
0 (u2), then the (4.51) follows trivially.
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4.2.1 Kam step
In this Section we show in detail one step of the KAM iteration. In other words we will show how to define
the transformation Φν and Ψν that trasform the operator Lν in the operator Lν+1. For simplicity we shall
avoid to write the index, but we will only write + instead of ν + 1.
We consider a transformation of the form Φ = exp (Ψ), with Ψ := (Ψσ
′
σ )σ,σ′=±1, acting on the operator
L = ω · ∂ϕ1+D +R
with D and R as in (4.38), We define the operator
ead(Ψ)L :=
∞∑
m=0
1
m!
[Ψ, L]m, with [Ψ, L]m = [Ψ, [Ψ, L]m−1], [Ψ, L] = ΨL− LΨ
acting on the matrices L. One has that
ead(Ψ)L = e−ΨLeΨ. (4.52)
Clearly the (4.52) hold since Ψ is a linear operator. Then, ∀ h ∈ Hs, by conjugation one has
Φ−1LΦ = ead(Ψ)(ω · ∂ϕ1+D) + ead(Ψ)R
= ω · ∂ϕ +D + [Ψ, ω · ∂ϕ1+ D] + ΠNR
+
∑
m≥2
1
m!
[Ψ, ω · ∂ϕ1+D]m +Π⊥NR+
∑
m≥1
1
m!
[Ψ,R]m
(4.53)
where ΠN is defined in (4.18). The smoothing operator ΠN is necessary for technical reasons: it will be used
in order to obtain suitable estimates on the high norms of the transformation Φ.
In the following Lemma we will show how to solve the homological equation
[Ψ, ω · ∂ϕ1+D] + ΠNR = [R], where
[R]σ′,j′σ,j (ℓ) :=
{
(R)σ′,kσ,j (0), σ = σ′, k = j,−j, ℓ = 0
0 otherwise,
(4.54)
for k, k′ ∈ Σ×N×Zd.
Lemma 4.38 (Homological equation). For any λ ∈ Λγν+1 there exists a unique solution Ψ = Ψ(ϕ) of the
homological equation (4.54), such that
|Ψ|s,γ ≤ CN2τ+1γ−1|R|s,γ (4.55)
Moreover, for γ/2 ≤ γ1, γ2 ≤ 2γ, and if u1(λ), u2(λ) are Lipschitz functions, then ∀ s ∈ [s0, s0 + β], λ ∈
Λγ1+ (u1) ∩ Λγ2+ (u2), one has
|∆12Ψ|s ≤ CN2τ+1γ−1 (|R(u2)|s||u1 − u2||s0+η2 + |∆12R|s) , (4.56)
where we define ∆12Ψ = Ψ(u1)−Ψ(u2).
Finally, one has Φ : Hs → Hs is symplectic.
Proof. We rewrite the equation (4.54) on each component k = (σ, j, p), k′ = (σ′, j′, p′) and we get the following
matricial equation
iω · (p− p′)Ψσ
′,j′,p′
σ,j,p +Ωσ,jΨ
σ′,j′,p′
σ,j,p −Ψ
σ′,j′,p′
σ,j,p Ωσ′,j′ = −R
σ′,j′
σ,j (p− p′) (4.57)
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where Ωσ,j is defined in (4.38) and where we have set
Ψ
σ′,j′,p′
σ,j,p :=
(
Ψσ
′,j′,p′
σ,j,p Ψ
σ′,−j′,p′
σ,j,p
Ψσ
′,j′,p′
σ,−j,p Ψ
σ′,−j′,p′
σ,−j,p
)
(4.58)
the matrix block indexed by (j, j′). To solve equation (4.57) we can use Lemma 4.33 with A := iω · p1+Ωσ,j
and B = iω · p′1 + Ωσ′,j′ . Hence if we write µσ,h and µσ′,h′ with h = j,−j and h′ = j′,−j′ the eigenvalues
respectively of Ωσ,j and Ωσ′,j′ ,
‖Ψσ
′,j′,p′
σ,j,p ‖∞
(4.40)
≤ C 〈ℓ〉
τγ−1
|σj2 − σ′j′2| maxh=j,−j,h′=j′,−j′ |R
σ′,h′
σ,h (ℓ)|,
σ = σ′, j 6= j′, or σ 6= σ′, ∀j, j′
‖Ψσ
′,j,p′
σ,j,p ‖∞
(4.40)
≤ C〈ℓ〉τ |j|γ−1 max
h=j,−j
|Rσ′,hσ,h (ℓ)|, σ = σ′, j = j′,
(4.59)
where we fixed p − p′ = ℓ. Clearly the solution Ψ is To¨pliz in time. Unfortunately bounds (4.59) are not
sufficient in order to estimate the decay norm of the matrix Ψσ
′
σ . Roughly speaking one needs to prove, for
any ℓ, that Ψσ
′,j′
σ,j (ℓ) ≈ o(1/〈j− j′〉s), and Ψσ
′,−j′
σ,j ≈ o(1/〈j+ j′〉s). Actually we are able to prove the following.
Assume that either |j| ≤ C
e
or |j′| ≤ C
e
for some large C > 0 and e defined in (1.11). Assume also that
max
h=j,−j,h′=j′,−j′
|Rσ′,h′σ,h (ℓ)| = |Rσ
′,j′
σ,j (ℓ)|. (4.60)
By (4.59) we have that
(|Ψσ′,j′σ,j |2 + |Ψσ
′,−j′
σ,−j |2)〈j − j′〉2s + (|Ψσ
′,−j′
σ,j |2 + |Ψσ
′,j′
σ,−j|2)〈j + j′〉2s
≤ C 〈ℓ〉
2τγ−2
|σj2 − σ′j′2|2 |R
σ′,j′
σ,j (ℓ)|2
(〈j − j′〉2s + 〈j + j′〉2s)
≤ C˜ 〈ℓ〉
2τγ−2
|σj2 − σ′j′2|2 |R
σ′,j′
σ,j (ℓ)|2〈j − j′〉2s
(4.61)
where we used the fact that, for a finite number of j (or finite j′), one has
〈j + j′〉 ≤ K〈j − j′〉,
for some large K = K(e) > 0. Note also that the smaller is e the larger is the constant K. If the (4.60) does
not hold one can treat the other cases by reasoning as done in (4.61). Assume now that
|j|, |j′| ≥ C
e
(4.62)
holds. Here the situation is more delicate. Consider the matrices Ωσ,j ,Ωσ′,j′ in equation (4.57) which have,
by (4.41), eigenvalues µσ,j , µσ,−j and µσ′,j′ , µσ′,−j′ respectively. First of all one can note that by (4.62)
|µσ,j − µσ,−j |, ≥ |m1|〈j〉 ≥ cεe〈j〉, |µσ′,j′ − µσ′,−j′ | ≥ |m1|〈j′〉 (4.63)
by the (1.11). Hence we can define the invertible matrices
Uσ,j :=
Ω−jσ,−j−µσ,jµσ,j−µσ,−j −Ω−jσ,jµσ,j−µσ,−j
−Ωjσ,−j
µσ,j−µσ,−j
Ωjσ,j−µσ,−j
µσ,j−µσ,−j
 , (4.64)
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and moreover one can check that
U−1σ,jΩσ,jUσ,j = Dσ,j =
(
µσ,j 0
0 µσ,−j
)
, (4.65)
In order to simplify the notation we set
f
(1)
σ,j :=
Ω−jσ,−j − µσ,j
µσ,j − µσ,−j , f
(2)
σ,j :=
Ωjσ,j − µσ,−j
µσ,j − µσ,−j , cσ,j :=
−Ω−jσ,j
µσ,j − µσ,−j . (4.66)
First of all, by using (4.64), (4.63) and (4.42) one has
|f (1)σ,j |+ |f (2)σ,j | ≤ 4
C
ce
, |cσ,j | ≤ 1
cεe
|r−jj |. (4.67)
Hence one has
Uσ := diag|j|≥C/e,j∈NUσ,j, |Uσ|s,γ ≤
C
|m1| |R
σ′
σ |s,γ , (4.68)
and moreover Uσ diagonalizes the matrix Ωσ = diag|j|≥C/eΩσ,j . Setting U
−1
σ Ψ
σ′
σ Uσ = Y
σ′
σ , equation (4.57),
for σ, σ′ = ±1, reads
iω · ∂ϕY σ′σ +DσY σ
′
σ − σ′Y σ
′
σ Dσ = U
−1
σ R
σ′
σ Uσ. (4.69)
For |ℓ| ≤ N we set
Y σ
′,j′
σ,j (ℓ) =
(U−1σ Rσ
′
σ Uσ)
σ′,j′
σ,j (ℓ)
iω · ℓ+ µσ,j − µσ′,j′ (4.70)
and hence we get the bound
|Y σ′σ |s ≤ γ−1N τ |U−1σ Rσ
′
σ Uσ|s, (4.71)
where we used the estimates (4.40) on the small divisors.
By the definition, the estimate (4.68) and the interpolation properties in Lemma 4.26 we can bound the
decay norm of Ψ as
|Ψ|s ≤ C(s)γ−1N τ |R|s, (4.72)
using that |R|s/|m1| ≤ C for some constant C > 0. Moreover the following hold:
Lemma 4.39. Define the operator A as
Ak
′
k = A
σ′,j′
σ,j (ℓ) :=
{
Ψσ,j
′
σ,j (ℓ), σ = σ
′ ∈ Σ, j = ±j′ ∈ Z ℓ ∈ Zd,
0, otherwise,
(4.73)
then the operator Ψ−A is regularizing and hold
|D(Ψ−A)|s ≤ γ−1N τ |R|s, (4.74)
where D := diag{j}j∈Z.
This Lemma will be used in the study of the remainder of the conjugate operator. In particular we will
use it to prove that the reminder is still in the class of operators described in (4.29).
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Now we need a bound on the Lipschitz semi-norm of the transformation. Then, given ω1, ω2 ∈ Λγν+1, one
has, for k = (σ, j, p), k′ = (σ′, j′, p′) ∈ Σ×Z×Zd, and ℓ := p− p′,
ω1 · ℓ
[
Ψ
σ′,j′
σ,j (ℓ, ω1)−Ψ
σ′,j′
σ,j (ℓ, ω2)
]
+Ωσ,j(ω1)
[
Ψ
σ′,j′
σ,j (ℓ, ω1)−Ψ
σ′,j′
σ,j (ℓ, ω2)
]
+
−
[
Ψ
σ′,j′
σ,j (ℓ, ω1)−Ψ
σ′,j′
σ,j (ℓ, ω2)
]
Ωσ′,j′(ω1)
+ (ω1 − ω2) · ℓΨσ
′,j′
σ,j (ℓ, ω2)+
+
[
Ωσ,j(ω1)− Ωσ,j(ω2)
]
Ψ
σ′,j′
σ,j (ℓ, ω2)
+ Ψ
σ′,j′
σ,j (ℓ, ω2)
[
Ωσ′,j′(ω1)− Ωσ′,j′(ω2)
]
=
= Rσ
′,j′
σ,j (ℓ, ω1)−R
σ′,j′
σ,j (ℓ, ω1).
(4.75)
First we can note that
|Ω jσ,j(ω1)− Ω j
′
σ′,j′(ω2)| ≤ |m2(ω1)−m2(ω2)||σj2 − σ′j′2|+ εγ−1
+ |m1(ω1)−m1(ω2)||σj − σ′j′|+ |m0(ω1)−m0(ω2)|
≤ C|ω1 − ω2|(εγ−1|σj2 − σ′j′2|+ εγ−1 + εγ−1)
(4.76)
where we used the (4.38), (4.42) and (3.5) to estimate the Lipschitz semi-norm of the constants mi. Following
the same reasoning, one can estimate the sup norm of the matrix Ωσ,j(ω1)−Ωσ,j(ω2). Therefore by triangular
inequality one has
‖Ψσ
′,j′
σ,j (ℓ, ω1)−Ψ
σ′,j′
σ,j (ℓ, ω2)‖∞ ⋖ |R
σ′,j′
σ,j (ℓ, ω1)−R
σ′,j′
σ,j (ℓ, ω1)|maxN τγ−1+
+ |ω1 − ω2|
(
|ℓ|+ εγ−1|σj2 − σ′jj′ |
)
+ |ω1 − ω2|
(
εγ−1|σj − σ′j′|εγ−1) ‖Rσ′,h′σ,h (ℓ, ω2)‖∞ N2τ+1γ−2|σj2 − σ′j′2| ,
(4.77)
for |ℓ| ≤ N , j 6= j′ and εγ−1 ≤ 1. As done for the estimate (4.72) for a finite number of j of a finite number of
j′ the bound (4.77) is sufficient to get, for ω ∈ Λγν+1 and using also the bound (4.40) with j = j′, the estimate
|Ψ|s,γ := |Ψ|sups + γ sup
ω1 6=ω2
|Ψ(ω1)−Ψ(ω2)|
|ω1 − ω2| ≤ Cγ
−1N2τ+1|R|s,γ , (4.78)
that is the (4.55).
On the other hand, in the case of (4.62), we can reason as follows. Consider the diagonalizing matrix
Uσ,j defined in (4.65) and recall that by (4.68) also the lipschitz semi-norm of Uσ is bounded by the lipschitz
semi-norm of Rσ′σ . Hence by (4.69), (4.70), using again the interpolation properties of the decay norm in
Lemma (4.26) one get the Lipschitz bound in (4.78). Note also that the Lemma 4.39 holds with | · |s,γ and
N2τ+1 instead of | · |s and N τ .
The proof of the bound (4.56) is based on the same strategy used to proof (4.78). We refer to the proof of
Lemma 4.39 of [14].
Finally we show that Ψ is an hamiltonian vector field, and hence the transformation Φ is symplectic. By
hypothesis R is hamiltonian, hence by Lemma 4.34 we have(Rσσ)T = −Rσσ, R−σσ = Rσ−σ, Rσ′σ = R−σ′−σ , ∀ σ, σ′ ∈ Σ. (4.79)
Moreover, by inductive hypothesis (S1)ν one can note that(
Ωσ
)T
= −Ωσ = Ω−σ. (4.80)
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By (4.79), (4.80) one can easily note that the solution of the equation
ω · ∂ϕΨσ′σ +ΩσΨσ
′
σ −Ψσ
′
σ Ωσ′ = Rσ
′
σ ,
satisfies conditions in (4.79), hence, again by Lemma 4.34, Ψ is hamiltonian. This concludes the proof of
Lemma 4.38.
Next Lemma concludes one step of our KAM iteration.
Lemma 4.40 (The new operator L+). Consider the operator Φ = exp(Ψ) defined in Lemma 4.38. Then
the operator L+ := Φ−1LΦ has the form
L+ := ω · ∂ϕ1+D+ +R+, (4.81)
where the diagonal part is
D+ = diag(σ,j)∈Σ×Z{Ω+σ,j}, Ω+σ,j(λ) =
(
Ω+,jσ,j Ω
+,−j
σ,j
Ω+,jσ,−j Ω
+,−j
σ,−j
)
,
Ω+,jσ,j := −iσm2j2 − iσ|m1|j + iσm0 + iσr+,jj ,
Ω+,−jσ,j := iσr
+,−j
j ,
r+,hj := r
h
j +Rσ,hσ,j (0), h = ±j.
(4.82)
with (σ, j) ∈ Σ×Z, λ ∈ Λ. The eigenvalues µ+σ,h, with h = j,−j, of Ωσ,j satisfy
|r+,hj − rhj |lip ≤ |(R)σσ |lips0 ,
|µ+σ,h − µσ,h|sup ≤ |(R)σσ |s0,γ , h = j,−j.
(4.83)
The remainder R+ is such that
|R+|s ≤s N−β |R|s+β,γ +N2τ+1γ−1|R|s,γ |R|s0,γ ,
|R+|s+β ≤s+β |R|s+β,γ +N2τ+1γ−1|R|s+β,γ |R|s0,γ ,
(4.84)
and (R+)σσ = O(ε∂−1x ) while (R+)−σσ = O(ε) for σ = ±1. More precisely,
|(R+)−σσ |s + |D(R+)σσ|s ⋖ |R+|s, σ ∈ Σ, where D := diagj∈Z{j}. (4.85)
Finally, for γ/2 ≤ γ1, γ2 ≤ 2γ, and for u1(λ), u2(λ) Lipschitz functions, then for any s ∈ [s0, s0 + β] and
λ ∈ Λγ1+ (u1) ∩ Λγ2+ (u2) one has
|∆12R+|s≤|Π⊥N∆12R|s ++N2τ+1γ−1
(
|R(u1)|s + |R(u2)|s
)
|∆12R|s0
+N2τ+1γ−1
(
|R(u1)|s+|R(u2)|s
)(
|R(u1)|s0+|R(u2)|s0
)
||u1−u2||s0+η3
+N2τ+1γ−1
(
|R(u1)|s0 + |R(u2)|s0
)
|∆12R|s (4.86)
Proof. The (4.82) follow by the (4.54). Note that the term Rσ,kσ,j (0) = R−σ,k−σ,j for k = j,−j and hence the new
correction r+,hj does not depend on σ. Moreover, by (4.2) one has
|Ω+,kσ,j − Ω kσ,j |lip ≤ |(R)σσ|lips0 , k = j,−j. (4.87)
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Moreover, one has
|µ+σ,j − µσ,j| ≤ 2 sup
h=±j
|r+,hh − rhh |+ |j||b+j − bj|
≤ 2 sup
h=±j
|r+,hh − rhh |+
|j|
|j| suph=±j |r
+,h
j − rhj |
(4.87)
⋖ |(R)σσ |,
(4.88)
then the (4.83) follows. Now, by (4.53) one has that
R+ := Π⊥NR+
∑
n≥2
1
n!
[Ψ, ω · ∂ϕ1+D]n +
∑
n≥1
1
n!
[Ψ,R]n := Π⊥NR+ B. (4.89)
Here we used the simple fact that [A,B]n = [A, [A,B]]n−1 for any n ≥ 1. Hence we can estimate
|R+|s,γ ≤s |Π⊥NR|s,γ +
∑
k≥2
1
k!
|[Ψ,ΠNR]k−1|s,γ +
∑
n≥1
1
n!
|[Ψ,R]n|s,γ
≤s |Π⊥NR|s,γ +
∑
n≥1
1
n!
|[Ψ,R]n|s,γ ≤s |Π⊥nR|s
+
∑
n≥1
(nC(s0))
n−1
n!
|Ψ|n−1
s0,γ |R|n−1s0,γ (|Ψ|s,γ |R|s0,γ+|Ψ|s0,γ |R|s,γ)
(4.19),(4.55)
≤ N−β |R|s+β,γ +N2τ+1γ−1|R|s,γ |R|s0,γ ,
where we assumed that ∑
n≥1
nn−1
n!
C(s0)
n−1|Ψ|n−1
s0,γ |R|n−1s0,γ < 1. (4.90)
Now we have to estimate ∆12R+ defined for λ ∈ Λγ1(u1)∪Λγ2(u2). We write Ri := R(ui) for i = 1, 2. We
first need a technical Lemma used to study the variation with respect to the function u, of the commutator
between two operators.
Lemma 4.41. Given operators A(u), B(u) one has that the following identities hold for any n ≥ 1:
[A1, B1]
n = [A1,∆12B]
n + [A1, B2]
n; (4.91)
[A1, B2]
n =
[
A1, [A2, B2]
]n−1
+
[
A1, [∆12A,B2]
]n−1
; (4.92)[
A1, [A2, B2]
]n−1
− [A2, B2]n = (n− 2)
[
A1,
[
∆12A, [A2, B2]
]]n−2
+
[
∆12A, [A2, B2]
n−1
]
.
(4.93)
Proof. We prove the identities by induction. Let us start from the (4.91). For n = 1 it clearly holds. We prove
it for n+ 1 assuming that (4.91) holds for n. One has
[A1,∆12B]
n+1 + [A1, B2]
n+1 =
[
A1, [A1,∆12B]
n
]
+
[
A1, [A1, B2]
n
]
(4.91)
=
[
A1, [A1, B1]
n
]
=: [A1, B1]
n+1.
(4.94)
The remaining formulæ can be proved in the same way.
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By using Lemma 4.41, one can rewrite the term B in (4.89). Then setting As := |R1|s + |R2|s for any
s ≥ 0, and using (4.12) and (4.90), one obtains
|∆12B|s
(4.55),(4.56)
≤s N2τ+1γ−1As|∆12R|s0 +N2τ+1γ−1As0 |∆12R|s
+ 2N4τ+2γ−1AsA2s0 ||u1 − u2||s0+η2
+ 2N4τ+2γ−2AsAs0 |∆12R|s0 +N4τ+2γ−2AsA2s0 ||u1 − u2||s0+η2
+N4τ+2γ−2A2
s0
|∆12R|s,
where we used the (4.55) and (4.56). If we assume that
N2τ+1γ−1As0 ≤ 1, (4.95)
then, using also (4.19) we obtain the (4.86). Finally by using Lemma 4.39 one can note that [Ψ,R]σσ = O(ε∂−1x )
while [Ψ,R]−σσ = O(ε) for σ = ±1, this implies that the new remainder R+ has the same properties.
Clearly we proved Lemma 4.40 by assuming the (4.90) and (4.95). These hypotheses have to be verified
inductively at each step. In the next Section we prove that the procedure described above, can be iterated
infinitely many times.
4.3 Conclusions and Proof of Theorem 4.24
To complete the proof of Lemma 4.37 we proceed by induction. The proof of the iteration is essentially
standard and based on the estimates of the previous Section.
We omit the proof of properties (S1)ν+1, (S2)ν+1 and (S3)ν+1 since one can repeat almost word by word
the proof of Lemma 4.38 in Section 4 of [14]. The (S4)ν+1 is fundamentally different. The difference depends
on the multiplicity of the eigenvalues. Moreover the result is weaker. This is why, in this case, the set of good
parameters is smaller. We will see this fact in Section 6.
(S4)ν+1 Let ω ∈ Λγν+1, then by (4.40) and the inductive hypothesis (S4)ν one has that Λγν+1(u1) ⊆ Λγν(u1) ⊆
Λγ−ρν (u2) ⊆ Λγ/2ν (u2). Hence the eigenvalues µνh(ω, u2(ω)) are well defined by the (S1)ν . Now, since λ ∈
Λγν (u1) ∩ Λγ/2ν (u2), we have for h = (σ, j) ∈ Σ×Z and setting h′ = (σ′, j′) ∈ Σ×Z
|(µνh − µνh′)(ω, u2(ω))− (µνh − µνh′)(ω, u1(ω))| ≤ |σj2 − σ′j′2||m2(u1)−m2(u2)|
+ |m0(u1)−m0(u2)||σ − σ′|+max
j
|rν,jj (ω, u2(ω))− rν,jj (ω, u1(ω))|
+ |j||bνj (u1)− bνj (u2)|+ |j′||bνj′(u1)− bνj′(u2)|
(3.5),(4.49),(4.50)
≤ εC (|σj2 − σ′j′2|+ ||j|+ |j′||) ||u2 − u1||s0+η2 ,
(4.96)
The (4.96) implies that for any |ℓ| ≤ Nν and j 6= ±j′,
|iω · ℓ+ µνσ,j(u2)− µνσ′,j′ (u2)|
(4.40),(4.96)
≥ γ|σj2 − σ′j′2|〈ℓ〉−τ
− C|σj2 − σ′j′2|||u2 − u1||s0+η2
(S4)ν≥ (γ − ρ)|σj2 − σ′j′2|〈ℓ〉−τ ,
(4.97)
where we used that, for any λ ∈ Λ0, one has CεN τν ||u1 − u2||s0+η2 ≤ ρ (note that this condition is weaker
with respect to the hypothesis in (S4)ν . Now, the (4.97), imply that if λ ∈ Pγν+1(u1) then λ ∈ Pγ−ρν+1 (u2). Now
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assume that λ ∈ Oγν+1(u1). We have two cases: if |j| ≥ 4|ω||ℓ|/εe, then we have no small divisors. Indeed one
has
bνj (u)
2 =
(
−2|m1|+
rν,jj − rν,−j−j
j
)2
+ 4
|rν,−jj |2
|j|2 ≥
(
2|m1| − εC|j|
)2
(3.5)
≥ |m1|2
(
2− εC|j|εe
)2
≥ |m1|2
(
2− εe
4|ω||ℓ|
)2
≥ |m1|
2
4
≥ (εe)
2
4
,
for any u. Hence it is obvious that
|iω · ℓ+ µνσ,j(u2)− µνσ,−j(u2)| ≥
4|ω||ℓ|
εe
|bνj (u2)| − |ω · ℓ|
≥|ω||ℓ| ≥ γ − ρ〈ℓ〉τ 〈j〉 .
(4.98)
Let us consider the case |j| ≤ 4|ω||ℓ|/εe: one has
|iω · ℓ+ µνσ,j(u2)− µνσ,−j(u2)|
(4.40),(4.96)
≥ γ〈ℓ〉−τ 〈j〉−1 − εC|j|||u2 − u1||s0+η2
≥ 1〈ℓ〉τ 〈j〉
(
γ − ε|j|2CN−α+τ+2ν
) ≥ γ − ρ〈ℓ〉τ 〈j〉
that is the (S4)ν+1.
Proof of Theorem 4.24
We want apply Lemma 4.37 to the linear operator L0 = L7 defined in (3.3) where
R0 :=
(
0 q0(ϕ, x)
−q¯0(ϕ, x) 0
)
+R7,
with R7 defined in (3.82). One has that R0 satisfies the (iii) of Lemma 3.15. Then
|R0|s0+β
(3.7)
≤ εC(s0 + β)(1 + ||u||β+s0+η1,γ)
(4.3)
≤ 2εC(s0 + β), ⇒
NC00 |R0|0s0+βγ−1 ≤ 1,
(4.99)
if εγ−1 ≤ ǫ0 is small enough, that is the (4.37). Then we have to prove that in the set ∩ν≥0Λγν there exists a
final transformation
Φ∞ = lim
ν→∞
Φ˜ν = lim
ν→∞
Φ0 ◦ Φ1 ◦ . . . ◦ Φν . (4.100)
and the normal form
Ω∞σ,j := Ω
∞
σ,j(λ) = limν→+∞
Ω˜νσ,j(λ) = Ω˜
0
σ,j(λ) + limν→+∞
(
iσr˜ν,jj iσr˜
ν,−j
j
iσr˜ν,j−j iσr˜
ν,−j
−j
)
. (4.101)
The proof that limits in (4.100) and (4.101) exist uses the bounds of Lemma 4.37. We refer the reader to [14]
for more details.
The following Lemma gives us a connection between the Cantor sets defined in Lemma 4.37 and Theorem
4.24. Again the proof is omitted since it is essentially the same of Theorem 4.27 in Section 4 of [14].
Lemma 4.42. One has that
Λ2γ∞ ⊂ ∩ν≥0Λγν . (4.102)
40
Since one prove that in Λ2γ∞ the limit in (4.100) exists in norm | · |s,γ one has
Lν (4.38)= ω · ∂ϕ1+Dν +Rν |·|s,γ→ ω · ∂ϕ1+D∞ =: L∞,
D∞ := diag(σ,j)∈C×ZΩ∞σ,j .
(4.103)
and moreover
L∞ = Φ−1∞ ◦ L0 ◦ Φ∞, (4.104)
that is the (4.7), while the (4.6) follows by the smallness in (4.42) and the convergence Finally, Lemma 4.26,
Lemma 4.28 and (4.9) implies the bounds (4.10). This concludes the proof.
5 Inversion of the linearized operator
In this Section we prove the invertibility of L(u), and consequently of duF (u) (see 2.7), by showing the
appropriate tame estimates on the inverse. The following Lemma resume the results obtained in the previous
Sections.
We have the following result.
Lemma 5.43. Let L =W1L∞W−12 where
Wi = ViΦ∞, V1 := T1T2T3ρT4T5T6T7, V2 = T1T2T3T4T5T6T7. (5.1)
where Vi and Φ∞ are defined in Lemmata 3.15 and 4.24. Let s0 ≤ s ≤ q − β − η1 − 2, with η1 define in (3.1)
and β in Theorem (4.24). Then, for εγ−1 small enough, and
||u||s0+β+η1+2,γ ≤ 1, (5.2)
one has for any λ ∈ Λ2γ∞ ,
||Wih||s,γ + ||W−1i h||s,γ ≤ C(s) (||h||s+2,γ + ||u||s+β+η1+4,γ ||h||s0,γ) , (5.3)
for i = 0, 1. Moreover, Wi and W
−1
i symplectic.
Proof. Each Wi is composition of two operators, the Vi satisfy the (3.4) while Φ∞ satisfies (4.9). We use
Lemma 4.26 in order to pass to the operatorial norm. Then Lemma A.55 implies the bounds (5.3). Moreover
the transformations Wi and W
−1
i symplectic because they are composition of symplectic transformations
Vi,V−1i and Φ∞, Φ−1∞ .
Proof of Proposition 2.10. Thanks to Lemma 5.43 the proof of Proposition 2.10 is almost concluded. We
fix the constants η = η1 + β + 2 (the constant η has to be chosen) and q > s0 + η. Let Ω
,j
σ,j and Ω
−j
σ,j be
the functions defined in (4.101), and consequently µσ,j the eigenvalues of the matrices Ωσ,j . Therefore by
Lemmata 4.24 and 5.43 item (i) in Proposition 2.10 hold.
Now we prove the following Lemma that is the equivalent result of Lemma 2.12 in the Hamiltonian case.
Lemma 5.44. For g ∈ Hs, consider the equation
L∞(u)h = g. (5.4)
If ω ∈ Λ2γ∞(u) ∩ P2γ∞ (u) (defined in (2.39) and (2.48)), then there exists a unique solution L−1∞ g := h ∈ Hs.
Moreover, for all Lipschitz family g := g(ω) ∈ Hs one has
||L−1∞ g||s,γ ≤ Cγ−1||g||s+2τ+1,γ . (5.5)
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Proof. One can follows the same strategy used for Lemma 5.44 in [14] and conclude using Lemma 4.32.
Proof of Lemma 2.12. A direct consequence of Lemma 5.43 is that, once one has conjugated the operator
L in (2.27) to a block-diagonal operator L∞ in (4.7) is essentially trivial to invert it:
In order to conclude the proof of Lemma 2.12 it is sufficient to collect the results of Lemmata 5.43 and
5.44. In particular one uses (5.3) and (5.5) to obtain the estimate
||h||s,γ = ‖W2L−1∞ W−11 g‖s,γ
≤ C(s)γ−1 (||g||s+2τ+5,γ + ||u||s+4τ+β+10+η1,γ ||g||s0,γ) ,
(5.6)
Note that by Lemma 2.7 the estimates (5.6) holds also for the linearized operator duF(u).
6 Measure estimates
In Section 3, 4 and 5 we prove that in the set Λ2γ∞ (un)∩P2γ∞ (un) we have good bounds on the inverse of L(un).
We also give a precise characterization of this set in terms of the eigenvalues of L. Now in the Nash-Moser
proposition 2.9 we defined in an implicit way the sets Gn in order to ensure bounds on the inverse of L(un).
In this section we prove Proposition 2.13 which is the analogous analysis performed in Section 6 of [14].
Proposition 6.45 (Measure estimates). Set γn := (1 + 2
−n)γ and consider the set G∞ of Proposition 2.9
with µ = ζ defined in Lemma 2.12 and fix γ := εa for some a ∈ (0, 1). We have
∩n≥0 P2γn∞ (un) ∩ Λ2γn∞ (un) ⊆ G∞, (6.1a)
|Λ\G∞| → 0, as ε→ 0. (6.1b)
Proof of Proposition 6.45. Let (un)≥0 be the sequence of approximate solutions introduced in Propo-
sition 2.9 which is well defined in Gn and satisfies the hypothesis of Proposition 2.10. Gn in turn is defined in
Definition 2.8. We now define inductively a sequence of nested sets Gn ∩Hn for n ≥ 0. Set G0 ∩H0 = Λ and
Gn+1 :=
ω ∈ Gn : |iω · ℓ+ µσ,j(un)− µσ′,j′ (un)| ≥
2γn|σj2 − σ′j′2|
〈ℓ〉τ ,
∀ℓ ∈ Zn, σ, σ′ ∈ Σ, j, j′ ∈ Z
 ,
Hn+1 :=
ω ∈ Hn : |iω · ℓ+ µσ,j(un)− µσ,−j(un)| ≥
2γn
〈ℓ〉τ 〈j〉 ,
∀ℓ ∈ Zn\{0}, σ ∈ Σ, j ∈ Z
 ,
Pn+1 :=
ω ∈ Pn : |iω · ℓ+ µσ,j(un)| ≥
2γn〈j〉2
〈ℓ〉τ ,
∀ℓ ∈ Zn, σ ∈ Σ, j ∈ Z
 ,
(6.2)
Recall that µσ,j(un) and µσ,−j(un) are the eigenvalues of the matrices Ωσ,j defined in Proposition 2.10 in
(2.36). The following Lemma implies (6.1a).
Lemma 6.46. Under the Hypotheses of Proposition 6.45, for any n ≥ 0, one has
Pn+1 ∩Gn+1 ∩Hn+1 ⊆ Gn+1. (6.3)
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Proof. For any n ≥ 0 and if λ ∈ Gn+1, one has by Lemmata 5.44 and 2.12, (recalling that γ ≤ γn ≤ 2γ and
2τ + 5 < ζ)
||L−1(un)h||s,γ ≤ C(s)γ−1 (||h||s+ζ,γ + ||un||s+ζ,γ ||h||s0,γ) ,
||L−1(un)||s0,γ ≤ C(s0)γ−1N ζn||h||s0,γ ,
(6.4)
for s0 ≤ s ≤ q − µ, for any h(λ) Lipschitz family. The (6.4) are nothing but the (2.33) in Definition 2.8 with
µ = ζ . It represents the loss of regularity that you have when you perform the regularization procedure in
Section 3 and during the diagonalization algorithm in Section 4. This justifies our choice of µ in Proposition
6.45.
Now we prove formula (6.1b) that is the most delicate point. It turns out, by an explicit computation, that
we can write for j 6= 0,
µσ,j − µσ,−j :=iσ
√
(−2|m1|j + rjj − r−j−j)2 + 4|r−jj | := jbj = jbj(un), (6.5)
where rkj , for j, k ∈ N are the coefficients of the matrix Rσ,j in (4.4), and we define
ψ(ω, un) := ω · ℓ+ jbj(un). (6.6)
Now we write for any ℓ ∈ Zd\{0} and j ∈ Z,
Hn :=
⋂
σ∈Σ,
(ℓ,j)∈Zd+1
Aσℓ,j(un) :=
⋂
σ∈Σ,
(ℓ,j)∈Zd+1
{
ω ∈ Hn−1 : |iω · ℓ+ jbj(un)| ≥ γn〈j〉〈ℓ〉τ
}
. (6.7)
Clearly one need to estimate the measure of
⋂
n≥0Hn. The strategy to get such estimate is quite standard
and it is the following:
a. First one give an estimate of the resonant set for fixed (σ, j, ℓ) ∈ Σ × Z × Zd (namely (Aσℓ,j)c). This
point require a lower bound on the Lipschitz sub-norm of the function ψ in (6.6). In this way we can
give an estimate of the measure of the bad set using the standard arguments to estimate the measure of
sub-levels of Lipschitz functions. This is in general non trivial but in the case of the sets Gn and Pn there
is a well established strategy to follow that uses that µσ,j ∼ O(j2). In the case of the sets Hn the problem
is more difficult since µσ,j ∼ O(εj), hence, even if j is large, it could happen that µσ,j ∼ ω · ℓ. However
we prove such lower bound (see (6.21)) using result of Lemma 6.50 and non-degeneracy condition on m1
(see (3.6)). Moreveor we use deeply the fact that we have d parameters ωi for i = 1, . . . , d to move. On
the contrary in Section 6 of [14] the authors performed the estimates by choosing a diophantine direction
ω¯ and using as frequency the vector ω = λω¯ with λ ∈ [1/2, 3/2], hence using just one parameter. In this
case this is not possible.
b. Item a. provides and estimate like |(Aσj,ℓ)c| ∼ γ/(j|ℓ|τ). The second point is to have some summability
of the series in j since one need to control
⋃
j,ℓ(A
σ
ℓ,j)
c. One can sum over ℓ by choosing τ large enough.
In principle on can think to weaker the Melnikov conditions and ask for a lower bound of the type
|ψ| ≥ γ/|j|2|ℓ|τ . (6.8)
This can cause two problems. If one ask (6.8) it may be very difficult to prove the lower bound on the
Lipschitz norm. Secondly in the reduction algorithm one must have a remainder R that support the loss
of 2 derivatives in the space. Our strategy is different: we use results in Lemmata 6.48 and 6.49 to prove
that the number of j for which (Aσℓ,j)
c 6= ∅ is controlled by |ℓ|.
c. Finally one has to prove some “relation” between the sets Hn and Hk for k 6= n. Indeed the first two
points imply only that the set Hn has large measure as ε→ 0. But in principle as n varies this sets can
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be unrelated, so that the intersection can be empty. Roughly speaking in Lemma 6.51 we prove that lots
of resonances at the step n have been already removed at the step n− 1. In other words we prove that,
if |ℓ| is sufficiently small, if ψ(un−1) satisfies the Melnikov conditions, then also ψ(un) automatically has
the good bounds. Again this point is different from the case studied in Section 6 of [14]. Indeed with
double eigenvalues one is able to prove the previous claim only for n large enough and not for any n.
This is the reason in this case the set of good parameters is small, but in any case of full measure.
In the following Lemma we resume the key result one need to prove Proposition 6.45.
Lemma 6.47. For any n ≥ 0 one has
|Pn\Pn+1|, |Gn\Gn+1|, |Hn\Hn+1| ≤ C√γ. (6.9)
Moreover, if n ≥ n¯(ε) (where n¯(ε) is defined in Lemma 6.51), then one has
|Pn\Pn+1|, |Gn\Gn+1|, |Hn\Hn+1| ≤ C√γN−1n . (6.10)
In particular n¯(ε) has the form
n¯(ε) := aloglog
[
b
1
cγε
]
, (6.11)
with a, b, c > 0 independent on ε.
By Lemma 6.47 follows the (2.50b). Indeed on one hand we have
|Λ\ ∩n≥0 Hn| ≤
n¯(ε)∑
n=0
|Hn\Hn+1|+
∑
n>n¯(ε)
|Hn\Hn+1| ≤ Cγn¯(ε). (6.12)
The same bounds holds for |Λ\ ∩n≥0 Gn|, |Λ\ ∩n≥0 Pn|. Now, fixing γ := γ(ε) = εa with a ∈ (0, 1), one has
that
|Λ\G∞| ≤ C
√
γ(ε)(1 + n¯(ε))→ 0, as ε→ 0.
This concludes the proof of Proposition 6.45. It remains to check Lemma 6.47 following the strategy in three
point explained above. We will give the complete proof only for the sets Hn that is more difficult. The
inductive estimates on Gn and Pn is very similar, anyway one can follows essentially word by word the proof
of Proposition 1.10 in Section 6 of [14]. Similar measure estimates can be also found in [12].
Lemma 6.48. If |bj ||j| ≥ 2|ω · ℓ| or |bj ||j| ≤ |ω · ℓ|/2 then (Aσℓ,j(un))c = ∅.
Proof. Lemma follows by the fact that ω is diophantine with constant τ0 and τ > τ0 and from the smallness
of |m1|.
Thanks Lemma 6.48 in the following we will consider only the j ∈ Sℓ,n ⊆ Z where
Sℓ,n :=
{
j ∈ Z |ω · ℓ|
2
≤ |j|bj(un) ≤ 2|ω · ℓ|
}
(6.13)
for some constant C > 0. In order to estimate the measure of (Aσℓ,j(un))
c we need the following technical
Lemma.
Lemma 6.49. If j ∈ Sℓ,n ∩ (Aℓ,n)c, where
Aℓ := {j ∈ Z : |j| ≤ 4|ℓ|C/e},
then one has that |bj(un)| ≥ |m1(un)|/2.
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Proof. It follow by
b2j =
(
−2|m1|+
rjj − r−j−j
j
)2
+ 4
|r−jj |2
|j|2 ≥
(
2|m1| − εC|j|
)2
(3.5)
≥ |m1|2
(
2− εC|j|εe
)2
≥ |m1|2
(
2− 1
4|ℓ|
)2
≥ |m1|
2
4
.
(6.14)
An consequence of Lemmata 6.48 and 6.49 is that we need to study the sets Aσℓ,j only for
|j| ≤ C|ℓ|
εe
. (6.15)
It is essentially what explained in item b. Note the here we used the non-degeracy of the constant m1.
Lemma 6.50. For any n ≥ 0 and j ∈ Sℓ,n one has
|bj(un)|lip ≤ K 1|j|
[|m1|lip|j|+ εC] , (6.16)
for some K > 0.
Proof. One can note that,
|bj(ω1)−bj(ω2)| =
∣∣∣∣∣b2j(ω1)− b2j(ω2)bj(ω1) + bj(ω2)
∣∣∣∣∣ ≤
≤ |ω1 − ω1|
[
|m1|lip + 1|j| (|r
j
j |lip + |r−j−j |lip + |r−jj |lip)
]
,
(6.17)
using that
|(−2|m1(ω1)|+ (rjj − r−j−j )(ω1)/j)|+ |(−2|m1(ω1)|+ (rjj − r−j−j )(ω1)/j)|
bj(ω1) + bj(ω2)
≤ 2, (6.18)
and that the same bound holds also for |(r−jj )(ω1)|/|j|(bj(ω1) + bj(ω2)).
An immediate consequence of (6.16) is that
|j||bj |lip
(3.5)
≤ 4|ℓ|C
e
2KεC, j ∈ Sℓ,n ∩ Aℓ (6.19)
|j||bj |lip
(3.6)
≤ K|j| 1|j|
[
ε|m1(0)|C |ℓ|
εe
+ εC
]
≤ K˜ε|ℓ|, j ∈ Sℓ,n ∩ (Aℓ)c (6.20)
By Lemmata 6.49 and 6.50 we deduce the following fundamental estimates on the function ψ defined in (6.6).
First we note that, since there exists i ∈ {1, . . . , d} such that |ℓi| ≥ |ℓ|/2d, one has
|∂ωiω · ℓ| ≥
|ℓ|
2d
.
Hence one has
|ψ|lip ≥
( |ℓ|
2d
− |j||bj|lip
)
(6.19)
≥ |ℓ|
4d
, (6.21)
for ε small enough for any j ∈ Sℓ,n. The (6.21) is fundamental in order to estimate the measure of a single
resonant set and this is what we claimed in item a. The following Lemma is the part c. of the strategy,
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Lemma 6.51. For |ℓ| ≤ Nn one has that for any ε > 0 there exists n¯ := n¯(ε) such that if n ≥ n¯(ε) then
(Aσℓ,j(un))
c ⊆ (Aσℓ,j(un−1))c. (6.22)
Proof. We first have to estimate
|j||bj(un)− bj(un−1)| ≤ 4 max
h=±j
{|r−hj (un)− r−hj (un−1)|}
+ 2|m1(un)−m1(un−1)||j|.
(6.23)
By Lemma 4.37, using the (S4)n+1 with γ = γn−1 and γ − ρ = γn, and with u1 = un−1, u2 = un, we have
Λ
γn−1
n+1 (un−1) ⊆ Λγnn+1(un), (6.24)
since, for εγ−1 small enough, and n ≥ n¯(ε) defined as
n¯(ε) :=
1
log(3/2)
log
[
1
(κ− τ − 3) logN0 log
(
1
Cγε
)]
(6.25)
CN τn sup
λ∈Gn
||un − un−1||s0+µ ≤ ε(γn−1 − γn) =: ερ = εγ2−n. (6.26)
where κ is defined in (2.34) with ν = 2, µ = ζ defined in (2.46) with η = η1 + β, µ > τ (see Lemmata 6.45,
6.46 and (4.33), (3.1)). We also note that,
Gn ∩Hn
(6.2),(2.39)
⊆ Λ2γn−1∞ (un−1)
(4.102)
⊆ Λγn−1n+1 (un−1)
(6.24)
⊆ Λγnn+1(un). (6.27)
This means that λ ∈ Hn ∩Gn ⊂ Λγn−1n+1 (un−1)∩Λγnn+1(un), and hence, we can apply the (S3)ν , with ν = n+1,
in Lemma 4.37 to get for any h, k = ±j,
|rkh(un)−rkh(un−1)| ≤ |rn+1,kh (un)− rn+1,kh (un−1)|
+ |rkh(un)− rn+1,kh (un)|+ |rkh(un−1)− rn+1,kh (un−1)|
(3.9a),(4.49),(2.34)
≤ Cε2γ−1N−κn + ε (1 + ||un−1||s0+η1+β + ||un||s0+η1+β)N−αn .
Now, first of all κ > α by (2.34), (4.33), moreover η1+β < η5 then by (S1)n, (S1)n−1, one has ||un−1||s0+η5 +
||un||s0+η5 ≤ 2, we obtain
|rkh(un)− rkh(un−1)|
(6)
≤ εN−αn . (6.28)
Then, by (6.23), (3.5) and (6.28) one has that
|(µσ,j − µσ,−j)(un)− (µσ,j − µσ,−j)(un−1)| ≤ Cε|j|N−αn , (6.29)
hence for |ℓ| ≤ Nn, and λ ∈ Gn ∩Hn, we have
|iω · ℓ+ µσ,j(un)− µσ,j(un)|
(6.29)
≥ 2γn−1〈ℓ〉τ 〈j〉 − Cε|j|N
−α
n ≥
2γn
〈ℓ〉τ 〈j〉 , (6.30)
since j ∈ Sℓ,n, hence |j| ≤ 4|ω||ℓ|/εe, and n is such that N τ−α+2n ⋖ γ2−nε. The (6.30) implies the (6.22).
An immediate consequence of Lemma 6.51 is the following.
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Proof. Proof of Lemma 6.47. First of all, write
Hn\Hn+1 :=
⋃
σ∈Σ,j∈Z
ℓ∈Zd
(Aσℓ,j(un))
c.
(6.31)
By using Lemma 6.51 and equation (6.13), we obtain
Hn\Hn+1 ⊆ H(1)n ∪H(2)n ∪H(3)n ∪H(4)n
H(1)n :=
( ⋃
σ∈Σ,
j∈Sℓ∩Aℓ
|ℓ|≤Nn
(Aσℓ,j(un))
c
)
, H(2)n :=
( ⋃
σ∈Σ,
j∈Sℓ∩Aℓ
|ℓ|>Nn
(Aσℓ,j(un))
c
)
,
H(3)n :=
( ⋃
σ∈Σ,
j∈Sℓ∩(Aℓ)c
|ℓ|≤Nn
(Aσℓ,j(un))
c
)
, H(4)n :=
( ⋃
σ∈Σ,
j∈Sℓ∩(Aℓ)c
|ℓ|>Nn
(Aσℓ,j(un))
c
)
.
(6.32)
One has that the cardinality if the set Sℓ,n ∩ Aℓ is less than 4|ℓ|C/e. This implies that
|H(2)| ≤
∑
|ℓ|>Nn
4|ℓ|Cγn
e〈j〉〈ℓ〉τ
4d
|ℓ| ⋖ CγN
−1
n . (6.33)
Let us estimate the measure of the sets H(i) for i = 3, 4. The cardinality of Sℓ,n ∩ (Aℓ)c is less than K|ℓ|/εe,
hence we have to study the case j ∈ Sℓ,n ∩ (Aℓ)c more carefully. We introduce the sets
Bσℓ,j :=
{
ω ∈ Hn−1 : |iω · ℓ+ jbj(un)| ≥ γ
′
nαn
〈ℓ〉τ1
}
, (6.34)
for ℓ ∈ Zd\{0}, j ∈ Sℓ,n ∩ (Aℓ)c, where αn := infj |bj(un)|, γ′n = (1 + 2−n)γ′, γ′ ≤ γ0 and τ1 > 0. We have the
following result.
Lemma 6.52. Given γ′ and τ1, there exist γ and τ such that if λ ∈ Bcℓ,j then λ ∈ Aσℓ,j for j ∈ Sℓ,n ∩ (Aℓ)c.
Proof. First of all
j ∈ Sℓ, ⇒ bj ≥ |ω · ℓ|
2|j| , ⇒ αn ≥
γ0
2〈ℓ〉τ0〈j〉 ,
hence
|ω · ℓ+ jbj| ≥ γ
′
nαn
〈ℓ〉τ1 ≥
γ′nγ0
〈j〉〈ℓ〉τ1+τ02 ≥
γn
〈j〉〈ℓ〉τ ,
if γ′γ0 ≥ 2γ and τ ≥ τ1 + τ0.
By Lemma 6.52 follows that
|H(4)n | ≤
∑
|ℓ|>Nn
∑
j∈Sℓ,n∩(Aℓ)c
|Bσℓj | ≤
∑
|ℓ|>Nn
4|ℓ|Kγ′nαn
εe〈ℓ〉τ1
4d
|ℓ| ⋖ Cγ
′N−1n (6.35)
Unfortunately, for the sets H
(1)
n and H
(3)
n we cannot provide an estimate like (6.35); by the summability
of the series in ℓ we can only conclude
|H(1)n |, |H(3)n | ≤ Cγ′. (6.36)
This implies the (6.9) for any n ≥ 0. Moreover by Lemma 6.51 we have that if n ≥ n¯(ε) then H(1)n = H(3)n = ∅,
hence the (6.10) follows by (6.33) and (6.35). Lemma 6.47 implies (6.1b) by choosing, for instance, γ :=
(γ′)2 ≤ γ0 ≤ 1.
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A Technical Lemmata
Now we recall classical tame estimates for composition of functions.
Lemma A.53. Composition of functions Let f : Td×B1 → C, where B1 := {y ∈ Rm : |y| < 1}. it induces
the composition operator on Hs
f˜(u)(x) := f(x, u(x), Du(x), . . . , Dpu(x)) (A.37)
where Dk denotes the partial derivatives ∂αx u(x) of order |α| = k.
Assume f ∈ Cr(Td ×B1). Then
(i) For all u ∈ Hr+p such that |u|p,∞ < 1, the composition operator (A.37) is well defined and
||f˜(u)||r ≤ C||f ||Cr(||u||r+p + 1), (A.38)
where the constant C depends on r, p, d. If f ∈ Cr+2, then, for all |u|∞s , |h|∞p < 1/2, one has
||f˜(u+ h)− f˜(u)||r ≤ C||f ||Cr+1(||h||r+p + |h|∞p ||u||r+p),
||f˜(u+ h)− f˜(u)− f˜ ′(u)[h]||r ≤ C||f ||Cr+2 |h|∞p (||h||r+p + |h|∞p ||u||r+p).
(A.39)
(ii) the previous statement also hold replacing || · ||r with the norm | · |∞.
Proof. For the proof see [11] and [5].
Lemma A.54. (Change of variable) Let p : Rd → Rd be a 2π−periodic function in W s,∞, s ≥ 1, with
|p|∞1 ≤ 1/2. Let f(x) = x + p(x). Then one has (i) f is invertible, its inverse is f−1(y) = g(y) = y + q(y)
where q is 2π−periodic, q ∈ W s,∞(Td;Rd) and |q|∞s ≤ C|p|∞s . More precisely,
|q|L∞ = |p|L∞ , |Dq|L∞ ≤ 2|Dp|L∞ , |Dq|∞s−1 ≤ C|Dp|∞s−1, (A.40)
where the constant C depends on d, s.
Moreover, assume that p = pλ depends in a Lipschitz way by a parameter λ ∈ Λ ⊂ Rd, an suppose, as
above, that |Dxpλ|L∞ ≤ 1/2 for all λ. Then q = qλ is also Lipschitz in λ, and
|q|∞s,γ ≤ C
(
|p|∞s,γ +
[
sup
λ∈Λ
|pλ|∞s+1
]
|p|L∞,γ
)
≤ C|p|∞s+1,γ , (A.41)
the constant C depends on d, s (it is independent on γ).
(ii) If u ∈ Hs(Td;C), then u ◦ f(x) = u(x+ p(x)) ∈ Hs, and, with the same C as in (i) one has
||u ◦ f − u||s ≤ C(|p|L∞ ||u||s+1 + |p|∞s ||u||2), (A.42a)
||u ◦ f ||s,γ ≤ C(|u|s+1,γ + |p|∞s,γ ||u||2,γ). (A.42b)
The (A.42a) and (A.42b) hold also for u ◦ g and if one replace norms || · ||s, || · ||s,γ with | · |∞s , | · |∞s,γ .
Lemma A.55. (Composition). Assume that for any ||u||s0+µi,γ ≤ 1 the operator Qi(u) satisfies
||Qih||s,γ ≤ C(s)(||h||s+τi,γ + ||u||s+µi,γ ||h||s0+τiγ), i = 1, 2. (A.43)
Let τ := max{τ1, τ2}, and µ := max{µ1, µ2}. Then, for any
||u||s0+τ+µ,γ ≤ 1, (A.44)
one has that the composition operator Q := Q1 ◦ Q2 satisfies
||Qh||s,γ ≤ C(s)(||h||s+τ1+τ2,γ + ||u||s+τ+µ,γ ||h||s0+τ1+τ2,γ). (A.45)
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Proof. It is sufficient to apply the estimates (A.43) to Q1 first, then to Q2 and using the condition (A.44).
Proof of Lemma 2.7. We first show that T is symplectic. Consider W = (w(1), w(2)), V = (v(1), v(2)) ∈
Hs(Td+1;R)×Hs(Td+1;R) and set w = w(1) + iw(2), v = v(1) + iv(2), then one has
Ω˜(TW, TV ) :=
∫
T
(
i√
2
w
1√
2
w¯
)
· J
(
i√
2
v
1√
2
v¯
)
dx =
∫
T
WJV dx =: Ω˜(W,V ). (A.46)
To show the (2.26) is sufficient to apply the definition of T1. First of all consider the linearized operator in
some z = (z(1), z(2))
DzF(ωt, x, z) = Dω + εDzg(ωt, x, z) = Dω + ε∂z0g + ε∂z1g∂x + ε∂z2g∂xx (A.47)
where Dω and g are defined in (2.20) and (2.21) and
∂zig := (a
(i)
jk )j,k=1,2 := (∂z(j)i
gk)j,k=1,2. (A.48)
All the coefficients a
(i)
jk are evaluated in (z
(1), z(2), z
(1)
x , z
(2)
x , z
(1)
xx , z
(2)
xx ). By using the definitions (A.47), (A.48)
and recalling that g = (g1, g2) = (−f1, f2) and f = f1 + if2, one can check with an explicit computation that
L(z) = T−11 TdzF(ωt, x, z)T−1T1
has the desired form.
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