The frequency dependence of radio pulse arrival times provides a probe of structures in the intervening media. Demorest et al. (2013) was the first to show a short-term (∼100-200 days) reduction in the electron content along the line of sight to PSR J1713+0747 in data from 2008 (approximately MJD 54750) based on an apparent dip in the dispersion measure of the pulsar. We report on a similar event in 2016 (approximately MJD 57510), with average residual pulse-arrival times ≈ −3.0, −1.3, and −0.7 µs at 820, 1400, and 2300 MHz, respectively. Timing analyses indicate possible departures from the standard ν −2 dispersive-delay dependence. We discuss and rule out a wide variety of potential interpretations. We find the likeliest scenario to be lensing of the radio emission by some structure in the interstellar medium, which causes multiple frequency-dependent pulse arrival-time delays.
1. INTRODUCTION Precise timing of recycled millisecond pulsars provides access to a number of stringent tests of fundamental physics (e.g., Weber et al. 2007; Will 2014; Kramer 2016) . A standard component of precision timing models is a frequencydependent dispersive delay proportional to the dispersion measure (DM = n e ds), the integral of the electron density n e along the line of sight (LOS; Lorimer & Kramer 2012) . Temporal variations in the measured dispersive delay have been observed and interpreted as being caused by: LOS changes in n e , Earth-pulsar distance and direction changes, solar wind fluctuations, ionospheric electron content variations, contamination from refraction, and more (e.g., Foster & Cordes 1990; Ramachandran et al. 2006; Keith et al. 2013; Lam et al. 2016b; Jones et al. 2017) . High-precision observations of pulse time-of-arrival (TOA) timeseries over a wide range of frequencies allow for the measurement of a number of propagation effects.
In this paper, we refer to frequency-independent phenomena (such as pulse spin, pulsar-Earth distance variation, etc) as achromatic. We refer to frequency-dependent phenomena (including ∝ ν −2 interstellar dispersion where ν is the radio frequency, along with phenomena which depend on ν in other ways) as chromatic. Pulsar timing arrays (PTAs) allow for high-sensitivity observations of many types of chromatic TOA variations over many LOSs (Stinebring 2013) .
PSR J1713+0747 is one of the best-timed pulsars observed by the North American Nanohertz Observatory for Gravitational Waves (NANOGrav; McLaughlin 2013). Previously, a chromatic timing event -that is, a relatively sudden, frequency-dependent change in timing properties -was seen in the TOAs starting at approximately MJD 54750, interpreted as a DM drop of ≈ 6×10 −4 pc cm −3 and lasting for ∼100-200 days before returning to the previous DM value; the event was seen in other datasets as well (Demorest et al. 2013; Keith et al. 2013; Desvignes et al. 2016; Jones et al. 2017) .
We report on a second chromatic-timing event occurring 7.6 years after the first event. We discuss our radio observations of PSR J1713+0747 in §2, timing analyses in §3, and pulse-profile analyses in §4. The line of sight in infrared and optical wavelengths is described in §5. Possible interpretations of the two events are given in §6, and we briefly discuss the results and implications for future timing observations in §7.
2. OBSERVATIONS Here we describe our observations of PSR J1713+0747. These data are part of the preliminary NANOGrav 12.5-year data release. This data release will include new methodologies for pulsar timing and comparisons between the procedures; however, for the present work, we use procedures previously used in the NANOGrav 11-year Data Set (NG11; Arzoumanian et al. 2018) , which are discussed below along with some modifications. A more detailed account of the methods here can be found in NG11. PSR J1713+0747 was observed using the Arecibo Observatory (AO) and the Green Bank Telescope (GBT). We observed pulse profiles with AO at 1400 and 2300 MHz using the Arecibo Signal Processor backend (ASP; up to 64 MHz bandwidth) and then the larger-bandwidth Puerto Rico Ultimate Pulsar Processing Instrument backend (PUPPI; up to 800 MHz bandwidth) since 2012 (Arzoumanian et al. 2015) . At GBT, we used the nearly identical Green Bank Astronomical Signal Processor (GASP) backend and then the Green Bank Ultimate Pulsar Processing Instrument (GUPPI) backend after 2010 to observe at 820 and 1400 MHz. We observed at these multiple frequencies in order to determine the DM value per epoch. The ASP and GASP profiles were observed with 4 MHz frequency channels while the GUPPI and PUPPI profiles were observed with channels ranging from 1.5 to 12.5 MHz depending on the receiver system used. Originally we observed at an approximately monthly cadence at both telescopes but switched to weekly starting in 2013 at the GBT and 2015 at AO.
Profiles were flux and polarization calibrated and radiofrequency interference was removed. We generated TOAs with a template-matching procedure (Taylor 1992 ) via PSRCHIVE 1 (Hotan et al. 2004; van Straten et al. 2012) . Outlier TOAs were removed via an automated method where we removed TOAs with the probability of being within the uniform outlier distribution ≥ 10% (Vallisneri & van Haasteren 2017; Arzoumanian et al. 2018 ).
3. TIMING ANALYSES Here we describe analyses performed on the TOAs to investigate these events. We first demonstrate the presence of the events using a fixed timing model without any timevarying chromatic terms. Next we fit a timing and noise model following standard pulsar timing practices. Finally, we tried to introduce physical and phenomenological model components for the chromatic timing variations. Figure 1 shows the timing residuals, TOAs minus a fixed and simplified timing model modified from NG11 (ending prior to 2016), from measurements taken in the 820, 1400, and 2300 MHz frequency bands. Initially we used the NG11 parameters to avoid contamination of timing-and noisemodel parameters by the second event. The first event was previously modeled as time-varying DM fit per epoch using TOAs from the three narrow frequency bands (Demorest et al. 2013) . Our simplified fixed model only included spin, astrometric, binary, and telescope parameter terms along with a constant DM, i.e., we removed all parameters describing the step-wise variations in DM (DMX), frequencydependent pulse-profile-evolution delays (FD), modifications to the TOA errors (EFAC, EQUAD, ECORR), and any excess red noise (RNAMP, RNIDX). We included noise-model parameters measured in Lam et al. (2016a) to account for pulse jitter and scintillation noise on the TOA uncertainties for proper weighting later when averaging within epochs. We excised remaining residuals from profiles with low signal-tonoise ratio (S/N) with errors ≥ 3 µs 2 . We then calculated timing residuals, again holding the parameters fixed. For each narrow frequency channel (not each frequency band) we subtracted the weighted-mean average from the TOAs to account for unknown delays from frequency-dependent pulseprofile evolutions (Lam et al. 2016a ) and then computed the epoch-averaged residuals over each frequency band. The two events are clearly seen in the timeseries though most prominently in the 820 MHz band. The second event dip is constrained by the higher-cadence 1400 MHz data to be between MJD 57508 and 57512. The perturbation amplitudes were ≈ −3.0, −1.3, and −0.7 µs at 820, 1400, and 2300 MHz, respectively; interstellar-propagation effects generally have increased amplitude at lower frequencies (see e.g., Lorimer & Kramer 2012 In this section, we describe a traditional timing model that includes time-varying dispersive delays along with the standard achromatic timing model (spin-down, binary motion, etc.) and red-noise terms. We now refer to general time delays proportional to ν −2 (traditional DM delays) as ∆t 2,1400 , where 2 refers to the frequency-dependence index of −2 and 1400 refers to a fiducial frequency of 1400 MHz. Thus the observed TOA at frequency ν is
Fixed Achromatic Timing Model
where t ∞ describes the "infinite-frequency" arrival time, i.e., the achromatic delay terms, and ν is the TOA measurement uncertainty. Here we will assume that the ∆t 2,1400 delays are attributed entirely to dispersive delays, i.e., the estimated DM (written with a carat to denote it is a proxy for the true DM) is related to the delay by ∆t 2,1400 = K DM/(1400 MHz) 2 where the dispersion constant K ≈ 4.149 × 10 9 µs MHz 2 pc −1 cm 3 in observationally convenient units. Figure 2. Top: Modeled timeseries of ∆t 2,1400 ∝ ν −2 delays using TEMPO, scaled to 1400 MHz. Assuming the delays are purely dispersive, the equivalent estimated ∆ DM is shown on the right y-axis. Errors are 1σ and given from the generalized least-squares fit that reflects the uncertainty in the relative epoch-toepoch values and does not include the systematic uncertainty in the absolute DM. Bottom: Apparent trajectory of the pulsar on the sky (direction given by arrow) with the ∆t 2,1400 values color coded, with darker values indicating smaller ∆t 2,1400 . The two events have been circled for clarity (arrows in the top panel). The spatial scales have been set for the pulsar's distance of 1.22 kpc though the curve's shape will depend slightly on the distance D considered.
We fit a full timing and noise model to TOAs across all frequencies using the TEMPO 3 timing package (Nice et al. 2015) with the ENTERPRISE 4 analysis code to estimate the noise parameters. We fit all parameters described previously in §3.1 and in NG11. The DM model assumes a step-wise value of DM (DMX), i.e., constant over rolling periods of up to six days as in NG11. We used an F-test described by Arzoumanian et al. (2015) to determine if new parameters should be added but none were found to be significant. Figure 2 shows the ∆t 2,1400 ∝ ν −2 timeseries modeled by our step-wise DM model and the trajectory of the pulsar across the sky, with decreasing values shown by darker colors, similar to the depiction in Jones et al. (2017) .
Multi-Component Chromatic Fitting
Now, we describe a timing model that incorporates timevariable chromatic behavior that is more flexible than the model used in §3.2. In addition to time delays proportional to ν −2 , we also added a second set of delays proportional to ν −4 , which we label ∆t 4,1400 using the previous notation. We continued to include the same achromatic terms as before. Thus, the observed TOA at frequency ν becomes
Our multi-component model of the chromatic variations was fit to all of the TOAs directly using ENTERPRISE. Since we no longer fit for chromatic delays at every epoch, this model contains far fewer parameters than the previouslydescribed model. We included the usual timing and noise parameters in the fit described in §3.2, along with a generic power-law Gaussian process ∝ ν −2 delays describing interstellar turbulent variations (a Gaussian process refers to a general way to model the timeseries rather than the distribution of density inhomogeneities), quadratic polynomial DM over the whole timeseries (an actual dispersive-only term, for relative Earth-pulsar motions; Lam et al. 2016b) , yearly DM sinusoid LOS motions from a potential DM gradient in ), and two negative ν −2 step functions with exponential decays back to the original value empirically describing the events. We denote the above as Model A. Each of the above are meant to describe separate astrophysical phenomena but note that there will be large covariances between the terms; future work is needed in determining best practices for modeling longer-term chromatic variations in TOA timeseries. In addition to these Model A components, we added either a power-law Gaussian process ∝ ν −4 component that accounts for possible scattering or refractive variations (Foster & Cordes 1990 ) over the entire timeseries (Model B) or a ∝ ν −4 exponential decay term with the same start time and decay constant as ν −2 delay term for the second event (Model C); our earlier data around the time of the first event are not sensitive to multiple chromatic components because of the small bandwidths observed for the individual bands as previously described (see also Arzoumanian et al. 2015) . The components for all three models are described in Table 1 . Figure 3 shows the ν −2 and ν −4 delays for Model B. Our fit exponential components have amplitudes ∆t 2,1400 ≈ 1.8 and 1.1 µs and decay timescales ≈ 62 and 25 days for the two events, respectively. Again, while our early data are insensitive to multiple chromatic components, we saw variations in the ν −4 component for MJD 56000; the ν −2 power-law process was consistent with a Kolmogorov turbulent fluctuation spectra i.e., with spectral index ≈ −8/3 (e.g., Lam et al. 2016b ). Note we parameterized the non-ν −2 delays as a ν or ν −5 ) were marginally less-favored for both Models B and C using the differences in the Bayesian Information Criteria (BIC; Schwarz 1978) . The ∆BIC was ≈ 1 for both ν −4 models over Model A. Such a value describes weak evidence for ν −4 delays even though they are preferred marginally. Again, any events in our data need not take on the phenomenological forms that we have chosen in Models B and C; future analyses should utilize more robust model selection for proper astrophysical inferences. Higher-order frequency terms can indicate LOS refraction or scattering (Foster & Cordes 1990; Lam et al. 2016b ), which we discuss in §6.
PULSE-PROFILE ANALYSES
In addition to timing analyses, we performed analyses directly on the pulse profiles. We looked for changes both in interstellar scattering parameters and intrinsic pulse shape variability with time.
Changes in Flux and Scintillation Parameters
We generated dynamic spectra using the GUPPI/PUPPI large-bandwidth data and calculating the flux density for pulses in each time-frequency bin using PYPULSE 5 (Lam 2017 ). Since we only had GASP/ASP data covering the first event, we did not have sufficient bandwidth for which to estimate diffractive scintillation parameters. We used a templatematching approach similar to that used to generate TOAs but for determining the pulse amplitudes used to generate the dynamic spectra. We generated the TOAs described in §2 using data summed over an entire 20-30 min observation. For this scintillation analysis, we summed over 1-2 minutes for increased time resolution (Lam et al. 2016a ).
We used the 2D autocorrelation functions (ACFs) of dynamic spectra to estimate scintillation parameters. The scintillation timescale (at our observing frequencies) is of the order of our observation lengths and thus we could not measure it. For our 820-and 1400-MHz observations, we estimated the scintillation bandwidth ∆ν d using the half width at half maxima of the ACFs along the frequency lag axis (Cordes 1986 ). We estimated the scattering timescale via the relationship τ d = 1.16/(2π∆ν d ) as well (Cordes & Rickett 1998) .
Following Levin et al. (2016) , we "stretched" the dynamic spectra to 1400 MHz to remove the effect of frequencydependent scintle size evolution across the band. To build S/N, we averaged the ACFs in 100-day bins, corresponding to the approximate length of the events, and then estimated ∆ν d (t) and τ d (t). At our current sensitivity, we saw no significant variations in τ d over the time of the second event.
We also computed the average flux density over each observation to look for longer-timescale refractive interstellar scintillation variations; the estimated refractive timescale is ≈3.5 days (Stinebring & Condon 1990; Keith et al. 2013; Levin et al. 2016) . The variations were consistent with diffractive interstellar scintillation only and we did not have sufficient time resolution/cadence to separate the refractive and diffractive components.
We did not have sufficient observation lengths (resolution in conjugate time) to see scattering material in the form of scintillation arcs in secondary spectra (2D Fourier transform of the dynamic spectra) in the manner of Stinebring et al. (2001) . We re-analyzed an eight-hour GBT observation from a 24-hour campaign targeting PSR J1713+0747 (Dolch et al. 2014) . The increased observation length provided finer resolution but we did not see clear scintillation arcs though there is some notable power off the axis where conjugate time is zero. We also measured τ d from the ACF, which was consistent with the standard NANOGrav observations.
Pulse-Shape Variability
Long-term temporal pulse-profile variations have been seen in many canonical pulsars (Lyne et al. 2010; Palfreyman et al. 2016 ) but only one recycled millisecond pulsar, PSR J1643−1224 (Shannon et al. 2016) ; these variations will affect the measured TOAs. The timing residuals for PSR J1643−1224 showed a similar exponential shape with recovery as the events reported here, although with inverted frequency dependence. We tested whether the observed timing effects are due to changes in the pulse shape. Using the method in P. Brook. et al. (submitted) for NG11 (adapted from Brook et al. 2016 ), we used a Gaussian process to model variations of each 820-and 1400-MHz band-averaged pulse profile across epochs on a per-phase-bin basis. We did not see significant profile modulation per epoch above what is normal from intrinsic frequency-dependent pulse-shape evolution modulated by scintillation (which weights the pulse profiles as a function of frequency) at the event times.
INFRARED AND OPTICAL OBSERVATIONS
Since we believe the possible non-ν −2 delays arise from phenomena in the ISM, we searched for possible ISM structures that might be associated with the delays.
We examined 2MASS images of the field in the J/H/K (1.2/1.6/2.2 µm) bands. We also inspected a Palomar g-band image and IRIS (Improved Reprocessing of the IRAS Survey) 12/25/100 µm images. We did not detect any interstellar structures that could be responsible for pulse dispersion changes along the LOS. No known HII region along the LOS has been seen previously (Anderson et al. 2014) . We examined Catalina Sky Survey lightcurves (Drake et al. 2009 ) but the closest source is separated by ∼ 36 , with no statistically significant brightness variations.
Brownsberger & Romani (2014) measured an upper limit on the Hα flux of 5.9 × 10 −5 cm −2 s −1 within ∼ 0.9 of the pulsar position. With assumptions about the Galactic warm neutral and ionized media structure, and pulsar velocities, they estimated the expected flux if pulsars are producing bow shocks; for PSR J1713+0747 they had sufficient sensitivity to detect this flux. We are unaware of additional Hα surveys of sufficient angular resolution to probe LOS structures. We discuss the possibility of the events being independent and unassociated or linked by some structure near the pulsar as possible interpretations for the observed timing perturbations. We also consider a broad plasma lens interpretation.
Independent Events
We considered whether the events were due to two arbitrary independent processes causing purely-dispersive DM variations at the level of 6 × 10 −4 pc cm −3 with timescales of ∼100 days; we saw no other such events in NG11. Using each NG11 DMX timeseries, we summed the total time over the PTA where the median DM errors were smaller than 1.2 × 10 −4 pc cm −3 , corresponding to an event S/N 5. For 27 pulsars and 187 pulsar-years of total time, including the 12.5 years for PSR J1713+0747, we found a Poisson rate of 0.13 − 3.9 × 10 −2 yr −1 at the 95% confidence level, or 0.02−0.48 events expected in a given 12.5 year timespan following Gehrels (1986) . We concluded that two independent events would not have been observed in the single timeseries alone given the event rate.
Local Structure
We next considered the possibility that a single structure local to the pulsar crosses the LOS since the events are unlikely to be caused by independent structures as previously stated. The bottom panel of Figure 2 shows the path of the pulsar and the event start times; it is unlikely that the LOS passes through an assumed interstellar structure very close to the pulsar unless the structure is orbiting the pulsar since the pulsar's apparent position has moved across the sky. In addition, a cloud causing a purely dispersive delay would only increase the observed DM, not decrease it.
To check for periodicities of such structures, we examined the ∆DM timeseries of Zhu et al. (2015) for PSR J1713+0747, which extends back to 1998. Given the 7.6-year interval between the events we observed, if the events were periodic, the previous event would have been at 2011.2. However, no such event is evident in the timeseries of Zhu et al. (2015) . We note a low-significance DM dip event in that data set in early 2002, but it is far from the predicted time.
A gap or void through the pulsar's local medium can also decrease the DM. The ∆DM timeseries can show dips as seen in §7.2 of Lam et al. (2016b; see Figure 9 of that paper) if the pulsar moves through both local high-and low-density structures oriented in specific ways along the LOS. Looking at the timescale t for the events to recover by ∆DM ≈ 6 × 10 −4 pc cm −3 to their initial values after approximately 100-200 days, the local n e ∼ ∆DM/(v p t) ∼ 10 − 20 cm −3 , a large value for the interstellar medium (ISM; Draine 2011) but one that is marginally consistent with the value estimated for PSR J1909−3744 and possibly PSR J1738+0333 (Lam et al. 2016b; Jones et al. 2017) . Since the pulsar's 3D velocity v p is not known, we first assumed above that the pulsar moves purely radially towards the Earth (to produce a negative ∆DM) with a fiducial velocity v p, = 100 km/s and ignored the contribution of the Sun's motion through its own local environment; for reference note that the pulsar's transverse velocity is v p,⊥ = 36.4 km/s, estimated from the parallax and proper motion.
If the pulsar is moving towards us such that high-density structures explain the event recoveries, then the pulsar must have a transverse velocity component through low-density structures to explain the rapid dips (see §7.2 of Lam et al. 2016b) . The short timescale for the onset of the second event ( 4 days; see §2) implies that n e must drop drastically within a distance of 0.08 AU as the pulsar moves through the material. Since the transverse motion causes a second-order pulsar-Earth distance change compared with the radial motion (Lam et al. 2016b) , ∆DM is related to the change in n e as
with pulsar distance D p , depth of the material at the pulsar L (L/D p is the LOS filling factor), pulsar transverse velocity v p,⊥ , and again time t. Rearranging and substituting in values, we have
Since L/D p must be less than one, the n e change is not physically plausible, i.e., there is no possible low-density region compared to the typical ISM that can account for the sudden dips we see in the DM timeseries. Therefore, we rule out the possibility of a non-periodic local structure near the pulsar as the cause of the events.
Plasma Lensing
Lensing of the pulsar emission by compact interstellar electron-density-variation regions ("plasma lensing") appears to be compatible with our observations and might explain the possible non-ν −2 chromatic timing variations. Here we will discuss the mechanism and explore the implications of the possible connection with our observations. Plasma lenses have been considered previously in the form of a Gaussian cloud (Clegg et al. 1998; Cordes et al. 2017) or folded current sheets (Simard & Pen 2017) and are consistent with observed "extreme scattering" events (Fiedler et al. 1987; Coles et al. 2015; Bannister et al. 2016; Kerr et al. 2017 ). These over-or under-densities of interstellar free electrons can alter the TOAs in a frequency-dependent manner and modulate pulse fluxes.
Three phenomena can impose chromatic time delays on the detected pulsar signals: the dispersive delay from propagation through free electrons, the geometric delay from refraction increasing the path length, and the barycentric delay due to correction for the angle-of-arrival variation (Foster & Cordes 1990; Lam et al. 2016b) . Discrete structures able to cause these delays will likely produce multiple images at some epochs; the mapping from time to transverse physical coordinates in the plane of the lens is nonlinear and involves the lens equation (Cordes et al. 2017) . Since the two events are asymmetric in time, the lens itself may have an asymmetric structure. There are likely many non-unique solutions to the lens structures; therefore, we leave the analysis to future work. The lensing structure may be embedded in larger-scale material that may have affected a broader range of our TOAs and may in the future cause other arrival-time perturbations. We note that the TOA advances of the events with respect to the surrounding epochs suggest that the lens is related to some under-density.
For a lens with dispersion measure DM l ∼ n e L and size L at a distance D l from the observer, the ratio of the geometric delay to the dispersive delay is (Foster & Cordes 1990; Lam et al. 2016b )
with DM spatial gradient DM l ∼ n e L/(ζL) ∼ n e /ζ, electromagnetic wavelength λ, classical electron radius r e , and depth-to-length aspect ratio of the lens ζ. The barycentric to dispersive delay ratio is
where r ⊕ is the Earth-Sun distance. Note that the barycentric delay can be negative depending on the DM spatial gradient and orbital position of the Earth; the 7.6-year time between events means that the Earth was on opposite sides of its orbit. If we assume the events are due to caustic crossings at each end of a lens, then L must be v eff t cross , with crossing time t cross and effective velocity (Cordes & Rickett 1998; Cordes et al. 2017 )
where the pulsar, Earth, and lens velocities transverse to the LOS are v p,⊥ , v e,⊥ , and v l,⊥ , respectively. For a stationary lens situated halfway between the Earth and pulsar, with the pulsar and Earth velocities aligned, v eff ≈ 18 km/s given the proper motion, implying L 18 km/s × 7.6 yr ≈ 30 AU.
Refraction from such a lens may explain the possible non-ν −2 delays (Eq. 5 or see Foster & Cordes 1990 ) from our multi-component fitting but again we do not see significant changes in the scattering parameters from the small ∆BIC value though we have only tested a small number of possible models and lensing can produce non-ν −2 delays that have complex dependencies in frequency and time (Cordes et al. 2017) ; assuming that Model B is correct then the fluctuations in Figure 3 do show significant temporal variations. If refraction does explain the observed delays, then our crude analysis suggests that the change in n e with respect to the surrounding medium is large and/or the lens is highly compact for the geometric delay to become important as per Eq. 5; however the barycentric delay becomes important for compact lenses as suggested above in Eq. 6. A more detailed analysis is outside the scope of this paper. Any such structures are diffuse enough however to be undetected in the multiwavelength observations discussed in §5.
7. DISCUSSION In our analysis, we describe the observed timing events as possibly being due to a single lensing structure in the ISM. We showed that these events likely cannot be interpreted as being caused by the dispersive delay alone. In general, estimates of a ν −2 delay from TOAs should only be considered a proxy for a truly dispersive delay.
It is notable that one of the pulsars most sensitive to timing perturbations shows evidence of a plasma lens with such large arrival-time amplitudes. As PTAs observe more pulsars over longer times, searches for similar chromatic-delay events may allow us to find a larger population of plasma lenses. Sensitivity in the scintillation parameters can be yielded by cyclic spectroscopy and may help probe future chromatic-timing events (Demorest 2011; Stinebring 2013 ). Quasi-real-time processing of TOAs can allow for faster identification of such features in our data and provide us with the ability to adjust observations accordingly to provide better temporal and frequency coverage of future similar events. 
