We propose a remedy for the discrepancy between the way political scientists analyze data with missing values and the recommendations of the statistics community. Methodologists and statisticians agree that \multiple imputation" is a superior approach to the problem of missing data scattered through one's explanatory and dependent variables than the methods currently used in applied data analysis. The reason for this discrepancy lies with the fact that the computational algorithms used to apply the best multiple imputation models have been slow, di cult to implement, impossible to run with existing commercial statistical packages, and demanding of considerable expertise.
Introduction
On average, about half of the respondents who participate in sample surveys do not give answers to one or more questions analyzed in the average survey-based political science article. Almost all analysts contaminate their data at least partially by lling in educated guesses for some answers for these respondents (such as by coding \don't know" on party identi cation questions as \independent"), and approximately 94% use listwise deletion to eliminate entire observations (losing about one-third of their data on average) when any one variable remains missing after the rst procedure. 1 Of course, similar problems with missing data occur in non-survey research as well.
In this paper, we address the discrepancy between the treatment of missing data in political science and the well-developed body of statistical theory that recommends against the procedures we routinely follow. Even if the answers we guess for nonrespondents are right on average, the procedure overestimates the certainty with which we know those answers. Consequently, standard errors will be too small. Listwise deletion discards a third of cases on average, both deleting the few nonresponses as well as the many responses in the deleted cases. The result is a loss of valuable information at best and severe selection bias at worst.
Some researchers are able to avoid the problems missing data can cause by using sophisticated statistical models optimized for their particular applications (such as censoring or truncation models; see Appendix B). When possible, it is best to adapt one's statistical model specially to deal with missing data in this way. Unfortunately, doing so may put heavy burdens on the investigator since optimal models for missing data di er with each application, are not programmed in standard statistical software, and do not exist for many applications (especially when missingness is scattered throughout a data matrix). 2 Our complementary approach is to nd a better choice in the class of widely applicable and easy-to-use methods for missing data. Instead of the default method of coping with missing data in political science, guessing answers in combination with listwise deletion, we favor another procedure based on the concept of \multiple imputation" that is nearly as easy to use but avoids the problems of current practices (Rubin, 1977) . 3 Multiple 1 These numbers come from our content analysis of ve years (1993{97) of the American Political Science Review, the American Journal of Political Science, and the British Journal of Political Science. In these articles, 203 scholarly analyses | 24% of all articles and about half of all quantitative articles | used some form of survey analysis, and 176 of these were mass rather than elite surveys. Only 19% of the articles were explicit about how they dealt with missing values; by also asking investigators, looking up codebooks, checking computer programs, or making educated guesses based on partial information provided, we were able to gather su cient information in 77% of the articles. The situation is probably not better in the articles without adequate reporting, and so both missing data practices and reporting problems need to be addressed. Our more casual examinations of other journals in political science and other social sciences suggest similar conclusions.
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This paper is about item nonresponse | when respondents answer some questions and not others (or in general when scattered cells in a data matrix are missing). A related issue is unit nonresponse | when some of the chosen sample cannot be located or refuse to be interviewed. Brehm (1993) and Bartels (1998) demonstrate that, with some interesting exceptions, the types of unit nonresponse common in political science data sets do not introduce much bias in our analyses. Globetti (1997) and Sherman (1998) show that item nonresponse is a comparatively more serious issue in our eld. The many other types of missing data can often be seen as a combination of item and unit nonresponse. Some examples include entire variables missing from one of a series of cross-sectional surveys (Franklin, 1989; Gelman, King, and Liu, 1998) , matrix sampling (Raghunathan and Grizzle, 1995), panel attrition, etc. 3 The most useful modern work on the subject related to our approach is Schafer (1997) , which we rely on frequently. Schafer's book provides a detailed guide to the analysis of incomplete multivariate data in a Bayesian framework. He presents a thorough explanation of the use of the IP algorithm discussed in Section 4.3.1. Little and Rubin (1987) , Rubin (1987a) , and Rubin (1996) provide the theoretical foundations for imputation methods have been around for about two decades, and are now the choice of most statisticians in principle, but they have not made it into the toolbox of more than a few applied statisticians or social scientists. In fact, outside of the experts, \the method has remained largely unknown and unused" (Schafer and Olsen, 1998) . The problem is only in part a lack of information and training. A bigger issue is that although this method is easy to use in theory, it requires in practice computational algorithms that can take many hours or days to run and cannot be fully automated. Because they rely on concepts of stochastic (rather than deterministic) convergence, knowing when the iterations are complete and the program should be stopped requires much expert judgment but unfortunately, there is little consensus among even the experts. 4 In part for these reasons, no commercial software includes a correct implementation of multiple imputation. 5 We begin with a review of three types of assumptions one can make about missing data in Section 2. Then Section 3 demonstrates analytically the disadvantages of listwise deletion. Section 4 introduces multiple imputation and our alternative algorithm. We discuss what can go wrong in Section 5. Section 6 provides Monte Carlo evidence that shows how our method compares with existing practice, and how it is equivalent to the standard approach recommended in the statistics literature except that it runs much faster. Section 7 then reports on several replications of prior research to show how assumptions about and methods for missing data can a ect our conclusions about government and politics. Section 8 concludes.
Assumptions about Missingness
We now introduce three assumptions about the process by which data become missing and then discuss, brie y in the conclusion to this section and more extensively in subsequent sections, how the various methods crucially depend upon them (Little 1992) . De ne M as a missingness indicator matrix with the same dimensions as D but with a 1 in each entry for which the corresponding entry in D is observed and a 0 when missing. Elements of D for which the corresponding entry in M is 0 are unobserved but do \exist" in a speci c metaphysical sense. For example, everyone has a (positive or negative) income even if some prefer not to reveal it in an interview. However, \I don't know" given in response to questions about the national helium reserve or the job performance of the Secretary of Interior probably does not mean the respondent is hiding something, and so should be treated as legitimate answers to be modeled rather than missing values to be imputed. We focus on missing data for which actual data exist but are unobserved, although imputing values that the respondent really does not know can be of interest in speci c applications, such as predicting how people would vote if they were more informed (Bartels, 1996) . Finally, let D obs and D mis denote observed and missing portions of D, multiple imputation approaches to missing data problems. 4 Although software exists to check convergences, there is signi cant debate on how adequate these methods are (see Kass et al. 1998; Cowles and Carlin 1996). 5 Public domain software accompanying Schafer's (1997) superb book implements monotone data augmentation by the IP algorithm (see Section 4.3.1), the best currently available approach (Rubin and Schafer, 1990; Liu, Wong, and Kong, 1994) . The commercial programs Solas and SPlus have promised implementations. SPSS has released a missing data module, but the program only produces su cient statistics so data analysis methods that require raw data cannot be used and it adds no uncertainty component, thus producing standard errors biased toward zero. Unfortunately, standard terminology describing possible missingness assumptions is unintuitive (for historical reasons). We try to clarify with Table 1 where each missingness process is characterized according to our ability to predict the values of M (i.e., which values of D will be missing) (Rubin 1976) . For example, missing values in processes that are missing completely at random (MCAR) cannot be predicted any better with information in D, observed or not. More formally, M is independent of D: P(MjD) = P(M). An example of an MCAR process is one in which respondents decide whether to answer survey questions on the basis of coin ips. Of course, the MCAR assumption rarely applies: if independents are more likely to decline to answer a vote preference or partisan identi cation question, then the data are not MCAR.
For missing at random (MAR) processes, the probability that a cell value is missing may depend on D obs but (after controlling for D obs ) must be independent of D mis . Formally, M is independent of D mis : P(MjD) = P(MjD obs ). For example, if Democratic party identi ers are more likely to refuse to answer the vote choice question, then the process is MAR so long as party identi cation is a question to which at least some people responded. Similarly, if those planning to vote for Democrats do not answer the vote choice question as frequently as those planning to vote for Republicans, the process is not MCAR but it would be MAR if this di erence could be predicted with any other variables in the data set (such as ideology, issue positions, income, education, etc.). The prediction required is not causal, and so for example, the vote could be used whether or not the vote causes or is caused by party ID. To an extent then, the analyst, rather than the world that generates the data, controls the degree to which the MAR assumption ts: MAR assumptions can be made to t the data by including more variables in the imputation process to predict the pattern of missingness. Finally, if the probability a cell is missing depends on the unobserved value of the missing response, the process is nonignorable (NI). Formally, M is not independent of D: P(MjD) does not simplify. An example is when high-income people are more likely to refuse to answer survey questions about income and when other variables in the data set cannot predict which respondents have high income. 6 The performance of di erent methods of analyzing incomplete data under MCAR, MAR, or NI depends upon the ultimate goals of the analysis. We consider these alternative situations in some detail in subsequent sections. However, a few general statements are possible at this stage. First, inferences from analyses using listwise deletion are relatively ine cient, no matter which assumption characterizes the missingness, and are also biased unless MCAR holds. Inferences based on multiple imputation are more e cient than listwise deletion (since no observed data are discarded) and not biased, under MCAR, and 6 Missingness can also be NI if the parameters of the process that generate D are not distinct from those that generate M, even if it is otherwise MAR. In the text, for expository simplicity, we assume that if a dataset meets the MAR assumption, it also meets the distinctness condition and is therefore ignorable.
are also unbiased and e cient under MAR (Little and Rubin, 1989; Little and Schenker, 1995) . Both listwise deletion and basic multiple imputation approaches can be biased under NI, in which case additional steps or di erent models (discussed in Section 5 and Appendix B.1) must be taken to ensure valid inferences. Thus, multiple imputation will normally be better than, and almost always not worse than, listwise deletion. Section 5.2 discusses the unusual con guration of assumptions, methods, and analysis models for which listwise deletion can outperform multiple imputation.
In many situations, MCAR can be rejected empirically in favor of MAR. However, by de nition, the presence or absence of NI can never be demonstrated using only the observed data. Thus, in most circumstances, it is possible to verify whether multiple imputation will outperform listwise deletion, but it is not possible to verify absolutely the validity of any multiple imputation model (or, of course, any statistical model). In sum, these methods, like all others, depend on assumptions which, if wrong, can lead the analyst astray, and so careful thought should always go into the process of applying these assumptions.
Disadvantages of Listwise Deletion
Whenever it is possible to predict the probability that a cell in a data matrix is missing (using D obs or D mis ), the MCAR assumption is violated and listwise deletion may generate biased parameter estimates. So listwise deletion can bias our conclusions if those who think of themselves as \Independents" are less likely to respond to a party ID question, or if more educated people are more likely to answer issue opinion questions, or if less knowledgeable voters are less likely to reveal their voting preferences. These patterns might each be MAR or NI, but they are not MCAR. Listwise deletion can result in di erent magnitudes or signs of causal or descriptive inferences (Anderson et al., 1983) . Listwise deletion does not always have such harmful e ects; sometimes the fraction of missing observations is small or the assumptions hold su ciently well so that the bias is not large.
In this section, we quantify the e ciency loss due to listwise deletion under the optimistic MCAR assumption, so that no bias exists. We consider estimating the causal e ect of X 1 on Y , which we label 1 , and for simplicity suppose that neither variable has any missing data. One approach might be to regress Y on X 1 , but most scholars would control for a list of potential confounding in uences, variables we label X 2 . As critics, we use omitted variables as the rst line of attack and as authors we know that controlling for more variables helps protect ourselves from potential criticisms, and so from this perspective the more variables in X 2 the better.
The goal then is to estimate 1 in the regression E(Y ) = X 1 1 + X 2 2 . If X 2 contains no missing data, then even if X 2 meets the rules for causing omitted variable bias (i.e., if the variables in X 2 are correlated with and causally prior to X 1 and a ect Y ), omitting it is still sometimes best. That is, controlling will reduce bias but may increase the variance of^ 1 (since estimating additional parameters puts more demands on the data). Thus, the mean square error (a combination of bias and variance) may in some cases increase by including a control variable (Goldberger, 1991: 256) . Fortunately, since we typically have a large number of observations, adding an extra variable does not do much harm so long as it does not introduce substantial collinearity and we often include X 2 .
However, the tradeo between bias and variance looms larger in the presence of missing data. Missing data will normally be present in Y , X 1 , and X 2 , but suppose for simplicity there is MCAR item nonresponse only in fraction of the n observations in X 2 . Ideally, we would observe all of X 2 (i.e., = 0) and estimate 1 with the complete data:
Infeasible Estimator Regress Y on X 1 and a fully observed X 2 , and use the coe cient on X 1 , which we denote b I 1 . In contrast, when missing data exist (0 < < 1), most consider only two estimators:
Omitted Variable Estimator Omit X 2 and estimate 1 by regressing Y on X 1 , which we denote b O 1 .
Listwise Deletion Estimator Perform listwise deletion on Y , X 1 , and X 2 , and then estimate the vector 1 as the coe cient on X 1 when regressing Y on X 1 and X 2 , which we denote b L 1 .
The omitted variable estimator (b O 1 ) risks bias and the listwise deletion estimator (b L 1 ) risks ine ciency (and bias except in the \best" case in which MCAR holds). Presumably because the risks of omitted variable bias are better known than the risks of listwise deletion, when confronted with this choice most opt for listwise deletion. We quantify these risks with a formal proof in Appendix A, and discuss the results here. If MSE(a) is the mean square error for estimator a, then the di erence MSE(b L 1 ) ? MSE(b O 1 ) is how we assess which method is better. When this di erence is positive, b O 1 has lower mean square error and is therefore better than b L 1 ; when it is negative, b L 1 is better. The problem is that this di erence is often positive and large.
We need to understand when this mean square error di erence will take on varying signs and magnitudes. The actual di erence is a somewhat complicated expression that turns out to have a very intuitive meaning:
The second term on the right side of Equation 1 is the well-known tradeo between bias and variance when no data are missing (where F are regression coe cients of X 2 on X 1 , and b I 2 is the coe cient on X 2 in the infeasible estimator). The key here is thus the rst term, which is the extra mean square error due to listwise deletion. This rst term is always positive and thus causes the comparison between the two estimators to tilt further away from listwise deletion, as the fraction of missing data ( ) grows. To better understand Equation 1, we estimate the average value in political science articles. Because of the bias-variance tradeo , those who work harder to fend o more possible alternative explanations have more control variables and thus larger fractions of observations lost. Although on average, slightly under one-third of observations are lost when listwise deletion is used, 7 the average fraction of observations lost in the papers and posters at the 1997 annual meeting of the Society for Political Methodology, for example, was well over 50%, and in some cases over 90%. 8 Since in practice scholars drop some variables to avoid extreme cases of missingness, the \right" value of for our purposes is larger than the observed fraction. We thus study the consequences of setting = 1=2, which means the rst term reduces to V(b I 1 ). The MSE also depends on the second term, which can be positive or negative depending on the application. For simplicity, consider the case in which this second term is zero (such as when V (b I 2 ) = 2 0 2 or X 1 and X 2 are uncorrelated). Finally, we take the square root of the MSE di erence to put it the interpretable units of the average degree of error. The result is that the average error di erence is SE(b I 1 ), the Standard Error of b I 1 .
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This estimate also comes from our content analysis of ve years of the American Political Science Review, the American Journal of Political Science, and the British Journal of Political Science. If these assumptions are reasonable, the point estimate in the average political science article is about a standard error farther away from the truth because of listwise deletion (as compared to omitting X 2 entirely). This is half of the distance from no e ect to what we often refer to as \statistically signi cant" (i.e., two standard errors from zero). 9 Of course, this is the average absolute error: point estimates in some articles will be too high, and in others too low. In addition, we are using the standard error here as a metric to abstract across applications with di erent meanings, and so in any one application the meaning of the expression depends on how large the standard error is relative to changes in the variables. And this relative size in large part depends on the original sample size and cases lost to listwise deletion. Omitted variable bias, in contrast, does not diminish with the sample size.
Nonetheless, although social scientists rarely choose it, omitted variable bias will often be a preferable fate, if only it or listwise deletion are the options. In addition, one cannot avoid missing value problems since they usually a ect all our variables rather than only potential control variables. Moreover, because this result relies on the optimistic MCAR assumption, the degree of error will often be more than a standard error, and its direction will vary as a function of the application, pattern of missingness, and model estimated (Globetti, 1997; Sherman, 1998) . Fortunately, better methods make this forced choice between suboptimal procedures unnecessary.
A Method for Analyzing Incomplete Data
We now describe a general de nition of multiple imputation (Section 4.1), a speci c model for generating the imputations (Section 4.2), the existing and our alternative computational algorithms (Section 4.3), and several theoretical clari cations (Section 4.4) . We analyze what can go wrong in Section 5.
De nition of Multiple Imputation
Multiple imputation involves imputing m values for each missing item and creating m completed data sets. Across these completed data sets, the observed values are the same, but the missing values are lled in with di erent imputations to re ect uncertainty levels. That is, for missing cells the model predicts well, variation across the imputations is small; for other cases, the variation may be larger, or asymmetric, to re ect whatever knowledge and level of certainty is available about the missing information. The analyst can then conveniently apply whatever statistical method he or she would have if there were no missing values to each of the m data sets, and use a simple procedure we now describe to combine the m results. As we explain below, m can be as small as 3 or 4.
First estimate some Quantity of interest Q, such as a univariate mean, regression coe cient, predicted probability, or rst di erence in each data set j (j = 1; : : : ; m). Then the overall point estimate q of Q is the average of the m separate estimates q j :
Let SE(q j ) denote the estimated standard error of q j from data set j and S 2 q = P m j=1 (q j ? q) 2 =(m ? 1) be the sample variance across the m point estimates. Then, as shown in 9 This is one of the infeasible estimator's standard errors, which is 71% of the listwise deletion estimator's standard error (or in general, p SE(b L 1 )). Calculated standard errors are correct under MCAR but larger than those for better estimators given the same data, and wrong if MCAR doesn't hold. Rubin (1987a) , the variance of the multiple imputation point estimate is the average of the estimated variances from within each completed data set, plus the sample variance in the point estimates across the data sets (multiplied by a factor that corrects for bias because m < 1):
If, instead of point estimates and standard errors, simulations of q are desired, we create 1=mth the needed number from each completed data set (following the usual procedures; see King, Tomz, and Wittenberg, 1998) and combine them into one set of simulations.
An Imputation Model
Implementing multiple imputation requires a statistical model from which to compute the m imputations for each missing value in a data set. Our approach assumes that the data are MAR, conditional on the imputation model. The literature on multiple imputation suggests that in practice most data sets include su cient information so that the additional outside information in an application-speci c NI model (see Appendix B.1) would not add much, and may be outweighed by the costs of non-robustness and di culty of use (Rubin 1996 , Schafer 1997 . Although this is surely not true in every application, the advantages make this approach an attractive option for a wide range of potential uses. The MAR assumption can also be made more realistic by including more informative variables and information in the imputation process, about which more below. Finally, note that the purpose of an imputation model is to create predictions for the distribution of each of the missing values, not causal explanation or parameter interpretation. One model that has proven useful for missing data problems in a surprisingly wide variety of data types assumes that the variables are jointly multivariate normal. This model obviously is an approximation, as few data sets have variables that are all continuous and unbounded, much less multivariate normal. Yet many researchers have found it to work as well as more complicated alternatives specially designed for categorical or mixed data (Ezzati-Rice et al., 1995; Graham and Schafer, in press; Schafer and Olsen, 1998; Schafer, 1997; Rubin and Schenker, 1986; Schafer et al., 1996) . Transformations and other procedures can be used to improve the t of the model (see Section 5.1). 10 For our purposes, if there exists information in observed data that can be used to predict the missing data, multiple imputations from this normal model will almost always dominate current practice. We therefore discuss only this model, although the algorithms we discuss in Section 4.3 might also work for some of the more specialized models as well. with the addition of a prior this likelihood is proportional to P(D obs j )). We denote D i;obs as the observed elements of row i of D, and i;obs and i;obs as the corresponding subvector and submatrix of and (which do not vary over i), respectively. Then, because the marginal densities are normal, the observed data likelihood is
N(D i;obs j i;obs ; i;obs ) (5) The changing compositions of D i;obs , i;obs , and i;obs over i make this a complicated expression to evaluate, although for clarity of presentation, we have omitted several computational conveniences that can help (see Schafer, 1997: 16) . 11 The multivariate normal speci cation implies that the missing values are imputed linearly. Thus, we create an imputed value the way we would usually simulate from a regression. For example, letD ij denote a simulated value for observation i and variable j, and let D i;?j denote the vector of values of all observed variables in row i, except variable j. The coe cient from a regression of D j on the variables in D ?j can be calculated directly from elements of and since they contain all available information in the data under this model. Then we use this equation to create an imputation:
where indicates a random draw from the appropriate posterior. Thus, random draws of D ij are linear functions of the other variables whenever they are observed D i;?j , estimation uncertainty due to not knowing (i.e., and ) exactly, and fundamental uncertainty~ i (i.e., since is not a matrix of zeros). If we had an in nite sample,~ could be replaced with the xed , but there would still be uncertainty generated by the world, i . The computational di culty is taking random draws from the posterior of and .
Equation 6 can be used to generate imputations for categorical variables by rounding o to the nearest valid integer (as recommended by Schafer, 1997) . A slightly better procedure draws from a multinomial or other appropriate discrete distribution with mean equal to the normal imputation. For example, to impute a 0/1 variable, take a Bernoulli draw with mean equal to the imputation (truncated to 0,1] if necessary). That is, we impute a 1 with probability equal to the continuous imputation and 0 otherwise.
Computational Algorithms
Computing the observed data likelihood in Equation 5, and taking random draws from it, is computationally infeasible with classical methods. Even maximizing the function takes inordinately long with standard optimization routines. In response to computational di culties like these, the Imputation-Posterior (IP) and Expectation-Maximization (EM) algorithms were devised and subsequently applied to this problem. 12 From the perspective of statisticians, IP is now the gold standard of algorithms for multivariate normal multiple imputations, in large part because it can be adapted to numerous specialized models. Unfortunately, from the perspective of users, it is slow and hard to use. Since IP is based on Markov Chain Monte Carlo (MCMC) methods, it requires considerable expertise to judge convergence, and there is no agreement among experts about this outside of special cases. IP has the additional problem of giving dependent draws, and so we need adaptations because multiple imputation requires that draws be independent. In contrast, EM is a fast deterministic algorithm for nding the maximum of the likelihood function, but does not yield the rest of the distribution. We outline these algorithms in Sections 4.3.1 and 4.3.2, and refer the reader to Schafer (1997) for a clear presentation of the computational details and historical development.
In Sections 4.3.3 and 4.3.4, we discuss two additional algorithms, which we call EMs (EM with sampling) and EMis (EM with importance resampling), respectively. Our recommended procedure, EMis, is quite practical: It gives draws from the same posterior distribution as IP but is considerably faster, and, for this model, there appear to be no convergence or independence di culties. Both EMs and EMis are made up of standard parts and have been applied to many problems outside of the missing data context. For missing data problems, EMs has been used, and versions of EMis have been used for specialized applications (e.g., Clogg et al., 1991) . EMis might also have been used for problems with general patterns of missingness like we are studying, although we have not yet located any (and it is not mentioned in the most recent exposition of practical computational algorithms, Schafer (1997) ). In any event, we believe this procedure has the potential for widespread use (see Appendix C for information about software we have developed).
IP
A version of the data augmentation algorithm of Tanner and Wong (1987) , IP enables us to draw random simulations from the multivariate normal observed data posterior P(D mis j D obs ) (see Li, 1988, and Schafer, 1997: 72 ) . The basic idea is that drawing directly from this distribution is di cult, but \augmenting" it by conditioning on additional information becomes easier. Because this additional information must be estimated, the procedure has two steps that are carried out iteratively. This procedure is iterated, so that over time draws ofD mis , and~ and~ , come increasingly from their actual distributions independently of the starting values.
The advantage of IP is that the distributions are exact. However, convergence to these distributions is known to occur only after an in nite number of iterations. The belief is that after a suitably long burn-in period, perhaps recognizable by various diagnostics, convergence will have occurred, after which additional draws will come from the posterior. Unfortunately, experts disagree about how to assess convergence of this and other MCMC methods (Cowles and Carlin, 1996; Kass et al., 1998) .
In order to use the relatively simple equations 2 and 3 in combining the separate multiply imputed analyses, imputations must be statistically independent, which unfortunately is not a characteristic of successive draws from Markov chain methods like IP. Some scholars reduce dependence by using every rth random draw from IP (where r is determined by examining the autocorrelation function of each of the parameters), but Schafer (1997) , following Gelman and Rubin (1996) , recommends addressing both problems by creating one independent chain for each of the m desired imputations, with starting values drawn randomly from an overdispersed approximation distribution. The di culty with taking every rth draw from one chain is the interpretation of autocorrelation functions (requiring analysts of cross-sectional data to be familiar with time series methods); whereas the difculty of running separate chains is that the increase in run time due to the need to burn in iterations to ensure convergence for each chain is typically greater than the m times r iterations saved by not needing multiple draws from any one chain.
EM
The EM algorithm (Dempster et al., 1977) works like IP except that random draws from the entire posterior are replaced with deterministic calculations of posterior means. The draw ofD mis in Equation 7 is replaced with each missing cell's predicted value. The random draw of~ and~ in Equation 8 is replaced with the maximum posterior estimate. In simple cases, this involves running regressions to estimate , imputing the missing values with a predicted value, reestimating , and iterating until convergence. The result is that both the imputations and the parameters computed are the single (maximum posterior) values, rather than a whole distribution. The advantages of EM are that it is fast (relative to other options), it converges deterministically, and the objective function increases with every iteration. Like every numerical optimization algorithm, EM can sometimes settle on a local maximum, and for some problems convergence is slow, although these do not seem like insurmountable problems in most political science data. The bigger disadvantage of EM is that it yields only maximum values, rather than the entire density. It is possible to use EM to produce multiple imputations by treating point estimates of and as if they were known with certainty. This means that estimation uncertainty is ignored but the fundamental variability is included in the imputations. EM for multiple imputation works reasonably well in some instances, but ignoring estimation uncertainty means its standard errors are generally biased downwards and point estimates for some quantities will be biased.
EMs
Our strategy is to begin with EM and to add back in estimation uncertainty so we get draws from the correct posterior distribution of D mis . The problem is that the posterior of and is hard to draw from. We approach this problem in two di erent ways. In this section, we use the asymptotic approximation (e.g., Tanner, 1996 : 54{59), which we nd works as expected | well in large data sets and poorly in small ones.
To create imputations with this method, which we denote EMs, we rst run EM to nd the maximum posterior estimates of the parameters,^ = vec(^ ;^ ) (where the vec( ) operator stacks the unique elements). Then we compute the variance matrix, V(^ ). Then we draw a simulated from a normal with mean^ and variance V(^ ). From this, we compute~ deterministically, simulate~ from the normal, and substitute these values into Equation 6 to generate an imputation. The entire procedure after the EM step and variance computation is repeated m times for the necessary imputations.
EMs is very fast, produces independent imputations, converges nonstochastically, and works well in large samples. In small samples, data with many variables relative to the number of observations, or highly skewed categorical data, EMs can be misleading in the shape or variance of the distribution. As a result, the standard errors of the multiple imputations, and ultimately of the quantities of interest, may be biased.
EMis
EM nds the mode well, and EMs works well for creating fast and independent imputations in large samples but poorly with small samples or many parameters. We now improve EMs with a round of importance resampling (or \sampling importance/resampling"), an iterative simulation technique not based on Markov chains, to try to improve the small sample performance (Rubin, 1987a (Rubin, : 192-4, 1987b Gelfand and Smith, 1990; Tanner, 1996; Gelman et al., 1996; Wei and Tanner, 1990) .
EMis follows the same steps as EMs except that draws of from its asymptotic distribution are treated only as rst approximations to the true ( nite sample) posterior. We also put the parameters on unbounded scales, using the log for the standard deviations and Fisher's z for the correlations, to make the normal approximation work better with smaller sample sizes. We then use an acceptance-rejection algorithm by keeping draws of~ with probability proportional to the \importance ratio" | the ratio of the actual posterior to the asymptotic normal approximation, both evaluated at~ | and discarding the rest. Without priors, the importance ratio is
We nd that the normal approximation is usually good enough even in small, nonnormal samples so that the algorithm operates quickly. 13 In the nal step, these draws of~ are used with Equation 6 to produce the desired m imputations.
EMis has all the advantages of IP, since it produces multiple imputations from the exact, nite sample posterior distribution. It is fast, does not rely on Markov Chains, and produces the required fully independent imputations. Importance resampling, on which EMis is based, does not work well for all likelihood functions, especially when the normal density is not a good rst approximation; however, for the present likelihood our extensive experimentation with a wide variety of data types has not revealed any systematic di erences when compared to runs of IP with immense numbers of iterations (so that judging MCMC convergence of IP is not as much of an issue). Our software includes the full range of standard diagnostics in case a problem arises that we have not foreseen. It also includes other approaches (IP, EM, EMs, and others), since our suggestion for improving methodological practice in political science is not the exclusive reliance on EMis. Rather, our argument is that any appropriately applied multiple imputation algorithm will generally outperform current incomplete data analysis practices.
Theoretical Clari cations and Common Misconceptions
Multiple imputation inferences have been shown to be statistically valid from both Bayesian and frequentist perspectives (Rubin 1987a; Schenker and Welsh 1988; Brownstone 1991; Meng 1994a; Rubin 1996; Schafer 1997 ). Since there is some controversy over the strength and applicability of the assumptions involved from a frequentist perspective, we focus on the far simpler Bayesian version. This version also encompasses the likelihood framework, which covers the vast majority of social science statistical models.
The fundamental result, for some chosen Quantity Q to be estimated, involves approximating the correct posterior P(QjD obs ), which we would get from an optimal applicationspeci c method, with an approach based on the \completed" data P(QjD obs ;D mis ), that is lled in with imputationsD mis drawn from the conditional predictive density of the missing data P (D mis jD obs ) . Under MAR, we know that averaging P(QjD obs ;D mis ) over D mis gives exactly P(QjD obs ): P(QjD obs ) = Z P(QjD obs ; D mis )P (D mis jD obs )dD mis (10) This integral can be approximated with simulation: To draw a random value ofQ from P(QjD obs ), draw independent random imputations ofD mis from P(D mis jD obs ), and then draw Q conveniently from P(QjD obs ;D mis ), given the imputedD mis . We can approximate P(QjD obs ) or any point estimate based on it to any degree of accuracy with a large enough number of simulations. This shows that if the complete-data estimator is consistent and produces accurate con dence interval coverage, then multiple imputation based on m = 1 is consistent and its con dence intervals are accurate.
Multiple imputation is feasible because the e ciency of estimators based on the procedure increases rapidly with m (see Rubin, 1987a and the citations in Meng, 1994a) ; indeed the relative e ciency of estimators with m as low as 3{10 is nearly the same as with m = 1, unless missingness is exceptionally high. Con dence interval coverage remains correct because Equation 3, used to combine the multiply imputed estimates, includes a factor to adjust for the simulation error due to m being nite.
Multiple imputation is made widely applicable by Meng's (1994a) reassuring results regarding an imputation model that di ers from an analysis model. So long as the imputation model includes all the variables (and information) in the analysis model, no bias is introduced and nominal con dence interval coverage will be at least as great as actual coverage, and equal when the two models coincide (Fay, 1992) . When the information content is greater in the imputation than analysis model, multiple imputation is more e cient than even the \optimal" application-speci c method. 14 Thus, even with a very small m and an imputation model that di ers from the analysis model, this convenient procedure gives a good approximation to the optimal posterior distribution, P(QjD obs ). This result alone guarantees valid inferences in theory from multiple imputation. Indeed, deviating from it to focus on partial calculations sometimes leads to misconceptions on the part of researchers. For example, no assumptions about causal ordering are required in making imputations: using variables that may be designated \dependent" in the analysis phase to impute missing values in variables to be designated \explanatory" generates no endogeneity since the imputations do not change the joint 14 This is the so-called \super-e ciency" property (Rubin, 1996) . For example, suppose we want to run 20 cross-sectional regressions with the same variables measured in di erent years, and we discover an additional control variable for each that strongly predicts the dependent variable but on average across the set correlates at zero with the key causal indicator. Excluding this control variable will only bias the causal estimate on average if it is a consequence of the causal variable, whereas including it will substantially increase the statistical e ciency of all the regressions. Unfortunately, an application-speci c approach would need to exclude such a variable if it were a consequence of the key causal variable to avoid bias and would thus give up the potential e ciency gains. A multiple imputation analysis could include this variable no matter what its causal status, and so statistical e ciency would increase beyond an application-speci c approach.
distribution. Similarly, randomness in the missing values in the explanatory variable from the multiple imputations do not cause coe cients to be attenuated (as when induced by random measurement error) because the imputations are being drawn from their posterior; again, the joint distribution is unchanged. Since the multiple imputation procedure taken as a whole approximates P(QjD obs ), these \intuitions" based on parts of the procedure are invalid (see Schafer, 1997: 105 ) . 15 5 What Can Go Wrong? Section 5.1 discusses common xable stumbling blocks in the application of EMis and multiple imputation. Section 5.2 then considers the one situation where listwise deletion would be preferable to multiple imputation, and Section 5.3 studies when applicationspeci c approaches would su ciently outperform multiple imputation to be preferable.
Practical Suggestions
Like any statistical approach, if EMis' model-based estimates are wrong, there are circumstances where the procedure will lead one astray. At the most basic level, the point of inference is to learn something about facts we do not observe by using facts we do observe; if the latter have nothing to do with the former, then we can be misled with any statistical method that assumes otherwise. In the present context, our method assumes that the observed data can be used to predict the missing data. For an extreme counterexample, consider an issue scale with integer responses 1{7, and what you think is a missing value code of ?9. If unbeknownst to you, the ?9 is actually an extreme point on the same scale, then imputing values for it based on the observed data, and rounding to 1{7, will obviously be biased. Of course in this case, listwise deletion will be at least as bad since it generally discards more observed information than EMis has to impute and is biased unless strong assumptions about the missing data apply.
An advantage of our suggested approach over application-speci c methods (see Appendix B.1) is that it is often robust to errors in the imputation model, since (as with the otherwise inferior single imputation models; see Appendix B.2) separating the imputation and analysis stages means that errors in the missingness model can have no e ect on observed parts of the data set, since they are the same for all m imputations. If a very large fraction of missingness exists in a data set, then multiple imputation will be less robust, but listwise deletion and other methods will normally be worse.
Beyond these general meta-concerns, a key point for practice is that the imputation model should contain at least as much information as the analysis model. The primary way to go wrong with EMis is to include information in the analysis model and omit it from the imputation model. For example, if a variable is excluded from the imputation 15 Because the imputation and analysis stages are separate, proponents of multiple imputation argue that imputations for public use data sets could be created by a central organization, such as the data provider, so that analysts could ignore the missingness problem altogether. This strategy would be convenient for analysts and can be especially advantageous if the data provider is able to use con dential information in making the imputations that could not otherwise be made available. It is also convenient for those able to hire consultants to make the imputations. Others have not been sold on this idea (even if they have the funds) because it can obscure data problems that overlap the two stages and can provide a comforting but false illusion to analysts that missingness problems were \solved" by the imputer (in ways analysts may not even have access to). The approach is also not feasible for large data sets like the National Election Studies because existing computational algorithms cannot reliably handle so many variables, even in theory. Our alternative but complementary approach is to make the tools of imputation very easy to use and available directly to researchers to make their own decisions and control their own analyses. model but used in the analysis model, estimates of the relationship between this variable and others will be biased towards zero. As a general rule, researchers should include in the imputation model all the variables from the analysis model. For additional e ciency, add any other variables in the data set that would help predict the missing values. 16 The ability to include extra variables in the imputation model that are not in the analysis model is a special advantage of this approach over listwise deletion. For example, suppose the chosen analysis model is a regression of Y on X, but the missingness in X depends on variables Z that also a ect Y (even after controlling for X). In this case, listwise deletion regression is inconsistent. Including Z in the regression would make the estimates consistent in the very narrow sense of correctly estimating the corresponding population parameters, but these would be the wrong population parameters since we were e ectively forced to control for Z. For example, suppose the purpose of the analysis model is to estimate the causal e ect of partisan identi cation X on the vote Y . We would certainly not want to control for voting intention ve minutes prior to walking into the voting booth Z, since it is a consequence of party ID and so would incorrectly drive party ID's estimated e ect to zero. Yet, Z would be a powerful predictor of the missing value of the vote variable, and so the ability to include it in the imputation stage of a multiple imputation model, and also to leave it out of the analysis model, is a great advantage. In fact, in many applications scholars apply several analysis models to the same data (such as estimating the e ect of party ID, while excluding voting intentions, and estimating the e ect of voting intentions while including party ID). Despite these di erent theoretical goals, using di erent missingness models for the same variables, as listwise deletion e ectively requires, is rarely justi ed. For another example, scholars often choose for an analysis model only one of several very similar issue preference variables from a data set to measure ideology. This is ne for the analysis model, but for the imputation model the entire set of issue preference questions should be included since an observed value in one can be especially useful for predicting a missing value in another.
A similar information discrepancy occurs if the analysis model speci es a nonlinear relationship, since the imputation model is linear (see Equation 6 ). There is little problem with the set of nonlinear functional forms typically used in the social sciences (logit, probit, exponential, etc.), since a linear approximation to these forms has been shown to perform very well during imputation, even if not for the analysis model. However, more severe nonlinearity, such as quadratic terms that are the central question being researched, can cause problems if ignored. A quadratic form is estimated in an analysis model by including an explanatory variable and its square as separate terms. Omitting the squared term from the imputation model causes the same problems as omitting any other important variable. The solution is easy: include the squared term in the imputation model. The same problem and solution apply to interaction terms (although the imputation procedure would be less e cient if one variable had much more missingness than another).
Researchers should also try to meet the distributional assumptions of the imputation model. For the imputation stage, variables should be transformed to be unbounded and relatively symmetric. For example, budget gures, which are positive and often positively 16 If the data are generated using a complex or multi-stage survey design, then information about the design should be included in the imputation model. For example, to account for strati ed sampling, the imputation model should include the strata coded as dummy variables. Our software allows one to include these directly or to condition on them. The former requires no special programming. The latter, which we do by letting be a linear function of the dummy variables, is easy to implement since the dummies are fully observed and since many fewer parameters need be estimated. Other possibilities for dealing with complex sampling designs include hierarchical Bayesian models, the general location model, and other xed e ects designs. skewed, can be logged. Event counts can be made closer to normal by taking the square root, which stabilizes the variance and makes them approximately symmetric. The logistic transformation can be used to make proportions unbounded and symmetric.
Ordinal variables should be coded to be as close to an interval scaling as information indicates. For example, if categories of a variable measuring the degree of intensity of international con icts are diplomatic dispute, economic sanctions, military skirmish, and all out war, a coding of 1, 2, 3, and 4 is not approximately interval. Perhaps 1, 2, 20, and 200 might be closer. Of course, including transformations to t distributional assumptions, and making ordinal codings more reasonable like this, are called for in any linear model, even without missing data. 17 Finally, NI missingness is always a serious concern since, by de nition, it cannot be veri ed in the observed data. We discuss this issue in di erent ways in Sections 5.2 and 5.3.
When Listwise Deletion is Preferable
For listwise deletion to be preferable to EMis, all four of the following (su cient) conditions must hold.
(1) The analysis model is conditional on X (such as a regression model) and the functional form is known to be correctly speci ed (so that listwise deletion is consistent and the characteristic robustness of regression is not lost when applied to data with measurement error, endogeneity, nonlinearity, etc.). (2) There is NI missingness in X, so that EMis can give incorrect answers, and no Z variables are available that could be used in an imputation stage to x the problem. We must also know that (3) missingness in X is not a function of Y , and unobserved omitted variables that a ect Y do not exist.
This ensures that the normally substantial advantages of our approach in this instance do not apply. Finally, (4) the number of observations left after listwise deletion should be so large that the e ciency loss from listwise deletion does not counter balance (in a mean square error sense, for example) the biases induced by the other conditions. This last condition does not hold in most political science surveys except perhaps exit polls and some nonsurvey data.
In other words, in order to prefer listwise deletion, we must have enough information about problems with our variables so we do not trust them to impute the missing values in our X's | or we worry more about using available information to impute the X's than the possibility of selection on X as a function of Y in (3), which our approach would correct.
Despite this, we still trust our data enough to use them in an analysis model. That is, we somehow know the same variables cannot be used to predict D mis but can be used to estimate quantities based on D obs . Furthermore, we must have no extra variables Z to predict X or Y and many observations left after listwise deletion.
If all of these conditions hold, listwise deletion can outperform EMis, and researchers should consider whether they might hold in their data. However, we feel this situation | where using more information is worse | is likely to be rare. It is indeed di cult to think of a real research project that ts these conditions su ciently so that listwise deletion would be knowingly preferable to EMis. Probably the best case that can be made for listwise deletion is convenience, although our software should help close the gap.
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Researchers with especially di cult combinations of nominal and continuous variables may want to consider implementing the general location imputation model (Schafer, 1997) .
When Application-Speci c Approaches are Worth the Trouble
Although proponents of application-speci c methods and of multiple imputation frequently debate over the right approach to analyzing data with missing values, in our view if a good application-speci c approach is feasible, it should be adopted. Application-speci c approaches are not only better statistically, but by de nition allow the inclusion of more of the normally substantial qualitative knowledge available to social scientists but not recorded in the numerical data. They encourage researchers to explore features of their data suggested by this qualitative knowledge or revealed by preliminary data analyses, and result in more information extracted. Unfortunately, these methods do not exist for all applications, are especially rare for missingness scattered throughout X and Y , and can be technically demanding to create and are not often robust when the chosen model does not t the data well. The rich variety of methods now available should be studied by social scientists and the literature followed for the many advancements likely to come. But if no such method is available, when is a social scientist's e orts best devoted to developing such a new application-speci c method? We identify four situations.
First, as discussed in Section 2, imputing values that do not exist makes little sense. When we nd answers to survey questions that are \inconvenient" for the analyst, as when \no opinion" means that the respondent really has no opinion rather than prefers not to share information with the interviewer, this answer should be treated seriously and modeled directly, like any other survey response. In this situation, virtually any generalpurpose imputation method would bias the analysis model, and listwise deletion would be no better. An application-speci c approach would be necessary to model the speci c process that generated the survey responses.
Second, when missingness is a function of Y jX (even after controlling for extra variables in the imputation stage), the data are NI. One example where researchers should get suspicious that MAR might not hold is measures of the duration of parliamentary cabinets that are censored due to governments that are still in o ce at the time of data collection. If these missing values can be predicted from the remaining variables, the data are still MAR, but since this fact is unveri able, researchers should tread especially carefully in these circumstances. When NI is a strong possibility, substantial gains can sometimes be had with an application-speci c approach. Even if the selection mechanism is not so severe, but is central to the research question, then developing an application-speci c approach may be worth considering.
Third, whenever key information in the analysis model cannot be approximated within the imputation model, developing an alternative may be desirable. For example, if the analysis model contains severe nonlinearity or very complex interactions that cannot be incorporated into our linear imputation model, then it may be worth developing an application-speci c approach. Neural network models provide one such example that cannot be handled easily within the EMis imputation stage (Bishop, 1995) .
Finally, extreme distributional divergences from multivariate normal can also be a good reason to consider an alternative approach. Ordinal and dichotomous variables will often do well under EMis, but variables highly skewed (even after transformation) or a variable of primary interest that is mixed continuous and discrete, may be worth the trouble to develop an alternative.
Monte Carlo Evidence
In this section, we provide analyses based on simulated data: a timing test that shows how much faster EMis is than IP under di erent conditions; an illustration of how EMis corrects the problems in EMs and EM in order to match IP's (correct) posterior distribution; and more extensive Monte Carlo evidence that demonstrates that IP and EMis are giving the same answers, and that these results are only slightly worse than if no data were missing and normally far better than listwise deletion. (We have run many other Monte Carlo experiments to verify that the reported standard errors and con dence intervals, as well as estimates for other quantities of interest and di erent analysis models, are correct, but we omit these here.)
First, we compare the time it takes to run IP and EMis. Since imputation models are generally run once, followed by numerous analysis runs, imputation methods that take a while are still useful. When runs start taking many hours, however, they make productive analysis much less likely, especially if one has several data sets to analyze.
We made numerous IP and EMis runs, but how to time IP is not obvious due to the absence of clear rules for judging convergence. As is, we made educated guesses, ran experiments where we knew the distribution to which IP was converging, studied pro le plots of the likelihood function, and otherwise used Schafer's (1997) recommended defaults. On the basis of this experience, we chose max(1000; 100p) iterations to generate the timing numbers below, where p is the number of variables. For the EMis algorithm we chose an equally conservative 1/50 ratio of draws to imputations. We used a computer with average speed for 1999 (a 450Mhz computer with 128M of RAM). We then created a data set with 1000 observations, of which 50 observations and one variable were fully observed. Every remaining cell was missing with 5% probability, which is not far from most social science survey data.
For ve variables, IP takes 4.8 minutes, whereas EMis nishes in 3 seconds. For 10 variables, IP takes 28 minutes and EMis runs for 14 seconds. With 20 variables, IP takes 6.2 hours whereas EMis takes 2 minutes. With 40 variables, IP takes 3.5 days, while EMis runs for 36 minutes. Overall, EMis ranges from 96 to 185 times faster. Counting the analyst's time that is necessary to evaluate convergence plots would make these comparisons more dramatic. 18 Running one IP chain would be 2{3 as times as fast as the recommended approach of separate chains, but that would require evaluating an additional p(p + 3)=2 autocorrelation function plots to avoid creating dependent imputations. 19 Second, we plot smooth histograms (density estimates of 200 simulations) of one mean parameter from a Monte Carlo run to illustrate how EM, EMs, and EMis approximate the posterior computed by IP and known to be correct (see Figure 1) . The rst row of graphs is for n = 25 and the second row is for n = 500. The rst column compares EMs and EM to IP and the second EMis to IP. In all four gures, the correct posterior, computed 18 Since convergence is determined by the worst converging parameter you typically need to monitor p(p+3)=2 convergence plots. For applications in which the posterior is nearly normal, evaluating the worst linear function of the parameters can sometimes reduce the number of plots monitored. We also did not include the time it would take to create an overdispersed set of starting values for the IP chains. 19 We programmed both IP and EMis in the same language (GAUSS) which keeps them comparable to a degree. However our algorithm is more suited to the strengths of the GAUSS language. Additional vectorization will speed up both algorithms, but not necessarily in the same ratio. For example, Schafer's (1997) by IP, is a solid line. Clearly, the maximum likelihood point estimate found by EM (and portrayed by a small vertical bar on the left graphs) is not an adequate approximation to the entire posterior. By ignoring estimation variability, EM underestimates standard errors and con dence intervals.
The gure also enables us to evaluate EMs and EMis. For example, the dashed line in the top left graph shows how, with a small sample, EMs produces a poor approximation to the true IP posterior. The bottom left graph shows how EMs improves with a larger sample, courtesy of the central limit theorem. In this example, more than 500 observations are apparently required to have a close match between the two, but EMs does not perform badly with n = 500. In contrast, EMis closely approximates the true IP posterior when the sample is as small as 25 (in the top right) and not noticeably di erent when n = 500. In other runs, not reported, we changed every parameter, the generating density, and the analysis model, and our conclusions were very similar.
Our quantities of interest are 1 and 2 in the regression E(Y ) = 0 + 1 X 1 + 2 X 2 . 21 The matrix is set so that 1 and 2 are each about 0.1. For each of the 100 data sets and ve data generation processes, we estimate these regression coe cients using imputation models based on listwise deletion, IP, EMis, and with the true complete data set. For each application of IP and EMis, we multiply imputed ten data sets and averaged the results as described in Section 4. We then computed the average root mean square error for the two coe cients in each run, and then averaged these over the 100 simulations for each data type and statistical procedure.
The vertical axis in Figure 2 is this averaged root mean square error. Each line connects the four di erent estimations for a single data generation process. The graph helps us demonstrate three points. First, the root mean square error of EMis is virtually identical to that for IP, for each data generation process. This con rms again the equivalence of the two approaches. Second, the error for EMis and IP is not much higher than the complete (usually unobserved) data set, despite high levels of missingness. Finally, listwise deletion ranges from slightly inferior to the two multiple imputation methods | in the MCAR cases when the assumptions of listwise deletion hold | to a disaster | in the MAR and NI cases. Since the true value of the coe cients being estimated is about 0.1, root mean square errors this large can bias results by ipping signs or greatly changing magnitude. An open question is which articles in political science have large mean square errors like that for MAR-2 due to listwise deletion.
To illustrate the results of our Monte Carlo study further, Figure 3 gives a di erent view of the results of the MAR-1 run in Figure 2 . MAR-1 was the case of low missingness, where the root mean square error for listwise deletion was higher than for the other methods but not as high as for MAR-2. Figure 3 graphs the t statistic for the constant term and each of the two regression coe cients, averaged over the 100 runs for each of the four imputation procedures. For the two regression coe cients, the sign is negative (and \signi cant" for b 1 ) when estimated by the true complete data, IP, and EMis, but the opposite for listwise deletion. In the listwise deletion run, both coe cients have point estimates that are positive, but statistically indistinguishable from zero. Most of the action in the listwise case is generated in the substantively uninteresting constant term. Figure 3 is a clear example of the dangers political scientists face in continuing to use listwise deletion. Only 22% of the observations were lost by listwise deletion in this case, and yet what would be the key substantive conclusions are reversed by choosing an inferior method. Generating hypothetical data with larger e ects is easy, but this one is probably closer to the risks we face.
Replications
In Sections 7.1 and 7.2, we replicate two scholarly analyses. Both demonstrate how switching from listwise deletion can markedly change substantive conclusions.
Public Opinion About Racial Policies
We replicated Alvarez and Brehm's (1997) analysis of the factors explaining Americans' racial policy preferences and the variance in those preferences. They use a heteroskedastic 21 We chose regression as our analysis model for these experiments because it is probably still the most commonly used statistical method used in the social sciences. Obviously any other analysis model could have been chosen instead, but much research has already demonstrated that multiple imputation works in a diverse variety of situations. For our own testing, we also did extensive runs with logit, linear probability, and several univariate statistics, as well as more limited testing with other more complicated models. probit to model citizens preferences about racial policies in fair-housing laws, government set asides, taxes to bene t minority educational opportunities, and a rmative action in university admissions. They nd that the \individual variability in attitudes toward racial policy stems from uncertainty" derived from a \lack of political information" and not from a con ict of core values, such as individualism or egalitarianism.
To tap Americans' core values and predict individual policy preferences, Alvarez and Brehm construct \core belief scales" from responses to related feeling thermometers and agree/disagree measures. Contrary to the interpretation that modern racism is simply a proxy for anti-black stereotypes, authoritarianism, and egalitarianism, they nd that only modern racism, and not the core values measures, has consistent power to explain policy choice.
Constructing the scale variables exacerbates missing data problems since a missing value in any of the items in the scale causes the entire scale value for that observation to be missing. Thus, a small number of explanatory variables, from which we might not usually have large missingness problems in a well designed survey, actually contain the missing values and missing mechanisms of all their many components. This problem was severe, since listwise deletion would have eliminated over half of the observations. Alvarez and Brehm responded to this problem by replacing the ideology scale with an alternate if the respondent had refused to answer or did not know their ideology in the liberal-conservative terms used. The alternate question pressed the respondent to choose liberal or conservative, which Alvarez and Brehm coded as a neutral with a weak leaning. This is a clear case of unobserved data, with a reasonable but ad hoc imputation method. If the question concerned party identi cation, a valid response might be \none" and this might not be a missing value, but merely an awkward response for the analyst. However, while \ideological self-placement" might be legitimately missing, the self-placement is to blame. The individual presumably has some ideological standing, no matter how uncertain, but is not willing or able to communicate it in our terminology in our survey question. To press the respondent to choose and then to guess how to code these values on the same scale as the original question risks attenuating the estimated relationships. 22 Fortunately, using the forced question is unnecessary since from the questions on homelessness, poverty, taxes, and abortion, we can easily predict the technical placement we are looking for without shifting the responsibility to the respondent who does not understand, or has not thought about, our academic jargon. Indeed bias would seem to be a problem here, since in the Alvarez and Brehm analysis, ideology rarely has an e ect. However, when we impute instead of guess the ideological scale, it becomes signi cant just over half the time, and the coe cients all increase in both the choice and the variance models (for all the dependent variables they used).
We apply EMis for the missing components of the scales to counter the problem of non-response with greater e ciency and less bias. We present rst di erence results in the style of Alvarez and Brehm in Table 2 . The rst di erences represent the change in probability of supporting an increase in taxation to provide educational opportunities to minorities when a particular variable is moved from its mean to its mean plus two standard deviations as in Alvarez and Brehm 23 . While the main substantive nding of the e ect of modern racism still holds, the secondary nding explaining individual preferences, which contributes to the more mainstream and developed policy argument, is now reversed. Most importantly, the act of individual racial policy choice now appears to be a broad function of many competing values, no longer driven only by modern racism. An individual's level of authoritarianism, antisemitism, and egalitarianism, as well as their ideological position, all strongly a ect the probability of supporting an increase in taxes for minority educational opportunities.
Finally, and quite importantly, the chi-square test reported at the bottom of Table 2 is insigni cant under Alvarez and Brehm's original speci cation, but is now signi cant 24 . This test measures whether their sophisticated analysis model is superior to a simple probit model, and thus whether the terms in the variance model warrant our attention. Under their treatment of missing values, the variance component of the model does not explain the between-respondent variances, implying that their methodological complications were super uous. However, our approach rejects the simpler probit in favor of the more sophisticated model and explanation.
Voting Behavior in Russian Elections
We also conduct a \pre-replication" (i.e., prior to publication) of Timothy Colton's (in press) test of his extensive model of vote choice in Russia's 1995 parliamentary and 1996 22 Consistent with the literature (e.g., Hinich and Munger 1994), we assume that ideology measures an individual's underlying policy preferences. Assuming that an individual has at least some policy views, they have an ideology, whether or not they are willing and able to place themselves on an ideological scale. Alternative treatments, especially in the European context, view ideology as an exogenous orientation towards politics. Missingness in ideology in that framework might be treated very much like partisan identi cation.
23
Speci cally these results are those presented by Alvarez and Brehm (1997) in Table 3 , column 3, rows 1 through 7 on page 367. Similar e ects are found in all the other rows and columns of tables 3 and 4. This result was picked as most representative of Alvarez and Brehm's ndings. 24 See Meng and Rubin (1992) and Meng (1994b) presidential elections. His analysis is based on data from the Russian Election Study, which he designed. We compare the results that Colton originally obtained with listwise deletion during his preliminary work with those implementing EMis. Using listwise deletion, many relationships in his model of voting behavior are weak and imprecisely estimated. This absence of ndings is consistent with previous voting studies of many emerging democracies, which portray electoral choices as chaotic at worst and personalistic at best. Alternatively, the results could be an artifact of an ine cient and typically biased approach to handling the substantial missing data problem in the surveys. In contrast to listwise deletion, EMis revealed many more interesting relationships, consistent with Colton's hypotheses. Indeed, the conclusion based on this analysis is striking: quite unlike much of the literature's arguments about the electorates in other emerging democracies (but consistent with work on established democracies), Russian citizens appear to base their voting decisions in predictable ways on measurable social, demographic, attitudinal, and economic variables. These results are the subject of Colton's book.
For the purposes of this report, we focus on only a small portion of Colton's study, and present a simpli ed version of his model for our comparison. We estimate a logit model with the dependent variable de ned as a one if the voter casts his or her ballot for the Communist Party of the Russian Federation (KPRF) and zero otherwise. With over 22% percent of the popular vote, the KPRF was the plurality winner in the 1995 parliamentary elections and thus essential to understanding Russian voting behavior. The explanatory variables for the model vary depending on which stage of the voter's decision making process is being tested, in order to avoid controlling for the consequences of key causal variables. Listwise deletion loses 36%, 56%, and 58% of the observations respectively in the three stages from which we use data. See Colton (in press) for details.
In Table 3 , we present estimates of three rst di erences derived from our logit regressions for listwise deletion and EMis. First, we estimate the e ect of a voter's satisfaction with democracy on the probability of supporting the KPRF. In Colton's model, satisfaction with democracy is one measure of voters' assessments of current economic and political conditions in Russia. He hypothesizes that voters more satis ed with democracy are less likely to support the KPRF than those who are dissatis ed. The quantity of interest is the di erence between the predicted probability for a voter who is completely dissatis ed with how democracy is developing in Russia and the predicted probability for a voter who is completely satis ed, holding all other values of the explanatory variables constant at their means. The listwise deletion estimate is ?0:06 with a relatively large standard error of 0.06 | for all practical purposes no nding. In contrast the EMis estimate is ?0:11 with a standard error of 0.04. The unbiased and more e cient EMis estimate is nearly twice as large and estimated much more precisely. As such, we can be relatively con dent that individuals highly satis ed with Russian democracy were about 11% less likely to support the KPRF.
Colton is also interested in the e ect of issue opinions on vote choice. For example, are voters who oppose the transition to a market economy more likely to support the Communist Party? This seems obvious, but using listwise deletion, we nd little support for this hypothesis as again the rst di erence estimate is in the hypothesized direction but is only as large as its standard error (and thus not \signi cant" by any relevant standard). In contrast, the EMis estimate suggests that voters opposed to the transition were about 11% more likely to vote with the KPRF, with a very small standard error. The nal comparison that we report is the e ect of an individual's trust in the Russian Government. Positive evaluations should have had a negative impact on KPRF voting at the time of this Duma election. Again, listwise deletion detects no e ect, while multiple imputation nds a precisely estimated ten percentage point di erence. Table 3 presents only three of the 46 e ects we estimated. Overall, we found substantively important di erences in one-third of the estimates: 10 changed in importance judging by traditional standards (from \statistically signi cant" to not or the reverse, plus some substantively meaningful di erence) and roughly 5 others increased or decreased sufciently to alter the substantive interpretation of their e ects. 25 8 Concluding Remark
For political scientists, most any disciplined statistical model of multiple imputation would do better than our current practices. The threats to the validity of our inferences stemming from listwise deletion are of roughly the same magnitude as those resulting from the much better known problems of omitted variable bias. This paper has emphasized the use of EMis to deal with missing data problems in a survey context, but it is also an appropriate and needed approach for dealing with incomplete data common in elds such as international relations that is not survey based. Our proposed method is much faster and far easier to use than existing multiple imputation methods, and amounts to a way of using about 50% more information in our data than we now use. Political scientists can also easily jettison the nearly universal but biased practice of making up the answers for some missing values. Although it is of course possible to fool any statistical method including this one, and although we generally prefer application-speci c methods when available, EMis will normally outperform current practices. Multiple imputation was designed to make statistical analysis easier for applied researchers, but the methods of imputation were so di cult to use that in the twenty years since the idea was put forward it has been applied by only a few of the most sophisticated statistical researchers. We hope EMis will bring this powerful idea to those who can put it to best use.
A Proof of Mean Square Error Comparisons
Model 
Sometimes, of course, our approach will strengthen rather than reverse existing results. For example, we also reanalyzed Dom nguez and McCann's (1996) study of Mexican elections and found that their main argument, that voters focused primarily on the potential of the ruling party and viability of the opposition rather than speci c issues, came through stronger under multiple imputation. We also found that several of the results with respect to issue positions that Dom nguez and McCann were forced to justify ignoring or attempting to explain away, turned out to be artifacts of listwise deletion.
We also replicated Dalton et al.'s (1998) analysis of partisan cues from newspaper editorials, in which they analyzed a merged data set of editorial content analyses and survey responses. Most missing data in this study resulted from the authors' inability to content analyze the numerous newspapers reported having been read by individual respondents. Because the survey variables contained little information useful for predicting content analyses that were not completed, an MCAR missingness mechanism could not be rejected and the point estimates did not substantially change under EMis, although of course their con dence intervals and standard errors were reduced. Since Dalton et al.' s analysis was at the countylevel, it would be possible to gather additional variables from census data, add them to the imputation stage, and odds are more substantially improve the analysis. 
B Existing Approaches
Available methods for analyzing data with item nonresponse can be divided into applicationspeci c approaches (which are statistically optimal, but hard to use) and general purpose approaches (which are easy to use and more widely applicable, but statistically inadequate); we discuss these in Sections B.1 and B.2, respectively. Section 4 considers multiple imputation.
B.1 Application-Speci c Approaches
Application-speci c approaches usually assume MAR or NI. The most common examples are models for selection bias, such as truncation or censoring (Achen, 1986; Brehm, 1993; Heckman, 1976; Amemiya, 1985: ch. 10; King, 1989: ch. 7; Winship and Mare, 1992) . Such models have the advantage of including all information in the estimation. Unfortunately, almost all application-speci c models allow missingness only in or related to Y rather than scattered throughout D.
When the assumptions apply, application-speci c approaches are consistent and maximally e cient. However, in some cases inferences from these models tend to be sensitive to small changes in speci cation (Stolzenberg and Relles, 1990) . Moreover, di erent models must be used for each type of application. As a result, with new types of data, application-speci c methods are most likely to be used by those willing to devote more time to methodological matters. 26 More formally, these approaches model D and M jointly, and then factor the joint density into the marginal and conditional. One way to do this produces selection models, P(D; Mj ; ) = P(Dj )P (MjD; ), where P(Dj ) is the likelihood function when no data are missing (a function of , the parameter of interest), and P(MjD; ) is the process by which some data become missing (a function of , which is not normally of interest). Once both distributions are speci ed, as they must be for these models, averaging over the missing data yields the likelihood: P(D obs ; Mj ; ) = Z P(Dj )P (MjD; )dD mis (12) where the integral is over elements of D mis and is summation when discrete. If MAR is appropriate (i.e., D and M are stochastically independent), then Equation 12 simpli es: P(D obs ; Mj ; ) = P(D obs j )P (MjD obs ; ) (13) If, in addition, and are parametrically independent, the model is ignorable, in which case the likelihood factors and only P(D obs j ) need be computed.
Unlike multiple imputation models, application-speci c approaches require specifying P(MjD; ), about which scholars often have no special interest or knowledge. Evaluating the integral in Equation 12 can be di cult or impossible. Even with MAR and ignorablity assumptions, maximizing P(D obs j ) can be computationally demanding given its nonrectangular structure. When these problems are overcome, application-speci c models are theoretically optimal, even though they can make data analyses practically di cult (Software to make this easier include Amos and Mx, but only for linear models and only assuming MAR).
B.2 General Purpose Approaches
General purpose approaches are easier to use. The basic idea is to impute (\ ll in") or delete the missing values and then analyze the resulting data set with any standard method that assumes the absence of missing data. General purpose methods other than listwise deletion include mean substitution (imputing the univariate mean of the observed observations), best guess imputation (common in political science), imputing a zero and then adding a dummy variable to control for the imputed value, pairwise deletion (which really only applies to covariance-based models), and hot deck imputation (imputing from a complete observation that is similar in as many observed ways as possible to the observation that has a missing value). Under MAR (or NI), all of these methods are biased or ine cient, except in special cases. Most of those which impute give standard errors that are too small because they essentially \lie" to the computer program, telling it that we know the imputed values with as much certainty as we do the observed values. It is worth noting that despite the problems with listwise deletion discussed in Section 3, it does generate valid standard errors which makes it in an important way preferable to approaches such as mean substitution and best guess imputation.
If only one variable has missing data, one possibility is to run a regression (with listwise deletion) to estimate the relationship among the variables and then to use the predicted values, to impute the missing values. A more sophisticated version of this procedure can also be used iteratively to ll in datasets where many variables are missing. This procedure is not biased for certain quantities of interest even assuming MAR, since it conditions on the observed data. However, since the missing data are imputed on the regression line as if there were no error, the method produces standard errors that are too small and generates biased estimates of quantities of interest that require more than the conditional mean (such as Pr(Y > 7)). Assuming that a statistical relationship is imperfect when observed but perfect when unobserved is optimistic to say the least. Various other attempts at creating general purpose approaches based on single imputations have been proposed, but none has been shown to be statistically valid.
C Software
We have written easy-to-use software, called Amelia: A Program for Missing Data, to implement our approach. The program comes in two versions | for Windows and for Gauss. Both versions implement the same key procedures. The Windows version requires a Windows-based operating system and no other commercial software, is menu-oriented and thus has few startup costs, and includes some data input procedures not in the Gauss version. The Gauss version requires the commercial program Gauss (GAUSS for Unix 3.2.39 or later, or GAUSS for Windows NT/95 3.2.33 or later), will run on any computer hardware and operating system that runs the most recent version of Gauss, is commandoriented, and has some statistical options not in the Windows version. The software and detailed documentation are available at http://GKing.Harvard.Edu.
