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Abstract
A multiscale numerical model of the solidification process involving the metallic alloys is pro- 
posed. The purpose of this model is to increase our basic knowledge of the physics of the 
solidification by incorporating atomic aspects of the phase change and, therefore, to predict 
the rnicrostructural features of the phase transformation based on the alloy parameters, such 
as the solute concentration and the process parameters, such as the cooling rate and surface 
roughness. The proposed multiscale strategy, is based on the parametric study of the solid- 
ification process at atomistic (nano), microscopic (rneso) and macroscopic levels. Once the 
major parameters, influencing the process at each scale, are identified, the three different levels 
are linked via the creation of relevant databases and the passage of information from one scale 
to another is implemented by using these databases.
The multiscale model utilises the Molecular Dynamics (MD) methods at the atomic level, the 
Cellular Automaton (CA) method at the microscale and the Finite Volume (FV) models at 
the macroscale. The combination of these methods allowed us to study the phase transition 
beginning from the atomic clusterisation, progressing to the microstructure formation and 
culminating in the bulk formation at the macro level.
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General Introduction
Solidification is a multiscale and multiphysics process involving various time, length and 
energy scales. The quality of cast and as-cast alloys used in everyday industrial applications, 
such as automotive and airspace industries, depends on the quality of casting process. The 
solidification process influences the thermo-mec hanical properties of the alloys such as fatigue 
strength, total elongation and hardness [1, 2, 3, 4]. The complexity of the process makes a 
full and detailed study a difficult task, involving a full parametric study of the phenomenon 
at different time and length scales.
The subject of this Thesis is to propose a multiscale model of solidification, linking the 
atomistic, the microscopic and the macrocopic approaches to the solidification. This multiscale 
methodology is validated by applying it to several elemental and alloy systems. Aluminum 
and tin based alloys were chosen due to their wide scale application in automotive airspace 
and electronic packaging industries respectively.
This Thesis is comprised of three Chapter?!. The first Chapter introduces the atomistic 
approach to the phase transition. It introduces the fundamental and pertinent principles of 
the statistical mechanics and the notion of interatomic potentials as well as the corresponding 
computational methods used in atomistic modelling. The aim of the first Chapter is to prove 
the capability of atomistic models to deal in an accurate, reliable and comprehensive way, 
with the solid-to-liquid and liquid-to-solid phase transitions and therefore, their capacity to 
be used as a serious alternative, or complement, to the time consuming and expensive ex- 
perimental measurements of material properties needed in the micro-scale and macro-scale 
simulations. On the other hand, the use of properties based on atomistic models provides 
the micro and macro scale simulations with a firm physical basis and decreases considerably 
the need for empirical assumptions in these simulations. The second Chapter describes the 
microscale approach to the solidification and its ability to reproduce microstructural features 
and their influence on the mechanical properties of the final cast. It also discuss the mecha- 
nism by which atomistic models can contribute: to the improvement of the micro models and 
describes in details the links between the atomistic and micro scales. The aim of the second
Chapter is to implement the combined atomistic-micro model, using the Rappaz model for the 
micro modelling as described in Chapter 2, and to validate this bi-scale model by comparing 
qualitatively and quantitatively (where possible) the results obtained via the bi-scale model 
with other experimental and computational results. The model was validated for different 
alloying systems undergoing different solidification processes.
The last Chapter deals with the macroscopic approach to the phase transition. It discusses 
the macro model used for the simulation of the heat and mass transfer during the solidification 
and the way by which the link between the atomistic-micro model, already developed, and the 
macro model can improve the predictions of the model and also enable the model to predict the 
local microstructure of solidification at a given temperature. It discusses in details the links 
between the atomistic and macroscopic, the microscopic and macroscopic models and how their 
present limitations could be overcome by using outputs from the atomistic and microscopic 
models. The aim of the third Chapter is to implement the coupled atomistic-micro- macro 
model of solidification, using the Physica software for the macro modelling as described in 
Chapter 3, and to validate this multiscale model by applying it to several commonly used and 
industrially important binary alloys, and to compare qualitatively and quantitatively (where 
possible) its results with other experimental or computational results.
The full implementation of the model, with all the links between different scales is presented 
schematically in the Figure 1. The way by which different discretised domains at various levels 
are linked together is shown in Figure 2. As shown in Figure 1, material properties calculated 
at atomistic level, such as the nucleation rate, .diffusion coefficient, specific heat , latent heat 
and shear viscosity, are used as input to both the micro and macro levels. The micro level 
results, such as the variation of the solid fraction for a given cooling rate and mould's quality, 
are used also as input to the macro level and the output of macro level, such as the temperature 
field, is feed back to the micro level for the prediction of local microstructures. The influence 
of process parameters, such as the cooling rate, were taken into account at the atomistic level 
as well as the alloy parameters, such as the solute concentration.
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Chapter 1
Nano-Scale approach to phase 
transition
1.1 Why do we need an atomistic modelling?
Phase transitions, like many other natural phenomena, originate at an atomistic level. The 
need to describe and to understand fully the nature of the physical processes involved in 
order to control, and therefore adapt, them to industrial applications is an ongoing challenge. 
Phase transitions are multiscale and multiphysics processes, involving different time, length 
and energy scales. To study these processes we need to know why, when and how they are 
initiated. Since a phase transition begins with atoms and molecules rearranging themselves 
within the system, we need to include an atomistic aspect to the modelling of the overall 
process. The knowledge of the atomistic structure and the manner in which it changes due to 
a phase transition will allow us to shed light on underlying parameters which influence and 
control the physics of the system. Without an atomistic approach to a phase transition, the 
real nature of the processes involved could not be completely understood.
In this Chapter, the nature of phase transitions in metallic systems and the method of the 
Molecular Dynamics (MD) simulation, based on the use of prescribed interatomic potentials, to 
model the initial stages in the emergence of these transitions will be discussed. We concentrate
on the liquid-to-solid transitions in elemental and binary alloys since these transitions influence 
the final microstructures in casts and also determine their thermo-mechanical properties. 
Solidification, unlike melting, occurs once a potential barrier has been overcome [5]. A liquid 
system shedding its heat content will reduce the speed of its atoms, or molecules. At a 
sufficiently low temperature, atomic clusters in the liquid, which have been unstable until now 
and could disassemble quite easily due to thermal agitation, are transformed into solid nuclei 
[5, 6, 7] in which the interatomic attractions are greater than the thermal agitations. This 
critical undercooling of the liquid system, which is necessary for the creation of solid nuclei, 
corresponds to a critical Gibbs free energy [5, 6, 7], which is a manifestation of the potential
v
barrier to solidification. With each nucleus size there is associated a critical undercooling and 
a critical radius [5]. The higher is the undercooling, the smaller will be, the critical radius. 
This is due to the fact that the number of atoms necessary to interact, in order to overcome 
the thermal agitation, decreases with an increasing undercooling [5, 8]. For elemental metals, 
the critical undercooling can even reach 20% of the value of the melting point [8]. For alloys, 
as we shall see in this Chapter, the critical undercooling is much less (around 5%) [8].
The task of pin-pointing the transition from the liquid state to the solid state is quite 
important and is based on the calculation of the level of order, within the system [9]. Further 
on in this Chapter, the main methods used to calculate the orderlyness of an atomic system 
will be discussed.
1.2 Study of Phase Formation
1.2.1 Various orders of phase transition
Generally speaking, there are two kinds of phase transformations [10]. These are referred 
to as the first order and the second order transitions. If we consider a given property, A. 
whose phase transition is under investigation, and which is a function of Xi state variables 
(i = 1,      , TV), we can define an nth order phase transition if and only if (^^-) 7^ (lix"2") and 
all other lower order derivatives are continuous throughout the transition zone, where .4] is
18
associated with the phase one and with the phase two [10].
In the case of thermodynamic phase transitions, the system's property that is of interest 
is the Gibbs free energy, and the state variables considered are the temperature and pressure 
[10, 11]. Consequently, a first order phase transition is obtained when [10]
^ -g 
V 
An example of a first order phase transition is the solid-to-liquid transition [10, 11]. 
A second order phase transition is obtained when
V 
where the first order derivatives are continuous throughout the transition zone.
1.2.2 Why does a phase transition occur?
All systems have the tendency to go towards a state of maximum entropy and minimum 
enthalpy and therefore their equilibrium state at a given temperature and pressure must 
satisfy these criteria [8, 12]. As mentioned previously, the fundamental quantity to consider 
is the Gibbs free energy which is defined as
(1.3)
where is the enthalpy, given by
(1.4)
and 5 is the entropy, yu the chemical potential, is the total internal energy, is the pressure 
and is the volume of the system. At equilibrium, 0. Therefore, for two given 
phases we must have AG < 0 to obtain a phase transition from 1 to 2. At the 
transition temperature the two phases have the same G values and coexist together. For
19
temperatures above ) the liquid phase has a lower Gibbs free energy and is therefore the 
more stable phase.
1.2.3 Liquid-to-solid phase transition
In contrast to a melting process which occurs when the system reaches its transition tempera- 
ture [5], the solidification does not occur until a certain critical temperature, (Tc ), 
the (Tm ), is reached. [5, 8, 12]. The difference, AT = Tc , is called the or 
the of the system. The origin of this phenomenon can be seen from Figure 1.1 
below [8], where the potential barrier has to be overcome before the system can change its
Variation of Gibba Free Energy with the Cluster Radius
Olbbf Bneigy (Jol)
Clutter'* RuHtn (A)
Figure 1.1: Potential barrier to solidification
phase.
According to the Volmer's theory [5], a phase transition begins with local deviations from 
the normal state leading to fluctuations in density and concentration. In a sys- 
tem, such as a liquid or a vapour, there are always small fluctuations of the density compatible 
with the global state of aggregation. These arf> called fluctuations. On the other 
hand, there might be the fluctuations which lead to the emergence of a state of 
aggregation. These density fluctuations are stothastic in nature. If these density fluctuations 
are sufficiently intense, they lead to an increase in the number of possible collisions among 
the atoms, resulting in the emergence of clusters of atoms in the system. These clusters are of
20
shapes but they can be approximated by shapes and therefore a radius can 
be associated with them. If the mother phase, for example the liquid phase, is more stable, 
i.e. its chemical potential is smaller than that of the new phase, then the clusters will not 
grow and will decay back into the mother phase. On the other hand, if the chemical potential 
of the new phase is smaller than that of the mother phase, then the clusters will grow without 
limit after reaching a certain radius. Such clusters are referred to as 
The variation in Gibbs free energy resulting in the generation of critical nuclei is given by [5]
and
is the number of atoms in the critical nucleus, and where is the cluster's shape factor, 7 is 
the surface tension and is the chemical potential.
1.3 Elements of Statistical Mechanics
1.3.1 Pertinet concepts from statistical mechanics
Statistical mechanics acts as the link coupling the microscopic, i.e. the atomistic, description 
of a system to its gross, thermodynamic, or macroscopic state. We now introduce some of its 
essential concepts that underlie the MD modelling studies reported in this Thesis.
A mole of any material consists of 6.02 x 1023 atoms. The of such an assembly 
of particles, characterized by a set of macrostate variables, such the energy the volume 
and the temperature at any time can be realised in one of an extremely large number 
of characterized by the positions and momenta of the constituent particles. For 
an TV-particle system, it is more convenient to represent the microstate of the system as a 
point in an abstract 67V-dimensional space, called the As time evolves the system 
switches from one microstate to another, resulting in the motion of the representative point
21
in the phase space to trace a trajectory. Since over a reasonable time duration all we observe 
is the time-averaged behaviour of the system, it is more practical to consider a collection of 
systems, all mental copies of the original system but in different microstates, all of which are 
compatible with the same macrostate, at a instant of time, and then compute the average 
behaviour over this collection, rather than of the original system over the time duration. Such 
a collection is called a Gibbs and the average computed over the ensemble is referred 
to as the 
Since over a sufficiently long period of timei, a system will be able to visit all the different 
accessible microstates in the phase space, therefore any trajectory defined over the phase space 
will be reversible. This is called the principal [13, 14] and any ensemble satisfying it 
will be considered as an ergodic ensemble. 
[13, 14]. The assumption of this equality between these two 
averages lies at the very foundations of the ME' simulation technique.
1.3.2 Statistical-mechanical ensembles
Depending on the prescribed set of macroscopic: conditions, one can define four major ensem- 
bles enumerated below (see Figures 1.2) [11, 15]:
  An isolated system in equilibrium is represented by a in which 
the set (N,V,E) is kept constant, where N is the number of particles, V is the volume 
and E is the total energy.
  A closed system in thermal equilibrium with a heat bath is represented by a 
in which the set (N,V,T) is kept constant, where T is the temperature.
  An open system in thermal equilibrium with a particle chamber is represented by 
in which the set (/z, V, T) is kept constant, where /z is the chemical 
potential (see Section 1.3).
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  A closed system in thermal equilibrium with a pressure bath is represented by an 
in which the set (N, P, T) is kept constant, where P is the pressure.
We can define the probability distribution function of an ensemble as a 
[13, 14]
= '
Qens ~
where is called the function of the ensemble. 
The ensemble-average value of any property is given by
where is the property under study and F denotes a particular point in 6N-dimensional phase 
space.
1.4 Molecular Dynamics (MD) Simulation Method
1.4.1 Equations of motion
Classical molecular dynamics simulation is concerned with the computation of space-time 
trajectories of a system of N interacting particles confined to a finite volume [13, 16]. The 
coupled differential equations of motion of the particles are solved using a variety of finite 
difference methods. The forces experienced by the particles appear in the equations of motion, 
and these are computed as the negative gradient of scalar potentials. The prescribed potential 
functions are represented by interatomic potentials which can be obtained either from 
calculations that take into account the electronic degrees of freedom, or by semi- 
empirical methods that employ a variety of 
In a classical MD simulation the deterministic: force experienced by the particle in an N- 
particle assembly is given by
fi (1.9)
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heat bath with 
constant temperature
no exchange of energy 
or particles
(a) (b)
H,V,T heat bath with constant 
temperature, 
particle reservoir
_N,P, T __. heat bath with constant 
temperature, 
moveable system walls
(c) (d)
Statistical-mechanical ensembles
Figure 1.2: Typical ensembles used in MD simulations: (a) canonical ensemble with Helmholz 
Free energy as the thermodynamic potential; (b) microcanonical ensemble with the entropy 
as the thermodynamic potential; (c) grandcanonical enesemble with Massiue function as the 
thermodynamic potential; (d) isobaric-isothermal ensemble with Gibbs Free energy as the 
thermodynamic potential.
where m; is the mass of the particle. In terms of the total interaction potential energy, the 
force can be written as
fi = -Vri £7 (1.10)
In an MD simulation, we can make the assumption that the total potential energy can be 
expanded in terms of two-body, three-body, etc terms
E (1.11)
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where the first term represents the potential due to sources to the system, and the 
remaining terms are due to the interactions among the particles. The total kinetic
energy is given by [13]
A' ? (1.12)
1.4.2 Finite-difference methods of solution of equations of motion
In an MD simulation, we have to solve a system of N coupled equations of motion ,eqn. (1.9). 
A variety of finite- difference methods have been devised for this purpose [13]. Below, we briefly 
summarize those techniques that have been employed in this Thesis.
1.4.2.1 The Verlet algorithm
The Verlet algorithm, is a step- by-step finite difference method and is based on the Taylor 
expansion of the dependent variable under investigation at time [13]. To calculate the 
equations of motion, eqn. (1.9), the algorithm stores the positions, and at times 
and and the acceleration, a(i), at time If we consider two Taylor expansions
, (1.13)
then by adding these two series together we obtain the Verlet algorithm for positions as
(1.14)
where is the time step. As can be seen, the velocities have been eliminated and are therefore 
not necessary for the calculation of the trajectories, but they are needed for the calculation of 
the kinetic energy and therefore the total energy. Hence, subtracting the two series gives
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It can be seen from these equations that the Vorlet algorithm, due to the symmetrical aspect 
of and is time reversible and the evolution of the trajectories is handled in 
one step in contrast to some other methods.
1.4.2.2 Velocity- Verlet algorithm
The original Verlet method has been extended where the positions, velocities and accelerations 
are all stored at the time step [13]. The advantage of the method is that it minimizes 
the round-off error. This is a two-step method in which the first step consists of
+ + 
(1-16)
where the positions are advanced from to + but velocities from to + To obtain 
the velocities at t, forces are computed at + <5i, and using these, we have
v(t + + i(ft) + (1.17)
£ Z*
1.4.3 Periodic Boundary Conditions (PBC)
In an MD simulation, we consider a finite nano-sized model system to represent an element 
of the macroscopic system. The finite size of the system introduces undesirable 
since the percentage of atoms on the surface of the model is relatively high. Therefore, the 
bulk properties cannot be properly represented [13].
To overcome this problem, use is made of as shown in Figure 
1.3 [13]. In this method the central simulation box is replicated in three dimensions throughout 
the space, and this mimics an infinite lattice representing the bulk phase[13]. When a particle 
within the central box moves, all its periodic images within the periodic boxes move in exactly 
the same way. Therefore, if a particle leaves the central box from the right hand side, one 
of its periodic images enters the box from the left hand side. This procedure eliminates the
surface effects associated with small systems. There are some limitations concerning the use 
of the boundary conditions to represent the bulk phase at equilibrium. Due to the symmetry 
of the simulation box, some anisotropy can be artificially imposed on the system which may 
be isotropic at the beginning. On the other hand, if we have long range interatomic forces, 
any particle can interact with its own images within the adjacent boxes and will introduce 
errors into the calculation of the force and potential. Another problem is the suppression of 
all the density wavelengths bigger than the length of box. These phenomena occur mostly 
near the phase transition zones. Therefore, we can conclude that the best use of the PBC is 
when the system is at equilibrium, far from the phase transition regime and having a short 
range interatomic potential.
It is possible to use noncubic or spherical boxes to reduce the anisotropy effect but in
* * 
*
* * 
* 
*
* *
Periodic boundary conditions 
used in the Molecular Dynamics
Constant volume ensemble with fixed number of 
particles and periodic boundary conditions 
compensating for the surface effect. ____
Figure 1.3: Periodic boundary conditions
this case the computer code will be much more complicated.
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1.4.4 Minimum Image Convention
The force subroutine is the main subroutine determining the run time of an MD simulation. 
This is the force experienced by each atom within the central simulation cell due to all the other 
(N-l) atoms. Furthermore, there are also the interactions between the atoms in the simulation 
box and the periodic images of the (N-l) particles in all the other periodic cells. Clearly this 
is an infinite number of interactions. To overcome this problem, an approximation called 
[13] has been devised in which a given particle in the central 
box interacts with the of all the other particles in the adjacent cells. 
An N-particle system interacting in a pair-wise fashion under the minimum image convention 
requires 1) interactions. This would still be a very large number if N is big. A further 
approximation to reduce the number of interactions is to apply a radius to the potential 
which will limit the interactions to those pairs which lie within the cut-off range. In the case 
of metals, a suitable cut-off radius would be equivalent to 2 or 3 lattice parameters, which is 
long enough to consider all the quantitatively important pair-wise interactions. By combining 
the cut-off method and the minimum image convention, we can substantially reduce the run 
time of a simulation.
1.4.5 Neighbour List
We can use the cut-off radius to produce a neighbour list for each particle in the system [13, 16]. 
The Verlet neighbour method can be used to create the neighbour list. At the beginning of 
the run, all the pairs with an interatomic distance smaller than the imposed cut-off will be 
stored in an array. A second array, storing the addresses for the beginning and the end of each 
particle's neighbour list is also created. Several methods of creating such a list exist [13]. The 
list is updated at each time step. However, for <a slow moving system, the list can be updated 
after many time steps.
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1.4.6 General Implementation of an MD Simulation
In an MD simulation, we must first select a statistical-mechanical ensemble which is appropri- 
ate for the problem under investigation. The model-system must then be so that 
the simulation starts with a system that has The periodic boundary conditions 
and the cut-off are applied. The initial positions of the atoms and their velocities must be 
supplied. These initial velocities are generated in accordance with Maxwell-Boltzmann distri- 
bution with random orientations, and the initial positions reflect the geometry of the phase 
under consideration.
1.4.6.1 Interatomic potentials
Interatomic potentials lie at the basis of any MD simulation. They encapsulate the physics 
of the problem at hand. A great deal of effort has been spent over many years in developing 
appropriate potentials to model the physics of various classes of materials.
In this Section, we consider the pertinent interatomic potentials used for the metallic 
systems studied in this Thesis. Metallic bonding operates over the range of 0.2 to 0.5 nm 
[17]. For large interatomic distances, the predominant force arises due to van der Waals 
interactions, which is responsible for long range cohesion[17]. Metallic bonding, like covalent 
bonding, is due to the sharing of the electrons in the system, and hence a proper description 
of this bonding requires the consideration of the many-body effects.
Potentials employed in this Thesis are both of two-body and many-body types. These con- 
sist of the two-body Lennard-Jones potential and the many-body Finnis-Sinclair type poten- 
tials [18] due to Sutton and Chen [19] and Rafii-Tabar and Sutton [20], and Murrell-Mottram 
[21, 22] two-plus-three body potentials for elemental materials and their binary alloys.
1.4.6.2 Lennard-Jones potential
This potential is one of the simplest and oldest potentials which has been developed. It models 
the van der Waals force which originates from the dipole-dipole interactions [13], and leads to 
an attractive force between the atoms which is on average non-zero [17].
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The Lenriard-Jones potential has the general form
/ \ 6"
/ /T \ (1.18)
12 ' 
n
where r^ is the separation of atom from atom j, is the hard sphere distance between and 
j, and e is the depth of the potential at equilibrium [17, 13].
The problem with this kind of potential is that it can only properly model the rare gas 
elements, such as Argon [13, 17]. Other atomic elements, especially the metals, cannot be 
adequately described by pair- wise potentials for the following reasons [23, 24]
  For most cubic metals, the ratio of to 644 elastic constants is far from unity, but a 
pair-wise potential leads to the Cauchy relation, between these constants, 
which is not valid for metals.
  The prediction of the un-relaxed vacancy formation energy gives values around the co- 
hesive energy which is completely wrong for metals. The relaxation energy for metals 
is quite small and the experimental data suggest that the vacancy formation energy for 
metals is about one third of the cohesive energy [24].
  The interatomic distance between the first and second atomic layers within an unrecon- 
structed surface structure (bulk cross section) is predicted to be expanded by pair-wise 
potentials. This is opposite to the experimental data which suggest a contraction of the 
open surface's lattice spacing.
  Pair- wise potentials overestimate the melting point by up to 20% of the experimental 
value.
Potentials with a functional form having only one optimum at the diatomic equilibrium 
distance cannot be fitted properly to phonon frequencies.
Two approachs have been proposed to improve these potentials by introducing a new term 
which accounts for the many-body effects. The first approach is to introduce three-body and
four-body terms with appropriate functional forms arid symmetries, and the second approach 
is to introduce a term which is a functional of the of a given atom. This latter 
approach has led to several potentials, such as the Emebded-Atom Model [25, 26, 27], the 
Finnis-Sinclair [18] and the Sutton-Chen [19] potentials. The first approach is used in the 
Murrell-Mottram potentials [23] .
1.4.6.3 The Sutton-Chen potentials for FCC elemental metals
Sutton-Chen potentials [19] were proposed for the description of interatomic interactions of the 
ten FCC elemental metals. These potentials are based on the Finnis-Sinclair [18] methodology 
and have therefore the functional form
Utat = (1.19)
where the functions and are defined as 
(1.20)
and
(1.21)
therefore the potential is given by:
e (1.22)
where is the distance between atom and atom is a positive dimensionless parameter, 
e is a parameter with the dimension of energy, a is a parameter with the dimension of length, 
generally fitted to the lattice parameter, and (n, m) are positive constants. The choice of 
a power law for the function is based on the fact that for large interatomic distances, 
will behave as a pair additive potential mimicking the van der Waals behaviour and at short 
interatomic distances it behaves like a many-body potential and the passage between these
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two limits is quite smooth (continuous function) [19].
In order to investigate the behaviour of these potentials, let us consider a free surface and 
a single atom belonging to this surface. Its contribution to the cohesive energy of the surface 
is given by [19]:
(1-23)
where is the value of given by (1.21). Now, if we consider an additional atom above the 
surface at a distance from the surface, the new value of will be given by [19]
u' = -ec
a 
If is very large (long interatomic distances), the square root can be approximated by its 
first term of the Taylor series which is
Therefore, we see that by choosing around 6, for large distances, the attractive term behaves 
as a van der Waals potential and at short distances as the approximation becomes more and 
more irrelevent, the many body aspect takes over [19]. The parameters used in this potential 
have been fitted using the cohesive energy, lattice parameter and elastic coefficients of different 
FCC elemental metals, and therefore a table is available for the potential usage within a 
program.
The last point to consider is that the elastic stability of a metallic crystal , which implies 
that 644 > 0, Cn > 0 and Ci2 . For Sutton-Chen potentials this condition is satisfied 
with [20].
1.4.6.4 The Murrell-Mottram potentials for the Sn, Pb and Al
The Murrell-Mottram potentials consist of pair-wise and three-body interactions. They are 
written in the form:
The pair interaction term satisfies the conditions of a diatomic potential of stable diatomic 
molecules and therefore it has few parameters [21, 23] . The was used for the 
functional form of the two-body interaction term [21, 22, 23]. In the units of reduced energy 
and distance [13]
2 - a2p^ , (1.27)
where
 (1.28)
D is the depth of the potential well which corresponds to the diatomic dissociation energy 
at 0, which in turn corresponds to with the diatomic equilibrium distance. 
These are fitted to bulk cohesive energy and lattice parameter respectively. The only pa- 
rameter involved in optimisation of the potential is the parameter a2 , which is related to the 
curvature and therefore the force constant of the potential at its minimum [21, 22, 23] . The 
three-body term must be symmetric to permutation of the three indices i, and The 
most convenient way to achieve this is to create functional forms which are combinations of 
interatomic coordinates Qi, Q2 and This choice is justified based on the fact that these co- 
ordinates are the irreducible representations of the 53 permutation group [28] . If we consider 
a given triangle with atoms c^, and a^, the coordinates Qj, (i=l,3) are given by
Q2 (1.29)
with and r^ representing one of the three triangle edges. These interatomic
coordinates have specific geometrical meanings;, represents the perimeter of the triangle in 
reduced units, Q2 and Q3 represent the distortion factors from an equilateral geometry [23]. 
Any polynomial form which is totally symmetric in can be expressed as sums of products 
of the integrity basis [23], defined as three expressions as follows
Qi , <Q5 - ( L3°)
A last condition that must be imposed on the three-body term is that it must go to zero if 
one of the atoms goes to infinity. It means that large triangle perimeters correspond to large 
values. Therefore, the following form was chosen for the three-body part
(1.31)
where P(Qi, is a polynomial in the coordinates and F is a damping function which 
decays exponentially at long range. The damping function is considered as an exponential 
having a parameter 03 and therefore it will determine the range of the three-body potential. 
Three different kinds of damping function can be used:
  
, 
, (1.32)
, 
Using the exponential damping function leads in some cases to lattice instabilities for the 
following reason. The Rydberg function used as the functional form of the two-body potential 
does not go to infinity if the interatomic distance goes towards zero. It will be a very big 
value but not infinity [23]. Having this fact in mind, let us consider a very small triangle for 
which + r^ « 3re , in this situation the damping factor would be quite big and if the 
polynomial is negative for this small triangle, the overall three-body potential can overcome 
the two-body part and therefore create a lattice instability and the collapse of the system. To
avoid such a situation, it is necessary to add a function to the two-body repulsive 
part to make it go to infinity when the interatomic distance tends to zero [23]. 
The polynomial is given by
There are seven parameters to be fitted using the experimental data on phonon frequencies 
and elastic coefficients. For metallic systems having two different solid phases, four more terms 
corresponding to quartic terms in the polynomial can be added as
+ Ql) + (1-34)
So far, all the potentials that have been constructed, have been applied to simple 
Further on in this Chapter we shall study different mixing rules which we have 
devised in order to apply the same functional forms to the construction of poten- 
tials.
1.4.7 Binary alloy potentials
In order to construct interatomic potentials to model the energetics and dynamics of binary 
alloys, based on the use of elemental metal potentials, we need to make use of several 
which allow for the computation of an alloy potential parameters from those of 
the elemental materials. These rules are based on different averaging methods, such as the 
arithmetic or geometric averages. For the Sutton-Chen elemental potentials, these rules have 
already been obtained by Rafii-Tabar and Sutton in constructing long-range binary alloy po- 
tentials for FCC metals [20]. The rules applied to the Murrell-Mottram elemental potentials 
are specifically constructed in this Thesis.
1.4.7.1 Rafii-Tabar and Sutton fee binary alloy potentials
The potential is given by
(1.35) 
 lE'^i 
1/2
The operator pj is a site occupancy operator and is defined as
1, if the site is occupied by an atom A (1-36) 
0, if the site is occupied by an atom B
The functions and $Q^ are defined as
, (1-37) 
where and are both A or B.
In this model, values of , and are set to those of element and 
, , mBB and nBB are set to those of element 
(1.38)
(1.39)
The mixing rules defined for this potential are based on the assumption that the functions 
and may be expressed as:
(1.40)
Therefore, we can express the alloy parameters as
+ n j, 
,
The assumption of using a geometrical average for and $ are purely empirical. These 
potentials have the advantage that all the parameters for the alloys can be obtained from the 
parameters for the elemental metals the introduction of any new parameters.
1.4.7.2 Murrell-Mottram potential for Sn-Pb, Al-Sn and Al-Ni binary alloys
The Murrell-Mottram potential applied to binary alloys has three terms for the two-body 
interactions and eight terms for the three-body interactions. To obtain a realistic mixing rule, 
several rules were tried by fitting to the experimental value of enthalpy of formation.
1.4.7.2.1 Derivation of the mixing rule A rule involving 14 different parameters (the 
total number of the coefficients used in the two-body and three-body parts of the Murrell- 
Mottram potential) was searched for. As these parameters had positive or negative values, 
two different approaches were used. The first approach was based on allocating separately the 
sign and the absolute value, since there was a sign ambiguity when computing a geometrical 
average. The second approach was to allocate sign and absolute values at the same time by 
using averages which would not lead to a sign ambiguity. A list of these rules is (the averaging 
rules are common practice in MD as used by Rafii-Tabar et al. [20] for fee binary alloys)
  Rule 1: Geometric average for to GS and arithmetic average for , a2 and a3 and 
arithmetic average for , a2 and a3 . As to CIQ are only used for elements capable of 
allotropic transformation, these values are set to those related to the corresponding ele- 
ment with allotropic transformation. The sign assignment was the sign of the parameter 
with the highest absolute value.
Geometric average for D, c0 to and arithmetic average for a2 and a3 . 
The sign assignment was as in rule one.
The same averaging rules as in rule two but the sign assignment was as follows: 
for the two-body part of the potential, the same as in rule one but for the three-body 
part of the potential, the sign allocated would be the one corresponding to the atom 
which has the majority of atoms over a set of three.
4: Arithmetic average was used for all parameters.
Arithmetic average for to Cio and for a3 and geometric average for , 
and 02
The same as rule 5 except that an arithmetic average has been used for 
All the above rules were tested and the best fit was obtained using rule 5, which was adopted 
for this study.
The simulation of a system with a constant number of particles, confined to a fixed volume, 
and maintained at a constant preset temperature, T, is implemented within the framework 
of a constant or canonical, ensemble. The temperature acts as a control parameter. 
Such a constant- temperature ensemble can be realised in a variety of ways [29]
  Direct velocity scaling([13])
  Berendsen's method of temperature control([31])
  The Andersen method ([32])
  Nose-Hoover dynamics ([33])
The Nose-Hoover (N-H) dynamics [30, 33] was adopted as the temperature- control procedure 
in our simulations. The reason behind this choke is the fact that Nose-Hoover dynamics can
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generate true canonical ensembles in real space as well as the phase space. The partition 
function of the microcanonical ensemble of the virtual system is equivalent to the partition 
function of the canonical ensemble of the real system [14].
This method of temperature control is based on coupling a the simulated system. 
The method is implemented by introducing an additional, or degree of freedom 
which is coupled to the real physical system, and the system is then referred to as an 
system. The fictitious degree of freedom acts as a heat bath for the real particles [14, 34], and 
a mass, Q, is associated with it. The Hamiltonian function of the extended system is given 
by [14, 30, 34, 35]
' (L43)
where is the momentum for the virtual system, q is the coordinate for the virtual system, 
is the fictitious coordinate associated with the extra degree of freedom, is its conjugate 
momentum, is the number of degrees of freedom and is the Boltzmann constant. From 
this Hamiltonian the equations of motion of the particles in the system are obtained [14, 34, 35]
i _ PI
where C is the friction coefficient of the heat bath and is the thermostat temperature. The 
friction coefficient is not a constant and can take on both positive and negative values. The 
last equation controls the functioning of the heat bath. From this equation we see that if the 
total kinetic energy of the particle system is greater than then ^, and hence £, 
is positive. This creates a friction inside the bath and hence the motion of the particles are 
decelerated to lower their kinetic energy to that of the bath. On the other hand, if the kinetic 
energy is lower than then £ will be negative. This results in the bath being heated
39
up and accelerate the motion of the particles. The above set of equations are referred to as 
the 
To implement the N-H thermostat within an MD simulation, we need to substantially modify 
the velocity verlet algorithm, eqns. (1.16) and (1.17). The modified velocity-Verlet equations 
are given by [34]
T .(t + 5t) =Ti(t) 
The velocities v and the value of £ at time + are obtained as follows
C(< + f ) = CM + ^ (E,1i 
These equations allow the evaluation of , which is given by 
C(* + f ) + ^ (E£i + f ) - 
The velocities at time satisfy:
6t) = vt (t + ) + . - 6t) 
Z* 
from which we obtain
In above expressions, Fj is the force experienced by a given particle. A particular parameter- 
isation of is given by
(1.48)
where is the relaxation time of the heat bath. It controls the speed with which the bath 
damps down the fluctuations in the temperature. The number of degrees of freedom is given 
by p = 3(7V-l).
All phase transitions can be defined by the change that normally occurs in the order of the 
system while the transition takes place [9]. Thus, studying and detecting a phase transition 
imply a measurement of the order or disorder of the molecular system [9, 16]. There are 
several ways of measuring or evaluating the orderliness of a system either via experiments or 
theoretical calculations. Our approach to this problem is based on the evaluation of three 
important parameters, characterising the order of a crystalline structure (as indicated in [16])
  
and
  
These quantities can provide the necessary information on local molecular or atomic arrange- 
ments and therefore the degree of internal order of the system [9] .
Distribution functions can be obtained in different ways. We can create models to compute 
them or conduct experiment on real materials, or even obtain them from theoretical first 
principle calculations [13, 16]. One must always distinguish between Green functions and 
distribution functions as the former represents the propagation of the property under investi- 
gation from a given source and the latter is related to how neighbouring particles are structured 
locally [9] .
Consider fixed identical particles confined in a volume The position vectors of the centres 
of these particles are denoted by R^. The number density is
(1.49)
If there is no interpenetration or coincidences between different particles, then each point in 
space can only be occupied by one particle [13, 16]. By using the Dirac ^-functions we can
41
define the 
(1-50)
Therefore, = These Dirac ^-functions represent the occupancy functions for 
site Rj [13, 16]. We can also define the [13, 16]
i/ (2) (ri, r2 ) = J] ^fri R*M(r2 - Rj)- (1-51)
i=l j'^i
This function is equal to zero unless we have simultaneously the particle 1 at Rj and particle 
2 at RJ . By integrating over r2 each time that we have r2 = Rj =£ rj there will be a non-zero 
contribution of Dirac function related to r2 . Therefore, the integral will be equal to [13, 16]
-Rj) = (7V-l)z/(1) (n)- (1.52)
In the case of real physical systems, particles are atoms and molecules and therefore due to 
thermal agitations they cannot be considered as fixed in space. This means that in all the above 
formulae, we have to replace all the values by their respective ensemble averages [13, 16]. Thus 
denoting /^^(r)) by n^(r), the expression will be the average number of atoms and 
molecules which are centred in But, since the particles cannot coincide, therefore 
will be the probability to find a particle within This means that We 
therefore call the or the 
By averaging in the same way over r2 for the two-particle density function, we can find 
the 
n{2) ( ri ,r2)dr2 == l)n(1) (ri)dri. (1.53)
Due to the fact that the probability of occupation for particle 2 is not independent of the 
probability of occupation for particle 1, because of the interatomic interactions which exist
between different particles, we have[13, 16]
i,r2)^^1)(r1 )n^(r2 ). (1.54) 
We can therefore define a as a proportionality factor
n(2) (ri,r2 ) =n( 1 )(r1 )n( 1 )(r2)^(r1 ,r2 ). (1.55)
In the case of a homogeneous system, the number density function value is independent of the 
particle position and is equal to the number density
(1.56) 
Therefore the two-particle distribution function can be written as
1 ,r2 ). (1.57)
The integration of the pair-distribution function over the position vector, considering r = 
r2   FI and FI at the origin, yields
(1.58)
The interpretation of this equation is that the value (2)0(2) gives the probability of 
finding a particle at a point which is at a distance r from another particle centred at the 
origin. For isotropic systems, we have = r |) = It is always possible to 
define higher order distribution functions and to obtain more details about the structure of 
the system, [13, 16]. If 
we consider a spherical shell with thickness and centred on a particle at the origin, we can 
write
/ 47rr2 ?z0g(r)dr = , (1.59)
J shell
where is called the We can determine the 
or the number of nearest neighbours, by integrating the radial distribu- 
tion function over the distance which is the nearest distance between any given pair in the 
system [13, 16]. Therefore the coordination number is
(1.60) 
For an TV-particle in a volume V, with the number density no and the radial distribution 
function p(r), we have
(r-r«)\. (1-61)
Here the average defined is a time average, and ry is the distance between atoms and 
[13, 16]. As was mentioned previously, for homogeneous and isotropic systems the structural 
arrangement of particles is only a function of the distance between two particles and the 
orientation of the separation vector does not have to be taken into consideration. Therefore
-ry-, (1.62) 
i=i 
and since r^ = the sum can be written as
-ry)\. (1-63)
Normalisation of the radial distribution function leads to [13, 16]
/ -T7(Xm / (1.64)n0
«=1
This formula expresses the fact that if we sit on one atom and count the atoms in the system, 
we will find (TV   1) atoms [13, 16]. Therefore if we consider an atom over which we create an
spherical shell of radius and thickness Ar, the probability to find an atomic centre within 
this shell is given by
(1.65)v
In this formula, Ar) is the volume of the spherical shell. Therefore, the radial distribution 
function can be considered as a time-averaged influence of one atom over its neighbouring 
atomic positions [13, 16]. Two important consequences are that, first of all as we cannot find 
any two particles having a distance less than an atomic diameter, for distances less than one 
atomic distance the value of is equal to zero, and the second consequence is that for large 
separations in fluids, no atom has any influence* over other atoms' positions and therefore the 
value of will be equal to one.
Let us now consider how a radial distribution function is computed in an MD simulation. 
Using a finite shell thickness, Ar, we can rewrite the eqn. (1.69) as [16]
no E Ar) = 1 E /E E '«) (1.66)
Ar Ar U=l 
We can transform the double sum to a counter operator [9] and therefore write
(1.67)
Here the term Ar) represents the number of atomic centres found in a spherical shell of 
radius and thickness Ar with the centre on another atom [16]. As the equation must be 
satisfied term by term and for any thickness, therefore we can deduce
Ar) > < L68>
Now if we write the time average explicitly as the number of time steps for which we have run 
the simulation, the result will be [16]
l j
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In this expression, is the result of counting operation at time step in the run. 
This expression can be interpreted as a ratio between a local density and the system 
density which is no-
What is very important for a reliable and precise evaluation of the radial distribution 
function is the choice of the value of the thickness [16]. This must be small enough in order to 
capture the detailed internal structure of the system and at the same time large enough in order 
to sample a large population for a reliable statistical data. A value such as Ar = 0.025<r is 
the lattice parameter) is a good compromise for the radius thickness. The radial distribution
r
function for a crystalline structure at is a set of Dirac (^-functions representing the internal 
structure of the crystal [16]. At non-zero temperatures, these functions will be transformed 
into sharp Gaussians due to thermal agitations [16]. These Dirac or Gaussian, functions 
are a clear manifestation of the fact that within crystalline structures the local density is 
not constant and, based on the crystallographic structure, we get different spectrum of these 
localised density profiles with various heights. For a liquid, in contrast to a solid, we may 
observe a continuous spectrum, confirming the fact that the local density is uniform throughout 
the system.
[16].
In order to study the positional order and disorder in a solid system we can define a transla- 
tional order parameter which will represent the occupancy of different lattice sites [16]. Here 
we consider the order parameter of an FCC lattice structure. Other expressions can be found 
for other lattice structures. The translational order parameter is defined by
(1.70)
where AQ is defined as
with and is the lattice parameter of the FCC system [16]. For a solid. A = 1 
because the positional components, c^, are all integer multiples of ^o. For a liquid, the 
parameter will fluctuate around zero as the atoms are distributed randomly about the original 
lattice sites [16] . As the magnitude of the oscillation is ^, the bigger the system, the smaller 
is the fluctuation. This order parameter is appropriate for liquid-to-solid phase transition but 
not the solid-to- liquid transition as the system does not release the heat as it adsorbes it [16].
The RMSD is a measure of displacement of any given particle within the system during the 
phase transition [16]. For a solid, by definition, there must be no significant displacement of 
atoms or molecules within the system and, therefore, RMSD must be zero for a solid phase 
[16]. In contrast to a solid, the atoms and molecules within a liquid have certain amount of 
freedom to move around their original positions and, therefore, in going from the solid state to 
the iquid state the value of RMSD is increased, If the time origin is changed and the RMSD 
is averaged over it, a linear variation of RMSD for a liquid phase is obtained during the time 
[16]. RMSD is defined by
(1.72)
Molecular dynamics provides us with a valuable tool for obtaining information about the 
thermal, mechanical, entropic, electromagnetic and chemical properties of different phases. 
These properties can be obtained by averaging specific run-time parameters over a long period 
of time [13, 16]. As these properties are macroscopic properties, we need to use a sufficeintly
large-scale system in order to obtain reliable results. Therefore, there is a need for large-scale 
molecular dynamics simulations[13, 16]. We focus on the thermo-mechanical properties of 
atomic systems.
An important parameter to study during any phase transition is the rate of creation of 
nuclei of the new phase per unit volume of the system. This value is called the 
[5. 8, 12]. Evaluation of the nucleation rate during a phase transition requires the computation 
of the surface tension and the chemical potential. To calcualte the chemicel potential, the 
[16] has been used.
To evaluate the chemical potential, one needs to calculate the change in the Gibbs free energy 
of the system when the total number of particles present in the system varies ( (fj|) ) 
[14, 16] . The test-particle method is based on the calculation of the entropy variation of the 
system The chemical potential is defined as
It is a reversible work which is related to the addition or substraction of a particle to or from, 
the system [16]. For a microcanonical ensemble we can write this as [16]
where f2 is the statistical potential (number of microstates in the ensemble). We need to 
transform the ^p1 into a time average expression calculable by molecular dynamics. Using the 
test-particle potential, £/*, the instantaneous temperature, Tjns , the time average temperature, 
T, and the thermal de Broglie wavelength, A, we can write [16] :
-  ^ /(/cBT) 3/2 exp f-r-^ 
T 3/2 V B P l = -/c RTln 1 i~rt 
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(1.75)
where
A=   -   , (1-76) 
V 
with the Planck's constant arid m the mass of the particle. What we are intrested in is 
the variation of the chemical potential at a given temperature and density. Therefore, as 
under these conditions the contribution of the ideal gas part remains constant [16], we remove 
it from the chemical potential and only consider the excess part, also called the residual 
chemical potential [16]
exp P (1.77)
We have to keep in mind that the test particle1 method adds only a fictitious particle to the 
system and the dynamics of the system is unchanged by this insertion. Also the phase-space 
trajectory of the system remains intact [16]. Therefore, we can define the test-particle potential 
as the variation of the potential energy of the system before and after the introduction of the 
test particle which is equal to the sum of interactions between the test particle and the N real 
particles [16]. In reality, this is the amount of work that should have been provided if one 
wants to add a new particle to the system.
The position of the test particle influences the final result. Therefore, to obtain statistically 
reliable results for the time-average we need to introduce at each time step a randomly chosen 
set of test particles and to calculate for each one of them the test particle potential. Therefore, 
considering reduced variables (see [13]), the time average becomes [16]
-ins
(1.78)
where is the number of inserted particles at each time step and M is the total number of 
time steps. The reduced variables are shown using an * as superscript. These insertions are 
done for randomly selected positions at each time step using a random number generator [13]. 
In a canonical ensemble, the expression foi the residual chemical potential, i.e. the ex- 
cess part, is much simpler than in the microcanonical ensemble due to the constancy of the
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temperature. In this case we have [13]
(1-79)
To implement the test-particle method in a canonical ensemble, at each time step we use a 
random number generator to create new positions for a set of particles to be inserted into 
the system. The test-particle potential is calculated for each one of these particles ( 
and at each time step we add up the expression Sj^i exp and at 
the end we calculate the time average and obtain
M \
/irw = -Tln   XiM*   (1-80) 
The higher the number of test particles used for the insertion, the better will be the statistics 
of the result [16].
In order for a grain to be nucleated, an unstable liquid cluster must be transformed into a 
solid nucleus [5, 8, 12], and this transformation requires a minimum release of internal energy 
in order to decrease the thermal agitations in a way that interatomic forces may stabilize the 
liquid cluster and lead to the formation of a solid nucleus. Therefore, it would be reasonable to 
expect that the nucleation rate is dependent on the variation of the residual chemical potential 
during the phase transition. The nucleation rate is given by [5]
A, = 1(TJ exp (1.81)
where rys is the and 7 is the surface tension. This formula provides the number 
of grains formed per second and per cubic centimetre for a given temperature and a specific 
differential residual chemical potential, eqn. (1.79). The value of the differential residual 
chemical potential is calculated via the test-particle method, described in section ( 1.6.6 ).
Based on the generalised Einstein and Green-Kubo formula [16], for a given property 
the autocorrelation function can be defined as
/ ^^ /    " \ (1.82) 
The autocorrelation, or covariance fluctuation functions [13, 16], can be used to obtain several 
thermodynamical properties, such as the isometric and isobaric specific heats. If we consider 
the total enthalpy and the temperature T, can define the isometric specific heat as
(1.83)
where
< #2 > - < >2 . (1.84)
represents the Hamiltonian, i.e. the total energy. All the running mean square deviations 
are calculated, in our case, in the canonical ensemble. The isobaric specific heat is given by
(1.85)
where is the isothermal compressibility, is the thermal pressure coefficient and is the 
volume of the system. Both of these values represent the variation in the total energy of the 
system due to a variation in the temperature of the same system.
The isothermal compressibility measures how the system's volume responds to an isothermal 
pressure variation. It is defined as [13, 16]
-1 (1.86)
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where is the volume and the pressure of the system. In the canonical ensemble, the 
isothermal compressibility can be obtained using [16, 36]
(1.87)
where is the density of the system and 6 is related to the and is given by
N:
yv
y y r2 .
in which r^ is the atomic distance between atoms and and is the interatomic potential 
calculated at time step index A;. The value of isoentropic compressibility can be obtained using 
the isometric and isobaric specific heats [16]
(1.89)
In the case of isoentropic compressibility, the volume change of the system is in response to 
a reversible and adiabatic change of pressure in contrast to an isothermal change of pressure 
[16]. The isoentropic compressibility can be used to evaluate the velocity of sound within the 
material, w, via ___
w=J-^ , (1.90)
The thermal pressure coefficient measures the variation in pressure due to an isometric change 
of temperature. It can be obtained in canonical ensemble using the expression [16]
< (1.91)
where represents the variation of interatomic potential and represents the variation of 
the virial pressure of the system.
Shear viscosity is due to the velocity gradient which exists between parallel flux within a sys- 
tem [16, 37]. In the case of a molecular system, the way by which one particle's momentum is 
transported by the other particles in different directions is measured by the value of the sys- 
tem's shear viscosity [16, 38] . Shear and bulk moduli are, on the other hand, two parameters 
which represent the elastic behaviour of a system with regard to a sudden applied force [16]. 
Quantitatively, the bulk modulus is equivalent to the inverse of isothermal compressibility 
[16, 37] and shear modulus, also called the coefficient of rigidity, is equal to the static value of 
the shear viscosity.
The evaluation of the shear viscosity is based on the determination of the 
whose elements are given by [16]
AT 
(1.92)
where and /3 are (x,y,z). In this expression is the component of the velocity of 
atom and r^ is the component of the interatomic distance r^. The component of the 
force applied on atom by atom is represented by If the system is homogeneous 
and isotropic, then the tensor will be symmetric [16]. Based on the virial theorem [13], the 
time-average of the sum of the diagonal elements ( the trace ) will provide us with the total 
pressure ( kinetic and virial parts ) of the system [16]. The shear viscosity is given by the 
formed from the off-diagonal elements of the stress tensor. By 
choosing as in (1.82) we have [16]
(1.93)
where is the time origin and we sum over various time origins. The value of shear modulus, 
as mentioned before, is the static value (at origin) of the shear viscosity, and therefore we have 
[16]
(1.94)
where
=   E E E E' E E E
The summation is over the cyclic indices xy, yz and zx in order to increase the accuracy of 
the final result.
Green-Kubo formula allows us to relate a macroscopic transport coefficient to some molecular 
quantities [13, 16] which in the case of the diffusion coefficient is the The 
diffusion coefficient which is a measure of molecular diffusion due to stochastically distributed 
elastic collisions, is given by the expression [13; 16] :
(1.96)
This expression must be calculated for every particle in the system and the results must be 
averaged to increase the accuracy [13, 16].
It was indicated in Figure 1 that MD simulations are performed as a computational tool to 
provide the values of the following parameters n'eeded in the micro and macro scales modelling:
  The values of the diffusion coefficient and the nucleation rate are needed for the micro 
level simulations that are performed in Chapter 2.
  The values of thermo-mechanical properties, such as the specific heat, latent heat and 
shear viscosity are needed for the macro level simulations that are performed in Chapter 
3.
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The question that must be asked before using MD-based results, as input to micro- and 
macro- scale simulations, is how accurate and reliable these results are, and also how effective 
the phase transition is modelled by MD simulations. The accuracy of results produced by an 
MD simulation and the effectiveness of the phase transitions modelled, depend strongly on the 
accuracy of the interatomic potential used [22]. In order to investigate the suitability of inter- 
atomic potentials used, several MD simulations were conducted to study the phase transitions 
of elemental and binary metallic systems. In this Section, a description of the implementa- 
tions of these simulations and the results related to the detection of phase transitions via the 
calculation of the radial distribution functions and translational order parameters are given. 
Also the evaluation of thermo-mechanical properties, over a range of temperatures, such as 
the isobaric and isometric specific heats and shear and bulk moduli for several elemental and 
binary materials are provided.
Simulations involving Al, Cu, Pb, Ag-Cu, Sn-Pb and Al-Sn nano-sized clusters of atoms were 
performed. For different systems, the total number of atoms in these clusters varied within 
the range of 490 to 7040 as follows:
  490 atoms for Al and Pb clusters for the Study of the shear and bulk moduli, isothermal 
and isoentropic compressibility, latent heat of fusion and thermal pressure coefficient.
  490 atoms for the Al and Cu clusters for monitoring the emergence of the phase transi- 
tion.
  7040 atoms for the Al cluster in order to calculate the and 
4805 atoms for Ag-5%wtCu and Ag-10%wtCu binary clusters for the evaluation of the 
diffusion coefficient and nucleation rate.
  544 atoms for Sn-10%wtPb cluster for the evaluation of the diffusion coefficient and 
nucleation rate.
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  490 atoms for Al and Al-3%atSn binary clusters for the evaluation of the diffusion 
coefficient and nucleation rate.
The simulation's time step was set at 2fs. The time step must be chosen carefully in 
order to allow the temperature bath to relax the system thermally. Therefore the time step 
is chosen about an order of magnitude less than the relaxation time used in the Nos-Hoover 
dynamics. The initial temperature was set at and was raised to 2010K for the Al, Pb and 
Ag-Cu clusters, to 3010K for the Cu cluster and to 1540K for the Sn-Pb and Al-Sn clusters, 
well above their respective liquidus temperatures. All the clusters were initially constructed in 
their respective crystalline states. The liquid states were then obtained, and equilibrated for 
10,000 time steps using the Nose-Hoover thermostat formalism for the temperature control, 
eqns. (1.45), (1.46) and (1.47). Following equilibration, the system was cooled down at the 
rate of per 100 time steps until it reached the room temperature. During cooling, the 
system was periodically re-equilibrated at several intermediate temperatures. The PBC was 
applied and a cut-off, equal to 2 lattice parameters in the case of SC and RTS potentials and 
equal to the atomic diameter in the case of MM potential was applied.
The case of Sn-based alloys, for which a new mixing rule for the MM potential was devel- 
oped, were complicated due to their allotropic transformations at 13.6°C from an a-diamond 
structure to a /3-tetragonal body-centerd structure.
The Murrell-Muttrom potential, as described in Section (1.4.6.4). was used in order to 
study the properties of Sn-based alloys, in our case the Sn-Pb alloy. 
Six different mixing rules based on arithmetic and geometric averages were used as described 
in Section 1.4.7.2. These rules were applied to Sn-50%wtPb at 773K for the calculation of 
the enthalpy of formation, The enthalpy of formation was used to find the best fit 
for the alloy potential.Table 1.1 shows that the result obtained with rule number 5 was in a 
reasonable agreement with the experimental result [42].
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Table 1.1
mixing rule
1
2
3
4
5
Experiment
A# £3_*pt '(cal/gr)
514
290
218
243
299
error to expt.
171%
3.34%
4.0%
19.0%
0.33%
300
In order to investigate further the validity of the mixing rule, the rule number 5 was applied 
to several alloys with different Sn and Pb concentrations. The results obtained for varying Sn 
concentrations are shown in Figure 1.4. It can be seen from this Figures that the simulated
Figure 1.4: Simulated and experimental enthapfy of formation of Sn-Pb alloy using the mixing 
rule number 5
value is under-estimated for Sn concentrations smaller than 50%wt and is over-estimated for 
Sn concentrations higher than 50%wt. In order to find out how accurate this alloy potential is
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for the evaluation of the thermo-mechanical properties, the isometric heat capacity and also 
the shear viscosity were calculated using eqns (1.83) and (1.93) respectively for the alloy 
compositions for which experimental results were available. It can be seen from Table 1.2 
that the simulated values of the cohesive energy and the isometric heat capacity are in good 
agreement with experimental values. This suggests that the fitted alloy potential, obtained 
using the enthalpy of formation, can reasonably model the interaction of particles within the 
binary cluster. As the MD simulations are used to calculate the nucleation rate, eqn. (2.2), 
based on the computation of the residual chemical potential, eqn. (1.79), therefore having 
a potential which models accurately the particle interactions is very helpful. Hence the MM 
potential can be used to evaluate the residual chemical potential and therefore the nucleation 
rate. The value of the isometric heat capacity can also be used as an input for the macro level 
simulation (see Chapter 3) as the difference between the experimental and simulated values 
are in a range of 2 to 3 percent.
Table 1.2
Material
Sn-50%wtPb
Sn-50%wtPb
Sn pure
Sn-50%wtPb
Sn pure
Pb pure
Temperature K
298
775
298
625
10
10
Property
Ct;
Cv
cohesive energy
cohesive energy
Experiment
210 J/KgK ([43])
226 J/KgK ([43])
0.02 Kg/sm ([43])
3.12 ev
2.04 ev
Simulated
205 J/KgK
251 J/KgK
230 J/KgK
0.05 Kg/sm
3.09 ev
1.92 ev
Despite the fact that the MM potential is not based on the thight binding theory [44], its 
behaviour regarding the surface reconstruction, resembles interatomic potentials, which are 
based on the second moment approximation of the thight binding theory [44] in an effective- 
medium. It has the advantage of reproducing accurately the lattice energy but has the dis- 
advantage of not reproducing the lattice structures accurately, especially lattice surfaces. In 
order to illustrate this fact a cluster of 1000 Sn atoms within a diamond structure at OK was 
constructed. The cluster was equilibriated for 10000 time steps at OK and then heated up to
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273K within 20000 time steps. The cluster was then re-equilibriated for 10000 time steps at 
273K. The lattice structure corresponding to this temperature is shown in Figure 1.5. It can 
be seen that far below the surface, the lattice structure is preserved and the diamond structure 
is in place but near the surface the lattice is deformed and distorded. Therefore, in order to
Figure 1.5: The Sn diamond structure at equilibrium, at 273K
obtain precise thermo-mechanical properties we need to increase the number of bulk particles 
in comparison to the surface particles.
In this Section the validity of MD simulation^ for the study of phase transitions has been 
investigated using the evaluation of the RDF, eqn. (1.69), and translational order parameter, 
eqn. (1.70), of Al and Cu clusters. As for any crystalline structure, at tempeartures far 
from the melting point, the local atomic density is anisotropic and has a Dirac 5-function-
like distribution. At higher temperatures, due to thermal agitations, the Dirac 5-function 
transforms into a Gaussians distribution and by reaching the melting point the local atomic 
density spectrum becomes continuous [16]. A cluster of 490 Al atoms within an FCC structure 
was constructed. The RTS potential was used to equilibriate the cluster during 10000 time 
steps at The RDF was calculated for the equilibrium cluster at using eqn. (1.69) as 
shown in Figure 1.6. A set of Dirac 5-functions representing different localised atomic densities 
can be observed. As the system was not disturbed by the thermal agitations, the value of RDF 
was discretised due to the relative position of atomic pairs within the crystal structure. The 
highest frequency was observed for the pairs of atoms representing the nearest neighbours 
in the FCC structure at a distance of one atomic diameter which is around 0.71 times the 
lattice parameter. Now, for the same cluster of 490 Al atoms, we began to heat up the system
10
0
Figure 1.6: Radial Distribution Function at 0 Kelvin for Al
at the rate of 2010 within 20000 time steps, melting down the crystal structure. Due 
to the increased thermal agitation at this high temperature, atoms moved from their initial
positions and the relative distances of atomic pairs within the heated system were no longer 
confined to thier original values as it was the case at Therefore, the spectrum of allowed 
relative positions become more continuous and, the total density of atomic pairs observed at 
a given position decreased. This means that the original set of Dirac 5-functioris were now 
transforming into a nearly continuous spectrum. This was shown by the value of the running 
RDF (the term running corresponds to the fact that the RDF was calculated at each time 
step for varying temperatures) in Figure 1.7(a). After reaching the temperature of 2010/C, the 
system was re-equilibriated for 20000 time steps and the value of RDF is calculated at this 
temperature as shown in Figure 1.7(c). By comparing Figures 1.7(c) and 1.6 we can observe 
the complete transformation of the RDF for a solid phase to the one corresponding to the 
completely liquid phase. At these temperatures above the melting point, the crystal structure 
was completely gone and the spectrum was completely continuous and had only one peak 
left as shown in Figures 1.7(a), representing the greater number of minimum distance atomic 
pairs due to short range ordering in liquid systems [16] with the peak at one atomic diameter. 
By re-solidifying again the liquid system and decreasing the temperature from 2010^ to 10
within 20000 time steps, rearrangement of atoins into a crystalline structure, began to bring 
back the Dirac function-like distribution as shown in Figure 1.7(b) representing the running 
RDF within the temperature range of 2010 to LOK. Once the system reached the 10K, it was 
re-equilibriated for 10000 time steps and the RDF calculated at this temperature is shown in 
Figure 1.7(d). The spectrum was once more nearly discretised with some interferences due 
to residual thermal agitation at 10K and the lattice reconstruction inperfections due to MD 
simulations observable also in Figure 1.8. The change in the order of an atomic cluster, was 
a manifestation of the structural change. For an interatomic potential to simulate the phase 
transition accurately, the correct reconstruction of the crystalline structure is an advantage. 
The change in the lattice structure was monitored during the melting and the solidification 
of the 490 Al atoms cluster and is shown in Figure 1.8. In Figure 1.8(a) the atomic cluster 
is liquid and no crystallographic plane is observable. Figures 1.8(b) and (c), represent the 
reconstruction of the crystallographic planes whithin the FCC structure before and after the 
equilibrium respectively. The most important aspect of the phase change in this Thesis is the
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1Figure 1.7: Variation of the Radial Distribution Function with temperature for Al
quantification of the change in the internal energy of the system due to the relation between the 
variation of the Gibbs Free energy or the residual chemical potential and important material 
properties such as the specific heat, viscosity, nucleation rate or diffusion coefficient. The 
release of the latent heat or enthalpy of fusion, A# , during the solidification, levels down the 
internal energy of the system and therefore the value of Gibbs free energy is lower in the solid 
phase in comparison to the liquid phase. This difference between the values of the Gibbs free 
energy is the driving force behind the liquid-to--solid phase transition as shown in Figure 1.1. 
For the same Al cluster, the variation of the Gibbs free enrgy during the melting and the 
solidification was monitored as shown in Figure 1.9. During the melting process, the values of 
both interatomic potential and Gibbs free energy increased as shown in Figure 1.9(a). To make 
sure that the system reached equilibrium, the potential and Gibbs free energy were monitored 
and appeared to be constant in Figure 1.9(c). During the solidification, in opposition to the 
melting, a discontinuity was observed at the melting point due to the release of the latent heat
cFigure 1.8: The reconstruction of the Al crystallographic structure after solidification
which characterises the driving force for the phase change as shown in Figure 1.9(b). The 
value of the potential and Gibbs free energy was monitored once more at equilibrium at 
and they also appeared to be constant but much smaller than those at 2010/f. This is shown 
in Figure 1.9(d).
In order to test further the interatomic potential, the same process was applied to copper. 
To see if the elevelation of temperature high above the melting point has any influence on 
the behavior of the potential (it must be kept in mind that interatomic potentials are idealy 
created for zero Kelvin), a cluster of 490 Cu atoms was considered and equilibriated at 10K 
during 10000 time steps. The Cu cluster was then heated up from 10K to 3010K during 30000 
time steps The system was then equilibriated at 301 OK for 10000 time steps. The variation 
of the RDF during the melting and at the liquid phase was similar to the aluminum and is 
shown in Figures 1.10 (a) and 1.10(b) respectively. By resolidifying the cluster from 301 OK 
to 10K during 30000 time steps and after the re-equilibrium at 10K during 10000 time steps,
40000 42000 44000 46OOO 4SOOO 5OOOO 52OOO S4000 56000 58000 60000 
time-step
b
20000 22000 24000 26000 280OO 3OOOO 32OOO 34000 36000 38OOO 40000
time-step
0 2000 40OO 6OOO 8OOO 10000 12000 14OOO 16OOO 16000 20000 
time-step
60000 61000 62000 63000 64OOO 65000 66000 67000 6800O 69OOO 70OOO 
lime-step
Figure 1.9: Variation of Gibbs free energy with temperature for Al
the reconstruction of the lattice can be observed via RDF as shown in Figures 1.10(c) and 
1.10(d). As in the case of the aluminum the reconstruction of the crystallographic planes due 
to the transition between the liquid and the solid phases can be observed in Figures l.ll(a-c). 
By comparing Figures 1.8(c) and l.ll(c), it can be seen that the lattice reconstruction was 
somehow more accurate in the case of the copper than aluminum. This fact show the relative 
applicability of the same potential to different materials with the same crystalline structure.
1
0
Figure 1.10: Variation of the Radial Disdtribution Function with temperature for Cu
The change of the internal energy of the sytem was also monitored to reflect the decrease of 
the Gibbs free energy due to the liquid-to-solid phase transition. The release of the latent heat 
of solidification and the change in the value of the Gibbs free energy during is shown in Figure 
1.12. As expected, as in the case of aluminum, the level of internal energy of the system was 
lowered due to the phase change. These two test cases of Al and Cu, show quite accurately, 
that three main aspects of the liquid-to-solid phase transition are correctly simulated and
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Figure 1.11: The reconstruction of the Cu crystallographic structure after solidification
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Figure 1.12: Variation of Gibbs free energy with temperature for Cu
modelled by the use of molecular dynamics techniques
  The change in the order of the system was correctly monitored via the calculation of the 
RDF and the translational order parameter.
  The re-construction of the crystallographic planes could be observed at the end of the 
solidification and for an equilibrium state.
  The release of the latent heat, or the enthalpy of fusion, could be measured and the 
transition point detected quite clearly.
Hence, it can be concluded from the above that the use of MD simulations for the detection 
and monitoring of the phase transition is quite appropriate and, therefore, the evaluation of 
the material properties during the phase transtion can be done using MD. In the following, 
MD simulations applied to elemental and binary metallic clusters are reported, and a set 
of temperature-dependent material properties obtained for future use in the macroscale and 
microscale models as shown in Figure 1.
In this Section, we report on the results of simulations to compute:
  Shear viscosity (to be used in the macroscale modelling)
  Bulk modulus (evaluation of hardness)
  Isothermal compressibility (material property database)
  Latent heat of fusion (to be used in the macroscale modelling)
  Specific heat (to be used in the macroscale)
  Number density (monitoring the phase change)
These properties were chosen as their knowledge was necessary either to the macroscale simu- 
lation of the heat and mass flow (see Chapter 3) during the solidification of, or to the creation
of databases for mechanical properties difficult to measure or evaluate. As their values change 
with the changing temperature , a temperature-dependent database is necessary. The lack 
of experimental values for therrno-mechanical properties such as those mentioned above, in 
the mushy zone (where the liquid and solid phases coexist) and also the difficulty to obtain 
experimental values in general are the two main reasons for the use of the atomistic modelling 
in order to produce material property databases necessary to the macroscale simulations of 
the phase transition as described in Chapter 3. The validation of simulated results is based on 
the comparison of these values with the values provided by NIST (National Institute of Stan- 
dars and Technology in USA) or NPL (National Physical Laboratory in UK). Experimental 
values are mainly produced for the ambient temperature in opposition to the simulated values 
which vary with temperature. It is assumed that if the simulated values and experimental 
values are in good agreement for a given temperature for which the experimental measure- 
ment is available, since the system behaves deterministically, the other simulated values are 
also reliable. Al and Pb systems were used to test the accuracy of MD simulations for the 
evaluation of these properties. In the Table 1.3, the computed values of the residual chemical 
potentials for different temperatures using eqn. (1.79) are given. These values are necessary 
for the calculation of the nucleation rate as given in eqn. (2.2) to be used in the microscale 
simulations as shown in Figure 1. Their values increase with an increasing temperature as 
shown in the Table 1.3. The enthalpy of fusion, for the Pb and Al are calculated and 
compared to experimental values. The agreement between these two values are in the range 
of 5 to 19 percents error for the Al and Pb respectively. The value of the enthalpy of fusion 
(latent heat) is necessary to the evaluation of the source term in the enthalpy equation (see 
Chapter 3). Values of the number density are also given for which a decrease in their value 
for an increasing temperature is observed. Number density as in the case of RDF, was used to 
monitor the phase change and is much simpler to calculate. Therefore, it can be used instead 
of the RDF once the reliability of the potential was established.
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Table 1.3
For Pb
T(K)
410
510
598
604
610
810
(ev)
-1.2734
-1.236
-1.217
-1.214
-1.214
-1.20
density (I/ A3)
0.6435
0.5985
0.5856
0.585
0.585
0.559
^ ^601.5° -600.5°
1.41
A// (Kcal/Mol)
1.14
For Al
T(K)
310
510
710
910
930
940
1010
1510
(ev)
-1.9714
-1.933
-1.904
-1.878
-1.877
-1.875
-1.867
-1.814
density (I/ A3)
1.219
1.168
1.127
1.0904
1.087
1.085
1.0721
0.9896
A 
^-"930° -937°
2.68
AtfS"" (Kcal/Mol )
2.55
In Table 1.4, the simulated and experimental values of the shear viscosity, bulk and shear 
moduli and isothermal compressibility for the Al and Pb systems are compared. The simulated 
shear viscosity, shear modulus, isothermal compressibility and bulk modulus were obtained 
using eqns. (1.93), (1.94) and (1.87) respectively. Except for the shear modulus in the case 
of the Al system, simulated values are in good agreement with the experimental values. As 
shown in Figures 1.13 and 1.14, the value of shear viscosity decreases with the temperature 
as the force necessary to move one layer of material over another one with a different velocity 
decreases with an increasing temperature due to the increasing thermal agitation and therefore, 
interatomic bonding, weakening.
Table' 1.4
Material
Al
Pb
Al
Pb
Al
Pb
Al
Pb
973
300
300
300
300
300
300
300
Property
viscosity
viscosity
bulk modulus
bulk modulus
shear modulus
shear modulus
isothermal compressibility
isothermal compressibility
Experiment
0.0011 Kg/sm
0.0015 Kg/sm
70 GPa
45GPa
26GPa
5.6 GPa
0.0143 1/GPa
0.025 1/GPa
Simulated
0.00144 Kg/sm
0.00153 Kg/srn
50.8 GPa
42.8 GPa
9 GPa
7.3 GPa
0.0197 1/GPa
0.0233 1/GPa
Figure 1.13: Temperature variation of Al shear viscosity
Figure 1.15 gives the variation of simulated and experimental values of the isobaric specific 
heat. As shown, there is a good agreement between the simulated and experimental values. 
The simulated values were obtained using eqn. ( 1.85). The specific heat increases when 
the temperature increases. These temperature-dependent values of the specific heat or the 
heat capacity are necessary to the solution of the enthalpy equation described in Chapter 
3. Values of isothermal compressibility for Al and Pb systems are given in Figures 1.16 
and 1.17 respectively. They were obtained using eqn. ( 1.87). The isothermal compressibility 
increases with the temperature as the change in system's volume based on an imposed pressure
Figure 1.14: Temperature variation of Pb shear viscosity
Figure 1.15: Temperature variation of Al specific heat
perturbation increases, when the temperature increases. The temperature-dependent values 
for the isothermal compressibility are generally not available particularly in the mushy zone. 
The values of the bulk and shear moduli are quite important for the determination of 
mechanical properties, such as the hardness. The shear modulus is also called the rigidity 
modulus or the rigidity coefficient. The value of the bulk modulus decreases with temperature 
in opposition to the value of shear modulus which increases with the tempearture as shown 
in Figures 1.18, 1.19 and 1.20. The former represents the force to be applied to the system 
and the latter is the deformation of the system, therefore when the temperature goes up the 
former decreases and the latter increases. Figure 1.21 shows the experimental and simulated
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Figure 1.16: Temperature variation of Al isothermal compressibility
Figure 1.17: Temperature variation of Pb isothermal compressibility
I -
Figure 1.18: Temperature variation of Al Bulk modulus
Figure 1.19: Tempearature variation of Pb Bulk modulus
values of the isobaric specific heat for seven different FCC metallic systems (Al, Cu, Pb, Ni, 
Ag, Au and Pt), all calculated at room temperature. As shown, there is a good agreement 
between these two sets of values. Also in Figure 1.21, values of the thermal pressure coefficient 
and isoentropic compressibility obtained respectively by eqn.s. (1.91) and (1.89), are given.
In this Chapter the fundamentals of Molecular Dynamics simulations based on the use of 
statistical-mechanical ensembles and prescribed interatomic potentials have been discussed.
Figure 1.20: Temperature variation of Al and Pb shear modulus
MD simulations were used to compute the input parameters for the micro- and macro- scale 
simulations, as shown in Figure 1. The main task was to determine the usefulness and the 
accuracy of MD simulations, in their role as a preprocessor to the upper level simulations, to 
be described in Chapters 2 and 3. To do so we emphasised two major roles of MD simulations 
in our multiscale model which are as follows:
  To be able to detect with precision the nanoscopic liquid-to-solid and solid-to-liquid 
transitions via a continuous control of the degree of the order, Gibbs free energy and 
crystallographic structure of the system.
  To provide accurate, reliable and reproducable thermo-mechanical properties that vary 
with the temperature of the system.
As MD simulations are based on the solution of the equations of motion, eqn. (1.9) in which 
the force is derived from an interatomic potential, eqn. (1.10), the ability of the interatomic 
potential used to reproduce the physics of the problem is of critical importance. The physics 
that we model in this Thesis is that of phase transition, therefore three main aspects of the 
phase change can be monitored in order to evaluate the suitability of the interatomic potentials 
used in the MD simulations:
  The change in the order of the system,
  The variation in the internal energy of the system, and
  The destruction and reconstruction of the crystallographic structure.
As the system changes its phase from solid to liquid or vice versa, the translatiorial order 
parameters, eqn. (1.70) and the radial distribution function, eqri. (1.69) change. As shown 
in Figures 1.7 and 1.10, by increasing the temperature the local atomic density becomes 
continuous, representing the melt down of the crystallographic structure and by decreasing the 
temperature, the spectrum becomes discret, representing the reconstruction of crystallographic 
planes. This reconstruction can be observed in Figures 1.8 and 1.11 for the FCC structures.
The change in the internal energy of the system associated with the phase change is also 
shown in Figures 1.9 and 1.12. The discontinuity at the melting point of the material is due to 
the release of the latent heat of fusion. For an alloying material, in addition to the Gibbs free 
energy one can monitor the enthalpy of formation as shown in Figure 1.4 for Sn-Pb binary 
alloy, for which the simulated results have less than 10% error.
Based on these simulated results, it can be concluded that the MD simulations, based on 
the chosen interatomic potentials, do detect accurately the phase change and therefore can 
reproduce the physical phenomenon of phase transition. As the properties calculated at the 
nanoscale are mainly related to the positions and velocities of the particles, and therefore, 
related to their interactions, the values of these properties are directly linked to the quality 
of the interatomic potential used. We can therefore evaluate some of these properties and 
monitor their variation during the phase change as an additional criterion to test the inter- 
atomic potentials. Comparison between simulated values and experimental values at given 
temperatures are given in Tables 1.2, 1.3 and 1.4. Based on these Tables, there is an overall 
agreement between the simulated and experimental results.
Two properties are important to the simulation of the heat and mass transfer as will be 
described in Chapter 3. The latent heat and the specific heat, for which the variations with 
the temperature, especially in the mushy zone (where the liquid and solid phase co-exist), are 
very important, can be calculated by MD with a good accuracy, as shown in Figures 1.15 and 
1.21.
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The values of the diffusion coefficient (calculated by the eqn. (1.96)) and the nucleation 
rate (calculated by eqn. (2.2)) are given in Chapter 2. These values are used as input 
parameters to the micro model described in Chapter 2, as shown in Figure 1. As it can be 
seen in eqn. (2.2), the residual chemical potential calculated by the MD simulations using the 
test particle method, eqn. (1.79) is used to evaluate the nucleation rate. Hence the accuracy 
of the interatomic potential determines the quality of the temperature-dependent nucleation 
rate which in turn influences the microscale simulation results to be described in Chapter 2. 
Summing up, based on the results presented in this Chapter, we can conclude that
  MD simulations model accurately the nanoscopic phase transition between the liquid 
and the solid phase
  They can be used to produce temperature-dependent databases for thermo-mechanical 
properties, especially values related to the inter-phase, or, mushy zone.
These databases are used as linkages to the micro and macro scale simulations as shown in 
Figure 1. For each binary alloy with a given composition and a set of solidification parameters, 
such as the cooling rate, a new set of databases must be produced in order to take into 
consideration the effects of the macroscopic conditions (see Figure 1).
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Figure 1.21: Comparison between the simulated and experimental values of specific heat, 
isoentropic compressibility and thermal pressure coefficient for fee metallic systems.
The transition of a metallic system from the liquid phase to the solid phase requires a certain 
amount of undercooling due to the presence of a potential barrier, studied in Chapter 1. The 
formation of solid nuclei within the undercooled liquid phase and their growth due to heat 
and mass transfer [12, 8] create a network of interconnected solid regions within the liquid 
phase that is called a Due to the coexistance of the residual liquid and the 
solid regions during the solidification, a third phase which is partially liquid and partially 
solid can also be identified. This is called the The creation and expansion 
of this zone, based on materials and process parameters, and its influence on the thermo- 
mechanical properties of the final cast , have been the subject of long-term scientific and 
industrial investigations. Various models were proposed to predict the final microstructure of 
solidification in cast alloys. In this Chapter, a new model for the prediction of microstructure 
developement in binary alloys is proposed. This model (see Figure 1), is based on the results 
obtained at the atomistic level using MD simulations for the calculation of the nucleation rate 
and the diffusion coefficient.
The model has been applied to elemental Al, Al-3%atSn alloy, Sn-10%wtPb alloy, Ag- 
5%wtCu alloy and Ag-10%wtCu alloy for different thermal fields and solidification paths.
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Various types of microstructure, depending on the initial composition and solidification path, 
can be obtained during the solidification. In the case of an elemental metal, single-phase 
primary crystals having columnar, equiaxed, planar or cellular structures can be observed 
[12, 8], depending on the process parameters such as, the cooling rate and the casting procedure 
(die casting, sand-chill, etc). In the case of alloys, both single-phase primary crystals and 
polyphase structures, can be observed. The polyphase structure can be either a eutectic (two 
or more solid phases grow simultaneously from the liquid) or peritectic (intersection of two 
liquid-solid interfaces, forming a three phase equilibrium point) [12, 8]. The existance of these 
polyphase structures, can create extremely complex textures in comparison to the elemental 
metals.
Phase diagrams, obtained by first principal calculations of free energy or experimental 
procedures [45], provide us with the variation of these phases within the alloying system, based 
on the solutes' concentration and temperature. For binary alloys two main solidification modes 
can be considered. If the solute concentration is less than the eutectic concentration, then the 
alloy solidifies in its primary phase with the solute segragating around the grain boundaries 
due to the last stage of solidification which is a eutectic. The last stage becomes a eutectic 
because at the end of solidification, due to the continuous rejection of the solute from the solid 
phase into the liquid, the solute concentration in the remaining liquid becomes a eutectic. If 
the solute concentration is equal to the eutectic concentration, then the solidification mode will 
be eutectic from the begining [46], which itself can be fibrous or lamellar, regular or iregular 
[12, 8].
In this chapter, the case of dendritic microstructure in binary alloys is considered.
In order to explain the formation of columnar and equiaxed zones, it is necessary to describe 
the behaviour of the solid-liquid interface during the solidification. The liquid-solid interface 
is considered to be planar at the beginning of 1he solidification. This planar interface can be
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perturbed by the corivective heat flow or the rejection of the solute from the solid phase in 
the case of alloys [5, 12, 45]. These perturbations are initially considered to be sinusoidal. If 
these perturbations find themselves, in front of the interface, in an environment suitable to 
their growth, they will amplify and grow. In the opposite case, they will either become stable 
or die out and the interface will stay planar. When the interface becomes unstable, tree-like 
structures will be created. These tree-like structures are called the dendrites. There are three 
different kinds of dendritic structure
  The columnar structure, for which the growth direction is imposed by the direction of 
the heat flow. The growth is anisotropic and the preferential crystallographic growth 
directions are aligned with the heat flow. This kind of growth is called 
The equiaxed structure which itself is divided into two parts
- The inner-equiaxed formed by an isotropic growth of all possible crystallographic 
directions with grains nucleating within the liquid bulk due either to the heteroge- 
neous nucleation on impurities or the further growth of broken secondary columnar 
arms of columnar structures.
  The outer-equiaxed formed by the further growth of the partially remelted columnar 
arms due to the formation of a solidification shrinkage air gap near the surface of 
the mould, or the rapid grain growth on the surface rugosities
This kind of growth is also called the 
The creation of the microstructure within an elemental or multicomponent metallic system is 
closely related to the stability of the liquid-solid interface [47, 48]. due to the thermal or fluid 
flow or even the segregation of inclusions and the creation of grain boundaries [5, 12]. The 
notion of stability of the interface is based on the relaxation, equilibriation or ampilification 
of these perturbations. These interfacial variations are considered to be sinusoidal at the
begining [47. 48]. For pure metals, the growth or relaxation of these perturbations is based 
on the direction of the heat flow. For a columnar structure, as the gradient in front of the 
interface is positive due to the heat extraction via the mould's walls, perturbations will die 
out and the interface will be stable. In the case of equiaxed structure, due to a negative 
temperature gradient in front of the perturbations (the liquid is undercooled), the interface 
will be unstable [12, 8].
For alloys, as opposed to pure metals, in addition to the temperature gradient and the 
heat flow, we also have the solute diffusion due to the solute concentration gradient, which 
creates a solutal diffusion layer at the solid-liquid interface. Therfore, based on the value of 
the solute concentration at the interface, the value of the liquidus isotherm can vary based on 
the phase diagram. This means that the change in the interfacial solute concentration can be 
transformed, via the use of phase diagrams to what is called a which is 
added to the undercooling due to the thermal effects. Due to the external temperature field, 
the temperature gradient in the liquid phase can be different from the gradient of the liquidus 
isotherm at the interface. In case that these two values are identical we call the interface stable 
at for which the columnar structure is stable but the 
equiaxed structure is unstable [12, 8]. When the value of the temperature gradient bee omes 
greater than the value of the gradient of the liquidus isotherm, the columnar structure will 
also become unstable, as any perturbation finds itself in an environment which is undercooled 
and, therefore, increases the growth rate [47, 48, 49].
At high growth velocities, due to the increased capillarity effect which is a consequence of a 
refined structure (the curvature of the interface is increased), and a decreased diffusion length, 
limited to the width of the interface, the dominant effect will be the capillarity and therefore, 
the capillarity length will limit the degree of refinement of the structure. This limited length 
of the microstructure corresponds to a perturbation wave length called the 
of the interface. At these high growth velocities, the solute concentration gradients in 
front of the peaks and depressions of the perturbation are the same due to the impossibility 
of the lateral diffusion (diffusion length is smaller than the interdendritic arm spacing) and. 
therefore, the difference between the peaks and depressions growth rates, which is the main
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reason for microstructure formation in alloys , vanishes and the interface becomes stable. The 
growth rate at which this phenomenon occurs is called the Near this 
limit the dendritic structure transforms into the cellular structure as is the case of the limit 
of the constitutional undercooling. The difference is in the degree of refinement of cells which 
is much much higher near the absolute stability [12].
To sumerise we can begin with a planar interface at very low growth velocity, p assing the 
limit of the constitutional undercooling and the formation of cellular and after that dendritic 
microstructure for an increasing growth velocity. By reaching high growth rates the structure 
becomes more and more refined until we reach again the cellular structure and by reaching 
the limit of absolute stabil ity the interface becomes once more planar or quasi-planar.
In case of a columnar growth, the growth is directional and the growth direction is determined 
by the direction of the heat flow. The competition between different preferential crystallo- 
graphic growth directions of various nucleated grains is based on the best alignment of these 
preferential directions with the heat flow direction. Therefore, in directional solidification the 
imposed direction of the heat flow will influence the final grain orientation as the only colum- 
nar dendrites to grow are those for which the preferential growth direction is the same as the 
imposed heat flow orientation [5, 12, 45] .
The case of equiaxed dendrites is different as the growth is isotropic and each grain regard- 
less of its orientation can grow if the growth conditions are satisfied. The origin of equiaxed 
grains has been the subject of lots of discussions and different theories have been suggested 
in this area. Three main assumptions are as follows
  The grains are formed on the mould's walls and transported into the bulk by the flow 
convection [12].
  The grains are the result of mechanical fracture of secondary dendrite arms of the colum- 
nar grains or the remelt of some of these arms [45].
  The grains are due to the bulk nucleation for which different nucleation sites havo been 
activated at the same time arid compete for the growth based on the local solute con- 
centration [5].
In reality, all these processes take place and the equiaxed region is created by the transported 
as well as nucleated grains within the bulk.
In case of a simple metal, as the only factor influencing the growth of a perturbation is the 
direction of the heat flow [12, 45], a columnar zone can emerge if the temperature gradient in 
front of the perturbation is positive, as the heat needs to be extracted via the mould's wall. 
For the equiaxed growth, as the heat will be extracted via the liquid phase, the temperature 
gradient must be negative in front of the perturbation.
In the case of alloys, the mechanism is much more complex and in addition to the heat 
flow the following factors must also be taken into consideration
  The effect of the rejection of the solute from the solid to the liquid phase which will 
affect the local equilibrium liquidus temperature due to a change in local composition 
at the interface based on the phase diagram [12, 45].
  The effect of the curvature on the local undercooling.
  The effect of the dendrite tip's kinetics and coarsening on the undercooling.
Based on these factors, the total undercooling within an alloying system, AT, has several 
contributions
AT = ATCOWS + AT^  + , (2.1)
where ATiemp is the thermal undercooling, ATcons is the constitutional undercooling, 
is the curvature undercooling and the ATfcin is the kinetics undercooling.
The curvature undercooling is due to the 
effect [5, 12] which represents the influence of the interface on the Gibbs free
energy of the system at equilibrium. The surface tension associated with the interface has a 
stabalising effect on the interface and the change in free energy of the system can be associated 
with a change in local quilibrium liquidus tempearture at the interface [12, 45]. The curvature 
undercooling is proportional to the Gibbs-Thompson coefficient (defined as the ratio of the 
surface tension and the entropy of fusion).
For the alloys, the most important effect is the 
constituitional undercooling due to the rejection of the solute phase from the solid to the liquid. 
In order for a perturbation to grow, the solute concentration gradient must be negative in front 
of the tip to enable the tip to reject more and more solute within the remaining liquid phase 
and to grow further [12, 45] . Therefore, the growth is mainly diffusion controlled in contrast 
to simple metals for which the growth is mainly controlled by the thermal undercooling due 
to the conductive and convective heat extraction.
Kinetic undercooling is related to the attachement ki- 
netic of the atoms on the atomic clusters. Rough clusters create a favourable environment 
for particle attachement whatever the orientation of the surface. Rough surfaces at atomistic 
scale create smooth surfaces at micro level and are. therefore, associated with a small kinetic 
undercooling. On the other hand, smooth atomistic surfaces will lead to faceted surfaces at 
micro level and are associated with a high level of kinetic undercooling [5. 12].
The influence of the morphological aspects of microstructure on the final cast properties and 
the complexity of their formation call for a reliable and physically based method of microstruc- 
ture modelling. The need for modelling becomes even greater when one considers only the 
cost and time consuming aspects of the experimental procedures and the fact that few param- 
eters can be really monitored during the experiment, especially within the transition zone of 
interest. As mentioned in Chapter 1, the clusterisation of particles to form stable solid nuclei
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due to the variations of local density, is a stochastic process. On the other hand the growth 
of existing nuclei due to the total undercooling is a combined deterministic and stochastic 
process due to the moving interface undergoing surface fluctuations. Therefore to model the 
nucleation and growth at the same time one needs to take into account both of these aspects. 
In addition to these processes, the crystallographic anisotropy will also influence the growth 
procedure as described for the columnar growth. Different models focus on different aspects 
of the whole process. We can divide the microstructure modelling methods into four major 
groups as follows.
  The deterministic models using first principle thermodynamic calculations of grain nu- 
cleation and growth, comprising the solute diffusion and segregation.
  The probabilistic models using statistical or stochastic distributions for nucleation and 
growth, taking into account the crystallographic anisotropy and preferential growth di- 
rections.
  Combined probabilistic and deterministic models for nucleation and growth.
  Micro-macro models, linking the microstructure evolution at the micro level to the tem- 
perature and flow field at the macro level.
What makes the modelling of the microstructure difficult is the notion of a stochastic nucle- 
ation, based on the value of the local undercooling, and grain growth and competition due 
to the thermal, solutal, kinetic and curvature effects within an anisotrope crystalline struc- 
ture and imposed external heat and fluid flow fields. Therefore, a comprehensive model of 
microstructure formation must take into account all these aspects simultaneously, which is 
difficult to achieve. In the following a short review of each one of these methods is given. In 
this Thesis a combined probabilistic and deterministic approach to microscale modelling of 
the microstructure was adopted with links to atomistic and macroscopic levels as shown in 
Figure 1.
In all the probabilistic models the need for a modelling procedure capable of reproducing the 
randomness of the process is compulsory. There are several well known procedures, such as 
Monte Carlo [13, 15] and Cellular Automata [37, 15], which allow us to implement probabilistic 
behaviours based on a predefined set of rules. Spittle et al. [50] proposed a method based on 
the Monte Carlo simulation in order to simulate the solidification of small castings. This model 
is purely probabilistic and non-deterministic. It is an adaptation of the Monte Carlo method 
used to simulate several solid state transformations such as recrystallisation [51, 52, 53, 54]. 
The model is based on the minimisation of the energy of the solid-liquid interface. This is 
achieved by considering the unlike sites (different sites) and by allowing the transformation 
(from liquid to solid or vice versa) to occur between these sites on the basis of randomly 
generated numbers. The selection of the grains on the surface of the mould and also the 
columnar-to-equiaxed transition are reproduced by this method. In addition to the limitations 
inherent in any probabilistic model, this model has the disadvantage that it depends on the 
directionality of the Monte Carlo network used for the simulation, also the way the grains are 
selected in the columnar zone does not reflect the true crystallographic anisotropy.
Monte Carlo methods are also used to predict qualitatively the growth of grains and the 
evolution of the microstructure with time, as proposed by Srolovitz et al. [55]. In this model 
the distribution of grain size and location is predicted in the presence of particle dispersion in 
the melt.
An example of Cellular Automata model (CA) used for grain recrystallisation is given 
by Hesselbarth [56]. In this model the CA is used to model the kinetics of the grain nucle- 
ation and recrystallisation of copper. Due to the stochastic nature of grain nucleation during 
the solidification or the recrystallisation [5], these probabilistic approaches provide us with 
a good qualitative representation of the microstructure, such as the selection of the grains 
in the columnar zone and the columnar-to-equiaxed transition, but they cannot reproduce 
quantitatively accurate results regarding the influence of the solute concentration on the grain 
structure as they do not count for the real physics of the problem. These models are mainly
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suitable for modelling the nucleation process. These models can provide us with qualitative 
information regarding different variables influencing the microstructure and can allow us to 
distinguish between the important and less important process or alloy parameters, without 
providing us with quantitative details on the grain size, grain distribution or the grain growth 
velocity.
Deterministic models are based on the solution of the solute diffusion equation and its coupling 
to the mass and momentum conservation equations [57]-[58]. One of the most important 
growth models based on the solute phase diffusion is proposed by Kurz et al.[57] known as the 
(KGT) model. This model which is discussed in the following section, describes the growth 
of dendritic structures as well as planar interfaces near the limit of absolute stability and for 
marginally stable interfaces as described in Section 2.2.2. Hunt et al.[59] proposed a similar 
method for the evolution of the cellular and dendritic structures. This model describes steady 
state or non-steady state cellular growth of an axisymmetric cell or dendrite structure. It 
solves for the solute phase diffusion in the liquid using finite difference methods. Heat flow 
is also included by assuming a moving linear temperature field. Rappaz et al. [60] proposed 
a diffusion-controlled growth model for the simulation of an equiaxed dendritic grain, based 
mostly on the KGT model. The main assumptions of this model is that the main factor 
influencing the growth is the constitutional undercooling and that the dendrite interface is 
an iso-concentration surface (as this is the case near the absolute stability). This model 
predicts the evolution of the diffusion layer around the dendritic interface by considering a 
total mixing of the solute within the liquid phase and no back-diffusion within the solid. The 
diffusion around the envelope of the dendritic grain is supposed to be spherical (isotropic). 
As in the case of Hunt's approach, [59] a finite difference method is used to discretise the 
diffusion equation. Similar methods were proposed by Wang et al. [61] and Gandin et al. [62] 
for the growth of the equiaxed and columnar stones. Some models like the one proposed by 
Beckermann et al. [63] also consider the effect of solute movement by convection due to the
thermal field. The back-diffusion in the solid phase can be modelled by a model like the one 
proposed by Tong at el. [64] using a diffusion boundary layer and the concept of finite-rate 
solute diffusion in solid as well as in liquid phase. A three-dimensional equiaxed dendritic 
growth model was recently proposed by Steinbach et al. [66]. This model is based on the 
calculation of the temperature field between the grain envelopes, defined as smooth surfaces 
enveloping the dendritic structures and the notion of stagnant-film growth for dendrite tips, 
proposed by Cantor and Vogel [67], as an improvement to the well-known Ivanstof solution of 
the heat flow equation around a growing isothermal paraboloid of revolution representing the 
dendrite tip [5, 12]. The Ivanstof solution is also used in the KGT model [57]. These models 
are suitable for modelling the growth process even in the presence of a convective flow and 
they do provide us with accurate quantitative results regarding the final grain size and the 
growth velocity.
The validity of these deterministic models is limited because they do not take into acount 
the grain selection on the surface of the mould based on the crystallographic orientation of 
the grains and, therefore, the columnar and columnar-to-equiaxed transition zones can not be 
predicted as mentioned by Rappaz et al.[68, 69).
In order to take into consideration the real physics of the growth and also the stochastic nature 
of the grain nucleation and crystallographic anisotropy, models combining the Monte Carlo 
or Cellular Automata models for the grain nucleation and diffusion controlled models for the 
growth were proposed [70]-[73]. One of the early models, proposed by Maxwell et al. [70], was 
based on the heterogeneous nucleation of the grains computed for the various grain densities, 
coupled to an spherical diffusion controlled growth. An important contribution to these models 
was proposed by Rappaz et al. [68]. In this model an empiricallly fitted statistical distribution 
to an experimentaly obtained cooling curve is used to simulate the nucleation process.
This distribution is used to calculate the number of newly nucleated grains at each time 
step and per unit volume, for a given increase in the undercooling. These values are used in
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a cellular automaton code to simulate the nudeation process. The growth is based on the 
KGT model described earlier. A similar model for the nucleation and growth of the equiaxed 
grains in a three dimensional space as an extension to the two dimensional model described 
in [68] was also proposed by Rappaz et al. [73] using octahedral cells instead of squared cells. 
Methods proposed by Rappaz et al. are mainly applied to dendritic alloys and they do not 
consider the fluid flow due to the convection or pouring process.
Charbon et al. [71] proposed a three dimensional stochastic model for the nucleation 
and growth of eutectic alloys in the presence of the grain sedimentation and thermal convec- 
tion. They considered the impingement of already nucleated grains, which were randomly 
distributed in a uniform and unsteady temperature field. The important factor considered 
by these authors was the fact that grains were allowed to move within the solidifying liquid. 
Grains were considered to be spherical and their movement was modelled by a change in their 
center of mass coordinates.
One of the advantages of these models is that they can acount for the preferential growth 
directions and the columnar-to-equiaxed transitions. They provide us with a qualitatively 
correct microstructure and a more detailed morphology of these microstructures at the end of 
the solidification on based of which mechanical properties can be predicted.
A range of models, coupling different microscale models as discussed above, to the macroscale 
models for the solution of general enthalpy equation [38] have been proposed [74]-[82]. The link 
between the micro and the macro scales is mainly established by incorporating the evaluation 
of the release of the latent heat within the ma,croscale volume mesh, provided by a cellular 
automata model, into the general heat or enthalpy equation for heat transfer. An example, 
using the controlled volume method for the macroscale and a cellular automamta model for 
the microscale, was proposed by Lee et al. [74] and applied to a planar flow casting. An earlier 
model, which can be applied to both dendritic and eutectic structures, coupling a finite element 
method for the macroscale to a cellular automata for the microscale was proposed by Thevoz
et al. [75]. This model takes into account the nucleatiori of grains within an undercooled 
liquid as well as the growth kinetics of the dendrite tips of the eutectic front and in the case of 
dendritic alloys, the solute balance at the scale of the grains. In this method a two level time 
stepping model is proposed which avoids the bouncing effects of reheating meshes arid which 
improves the convergence of the results. One of the models proposed for linking the change 
in fraction solid due to the microscopic solidification kinetics and the evaluation of the source 
term in heat transfer equation was proposed by Stefanescu et al. [76] in which a computer 
aided cooling curve analysis was coupled to a CA model. For a given fraction solid obtained 
by the micromodel, the new temperature field was calculated and fd back to the micromodel.
One of the most elaborate micro-macro models, combining the stochastic nucleation, dif- 
fusional growth and macroscopic heat conduction was proposed by Gandin et al. [77] as an 
extension to the stand alone CA model. This cellular automata finite element model (CAFE) 
applies to a non-uniform temperature field. The temperature at each cell location and each 
time step is interpolated using the values at neighbouring nodal points in the finite element 
mesh which in turn will be used to calculate the evolution of the microstructure using the CA 
code. The corrected solid fraction is fed back into the FE code to evaluate new temperature 
field.
A somewhat novel approach, using the parameters 
was proposed by Marsh et al. [78]. In this model, the coupling of micro and macro models is 
achieved via the association of a unit volume of microstructure to each grid point. Therefore, 
the state variables at each grid point represent the average conditions within the unit volume 
of microstructure. An advantage of this method is the fact that both macro and micro models 
are treated at the same length scale and the numerical mesh spacing determines the spatial 
resolution of the microstructure. Stereological parameters such as, volume fraction and specific 
surface area per node, are used to evaluate the microstructural geometry. An interesting model, 
predicting the average microstructural lengthscale was proposed by Martin et al. [79]. This 
model deals with the coarsening processes at the microscale and predicts the evolution of the 
primary and secondary dendrite arm spacings with respect to process parameters such as the 
solidification time and cooling rate.
As a summary we can say that in all these models, the variation of the solid fraction 
during the solidification is calculated using the rnicroscale model and the result is passed 
to the macroscopic model for the calculation of the latent heat released and therefore the 
evaluation of the new temperature field which in turn will be passed to the microscale model 
to determine new fraction solid. The macroscale model is based on a finite element or finite 
volume method [38, 83, 84] and is solved for a given number of nodes and time steps.
In this Thesis, the Rappaz et al. [68] microscale model is used as a basis for the microstruc- 
ture modelling. This model was chosen due to its ability to reproduce the correct physical 
tendencies of the microstructure evolution batied on process and alloy parameters, such as 
cooling rate and alloy composition. As shown in Figure 1, the Rappaz model gets its input 
from the nanoscale model and its output is used as input to the macro model to be described 
in Chapter 3. Before describing the Rappaz model, the notion of cellular automaton (CA) 
and the kinetics of the dendrite tip growth, described by Kurz et al. [57], known as the KGT 
model of grain growth, will be detailed since in the Rappaz model, the nucleation process is 
based on the use of CA and the tip growth velocity is obtained via the KGT model.
The nanoscopic extension to the Rappaz model will follow, divided in two parts, one related 
to the nucleation process and the second one related to the dendrite tip growth process.
What is a cellular automaton? Briefly, we can say that 
[37]. A cellular automaton 
is a discrete dynamical system whose behavior is completely defined by a set of predefined 
rules based on local relationships between neighbouring cells which discretise its space domain.
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They can be used to simulate a great number of physical systems. Their ability to simulate 
deterministic as well as probabilistic processes, based on imposed internal and external vari- 
ables of different type, make them appropriate for the simulation of complex processes such 
as the microstructure formation during solidification. In any cellular automaton model, four 
important aspects of the model must be well defined, in order for CA model to work.
  How the space is discretised?
  For each cell within the discretised space, what are the variables associated with it?
  What are the states defined for each cell?
  What are the rules defined for the state evolution of an individual cell within the CA 
environment?
In the case of a 3-dimensional space, each cell can be a polyhedral unit volume. One of the 
most widely used for a volume is an octahedral unit volume. In the case of a 2-dimensional 
space, polygons can be used to discretise the domain. Squares and hexagons are the most 
commonly used.
Variables used to define the system are those characterising the physical process. In the 
case of solidification, the local temperature, tip velocity and solid fraction can be used as the 
set of physical variables defining the system.
The state of each cell must be one of the possible states defined for the whole sytem 
which in the case of solidification can be zero or one for solid or liquid states respectively. A 
continuous range of states is also possible to consider, for example zero for solid, one for liquid 
and anything between for the mushy zone characterising the relative value of the solid fraction 
(value between 0 and 1) of the individual cell.
Transition rules can be of two kinds, global or local [15]. Global rules are used when for 
each individual cell, the transition from one state to another, during the time is influenced by 
the states of all the other cells. Local rules, which are more commonly used, are based only 
on the neighbouring cells of each cell and/or its own previous state.
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The CA model used to simulate the nucleation and growth of the dendritic structure during 
solidification, is based on the discretisation of a 2-dirnensional space by using the square 
cells. The local temperature and tip velocity is associated to each cell and there are two 
possible states, liquid or solid. The transition rules are local and are based on 
neighbouring rules which considers the influence of the first neighbours of each cell for the 
state evolution for each time step (the neighbouring environments are also possible such as 
the environment which considers the first and second neighbours). To summarize the 
CA model used by Rappaz
  The 2-dimensional space is divided into cells of equal size, squared shaped and arranged 
in a regular lattice.
  Each cell is characterised by local temperature, crystallographic orientation and states, 
such as liquid or solid.
  The neighbouring environment is characterised by the von Neumann rule for first neigh- 
bours.
  The rules of transition (e.g. liquid-solid) of a cell during time evolution, are defined 
according to the values of variables and states of its first neighbouring cells.
The fact that dendritic structures are produced during the solidification of metallic alloys 
demonstrates that the planar interface is unstable and any perturbation originated on the 
interface will grow within the open region of the liquid [5, 12]. These growing perturbations 
produce the dendrite tips and as described in Section 2.2.2, they are 
[12, 57]. The solid-liquid interface is near the limit of the which means that 
at high velocities, the interface is stabilised by the combined effects of thermal and solutal 
diffusions and the capillarity effect, driven by surface tension [5, 12, 57] as described in Section
2.2.2. The wave length of the interfacial perturbations near the absolute stability defines the 
minimum dendrite tip radius imposed by the diffusion length and tip curvature [57]. For the 
alloys the main growth factor for dendrites, from their initial radii, is the solute concentration 
gradient in front of the tip, providing the thermal undercooling due to the local thermal 
gradient can be neglected [5, 12]. Therefore the driving force of the dendritic growth can be 
defined as solute supersaturation, defined as [57]:
where is the supersaturation (the excess of the solute concentration in the liquid phase 
in comparison to the solubility limit of the solutal phase in the liquid), is the initial 
solute concentration, is the solute concentration in the liquid at the tip, is the partition 
coefficient (the ratio of solute concentration in the solid and liquid phases) and is the 
Ivanstov function of the solute Peclet number, where the Peclet number is defined as [38, 57]:
(23) , 
where is the tip radius, the tip velocity and the tip diffusion coefficient. The value of 
the dendrite tip radius, based on the growth velocity and undercooling, is given by [57]:
where F is the Gibbs-Thomson coefficient (defined as the ratio of the surface tension and the 
melt entropy), is the slope of the alloy phafte diagram, £c is a function of Peclet number,
2
which is close to unity for low growth velocities and is approximated by £c = at high 
growth velocities and low temperature gradients [57], Gc , is the solute concentration gradient, 
and is the temperature gradient. The undercooling is related to the supersaturation via
[57]:
AT = 1 - 1 (2.5)
Assuming a paraboloid of revolution as the geometrical form of dendrite tips and no back 
diffusion in the solid state and a saturated liquid at the dendrite tip [57], the solution to eqns. 
(2.2) - (2.5) will provide us with a quadratic equation giving the value of the dendrite tip 
growth velocity for a given undercooling [57]:
where [57]
where is the first Eulerian integral. Using this expression we can calculate, at each 
time step, the dendrite tip growth velocity based on the interface undercooling.
The KGT model is a good approximation to the solute diffusion at the dendrite tips with 
nearly realistic geometrical assumptions on the dendrite tip geometry and can be applied to 
a range of growth velocities from the limit of solute undercooling to the absolute stability.
This model, based on the use of the CA model, can be divided in two different parts, one 
related to the nucleation phase, which is purely random, and the second to the growth phase. 
which is diffusion controlled [68, 69]. In this model the temperature field is supposed to be 
uniform and therefore all cells have the same temperature at each time step (time-dependent, 
isothermal field), therefore the can be neglected which allows us to consider the same 
growth kinetics for the columnar and equiaxed growth [68]. The attachement kinetics is also 
neglected, therefore the main growth factor is the constitutional undercooling. The incubation 
time for grains, the time necessary for the transformation of a stable spherical grain to an 
unstable dendritic grain, is neglected as well as the coarsening effects of the secondary and 
ternary arms. Based on these assumptions, we can consider three factors to be responsible for
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the nucleation and growth of the grains:
  The heterogeneous nucleation of the grains in the bulk and on the surface of the mould.
  The preferential growth directions due to crystallographic anisotropy.
  The growth kinetics of the dendrite tip based on the KGT model [57]
Due to the uniformity of the temperature field, which in turn implies the uniformity of the 
constitutional undercooling, the liquid-solid interface made up of the dendrite tips can be 
considered as an isoconcentration surface of the solute [68].
At the start of the process, cells are at the same temperature above the liquidus and their 
state is liquid. The cells on the mould's walls, carry a special reference number [68]. When 
the time stepping begins, the temperature at each time step, is given by the cooling 
curve of the alloy, normally obtained experimentally, or from a heat flow calculation solving 
the enthalpy equation [77]. For a time step, the variation in the undercooling, 5(AT), is 
calculated. This in turn is used to calculate the number of newly nucleated grains per volume. 
[AT + nw (AT),
/ AT+<5(AT) 
I V J( \ rril\ /r> O\
^r^vr"(AT   ( 2 - 8 )
./AT a(AT')
The function giving the value of grain density for a given undercooling, used in the integrand, 
is an empirical function having the functional form of a Gaussian distribution and fitted to 
the experimental data [68, 69]. This empirical Gaussian distribution is fitted to satisfy the 
maximum grain density and to reproduce the columnar-to-equiaxed transition which occurs 
due to the competing growth and nucleation processes between the growing grains on the 
mould's walls and the nucleation of new solid niuclei within the liquid bulk.
Choosing a Gaussian distribution for the temperature-dependent grain density corresponds 
to the fact that a continuous nucleation theory of nuclei of different critical radii is assumed
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over the whole freezing range of the alloy [5]. The nucleation density which is the integral 
of this function will be a step-like function with an inflexion point [68, 69]. In theory, if the 
cooling rate is high enough, the big-bang nucleation can be observed which corresponds to a 
Dirac distribution function to which corresponds a step function representing the grain density 
[5].
The same procedure is applied to the surface nucleation with a different grain density 
distribution on the surface of the mould given by a different Gaussian distribution having a 
smaller minimum undercooling [68]. The lower undercooling for the surface distribution is 
due to the fact that on the mould's surface, due to the existence of the impurities and also 
the surface roughness, heterogeneous nucleation is taking place which decreases the critical 
undercooling for nucleation of grains.
The characteristics of the bulk and surface distributions (the mean undercooling, stan- 
dard deviation and the maximum grain density) can only be determined via experimental 
observations and their asymptotic fitting [68, 69].
Based on these two distributions, for each cell in the cellular automaton network we can 
define, at each time step, a probability indicating the chance that a new nucleus nucleates
(2.9)
 <'ca -<*ca
where is the total number of cells in the network, is the total volume and is the 
volume per cell. Stereological transformations giving the number of newly nucleated grains 
within a two dimensional space are used:
in which n*[m~2 ] and n*[m~3 ] are the site densities for the surface and bulk nucleation respec- 
tively in the CA model.
During each time step, all of the cells are scanned and for each of them a random number 
r(0 1) is generated. If the cell is in the liquid state and if then the cell
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transforms into solid and a randomly generated number between 1 and 48 is assigned to the 
cell representing its (100) crystallographic direction relative to the x axis. In the case of cubic 
systems for which we have a four-fold symmetry, only grains with relative orientations of 0 
to 90° need to be considered and by dividing the interval to sub intervals of 2°, we obtain an 
interval of 1 to 48, used as a numerical representation of the grain's crystallographic orientation 
and assigned randomly as mentioned above.
The (100) direction is chosen due to the fact that the preferential growth direction for 
cubic systems is along the (100) direction [68].
The remelt of dendrite arms is considered as at each time step all the CA cells are scanned 
and not only those which are still liquid. Therefore, the number of potential nucleation sites 
considered is smaller than it would be. This decrease in the number of potential nucleation 
sites can be considered as a decrease in total number of grains due to the remelt of some of 
the nucleated grains [68].
Once a grain has nucleated, its growth must be calculated based on its crystallographic ori- 
entation and nearest neighbours. Since grains are considered as square shapes and due to the 
uniformity of the temperature field at each time step, each solid cell will grow as a square. 
Therefore, the four corners of each solid cell can be considered as growing dendrite tips [68]. 
The distance moved by each dendrite tip between its nucleation time and time is given 
by:
(2.11)
where is the tip velocity. The expression giving the tip velocity for a given undercooling is 
obtained by KGT model.
If we consider a grain denoted by based on von Neumann rule, it has four neighbours 
, and £?4 as shown in Figure 2.1. In order for a tip of cell to grow and to trap
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Figure 2.1: Grain growth in Rappaz Model
its neighbours the distance L(£#) given by [68]:
/(cos | sin |) , (2.12)
where / is the distance between cells, must be covered by the dendrite tip with orientation 
with respect to the x-axis ( the orientation is defined as the direction of the (100) crystallo- 
graphic direction ). During the time step the distance can be smaller than due to 
the diffusive behavior of the dendrite tip as a consequence of thermal agitation, self diffusion 
of the substrate atoms and diffusion of the solute phase particles (what is called globally the 
diffusional noise) [68]. Therefore, we can define a growth probability which is a function of 
the undercooling and grain orientation
(2-13) 
where is the probability for a solid cell to be extended to its nearest neighbours if they 
are still liquid, during Therefore, for each one of the cells, which are still liquid arid
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have a certain probability to be captured by cell we assign a random number where 
(0 < 1) , and if then the considered cell will become trapped and the orientation 
of the cell .4 will be assigned to it. Once the growth of cell .4 is finished by trapping all its first 
neighbours, it will not be considered any more and the growth of cells will be considered 
and the process continues. As the growth is calculated for all solid cells at each time step, the 
grain growth competition, based on the (100) crystallographic directions, will select the most 
favourable directions based on the alignement of the (100) direction with the direction of the 
heat flow within the solidifying alloy. In addition to the growth competition at each time step, 
the nucleation of new nuclei at each time step can stop the growth of already solidified grains 
[68].
One of the disadvantages of this kind of growth procedure is its dependency on the cellular 
automata network due to the fact that only the first neighbours have been considered for the 
growth calculation of each solid cell [68]. In order to overcome this problem, we can either 
consider the first and second neighbours (Moore model) [15] or apply at each time step and 
to each solid cell a correction procedure such that at each time step, the positions of the four 
dendrite tips of cell are corrected using one triangle at each side of the cell .4. Any liquid 
cell which will be trapped by any of these triangles will become solid and a part of the growing 
grain as can be seen in Figure 2.1.
We now consider our extension of the Rappaz model [68] in which we replace the 
temperature-dependent grain distribution used in that model with the microscopic den- 
sity of the newly nucleated grains at each time step, from the data generated at the 
atomistic scale via the Molecular Dynamics (MD) simulation technique [16] and reported in 
Chapter 1. Our approach, therefore, provides a nanoscopic input to the Rappaz model, giving 
a physically sound basis for the nucleation phase and making it independent of experimental 
observations and empirical considerations.
We then introduce a into the CA-based simulation of the 
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of the dendritic grains in the Rappaz model, by treating the dendrite tips, i.e. the corners 
of the nucleated CA cells in that model, as stochastically propagating points executing a 
combined drift-diffusion motion, described mathematically by the Ito stochastic differential 
equation [85]. The diffusion coefficeint which is used in the Ito stochastic dynamics is also 
calculated at the atomic level. Links between the nano and the micro scales are shown in 
Figure 1.
As described in Chapter 1 the nucleation rate depends on the values of the residual chemical 
potential, surface tension and a shape factor representing the geometrical characterisation of 
the nucleus
[AT] = (2.14)
given in Chapter 1.
In order to compute the nucleation rate and, therefore, the nucleation density which is 
used as input to the nucleation part of the Rappaz model, via nanoscopic simulations, the 
values of the residual chemical potential used in eqn. 2.14 were obtained via MD simulations 
applied to atomic clusters. Therefore, the coupling between the nanoscale and the nucleation 
part of Rappaz model is based on the evaluation of the variation of the residual chemical 
potential during the solidification as shown in Figure 2.2. To do so, a series of classical MD 
simulations were performed in which the energetics and dynamics of the clusterization process 
of an assembly of atoms during the cooling of a molten atomic liquid were derived from 
the many-body interatomic potentials [23, 16] as described in Chapter 1. The values of the 
residual chemical potential, A// [23, 16] were computed at different temperatures as described 
in Section 1.6.6. From we then obtain the (see Figure 2.2 )in eqn. (2.9) as
(2.15) 
where is the CA-based simulation time step. For the nucleation on the rough surface
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\Figure 2.2: The coupling of the nanoscale and the nucleation part of the Rappaz model via 
the evaluation of the A/xres using MD simulations.
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of the mould or on the impurities in the liquid bulk, we have [5]
where </> is the contact angle at the liquid/mould interface or the liquid/impurity interface in 
the bulk defined as
, / 7s,smp , 0 
where 7S)jmp , 7s ,;and7; i jrnp are respectively, the solid-impurity, solid-liquid and liquid-impurity 
surface tensions. Once the bulk and surface grain densities are calculated for different tem- 
peratures, and therefore cooling rates, via atomistic calculations, they can be used directly in 
the Rappaz model as shown in Figure 1.
In the Rappaz model, due to the use of an isothermal field at each time step, the growth 
velocity calculated via the KGT model described in Section 2.4.4 is the same for all the 
corners of each individual cell which are considered as dendrite tips for that particular cell. 
Even if this method is capable of reproducing some aspects of dendritic structures, it really 
doesn't take into account the whole physics of'the dendrite tip growth. The drift velocity of 
the liquid-solid interface calculated by the KGT model and based on the solute diffusion, due 
to the build up of the solute concentration near the interface is only one of the aspects of the 
growth phenomenon, representing the average behavior of the interface. This deterministic 
velocity must be used in the context of a combined drift-diffusion or drift-stochastic growth. 
The notion of diffusional growth of a dendrite tip must be understood in the context of the 
diffusional noise, combining the thermal agitation of tips, the self-diffusion of the substrate's 
atoms at the tip and the diffusion of the solute atoms present at the tip.
We therefore justify our stochastic model of grain growth, since in the Rappaz model the 
tip velocity represents the velocity of the moving liquidus isotherm without taking 
into account the to the tip motion due to the [5. 12],
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according to which the moving interface is on average of a planar topology while undergoing 
stochastic fluctuations. These fluctuations can lead to the creation of dendritic or cellular 
structures (dendritic for velocities less than the absolute stability limit and cellular for ve- 
locities higher than the absolute stability [57, 87]) during solidification of alloys due to the 
morphologically unstable liquid-solid interface under the destabilising effects of constitutional 
undercooling [86], thermal agitation and self-diffusion.
The interface is stabilising due to the surface tension effect and kinetic anisotropy [86, 87]. 
In order to implement the drift-stochastic motion of the tips, the [85] 
was used. The Ito stochastic differential equation is applied [85]
, (2.18)
to describe the space-time trajectory of the tip (fluctuation), where the first term, A[r(t),t], 
describes the dynamical variable of the dendrite tip and is referred to as the deterministic drift 
velocity of the moving liquidus isoterm, the second term is the stochastic contribution and 
efW is a given Gaussian Wiener process. As it can be seen in eqn. (2.18), the stochastic term 
depends on the diffusion coefficient of the atomic system. This value is calculated directly at 
the nanoscale, therefore, the coupling factor between the nanoscale and the growth part of 
the Rappaz model is the system's diffusion coefficient as shown in Figure 2.3. Details of the 
numerical implementation of this equation can be found in [88]. The drift velocity is obtained 
from the KGT model in a similar fashion to the Rappaz model, where the cell undercooling 
is used in the parabolic equation of the Ivanstov from which the drift velocity is calculated.
The results presented in this Chapter are aimed, at validating the nano-micro model proposed 
earlier in this Chapter. Three type of validations are necessary for the model.
104
Figure 2.3: The coupling of the nanoscale and the growth part of the Rappaz model via the 
evaluation of the diffusion coefficient using the MD simulations.
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  As we did not have access to the code usf'd by Rappaz et al., the program needed to be 
writen and therefore, it needed to be tested in order to find out if qualitatively it can 
produce the same physical tendencies as the Rappaz model.
  We also did not have access to the code for KGT model therefore the program evaluating 
the growth velocity based on the KGT model needed to be tested in order to verify the 
accuracy of the calculations.
  Once the correctness of the programs wc^re established, our nano-micro model had to 
be validated qualitatively and quantitatively (where possible) by comparing its results 
to other experimental or computational results corresponding to the similar alloy and 
process parameters.
Five different metallic systems were used to validate various aspects of the model.
  The Al system was used to test the Rappaz model, based on different cooling rates, 
growth velocities and contact angles. Results obtained were compared qualitatively 
with ones obtained originally by the Rappaz model [68].
  The Ag-Cu alloy, where Cu is the solute phase, was used to validate the KGT program 
by comparing its results to those of the o figinal authors [57].
  The Al-3%atSn and Sn-10%wtPb alloys were used to validate the model as a whole by 
comparing the results to experimental results where available [50].
For each one of these simulations, two set of results are presented. First the results obtained 
by the atomistic simulations using MD, used as input to micro model and then, the results 
produced by the micro model using atomistic input. Before going further into the detailed 
results, the way by which results were obtained is discussed.
In order to implement this coupled model, we have to proceed as follows:
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  Preparation of the input file for the nanoscale simulation which must correspond to the 
exact percentage of the solute initial concentration and crystallographic structure of the 
metallic system.
  Calculation of the residual chemical potential and the diffusion coefficient using the 
Molecular Dynamics simulations at different tempeartures as described in Chapter 1.
  Calculation of the bulk and surface nucleiition rate distributions for different undercool- 
ings and a range of contact angles as given by eqns. (2.14) and (2.16) respectively.
  Determination of the variation of the dendrite tip growth velocity with the undercool- 
ing by establishing databases providing relationships between the velocity and radius, 
velocity and undercooling and undercooling and radius based on the KGT model.
  Linking the distributions and the databases to the Rappaz model to create the mi- 
crostructure using the cellular automaton model.
In following sections, results from MD simulations are given without the description of atom- 
istic simulations as they are already given in Section 1.7. Colours in the results outputed 
by the micro model, represent the < 100 > crystallographic directions of grains with regard 
to the "x" axis of cellular automata grid. The correspondence between the colors and the 
orientations are given in Figure 2.4.
In this Section, the values of the homogeneous and heterogeneous nucleation rates (the num- 
ber of grains nucleated per unit of time and volume with contact angles of 180° or smaller 
respectively) as well as the critical Gibbs free energy are presented. Their variations based on 
the values of the contact angle and also the solute concentration are discussed. The variation 
of the growth velocity with different undercoolings and various solute concentrations are also 
given. If we consider Figures 2.5 and 2.6 obtained by the MD simulations, it can be observed 
that by increasing the amount of the solute phase, the critical undercooling necessary for the
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Figure 2.4: Colours used in the Rappaz output, and the crystallographic orientation of grains 
based on the < 100 > crystallographic orientations.
solidification decreases. This is mainly due to the increase in constitutional undercooling and a 
decrease in the local freezing temperature. By approaching the eutectic composition, the alloy 
must cool down to temperatures near the eutectic temperature after which it becomes solid 
rapidly with a eutectic structure. It is also shown in Figures 2.5 and 2.6, that the total amount 
of potential nuclei is increased. These two effects combined, will produce a greater amount of 
equiaxed microstructure in the case of Ag-10%wtCu than in the case of Ag-5%wtCu alloy. 
The effect of the contact angle is shown in Figures 2.7 and 2.8. In these Figures, the variation 
of the nucleation rate with undercooling for two different contact angles are given. By de- 
creasing the contact angle from 180° for the homogeneous nucleation to 45° for heterogeneous 
nucleation with a small contact angle, the value of the critical undercooling was reduced from 
25°(7 to only 2°C. The reason lies within the increased possibility of clusterisation due to the 
decrease in critical Gibbs free energy as shown in Figure 2.9. As shown in the latter figure, the 
value of the Gibbs free energy was reduced from 12.25 eV to nearly 0.75 eV since nucleation 
of new grains on existing impurities within the bulk or in the grooves on the mould's surface
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Figure 2.5: Variation of the nucleation rate with the undercooling for the Ag-5%wtCu alloy 
with 90° contact angle
Figure 2.6: Variation of the nucleation rate with the undercooling for the Ag-10%wt Cu alloy 
with 90° contact angle
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Figure 2.7: Variation of the nucleation rate with the undercooling for the Ag-5%wtCu alloy 
with 180° contact angle
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Figure 2.8: Variation of the nucleation rate with the undercooling for the Ag-5%wtCu alloy 
with 45° contact angle
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Figure 2.9: Variation of the critical Gibbs free energy with undercooling for different contact 
angles within the Ag-5%wtCu alloy
requires much less interfacial energy. To investigate the effects of the solute concentration on 
the growth velocity using the KGT model, the concentration of the Cu was changed from 2 to 
25%wt. It is shown in Figures 2.10 and 2.11 that for the same undercooling, the increase in 
the solute concentration leads to a decrease in the growth velocity and therefore, a decrease in 
the dendrite tip radius from values around /zra to several hundreds of as shown in Figure 
2.11.
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Figure 2.10: Dendrite tip growth velocity obtained via the KGT model for different solute 
concentrations in the Ag-Cu system.
This decrease in the growth velocity as well as in the radii of the dendrite tips is consistent 
with the comparison made in Figures 2.5 and 2.6, giving a higher nucleation rate for 10%wtCu 
than for 5%wtCu. These results are consistent as well with those calculated by the authors of 
the KGT model [57]. The variation of the growth velocity with the undercooling is parabolic, 
as described by KGT model.
2.6.4 Results for the Al system
In this Section, the first results based on the Rappaz model with or without the use of the 
stochastic dynamics for the grain growth are presented. The empirical distribution functions 
were replaced by calculated homogeneous and heterogeneous nucleation rates provided by the 
MD simulations. In order to test the model, various cooling rates and contact angles were 
used. In the case where stochastic dynamics were used for the growth process, the variation 
of the diffusion coefficient with tempearture, calculated by the MD simulations, are presented.
112
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Figure 2.11: Variation of the dendrite tip radii with growth velocity for different solute con- 
centrations for Ag-Cu alloys.
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