Misspecifications of econometric models can lead to biased coefficients and incorrect interpretations of error terms, which in turn can lead to incorrectly estimated models and incorrect inference. There are specific techniques such as instrumental variables, which are used in the economics literature to deal with some individual forms of model misspecification, only addressing one problem at a time. The joint and separate solutions to the problems of unknown functional forms, omitted variables and measurement errors, discussed in this paper, prove that instrumental variables do not exist. Therefore, the specific techniques used in the literature are not feasible. This paper proposes a general method for estimating underlying parameters in the presence of a range of model misspecifications. It is argued that this method can consistently estimate the direct effect of an independent variable on a dependent variable with all of its other determinants held constant even in the presence of an unknown functional form, measurement error and omitted variables. * The views expressed in this paper are the authors' own and do not necessarily represent those of their respective institutions.
Introduction
Rarely, if ever, econometric relationships are not subject to specification errors arising from the following four problems: (i) the true functional forms of economic relationships are usually unknown, (ii) econometric models cannot be specified without omitting some relevant explanatory variables, (iii) the error terms of econometric models may not be independent of their explanatory variables, and (iv) data on economic variables can contain measurement errors. Consequently, misspecification of models is difficult to avoid. There are specific techniques, which are suggested in the econometric literature to deal with these problems, usually one at a time. Instrumental variables are an obvious example of a technique that supposedly deals with measurement error. We say "supposedly" because the instrumental variables are not proved but only assumed to exist in the econometric literature. This is easy to show. The definition of instrumental variables imposes the following two conditions on these variables: (i) Uncorrelatedness: Instrumental variables needed to apply the method of instrumental variables to a model should be uncorrelated with its disturbances and (ii) Relevance: The same instrumental variables that satisfy the condition of uncorrelatedness should also be correlated with the endogenous explanatory variables of the model that are correlated with its disturbances (see Greene 2008, pp. 315-316) . In fact, there is tension between these two conditions. That is, the higher the correlation of the variables chosen to be used as instrumental variables with the endogenous explanatory variables of a model satisfying the condition of relevance, the higher the correlation of the chosen variables with the disturbances of the model violating the uncorrelatedness condition, as pointed out by several econometricians (see Greene 2008, p. 320) . Pratt and Schlaifer (1988, p. 34) add that the uncorrelatedness condition is meaningless. But this instrumental variables technique cannot deal with a misspecified functional form or omitted variables bias. Similarly the non-parametric estimators such as neural networks or nearest neighbor estimation are supposed to deal with an unknown functional form. These techniques cannot however cope with measurement error and they also typically require very large data sets. This paper sets out a new approach to estimation which can deal with all four problems at the same time and which is practical in relatively small samples.
More specifically, this paper shows how misinterpretations of model coefficients and error terms in the presence of model misspecifications can be avoided using a coefficient-decomposition approach. As we discuss, a key aspect of this approach involves the use of what we term "coefficient drivers". Intuitively, coefficient drivers may be thought of as variables, which, though not part of the explanatory variables in a relationship, serve two important purposes. First, they deal with the correlations between the included explanatory variables and their coefficients.
1 In other words, even though it can be shown that the included explanatory variables are not unconditionally independent of their coefficients, they can be conditionally independent of their coefficients given the coefficient drivers. Second, the coefficient drivers allow us to decompose the coefficient on a regressor into three components such that one of these components representing the specification-bias-free component is distinguished from the other two components representing specification biases. In one sense the coefficient drivers may be seen as a dual (and a generalization) of instrumental variables. A good instrument is correlated with the true value of an explanatory variable of a model measured with error while being uncorrelated with the model's error term and the measurement error. Good coefficient drivers are those that divide into two disjoint sets so that one set is highly correlated with the biasfree and the other set is highly correlated with the bias components of coefficients, which arise from the econometric misspecification, and therefore provide information that allows us to correct the biases, which arise in the coefficients. An issue that arises, however, is the following: How do we select an appropriate set of coefficient drivers? This is much like the problem of how we select an appropriate set of instruments and we will discuss this specifically below.
The remainder of this paper is divided into three sections. Section 2 presents the new way of interpreting the coefficients of misspecified econometric models and the assumptions that are consistent with those interpretations. Such assumptions may require the specification of a time-varying coefficient (TVC) model without the implication that these TVC's are always true. The identifiability conditions for TVC models and the methods of consistently estimating their unknown quantities are presented in Section 3. Unresolved problems will be faced if the TVC's are assumed to follow random walk processes, as shown in Section 3. This section also provides a Bayesian method of estimating TVC models satisfying the identifiability conditions. Section 4 provides an example of the practical use of the technique applied to modeling the demand for broad money for the United States. Section 5 concludes.
Interpretations of Model Coefficients and Appropriate Assumptions
Conventional econometrics is to a large extent the study of individual causes of biased parameter estimates: omitted variables, measurement error, an incorrect functional form, etc. These problems are usually dealt with one at a time in a textbook context, but of course practical work is plagued by all these problems at once. In this section we outline the basic problem of interpreting coefficients when these problems are present and our proposed procedure for dealing with these problems simultaneously.
An alternative approach to the one outlined below is the dynamic modeling, 'general to specific' one (see Cuthbertson, Hall and Taylor 1992) . This approach attempts to find a congruent model by working from a complex dynamic structure which should approximate the data generation process (satisfying Wold's decomposition) and then reduces this model down through a set of model reduction steps to find a good parsimonious congruent model. The philosophy behind the approach outlined below is actually quite similar to the dynamic modeling approach. Here we start from a model which completely mimics the data generating process by allowing the coefficients to vary as much as is necessary to exactly fit the data. 2 We then decompose the time-varying coefficients to provide consistent estimators of the true coefficients, thus arriving at a parsimonious congruent model.
When studying the relation of a dependent variable, denoted by x , …, * 1, K t x − ) are correlated with a third set of variables, a phenomenon known as spurious correlation may arise (see Lehmann and Casella 1998, p. 107; Pratt and Schlaifer 1988, p. 47) . As a first step in avoiding spurious correlations, economic theories may suggest mechanisms through which * 1t
x , …, x , …, * 1, K t x − may not be perfect measures of 2 It is worth noting that, in a recent paper, Granger (2008) suggested that he believed that the next major development in econometrics would be time-varying parameter models. Granger quoted a theorem, which he attributed to White (from unpublished work in 2006) , that demonstrated that a time-varying parameter model may represent any unknown functional form. In fact, this was first established by Swamy and Mehta (1975) and has been the foundation of many of the TVC papers Swamy wrote with varying groups of co-authors since 1975. We will refer to this theorem as the Swamy et al. Theorem. the underlying true variables, causing errors-in-variables problems. The purpose of this paper is to propose the correct interpretations and the appropriate method of estimation of the coefficients of the relationship between x − we need a model which will capture all these potential problems.
It is useful at this point to clarify what we believe to be the main objective of econometric estimation. In our view the objective is to obtain consistent estimators of the direct effect on a dependent variable of changing one independent variable holding all others constant. That is to say we aim to find a consistent estimator of the partial derivative of y keeping all the other determinants of * t y constant. This of course is the interpretation, which is usually placed on the coefficients of a standard econometric model, but this interpretation depends crucially on the assumption that the coefficients of the conventional model are free of specification biases, which is of course not the case in the presence of model misspecification.
One way to proceed is to specify a set of time-varying coefficients, which provide a complete explanation of the dependent variable y. Consider the relationship t y = 0t
which we call "the time-varying coefficient (TVC) model". As this model provides a complete explanation of y, all the misspecifications in the model, as well as the true coefficients must be captured by the time-varying coefficients. Note that if the true functional form is non-linear certain portions of the timevarying coefficients can be thought of as the partial derivatives of the true nonlinear structure and so they are able to capture any possible function. These coefficients will also capture the biases introduced by measurement error and omitted variables. The trick then is to find a way of decomposing these coefficients into the bias and the bias-free components. Equation ( Pratt and Schlaifer (1988, p. 34) show that this independence condition is "meaningless". By the same logic, the usual exogeneity assumption of independence between a regressor and the disturbances of an econometric model is "meaningless" if these disturbances are assumed to represent the net effect on the dependent variable of the unidentified determinants of the dependent variable excluded from the model. Pratt and Schlaifer (1988, p. 34) show that if the error term of model (2.1) is not the right one, then the assumption that its explanatory variables are independent of its error term is meaningless. Pratt and Schlaifer (1988, p. 34) point out that although these arguments are true, the * 0 gt λ 's with the correct time profiles, a 'sufficient set' of excluded variables, can be independent of the regressors of (2.1). Elsewhere, Pratt and Schlaifer (1984, p. 14) point out that the regressors of (2.1) cannot be uncorrelated with every determinant of remainder of every such determinant. The intercept y with all the other determinants of * t y held constant. Thus, only the direct effects have economic interpretations. These effects are unique because they represent a property of the real world that remains invariant against mere changes in the language we use to describe it (see Basmann 1988, p. 73; Pratt and Schlaifer 1984, p. 13; Zellner 1979 Zellner , 1988 . The sums So to put the previous formal arguments into words; if the true model in terms of the true measurements of a dependent variable and all of its determinants has some unknown possibly non-linear functional form, then this model can be accurately represented as the time-varying intercept plus the sum of the products of the determinants and their respective time-varying coefficients with time profiles determined by the functional form of the true model. This representation is equivalent to the errors-in-variables representation expressed as the timevarying intercept with three components plus the sum of the products of a subset of determinants and their respective time-varying coefficients. Each of these coefficients is equal to the corresponding time-varying coefficient from the true model plus two components reflecting the omitted-variable and the measurementerror biases. This argument is a matter of pure deductive logic and must always be true and so it gives us an unambiguous way of thinking about and interpreting coefficients. The next issue is how to make some identifying assumptions, which will allow us to separate the components of coefficients.
As noted above we believe that empirical researchers are interested in the direct effects (or the partial derivatives) * α 's, not in the omitted-variable and measurement-error biases. That is, they are not interested in the jt γ 's, which are contaminated by omitted-variable and measurement-error biases. To obtain accurate estimates of the * jt α 's using the observations in (2.1), we need to first decompose each jt γ with j > 0 into its components in (2.3). Our method of identifying these components and performing the decomposition is based on the following assumptions that are consistent with the correct interpretations of γ 's:
Assumption 1: (Auxiliary information): Each coefficient of (2.1) is linearly related to certain drivers plus a random error, α has economic interpretations.
Assumptions 1 and 2 answer the question of parameterization: which features of equation (2.1) ought to be treated as constant parameters? We present the prime considerations guiding the selection of coefficient drivers in Sections 3.7-3.9 below and only point out here that the particular choice of constant parameters in equation (2.4) should be changed if the forecasts of a set of the outof-sample values of t y from equation (2.1) and (2.4) are inferior to the forecasts of the same values from equation (2.1) and (2.4) with a different set of coefficient drivers. Model (2.1) with incorrect functional forms assigned by inappropriate coefficient drivers cannot perform well in prediction. 
where u Δ may not be diagonal.
The desirable statistical consequences of the restriction Assumption 3 imposes on the eigenvalues of Φ in (2.5) will be shown in Section 3.2 below. Assumption 3 considerably generalizes (2.4). If we had assumed that the errors in (2.4) were serially uncorrelated this would imply a very simple dynamic structure. By making Assumption 3 we are allowing a much richer dynamic structure although we are imposing some common factors in this structure to keep the model tractable. 
, and ε = 1 ( ,..., ) Lehmann and Casella (1998, p. 24) show that unidentifiable parameters are statistically meaningless. To show that the parameters of model (2.10) are statistically meaningful, we need to demonstrate that the identifiability conditions for these parameters are satisfied. The fixed coefficient vector
X has full column rank. A necessary condition for z X to have full column rank is that T > Kp. That has been the case for the received applications. The error vector ε is not identified because the necessary condition T > TK for x D to have full column rank is false. This result implies that ε is not consistently estimable (see Lehmann and Casella 1998, p. 57) . Swamy and Tinsley (1980, p. 117) theorems do not qualify to be termed laws unless it can be shown that they actually explain a wide range of past data and experience and yield good predictions over a broad range of data and experience" (p. 9).
Assumptions 5(i) and 5(ii) make all the coefficients and x D ε of (2.10) statistically meaningful. Equation (2.4), which establishes a link between the coefficients of (2.1) and the coefficients and errors of (2.10), shows that if the coefficients and x D ε of (2.10) are statistically meaningful, then so are the coefficients of (2.1). In certain situations specified in Judge, Griffiths, Hill, Lütkepohl and Lee (1985, p. 612) , the finite moments of the estimators of the coefficients of (2.10) exist up to the degrees of freedom that remain unutilized after the estimation of these coefficients. Assumption 5(iii) is made to guarantee the existence of at least finite fourth moments for the estimators of the coefficients of (2.10) in these situations. Swamy, Mehta and Singamsetti (1996) explain how model (2.10) can be estimated when z X has less than full column
Lack of identification and its consequences
In this section, we work out a counterexample to the claim that in the context of model (2.1), the smaller the number of unknown parameters the easier their identification. We change the general Assumptions 1 and 3 to the following simple assumption. This assumption is simple in the following sense: By setting the π 's in (2.4) equal to zero and the Φ in (2.5) equal to an identity matrix, this assumption leads to substantial economies in parameterizing model (2.7), beyond those obtained from Assumptions 1, 3 and 4. However, it is appropriate to warn against these economies because they lead to undesirable statistical consequences, as we now show. In our attempt to achieve economies in parameterizing (2.7), if we adopt Assumption 1′, then it immediately follows that (i) the unconditional mean jt γ is not finite and (ii) the coefficients of (2.1) and their components shown in (2.2) and (2.3) are not identified on the basis of the observations in (2.1). If so, these coefficients are statistically meaningless and the direct effect of each of "Ordinary notions of consistency demand use of procedures which are valid and admissible both conditionally and unconditionally. (Numerically minor deviations from this goal may be satisfactory and justifiable on the grounds of convenience. The preceding statement also requires the qualification that the problem be correctly modeled, otherwise it may be desirable to adopt robust but formally inadmissible procedures to reflect realistic possibilities that have been omitted from the formal model.) … It seems to me the conclusion is that none of [(objectively or subjectively specified) formal Bayes estimators or empirical or robust Bayes methods] … should be applied conditionally without also taking into account the unconditional, frequentist structure of the situation." (p. 491) Under Assumptions 1′ and 4′ , model (2.1) does not satisfy Brown's qualification that it needs to be correctly specified because it has statistically meaningless coefficients. (2.7) is differenced additional terms enter into it giving to it a nonparsimonious form unless it is linear or γ is constant. Theorem 1 above does not always justify this constancy assumption.
Nonparsimonious form and generalization of co-integration
A set of integrated variables is said to be cointegrated if these variables follow a linear model in which (i) the error term is integrated of order zero with mean zero such that it is mean independent of the included explanatory variables and (ii) the coefficients are free of specification biases (see Greene 2008, p. 756) . This is a highly specialized definition of cointegration that rarely if ever applies to practical situations. A more general definition that applies generally to realistic situations is as follows: The variables t y and t x in (2.7) are cointegrated and the components * jt α in (2.3) of the coefficients of model (2.7) are cointegrating, if these components are nonzero.
Contradictions implied by Assumptions 1′ and 4′
Methods for calculating the loglikelihood function, and the maximization of it with respect to the variances of ζ 's in (3.1), require the joint density of 1 y , …, 
where it is assumed that The joint pdf in (3.2) is the result of a contradiction because assumption (3.3) contradicts the assumption that model (3.1) holds for all t. This is because, according to the latter assumption, t y does not possess finite unconditional mean for all t, and, according to the former assumption, t y possesses finite unconditional mean for t = 1. Time t = 1 is not unique in the sense that it is not the same for all data sets. Assumption (3.3) and model (3.1) for t > 1 both cannot hold if time t = 1 is not unique. Wrong initialization of the Kalman filter of jt γ (see Durbin and Koopman 2001, pp. 17-30 ) using a wrong distribution of the initial value 1 j γ can lead to wrong time-paths of the coefficients of (2.1).
The nonexistence of instrumental variables
While the existence of instrumental variables defined in econometrics is not proven even in the specific case of measurement error alone, we argue that, in the presence of any one of the specification-bias terms in (2.3), there can be no variables which meet the requirements for valid instruments, so that instrumental variable estimation is not a sensible way forward. Once we assume that there is any one of the problems of omitted variables, measurement errors and unknown functional form with model (2.1) the instrumental variables that are correlated with the regressors of model (2.10) and t U may have been affected by some third variable -in common parlance, a 'common cause'." (p. 47). What was assumed in certain studies covered in Greene (2008, pp. 319, 341-349) is what Pratt and Schlaifer said must not be assumed. The warning of Pratt and Schlaifer and the nonexistence of instrumental variables in the context of model (2.10) clarify the distinction between the method of instrumental variables, which has become a workhorse technique in the empirical literature, and the use of coefficient drivers. Linear functions of the latter variables, with the same time profiles as the components in (2.3) of the coefficients of (2.1) over the relevant estimation and forecasting periods can exist. The motive for introducing model (2.10) is the expectation that such coefficient drivers can be found.
Estimation under Assumptions 1-5
An appropriate method of estimating model (2.10) is iteratively rescaled generalized least squares (IRSGLS) developed in Chang, Swamy, Hallahan and Tavlas (2000) . 8 To simplify our study of the properties of the estimators yielded by this method, we make Assumption 6(i) is false if Assumption 4 is false. To Assumptions 1-6, let us add the conditions of Kariya and Kurata's (2004, p. 42 ) Proposition 2.6. Then the IRSGLS estimators of the coefficients of model (2.10) possess finite secondorder moments. To establish further properties of these estimators, we need additional assumptions, which we state below. 
The algebraic form of W ε is shown in Chang, Hallahan and Swamy (1992).
Assumption 8:
converges to a positive definite matrix as T tends to infinity. is a column stack of Φ , respectively (see Chang, Hallahan and Swamy 1992) .
The minimum variance linear unbiased estimator of
denote an IRSGLS estimator of 
Replacing ω by ω in the numerator of the ratio on the right-hand side of equation (3.4) gives
Assumption 10: The random variable (3.5) satisfies all the assumptions of Lehmann and Casella's (1998, p. 430 ) Theorem 1.1. This assumption can be satisfied if Assumptions 5 and 6 are true. Assumption 10 permits an expansion of (3.5) about (3.4) with bounded coefficients: shown by Cavanagh and Rothenberg (1995, p. 278) . Let η be a vector consisting of the distinct elements of ((
Assumption 11:
The remainder term R, the elements of b and C, the error vector v x D W ε in Assumption 7, and η satisfy Cavanagh and Rothenberg's (1995, p. 278) long Assumption A. When Assumptions 1-11 are satisfied, the following results can be established: (i) The vector b and the matrix C are uncorrelated with (
Long h π ω .
(ii) The 1 ( ) o T − approximation to the distribution of (3.5) is the same as the distribution of
(iii) Approximations to the conditional moments in (3.7) can be calculated from the Edgeworth expansion to order 1 T − of the joint density function for η .
(iv) Barndorff-Nielsen and Cox's (1979) formulas for the multivariate Edgeworth expansion of a conditional density function can be used to approximate the moment in the second term of (3.7) to order
approximations to the moments in the last two terms of (33.7) can be calculated from the asymptotic normal distribution of η . (vi) The random variable (3.4) has mean zero, its higher-order odd moments are o(1), and is asymptotically independent of b and C.
− approximate distributions of (3.4) and (3.5) show that (a) the skewness of (3.5) is always the same as that of (3.4), (b) the mean of (3.5) is the same as that of (3.4) if the asymptotic covariance between b and ( ) T ω ω − is zero, and (c) the kurtosis of (3.5) is the same as that of (3.4) 
Long h π ω in (3.7) is derived in Havenner and Swamy (1981) . These authors give sufficient conditions for the consistency and asymptotic normality of ( shape. Thus, we could provide the conditions under which the IRSGLS estimators of the parameters of model (2.10) are consistent and those of the coefficients of this model have distributions that often differ from the distribution of (3.4) only in variance.
It should be noted that to prove results (i)-(ix) given above, we use Cavanagh and Rothenberg's (1995) method of proof and our assumptions, some of which are not the same as theirs. The important points to note about our assumptions are that they are meaningful, as shown by Pratt and Schlaifer (1988, p. 34) , form a consistent set, and are appropriate to the realistic situations where omitted-variable and measurement-error biases are present and the true functional forms are unknown.
Let us now turn to the case where ( )
is not asymptotically uncorrelated with ˆ( ) Long π ω and b. In this case, let a sequence of (marginal) distributions of ω converge weakly to a distribution. Let a sequence of (conditional) distributions of ( ) Long π ω given an estimate ω of ω converge weakly to a distribution and let this convergence be uniform in ω for every compact subset of the parameter space of ω (see Sethuraman 1961, pp. 380 and 381) . Then a sequence of (joint) distributions obtained by multiplying the marginal distribution of ω by the conditional distribution of ( ) Long π ω given an estimate ω of ω converges weakly to a distribution. A sequence of (marginal) distributions of ω converges weakly to a distribution if the mean square errors of the elements of ω tend to zero as T → ∞ . Sufficient conditions under which a sequence of the (conditional) distributions of ( ) Long π ω given an estimate ω of ω converges to a distribution uniformly in ω for every compact subset of the parameter space of ω need to be worked out.
Asymptotic efficiency:
The solution of the likelihood equations for the parameters of model (2.10) obtained by replacing the left side of these equations by the linear terms of their respective Taylor expansions about the IRSGLS estimates of the parameters is asymptotically efficient (see Lehmann and Casella 1998, pp. 453 and 467, (5.25) ).
Practical estimation
Under Assumptions 1-7, we can use the following strategy to construct a practical estimation method. The IRSGLS criterion leads to a good determination of the coefficients of (2.1) if Assumptions 1-7 hold with small variances for the errors of (2.4), as the Chebychev inequality shows (see Lehmann 1999, p. 52) . The appropriate formulas for computing the standard errors of IRSGLS estimates are given in Swamy, Yaghi, Mehta and Chang (2007) . A Monte Carlo study by Yokum, Wildt and Swamy (1998) α with the right sign is acceptable unless this estimate has an unreasonably large magnitude, in which case some coefficient drivers can be eliminated from the sub-set. In actual estimation, an estimate of * jt α will have the wrong sign and/or a wrong magnitude if an accurate estimate of the sum of the last two terms on the right-hand side of equation (2.3) is not subtracted from the corresponding accurate estimate of jt γ with j > 0. The idea of the above estimation strategy is to avoid the estimates of direct effects with wrong signs. The coefficient on each explanatory variable of the TVC model considered in this paper is the sum of three components. One of these components measures the direct effect of a determinant of the dependent variable on the dependent variable with all of its other determinants held constant. Under Assumptions 1-7, the fitting criterion described in this section gives a formal statistical way of determining the sum of the three components and the decomposition of this sum described above gives a formal statistical way of determining which coefficient drivers are used to derive the direct-effect component.
Bayesian estimation of the direct effects with probably correct coefficient drivers
DeGroot (1982) wrote, "All good Bayesian statisticians reserve a little pinch of probability for the possibility that their model is wrong". Accordingly, we assign a less than 1 prior probability for the possibility that the coefficient drivers included in (2.4) are correct. Models of the form (2.10) with the same explanatory variables as in (2.1) but with different coefficient drivers are considered as separate elements of a model space. That is, models of this space differ only in the definitions of coefficient drivers. We assume that this space is finite. We assume that the prior probabilities assigned to its elements add up to 1. Algebraically, a prior probability, denoted by ( ) investigates the relationship between the demand for broad money (M3) and real income in the US. We have chosen this example partly because modeling the demand for money in the US has been notoriously difficult and seems to be subject to serious problems of measurement error (the missing money episode), omitted variables and structural changes (see Cuthbertson and Taylor 1990) .
Starting from a general portfolio balance model we can specify the demand for broad money as ) , , ( (4.2) where we have parameterized the model so as to assign the total scale effect from wealth and income to income coefficient 1 α and to then express the effect of movements in wealth relative to income as 2 α . We would expect the value of the long run scale effect to be unity for long run stability.
For purposes of comparison, we begin by estimating a standard static OLS version of this model. The results of this exercise are reported in Table 1 . Clearly, these results are unsatisfactory. The income coefficient is higher than unity, while the wealth to income ratio and the interest rate coefficient both have the wrong sign. As noted above, there are many possible explanations for this including the structural changes which have taken place in the US financial system (indicating omitted variables), which would imply some form of nonlinear relationship. The normal response would be to try and improve this basic model (4.2) and many attempts have been made to do this although with limited success. Here, however, we will employ the TVC approach outlined above.
We begin by estimating (4.2) with coefficients which vary over time following equation (2.4) so that at every point in time the model exactly fits the data. Using the specified set of coefficient drivers, which in this case are a constant, the lagged change in income, the lagged change in the wealth to income ratio and the lagged value of the interest rate, the time-varying coefficients of (4.2) are estimated. We then split the set of four drivers into two subsets and assume that the lagged interest rate and the lagged change in the wealth to income ratio are correlated with specification biases in (4.2); hence, we remove these biases from the time-varying coefficients, along with the error terms of the coefficient equations in (2.4). We, then, obtain our estimates of the bias-free components.
Columns (1) and (2) under equation (4.2) in Table 2 report the average coefficients obtained over the sample period from the TVC procedure of this paper. Column (1) under equation (4.2) shows the time averages of the timevarying total coefficients of (4.2) including any biases. It is interesting to note that these coefficients are not close to those obtained under OLS. The reason for this is simply that OLS constructs the coefficient estimates so that they will produce orthogonality between the explanatory variables and the residuals of model (4.2). If this orthogonality should not exist because of misspecifications in the model, then the OLS coefficients get driven away from their true values and they can be very different from the sample averages of the corresponding time-varying coefficients. All the time averages of the total coefficients in column (1) under equation (4.2) in Table 2 are correctly signed and significant. We then remove the biases to obtain column (2) under equation (4.2) in Table 2 . The estimated biasfree income effect is very close to unity, the wealth to income ratio has a bias-free coefficient with the right sign and very plausible magnitude (at 0.25) and the total coefficient on the interest rate variable and its bias-free component both have the same negative value. All these bias-free coefficients on the explanatory variables are significant. To further illustrate the technique, we now go on to investigate an alternative model. Our stated objective is to estimate the bias-free elasticity of money demand with respect to income. Given our claims above, we should, therefore, be able to estimate this parameter in isolation. We do this in columns (1) and (2) under equation (4.2.1) in Table 2 . Here we have estimated a model, "labeled (4.2.1)", with only income and a constant; we have included the current interest rate and the current wealth to income ratio as extra drivers as they are obviously correlated with some of the omitted variables.
11 In model (4.2.1), the time average of the total time-varying coefficients on income falls to 0.89. However, when we remove the bias components (including the variables deleted from (4.2) used as two new drivers in the set of variables which are correlated with the biases) we get a time averaged bias-free value of 1.03 which is almost identical to that obtained in the original model (4.2).
Figures 1, 2 and 3 show the full time-paths for both the total coefficients from column (1) under equation (4.2) in Table 2 and their bias-free components.
In these figures, the total coefficiens show a clear movement in the 1970's and 1980's which reflects oil price hikes and the savings and loan distortion which hit the US money markets at that time. The bias-free component, however, has this effect completely removed and the resulting coefficient is remarkably stable.
Finally, Figure 4 shows the total and bias-free coefficients for the alternative model under equation (4.2.1) from Table 2 . Because of omittedvariable and measurement-error biases, the total income coefficient of model (4.2.1) gets reduced considerably from its bias-free component. This bias-free component, however, returns almost exactly to its correct value of 1. This illustrates the important point that its bias-free component is not simply a smoothed version of a total time-varying coefficient; it can have a completely different value or even sign.
This section has illustrated the procedure for TVC estimation which we have outlined in the earlier sections of this paper. We have argued that it has provided sensible and robust estimates of bias-free coefficients which are not obtainable through standard techniques such as OLS.
Conclusions
Most econometric models estimated in the literature can have incorrect functional forms and suffer from omitted-variable and measurement-error biases and hence are likely to be misspecified. This paper offers the correct interpretations of the coefficients and the error term of a misspecified model. The assumptions that are consistent with these interpretations are also offered. With such assumptions it is possible to correct for omitted-variable and measurement-error biases in misspecified models without making strong functional-form assumptions. Both Bayesian and non-Bayesian solutions to the problems of unknown functional form, omitted variables, and measurement errors are presented. We have illustrated this technique with an application to money demand in the United States.
