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In this paper, we introduce a new iterative algorithm by the relaxed extragradient-like
method for ﬁnding a common element of the set of solutions of generalized mixed
equilibrium problems, the set of solutions of a more general system of variational
inequalities for ﬁnite inverse strongly monotone mappings and the set of solutions of
a ﬁxed point problem of a strictly pseudocontractive mapping in a Hilbert space.
Then we prove strong convergence of the scheme to a common element of the three
above described sets.
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1 Introduction
In this paper, we assume that H is a real Hilbert space with the inner product 〈·, ·〉 and
the induced norm ‖ · ‖ and C is a nonempty closed convex subset of H . PC denotes the
metric projection of H onto C and F (T) denotes the ﬁxed points set of a mapping T . The
sequence {xn} converges weakly to x which is denoted by xn ⇀ x.
Let ϕ : C → R be a real-valued function and let A : C → H be a nonlinear mapping.
Suppose that F : C ×C →R is a bifunction.
The generalized mixed equilibrium problem is to ﬁnd x ∈ C (see, e.g., [–]) such that
F(x, y) + ϕ(y) – ϕ(x) + 〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted by GMEP(F ,ϕ,A).
If ϕ ≡ , then problem (.) reduces to the generalized equilibrium problem, which is to
ﬁnd x ∈ C (see, e.g., [–]) such that
F(x, y) + 〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted by GEP(F ,A).
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If A≡ , then problem (.) reduces to the mixed equilibrium problem, which is to ﬁnd
x ∈ C (see, e.g., [–]) such that
F(x, y) + ϕ(y) – ϕ(x)≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted byMEP(F ,ϕ).
If F ≡ , then problem (.) reduces to the mixed variational inequality of Browder type,
which is to ﬁnd x ∈ C (see, e.g., [, ]) such that
ϕ(y) – ϕ(x) + 〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted byMVI(C,ϕ,A).
If ϕ ≡ , A≡ , then problem (.) reduces to the equilibrium problem, which is to ﬁnd
x ∈ C (see, e.g., [–]) such that
F(x, y)≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted by EP(F).
If F ≡ , ϕ ≡ , then problem (.) reduces to the variational inequality, which is to ﬁnd
x ∈ C (see, e.g., [–]) such that
〈Ax, y – x〉 ≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted by VI(C,A).
If F ≡ , A ≡ , then problem (.) reduces to the minimized problem, which is to ﬁnd
x ∈ C (see, e.g., [–]) such that
ϕ(y) – ϕ(x)≥ , ∀y ∈ C. (.)
The set of solutions of (.) is denoted by Argmin(ϕ).
Let A,B : C →H be two mappings. Ceng et al. [] considered the following problem of
ﬁnding (x∗, y∗) ∈ C ×C such that
⎧⎨
⎩〈λAy
∗ + x∗ – y∗,x – x∗〉 ≥ , ∀x ∈ C,
〈μBx∗ + y∗ – x∗,x – y∗〉 ≥ , ∀x ∈ C,
(.)
which is called a general system of variational inequalities where λ >  and μ >  are two
constants. In particular, if A = B, x∗ = y∗, then problem (.) reduces to the classical varia-
tional inequality problem (.).
In order to ﬁnd the common element of the solutions of problem (.) and the set of ﬁxed
points of one nonexpansive mapping S, Ceng et al. [] studied the following algorithm: ﬁx
u ∈ C, x ∈ C, and⎧⎪⎪⎨
⎪⎪⎩
zn = T (,ϕ)λn (xn – λnFxn),
yn = TGμ [T
G
μ (zn –μBzn) –μBT
G
μ (zn –μBzn)],
xn+ = αnu + βnxn + γnyn + δnSyn, n≥ .
(.)
Under appropriate conditions, they obtained one strong convergence theorem.
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Let C be a nonempty closed convex subset of a real Hilbert space H . Let {Ai}Ni= : C →
H be a family of mappings. Cai and Bu [] considered the following problem of ﬁnding
(x∗ ,x∗, . . . ,x∗N ) ∈ C ×C × · · · ×C such that
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈λNANx∗N + x∗ – x∗N ,x – x∗ 〉 ≥ , ∀x ∈ C,
〈λN–AN–x∗N– + x∗N – x∗N–,x – x∗N 〉 ≥ , ∀x ∈ C,
...
〈λAx∗ + x∗ – x∗,x – x∗〉 ≥ , ∀x ∈ C,
〈λAx∗ + x∗ – x∗ ,x – x∗〉 ≥ , ∀x ∈ C.
(.)
And (.) can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈x∗ – (I – λNAN )x∗N ,x – x∗ 〉 ≥ , ∀x ∈ C,
〈x∗N – (I – λN–AN–)x∗N–,x – x∗N 〉 ≥ , ∀x ∈ C,
...
〈x∗ – (I – λA)x∗,x – x∗〉 ≥ , ∀x ∈ C,
〈x∗ – (I – λA)x∗ ,x – x∗〉 ≥ , ∀x ∈ C,
(.)
which is called a more general system of variational inequalities in Hilbert spaces, where
λi >  for all i ∈ {, , . . . ,N}. The set of solutions to (.) is denoted by 
. In particular,
if N = , A = B, A = A, λ = μ, λ = λ, x∗ = x∗, x∗ = y∗, then problem (.) reduces to
problem (.).
In order to ﬁnd a common element of the solutions of problem (.) and the common
ﬁxed points of a family of strictly pseudocontractive mappings, Cai and Bu [] studied the
following algorithm: pick any x ∈H , set C = C, x = PCx, and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
un = T (FM ,ϕM)rM,n (I – rM,nBM)T
(FM–,ϕM–)rM–,n
× (I – rM–,nBM–) · · ·T (F,ϕ)r,n (I – r,nB)xn,
yn = PC(I – λNAN )PC(I – λN–AN–) · · ·PC(I – λA)PC(I – λA)un,
zn = αnyn + ( – αn)Snyn,
Cn+ = {z ∈ Cn : ‖zn – z‖ ≤ ‖xn – z‖},
xn+ = PCn+x, ∀n≥ .
(.)
Under suitable conditions, they also obtained one strong convergence theorem.
In this paper, motivated and inspired by the above facts, we study a new iterative algo-
rithm by the relaxed extragradient-likemethod for ﬁnding a common element of the set of
solutions of generalized mixed equilibrium problems, the set of solutions of a more gen-
eral system of variational inequalities for ﬁnite inverse strongly monotone mappings and
the set of solutions of a ﬁxed point problem of a strictly pseudocontractive mapping in a
Hilbert space. Then we prove strong convergence of the scheme to a common element of
the three above described sets.
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2 Preliminaries
For solving the equilibrium problem, let us assume that the bifunction F satisﬁes the fol-
lowing conditions:
(A) F(x,x) =  for all x ∈ C;
(A) F is monotone, i.e., F(x, y) + F(y,x)≤  for any x, y ∈ C;





x + t(z – x), y
)≤ F(x, y);
(A) F(x, ·) is convex and lower semicontinuous for each x ∈ C;
(B) For each x ∈H and r > , there exists a bounded subset Dx ⊆ C and yx ∈ C such
that for any z ∈ C\Dx,
F(z, yx) + ϕ(yx) – ϕ(z) +

r 〈yx – z, z – x〉 < ;
(B) C is a bounded set.
Let H be a real Hilbert space. It is well known that
‖x + y‖ = ‖x‖ + ‖y‖ + 〈x, y〉 (.)
and
‖x‖ – ‖y‖ ≤ ‖x – y‖(‖x‖ + ‖y‖) (.)
for all x, y ∈H .
Deﬁnition . Let C be a nonempty closed convex subset of a real Hilbert space H .
() A mapping T : C → C is said to be nonexpansive if
‖Tx – Ty‖ ≤ ‖x – y‖, ∀x, y ∈ C;
() A mapping T : C →H is said to be L-Lipschitzian if there exists L >  such that
‖Tx – Ty‖ ≤ L‖x – y‖, ∀x, y ∈ C;
() A mapping T : C → C is said to be k-strictly pseudocontractive if there exists a
constant k ∈ [, ) such that
‖Tx – Ty‖ ≤ ‖x – y‖ + k∥∥(I – T)x – (I – T)y∥∥, ∀x, y ∈ C. (.)
It is obvious that k = , then the mapping T is nonexpansive;
() A mapping T : C →H is said to be monotone if
〈Tx – Ty,x – y〉 ≥ , ∀x, y ∈ C;
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() A mapping T : C →H is said to be α-inverse-strongly monotone if there exists a
positive real number α such that
〈Tx – Ty,x – y〉 ≥ α‖Tx – Ty‖, ∀x, y ∈ C.




Deﬁnition . PC : H → C is called a metric projection if for every point x ∈ H , there
exists a unique nearest point in C, denoted by PCx, such that
‖x – PCx‖ ≤ ‖x – y‖, ∀y ∈ C.
In order to prove our main results in the next section, we recall some lemmas.
Lemma . [] Let C be a nonempty closed convex subset of H and let T : C → C be a
k-strictly pseudocontractive mapping, then the following results hold:
() equation (.) is equivalent to
〈Tx – Ty,x – y〉 ≤ ‖x – y‖ –  – k
∥∥(I – T)x – (I – T)y∥∥, ∀x, y ∈ C; (.)
() T is Lipschitz continuous with a constant +k–k , i.e.,
‖Tx – Ty‖ ≤  + k – k ‖x – y‖, ∀x, y ∈ C; (.)
() (Demi-closed principle) I – T is demi-closed on C, that is,
if xn ⇀ x∗ ∈ C and (I – T)xn → , then x∗ = Tx∗.
Lemma . [] Let C be a nonempty closed convex subset of H and let T : C → H be an
α-inverse-strongly monotone mapping, then for all x, y ∈ C and λ > , we have
∥∥(I – λT)x – (I – λT)y∥∥ = ∥∥(x – y) – λ(Tx – Ty)∥∥
= ‖x – y‖ – λ〈Tx – Ty,x – y〉 + λ‖Tx – Ty‖
≤ ‖x – y‖ + λ(λ – α)‖Tx – Ty‖.
So, if  < λ ≤ α, then I – λT is a nonexpansive mapping from C to H .
Lemma . Let C be a nonempty closed convex subset of H and let PC :H → C be ametric
projection, then
() ‖PCx – PCy‖ ≤ 〈x – y,PCx – PCy〉, ∀x, y ∈H ;
() moreover, PC is a nonexpansive mapping, i.e., ‖PCx – PCy‖ ≤ ‖x – y‖, ∀x, y ∈H ;
() 〈x – PCx, y – PCx〉 ≤ , ∀x ∈H , y ∈ C;
() ‖x – y‖ ≥ ‖x – PCx‖ + ‖y – PCx‖, ∀x ∈H , y ∈ C.
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Lemma . [] Let C be a nonempty closed convex subset of H . Assume that F : C ×C →
R satisﬁes (A)-(A) and let ϕ : C → R be a lower semicontinuous and convex function.
Assume that either (B) or (B) holds. For r >  and x ∈H , deﬁne amapping T (F ,ϕ)r :H → C
as follows:
T (F ,ϕ)r (x) =
{
z ∈ C : F(z, y) + ϕ(y) – ϕ(z) + r 〈y – z, z – x〉 ≥ ,∀y ∈ C
}
for all x ∈H . Then the following hold:
() for each x ∈H , T (F ,ϕ)r (x) =∅ and T (F ,ϕ)r is single-valued;
() T (F ,ϕ)r is ﬁrmly nonexpansive, that is, for any x, y ∈H ,
∥∥T (F ,ϕ)r (x) – T (F ,ϕ)r (y)∥∥ ≤ 〈T (F ,ϕ)r (x) – T (F ,ϕ)r (y),x – y〉;
() F (T (F ,ϕ)r ) =MEP(F ,ϕ);
() MEP(F ,ϕ) is closed and convex.
Lemma. [] Let C be a nonempty closed convex subset of H .Assume that F : C×C →R
satisﬁes (A)-(A), B : C → H is a continuous monotone mapping and let ϕ : C → R be a
lower semicontinuous and convex function. Assume that either (B) or (B) holds. For r > 
and x ∈H , deﬁne a mapping K (F ,ϕ)r :H → C as follows:
K (F ,ϕ)r (x) =
{
z ∈ C : F(z, y) + ϕ(y) – ϕ(z) + 〈Bx, y – z〉 + r 〈y – z, z – x〉 ≥ ,∀y ∈ C
}
for all x ∈H . Then the following hold:
() for each x ∈H , K (F ,ϕ)r (x) =∅ and K (F ,ϕ)r is single-valued;
() K (F ,ϕ)r is ﬁrmly nonexpansive, that is, for any x, y ∈H ,
∥∥K (F ,ϕ)r (x) –K (F ,ϕ)r (y)∥∥ ≤ 〈K (F ,ϕ)r (x) –K (F ,ϕ)r (y),x – y〉;
() F (K (F ,ϕ)r ) =GMEP(F ,ϕ,B);
() GMEP(F ,ϕ,B) is closed and convex.
Lemma . Let C be a nonempty closed convex subset of H . Let {Fk}Mk= be a family of bi-
functions fromC×C intoR satisfying (A)-(A), let {ϕk}Mk= be a family of lower semicontin-
uous functions from C into R, and let {Bk}Mk= be a family of βk-inverse-strongly monotone
mappings from C into H . For Fk and ϕk , k = , , . . . ,M, assume that either (B) or (B)
holds. Let T : C →H be a mapping deﬁned by
T(x) = T (FM ,ϕM)rM (I – rMBM)T
(FM–,ϕM–)
rM– (I – rM–BM–) · · ·T (F,ϕ)r (I – rB)x, ∀x ∈ C.
Putting  = I , where I is an identity mapping,
k = T (Fk ,ϕk )rk (I – rkBk)T
(Fk–,ϕk–)
rk– (I – rk–Bk–) · · ·T (F,ϕ)r (I – rB), k = , , . . . ,M.
If x ∈⋂Mk=GMEP(Fk ,ϕk ,Bk) and  < rk ≤ βk , k = , , . . . ,M, then
() kx = x, k = , , . . . ,M;
() T is nonexpansive.
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Proof () Since {Bk}Mk= is a family of βk-inverse-strongly monotone mappings from C
into H , so they are continuous monotone mappings. Observe that
T (Fk ,ϕk )rk (I – rkBk)x
=
{
z ∈ C : Fk(z, y) + ϕk(y) – ϕk(z) + rk
〈
y – z, z – (I – rkBk)x
〉≥ ,∀y ∈ C}
=
{
z ∈ C : Fk(z, y) + ϕk(y) – ϕk(z) + 〈Bkx, y – z〉 + rk 〈y – z, z – x〉 ≥ ,∀y ∈ C
}
= K (Fk ,ϕk )rk (x).
By Lemma ., we know that if x ∈⋂Mk=GMEP(Fk ,ϕk ,Bk) then x is the ﬁxed point of the
mapping K (Fk ,ϕk )rk , k = , , . . . ,M, so we have
x = K (Fk ,ϕk )rk (x) = T
(Fk ,ϕk )
rk (I – rkBk)x, (.)
which implies that x is a ﬁxed point of the mapping T (Fk ,ϕk )rk (I – rkBk). Therefore we get
kx = x, k = , , . . . ,M.
() SinceT (F ,ϕ)r is ﬁrmly nonexpansive, then it is obvious thatT (F ,ϕ)r is nonexpansive. And
from Lemma ., we have
∥∥T(x) – T(y)∥∥ = ∥∥Mx –My∥∥
=
∥∥T (FM ,ϕM)rM (I – rMBM)M–x – T (FM ,ϕM)rM (I – rMBM)M–y∥∥
≤ ∥∥(I – rMBM)M–x – (I – rMBM)M–y∥∥
≤ ∥∥M–x –M–y∥∥≤ · · · ≤ ∥∥x –y∥∥
= ‖x – y‖,
which implies T is nonexpansive. 
Lemma. [] Let C be a nonempty closed convex subset of H . Let Ai be αi-inverse-strongly
monotone from C into H , respectively, where i ∈ {, , . . . ,N}. Let G : C → C be a mapping
deﬁned by
G(x) = PC(I – λNAN )PC(I – λN–AN–) · · ·PC(I – λA)PC(I – λA)x, ∀x ∈ C.
If  < λi ≤ αi, i = , , . . . ,N , then G is nonexpansive.
Proof Put
i = PC(I–λiAi)PC(I–λi–Ai–) · · ·PC(I–λA), i = , , . . . ,N , and
 = I , where
I is an identity mapping. Since PC is nonexpansive and from Lemma ., we have




∥∥PC(I – λNAN )
N–x – PC(I – λNAN )
N–y∥∥
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≤ ∥∥(I – λNAN )




N–y∥∥≤ · · · ≤ ∥∥
x –
y∥∥
≤ ‖x – y‖,
which implies G is nonexpansive. 
Lemma . Let C be a nonempty closed convex subset of H . Let Ai : C →H be a nonlinear
mapping, where i = , , . . . ,N . For given x∗i ∈ C, i = , , . . . ,N , (x∗ ,x∗, . . . ,x∗N ) is a solution
of problem (.) if and only if
x∗ = PC(I – λNAN )x∗N ,x∗i = PC(I – λi–Ai–)x∗i–, i = , , . . . ,N , (.)
that is,
x∗ = PC(I – λNAN )PC(I – λN–AN–) · · ·PC(I – λA)PC(I – λA)x∗ .
Proof (⇐) From Lemma .(), it is obvious that (.) is the solution of problem (.).
(⇒) Since
〈
λNANx∗N + x∗ – x∗N ,x – x∗
〉≥ , ∀x ∈ C
⇒ 〈x∗ – (I – λNAN )x∗N ,x – x∗ 〉≥ , ∀x ∈ C
⇒ 〈(I – λNAN )x∗N – x∗ , (I – λNAN )x∗N – x∗ – (I – λNAN )x∗N + x〉≤ , ∀x ∈ C
⇒ ∥∥(I – λNAN )x∗N – x∗∥∥ ≤ 〈(I – λNAN )x∗N – x∗ , (I – λNAN )x∗N – x〉, ∀x ∈ C
⇒ ∥∥(I – λNAN )x∗N – x∗∥∥≤ ∥∥(I – λNAN )x∗N – x∥∥, ∀x ∈ C
⇒ x∗ = PC(I – λNAN )x∗N .
Similarly, we get
x∗i = PC(I – λi–Ai–)x∗i–, i = , , . . . ,N .
Therefore we have
x∗ = PC(I – λNAN )PC(I – λN–AN–) · · ·PC(I – λA)PC(I – λA)x∗ ,
which completes the proof. 
From Lemma ., we know that x∗ =G(x∗ ), that is, x∗ is a ﬁxed point of the mapping G,
whereG is deﬁned by Lemma .. Moreover, if we ﬁnd the ﬁxed point x∗ , it is easy to solve
the other points by (.).
Lemma . [] Let {xn} and {yn} be bounded sequences in a Banach space X and let {βn}
be a sequence in [, ] with  < lim infn→∞ βn ≤ lim supn→∞ βn < . Suppose that xn+ =
βnxn + ( –βn)yn for all integers n≥  and lim supn→∞(‖yn+ – yn‖– ‖xn+ – xn‖)≤ . Then
limn→∞ ‖yn – xn‖ = .
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Lemma . [] Let T : C → C be a nonexpansive mapping with F (T) =∅. If xn ⇀ x∗
and (I – T)xn → y∗, then (I – T)x∗ = y∗.
Lemma . [] Assume that {αn} is a sequence of nonnegative real numbers such that
αn+ ≤ ( – γn)αn + δn, ∀n≥ ,




() lim supn→∞ δnγn ≤  or
∑∞
n= |δn| <∞.
Then limn→∞ αn = .
3 Main results
In this section, we state and verify our main results. We have the following theorem.
Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H . Let
{Fk}Mk= be a family of bifunctions fromC×C intoR satisfying (A)-(A), let {ϕk}Mk= : C →R
be a family of lower semicontinuous and convex functions and let {Bk}Mk= be a family of βk-
inverse-strongly monotone mappings from C into H . Let Ai be αi-inverse-strongly mono-
tone from C into H , respectively, where i ∈ {, , . . . ,N}. Let S be a δ-strict pseudocontrac-
tive mapping from C into itself such that F = [⋂Mk=GMEP(Fk ,ϕk ,Bk)]∩F (G)∩F (S) =∅,
where G is deﬁned by Lemma .. For Fk and ϕk , k = , , . . . ,M, assume that either (B) or
(B) holds. Pick any x ∈ C, let {xn} ⊂ C be a sequence generated by
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
zn = T (FM ,ϕM)rM,n (I – rM,nBM)T
(FM–,ϕM–)rM–,n
× (I – rM–,nBM–) · · ·T (F,ϕ)r,n (I – r,nB)xn,
yn = PC(I – λNAN )PC(I – λN–AN–) · · ·PC(I – λA)PC(I – λA)zn,
xn+ = anx + bnxn + cnyn + dnSyn, ∀n≥ ,
(.)
where λi ∈ (, αi), i = , , . . . ,N , δ ∈ (, ). {an}, {bn}, {cn}, {dn} ⊂ [, ] satisfy the following
conditions:
(i) an + bn + cn + dn =  and (cn + dn)δ ≤ cn for all n≥ ;
(ii) limn→∞ an =  and
∑∞
n= an =∞;
(iii)  < lim infn→∞ bn ≤ lim supn→∞ bn <  and lim infn→∞ dn > ;
(iv) limn→∞( cn+–bn+ –
cn
–bn ) = ;
(v)  < lim infn→∞ rk,n ≤ lim supn→∞ rk,n < βk , k = , , . . . ,M.
Then {xn} ⊂ C converges strongly to PFx.
Proof Putting
kn = T (Fk ,ϕk )rk,n (I – rk,nBk)T
(Fk–,ϕk–)
rk–,n (I – rk–,nBk–) · · ·T (F,ϕ)r,n (I – r,nB),
∀k ∈ {, . . . ,M},n ∈N,
and

i = PC(I – λiAi)PC(I – λi–Ai–) · · ·PC(I – λA)PC(I – λA), ∀i ∈ {, , . . . ,N},
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n = 
 = I , where I is the identity mapping on H . Then we have that zn = Mn xn and
yn = 
Nzn. From Lemma . and Lemma ., it can be seen easily that kn and 
i are
nonexpansive, where k ∈ {, , . . . ,M}, i ∈ {, , . . . ,N}. We divide the proof into six steps.
Step . Firstly, we show that {xn} is bounded.
Indeed, take p ∈ F arbitrarily. Since p = knp = Sp, ∀k ∈ {, , . . . ,M}, ∀n ∈ N. By
Lemma ., we have
‖zn – p‖ =
∥∥Mn xn –Mn p∥∥≤ ‖xn – p‖. (.)
It follows from Lemma . and (.) that
‖yn – p‖ =
∥∥
Nzn –
Np∥∥≤ ‖zn – p‖ ≤ ‖xn – p‖. (.)
Furthermore, from (.), we have
‖xn+ – p‖ = ‖anx + bnxn + cnyn + dnSyn – p‖
=
∥∥an(x – p) + bn(xn – p) + cn(yn – p) + dn(Syn – p)∥∥
≤ an‖x – p‖ + bn‖xn – p‖ +
∥∥cn(yn – p) + dn(Syn – p)∥∥. (.)
Since (cn + dn)δ ≤ cn, (.) and (.), we have
∥∥cn(yn – p) + dn(Syn – p)∥∥
= cn‖yn – p‖ + dn‖Syn – p‖ + cndn〈Syn – p, yn – p〉
≤ cn‖yn – p‖ + dn
[‖yn – p‖ + δ‖yn – Syn‖]
+ cndn
[
‖yn – p‖ –  – δ ‖yn – Syn‖

]
= (cn + dn)‖yn – p‖ +
[
dnδ – ( – δ)cndn
]‖yn – Syn‖
= (cn + dn)‖yn – p‖ + dn
[
(cn + dn)δ – cn
]‖yn – Syn‖
≤ (cn + dn)‖yn – p‖,
which implies that
∥∥cn(yn – p) + dn(Syn – p)∥∥≤ (cn + dn)‖yn – p‖. (.)
From (.)-(.) it follows that
‖xn+ – p‖ ≤ an‖x – p‖ + bn‖xn – p‖ +
∥∥cn(yn – p) + dn(Syn – p)∥∥
≤ an‖x – p‖ + bn‖xn – p‖ + (cn + dn)‖yn – p‖
≤ an‖x – p‖ + bn‖xn – p‖ + (cn + dn)‖xn – p‖
= an‖x – p‖ + ( – an)‖xn – p‖.
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So, we have
‖xn+ – p‖ ≤max
{‖x – p‖,‖xn – p‖}, ∀n≥ .
By induction, we obtain that
‖xn – p‖ ≤ ‖x – p‖, ∀n≥ .
Hence, {xn} is bounded. Consequently, we deduce immediately that {zn}, {yn}, {Syn} are
bounded.
Step . Next, we prove that limn→∞ ‖xn+ – xn‖ = .




– xn+ – bnxn – bn
= an+x + cn+yn+ + dn+Syn+ – bn+
– anx + cnyn + dnSyn – bn
= an+x – bn+
– anx – bn













∥∥cn+(yn+ – yn) + dn+(Syn+ – Syn)∥∥
= cn+‖yn+ – yn‖ + dn+‖Syn+ – Syn‖ + cn+dn+〈Syn+ – Syn, yn+ – yn〉
≤ cn+‖yn+ – yn‖ + dn+
[‖yn+ – yn‖ + δ∥∥(yn+ – Syn+) – (yn – Syn)∥∥]
+ cn+dn+
[
‖yn+ – yn‖ –  – δ
∥∥(yn+ – Syn+) – (yn – Syn)∥∥
]
= (cn+ + dn+)‖yn+ – yn‖ +
[
dn+δ – ( – δ)cn+dn+
]∥∥(yn+ – Syn+) – (yn – Syn)∥∥
= (cn+ + dn+)‖yn+ – yn‖ + dn+
[
(cn+ + dn+)δ – cn+
]
× ∥∥(yn+ – Syn+) – (yn – Syn)∥∥
≤ (cn+ + dn+)‖yn+ – yn‖,
which implies that
∥∥cn+(yn+ – yn) + dn+(Syn+ – Syn)∥∥≤ (cn+ + dn+)‖yn+ – yn‖. (.)
Since
‖zn+ – zn‖ =
∥∥Mn xn+ –Mn xn∥∥≤ ‖xn+ – xn‖, (.)
then we have
‖yn+ – yn‖ =
∥∥
Nzn+ –
Nzn∥∥≤ ‖zn+ – zn‖ ≤ ‖xn+ – xn‖. (.)
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Hence it follows from (.), (.), (.) and cn++dn+–bn+ =
–an+–bn+




+ an – bn
)
‖x‖ + ‖cn+(yn+ – yn) + dn+(Syn+ – Syn)‖ – bn+
+











+ an – bn
)
‖x‖ + cn+ + dn+ – bn+ ‖xn+ – xn‖
+








≤ an+ – bn+
(‖x‖ + ‖Syn‖) + an – bn
(‖x‖ + ‖Syn‖) + ‖xn+ – xn‖
+
∣∣∣∣ cn+ – bn+ –
cn
 – bn
∣∣∣∣(‖yn‖ + ‖Syn‖). (.)
Consequently, it follows from (.), conditions (ii), (iv) and {yn}, {Syn} are bounded that
lim sup
n→∞





(‖x‖ + ‖Syn‖) + an – bn
(‖x‖ + ‖Syn‖)
+






Hence, by Lemma ., we get limn→∞ ‖wn – xn‖ = . Thus, from condition (iii), we have
lim
n→∞‖xn+ – xn‖ = limn→∞( – bn)‖wn – xn‖ = . (.)
Step .We show that limn→∞ ‖Bkk–n xn–Bkp‖ = , k = , , . . . ,M and limn→∞ ‖Ai
i–×
zn –Ai
i–p‖ = , i = , , . . . ,N .
It follows from Lemma . that
‖zn – p‖ =
∥∥Mn xn –Mn p∥∥ ≤ ∥∥knxn –knp∥∥
=
∥∥T (Fk ,ϕk )rk,n (I – rk,nBk)k–n xn – T (Fk ,ϕk )rk,n (I – rk,nBk)k–n p∥∥
≤ ∥∥(I – rk,nBk)k–n xn – (I – rk,nBk)k–n p∥∥
≤ ∥∥k–n xn – p∥∥ + rk,n(rk,n – βk)∥∥Bkk–n xn – Bkp∥∥
≤ ‖xn – p‖ + rk,n(rk,n – βk)
∥∥Bkk–n xn – Bkp∥∥. (.)
By Lemma . and Lemma ., we have
‖yn – p‖ =
∥∥PC(I – λNAN )
N–zn – PC(I – λNAN )
N–p∥∥
≤ ∥∥(I – λNAN )




N–p∥∥ + λN (λN – αN )∥∥AN
N–zn –AN
N–p∥∥.
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By induction, we get











an(x – p) + bn(xn – p) + cn(yn – p) + dn(Syn – p),xn+ – p
〉
= an〈x – p,xn+ – p〉 + bn〈xn – p,xn+ – p〉 +
〈
cn(yn – p) + dn(Syn – p),xn+ – p
〉
≤ an〈x – p,xn+ – p〉 + bn‖xn – p‖‖xn+ – p‖
+
∥∥cn(yn – p) + dn(Syn – p)∥∥‖xn+ – p‖
≤ an〈x – p,xn+ – p〉 + bn‖xn – p‖‖xn+ – p‖ + (cn + dn)‖yn – p‖‖xn+ – p‖
≤ an〈x – p,xn+ – p〉 + bn
(‖xn – p‖ + ‖xn+ – p‖)
+ cn + dn
(‖yn – p‖ + ‖xn+ – p‖),
that is,
‖xn+ – p‖ ≤ an + an 〈x – p,xn+ – p〉 +
bn
 + an
‖xn – p‖ + cn + dn + an ‖yn – p‖
. (.)
So, in terms of (.) and (.), we have




+ cn + dn + an
{












+ cn + dn + an
{
‖xn – p‖ + rk,n(rk,n – βk)













+ cn + dn + an
{
rk,n(rk,n – βk)





















≤ ancn + dn ‖x – p‖‖xn+ – p‖ +
 – an
cn + dn
(‖xn – p‖ – ‖xn+ – p‖)




(‖xn+ – p‖ + ‖xn – p‖).
Since limn→∞ an = ,  < lim infn→∞ rk,n ≤ lim supn→∞ rk,n < βk , k = , , . . . ,M, λi ∈
(, αi), i = , , . . . ,N , δ ∈ (, ), lim infn→∞(cn + dn) >  and {xn} is bounded, we have
lim
n→∞






i–p∥∥ = , i = , , . . . ,N . (.)
Step . We prove that limn→∞ ‖Syn – yn‖ = .
Indeed, utilizing ﬁrmly nonexpansive of T (Fk ,ϕk )rk and Lemma ., we have
∥∥knxn –knp∥∥ = ∥∥T (Fk ,ϕk )rk,n (I – rk,nBk)k–n xn – T (Fk ,ϕk )rk,n (I – rk,nBk)p∥∥
≤ 〈(I – rk,nBk)k–n xn – (I – rk,nBk)p,knxn – p〉
= 
(∥∥(I – rk,nBk)k–n xn – (I – rk,nBk)p∥∥ + ∥∥knxn – p∥∥
–
∥∥(I – rk,nBk)k–n xn – (I – rk,nBk)p – (knxn – p)∥∥)
≤ 
(∥∥k–n xn – p∥∥ + ∥∥knxn – p∥∥
–
∥∥k–n xn –knxn – rk,n(Bkk–n xn – Bkp)∥∥),
which implies
∥∥knxn – p∥∥ ≤ ∥∥k–n xn – p∥∥ – ∥∥k–n xn –knxn – rk,n(Bkk–n xn – Bkp)∥∥
=
∥∥k–n xn – p∥∥ – ∥∥k–n xn –knxn∥∥ – rk,n∥∥Bkk–n xn – Bkp∥∥
+ rk,n
〈
k–n xn –knxn,Bkk–n xn – Bkp
〉
≤ ∥∥k–n xn – p∥∥ – ∥∥k–n xn –knxn∥∥
+ rk,n
〈
k–n xn –knxn,Bkk–n xn – Bkp
〉
. (.)
From (.), (.), Lemma . and (.), we have
‖xn+ – p‖ ≤ an + an 〈x – p,xn+ – p〉 +
bn
 + an
‖xn – p‖ + cn + dn + an ‖zn – p‖

≤ an + an 〈x – p,xn+ – p〉 +
bn
 + an
‖xn – p‖ + cn + dn + an
∥∥knxn –knp∥∥
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+ cn + dn + an
[∥∥k–n xn – p∥∥ – ∥∥k–n xn –knxn∥∥
+ rk,n
〈
k–n xn –knxn,Bkk–n xn – Bkp
〉]




+ cn + dn + an
[‖xn – p‖ – ∥∥k–n xn –knxn∥∥
+ rk,n
〈
k–n xn –knxn,Bkk–n xn – Bkp
〉]




+ cn + dn + an
[‖xn – p‖ – ∥∥k–n xn –knxn∥∥
+ rk,n





≤ an + an ‖x – p‖‖xn+ – p‖ +
 – an
 + an
‖xn – p‖ – ‖xn+ – p‖
+ rk,n(cn + dn) + an
∥∥k–n xn –knxn∥∥∥∥Bkk–n xn – Bkp∥∥
≤ an + an ‖x – p‖‖xn+ – p‖ + ‖xn – p‖
 – ‖xn+ – p‖
+ rk,n(cn + dn) + an
∥∥k–n xn –knxn∥∥∥∥Bkk–n xn – Bkp∥∥
≤ an‖x – p‖‖xn+ – p‖ + ‖xn+ – xn‖
(‖xn – p‖ + ‖xn+ – p‖)
+ rk,n(cn + dn) + an
∥∥k–n xn –knxn∥∥∥∥Bkk–n xn – Bkp∥∥.




∥∥knxn –k–n xn∥∥ = , k = , , . . . ,M. (.)
Therefore we get
‖xn – zn‖ =
∥∥nxn –Mn xn∥∥
≤ ∥∥nxn –nxn∥∥ + ∥∥nxn –nxn∥∥ + · · · + ∥∥M–n xn –Mn xn∥∥→ 
as n→ ∞. (.)
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From Lemma .(), we obtain
∥∥
Nzn –
Np∥∥ = ∥∥PC(I – λNAN )
N–zn – PC(I – λNAN )
N–p∥∥
≤ 〈(I – λNAN )





(∥∥(I – λNAN )





∥∥(I – λNAN )










































































By induction, we have
∥∥
Nzn –
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From (.) and (.),




+ cn + dn + an
[
























+ cn + dn + an
[































≤ an + an ‖x – p‖‖xn+ – p‖ +
 – an
 + an
‖xn – p‖ – ‖xn+ – p‖











≤ an + an ‖x – p‖‖xn+ – p‖ + ‖xn – p‖
 – ‖xn+ – p‖











≤ an + an ‖x – p‖‖xn+ – p‖ + ‖xn+ – xn‖
(‖xn+ – p‖ + ‖xn – p‖)











≤ an‖x – p‖‖xn+ – p‖ + ‖xn+ – xn‖
(‖xn+ – p‖ + ‖xn – p‖)











Since lim infn→∞ cn+dn+an > , an → , ‖xn+ – xn‖ →  and ‖Ai
i–zn – Ai










i–p∥∥ = . (.)
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Therefore, we get











i–p∥∥→  as n→ ∞. (.)
Thus from (.) and (.), we have
lim
n→∞‖xn – yn‖ = . (.)
Observe that
dn‖Syn – xn‖ = ‖dnSyn – dnxn‖
= ‖xn+ – anx – bnxn – cnyn – dnxn‖
=
∥∥xn+ – xn + ( – bn – dn)xn – cnyn – anx∥∥
=
∥∥xn+ – xn + an(xn – x) + cn(xn – yn)∥∥
≤ ‖xn+ – xn‖ + an‖xn – x‖ + cn‖xn – yn‖.
Since lim infn→∞ dn > , ‖xn+ – xn‖ → , an →  and ‖xn – yn‖ → , we have
lim
n→∞‖Syn – xn‖ = . (.)
From (.) and (.), we conclude that
lim
n→∞‖Syn – yn‖ = . (.)
Step . In this step, we prove that lim supn→∞〈x – x,xn – x〉 ≤ , where x = PFx.
Indeed, take a subsequence {xni} of {xn} such that
lim sup
n→∞
〈x – x,xn – x〉 = limn→∞〈x – x,xni – x〉.
Since {xn} is bounded, there exists a subsequence of {xn} which converges weakly to x∗.
Without loss of generality, we may assume that xni ⇀ x∗. From (.) and (.), we have
knixni ⇀ x
∗, yni ⇀ x∗, where k ∈ {, , . . . ,M}. From (.) and Lemma ., we have x∗ =
Sx∗ that is x∗ ∈ F (S). Utilizing Lemma ., we known that G is nonexpansive. And from
(.), we obtain
‖yni –Gyni‖ = ‖Gzni –Gyni‖ ≤ ‖zni – yni‖ →  as i→ ∞.
According to Lemma ., we obtain (I –G)x∗ = , that is, x∗ ∈F (G).
Next we prove that x∗ ∈⋂Mk=GMEP(Fk ,ϕk ,Bk). Since
knxn = T (Fk ,ϕk )rk,n (I – rk,nBk)
k–
n xn, n≥ ,k ∈ {, , . . . ,M}.
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y –knxn,knxn –k–n xn
〉≥ .














































≥ 〈zt –knixni ,Bkzt〉 + ϕk(knixni) – ϕk(zt)
–
〈















































By (.) we have ‖Bkknixni – Bkk–ni xni‖ →  as i → ∞. Furthermore, by the mono-
tonicity of Bk , we obtain 〈zt – knixni ,Bkzt – Bkknixni〉 ≥ . Then from (A), the lower









〉≥ ϕk(x∗) – ϕk(zt) + Fk(zt ,x∗). (.)
Using (A), (A) and (.), we have
 = Fk(zt , zt) + ϕk(zt) – ϕk(zt)








– tϕk(zt) – ( – t)ϕk(zt)




Fk(zt , y) + ϕk(y) – ϕk(zt)
]












≤ t[Fk(zt , y) + ϕk(y) – ϕk(zt)] + ( – t)〈zt – x∗,Bkzt〉
= t
[
Fk(zt , y) + ϕk(y) – ϕk(zt)
]
































This together with the property of metric projection implies that
lim sup
n→∞
〈x – x,xn – x〉 = limn→∞〈x – x,xni – x〉 =
〈
x – x,x∗ – x
〉≤ . (.)
Step . Finally, we can easily show that xn → x as n→ ∞.
Indeed, from (.) and (.), we have
‖xn+ – x‖ ≤ an + an 〈x – x,xn+ – x〉 +
bn
 + an
‖xn – x‖ + cn + dn + an ‖xn – x‖

= an + an
〈x – x,xn+ – x〉 +
(
 – an + an
)
‖xn – x‖.




+an = ∞. Hence, applying (.) and Lemma ., we obtain imme-
diately that xn → x as n→ ∞. This completes the proof. 
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