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Abstract
This paper studies the Hankel determinant generated by a perturbed Jacobi weight, which
is closely related to the largest and smallest eigenvalue distribution of the degenerate Jacobi
unitary ensemble. By using the ladder operator approach for the orthogonal polynomials, we
find that the logarithmic derivative of the Hankel determinant satisfies a nonlinear second-
order differential equation, which turns out to be the Jimbo-Miwa-Okamoto σ-form of the
Painleve´ VI equation by a translation transformation. We also show that, after a suitable
double scaling, the differential equation is reduced to the Jimbo-Miwa-Okamoto σ-form of the
Painleve´ III. In the end, we obtain the asymptotic behavior of the Hankel determinant as
t→ 1− and t→ 0+ in two important cases, respectively.
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1
1 Introduction
As a fundamental research object in random matrix theory, the Hankel determinant is defined by
Dn := det
(∫ b
a
xi+jw(x)dx
)n−1
i,j=0
,
where w(x) is a weight function supported on the interval [a, b]. This Hankel determinant is equal
to the partition function of the unitary ensemble of n × n Hermitian matrices with eigenvalues
{x1, x2, . . . , xn} [26],
Dn =
1
n!
∫
[a,b]n
∏
1≤i<j≤n
(xi − xj)
2
n∏
j=1
w(xj)dxj.
Due to the importance in random matrix theory, Hankel determinants generated by the per-
turbed Gaussian, Laguerre and Jacobi weights have been studied extensively in the past decade,
see [4, 5, 8, 9, 12, 17, 25, 31, 34, 35, 36]. They can be viewed as the partition function of the cor-
responding perturbed unitary ensembles. Hankel determinants also play an important role in the
gap probability problems, including the largest and smallest eigenvalue distribution in the unitary
ensembles, see [3, 7, 15, 24, 28, 29]. In addition, they have been applied to the wireless communi-
cation systems [11, 13] and many branches of applied mathematics and mathematical physics (see
[6, 14, 22, 27] for example).
In this paper, we consider the Hankel determinant generated by a perturbed Jacobi weight,
namely,
Dn(t) : = det
(∫ 1
0
xi+jw(x, t)dx
)n−1
i,j=0
=
1
n!
∫
[0,1]n
∏
1≤i<j≤n
(xi − xj)
2
n∏
j=1
w(xj , t)dxj, (1.1)
where
w(x, t) := xα(1− x)β |x− t|γ(A+Bθ(x− t)), x, t ∈ [0, 1], α, β, γ > 0.
Here θ(x) is the Heaviside step function, i.e., θ(x) is 1 for x > 0 and 0 otherwise; A and B are
constants, and A ≥ 0, A+B ≥ 0.
As stated in the previous work [30], this Hankel determinant is connected with the partition
function of the Jacobi unitary ensemble with a single eigenvalue degeneracy, and the largest and
smallest eigenvalue distribution of this degenerate Jacobi unitary ensemble. See also [33] on the
study of the Hankel determinant for the Gaussian case.
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As a matter of fact, the Hankel determinants generated by perturbed Gaussian, Laguerre and
Jacobi weights are usually related to the well-known nonlinear second-order ordinary differential
equations-Painleve´ equations. Chen and Zhang [15] studied the γ = 0 case in (1.1), and showed
that the logarithmic derivative of the related Hankel determinant satisfies a particular σ-form of
Painleve´ VI. Dai and Zhang [17] considered the situation of t < 0 and A = 1, B = 0 in (1.1), and
established the relation of the Hankel determinant with another particular Painleve´ VI. The main
difference of our problem and [17] is that our weight vanishes at a singular point t in the interior of
the support, and this will increase the difficulty in the analysis. Actually, they mentioned the case
with A = 1, B = 0 in (1.1), but did not prove it (see Remark 1.2 in [17]). We will show that the
results in [17] are still valid in our problem.
The approach in this paper is the ladder operators associated with the orthogonal polynomials.
We first write the Hankel determinant as the product of the square of the norm of the corresponding
monic orthogonal polynomials (see (1.7)). Then we use the ladder operator approach to analyze the
properties of the orthogonal polynomials to obtain a series of difference and differential equations.
From this we establish the relation of the Hankel determinant with the Painleve´ equations. This
approach has been widely applied to the Hankel determinants for various perturbed weight functions,
see [3, 4, 5, 7, 9, 12, 15, 17, 25, 28, 29, 30, 31]. We will state some elementary facts about the
orthogonal polynomials at first.
Let Pn(x, t) be the monic polynomials of degree n orthogonal with respect to the weight w(x, t),∫ 1
0
Pm(x, t)Pn(x, t)w(x, t)dx = hn(t)δmn, m, n = 0, 1, 2, . . . , (1.2)
where
Pn(x, t) = x
n + p(n, t)xn−1 + · · · .
We will see that p(n, t), the coefficient of xn−1, plays an important role in the following discussions.
The three-term recurrence relation of the orthogonal polynomials shows that [16, 32]
xPn(x, t) = Pn+1(x, t) + αn(t)Pn(x, t) + βn(t)Pn−1(x, t), (1.3)
supplemented by the initial conditions
P0(x, t) = 1, β0(t)P−1(x, t) = 0.
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It is easy to see that
αn(t) = p(n, t)− p(n + 1, t) (1.4)
and
βn(t) =
hn(t)
hn−1(t)
. (1.5)
A telescopic sum of (1.4) gives
n−1∑
j=0
αj(t) = −p(n, t). (1.6)
Finally, it is well known that [20]
Dn(t) =
n−1∏
j=0
hj(t). (1.7)
This paper is organized as follows. Sec. 2 applies the ladder operators and the associated
compatibility conditions to the perturbed Jacobi weight to obtain some important equations. Sec.
3 mainly derives the Painleve´ VI equation sasisfied by the logarithmic derivative of the associated
Hankel determinant. Sec. 4 shows that our problem is related to the Painleve´ III equation under a
suitable double scaling. In addition, the asymptotic behavior of the Hankel determinant is given in
two special cases.
2 Ladder Operators and its Compatibility Conditions
In the following discussions, for convenience, we shall not display the t dependence in Pn(x), w(x),
hn, αn and βn unless it is needed. The following lemmas have been proved by Min and Chen [30],
following Basor and Chen [3] and Chen and Feigin [10].
Lemma 2.1. Let w0(x) be a smooth weight function defined on [a, b], and w0(a) = w0(b) = 0. The
monic orthogonal polynomials with respect to w(x) := w0(x)|x− t|γ(A+Bθ(x− t)), t ∈ [a, b], γ >
0, A ≥ 0, A +B ≥ 0 satisfy the lowering operator equation
(
d
dz
+Bn(z)
)
Pn(z) = βnAn(z)Pn−1(z), (2.1)
and the raising operator equation
(
d
dz
−Bn(z)− v
′
0(z)
)
Pn−1(z) = −An−1(z)Pn(z), (2.2)
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where
An(z) :=
1
hn
∫ b
a
v′0(z)− v
′
0(y)
z − y
P 2n(y)w(y)dy+ an(z, t),
an(z, t) :=
γ
hn
∫ b
a
P 2n(y)
(z − y)(y − t)
w(y)dy;
Bn(z) :=
1
hn−1
∫ b
a
v′0(z)− v
′
0(y)
z − y
Pn(y)Pn−1(y)w(y)dy+ bn(z, t),
bn(z, t) :=
γ
hn−1
∫ b
a
Pn(y)Pn−1(y)
(z − y)(y − t)
w(y)dy
and v0(z) = − lnw0(z).
Lemma 2.2. The functions An(z) and Bn(z) satisfy the following equations:
Bn+1(z) +Bn(z) = (z − αn)An(z)− v
′
0(z), (S1)
1 + (z − αn)(Bn+1(z)− Bn(z)) = βn+1An+1(z)− βnAn−1(z), (S2)
B2n(z) + v
′
0(z)Bn(z) +
n−1∑
j=0
Aj(z) = βnAn(z)An−1(z). (S
′
2)
Lemma 2.3. The monic orthogonal polynomials Pn(z) satisfy the second-order linear ordinary
differential equation
P ′′n (z)−
(
v′0(z) +
A′n(z)
An(z)
)
P ′n(z) +
(
B′n(z)−Bn(z)
A′n(z)
An(z)
+
n−1∑
j=0
Aj(z)
)
Pn(z) = 0.
Remark 1. Equations (2.1) and (2.2) are called the ladder operators. The compatibility conditions
(S1), (S2) and (S
′
2) are valid for z ∈ C ∪ {∞}.
For our problem, the weight and associated quantities are
w(x) = w0(x)|x− t|
γ(A+Bθ(x− t)), x, t ∈ [0, 1], γ > 0,
w0(x) = x
α(1− x)β, v0(x) = −α ln x− β ln(1− x), α, β > 0,
v′0(z)− v
′
0(y)
z − y
=
α
zy
+
β
(1− z)(1 − y)
.
From Lemma 2.1 and noting that w0(0) = w0(1) = 0, we have
An(z) =
xn(t)
z
−
Rn(t)
z − 1
+ an(z, t), (2.3)
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where
xn(t) :=
α
hn
∫ 1
0
P 2n(y)w(y)
y
dy,
Rn(t) :=
β
hn
∫ 1
0
P 2n(y)w(y)
1− y
dy,
an(z, t) =
γ
hn
∫ 1
0
P 2n(y)w(y)
(z − y)(y − t)
dy,
and
Bn(z) =
yn(t)
z
−
rn(t)
z − 1
+ bn(z, t), (2.4)
where
yn(t) :=
α
hn−1
∫ 1
0
Pn(y)Pn−1(y)w(y)
y
dy,
rn(t) :=
β
hn−1
∫ 1
0
Pn(y)Pn−1(y)w(y)
1− y
dy,
bn(z, t) =
γ
hn−1
∫ 1
0
Pn(y)Pn−1(y)w(y)
(z − y)(y − t)
dy.
Theorem 2.4. As z →∞, An(z) and Bn(z) have the following series expansions:
An(z) =
γ + (t− 1)Rn − txn
z2
+
γ(t+ αn) + (t
2 − 1)Rn − t2xn
z3
+
γ(t2 + α2n + tαn + βn + βn+1) + (t
3 − 1)Rn − t3xn
z4
+O
(
1
z5
)
, (2.5)
Bn(z) = −
n
z
+
(t− 1)rn − tyn − nt
z2
+
γβn − nt2 + (t2 − 1)rn − t2yn
z3
+
γβn(t+ αn + αn−1) + t
3(rn − yn − n)− rn
z4
+O
(
1
z5
)
. (2.6)
Proof. As z →∞,
1
z − 1
=
1
z
·
1
1− 1
z
=
1
z
(
1 +
1
z
+
(
1
z
)2
+
(
1
z
)3
+O
(
1
z4
))
=
1
z
+
1
z2
+
1
z3
+
1
z4
+O
(
1
z5
)
and
1
z − y
=
1
z
·
1
1− y
z
=
1
z
(
1 +
y
z
+
(y
z
)2
+
(y
z
)3
+O
(
1
z4
))
=
1
z
+
y
z2
+
y2
z3
+
y3
z4
+O
(
1
z5
)
.
Then from the definition of an(z, t) and bn(z, t) we have
an(z, t) =
γ
zhn
∫ 1
0
P 2n(y)w(y)
y − t
dy +
γ
z2hn
∫ 1
0
yP 2n(y)w(y)
y − t
dy +
γ
z3hn
∫ 1
0
y2P 2n(y)w(y)
y − t
dy
+
γ
z4hn
∫ 1
0
y3P 2n(y)w(y)
y − t
dy +O
(
1
z5
)
,
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bn(z, t) =
γ
zhn−1
∫ ∞
0
Pn(y)Pn−1(y)w(y)
y − t
dy +
γ
z2hn−1
∫ ∞
0
yPn(y)Pn−1(y)w(y)
y − t
dy
+
γ
z3hn−1
∫ ∞
0
y2Pn(y)Pn−1(y)w(y)
y − t
dy +
γ
z4hn−1
∫ ∞
0
y3Pn(y)Pn−1(y)w(y)
y − t
dy +O
(
1
z5
)
.
Through integration by parts, we find
α
∫ 1
0
P 2n(y)w(y)
y
dy =
∫ 1
0
P 2n(y)(1− y)
β|y − t|γ(A+Bθ(y − t))dyα
= β
∫ 1
0
P 2n(y)w(y)
1− y
dy − γ
∫ 1
0
P 2n(y)w(y)
y − t
dy, (2.7)
where we have used the formula [10]
∂y|y − t|
γ = δ(y − t)((y − t)γ − (t− y)γ) + γ
|y − t|γ
y − t
and
∂yθ(y − t) = δ(y − t).
It follows that
γ
hn
∫ 1
0
P 2n(y)w(y)
y − t
dy = Rn − xn. (2.8)
Similarly, we have
γ
hn−1
∫ 1
0
Pn(y)Pn−1(y)w(y)
y − t
dy = rn − yn − n. (2.9)
With the aid of the recurrence relation (1.3) and the orthogonality (1.2), we find
an(z, t) =
Rn − xn
z
+
γ + t(Rn − xn)
z2
+
γ(t + αn) + t
2(Rn − xn)
z3
+
γ(t2 + α2n + tαn + βn + βn+1) + t
3(Rn − xn)
z4
+O
(
1
z5
)
,
bn(z, t) =
rn − yn − n
z
+
t(rn − yn − n)
z2
+
γβn + t
2(rn − yn − n)
z3
+
γβn(t+ αn + αn−1) + t
3(rn − yn − n)
z4
+O
(
1
z5
)
.
In view of (2.3) and (2.4), we obtain the desired results.
Substituting (2.5) and (2.6) into (S1), we get the following three equations by comparing the
coefficients of 1
z
, 1
z2
and 1
z3
on both sides:
(t− 1)Rn − txn + α + β + γ + 2n+ 1 = 0, (2.10)
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(t− 1)(rn+1+ rn)− t(yn+1+ yn) = β + (2n+1+ γ)t+ (t
2−αnt+αn− 1)Rn+ (tαn− t
2)xn, (2.11)
(t2−1)(rn+1+rn)−t
2(yn+1+yn) = β+(2n+1+γ)t
2+(t3−αnt
2+αn−1)Rn+(t
2αn−t
3)xn. (2.12)
Eliminating yn+1 + yn from (2.11) and (2.12), we have
rn+1 + rn = (1− αn)Rn − β. (2.13)
Similarly, eliminating rn+1 + rn from (2.11) and (2.12) gives
yn+1 + yn + (αn − t)xn + (t− 1)Rn + β + γ + 2n + 1 = 0.
Using (2.10), it follows that
yn+1 + yn = α− αnxn. (2.14)
Similarly, substituting (2.5) and (2.6) into (S2), we have the following equations by comparing
the coefficients of 1
z
, 1
z2
and 1
z3
:
αn = t− (t− 1)(rn+1 − rn) + t(yn+1 − yn), (2.15)
(t− 1)(βn+1Rn+1 − βnRn−1)− t(βn+1xn+1 − βnxn−1)
= (t2 − αnt+ αn − 1)(rn+1 − rn)− (t
2 − tαn)(yn+1 − yn) + tαn − t
2, (2.16)
(t2 − 1)(βn+1Rn+1 − βnRn−1)− t
2(βn+1xn+1 − βnxn−1)
= (t3 − αnt
2 + αn − 1)(rn+1 − rn)− (t
3 − t2αn)(yn+1 − yn) + t
2αn − t
3. (2.17)
In view of (1.6), a telescopic sum of (2.15) gives
p(n, t) = (t− 1)rn − tyn − nt. (2.18)
From the above results, we have three important equations in the following proposition.
Proposition 2.5.
βnRnRn−1 = r
2
n + βrn, (2.19)
βnxnxn−1 = y
2
n − αyn, (2.20)
βn(Rnxn−1 + xnRn−1) = 2rnyn + (2n+ β + γ)rn − (2n+ α + γ)yn − n(n+ γ). (2.21)
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Proof. We start from eliminating βn+1xn+1 − βnxn−1 from (2.16) and (2.17) to obtain
βn+1Rn+1 − βnRn−1 = (1− αn)(rn+1 − rn). (2.22)
Multiplying both sides of (2.22) by Rn produces
βn+1Rn+1Rn − βnRnRn−1 = (1− αn)Rn(rn+1 − rn).
Using (2.13), the above becomes
βn+1Rn+1Rn − βnRnRn−1 = r
2
n+1 − r
2
n + β(rn+1 − rn). (2.23)
Noting that β0R0(t)R−1(t) = 0 and r0(t) = 0, a telescopic sum of (2.23) gives (2.19).
To proceed, we substitute (2.22) into (2.16) and obtain
βn+1xn+1 − βnxn−1 = −(t− 1)(rn+1 − rn) + (t− αn)(yn+1 − yn) + t− αn.
Using (2.15), the above becomes
βn+1xn+1 − βnxn−1 = −αn(yn+1 − yn).
Multiplying both sides by xn gives
βn+1xn+1xn − βnxnxn−1 = −αnxn(yn+1 − yn).
It follows from (2.14) that
βn+1xn+1xn − βnxnxn−1 = y
2
n+1 − y
2
n − α(yn+1 − yn).
A telescopic sum produces (2.20).
To derive (2.21), we subtract (2.16) from (2.17) to obtain
βn+1(Rn+1 − xn+1)− βn(Rn−1 − xn−1) = (t− αn)(rn+1 − rn − yn+1 + yn − 1).
Multiplying both sides by Rn − xn shows that
βn+1(Rn+1−xn+1)(Rn−xn)−βn(Rn−xn)(Rn−1−xn−1) = (t−αn)(Rn−xn)(rn+1−rn−yn+1+yn−1).
(2.24)
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The difference of (2.12) and (2.11) gives
(t− αn)(Rn − xn) = rn+1 + rn − yn+1 − yn − 2n− 1− γ.
Inserting it into (2.24), we find
βn+1(Rn+1 − xn+1)(Rn − xn)− βn(Rn − xn)(Rn−1 − xn−1)
= (rn+1 − yn+1 − n− 1− γ)(rn+1 − yn+1 − n− 1)− (rn − yn − n− γ)(rn − yn − n).
A telescopic sum produces
βn(Rn − xn)(Rn−1 − xn−1) = (rn − yn − n− γ)(rn − yn − n). (2.25)
Substituting (2.19) and (2.20) into (2.25), we obtain (2.21).
Remark 2. The three important equations (2.19), (2.20) and (2.21) were derived from (S ′2) directly
in [17]. But in our case, we have to obtain them from the combination of (S1) and (S2).
Finally, substituting (2.5) and (2.6) into (S ′2) and comparing the coefficients of
1
z2
on both sides,
we get (2.10). Comparing the coefficients of 1
z3
, we find the following equation,
nβ+n(2n+α+β+γ)t−(2n+α+β)(t−1)rn+(2n+α+β)tyn+γ
n−1∑
j=0
αj+(t
2−1)
n−1∑
j=0
Rj−t
2
n−1∑
j=0
xj = 0.
(2.26)
Using (1.6) and (2.18), we have
n−1∑
j=0
αj = −p(n, t) = −(t− 1)rn + tyn + nt.
Plugging it into (2.26) and replacing xj by Rj from (2.10), we obtain
nβ + n(n+ γ)t− (2n+ α + β + γ)(t− 1)rn + (2n+ α + β + γ)tyn + (t− 1)
n−1∑
j=0
Rj = 0. (2.27)
The equations obtained from (S1), (S2) and (S
′
2) will play a significant role in the derivation of
the Painleve´ VI equation satisfied by the logarithmic derivative of the Hankel determinant Dn(t) in
the next section.
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3 Painleve´ VI and its σ-Form
In this section, we devote our efforts to deriving the second-order ordinary differential equation
satisfied by the logarithmic derivative of the Hankel determinant. After suitable transformation,
the relation of our Hankel determinant with the Painleve´ equation will be established. We begin
with taking a derivative with respect to t in the following equation
∫ 1
0
P 2n(x, t)x
α(1− x)β |x− t|γ(A+Bθ(x− t))dx = hn(t), n = 0, 1, 2, . . . ,
which produces
h′n(t) = −γ
∫ 1
0
P 2n(x)w(x)
x− t
dx.
It follows from (2.8) that
t
d
dt
ln hn(t) = txn − tRn = α + β + γ + 2n+ 1− Rn, (3.1)
where we have used (2.10) in the second equality.
In view of (1.5), we have
t
d
dt
lnβn(t) = 2−Rn +Rn−1.
Then,
tβ ′n(t) = βn(2−Rn +Rn−1). (3.2)
We now define a quantity related to the logarithmic derivative of the Hankel determinant,
Hn(t) := t(t− 1)
d
dt
lnDn(t).
From (1.7) and (3.1) we have
Hn(t) = n(n + α + β + γ)(t− 1)− (t− 1)
n−1∑
j=0
Rj(t). (3.3)
On the other hand, taking a derivative with respect to t in the equation
∫ 1
0
Pn(x, t)Pn−1(x, t)x
α(1− x)β|x− t|γ(A+Bθ(x− t))dx = 0, n = 0, 1, 2, . . . ,
we obtain
d
dt
p(n, t) = rn − yn − n. (3.4)
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It follows that
tα′n(t) = αn + rn − rn+1, (3.5)
where use has been made of (1.4) and (2.15).
In addition, substituting (2.18) into (3.4) gives the following important relation,
(t− 1)r′n(t) = ty
′
n(t). (3.6)
Proposition 3.1. The recurrence coefficient αn has the following expression in terms of rn, yn and
Rn,
(α+ β + γ + 2n+ 2)αn = 2(t− 1)rn − 2tyn − (t− 1)Rn + tα + (t− 1)β + t, (3.7)
while βn has the expression in terms of rn and yn,
(α + β + γ + 2n+ 1)(α+ β + γ + 2n− 1)βn
= [tyn − (t− 1)rn]
2 − (t− 1)(2nt+ γt + β)rn + t [(t− 1)(2n+ γ)− α] yn + n(n+ γ)(t
2 − t).
(3.8)
Proof. From (2.13) and (2.14) we have
rn+1 = (1− αn)Rn − β − rn (3.9)
and
yn+1 = α− αnxn − yn. (3.10)
Substituting (3.9) and (3.10) into (2.15), and using (2.10) to eliminate xn, we obtain (3.7).
Multiplying (2.20) by t2 on both sides, and using (2.10) to eliminate xn and xn−1, together with
the aid of (2.19), we obtain
(t− 1) [(α + β + γ + 2n− 1)βnRn + (α + β + γ + 2n+ 1)βnRn−1]
= t2(y2n − αyn)− (t− 1)
2(r2n + βrn)− (α+ β + γ + 2n+ 1)(α + β + γ + 2n− 1)βn.(3.11)
Similarly, from (2.21) we have
(α + β + γ + 2n− 1)βnRn + (α + β + γ + 2n+ 1)βnRn−1
= (2n+ β + γ)trn − (2n+ α+ γ)tyn + 2trnyn − 2(t− 1)(r
2
n + βrn)− n(n + γ)t. (3.12)
Substituting (3.12) into (3.11) we obtain (3.8).
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Proposition 3.2. The auxiliary quantities rn(t) and yn(t) can be expressed in terms of Hn(t) and
H ′n(t) as follows,
rn(t) =
n2 + nα + nγ +Hn(t)− tH ′n(t)
2n+ α + β + γ
,
yn(t) = −
n2 + nβ + nγ −Hn(t) + (t− 1)H ′n(t)
2n+ α + β + γ
.
Proof. From (2.27) and (3.3) we have
(2n+ α+ β + γ) [(t− 1)rn − tyn] = n (2n+ α + β + 2γ) t− n(n + α+ γ)−Hn(t). (3.13)
Taking a derivative with respect to t and using (3.6), we obtain
(2n+ α + β + γ)(rn − yn) = n(2n+ α + β + 2γ)−H
′
n(t). (3.14)
The combination of (3.13) and (3.14) gives the desired result.
From the above results, we are now able to prove the following theorem.
Theorem 3.3. The quantity Hn(t) satisfies the following nonlinear second-order ordinary differen-
tial equation,
t2(t− 1)2(H ′′n)
2 + 4t(t− 1)(H ′n)
3 −
{
4(2t− 1)Hn +
[
4n2 + 4n(α + β + γ) + (α + β)2
]
t2
− 2
[
2n2 + 2n(α + β + γ) + α(α+ γ) + β(α− γ)
]
t + (α+ γ)2
}
(H ′n)
2
+ 2
{
2H2n +
[(
4n2 + 4n(α + β + γ) + (α + β)2
)
t− 2n2 − 2n(α + β + γ)− α(α + γ)− β(α− γ)
]
Hn
− nγ(n+ α + β + γ)[(α− β)t− α− γ]
}
H ′n −
[
4n2 + 4n(α + β + γ) + (α + β)2
]
H2n
+ 2nγ(α− β)(n+ α + β + γ)Hn − n
2γ2(n+ α + β + γ)2 = 0. (3.15)
Proof. Define
X := βnRn,
Y := βnRn−1.
It follows from (2.19) that
X · Y = βn(r
2
n + βrn). (3.16)
From (3.2) and (3.12) we get two linear equations satisfied by X and Y :
X − Y = 2βn − tβ
′
n,
13
(2n+α+β+γ−1)X+(2n+α+β+γ+1)Y = [2β+(2n−β+γ)t]rn−2(t−1)r
2
n−(2n+α+γ)tyn+2trnyn−n(n+γ)t.
Solving for X and Y and substituting the expressions into (3.16), we get an equation for rn, yn, βn
and β ′n. Using (3.8) and Proposition 3.2, we obtain the second-order differential equation satisfied
by Hn(t).
From Theorem 3.3, we readily have the following result.
Theorem 3.4. Let
σn(t) := Hn(t) + c1t + c2,
where
c1 = −n(n + α + β + γ)−
(α + β)2
4
,
c2 =
1
4
[2n(n + α+ β + γ) + (α + β)β − (α− β)γ] .
Then σn(t) satisfies the following Jimbo-Miwa-Okamoto σ-form of Painleve´ VI [23] (page 446
(C.61)),
σ′n [t(t− 1)σ
′′
n]
2
+
[
2σ′n(tσ
′
n − σn)− (σ
′
n)
2 − ν1ν2ν3ν4
]2
= (σ′n + ν
2
1)(σ
′
n + ν
2
2)(σ
′
n + ν
2
3)(σ
′
n + ν
2
4),
with the parameters
ν1 =
α + β
2
, ν2 =
β − α
2
, ν3 =
2n+ α + β
2
, ν4 =
2n + α+ β + 2γ
2
.
Proof. Substituting Hn(t) = σn(t)− c1t− c2 into equation (3.15), we obtain the desired result.
In the end, we show that the auxiliary quantity Rn(t) satisfies a particular painleve´ VI up to a
linear transformation.
Theorem 3.5. Let
Sn(t) :=
(t− 1)Rn(t)
2n+ α + β + γ + 1
+ 1. (3.17)
Then Sn(t) satisfies the Painleve´ VI equation [19]
S ′′n =
1
2
(
1
Sn
+
1
Sn − 1
+
1
Sn − t
)
(S ′n)
2 −
(
1
t
+
1
t− 1
+
1
Sn − t
)
S ′n
+
Sn(Sn − 1)(Sn − t)
t2(t− 1)2
(
µ1 +
µ2t
S2n
+
µ3(t− 1)
(Sn − 1)2
+
µ4t(t− 1)
(Sn − t)2
)
,
where
µ1 =
(2n+ α + β + γ + 1)2
2
, µ2 = −
α2
2
, µ3 =
β2
2
, µ4 =
1− γ2
2
.
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Proof. Eliminating rn+1 from (2.13) and (3.5) gives
tα′n(t) = β + αn + 2rn − (1− αn)Rn.
Substituting (3.7) into the above and taking account of (3.6), we obtain the expression of yn in
terms of Rn, R
′
n and rn,
yn =
1
2tRn
{
t(t− 1)R′n − (t− 1)R
2
n + [2(t− 1)rn + (α + β + 1)t− α− 2β − γ − 2n− 1]Rn
+ 2(α + β + γ + 2n+ 1)rn + β(α+ β + γ + 2n+ 1)
}
. (3.18)
Replacing βnRn−1 by
r2n+βrn
Rn
in (3.12) and making use of (3.8) together with the aid of (3.18), we
finally obtain a linear equation for rn. Hence we can express rn in terms of Rn and R
′
n,
rn = f(Rn, R
′
n), (3.19)
where f(Rn, R
′
n) is a function that is explicitly known. We do not write it down because it is
somewhat long.
On the other hand, using (2.19), equation (3.2) can be written as
tβ ′n(t) = βn(2− Rn) +
r2n + βrn
Rn
. (3.20)
In view of (3.8), (3.18) and (3.19), we see that βn can also be exclusively expressed in terms of Rn
and R′n,
βn = g(Rn, R
′
n), (3.21)
where g(Rn, R
′
n) is also a function that is explicitly known.
Substituting (3.19) and (3.21) into (3.20), we obtain a second-order differential equation satisfied
by Rn(t). Using the transformation (3.17), we finally get the Painleve´ VI equation satisfied by
Sn(t).
Remark 3. If γ = 0, the results in Theorem 3.4 and 3.5 are coincident with the ones in [15]. In
addition, we extend the results in [17] to a more general situation.
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4 Double Scaling Analysis and Asymptotics
It is well known that the standard Jacobi polynomials P
(α,β)
n admit the following important limit
relationship [18] (page 173 (41))
lim
n→∞
n−αP (α,β)n
(
1−
z2
2n2
)
=
(z
2
)−α
Jα(z),
where Jα(z) is the Bessel function of the first kind of order α. This motivates us to execute the
double scaling, namely, n → ∞, t → 0, such that s = c n2t is fixed. Here c is a constant to be
suitably chosen later.
We define
σ(s) := − lim
n→∞
Hn
( s
c n2
)
.
After the change of variables, equation (3.15) becomes
s2 (σ′′(s))
2
+ 4s (σ′(s))
3
−
[
(α + γ)2 −
4s
c
+ 4σ(s)
]
(σ′(s))
2
−
2
c
(
αγ + γ2 + 2σ(s)
)
σ′(s)−
γ2
c2
+
2(α + β + γ)
c n
[
2s (σ′(s))
2
−
(
αγ + γ2 + 2σ(s)
)
σ′(s)−
γ2
c
]
+O
(
1
n2
)
= 0. (4.1)
We have obtained the coefficient of the O
(
1
n2
)
term. Since the expression is very long, we do not
write it down here.
Let n→∞ and keep only the highest order term in (4.1), we get
s2 (σ′′(s))
2
+ 4s (σ′(s))
3
−
[
(α+ γ)2 −
4s
c
+ 4σ(s)
]
(σ′(s))
2
−
2
c
(
αγ + γ2 + 2σ(s)
)
σ′(s)−
γ2
c2
= 0.
By choosing c = −1, the above equation becomes
s2 (σ′′(s))
2
+ 4s (σ′(s))
3
−
[
(α + γ)2 + 4s+ 4σ(s)
]
(σ′(s))
2
+ 2
(
αγ + γ2 + 2σ(s)
)
σ′(s)− γ2 = 0,
which is just the Jimbo-Miwa-Okamoto σ-form of the Painleve´ III. Hence we prove the following
theorem.
Theorem 4.1. Assuming that n → ∞, t → 0, such that s = −n2t is fixed. Then σ(s) :=
− lim
n→∞
Hn
(
− s
n2
)
satisfies the Jimbo-Miwa-Okamoto σ-form of the Painleve´ III [21] (see (3.13) in
page 1157),
(sσ′′(s))
2
= 4σ′(s)(σ′(s)− 1)(σ(s)− sσ′(s)) + (ν1σ
′(s)− ν2)
2, (4.2)
with parameters ν1 = α + γ, ν2 = γ.
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Finally, we show the asymptotic behavior of the Hankel determinant in two special cases, which
are related to the largest and smallest eigenvalue distribution in the degenerate Jacobi unitary
ensemble.
Theorem 4.2. If A = 0, B = 1, then as t→ 1−,
Dn(t) ∼ 2
−2n(n+β+γ)(2pi)n
Γ
(
β+γ+1
2
)
G2
(
β+γ+1
2
)
G2
(
β+γ
2
+ 1
)
G(β + γ + 1)G(β + 1)G(γ + 1)
×
G(n+ 1)G(n+ β + 1)G(n+ γ + 1)G(n+ β + γ + 1)
G2
(
n+ β+γ+1
2
)
G2
(
n+ β+γ
2
+ 1
)
Γ
(
n + β+γ+1
2
) (1− t)n(n+β+γ). (4.3)
If A = 1, B = −1, then as t→ 0+,
Dn(t) ∼ 2
−2n(n+α+γ)(2pi)n
Γ
(
α+γ+1
2
)
G2
(
α+γ+1
2
)
G2
(
α+γ
2
+ 1
)
G(α + γ + 1)G(α+ 1)G(γ + 1)
×
G(n+ 1)G(n+ α + 1)G(n+ γ + 1)G(n+ α + γ + 1)
G2
(
n+ α+γ+1
2
)
G2
(
n + α+γ
2
+ 1
)
Γ
(
n+ α+γ+1
2
) tn(n+α+γ). (4.4)
Here G(x) is the Barnes G-function, defined by [1]
G(x+ 1) = (2pi)
x
2 e−
1
2
x(x+1)− 1
2
γx2
∞∏
k=1
[(
1 +
x
k
)k
e−x+
x2
2k
]
,
where γ is the Euler-Mascheroni constant.
Proof. If A = 0, B = 1, then (1.1) becomes
Dn(t) =
1
n!
∫
[t,1]n
∏
1≤i<j≤n
(xi − xj)
2
n∏
j=1
xαj (1− xj)
β(xj − t)
γdxj .
After the change of variables xj = yj + t, j = 1, 2, . . . , n, the above multiple integral turns to
Dn(t) =
1
n!
∫
[0,1−t]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
(yj + t)
α(1− t− yj)
βy
γ
j dyj
= (1− t)n(n+β+γ)
1
n!
∫
[0,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
y
γ
j (1− yj)
β[(1− t)yj + t]
αdyj,
where we replace yj by (1− t)yj in the second equality.
As t→ 1−,
Dn(t) ∼ (1− t)
n(n+β+γ) 1
n!
∫
[0,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
y
γ
j (1− yj)
βdyj
= 2−n(n+β+γ)(1− t)n(n+β+γ)
1
n!
∫
[−1,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
(1− yj)
β(1 + yj)
γdyj
= 2−n(n+β+γ)(1− t)n(n+β+γ)Dn[wβ,γ],
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where we replace the variable yj by
1+yj
2
in the second step, and Dn[wβ,γ] is the Hankel determinant
for the standard Jacobi weight (1− yj)β(1 + yj)γ. According to the formula (1.6) in [2], we obtain
(4.3).
On the other hand, in the case A = 1, B = −1, from (1.1) we have
Dn(t) =
1
n!
∫
[0,t]n
∏
1≤i<j≤n
(xi − xj)
2
n∏
j=1
xαj (1− xj)
β(t− xj)
γdxj .
By the change of variables xj = tyj, j = 1, 2, . . . , n, it gives
Dn(t) = t
n(n+α+γ) 1
n!
∫
[0,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
yαj (1− yj)
γ(1− tyj)
βdyj.
As t→ 0+, we find
Dn(t) ∼ t
n(n+α+γ) 1
n!
∫
[0,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
yαj (1− yj)
γdyj
= 2−n(n+α+γ)tn(n+α+γ)
1
n!
∫
[−1,1]n
∏
1≤i<j≤n
(yi − yj)
2
n∏
j=1
(1− yj)
α(1 + yj)
γdyj
= 2−n(n+α+γ)tn(n+α+γ)Dn[wα,γ ],
where we replace the variable yj by
1−yj
2
in the second equality. Similarly, by using the formula
(1.6) in [2], we obtain (4.4).
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