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We construct a measure for the adiabaticity of quantum transitions in an arbitrary basis. Small
deviations from nearly completely adiabatic quantum dynamics can be easily quantified through in-
tegrals of non-adiabatic couplings between instantaneous eigenstates, as is usually done. In contrast,
the situation is more involved in generic quantum dynamics that may be only partially adiabatic and
when transitions between non-eigenstates are of interest. Targeting the latter case, we demonstrate
with several examples, how the measure is able to distinguish transitions between basis states that
occur due to the adiabatic change of a populated energy eigenstate from those that occur due to
beating between several such eigenstates.
PACS numbers:
I. INTRODUCTION
The adiabatic evolution of a selected quantum state,
modified via slow temporal changes of a Hamiltonian is
of widespread utility for quantum state engineering and
unravelling complex quantum dynamics. Examples are
adiabatic quantum computation protocols [1–4], quan-
tum optimisation [5] and nuclear motion in molecules [6].
Adiabaticity is also frequently central to state prepara-
tion schemes in cold atomic physics such as stimulated
Raman adiabatic passage (STIRAP) [7] and other adia-
batic quantum state transfer schemes [8–10].
Due to the central role of adiabaticity in all of the
above, it may be of interest to quantify how adiabatic a
certain dynamical process is. If only net total adiabatic-
ity is of interest, this is relatively straightforward using
the non-adiabatic coupling terms in Schro¨dinger’s equa-
tion for the instantaneous eigenbasis. These therefore
have been used extensively to constrain conditions un-
der which evolution due to a certain Hamiltonian should
remain adiabatic. Nonetheless such conditions remain
non-trivial to identify in general [11–13].
Many of the protocols above begin with the system
in a specific initial quantum state and are designed such
that it reaches a specific target state, following an eigen-
state of the Hamiltonian. In contrast, there are scenarios
in which the initial state is less clear or random and in
which we care to what extent quantum transitions in a
non-eigenbasis are due to adiabatic evolution or would
have also occurred without manipulation of the Hamil-
tonian. One such scenario is the quantum transport
of an electronic excitation in a molecular aggregate [14]
through molecular motion [15–20]. There, the instanta-
neous eigenbasis diagonalizes long-range dipole-dipole in-
teractions between molecules in the aggregate and thus is
made of states describing a delocalized excitation, while
the basis most useful to study quantum transport is made
of states in which the electronic excitations is localized
∗Electronic address: ritesh17@iiserb.ac.in
on a certain molecule.
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FIG. 1: Quantum transitions due to beating (c) versus adi-
abatic changes (d). In (c) we show the population in three
states |A 〉, |B 〉 and |C 〉 for the level scheme shown in (a)
with constant ∆E = 3 and J0 = 2. Population periodically
reaches |C 〉 due to beating between eigenstates. (d) For a
suitable time-dependent variation of coupling strengths Jk(t)
as sketched in (b) with constants J10 = J20 = 8 and same
∆E as in (a), the population reaching |C 〉 can be signifi-
cantly increased through adiabatic following of eigenstates.
Discriminating contributions as in (b) from those as in (d) is
the central objective of this article.
Here we propose a measure to quantify whether transi-
tions in an arbitrary basis are due to adiabatic following
of time-evolving eigenstates or rather due to beating be-
tween different eigenstates in a superposition. Our moti-
vation is to clarify, whether the enhanced energy trans-
port efficiencies in molecular aggregates due to molecular
motion reported in [15] can be attributed to adiabaticity.
However, we expect that the measure is of much broader
utility.
We illustrate the challenge to be addressed in Fig. 1
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2with an abstract three-level system in quantum state
|Ψ(t) 〉 =
∑
n∈{A,B,C}
cn(t)|n 〉 (1)
and with Hamiltonian
Hˆ(t) =
∑
n
En|n 〉〈n |+ J1(t)[|A 〉〈B |+ c.c.]
+ J2(t)[|B 〉〈C |+ c.c.]. (2)
When the couplings are constant, Jk(t) = J0, a system
initialized in state |A 〉 will typically eventually reach
state |C 〉 with some probability, since |A 〉 is not an
eigenstate and the initially populated eigenstates will in
general contain a |C 〉 contribution. In that case, trans-
port to |C 〉 thus arises through beating of eigenstates.
In contrast, consider time dependent couplings J1(t) and
J2(t) of the form [9],
J1(t) = J10 sin
2
( pit
2tmax
)
, (3)
J2(t) = J20 cos
2
( pit
2tmax
)
, (4)
where J10 and J20 are the maximal coupling strength and
tmax defines the time-scale for changes of this coupling.
As we show in Fig. 1, this can result in a final state |C 〉
with unit fidelity, without ever populating more than one
eigenstate. Any generic time-evolution will contain both
these features, as we shall see later. Obtaining a relative
measure for the importance of the latter, adiabatic, type
of transition is our objective here.
The article is organised as follows: In section II C we
formulate our proposal for a measure of the adiabatic-
ity of quantum transitions, the functionality of which is
demonstrated for a few simple examples in section III.
In section III C we then explore its performance in the
context of energy transport in molecular aggregates.
II. ADIABATIC TRANSITION MEASURE
We now formulate our proposal, first reviewing the
general framework of quantum dynamics in a time-
independent basis or the adiabatic basis and then pro-
ceeding to quantify adiabatic state changes based on this
framework.
A. Quantum dynamics
Consider a generic time-dependent Hamiltonian Hˆ(t)
with a discrete spectrum and let {|n 〉} be an arbitrary
but time-independent basis of its Hilbertspace, which we
refer to as diabatic basis. Meanwhile |ϕk(t) 〉 are a solu-
tion of the instantaneous eigenproblem
Hˆ(t)|ϕk(t) 〉 = Uk(t)|ϕk(t) 〉, (5)
for energy Uk(t), which also form a basis, referred
to as adiabatic basis. The total time-evolving state
|Ψ(t) 〉 can be expressed in either basis as |Ψ(t) 〉 =∑
n cn(t)|n 〉 or |Ψ(t) 〉 =
∑
k c˜k(t)|ϕk(t) 〉, which de-
fines two different sets of expansion coefficients, related
by c˜k(t) =
∑
n Ukn(t)cn(t) =
∑
n 〈ϕk(t) |n 〉cn(t). Pro-
jecting Schro¨dinger’s equation into either basis we reach
i~
∂
∂t
cn(t) =
∑
m
Hnm(t)cm(t) (6)
or
i~
∂
∂t
c˜k(t) = Uk(t)c˜k(t)− i~
∑
m
κkmc˜m(t). (7)
It can be seen from (7), that as long as the non-
adiabatic couplings κkm = 〈ϕk(t) | ∂∂t |ϕm(t) 〉 remain
small, the system evolves adiabatically with all popula-
tions of eigenstates fixed to their initial value |c˜k(t)|2 =
|c˜k(0)|2. Thus deviations of these populations from their
initial value provide a measure of net non-adiabaticity
while the size of non-adiabatic coupling terms provides a
measure of instantaneous non-adiabaticity.
The situation becomes more subtle if one is instead
interested in the root cause of population changes in the
basis {|n 〉}, for which there are two possibilities: (i) The
system may be in a superposition of eigenstates, such
as |Ψ(0) 〉 = (|ϕ1(0) 〉 + |ϕ2(0) 〉)/
√
2. Then, even for a
time-independent Hamiltonian, the population in a given
basis state pn = |〈n |Ψ(t) 〉|2 will experience beating
pn =
1
2
(
|U1n|2 + |U2n|2 + Re[U∗2nU1n] cos
[
(U2 − U1)t
~
]
+ Im[U∗2nU1n] sin
[
(U2 − U1)t
~
])
. (8)
(ii) The system may be in a unique eigenstate, such
as |Ψ(0) 〉 = |ϕ1(0) 〉, but the Hamiltonian is time-
dependent, such that the population |〈n |Ψ(t) 〉|2 ≈
|〈n |ϕ0(t) 〉|2 varies due to the resultant change of that
eigenstate. In a generic quantum dynamics scenario,
both contributions mix and are non-straightforward to
disentangle.
B. Extracting adiabatic contributions
We shall refer with d
(k)
n (t) = 〈n |ϕk(t) 〉 to the compo-
nent amplitude in basis state |n 〉 for system eigenstate
|ϕk(t) 〉. Using this shorthand, we can write the diabatic
amplitude as
cn(t) =
∑
k
c˜k(t)d
(k)
n (t), (9)
and hence the population in state |n 〉 as
pn(t) = |cn(t)|2 =
∑
k,k′
c˜∗k′(t) c˜k(t) d
(k)
n (t) d
(k′)∗
n (t). (10)
3Its rate of change using the chain rule is
p˙n(t) =
∑
k,k′
[ (
˙˜c∗k′(t) c˜k(t) + c˜
∗
k′(t) ˙˜ck(t)
)
d(k)n (t) d
(k′)∗
n (t)
+ c˜∗k′(t) c˜k(t)
(
d˙(k)n (t) d
(k′)∗
n (t) + d
(k)
n (t) d˙
(k′)∗
n (t)
) ]
(11)
The last line already clearly contains contributions to
p˙n(t) from temporal changes of |ϕk(t) 〉 and thus will
be related to adiabatic state following. Let us in-
spect the first line more closely for the case of a time-
independent Hamiltonian. In that case we simply have
c˜k(t) = c˜k(0) exp [−iUkt/~] and hence
˙˜c∗k′(t) c˜k(t) + c˜
∗
k′(t) ˙˜ck(t)
= i
Ek′ − Ek
~
c˜∗k′(0) c˜k(0)e
−i
(
E
k′−Ek
~
)
t
. (12)
This expression is non-zero even for a time-independent
Hamiltonian, simply quantifying the temporal changes of
pn(t) due to beating between different eigenstates as in
(8). Importantly, the resultant time-dependence for this
term affects the phase of (12) only, not the modulus.
To exploit this, let us write the coefficient c˜k(t) in polar
representation c˜k(t) = a˜k(t)e
ib˜k(t), with a˜k, b˜k ∈ R, a˜k >
0. Then ˙˜ck(t) = ˙˜ake
ib˜k(t)+a˜k(t)[i
˙˜
bk]e
ib˜k(t). We insert this
expansion into (11), remove the phase evolution
˙˜
bk and
introduce a new notation for the remaining expression:
tn(t) =
∑
k,k′
[(
˙˜ak′(t)e
−ib˜k′ (t) c˜k(t) (13)
+ c˜∗k′(t) ˙˜ake
ib˜k(t)
)
d(k)n (t) d
(k′)∗
n (t)
+ c˜∗k′(t) c˜k(t)
(
d˙(k)n (t) d
(k′)∗
n (t) + d
(k)
n (t) d˙
(k′)∗
n (t)
)]
.
The resultant real variable tn(t) is now a measure for the
rate of change of the population in state n due to tem-
poral changes in the eigen-spectrum of the Hamiltonian.
By construction it does not contain any contribution from
beating between several occupied eigenstates.
C. Assembling the measure
We now further proceed to reach a single number to
quantify adiabatic transitions between basis states using
the tn(t). Several variants will be possible and the best
choice may depend on the type of quantum dynamics for
which one intends to characterise adiabaticity. We shall
explore the following two options. Variant 1:
T1(t) =
1
2
∑
n
∫ t
0
dt′|tn(t′)|. (14)
The expression shall give unity if a system makes a tran-
sition from one state | a 〉 into a second state | b 〉 entirely
due to adiabatic following of a single eigenstate. It does
treat transitions between all basis states |n 〉 on equal
footing and provides a time-averaged result for the en-
tire duration t of interest.
However owing to the modulus, (14) also treats tran-
sitions into some state equivalent to transitions out of
that state, which can be problem in some cases as demon-
strated shortly. That problem is remedied by Variant 2:
T2(t) =
∫ t
0
dt′tX(t′), (15)
evaluated for a target state |X 〉 only.
We shall explore characteristic features of measures
(14) and (15) in the next section for a diverse selection
of examples, in the context of Ref. [15].
III. ADIABATIC EXCITATION TRANSPORT IN
MOLECULAR AGGREGATES
A. Model
We first briefly review the specific scenario of Ref. [15]
as a setting where a measure of adiabaticity is desirable
for physical analysis, and difficult to obtain due to dy-
namics being at best partially adiabatic and the quantum
state usually involving a superpositions of eigenstates.
To model a molecular aggregate, we consider N
monomers of some molecular dye with mass M , arranged
in a one dimensional (1D) chain along the X direction, as
sketched in Fig. 2 (a). The positions of the molecules are
given by X = (X1, X2 ,...., XN ) i.e., the n’th monomer
is located at a definite, classical position Xn and treated
as a point particle. Adjacent monomers are assumed to
bind to each other with a Morse type potential
Vmn(X) = De
[
e−2α(|Xmn|−X0) − 2e−α(|Xmn|−X0)
]
, (16)
where De is the depth of the well, |Xmn| = |Xn−Xm| the
separation of monomers n and m with X0 its equilibrium
value and α controls the width of the binding potential,
shown in Fig. 2 (b).
Additionally each monomer may be in an electroni-
cally excited state | e 〉 or ground-state | g 〉. Among the
resultant many-body states, we restrict ourselves to the
so-called single-exciton manifold, where just monomer
number n is excited, this state is denoted by |n 〉. The
excited state can then migrate to any other monomer via
long-range dipole-dipole interactions. Altogether we thus
have a classical Hamiltonian for molecular motion
Hclass =
N∑
n=1
1
2
MX˙2n +
∑
n<m
Vmn(X), (17)
40 10 20
X [Å]
-2000
-1000
0
1000
2000
V(
X)
/k B
 [K
]
(b)
 = 0.3 Å-1
 = 0.9 Å-1
V(dd)
De
X0
( )
(a)
|gi
<latexit sha1_base64 ="zjYitgruP0u28kckRNb3hIZK+sQ=">AAAB8Hi cbVDLSsNAFJ3UV62vqks3Q4sgCCWpC10W3bisYB /ShDKZ3qRDJ5MwMxFC7FfowoUibv0cd/0bp4+Ft h64cDjnXu69x084U9q2J1ZhbX1jc6u4XdrZ3ds/ KB8etVWcSgotGvNYdn2igDMBLc00h24igUQ+h44 /upn6nUeQisXiXmcJeBEJBQsYJdpID0+hK4kIO fTLVbtmz4BXibMg1UbFPX+ZNLJmv/ztDmKaRiA0 5USpnmMn2suJ1IxyGJfcVEFC6IiE0DNUkAiUl88 OHuNTowxwEEtTQuOZ+nsiJ5FSWeSbzojooVr2pu J/Xi/VwZWXM5GkGgSdLwpSjnWMp9/jAZNANc8MI VQycyumQyIJ1SajkgnBWX55lbTrNeeiVr8zaVyj OYroBFXQGXLQJWqgW9RELURRhJ7RG3q3pPVqfVi f89aCtZg5Rn9gff0AJgyTmw==</latexit>
|ei
<latexit sha1_base6 4="lqa/vDgGmDy/4xpQ9H3+1QybH6c=">AAAB 8HicbVDLSgNBEJyNrxhfUY9ehgRBEMJuPOgx 6MVjBPOQ7BJmJ73JkJnZZWZWWGK+Qg8eFPHq5 3jL3zh5HDSxoKGo6qa7K0w408Z1J05ubX1jcy u/XdjZ3ds/KB4eNXWcKgoNGvNYtUOigTMJDc MMh3aigIiQQysc3kz91iMozWJ5b7IEAkH6kkW MEmOlhyfwFZF9Dt1i2a24M+BV4i1IuVbyz18m tazeLX77vZimAqShnGjd8dzEBCOiDKMcxgU/ 1ZAQOiR96FgqiQAdjGYHj/GpVXo4ipUtafBM/ T0xIkLrTIS2UxAz0MveVPzP66QmugpGTCapAU nni6KUYxPj6fe4xxRQwzNLCFXM3orpgChCjc 2oYEPwll9eJc1qxbuoVO9sGtdojjw6QSV0hjx 0iWroFtVRA1Ek0DN6Q++Ocl6dD+dz3ppzFjPH 6A+crx8i9pOZ</latexit>
Vdd(X)
X1 Xm Xn XN
EnEm
FIG. 2: (a) Energy level schematic for a one dimensional
chain of N molecules, with electronic ground state | g 〉, ex-
cited state | e 〉, dipole-dipole interaction Vdd(X) and En the
site energy of the n’th molecule. (b) Inter-molecular Morse
potential for α = 0.3 A˚−1 (blue dashed) and α = 0.9 A˚−1
(red dot-dashed) and the strength of dipole-dipole interac-
tions V
(dd)
nm (red solid line).
and a quantum mechanical one for excitation transport
through dipole-dipole interactions.
Hˆ(X) =
N∑
m=1
En|n 〉〈n |+
∑
n 6=m
n,m
µ2
|Xmn|2 |n 〉〈m |, (18)
where En is the electronic transition energy of the n’th
monomer and µ is the transition dipole moment. We find
the system dynamics in a quantum-classical approach,
where the motion of the molecules is treated classically
using Newton’s equations,
M
∂2
∂t2
Xn = − ∂
∂Xn
Us(X)−
∑
m
∂
∂Xn
Vmn(X). (19)
Here Us(X) are the potential energy surfaces defined by
using the adiabatic basis |ϕs[X(t)] 〉 as in (5), i.e. solv-
ing H(X)|ϕs[X(t)] 〉 = Us[X(t)]|ϕs[X(t)] 〉. The dynam-
ics of excitation transport is obtained by write the elec-
tronic aggregate state as |Ψ(t) 〉 = ∑n cn(t) and using
Schro¨dinger equation,
i
∂
∂t
cn =
N∑
m=1
Hmn[Xmn(t)]cm. (20)
Here Hmn[Xmn(t)] is the matrix element 〈n |Hˆ|m 〉 for
the electronic coupling in Eq. (18). We have used a
similar model in Ref. [15] to show that thermal mo-
tion of molecules can enhance the transport of excita-
tion in the presence of disorder, compared to the case
where molecules are immobile. That research was mo-
tivated by earlier results proposing excitation transport
due to adiabatic quantum state following in an ultra-cold
atomic system [21, 22]. However, in the more complex
molecular setting, clearly tagging a contribution of adi-
abaticity to quantum transport is more challenging and
shall be explored in the following. For these simulations
and the following ones we have taken µ = 1.12 a.u., and
M = 902330 a.u. roughly matching carbonyl-bridged
triaryl-amine (CBT) dyes [23].
B. Simple Test cases
We first investigate a few simple scenarios, intended to
demonstrate that the measures in section II C give useful
results in clear cut cases, shown in Fig. 3 for a trimer
aggregate.
(1a)
(1b)
(1c)
(1d)
(2a) (3a) (4a)
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FIG. 3: Exciton transport in a trimer aggregate. The first
row (1a - 4a) shows the trajectories of individual molecules
(white lines) with the excitation probabilities of each molecule
shown by the color shading. The second row (1b-4b) shows
the excitation probability for each molecule pn = |cn|2 (dia-
batic populations) and the third row (1c-1d) of each exciton
state p˜n = |c˜n|2 (adiabatic populations). The inset in panel
(4c) shows a zoom onto one of these populations. Finally the
fourth row (1d-4d) shows the proposed adiabaticity measures
(14) (solid blue) and (15) for target site #3 (red dashed). The
columns differ by initial state and parameters as discussed in
the text.
The first column (1a-1d) shows an immobile case with
M → ∞. At t = 0 the excitation is intialized on site
#1. The state | 1 〉 is not an eigenstate, and population
quickly reaches site #3 in the resultant beating. Since in
5this case eigenstates do not evolve, our adibaticity mea-
sures defined by Eq. (14) and Eq. (15) yield zero per
construction as can be seen in (1d).
In the second column (2a-2d), monomers are mobile
and the excitation initially shared between site one and
two such that the initial electronic state is given by,
|ψ(0) 〉 = 1√
2
(|n = 1 〉+ |n = 2 〉). (21)
Our parameters are adjusted such that the excitation
reaches the output site solely due to adiabatic quantum
state following, as in [21, 22]. This can be inferred from
all population remaining constantly in the initially occu-
pied eigenstate (2c). At the moment where the excitation
has reached the output site with probability p = 1/2 at
about t = 0.5 ps, also the measures T1 = T2 = 1/2,
indicating that transport has been entirely adiabatic.
For the third column (3a-3d), we give the second
molecule a significant initial velocity, such that the quan-
tum dynamics no longer is adiabatic. Hence we see in
(3c) that the population in the initially occupied exciton
state has dropped to 0.5 by the time t = 0.01 ps. The
adiabaticity measures shown in (3d) are accordingly de-
creased by a factor of about 1/2, compared to the ideal
adiabatic transport in the second column.
For the examples discussed so far, the two measures T1
and T2 by and large agree. However, this is not the case
in the last column (4a-4d) in Fig. 3. It shows transport
where the molecules are allowed to oscillate around their
equilibrium separation after been given random initial
offsets and velocity from a thermal distribution at room
temperature. The initial electronic state at t = 0 is as-
sumed to be first site (#1)
|ψ(0) 〉 = |n = 1 〉. (22)
Adiabatic populations for this case show no significant
net change over longer times, but exhibit fast small am-
plitude oscillations, as seen in (4c) and its inset. Any
change in site populations due to motion must be periodic
due to the periodicity of molecular trajectories shown in
(4a). In this more involved case, our measure T1 shows a
slow steady increase, since both, population increase and
decrease on the target site are cumulatively contributing.
This problem is removed for measure T2, as can be seen
in (4d), which is thus here more effective in identifying
long-term useful adiabatic contributions to transport.
C. Thermal motion of molecules
While the examples in section III B were designed to
demonstrate the basic functionalities of the measures in-
troduced in section II C for simple cases, we now proceed
to benchmark (14) and (15) in a more complex setting:
energy transport in thermally agitated molecular aggre-
gates.
For this, Fig. 4 shows the dynamics of excitation trans-
port for molecular aggregates at temperature T = 300
K and with increasing energy disorder from (1a) to
(4a). Energy disorder arises due to the coupling of the
monomers with the environment causing slightly differ-
ent transition energy shifts as sketched in Fig. 2. We
assume the energy disorder is Gaussian distributed with
a standard deviation σE ,
pE(En − E0) = 1√
2piσE
e−(En−E0)
2/(2σ2E), (23)
where En is the site energy of n’th molecule defined in
Eq. (18) and E0 is the unperturbed electronic transition
energy of each molecule.
(1a)
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(2d) (3d) (4d)
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2
FIG. 4: Exciton dynamics similar to Fig. 3 but for a larger
system and with thermally induced motion. The first row
(1a - 4a) shows the trajectories of individual molecules (white
lines) with the excitation probabilities of each molecule shown
by the color shading. The second row (1b-4b) shows the ex-
citation probability on the output site p5 = |c5|2 (solid blue)
and its cumulative maximum (red dashed). (1c-1d) Popula-
tion of each adiabatic state p˜n = |c˜n|2. (1d-4d) Adiabaticity
measures (14) (solid blue) and (15) for target site #5 (red
dashed). The parameters varied were for the first column
(σE , α) = (150 cm
−1, 0.5 A˚−1), for the second column (σE ,
α) = (300 cm−1, 0.5 A˚−1), for the third column(σE , α) =
(450 cm−1, 0.5 A˚−1) and for the fourth column (σE , α) =
(550 cm−1, 0.3 A˚−1).
As in section III B the initial state of excitation is given
by Eq. (22). For the first column (1a-1d) in Fig. 4, the
disorder in energy is relatively small compared to the
electronic dipole-dipole coupling. Due to the weak dis-
order, the excitation can reach the output-site with high
amplitude at early times, before motion had a chance to
impact dynamics. In Ref. [15] we quantify transport ef-
ficiency through the maximum of population on the out-
put site (here 5) over the time of interest, shown as a
red-dashed line in row (b). Probing the adiabaticity mea-
sures at the times where this maximum increases, gives
a correctly constantly low contribution from adiabaticity
only from measure T2, not from T1. The reason is as
discussed for column 4 in Fig. 3.
6For slightly increased disorder, in column two, the adi-
abatic populations show some sharp changes indicating
the onset of non-adiabaticity. However this implies that
the eigenstate are actually significantly changing in time,
and the population that is adiabatically retained will con-
tribute to adiabatic transport. This is now heralded by
a significantly larger measure T2 in Fig. 4 (2d) indicating
that a fraction of transport to the site #5 is adiabatic.
For the example in column 3, significant adiabatic
transport can now be inferred directly from panels (3a),
(3c), since exciton populations remain fairly adiabatic
while almost the complete site population is transferred
from #1 to #3. This leads to stepwise increases in mea-
sure T1, however not impacting T2 since the latter is
based on site #5 which was not involved.
Finally the fourth column shows a clear cut case where
excitation is transported from site 1 directly to 5, since
energy disorder has rendered all intervening sites off res-
onant, while the adiabatic population remains constant.
Consequently this shows up as nearly identical step-like
increase in both measures.
We have seen that both measures give adequate results
for certain regions in parameter-space, however care has
to be taken with T1(t) in Eq. (14) for cases where this
adds up fast in- and out- transfer of population among
basis states, that does however not yield a significant
net transition when averaged over longer times. This is
alleviated by measure T2(t) in Eq. (15) at the expense of
being sensitive only to transitions into one specific state.
IV. CONCLUSIONS
We have constructed a measure that is able to quantify
the extent to which adiabatic following of the eigenstates
of a quantum system are the root cause of quantum tran-
sitions in another basis than the eigenbasis. The basic
functionality of the measure was first demonstrated with
a few simple examples where adiabaticity is either not
at all related to transitions or completely responsible for
them. We then explored its behaviour in more complex
settings, the main feature of all of which was that transi-
tions due to adiabatic quantum state following and due to
beating between eigenstates happen concurrently. These
examples demonstrate that the measures proposed can
at least give a relative indication of the importance of
adiabaticity. This can then be useful to assess, whether
adiabaticity is significantly impacting some quantum dy-
namics of interest in a desirable way, in which case known
results regarding adiabaticity can be applied in order to
enhance its effect.
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