Abstract-In a recent paper, an asymptotic analysis was used to address the zero structure of discretized continuous-time systems expressed in the Euler (or forward difference) operator. Unfortunately, the analysis is flawed, so that Theorem 1 is true as stated only when the continuoustime relative degree is equal to two. In this paper, we indicate how the analysis may be rectified.
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Index Terms-Discrete-time systems, poles and zeros.
I. INTRODUCTION
In a recent paper, 1 the zeros of discretized continuous-time systems expressed in terms of the Euler (or forward difference) operator
a re addressed. The key idea© is that by considering the sampling period¨as a perturbation parameter, the zero dynamics of the resulting discrete-time system expressed in the delta operator (the time-domain equivalent of the Euler operator [1] ) are singularly perturbed, even though the matrices in the discrete-time state-space model are regular perturbations of their continuous-time counterparts. Theorem 1 of the above-mentioned paper states that the singularly perturbed zero dynamics leads to a separation of time scales in which the component of the zero dynamics associated with the fast time scale corresponds to the zeros introduced by the sampling process, the so-called sampling zeros (or discretization zeros [2] ). Furthermore, it is argued the sampling zeros of discrete-time models expressed in the delta operator become infinite in the fast sampling limit.
Unfortunately, the analysis is flawed, with errors at several key points in the development. In particular, the asymptotic formula for the location of the sampling zeros of delta operator-based discretetime systems presented in Theorem 1© is consistent with the results of [3] and [1] only when the continuous-time relative degree equals two. In this paper, we show how the analysis may be rectified.
where ! , and
The set of eigenvalues of a matrix # is denoted by
II. DISCRETE-TIME SYSTEMS IN THE DELTA OPERATOR
The paper considers linear, single-input single-output (SISO), and minimal systems of the form Attention is restricted to systems whose relative degree 7 8 9 , since continuous-time systems having relative degree one do not give rise to sampling zeros. System (1) is transformed by an appropriate change of coordinates (see (3) of the paper) into the Byrnes-Isidori normal form [4] in which the relative degree (or infinite zero) structure of the system is represented by a chain of integrators, and the finite zeros are given by the eigenvalues of the companion matrix
appearing in the lower right sub-block of the normal form state matrix.
With Q the forward shift operator and R the sampling period, the discrete-time zero-order hold (ZOH) representation of the continuoustime system (1) can be written in terms of the
) as follows:
where the matrices . . .
. . .
The terms V y X w w w E P u V y X play a key role in the formula for the asymptotic location of the sampling zeros of (2), as presented in 0018-9286/98$10.00 © 1998 IEEE Theorem 3.1. While it is straightforward to show that
obtaining closed-form expressions for
requires the evaluation of terms in the expansion of integer powers of ! . This is not, in general, a straightforward task, since ! is itself a power series in . By careful examination of the terms in the each row of " # associated with¨© $ , the first nonzero Markov parameter, it is possible to show that
are given by the following expressions, which contain numerous terms absent from the original presentation:
Expressions ( , we can use the binomial theorem to expand the powers of ! in (4), in conjunction with the following recursive procedure for evaluating specified terms in integral powers of power series; see, for example ([5, p. 14 
Thus from (4) and (5) 
where
and can be calculated using (11)-(13).
III. REVISITING THE MAIN RESULT OF THE ORIGINAL PAPER
For (3), neglecting the higher order terms in
and " # , the state feedback law
zeros the output V for all time. Note that the particular form of the control law (15) differs from that presented originally. On the zero dynamics subspace
the dynamics of the , belong to two groups.
1) The are zero matrices of appropriate sizes, and
. Note that the choice of 2 here differs from that used in the original paper. It follows that the zero dynamics satisfy
In (20),¨ is given by (19), and F G is the companion matrix whose eigenvalues are the finite zeros of the continuous-time system (1) . Equation (20) is in the standard two time-scale form [6] , and since the eigenvalues of the matrix on the right-hand side are asymptotically given by , it would follow that the sampling zeros tend to W asymptotically if it could be established that the sampling zeros of discrete-time models expressed in the shift operator tend asymptotically to negative real values. While such behavior has been conjectured by Hagiwara et al. [2, p. 1333] , it remains to be shown. Remark 3.3: The quantification of discrete-time zeros in Theorem 3.1 is much less direct than simply using the change of variables
in conjunction with known results for the limiting zeros of shift operator models; see, for example, [2] , [3] , and [7] . Nevertheless, the method proposed has the distinct advantage of using a state-space framework. As a consequence, it is possible to use Theorem 3.1 as the basis for studying the mapping of finite and infinite zeros of a large class of multivariable systems under ZOH sampling [8] .
