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Additive Manufacturing (AM) has been a promising manufacturing technology in 
industrial applications and gained a massive amount of attention from researchers all over 
the world. Directed Energy Deposition (DED) is an AM process in which focused thermal 
energy is used to fuse materials by melting as they are deposited. One of the most 
significant challenges involved in current metal AM processes is improving repeatability 
and consistency. Substantial effort has already been invested in this area of research.  
In this dissertation, a milling tool not only played a role in subtractive 
manufacturing but also acted as a method of monitoring the properties of AM parts, such 
as surface integrity. Nonintrusive and inexpensive monitoring methods are always 
preferred for machining processes, and the use of milling power signals easily meets the 
requirements for simple process monitoring. Hybrid AM is the use of AM process with one 
or more secondary processes or energy sources that are fully coupled and synergistically 
affect part quality, functionality, and/or process performance. It is possible to detect the 
surface integrity of AM parts by analyzing milling power in Hybrid AM by milling features. 
The milling power was analyzed using the Data Dependent Systems (DDS) technique. 
DDS is an appropriate stochastic modeling and analysis approach for random systems 
characterization in the field of modal analysis. DDS can directly analyze the experimental 
data using time series modeling and removes the need to fully understand the system being 
analyzed. 
This dissertation presents research on three major topics related to DED and milling 
processes. First, the effects of tool wear on milling power signals in both time and 
frequency domains were investigated under various machining conditions. Next, the 
surface profiles and roughness were analyzed on DED 420 stainless steel samples at 
different locations. The nanohardness – milling power correlation and residual stresses – 
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1.1 ADDITIVE MANUFACTURING AND DED 
Additive Manufacturing (AM) is a promising manufacturing technology for 
industrial applications and has gained a massive amount of attention from researchers all 
over the world. Based on the American Society for Testing and Materials (ASTM) 
definition, additive manufacturing is a process of joining materials to make parts from 3D 
model data, usually layer upon layer, as opposed to subtractive manufacturing, and 
formative manufacturing methodologies [1]. AM technologies have played a crucial role 
across many modern nontraditional manufacturing sectors since 1987 when the first 
commercial AM system emerged in the world [2].  
AM processes can be used to manufacture a variety of materials. Directed Energy 
Deposition (DED), also known as laser engineered net shaping (LENS), is an AM process 
in which focused thermal energy is used to fuse materials by melting as they are being 
deposited [3]. DED can fabricate not only metal powders, but also metal matrix composites, 
polymers, and ceramics. However, metal powders are the predominantly applied materials 
[4]. 
Hybrid Additive Manufacturing (Hybrid AM) is an emerging research area of AM. 
Hybrid AM is defined as the use of AM process with one or more secondary processes or 
energy sources that are fully coupled and synergistically affect part quality, functionality, 
and/or process performance [5]. One of the most common secondary processes used in 
Hybrid AM is machining, especially milling [5-17]. The purpose of the milling process is 
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to improve surface finish as well as geometric accuracy and/or prepare an excellent surface 
for subsequent printing layers [7, 9, 16-22]. 
Machining is a complex subtractive manufacturing process. Data collected from the 
machining process typically consists of both deterministic and stochastic components. To 
take the stochastic nature into account, Data Dependent Systems (DDS), a feasible 
stochastic methodology of modeling and analyzing an ordered sequence of data, was 
introduced to provide an accurate mathematical model for the stochastic and transient 
system. DDS has the advantage that the statistical dependence of the data is expressed by 
the autocorrelation between successive data points, which eliminates reliance on trial-and-
error procedures [23]. In this dissertation, DDS methodology was applied to model the 
influence of tool wear and surface integrity on random power signals in DED workpieces. 
It can represent a crucial characteristic of the Hybrid AM system without any prior 
knowledge of the mechanisms.  
 
1.2 STATEMENT OF THE PROBLEM 
One of the most significant challenges in current metal AM processes is to improve 
repeatability and consistency [24-26]. Inconsistency in metal AM, especially in building 
fully dense parts, is caused by excess absorbed heat [27]. Substantial effort has already 
been invested to ensure consistency for quality control in mass production. Many different 
monitoring methods have been applied to AM processes. AM production parameters can 
be modified when sensors detect undesired material properties while monitoring the 
building process. AM can contribute to sustainable manufacturing by saving energy, 
materials, and indirect labor cost [28-31]. The United States alone can save about 7600 
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tons of titanium alloys, 4000 tons of aluminum alloys, and 8100 tons of nickel alloys 
annually by 2050 with the adoption of AM [28]. Numerous efforts have been made to 
address this issue.  
Notice that in DED, the sensors and techniques are primarily applied in the thermal 
field. Photodiodes, infrared cameras, CCD cameras, high-speed cameras, thermocouples, 
and pyrometers have been used to monitor the melt pool or workpiece temperature. 
Cameras were also utilized in powder flow monitoring. Layer height has been frequently 
observed using displacement sensors [32, 33]. However, there is a lack of published 
literature on in-situ contact monitoring techniques.  
In the Hybrid AM by milling process, the milling tool not only plays a role in 
subtractive manufacturing but can also act as an indirect method of monitoring the 
properties of AM parts, such as surface integrity.  Nonintrusive and inexpensive monitoring 
methods are always preferred in industrial processes, and the use of milling power signals 
easily meets the requirements for simple process monitoring [34-39]. It is possible to detect 
the surface integrity of AM parts by analyzing milling power in Hybrid AM by milling 
features. However, little research has been done on identifying the correlation between 
milling power signals and surface integrity. Milling power monitoring, a relatively 
inexpensive and straightforward monitoring method, has the potential to be utilized in a 
broad spectrum of metal AM processes. 
 
1.3 OBJECTIVES OF THE RESEARCH 
The goal of this research was to identify the correlation between surface integrity 
of DED-manufactured workpieces and milling power signals using the DDS technique, 
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after minimizing the effects of tool wear on milling power. Hence, the proposed 
investigation aimed to achieve the following six main objectives: 
(1) Understand the effects of tool wear on milling power in both time and frequency 
domains under various machining conditions. 
(2) Investigate the surface integrity of DED workpieces through residual stress, 
nanohardness, and surface roughness analysis.  
(3)  Characterize surface profiles of workpieces fabricated by DED and investigate the 
effects of printing parameters on surface roughness. 
(4) Stochastically model and analyze milling power signals using the DDS approach to 
identify the correlations between the surface integrity and milling power signals. 









The following sections contain a literature review of the technical details of additive 
manufacturing (AM) techniques, specifically the Directed Energy Deposition (DED) 
method, followed by a summary of tool wear monitoring methods and Data Dependent 
Systems (DDS). 
 
2.1 ADDITIVE MANUFACTURING 
Additive Manufacturing (AM) is a layer-by-layer manufacturing process. The AM 
process involves eight key stages, see Fig. 2.1 [4]. AM starts with a computer-aided design 
(CAD) file, which includes all the geometric information. The CAD file is then converted 
into a Standard Tessellation Language (STL) file, which defines the enclosed surface and 
slicing formation. Before the automated building process begins, processing parameters 
must be appropriately chosen and set up. Once the AM process is completed, the AM parts 
must be carefully removed from the AM machine. Additionally, the AM parts may need 
some additional post-process treatment [4]. 
There are five essential research facets in the area of AM: (i) design, (ii) process 
modeling and control, (iii) materials, processes, and machines, (iv) biomedical applications, 
and (v) energy and sustainability applications [40]. The specific technical challenges and 
development opportunities of AM have been summarized. They include (i) development 
of integrated in-process, sensing, monitoring, and controls, (ii) development of integrated 
structural and materials design tools, (iii) understanding the microstructure, processing, 
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and properties for AM fabricated parts, (iv) AM database and expert system, and (v) 




Fig. 2.1 Generic AM process [4]. 
 
Unlike conventional manufacturing technologies, such as casting, welding, forging, 
and machining, which fabricate products by removing materials from a large stock of metal, 
AM removes many of the limitations on part shape. It allows for the creation of parts with 
high geometric complexity, while conventional manufacturing technologies are limited by 
product design. AM enables manufacturers to optimize the design for lean production 
because of its flexible nature, consequently eliminating waste [44]. AM also enables 
environmentally friendly product design. Due to the nature of AM, material utilization can 
be improved dramatically. It was reported that from 23% to 38% of raw materials can be 
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saved through the use of AM, depending on the desired shape of the part [45]. AM also 
can reduce the need for tooling and molding. Regardless of the part complexity, AM can 
be more efficient and economical than conventional manufacturing techniques, due to the 
elimination of certain process steps.  Additionally, AM does not need a centralized, fixed 
workshop, and can meet the requirements of distributed manufacturing. Furthermore, 
topologically optimized AM designs can increase the functionality of a product, thus 
reducing the amount of energy, labor, or natural resources required for its operation [44]. 
Over decades of research, a variety of AM techniques have been developed and 
introduced to the industry. An overview of different AM processes, adapted from 
ISO/ASTM 52900:2015(E), is shown in Table 2.1 [1]. In recent years, metal AM processes 
have received increasing industrial interest from all over the world to produce functional 
components, which range from single piece production to large scale manufacturing.  
Metal AM systems may be categorized in terms of feedstock material, energy 
source, material distribution method, etc. All metal AM processes must consolidate the 
feedstock into a dense part. Consolidation may be achieved by either melting or solid-state 
joining during the AM processes [46]. There are four common metal AM techniques: 
Powder Bed Fusion (PBF), Direct Energy Deposition (DED), Binder Jetting, and Sheet 
Lamination. DED processes normally use a laser or electron beam as the heat source. High-







2.2 DIRECTED ENERGY DEPOSITION 
A typical Direct Energy Deposition (DED) system consists of a material delivery 
nozzle that moves along multiple axes. A high energy intensity source with a projector 
melts the feedstock material to the workpiece. Figure 2.2 shows the HY20-CA LENS 3D 
Hybrid Machine Tool at the Nebraska Engineering Additive Technology (NEAT) Labs 




Fig. 2.2 Optomec HY20-CA LENS 3D Hybrid Machine Tool. 
 
The high-intensity energy source, usually a laser or electron beam, focuses on the 
substrate to create a melt pool. Powder or wire is delivered by a nozzle to the workpiece 
and is deposited into the melt pool. The melt pool follows a preprogrammed pattern to 
cover the whole layer, then progressively stacks layers to form the desired part [3, 47, 48]. 
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Figure 2.3 shows the schematic of a typical laser-based powder DED approach. Unlike 
other metal AM processes, DED has a unique material delivery apparatus. The advantages 




Fig. 2.3 Schematic of a typical laser-based powder DED approach. 
 
The DED process is closely related to the welding process. The key processing 
parameters include laser power, laser spot size, scan speed, powder feed rate, hatch spacing, 
and hatch orientation. A summary of the mechanical properties of alloys fabricated using 
DED with various processing parameters is given in Table 2.3 [49-55]. Some other factors, 
such as particle size, substrate temperature, oxygen concentration (ppm), laser type, hatch 
spacing, and dwell time may also need to be taken into consideration. 
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Table 2.2 Advantages and disadvantages of DED process 
 
Advantages Disadvantages 
- No need for support material - Poor part accuracy 
- High material deposition rate - Poor surface finish 
- Adapted for part repair - Post-processing required 
- Adapted for near-net-shape - Difficult to construct complex or 
manufacturing overhanging structures 
- Ability to build gradient materials  
- Capable of building fully dense parts  
- Ability to control the grain structure  
- Capable of building substantial parts  
 
DED techniques now have demonstrated the capability to fabricate near-net shape, 
highly dense parts with reasonably complex geometrical features, leading to savings of 
time and machining cost. A variety of metals and alloys can be used in the DED process. 
These include materials such as H13 tool steel, 304 and 316 stainless steel, nickel-base 
alloys, aluminum, magnesium, and titanium alloys. The DED process was successfully 
applied for biocompatible parts fabrication, damaged parts repair, and gradient material 
construction [56-61]. Over the years, endeavors from numerous researchers have led to a 






2.3 SURFACE INTEGRITY IN METAL DED PROCESS 
Surface integrity can be defined as a set of properties (both, superficial and in-depth) 
of an engineering surface that affects the performance of the surface in service [62]. It is 
the surface condition of a workpiece after modification. Surface integrity concerns the 
topographical, mechanical, metallurgical, physical, chemical, biological, thermal, and 
electrical properties obtained from a particular manufacturing process [62, 63]. In DED, 
researchers usually focus on the aspects of surface roughness, microstructure, hardness, 
and residual stress [49, 51, 61, 64-83]. 
 
2.3.1 Surface Roughness 
In reference to Table 2.2, one of the drawbacks of DED is poor surface finish. It is 
difficult to build a part with a surface roughness Ra lower than 25 𝜇m [4]. Many factors 
such as laser power, powder size, layer thickness, deposition rate, etc, can affect the surface 
roughness.  
Substantial effort has already been invested to the impact of DED processing 
parameters on the surface finish. It was observed that a large number of unmelted particles 
stuck to the surface and contributed to the surface finish when using 316 stainless steel as 
the building material [66]. The best surface roughness was obtained at the laser power of 
325 W with a particle size of 30 𝜇m. The surface finish was found to be independent of 
scan speed. The effect of pulsed/continuous mode and pulse length-cycle ratio were also 
discussed [69]. 316L stainless steel samples built by the continuous beam had higher 
surface roughness Ra values than those produced by the pulsed beams. A higher pulse 
length-cycle ratio led to an increase of surface roughness in the vertical build direction. It 
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was also observed that as powder mass flow rate increased, the layer thickness increased 
accordingly, producing deeper surface ridges and thus higher surface roughness [84]. 
Surface roughness was also found to be dependent in the direction in which the 
measurements were taken with respect to the deposition [85]. The side wall surface 
roughness in the vertical direction was found to be approximately 3% higher than in the 
horizontal direction. The top surface roughness perpendicular to the scanning direction was 
found to be approximately 5% higher than that parallel to the scanning direction. 
 
2.3.2 Microstructure 
Undoubtedly, processing parameters have a significant effect on the microstructure 
as a result of the cooling rate. DED process has extremely high solidification cooling rates, 
from 103 to as high as 105 °C/s [4]. The thermal history can significantly influence the 
microstructure. Also, the energy introduced during the deposition of subsequent layers can 
reheat the previously deposited material, where the microstructure can be changed.   
A higher laser power typically leads to coarser grains, whereas a decrease in laser 
power results in finer microstructures. The microstructures move from fine to coarse as 
scan speed decreases [72, 73]. Normally, microstructures also differ along the building 
direction. In a 308L stainless steel sample, the grain morphologies from bottom to top were 
planar crystals, cellular dendrites, columnar dendrites, equiaxedgrains, and steering 
dendrites, see Fig. 2.4 [71]. The crystal orientation of overlapping zones were found to be 
more complex than non-overlapping zone because of the complicated temperature gradient 
direction. The microstructures within each raster changed at different locations. Figure 2.5 
shows the the typical 316L stainless steel microstructures perpendicular to the scanning 
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direction obtained by an optical microscopy [74]. Fine columnar dendrites parallel to 
scanning direction were found in the raster center. The closer to the raster boundary, the 
coarser grain size was observed due to remelting and heat effect of the previous deposited 




Fig. 2.4 Microstructure transformation of DED 308L stainless steel (a) At the bottom and 






Fig. 2.5 Cross-sectional microstructures of deposited 316L stainless steel [74]. 
 
2.3.3 Hardness  
Hardness is an important index used to evaluate the material properties. 
Microstructure and hardness are two highly correlated properties in metallurgy. Hardness 
is affected by many parameters. It was reported that 316 stainless steel parts built using 
DED had Rockwell hardnesses between 85 to 96 [66]. The hardness was a function of laser 
power and scan speed at a given powder size, where lower laser power and higher scan 
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speed led to higher hardness. The effect was suppressed by the increase of powder size. 





Fig. 2.6 Microhardness measured along with each layer of AISI 4340 steel [76]. 
 
Many types of research have been done to investigate hardness trends along the 
building direction. However, there is no apparent pattern for the hardness profile, as 
opposite conclusions were reached by different researchers [73, 75, 76]. The microhardness 
profile was investigated on medium-carbon low-alloy steel AISI 4010 upon DED in a 14-
layer single-wall deposition [75]. The laser power was 900 W, the scan speed was 890 
mm/min, and the layer thickness was 0.8 mm. The top four layers had the highest 
microhardness values, the lowest was found on Layer 6 which was in the middle. The 
microhardness started to increase slightly at the bottom of the sample. It was also noticed 
that the fusion interface on each layer had the lowest microhardness value. A similar 
microhardness profile was observed on AISI 4340 steel DED samples [76]. The process 
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parameters were a laser power of 500 W, a scan speed of 450 mm/min, and a powder flow 
rate of 5 g/min. It was found that the microhardness decreased from top to bottom, see Fig. 
2.6. An increase in the amount of tempered martensite across the samples was observed. It 
was reported that both high laser power and high scan speed led to an increase in the 
amount of tempered martensite on AISI 316L stainless steel, which consequently decreased 
the microhardness [73]. Interestingly, the microhardness increased from the top to the 
bottom. Figure 2.7 shows the microhardness profiles at different process parameters. The 




Fig. 2.7 Microhardness profiles at 300, 375, and 450 mm/min: (a) 600 W, (b) 900 W [73]. 
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Nanohardness has also been used in the metal AM research area, where it can be 
used to describe the hardness at different phases in metals and alloys. The average hardness 
of primary austenite on the 2209 Duplex stainless steel DED samples was 3 GPa, which 
was higher than the other types of austenite [86]. Additionally, the average hardness of α-
ferrite and δ-ferrite was 3.7 GPa. The regions with higher ferrite content were found to 
have higher hardness.  
 
2.3.4 Residual Stress 
Residual stresses are the internal stresses remaining in a material. They are 
normally an undesired characteristic in the metal AM process. In DED, residual stresses 
are generated by the large temperature gradient between the high-temperature melt pool 
and its surrounding materials. Even though DED is a relatively low energy input metal 
deposition process, it leads to lower dilution and distortion than comparable arc welding 
based processes [4, 48, 87]. Different building materials may have various residual stress 
profiles along the stacking direction. The residual stress profile is material dependent, and 
these stresses can cause part warpage and corrosion.  
Residual stresses at different positions appear to have opposite directions in the 
same part. Residual stresses were mapped in a wedge-shaped part of H13 tool steel 
fabricated by DED with 90 cross-hatched paths. The experiment was conducted with a 
laser power of 2500 W, a scan speed of 300 mm/min, and a powder flow rate of 4.5 g/min. 
The inter-layer dwell time was 5 minutes. The residual stress map was carried out using a 
neutron diffractometry on four different cross-sections, see Fig. 2.8. Along with the 
building direction, there was a compressive stress zone in the bottom and a deeper 
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compressive stress zone at the top. The tensile stress zone appeared to be slightly above 




Fig. 2.8 Residual stress map of H13 tool steel wedge [77]. 
  
A common structural steel (EN S235JR steel) was also used to build a part to study 
the residual stress behavior [78]. The building process was conducted using a CO2 laser 
with a laser power of 600 W. Three different scan speeds, 20 cm/min, 40 cm/min, and 60 
cm/min were selected for the experiment. The hole-drilling method was used to measure 
residual stresses. The principal residual stresses were found to be slightly compressive on 
the surface, and at a depth of 40 𝜇m they became tensile stresses. It was reported that the 
variation of residual stresses strongly depended on the scan speed. 
 Scanning direction also has an effect on the residual stresses [88]. The residual 
stresses in two DED 316 stainless steel cubes with 0/90 and 0/67 hatch orientation were 
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compared. The residual stress obtained from a 0/67 hatch orientation was lower than that 
from a 0/90 hatch orientation. Moreover, the residual stresses on top surfaces were lower 
when compared to residual stresses on lateral surfaces. 
 
2.4 TOOL WEAR PREDICTION BY ENERGY/POWER MONITORING 
Milling is a subtractive machining process. In the milling process, in addition to the 
material properties and processing parameters, tool wear is also a critical factor that affects 
the milling energy/power [89-95]. It is necessary to determine the effect of tool wear on 
milling energy/power and to minimize the influence of tool wear before the next stage of 
research. An energy-based signal is supposed to be used as an indicator of tool wear [96-
100].  
 It has been reported that tool wear can significantly increase specific energy 
through larger cutting forces as tool wear progresses [97]. It was also noticed that the 
relationship between cutting power and the amount of tool wear was linear [89]. An 
experiment was conducted on alloy Al 7075-T6 to examine the spindle power variation 
concerning tool wear [101]. The cutting speed used was 1200 m/min, and the feed rate was 
5000 mm/min. The sampling frequency was 25 kHz. The cutting power gradually increased 
with the increase in cutting length. The power data had an almost constant standard 
deviation before the cutting length of 120 m, after which the data suffered more 
considerable variation. This indicates that the abrasion phenomenon dominated tool wear 
before 120 m. After that point, it was the adhesion wear that predominantly affected the 
tool wear.  
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Intermediate variables can be used in predicting tool wear [37, 102, 103]. Two 
polynomials were established for tool wear prediction, one polynomial that represented 
cutting force with the only variable being tool wear and the other polynomial of cutting 
power using only cutting force [37]. The two polynomials were combined to get an energy 
consumption model with tool wear progression, which can be used to predict tool wear by 
monitoring cutting power. To get an accurate prediction, the model was calibrated by 
milling experiments where the sampling frequencies of cutting force and cutting power 
were 20 kHz and 10 Hz respectively. Similarly, a cutting power-tool wear model in face 
milling operation was developed using cutting force as the only intermediate variable [102]. 
In this model, the mean cutting power rather than the instantaneous cutting power was 
selected as the tool wear indicator. According to this model, once a tool wear criterion was 
determined, a threshold of cutting power can be calculated. The worn tool needs to be 
replaced when the moving average of the sampled cutting power is larger than the threshold. 
Drilling torque was also used as an intermediate variable to construct a real-time tool wear 
estimation method in the drilling process [103]. The drilling torque on a twist drill was 
calculated using a spindle motor power–torque model. The drill torque was decomposed 
into three parts: lip edge torque, chisel edge torque, and the margin edge torque. Figure 2.9 
gives the locations of lip edge, chisel edge, and the margin edge. Only the lip edge torque 
was a function of flank tool wear. The drill wear-torque model was substituted into the 
spindle motor power–torque model to estimate the drill wear. The power signal was 
sampled at a rate of 500 Hz. The spindle motor power-tool wear relationship was 
investigated in the frequency domain using the Fast Fourier Transform (FFT) [104]. The 
spindle power data was collected from a milling machine with a frequency of 1 kHz. Three 
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major peaks were obtained in the power spectrum plots, which is shown in Fig. 2.10. Lower 
frequency peaks had a larger amplitude, while higher frequency peaks had a smaller 
amplitude. With the tool wear progression, the amplitude of peaks gradually increased.  
The sensitivity and effectiveness of spindle power signals were investigated for tool 
wear monitoring in the machining process [34]. The spindle power signals were collected 
at a 2000 Hz sampling frequency. Spindle power showed comparable sensitivity in 
detecting distinct amounts of tool wear in the intermittent process, such as milling. It also 
provided the ability to detect both the chipped tool and the gradual tool wear in the 










Fig. 2.10 Power spectrum plots [104]. 
 
2.5 INTRODUCTION OF DDS 
Data Dependent Systems (DDS) is an appropriate stochastic modeling and analysis 
approach for random systems characterization in the field of modal analysis. The DDS 
methodology is illustrated in Fig. 2.11 [105]. There is no necessity for acquiring full 
knowledge of the system, since DDS can directly analyze the data from experiments 
incorporating time series modeling [106, 107]. The DDS methodology uses time series data 
to fit a series of stochastic difference/differential equations using least-square techniques 
[108, 109]. No conjecturing or subjective choices are required for the correct 
autocorrelation shape or form of the model [110, 111]. DDS approach also has the ability 
to analyze a limited amount of data and still obtain a quantitative result [111]. The DDS 
technique is an aliasing-free methodology that provides a physically meaningful result 
from DDS modeling. Therefore, the sampling frequency is not limited by the Nyquist 
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criterion [112]. DDS modeling exploits the dynamic dependence between neighboring data 
points to derive an adequate model [105, 113, 114]. There is no information loss between 




Fig. 2.11 DDS methodology [105]. 
 
DDS methodology was compared with Fourier analysis [113, 115-118]. DDS acted 
as an active filter of noise so that it can generate much clearer, smoother, and more precise 
spectra than Fourier analysis [115, 116]. Therefore, DDS is better suited for both 
qualitative visual diagnosis and quantitative diagnosis [116]. Unlike Fourier analysis, DDS 
methodology is a fully automated method, and it can bypass subjective data preprocessing 
and postprocessing [117]. Both Fourier-transform profilometry and DDS profilometry 
were used to analyze surface profiles from a given interferogram. The results indicated that 
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DDS profilometry could generate the calculated surface profile with a high degree of 
accuracy [113]. 
The DDS approach has been successfully applied in many areas, such as process 
control and optimization, transportation system modeling, product comparison and 
evaluation, machine vision, energy simulation, and manufacturing characterization and 
monitoring [109, 115, 119-128]. The most common application in DDS literature was in 
manufacturing [115, 129-136]. A summary of DDS applications in manufacturing is shown 
in Table 2.4.  
Green’s function is an important tool in DDS analysis. It maps the nature of the 
time response of the system to a single discrete impulse [137]. The details of Green’s 
function are given in the Appendix. Green’s function can also be related to physical 
phenomena. In the EDM process, the Green’s function of the DDS approach was 
introduced to show the ignition delay of a series of sparking pulse [106, 120]. The 
exponential shape of Green's function found to represent a half-section of a “characteristic 
crater” in two dimensions [106, 138]. In the grinding process, for a grinding wheel, the 
Green's function was treated as the profile of a “characteristic grain” [130, 139]. These 
grains were represented by the Green's function on the periphery of the wheel. Green's 
function was also physically meaningful in the AFM process. The Green's function derived 
from a surface profile model of AFM provided a “characteristic shape” that is the 
superimposition of two exponentials. The characteristic shape indicated the path of the 
abrasive grain as it removed the work material [140]. A typical DDS modeling procedure 













THE EFFECT OF TOOL WEAR ON SPINDLE POWER 
 
In this chapter, the power of a spindle motor in a machining center is acquired and 
subsequently analyzed using the concept of DDS. This chapter examines the DDS 
application on the decomposition of the milling power signal in the frequency domain and 
determines if correlations exist with tool wear. This material in this chapter has been 
published in the ASME Journal of Manufacturing Science and Engineering [142]. 
Section 3.2 includes detailed descriptions of the equipment and explanations of the 
experiment design used in this research. Section 3.3 gives the results of ANOVA and DDS 
model selection. Section 3.4 contains the results and analysis for six different experiments 
designed in Section 3.3. 
 
3.1 BACKGROUND 
Tool wear has been found to have a significant effect on energy-based signals. To 
have a clear understanding of the impact of surface integrity on cutting energy/power 
signals, elimination of the tool wear effect is the prerequisite. Much research has been done 
about the effect of tool wear on the energy-based signals in the time domain [96, 99]. It is 
reasonable to investigate the tool wear effect in the frequency domain as a method of tool 
wear monitoring and prediction.  
The rapid development of modern science and technology brings with it a high 
demand for manufacturing precision and quality. The surface integrity of a machined part 
is a critical factor that needs to be considered in the selection of the appropriate machining 
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processes, as it has a significant influence on part performance, especially fatigue behavior. 
Tool wear is one of the most significant and necessary parameters to be considered for 
machining sustainability. Surface integrity and tool wear are tightly linked. A strong 
correlation was observed between surface finish and evolution of notch wear in hard 
turning; the Ra, Rz, and Rpk tended to increase significantly with tool wear [143]. A similar 
conclusion was reached that rapid tool wear at the cutting edge led to a dramatic increase 
in the surface roughness. It was also noted that the tool wear affected subsurface integrity 
and microstructure; worn tools tend to generate the most significant surface hardening 
[144]. The microstructure of hardened steel had an influence on tool wear in PCBN tools. 
The major influence was the carbides in the steel microstructure. The abrasive action of 
carbides caused groove-shape flank wear on the tool [145]. Therefore, it is critical to 
monitor and predict tool wear and thereby improve sustainability by reducing the scrap rate 
due to poor surface integrity of AM workpieces.  
 
3.2 EXPERIMENTAL SETUP AND ANALYSIS 
Hard milling is a specialized machining process applied to machining materials in 
their hardened state [146]. Normally, milling a workpiece with a hardness of 40 HRC can 
be called hard milling, although there is no recognized hardness criterion currently [146-
151]. Hard milling is a widely used method for machining high strength steels. It has the 
advantages of high-speed, good surface finish, high geometric accuracy, and reduction of 
manual labor. A hardened tool steel AISI H13 was machined by dry hard milling. Spindle 
motor power data was collected by a power analyzer and analyzed by the DDS approach. 
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DDS methodology helps decompose the power signal and identify signal characteristics 
that correspond to tool wear conditions. 
 
3.2.1 Experiment Preparation 
The workpiece was hardened AISI H13 tool steel with dimensions of 100 mm (L) 
 20.5 mm (W)  12 mm (H). The chemical composition of AISI H13 tool steel is shown 
in Table 3.1. The surface of the sample was pre-machined to remove surface defects 
induced by heat treatment. It is helpful to eliminate the disturbance due to inhomogeneous 
components on the sample surfaces. Also, grooves and projections on the sample surfaces 
may impact the immediate energy consumption of the spindle motor because the milling 
force varies when milling in that area. The samples were dry milled by a Cincinnati Arrow 
500 3-axis machining center with a two-teeth 20 mm diameter cutting tool. The SECO 
XOMX 120408TR-D14 F30M inserts on the cutter were coated with (Ti,Al)N/ TiN PVD 
coating. 
 
Table 3.1 Chemical composition of AISI H13 tool steel 
 
Element C Mn Si Cr Mo V Fe 
Weight (%) 0.39 0.40 1.00 5.50 1.30 0.90 Balance 
 
3.2.2 Tool Wear Measurement 
Flank wear of cutting tools is often selected as the tool life criterion since it has a 
major impact on machining accuracy [152, 153]. Therefore, the flank wear of the cutting 
insert was used as the tool wear condition indicator. The cutting insert flank wear was 
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measured by an online tool inspection system. A camera on the system captured the image 
of the cutting insert wear flank without disassembling it from the tool holder. Flank wear 
was measured on the flank face along the minor cutting edge that contacted the machined 




Fig. 3.1 Flank wear morphology along minor cutting edge [97]. 
 
The progression of tool wear conditions did not have a linear trend with time spent 
cutting, but the trend was almost linear from 10 to 100 minutes [96]. In the initial region, 
tool wear developed rapidly to 0.05 mm within 10 min, see Fig. 3.2 [97]. The stable region 
lasted for the next 90 min, while the tool wear grew to 0.20 mm. Then, the tool wear entered 






Fig. 3.2 Typical tool wear condition progression [97]. 
 
 
3.2.3 Milling Power Measurement 
Total and spindle motor power was measured using a Fluke Norma 5000 power 
analyzer. This analyzer measured and recorded three-phase voltage and current for the 
entire machine and spindle motor. Figure 3.3 shows the milling machine with the power 
analyzer. The sampling frequency was 341 kHz. Output data were averaged over every 300 
ms. According to related research, 300 ms was the optimal time interval for data output. 
The trend of power variation can be observed without putting too high a strain on 
computing. Also, the large data results in difficulty for data transportation and storage. A 
typical spindle power signature in a single cutting pass is shown in Fig. 3.4. The whole 
process consisted of three steps: air cutting before material removal, material cutting, and 
air cutting after material removal. Ideally, spindle power in two air cutting periods should 
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be equal. In this chapter, only the spindle power during the milling process was considered, 









Fig. 3.4 Spindle power curve for one cut. 
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3.2.4 Experiment Design 
The spindle power and energy consumption are closely related to the material 
removal rate [96]. In end milling, the material removal rate (MRR) is a function of ap, ae, 
and vf, where ap is the axial depth of cut (mm), ae is the radial depth of cut (mm), and vf is 
feed rate (mm/min). The feed rate (vf) is a function of v, fz, n, and D, where v is the cutting 
speed, fz is the feed per tooth, n is the number of teeth, and D is the diameter of the cutting 
tool. According to previous research, spindle power was closely related to MRR. The 
regression model that spindle power was the only independent variable had an R2 value of 
0.989 [80]. Tool wear and milling mode (up/down) are also the key factors that can affect 
the cutting force and, consequently, affect the power and energy consumption. 
In this experiment, the effects of tool wear (VB), milling mode (up/down), axial 
depth of cut (ap), radial depth of cut (ae), cutting speed (v), and feed per tooth (fz) on spindle 
power were investigated. The machining setup schematic is illustrated in Fig. 3.5. To 
minimize the influence of different process parameters, only one process parameter was 
changed while others remained constant. The entire experiment design is described in 
Table 3.2. The initial tool wear values were set in five levels: 0, 0.08, 0.10, 0.15, and 0.20 
mm. In Fig. 3.2, tool wear values of 0.08, 0.10, and 0.15 mm are in the stable stage. The 
time intervals between 0 to 0.08 mm, 0.08 to 0.10 mm, 0.10 to 0.15 mm are almost equal. 
The tool wear level of 0.2 mm is in the accelerating stage. Normally, using a milling cutter 
whose tool wear is in this range should be avoided, so only one point (VB = 0.2 mm) was 
selected in this region. 
The initial tool wear was measured before the experiment to make sure it was at the 
desired value (0, 0.08, 0.10, 0.15, and 0.20 mm). Experiments lasted from 10 s to 30 s 
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based on milling parameter combinations; the tool wear was considered to be constant 
during one milling cut. The processing parameters ae, v, and fz were studied at three levels. 
The selection of levels of those parameters depended on the manufacturer’s 
recommendation and other published papers. As shown in Table 3.2, the baseline of the 
parameter combination was ae = 0.5 mm, v = 200 m/min, and fz = 0.1 mm/tooth. Only one 
factor was changed during each cut, and the other two were kept constant. So, seven sets 














ap ae v fz 
mm (mm) (mm) (m/min) (mm/tooth) 




1.0 0.5 100 0.10 
1.0 0.5 200 0.10 
1.0 0.5 300 0.10 
1.0 0.5 200 0.05 
1.0 0.5 200 0.20 
1.0 0.3 200 0.10 
1.0 0.4 200 0.10 
 
3.3 MODELING AND ANALYSIS 
3.3.1 Analysis of Variance Results 
The Analysis of Variance (ANOVA) approach was applied to investigate the 
spindle power with the significance level (𝛼) of 0.05. According to ANOVA results, all 
terms are statistically significant except for the milling mode. Also, the interactions 
between VB and ae, VB and v, VB and fz were shown to be significant. In this experiment, 
only significant linear effects were analyzed. Figure 3.6 shows the main effects plot for 
spindle power. The slope of the cutting mode line was approximately zero (i.e. from the 
graph, the line appears to be horizontal). The slopes indicated that all the factors except 
milling mode have a significant effect on spindle power. This result was consistent with 






Fig. 3.6 Main effects plot for spindle power. 
 
In most cases, the mean values of spindle power in up milling mode were slightly 
higher than for the down milling mode, but the mean value differences were not statistically 
significant. In ANOVA, the p-value was 0.627, much larger than 𝛼 = 0.05, here, 𝛼 referred 
to the likelihood that the true population parameter lied outside the confidence interval. 
Tukey’s tests were also performed between different levels of significant 
independent variables. Tukey’s test is a multiple pairwise comparison and statistical 
analysis. It can be used to find factor-level means that are significantly different from each 
other by comparing all possible pairs of means [140]. The results of the Tukey’s tests are 















mm (mm) (m/min) (mm/tooth) 
0 A 0.3 A 100 A 0.05 A 
0.08 B 0.4 A 200 B 0.10 B 
0.10 C 0.5 B 300 C 0.20 C 
0.15 C       
0.20 D       
 
According to the results shown in Table 3.3, for independent variable VB, levels 
0.10 mm and 0.15 mm were in the same group. It indicated that the means of these two 
levels were not significantly different, so the data of level 0.10 mm were eliminated from 
further study. For independent variable ae, levels 0.30 mm and 0.40 mm were not 
significantly different. Hence, level 0.40 mm was deleted. For independent variables v and 
fz, all their levels were significantly different. Therefore, further DDS analysis was only 
applied to the simplified combinations of processing parameters, as shown in Table 3.4. 
There were 24 sets of experiments in total. 
 
Table 3.4 Simplified processing parameter combinations 
 
No. 
VB ae v fz 
(mm) (mm) (m/min) (mm/tooth) 
1 
0, 0.08, 0.15, 
0.20 
0.5 100 0.10 
2 0.5 200 0.10 
3 0.5 300 0.10 
4 0.5 200 0.05 
5 0.5 200 0.20 




3.3.2 DDS Analysis and Modeling 
The DDS approach can combine the statistical techniques such as regression and 
time series analysis, as well as nonstatistical methods, i.e., in this study, mechanisms of 
milling process [122]. An adequate model ARMA model can be used to find the 
characteristic modes of the data without any information loss.  
Many methods have been applied to derive different model selection criteria. 
Various criteria may have different results. The Akaike information criterion (AIC) is the 
first criterion to gain widespread acceptance. It was used to find the adequate ARMA model 
in this experiment. AIC is interpreted as the sum of two terms; the measure of the model 
fit and the penalty for the number of model parameters [154]. AIC criterion is widely used 










where 𝑘 is the number of estimated parameters in the model, 𝑁 is the number of equidistant 










where RSS means the residual sum of squares. 
There were six sets of experiments. For each set of experiments, ARMA models 
from AR (1) to ARMA (10, 9) were applied, and the statistically adequate models for each 
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set of experiments ranged from ARMA (5, 4) to ARMA (9, 8). To allow uniform 
comparison between experiments, an ARMA (5, 4) model was selected for each dataset. 
 
3.4 RESULTS AND DISCUSSION 
Since the ARMA (5, 4) model was applied to data sets, there were five 
characteristic roots in each ARMA model, one real root and two sets of conjugate root pairs. 
Each root or root pair has its corresponding pseudo (or natural) frequency. These 
frequencies can be sorted into three regions, shown in Fig. 3.7. The X-axis was the 
experiment number, which is 24 in total. In Region I, the low-level frequencies were mainly 
lower than 0.3 Hz. Region II included the medium-level frequencies around 0.7 Hz. Region 
III had the high-level frequencies near 1.4 Hz. There was no overlap between different 
regions. The low-level frequencies were corresponding to the real roots. In most cases, the 
characteristic roots with low-level frequencies had high relative DDS power, up to 80%, 
and those roots with medium-level or high-level frequencies had low relative DDS power. 
Here, the relative DDS power is the relative weight each AR root contributed to the total 
variance in the data. The relative DDS power data of Experiment No. 2 is shown in Table 
3.5 as an example. The DDS analysis presented here compares favorably with the results 






Fig. 3.7 Decomposed frequencies distribution. 
 
Low-level frequencies at different levels of tool wear conditions were compared, 
as shown in Table 3.6. All the experiments in Table 3.6 have the same values of ae, v, and 
fz. In the same experiment, frequencies corresponding to larger tool wear (VB = 0.2 mm) 
are lower than those of a sharp tool (VB = 0 mm). The ratios of frequencies at VB = 0 mm 
to those frequencies at VB = 0.2 mm were calculated. This work shows that the 
proportionality constant should be between 3.4 and 6.7, the average ratio is around 5. That 
means, in this experiment, the low-level frequency of a badly worn tool reduces to 20% of 
its peak value. The low-level frequencies of Experiments No. 3 and 5 are listed in Table 
3.7. The relationship between tool wear (VB) and low-level frequencies are shown in Fig. 
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3.8. The frequencies gradually reduced and converged with tool wear condition progression. 
The rate of decrease also reduced with tool wear progression. 
 
Table 3.5 Relative DDS power in Experiment No. 2 
 
VB Low Medium High 
(mm) (%) (%) (%) 
0 71.44 9.30 19.26 
0.08 85.72 7.87 6.41 
0.15 85.11 9.34 5.54 
0.2 92.64 1.12 6.24 
. 




Freq. at VB = 0 mm 
Freq. at VB = 0.2 
mm Ratio 
(Hz) (Hz) 
2 0.047 0.014 3.39 
3 0.215 0.032 6.71 
5 0.330 0.089 3.70 
6 0.025 0.005 5.15 
 





VB = 0 mm 
Freq. at 
VB = 0.08 mm 
Freq. at 
VB = 0.15 mm 
Freq. at 
VB = 0.2 mm 
(Hz) (Hz) (Hz) (Hz) 
3 0.215 0.100 0.056 0.032 






Fig. 3.8 Relationship between tool wear and low-level frequencies. 
 
Comparisons of the medium-level and high-level frequencies, which corresponded 
to different levels of tool wear conditions were also studied. The variations of medium-
level and high-level frequencies were not as sensitive to tool wear condition change as low-
level frequencies. This was especially so for high-level frequencies (Figs. 3.9 and 3.10). 
The fluctuation of high-level frequencies was smaller than that of medium-level 







Fig. 3.9 Relationship between tool wear and medium-level frequencies. 
 
Higher tool wear leads to higher cutting force. The variation of cutting force can be 
directly reflected in the variation of spindle power. It was evident that the average spindle 
power gradually increased when the tool wear deteriorated as shown in Fig. 3.6. Meanwhile, 
the cycle period of cutting force was closely related to the frequency of spindle power. A 
comparison between a sharp milling insert and an insert with flank wear is shown in Fig. 
3.11.  The milling path of a worn insert was longer than a sharp insert during a unit volume 
of material removal. This is caused by a reduction in the relative position of the cutting 
edge due to flank tool wear. It means a worn insert spends a longer time in contact with the 
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machined surface than a sharp insert, given all the other milling parameters being held 




Fig. 3.10 Relationship between tool wear and high-level frequencies. 
 
Similar comparisons were also performed for the radial depth of cut (ae), cutting 
speed (v), and feed per tooth (fz) under low-level, medium-level, and high-level frequencies. 
There was no significant pattern found in the low/medium-frequency regions for different 
levels of ae. Table 3.8 shows that high-level frequencies did not change much with the 
increase of radial depth of cut (ae), given v and fz being held unchanged. Although the radial 
depth of cut was significant to the mean value of spindle power. This did not affect the 
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frequencies in this study. The frequencies were only correlated with the time that whole 
tooling system is engaged in actual cutting (the time is shown in Fig. 3.4).  The length of 
the cut was constant. The resulting cutting time only depended on the linear feed rate. The 
radial depth of cut (ae) did not directly affect the linear feed rate. Therefore, the frequencies 




Fig. 3.11 Milling paths comparison between the sharp insert and worn insert. 
 
Cutting speed (v) was also a significant factor for the mean value of spindle power. 
Experiments with the same ae and fz were selected to have a comparison at various levels 
of cutting speed. In Fig. 3.12, it is noticed that the low-level frequencies did not change 
when cutting speed was between 100 and 200 m/min. They rapidly increased at the cutting 
speed of 200 m/min.  
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Figure 3.13 shows that the medium-level frequencies also slightly increased at the 
cutting speed of 200 m/min. Meanwhile, the high-level frequencies stayed unchanged in 
this study. This was like the high-level frequencies at different levels of VB. The patterns 
of feed per tooth (fz) were almost the same when keeping ae and v as constants. Figure 3.14 
indicates that the low-level frequencies had a response to feed per tooth change. Meanwhile, 
based on DDS analysis results, medium-level and high-level frequencies were not affected 
by feed per tooth increase. 
 






VB = 0 mm 
Freq. at 
VB = 0.08 mm 
Freq. at 
VB = 0.15 mm 
Freq. at 
VB = 0.2 mm 
(mm) (Hz) (Hz) (Hz) (Hz) 
2 0.5 1.400 1.553 1.325 1.205 
6 0.3 1.429 1.360 1.445 1.508 
 
According to Fig. 3.11, when cutting speed or feed per tooth increased, linear feed 
rate increased, and contact time went down accordingly. Therefore, at least one of the 
decomposed frequencies of spindle power should have a corresponding increase. This was 
consistent with the results of the DDS approach for cutting speed and feed per tooth: the 
low-level frequencies increased with the rise in feed per tooth (Figs. 3.12 and 3.14). Even 
though both low-level and medium-level frequencies increased with the growth of cutting 
speed, the characteristic roots corresponding to low-level frequencies contributed to most 





Fig. 3.12 Relationship between cutting speed and low-level frequencies. 
 
In this study, tool wear, radial depth of cut, cutting speed and feed per tooth had no 
significant effect on medium-level and high-level frequencies. Hence, the medium-level 
and high-level frequencies decomposed from spindle power were likely to be correlated 
with the environment or other characteristics of the milling system which were not 
investigated in the experiment. In other words, under this milling conditions, tool wear, 
radial depth of cut, cutting speed, and feed per tooth only influenced the low-level 
frequencies of the spindle power signal.  
In general, the increase in flank tool wear resulted in a decrease in low-level 
frequencies. The range of decrease depended on both cutting speed and feed per tooth. A 
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similar result was discussed on tool wear monitoring by sound pressure sampling and 
analysis. It was reported that with the increase of flank tool wear, the sound pressure 
amplitude also changed in a specific range. This range depended on both cutting speed and 










Fig. 3.14 Relationship between feed per tooth and low-level frequencies. 
 
3.5 SUMMARY AND CONCLUSIONS 
In this chapter, spindle power during hard milling was measured and used to 
establish a correlation with tool wear conditions. To get a clear understanding of the effect 
of flank wear, spindle power data were decomposed using a DDS approach. The 
frequencies after decomposition were sorted into 3 different regions: low (lower than 0.3 
Hz), medium (0.7 Hz) and high (1.4 Hz). By comparing frequencies under different tool 
wear conditions with various processing parameters, a basic correlation between tool wear 
and spindle power was found. Results of this study have led to the following specific 
summary and conclusions: 
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(1) There was a correlation between tool wear and spindle power in the frequency 
domain, and the correlation was quantified with the DDS methodology. 
(2) The characteristic roots with low-level frequencies contributed up to 80 percent of 
relative DDS power, and the fluctuation of low-level frequencies variation was less 
stable than higher level frequencies. 
(3) The low-level frequencies gradually reduced with higher tool wear. This was 
explained by the change of the cutting force cycle period. The amount of decrease 
depended on both the cutting speed and feed per tooth. 
(4) The low-level frequencies rapidly increased when the cutting speed was 200 m/min. 
Similarly, with the increase of feed per tooth, the low-level frequencies gradually 
increased. 
(5) Although the radial depth of cut had a significant effect on spindle power, it did not 
affect the frequencies.  
(6) There was no clear evidence that the tool wear, radial depth of cut, and feed per 
tooth contributed to the variation of medium-level and high-level frequencies based 
on the current data. In this work, tool wear and some processing parameters in hard 
milling only affected the low-level frequencies. 




TOOL WEAR EFFECT VALIDATION ON OPTOMEC 
 
In this chapter, total power rather than spindle power on the Optomec HY-20 
LENS 3D Hybrid Machine Tool was acquired, and subsequently analyzed using the 
concept of DDS. Here, total power referred to the power consumed by the entire machine, 
and spindle power referred to the power consumed by the spindle motor in this machine. 
This chapter examined the effect of tool wear on the total power frequency in a new 
machining environment as compared to Chapter 3.  
Section 4.2 includes detailed descriptions of the equipment preparation and 
experiment design used in this research. Section 4.3 gives the milling power pattern and 
analysis for two different experiments. 
 
4.1 BACKGROUND 
 In the previous chapter, a series of experiments were conducted in a traditional 
machining center. Spindle power data were collected when milling the AISI H13 tool steel 
workpieces. The spindle power signal was decomposed by the Data Dependent Sysyems 
(DDS) approach into three different signals with low-level, medium-level, and high-level 
frequencies. It was shown that tool wear, cutting speed, and feed per tooth had a significant 
effect on spindle power. The low-level frequencies gradually reduced with higher tool wear. 
The low-level frequencies increased with the increase of cutting speed and feed per tooth. 
There was no clear evidence that any of these factors affected the medium-level or high-
level frequencies based on the current data. The objectives in this chapter are: (a) Confirm 
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the effect of tool wear on total power on the Hybrid AM machine, (b) Examine whether 
the low-level frequencies of total power decrease with the tool wear progression, and (c) 





Fig. 4.1 Internal structure of Optomec hybrid AM machine. 
 
The Optomec HY-20 machine was a highly customized metal AM machine which 
combined the DED process and milling process in one chamber. The internal structure is 
shown in Fig. 4.1. The system had two primary components: a printing head, and a milling 
head. In this chapter, only the milling head was used. The machining environment had 
multiple changes compared with the previous experiment in Chapter 3. The changes 
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included: milling machine (from 3-axis machining center to hybrid AM machine), 
workpiece material (from heat-treated H13 tool steel to non-heat treated H13 steel), tooling 
(from different manufacturers), milling parameters, and the method of collecting milling 
power (spindle power vs total power). Here, spindle power was defined as the power 
consumed by the spindle motor used to drive the milling cutter. Total power was the power 
consumed by the entire machine. By definition, the total power will always be higher than 
the spindle power, but there was no essential difference between the two power signals. As 
the shunts on the power analyzer used were unable to smooth the peaks in the spindle power 
signal when the spindle motor started to run, only total power signals were obtained from 
the power analyzer. 
 
4.2 EXPERIMENTAL SETUP 
 The experiment setup and analysis method in this chapter were almost the same as 
previous chapter for simplicity. Milling power data was collected by Fluke Norma 5000 
power analyzer with a proper average time. Flank tool wear progression was measured 
using a Scanning Electron Microscope (SEM). The power data was analyzed in the time 
domain and further decomposed by the DDS approach in the frequency domain to identify 
the effect of tool wear.  
 
4.2.1 Experiment Preparation 
 The workpiece used in this experiment was AISI H13 tool steel with no heat 
treatment. The dimensions were 101.6 mm (L)  25.4 mm (W)  12.7 mm (H). The 
workpiece was carefully mounted in the vice using bubble level to ensure the workpiece 
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top surface was horizontal. Since the workpiece cannot be precisely horizontal in the vice, 
the top layer of each part was machined.  
The milling cutter was the Ingersoll DiPos-Tetra INGCUT 2910938 1TJ1C-
05012S4R01 ½” Diameter 90-degree indexable end mill. It used 2 inserts and had a 
maximum axial cut depth of 0.18 inch. The carbide inserts were INGCUT 6142745 
ENHU050304R IN2530 with TiAlN/TiN PVD coating. Figure 4.2 shows the end mill 
cutter with its inserts. The overhang length of the cutter was 20 mm. This experiment was 
conducted in an open environment. That means the oxygen content in the machine chamber 




Fig. 4.2 End mill cutter and its inserts. 
 
4.2.2 Experiment Design 
 From previous research, it was known that axial depth of cut (ae), cutting speed (v), 
and feed per tooth (fz) were the statistically significant factors that affected the milling 
power. In this experiment, only two sets of milling parameters were used for simplicity. 
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All the milling parameters are listed in Table 4.1. Cutting speed (v) and feed per tooth (fz) 
were selected according to the data sheet from the insert manufacturer. 
 
Table 4.1 Milling parameters in the validation experiment 
 
Exp. No. Milling Mode 
ap ae v fz 
(mm) (mm) (m/min) (mm/tooth) 
1 Down 1.0 0.5 160 0.12 
2 Down 1.0 0.5 120 0.06 
 
Since the top surface was removed, two inserts were specifically used to perform 
the top layer cut of each part. For each layer, approximately 48 cuts were performed. The 
milling power data of the first and last cuts were not used in further analysis due to the tiny 
nicks and notches on the workpiece sidewalls. The cutting map for one single layer is given 
in Fig. 4.3. The green and orange paths represent Experiments 1 and 2, respectively. The 
milling power of the black paths was not collected. Experiments 1 and 2 were randomly 
assigned in each layer to minimize errors. The data in the parenthesis were the coordinates 
of starting and ending positions on the X and Y-axis.  The arrows in Fig. 4.3 showed the 










The arrows show the move direction of cutting tool.
Exp.
No. ( -15.0 , -0.5 ) ( 130.0 , -0.5 )
2 DOWN 1 ( -15.0 , -1.0 ) ( 130.0 , -1.0 )
2 DOWN 2 ( -15.0 , -1.5 ) ( 130.0 , -1.5 )
1 DOWN 3 ( -15.0 , -2.0 ) ( 130.0 , -2.0 )
1 DOWN 4 ( -15.0 , -2.5 ) ( 130.0 , -2.5 )
1 DOWN 5 ( -15.0 , -3.0 ) ( 130.0 , -3.0 )
1 DOWN 6 ( -15.0 , -3.5 ) ( 130.0, -3.5 )
2 DOWN 7 ( -15.0 , -4.0 ) ( 130.0 , -4.0 )
2 DOWN 8 ( -15.0 , -4.5 ) ( 130.0 , -4.5 )
1 DOWN 9 ( -15.0 , -5.0 ) ( 130.0 , -5.0 )
1 DOWN 10 ( -15.0 , -5.5 ) ( 130.0 , -5.5 )
1 DOWN 11 ( -15.0 , -6.0 ) ( 130.0 , -6.0 )
1 DOWN 12 ( -15.0 , -6.5 ) ( 130.0, -6.5 )
1 DOWN 13 ( -15.0 , -7.0 ) ( 130.0 , -7.0 )
1 DOWN 14 ( -15.0 , -7.5 ) ( 130.0 , -7.5 )
1 DOWN 15 ( -15.0, -8.0 ) ( 130.0, -8.0 )
1 DOWN 16 ( -15.0, -8.5 ) ( 130.0, -8.5 )
2 DOWN 17 ( -15.0 , -9.0 ) ( 130.0 , -9.0 )
2 DOWN 18 ( -15.0, -9.5 ) ( 130.0, -9.5 )
2 DOWN 19 ( -15.0 , -10.0 ) ( 130.0 , -10.0 )
2 DOWN 20 ( -15.0 , -10.5 ) ( 130.0 , -10.5 )
1 DOWN 21 ( -15.0 , -11.0 ) ( 130.0 , -11.0 )
1 DOWN 22 ( -15.0 , -11.5 ) ( 130.0 , -11.5 )
1 DOWN 23 ( -15.0 , -12.0 ) ( 130.0 , -12.0 )
1 DOWN 24 ( -15.0 , -12.5 ) ( 130.0, -12.5 )
1 DOWN 25 ( -15.0 , -13.0 ) ( 130.0 , -13.0 )
1 DOWN 26 ( -15.0 , -13.5 ) ( 130.0 , -13.5 )
1 DOWN 27 ( -15.0, -14.0 ) ( 130.0, -14.0 )
1 DOWN 28 ( -15.0, -14.5 ) ( 130.0, -14.5 )
2 DOWN 29 ( -15.0 , -15.0 ) ( 130.0 , -15.0 )
2 DOWN 30 ( -15.0, -15.5 ) ( 130.0, -15.5 )
2 DOWN 31 ( -15.0 , -16.0 ) ( 130.0 , -16.0 )
2 DOWN 32 ( -15.0 , -16.5 ) ( 130.0 , -16.5 )
1 DOWN 33 ( -15.0 , -17.0 ) ( 130.0 , -17.0 )
1 DOWN 34 ( -15.0 , -17.5 ) ( 130.0 , -17.5 )
1 DOWN 35 ( -15.0 , -18.0 ) ( 130.0 , -18.0 )
1 DOWN 36 ( -15.0 , -18.5 ) ( 130.0, -18.5 )
1 DOWN 37 ( -15.0 , -19.0 ) ( 130.0 , -19.0 )
1 DOWN 38 ( -15.0 , -19.5 ) ( 130.0 , -19.5 )
1 DOWN 39 ( -15.0, -20.0 ) ( 130.0, -20.0 )
1 DOWN 40 ( -15.0, -20.5 ) ( 130.0, -20.5 )
2 DOWN 41 ( -15.0 , -21.0 ) ( 130.0 , -21.0 )
2 DOWN 42 ( -15.0, -21.5 ) ( 130.0, -21.5 )
1 DOWN 43 ( -15.0 , -22.0 ) ( 130.0 , -22.0 )
1 DOWN 44 ( -15.0 , -22.5 ) ( 130.0 , -22.5 )
1 DOWN 45 ( -15.0, -23.0 ) ( 130.0, -23.0 )
1 DOWN 46 ( -15.0, -23.5 ) ( 130.0, -23.5 )
2 DOWN 47 ( -15.0 , -24.0 ) ( 130.0 , -24.0 )
2 DOWN 48 ( -15.0, -24.5 ) ( 130.0, -24.5 )
49 ( -15.0, -25.0 ) ( 130.0, -25.0 )
50 ( -15.0 , -25.5 ) ( 130.0 , -25.5 )
51 ( -15.0 , -26.0 ) ( 130.0 , -26.0 )
52 ( -15.0 , -26.5 ) ( 130.0 , -26.5 )
53 ( -15.0 , -27.0 ) ( 130.0 , -27.0 )
54 ( -15.0 , -27.5 ) ( 130.0 , -27.5 )
55 ( -14.0 , -28.0 ) ( 130.0 , -28.0 )
D = 12.7 mm
ae





4.2.3 Tool Wear Measurement 
 Flank wear was selected as the tool wear indicator. This is because the flank tool 
wear progression was steady and governed the end of tool life [151]. The same insert was 
detached from the end mill cutter every 8 minutes for tool wear measurement. It took 8 
minutes to cut the whole layer of the workpiece based on selected milling parameters in 
the milling process. The JEOL JCM-6000PLUS benchtop SEM was used to take pictures 
and measure flank tool wear.  The observed flank tool wear with a milling time ranging 
from 0 to 96 minutes (both top view and side view) is given in Figs. 4.4 to 4.8. 
The progression of tool wear is shown in Fig. 4.9. This progression had a very 
similar trend compared with Fig. 3.2. Two regions were noticed in Fig. 4.9. The tool wear 
quickly increased from 0 to 0.04 mm in 8 minutes which was in the initial region. Then, 
the tool wear reached the stable region, the trend was linear after 8 mins. Other researchers 
also noticed the linear trend of flank tool wear [156-159]. There was no accelerating region 
in this experiment, which was commonly found in related research. 
 
  
Sharp insert (top view) Sharp insert (side view) 
 




8 mins milling (top view) 8 mins milling (side view) 
  
16 mins milling (top view) 16 mins milling (side view) 
  
24 mins milling (top view) 24 mins milling (side view) 
 




32 mins milling (top view) 32 mins milling (side view) 
  
40 mins milling (top view) 40 mins milling (side view) 
  
48 mins milling (top view) 48 mins milling (side view) 
 




56 mins milling (top view) 56 mins milling (side view) 
  
64 mins milling (top view) 64 mins milling (side view) 
  
72 mins milling (top view) 72 mins milling (side view) 
 




80 mins milling (top view) 80 mins milling (side view) 
  
88 mins milling (top view) 88 mins milling (side view) 
  
96 mins milling (top view) 96 mins milling (side view) 
 





Fig. 4.9 Flank tool wear progression on H13 steel from 0 to 96 minutes. 
 
4.2.4 Milling Power Measurement 
 The total milling power was monitored by the Fluke Norma 5000 power analyzer 
with 150 ms average time. To gain more information from the milling power and make the 
DDS analysis more accurate, a short average time was preferred. Different actual average 
times had different time distributions. Therefore, power data were collected at 15 ms, 50 
ms, 75 ms, 100 ms, 120 ms, 150 ms, and 200 ms.  150 ms was the smallest average time 







Fig. 4.10 Distributions of the actual average time. 
  
Total power was deemed as the power consumed by the whole machine during the 
milling process for one cut. Cutting and air cutting were clearly illustrated in Fig. 4.11. 
Five stages were observed from total milling power from left to right: (i) spindle was on 
but not moving, (ii) spindle was moving but only air cutting, (iii) material cutting, (iv) air 
cutting after material removal, (v) and spindle stopped but still rotating. Ideally, stage (i) 
and stage (v) should have the same mean total power value, stage (ii) and stage (iv) should 






Fig. 4.11 Typical milling power curve with five stages in Experiment 1. 
 
4.3 RESULTS AND DISCUSSION 
 The total milling power data in Experiment 1 is presented in Fig. 4.12. In the first 
minute, milling power dramatically decreased from 628 W to 610 W due to the insert break-
in. Then the milling power increased with time gradually. There was a jump in milling 
power around 52 minutes which is highlighted in the red box. It split the curve in half. That 
was because the milling inserts were disassembled and reassembled once during that time. 
This was not the only time this issue has been noticed. An insert installation may cause 
milling power disturbance, either increase or decrease. The insert was mounted to the mill 
cutter by a screw. This may be due to the tightening force differing each time and may 
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cause tiny, unnecessary displacements or vibrations of inserts during cutting. However, in 




Fig. 4.12 Total milling power trend in Experiment 1. 
 
All the milling power data sets were decomposed by the DDS approach. An F-test 
was applied to find the adequate ARMA model. Models from AR (2) to ARMA (11, 10) 
were calculated for the Residual Sum of Squares (RSS). The RSS of each ARMA model 
was compared using F-test. ARMA (3,2) was the most adequate model. That means the 
reduction of RSS from ARMA (3,2) to ARMA (2,1) was statistically significant, but the 
reduction of RSS from ARMA (4,3) to ARMA (3,2) wasn’t.  
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 In most cases, the characteristic roots of the ARMA (3, 2) model were one real root 
and one complex conjugate root pair. Therefore, only two corresponding frequencies were 
derived, a low-level frequency and a high-level frequency. It was noticed that the low-level 
frequencies contribute most of the relative DDS power. The relative powers were higher 
than 75% in most cases, which was consistent with the previous research results (Table 
4.2). The low-level frequencies were compared versus time. Figure 4.13 demonstrates the 
distribution of low-level frequencies. The low-level frequency trend decreased with time 









Table 4.2 Typical characteristics of the ARMA (3, 2) model of Exp. 1 
 
Path No. 
Root Frequency Power 
Real Imaginary (Hz) (%) 
8 0.8646  0.1544 85.80 
8 -0.0698 ± 0.6228 1.853 14.20 
24 0.8447  0.179 78.81 
24 -0.4780  3.424 16.81 
24 -0.8282  3.339 4.38 
27 0.9010  0.1106 86.39 
27 -0.4468 ± 0.4553 2.535 13.6 
53 0.9170  0.0919 84.06 
53 -0.1064 ± 0.5420 1.976 15.94 
62 0.9117  0.0981 80.18 
62 -0.5654  3.388 20.96 
62 -0.1105  4.071 -1.16 
75 0.9254  0.0823 77.97 
75 -0.1835 ± 0.4619 2.197 22.03 
100 0.9434  0.0619 88.64 
100 -0.1315 ± 0.6662 1.918 11.36 
117 0.9122  0.0975 85.47 
117 -0.7067 ± 0.3324 2.879 14.53 
132 0.9219  0.0863 88.18 
132 -0.2494 ± 0.2716 2.673 11.82 
138 0.9360  0.0702 93.08 
138 -0.3590 ± 0.4287 2.484 6.92 
160 0.9344  0.072 78.21 
160 -0.1006 ± 0.4818 2.030 21.79 
165 0.9381  0.0678 83.96 
165 -0.1822 ± 0.2401 2.678 16.04 
179 0.9424  0.0629 88.79 
179 -0.5941  3.379 11.58 
179 -0.1273  3.3987 -0.36 
198 0.9634  0.0395 85.17 
198 -0.4011 ± 0.4044 2.566 14.83 
 
Figures 4.12 and 4.13 demonstrate that there was a correlation between tool wear 
and milling power in both the time and frequency domain. Milling power increased linearly 
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with milling time. The increase in tool wear led to an increase in milling power. Moreover, 
the low-level frequencies gradually decreased and converged with the tool wear 
progression. This was consistent with Fig. 3.8. The variation of low-level frequencies also 
reduced when tool wear deteriorated. No apparent trend was found on the high-level 
frequencies, which leads us to conclude that milling time and tool wear have no apparent 




Fig. 4.14 High-level frequencies distribution in ARMA (3, 2) model of Experiment 1. 
 
Because ARMA (5, 4) model was used in previous research, this model was still 
applied to the milling power data, although it was not the best model. The ARMA (5, 4) 
model comparison is shown in Fig. 4.15. The trend of the low-level frequencies from 
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ARMA (5, 4) model was invisible.  A linear fitted curve was found to have a very small 




Fig. 4.15 Low-level frequencies distribution in ARMA (5, 4) model. 
 
It was interesting to see what happened when the milling parameters were out of 
the manufacturer’s recommended range (Experiment 2). The recommended cutting speed 
was from 91.44 m/min to 213.36 m/min, the recommended feed per tooth was from 0.0762 
mm/tooth to 0.1778 mm/tooth. The parameters in Experiment 2 were out of these ranges. 
The reason why the out-of-range parameters were selected was that the parameters were 
also used in 420 stainless steel milling. The details are explained in Chapter 6.  
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 The low-level frequencies comparisons of both ARMA (3, 2) and ARMA (5, 4) 
models are presented in Figs. 4.16 and 4.17. Slightly increasing trends were described in 
both models. Figure 4.18 shows the machined surface of Experiments 1 and 2. The 
machined area of Experiment 1 (red solid) had a better surface roughness than Experiment 
2 (blue dot). Obvious stripes were observed in the machined area of Experiment 2. 
Experiment 2 parameters were not adequate for dry milling on H13 tool steel. Moreover, 
Experiment 1 had a higher mean low-level frequency than Experiment 2, see Fig. 4.19. The 
low-level frequencies increased with higher cutting speed and feed per tooth in ARMA (3, 


















Fig. 4.19 Comparison of low-level frequencies decomposed from ARMA (3, 2) model. 
 
 The variation tendency of low-level frequencies from Figs. 4.13, 4.14, and 4.19 
agreed with the results from previous chapter. These similarities confirmed and reinforced 
the conclusions in the previous chapter. The very poor surface finish provided a possible 
interpretation for the increase of low-level frequencies shown in Figs. 4.16 and 4.17. The 
out-of-range milling parameters might lead to additional vibration of the milling tool, 
which resulted in poor surface finish. This vibration affected the cutting force, and 




4.4 SUMMARY AND CONCLUSIONS 
 In this chapter, total milling power was analyzed on the Optomec HY20-CA Hybrid 
AM machine. This experiment was conducted in order to validate previous research 
describled in Chapter 3. The key summary and conclusions were summarized as follows: 
(1) Low-level frequencies of total power decreased and converged with tool wear on 
the Optomec Hybrid AM machine. This confirmed the results shown in the previous 
chapter. 
(2) Milling parameters can change the low-level frequency variation trends by 
affecting the surface roughness. The out-of-range milling parameters might lead to 
additional vibration of the milling tool, which resulted in the increase of the low-
level frequencies. 




SURFACE ROUGHNESS CHARACTERIZATION IN DED 
 
In this chapter, surface roughness data was acquired on 420 stainless steel 
workpieces fabricated by the DED approach in two printing patterns. This chapter 
examined the qualitative and quantitative characterization of surface roughness in two 
directions, i.e. parallel to scanning direction and perpendicular to scanning direction.  
Section 5.2 includes detailed descriptions of the equipment preparation and 
experiment design. Section 5.3 gives the DDS concepts on characterization and 
decomposition. Section 5.4 contains the results and analysis of the experiments designed 
in Section 5.2. 
 
5.1 BACKGROUND 
In DED, multiple deposited beads are overlapped to generate a successive layer, 
and the width of the beads is limited by the laser spot size. Multiple layers are overlapped 
to generate a component. Constrained by the forming theory, DED technology has an 
unfavorable limitation to produce the components with good surface roughness. The 
surface roughness of the layered structures is largely affected by the process parameters 
and contributing to physical phenomena [160]. Since the DED approach has larger melt 
pools than other metal AM processes, it results in even greater surface roughness [4]. Little 
research has been done on the quantitative characterization of the surface roughness of the 
DED process. It is meaningful to have a deeper understanding of surface roughness by 
using the DDS approach.  
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5.2 EXPERIMENTAL SETUP 
 The experiment was conducted on the Optomec HY-20-CA metal AM machine. 
The printing powder was the Micro-Melt 420 stainless steel powder made by Carpenter 
Powder Products. Figure 5.1 shows the morphology of the powder. Powder diameter 
ranged from 45 𝜇m to 105 𝜇m. Table 5.1 shows the nominal composition of the powder. 
The parts were built on the low carbon steel build plates with dimensions of 110 mm (L)  




Fig. 5.1 Morphography of the 420 stainless steel powder. 
 
Table 5.1 Nominal composition of the 420 stainless steel powder 
 
Element C Mn Si Cr Fe 
Weight (%) 0.33 0.40 0.50 13.50 Balance 
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5.2.1 Experiment Parameters 
 Powders with various particle size distributions and from different vendors may 
have distinct powder flow characteristics. A powder mass flow rate bag test was performed 
to identify the characteristics. The one-minute powder mass was recorded based on 
different powder feed rate (auger speed in the powder feeder hopper) (Fig. 5.2). Argon gas 
was chosen to be the shielding gas and carry powder due to its chemically inert and low 
thermal conductivity nature. The argon gas flow rate from the center purge nozzle was 28 
L/min and 6 L/min from the delivery nozzle. The mass flow rate has a linear trend with 




Fig. 5.2 Powder mass flow rate in the 420 stainless steel bag test. 
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 Two experiments with different process parameters were conducted. The process 
parameters were adapted from the Optomec default printing recipe and related research 
results. Sound surface integrity were achieved by using these parameters to print 420 
stainless steel. Each layer was built in a 0/90 or -45/45 raster pattern with an outer shell. 
All the process parameters are listed in Table 5.2. The dimensions of the workpiece were 
76.1 mm (L)  25.4 mm (W)  13.7 mm (H) with 36 layers printed (Fig. 5.3). Figure 5.4 
shows the printing paths in the two experiments (top view).  The outer shells were always 
printed first in each layer, followed by the 0/90 or -45/45 rasters. 
 




Experiment 1 Experiment 2 
Laser Power 390 W 
Stand-off Distance 9.525 mm 
Laser Spot Size 704 𝜇m 
Relative Spot Position 2 mm above the substrate 
Powder Feeder Argon Gas Flow Rate 6 L/min 
Purge Argon Gas Flow Rate 28 L/min 
Atmosphere Open 
Powder Feed Rate 9 RPM 6 RPM 
Powder Mass Flow Rate 12.25 g/min 7.44 g/min 
Layer Thickness 381 𝜇m 167 𝜇m 
Hatch Spacing 528 𝜇m 758 𝜇m 
Hatch Orientation 0/90 -45/45 






Fig. 5.3 Printed workpieces made in Experiment 1. 
 
 
(a)  Printing paths in Experiment 1 
 
(b)  Printing paths in Experiment 2 
 
Fig. 5.4 Top view printing paths. 
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5.2.2 Surface Profile and Roughness Measurement 
 Surface profile and roughness data were measured on the Keyence laser scanning 
microscope VK-X200K (Fig. 5.5). The microscope had the features of an optical 
microscope, roughness gauge, and laser profilometer. The laser scanning confocal 
microscope can perform non-contact measurements on surface profile, surface roughness, 
and thickness measurements with a high-resolution observation. In this experiment, all 
observations and measurements were conducted on a 5× microscope. A typical 3D surface 
profile is presented in Fig. 5.6. The distance between two pixels under the 5× microscope 









Fig. 5.6 Typical morphology of 420 stainless steel workpiece built by DED. 
 
 The 3D surface profiles of 9 different regions on the DED part were measured, see 
Fig. 5.7. Locations 1, 2, and 3 were near the part’s outer shell, Locations 4, 5, and 6 were 
in the center, Locations 7, 8, and 9 were on the 3 4⁄  length of the part from the top view. 
Among each region, three kinds of 2D profiles with surface roughness Ra and Rc (Ra and 
Rc are defined in detail below) were digitized: (A) parallel to the scanning direction and 
on the ridge, (B) parallel to scanning direction but between two ridges, and (C) 
perpendicular to the scanning direction, see Fig. 5.8. The surface roughness Ra was also 
measured in two different areas. The measurement areas are given in Fig. 5.9. Measurement 
areas on the ridges were marked in red solid lines, areas between two ridges were marked 









Fig. 5.8 Locations of 2D digitized surface profiles in each scanned region. 
 
A) Parallel to scanning 
direction and on the ridge 
B) Parallel to scanning direction 
but between two ridges





(a)  Schematic diagram of surface roughness measurement areas 
 
 
(b)  Areas of surface roughness measurement (Top view) 
 




Ra is by far the most commonly used roughness parameter in both academic and 
industrial areas. It is defined on the sampling length. Ra indicates the arithmetical mean 
height of the absolute values of the height difference between the reference surface and the 
measured surface, as shown in Fig. 5.10. The reference surface is defined as a plane at the 
average height of the filtered data. Rc is the mean height of profile elements, which 
indicates the average value of the height of the curve element along the sampling length. It 
is defined as the mean value of the height of the irregularities along the sampling length, 
see Fig. 5.10. The surface profile can be considered as a superposition of multiple sine 
waves. Rc can be directly correlated with the amplitude of the major save wave. Therefore, 
Ra and Rc were used in this experiment to evaluate the surface finish. Rc is not a commonly 
used index. It was successfully used as a roughness indication of machined metal surfaces 








5.3 SURFACE PROFILE CHARACTERIZATION AND DECOMPOSITION 
 As mentioned before, the DDS methodology was successfully used to characterize 
the crater geometry processed by EDM. This is because the EDM surfaces are generated 
by the discrete random pulses of electrical discharges with randomly varying intensity and 
spatial distribution [138]. Compared with EDM, the DED technique has a similar stochastic 
nature. The DED surface is the result of discrete random powder with randomly varying 
intensity and spatial distribution. Hence, the DDS analysis of the DED surface profile has 
the potential to provide a comprehensive topographical characterization. 
 
5.3.1 Surface Profile Characterization 
 To my knowledge, this might be the first time that the DDS approach is used to 
analyze the metal AM process. Further analysis is needed to verify the feasibility of the 
DDS approach. In this study, the DDS approach is first performed to have a surface profile 
characterization, then the results are compared to the actual measured results from the 
Keyence laser scanning microscope.  
The surface profile data was digitized from a continuous surface. A continuous 




















In this case, 𝑋(𝑡) is the continuously measured height of the profile at any distance 
𝑡. 𝑍(𝑡) is the continuous representation of the white noise. 𝛼𝑖  (𝑖 = 0, 1, 2, … , 𝑛 − 1) are 
the autoregressive parameters of the continuous model, 𝑏𝑖 (𝑖 = 0, 1, 2, … , 𝑚 − 1) are the 
moving average parameters of the continuous model. They are obtained by the least squares 
fitting of the difference equation. 
 It was found that the largest real roots contribute over 85 percent of the total power 
in average in the ARMA (3, 2) model. The AR (1) model was adequate for further surface 
profile analysis. Therefore, the AR (1) model was used for surface profile characterization 




+ 𝛼0𝑋(𝑡) = 𝑍(𝑡) (5.2) 
 
𝑍(𝑡) has a covariance function in the form of 𝜎𝑧
2.  
 
𝐸[𝑍(𝑡)] = 0, 𝐸[𝑍(𝑡)𝑍(𝑡 − 𝑢)] = 𝛿(𝑢)𝜎𝑧
2 (5.3) 
 
where 𝛿(𝑢) is the Dirac delta function. 
 𝜎𝑧
2 is the strength of the impulse in the covariance function of white noise 𝑍(𝑡). It 
is given as: 
 
𝜎𝑧
















 The parameters 𝜙1, 𝛼0, 𝜎𝑎
2, and 𝜎𝑧
2 in previous equations are calculated from the 
surface profile data obtained by the Keyence laser scanning microscope using an AR (1) 
model. For the first order model, the Green’s Function can be simplified as [135, 138]: 
 




The profile height 𝑋(𝑡) can be represented as: 
 





            Substitute Eq. 5.6 into Eq. 5.7,  
 







 Therefore, 𝑋(𝑡)  is expressed as a convolution of Green’s Function 𝐺(𝑡)  with 
randomly distributed powder deposition 𝑍(𝑡). One of the proper interpretations of the Eq. 
5.8 is that the surface profile is generated by a number of exponential impulses of various 
heights superimposed together on a horizontal axis.  
This interpretation is meaningful in the DED process because the DED surface 
profile can be considered as a large number of powders with random heights deposited on 
the build plate or part surface. The relationship between powder effect and surface profile 
in the AR (1) model is shown in Fig. 5.11. The 𝜎𝑧
2 means the strength of white noise in the 




Fig. 5.11 Relationship between powder effect and surface profile in the AR (1) model. 
 
In the AR (1) model, let 𝐴 be the amplitude and 𝜔𝑛 be the frequency of the sine 
wave. Then the waveform representing the deposited powder particles would be [130]: 
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𝑦 = 𝐴𝑠𝑖𝑛𝜔𝑛𝑥 (5.9) 
 
 The amplitude 𝐴 can be obtained as [130]: 
 
𝐴 = RMS × √2 (5.10) 
 














5.3.2 Surface Profile Decomposition 
 It was found that the ARMA (3, 2) was the best model. The model was chosen due 
to the F-test results. Three different kinds of 2D profiles were decomposed to have the 
wavelength comparison. The calculated wavelengths also had a comparison with measured 
results. The DDS decomposition can be used to identify the structural components of the 
surface profiles. A general structure of the machined surface profile is shown in Fig. 5.12 
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[163]. It has three different components: roughness, waviness, and error of form. The DED 




Fig. 5.12 Structure components of machined surface profile [163]. 
 
5.4 RESULTS AND DISCUSSION 
5.4.1 Surface Roughness Analysis 
 According to Figs. 5.7 and 5.8, nine surface profiles were randomly digitized in 
each region, each location had three different profiles. The average surface roughness Ra 










Experiment 1 Experiment 2 
Ra Rc Ra Rc 
(𝜇m) (𝜇m) (𝜇m) (𝜇m) 
1A 15.6 79.7 9.1 46.5 
1B 26.2 102.3 8.9 54.5 
1C 20.8 98.2 12.1 57.3 
2A 19.8 77.1 7.7 45.4 
2B 19.6 85.4 10.8 45.5 
2C 20.7 106.0 8.7 51.2 
3A 22.3 87.7 11.3 51.2 
3B 26.8 102.4 11.9 55.9 
3C 24.0 103.9 14.5 58.4 
4A 12.6 69.5 10.9 51.1 
4B 19.4 90.2 10.8 54.9 
4C 27.5 112.1 13.7 64.1 
5A 23.8 87.1 7.7 46.8 
5B 31.9 84.7 7.2 42.1 
5C 27.2 112.8 10.6 50.4 
6A 22.5 87.1 9.6 49.8 
6B 17.0 84.8 8.4 49.4 
6C 30.5 108.8 12.0 57.1 
7A 21.7 73.0 8.2 50.1 
7B 30.6 99.6 9.7 54.4 
7C 27.2 110.1 13.0 63.8 
8A 21.9 82.1 7.8 47.8 
8B 24.6 96.5 9.6 51.6 
8C 25.0 101.5 12.7 54.9 
9A 21.8 81.9 9.2 52.7 
9B 23.4 91.4 9.7 57.2 





The values of surface roughness Ra are compared at Locations A and B (Fig. 5.13). 
In Experiment 1, Location A had a better surface roughness (average Ra = 20.2 𝜇m) than 
Location B (average Ra = 24.4  𝜇m). The difference was calculated by ANOVA. The 
ANOVA results are listed in Table 5.4. The p-value was 0.035, smaller than 𝛼 = 0.05. The 
difference between Locations A and B was statistically significant. Same comparisons 
were also conducted on surface roughness Ra in Experiment 2 which is presented in Fig. 
5.14. The surface roughness Ra (average Ra = 9.1 𝜇m) at Location A was better than that 
at Location B (average Ra = 9.7 𝜇m), see Fig. 5.14. The ANOVA results are given in Table 
5.5. However, the difference in various locations were not statistical significance in this 




Fig. 5.13 Comparison of Ra at Locations A and B in Experiment 1. 
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Table 5.4 ANOVA results of the surface roughness Ra at Locations A and B in 
Experiment 1 
 
Source DF Adj SS Adj MS F-Value P-Value 
Location 1 233.5 233.54 4.70 0.035 
Error 52 2583.6 49.68   










Table 5.5 ANOVA results of the surface roughness Ra at Locations A and B in 
Experiment 2 
 
Source DF Adj SS Adj MS F-Value P-Value 
Location 1 5.042 5.042 1.13 0.293 
Error 52 231.995 4.461   




Fig. 5.15 Comparison of Rc at Locations A and B in Experiment 1. 
 
Similar results were found on mean height Rc. Location A had a better Rc than 
Location B in both Experiments 1 and 2 (Figs. 5.15 and 5.16). Table 5.6 presents the mean 
height Rc data in both experiments. The ANOVA results are given in Tables 5.7 and 5.8. 
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In Experiment 1, the difference was still statistically significant (p-value was almost zero). 
However, the difference in Experiment 2 were not statistical significance in this experiment. 




Fig. 5.16 Comparison of Rc at Locations A and B in Experiment 2. 
 








A 80.6 49.0 




Table 5.7 ANOVA results of the mean height Rc at Locations A and B in Experiment 1 
 
Source DF Adj SS Adj MS F-Value P-Value 
Location 1 2094 2094.4 16.73 0.000 
Error 52 6511 125.2   
Total 53 8606    
 
Table 5.8 ANOVA results of the mean height Rc at Locations A and B in Experiment 2 
 
Source DF Adj SS Adj MS F-Value P-Value 
Location 1 97.34 97.34 1.30 0.259 
Error 52 3886.96 74.75   
Total 53 3984.29    
 
First, Location A had better surface roughness than Location B. This is because 
Location A was closer to the laser focal point, it had higher laser density than Location B. 
Powders at Location A absorbed more laser energy and were more likely to be fully melted. 
Meanwhile, the unmelt powders moved to a relatively low location, like Location B, and 
stayed there. The unmelt portion of powder in Location B contributed to a rougher surface.  
Second, the p-values in Experiment 2 were higher than those in Experiment 1. This is 
because Experiment 2 had thinner layer thickness than Experiment 1 (167 𝜇m vs 381 𝜇m). 
The distribution of unmelted powder particles in Experiment 2 was relatively more 
balanced than Experiment 1. From the data given in Table 5.3, there was no meaningful 







Fig. 5.17 The surface roughness comparison between Experiments 1 and 2. 
 





1 22.3 86.8 
2 9.4 50.4 
 
The overall surface roughness (Ra and Rc) between Experiments 1 and 2 are 
compared in Fig. 5.17. Both Ra and Rc in Experiment 1 were higher than those in 
Experiment 2. Table 5.9 shows the surface roughness Ra and Rc data. This is because 
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Experiment 1 had a higher powder mass flow rate than Experiment 2. The surface profile 
can be considered as a large number of powders deposited on the build plate or part surface. 
Therefore, the powder geometry after the deposition had a significant influence on surface 
roughness. Powders were not fully melted on the top layer. A significant number of 
unmelted particles were embedded in the surface and contributed to the surface roughness. 
The post-deposition geometry of a powder particle depended on the powder size and its 
energy absorption. Given laser power as a constant, the amount of energy each particle 
absorbed was inversely correlated with the powder mass flow rate. Experiment 1 had a 
higher powder mass flow rate than Experiment 2. Hence, powders in Experiment 2 
absorbed more energy and had a higher percentage of fully melted powders, and 
consequently, Experiment 2 had a better surface roughness. This result agreeed with the 
conclusion from Gharbi et al. [164]. A reduction of powder mass flow rate was shown to 
have a beneficial effect on surface roughness.  
 To have more accurate results, surface roughness measurements were expanded 
from profiles (2D) to areas (3D). The surface roughness Ra data were obtained from Area 
A (on the ridge) and Area B (between two ridges) in Experiments 1 and 2. In each location, 
at least four data sets in Area A and four data sets in Area B were sampled. Measured areas 
are given in Figs. 5.7 and 5.9. The surface roughness Ra comparison is shown in Fig. 5.18 
and Table 5.10. Area A had a better surface roughness than Area B, Experiment 2 had a 
finer surface roughness than Experiment 1. These results were consistent with the profile 
surface roughness comparisons which are shown in Figs. 5.13 to 5.17. ANOVA was 
conducted to analyze the difference between Ra in Area A and B. The results are given in 
Tables 5.11 and 5.12. In Experiment 1, surface roughness Ra at Area A had a statistically 
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significant difference from Area B with a p-value of 0.001. Even though Area B had a finer 




Fig. 5.18 The surface roughness Ra in Areas A and B in Experiments 1 and 2. 
 
Table 5.10 The surface roughness Ra comparison results 
 
Experiment 
Area A Area B 
(𝜇m) (𝜇m) 
1 26.54 32.24 




Table 5.11 ANOVA results of the surface roughness Ra in Areas A and B in Expt. 1 
 
Source DF Adj SS Adj MS F-Value P-Value 
Area 1 728.7 728.75 11.50 0.001 
Error 88 5577.6 63.38   
Total 89 6306.4    
 
Table 5.12 ANOVA results of the surface roughness Ra in Area A and B in Expt. 2 
 
Source DF Adj SS Adj MS F-Value P-Value 
Area 1 2.276 2.276 0.27 0.606 
Error 70 592.244 8.461   
Total 71 594.520    
 
5.4.2 Surface Profile Characterization and Decomposition by DDS 
Due to the waviness of the surface profile perpendicular to the scanning direction, 
the AR (1) models were applied to analyze the data sets in both parallel and perpendicular 
directions, which was collected from different regions of the top surface. Only one real 
characteristic root existed with an exponential shape Green’s Function.  
 Since 2 × the amplitude 𝐴 can be considered as the height of the characteristic 
deposited powder profile in 2D, 2 × 𝐴 should have a very close correlation with surface 
roughness. In this case, mean height Rc conforms the characteristic of 2 × 𝐴. Table 5.13 
shows the measured Rc and values of calculated 2 × 𝐴  (height of the characteristic 
deposited powder profile in 2D) in the parallel direction in Experiment 1. Values of Rc 
were obtained at the same location where surface profiles were digitized. Figure 5.17 
presents the comparison of Rc and 2 × 𝐴 at different locations. 
102 
 
Table 5.13 The mean height Rc and average 2 × 𝐴 results from the AR (1) model in the 




2 × 𝐴 
(𝜇m) 
1A 79.7 56.7 
1B 102.3 86.7 
2A 77.1 71.5 
2B 85.4 69.9 
3A 87.7 77.6 
3B 102.4 94.4 
4A 69.5 43.4 
4B 90.2 74.8 
5A 87.1 80.9 
5B 84.7 106.2 
6A 87.1 77.9 
6B 84.8 61.6 
7A 73.0 71.3 
7B 99.6 105.7 
8A 82.1 74.0 
8B 96.5 88.6 
9A 81.9 81.4 
9B 91.4 80.4 
 
In Fig. 5.19, the broken lines of Rc and 2 × 𝐴 cannot overlap at every position, but 
their variation trends were similar. The mean value of Rc was 86.8 𝜇m with a range of 69.5 
𝜇m to 102.4 𝜇m, the mean value of 2 × 𝐴 in Experiment 1 was 77.9 with the range from 
43.4 to 106.2 (see Table 5.10). Although only 18 data points were collected, the correlation 
coefficient between the two variables, i.e. Rc and 2 × 𝐴 , was still calculated. The 
correlation coefficient was 0.71, see Fig. 5.20. Rc and 2 × 𝐴  were highly positive 
correlated. This part of the analysis was to validate the feasibility of DDS to study the DED 





Fig. 5.19 Comparison of Rc and 2 × 𝐴 at different locations in the parallel direction in 
Experiment 1. 
 










Rc 86.8 53.9 114.3 12.6 







Fig. 5.20 Correlation between Rc and 2×A. 
 
Table 5.15 The mean height Rc and average 2 × 𝐴 results from the AR (1) model in the 




2 × 𝐴 
(𝜇m) 
1 98.2 73.7 
2 106.0 76.9 
3 103.9 89.2 
4 112.1 94.0 
5 112.8 94.5 
6 108.8 109.0 
7 110.1 98.6 
8 101.5 90.7 




Fig. 5.21 Comparison of Rc and 2 × 𝐴 at different locations in the perpendicular 
direction in Experiment 1. 
 
Analysis of Experiment 1 data in the perpendicular direction gave similar results. 
Table 5.15 shows the measured Rc and values of calculated 2 × 𝐴 in the perpendicular 
direction in Experiment 1. Figure 5.21 presents the comparison of Rc and 2 × 𝐴 at different 
locations. The mean values of Rc and 2 × 𝐴 in the perpendicular direction are given in 
Table 5.16. It is noticed that both Rc and 2 × 𝐴 in the perpendicular direction were higher 
than those in the parallel direction. In Fig. 5.21, Rc were higher than 2 × 𝐴  at most 
locations. Rc and 2 × 𝐴 were not correlated well. All those were due to the waviness nature 
of the surface profile perpendicular to the scanning direction. The surface was relatively 
rougher in this direction. The same methods were also applied to analyze the data in 
Experiment 2. Analysis of Experiment 2 data gave similar results. 
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Rc 105.8 89.3 118.7 8.0 
2 × 𝐴 92.0 62.5 133.0 17.2 
 
 
The ARMA (3, 2) model was applied to analyze the surface profiles on the top 
surface of the parts in Experiments 1 and 2. In each region, nine profiles were measured, 
each location had three different profiles. A typical ARMA (3, 2) model in Experiment 1 
is given in Eq. 5.13. 
 
𝑋𝑡 − 0.6713𝑋𝑡−1 − 0.1348𝑋𝑡−2 − 0.1733𝑋𝑡−3
= 𝑎𝑡 + 0.0976𝑎𝑡−1 + 0.1517𝑎𝑡−2 
(5.13) 
 
There were three characteristic roots in each ARMA model. In most cases, each 
model had one real root and one set of conjugate root pairs. The real root contributed to 
most of the total DDS power (larger than 70 percent). Each root or root pair had the 
corresponding pseudo (or natural) frequency. The typical characteristics of the ARMA (3, 
2) model of Experiment 1 in the parallel direction are given in Table 5.17. The profile 
location is given in the first column, followed by the real and imaginary roots. The next 
two columns are natural frequencies (Hz) and the corresponding wavelengths (𝜇m). The 









Root Frequency Wavelength Power 
Real Imaginary (Hz) (𝜇m) (%) 
1A 0.9794  0.0012 846.6 86.42 
1A -0.1326 ± 0.3220 0.1266 7.9 13.58 
1B 0.9760  0.0014 724.4 99.08 
1B -0.1449 ± 0.1783 0.1530 6.5 0.92 
2A 0.9693  0.0018 563.9 95.30 
2A -0.1570 ± 0.4433 0.1168 8.6 4.70 
2B 0.9619  0.0022 452.9 77.28 
2B -0.0420 ± 0.3634 0.1116 9.0 22.72 
3A 0.9861  0.0008 1255.9 98.41 
3A -0.1159 ± 0.3223 0.1248 8.0 1.59 
3B 0.9784  0.0012 804.3 96.39 
3B -0.0996 ± 0.4870 0.1083 9.2 3.61 
4A 0.9833  0.0010 1045.1 85.47 
4A -0.0296 ± 0.5210 0.0996 10.0 14.53 
4B 0.9476  0.0031 326.5 88.89 
4B -0.2785 ± 0.3514 0.1353 7.4 11.11 
5A 0.9812  0.0011 928.8 92.46 
5A 0.0055 ± 0.4749 0.0982 10.2 7.54 
5B 0.9912  0.0005 2000.7 96.89 
5B -0.0207 ± 0.3200 0.1133 8.8 3.11 
6A 0.9843  0.0009 1112.7 97.62 
6A -0.1265 ± 0.4753  0.1116 9.0 2.38 
6B 0.9674  0.0019 531.0 92.08 
6B -0.2451 ± 0.4675 0.1223 8.2 7.92 
7A 0.9843  0.0009 1113.9 96.94 
7A -0.3258 ± 0.5000 0.1256 8.0 3.06 
7B 0.9846  0.0009 1132.6 99.48 
7B 0.3236 ± 0.0587 0.0640 15.6 0.52 
8A 0.9877  0.0007 1417.7 90.22 
8A 0.0068 ± 0.4540 0.0992 10.1 9.78 
8B 0.9592  0.0024 421.9 88.96 
8B -0.0379 ± 0.3166 0.1160 8.6 11.04 
9A 0.9754  0.0014 706.7 95.33 
9A -0.2657 ± 0.2992 0.1406 7.1 4.67 
9B 0.9716  0.0016 611.0 92.48 




It was found that the real roots with the largest power had the largest wavelength. 
Theoretically, the waviness texture of the raster was due to the layer texture right below 
the measured layer (Fig. 5.22). Since the hatch spacing in Experiment 1 was 528 𝜇m, that 
means the theoretical wavelength should be 528 𝜇m. The mean value of DDS decomposed 
wavelengths was 1136.7 𝜇m, 2.2 times the hatch spacing. The ARMA (3, 2) model was 
also used to analyze surface profiles in the perpendicular direction in Experiment 1. Table 
5.18 gives the typical characteristics of the ARMA (3, 2) model of Experiment 1 in the 
perpendicular direction. The average DDS decomposed wavelength was 1185.6 𝜇m, 2.2 
times the hatch spacing. Theoretically, the decomposed wavelengths should be around the 
hatch spacing when the profiles were obtained perpendicular to the scanning direction. 
However, the mean values of DDS decomposed wavelengths were higher than the hatch 
spacing (528 𝜇m) in the above two cases. That means, under this printing condition, some 
rasters were coupled together at some positions, i.e. the boundaries of those rasters were 













Root Frequency Wavelength Power 
Real Imaginary (Hz) (𝜇m) (%) 
1 0.9794  0.0012 843.6 96.92 
1 0.3421 ± 0.4314 0.0614 16.3 3.08 
2 0.9675  0.0019 533.0 94.30 
2 -0.3515 ± 0.4916 0.1278 7.8 5.70 
3 0.9874  0.0007 1386.0 96.63 
3 -0.0973 ± 0.4525 0.1104 9.1 3.37 
4 0.9747  0.0015 685.3 93.44 
4 -0.1461 ± 0.4844 0.1128 8.9 6.56 
5 0.9871  0.0007 1357.2 93.31 
5 -0.1994 ± 0.1947 0.1530 6.5 6.69 
6 0.9893  0.0006 1631.7 98.83 
6 -0.1949 ± 0.4730 0.1179 8.5 1.17 
7 0.9694  0.0018 566.6 99.33 
7 -0.1762 ± 0.7056 0.1048 9.5 0.67 
8 0.9828  0.0010 1015.5 96.26 
8 -0.2087 ± 0.5271 0.1153 8.7 3.74 
9 0.9901  0.0006 1769.3 97.08 
9 -0.2030 ± 0.5723 0.1123 8.9 2.92 
 
A typically coupled raster is given in Figs. 5.23 and 5.24 which were obtained from 
the same position. Figure 5.23 was taken in Laser + Optical mode using the Keyence laser 
scanning microscope VK-X200K. Six different rasters and their boundaries were clearly 
seen in this figure. Figure 5.24 shows the relative height of the part surface. Blue represents 
the position with low height, red means the high positions. In this figure, two rasters didn’t 
have a clear boundary in the red boxes. The immediate cause of this phenomenon was the 
unstable powder deposition rate. The 420 stainless steel powder was recycled at least once 
before building this part. Some powder particles may partially melt when passing through 
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the laser beam. Some powders sintered together and became a large agglomerate. These 
agglomerates had a negative effect on the consistency of the powder deposition rate. 
Terrassa et al. reported that the mean powder size increased after reuse in the DED process 
using the material of 316L stainless steel. The agglomerate that consisted of smaller 
particles can be up to 1000 𝜇m in length. The agglomerate still existed in the reused powder 
even after sieving [165]. It can be inferred that the percentage of agglomerates among the 
powder particles would increase with the cycles of powder usage. Then, the unclear 
boundaries shown in Fig. 5.24 are more likely to occur on the top surface of the sample. 










Fig. 5.24 Surface morphology given by the height. 
 
The typical characteristics of the ARMA (3, 2) model of Experiment 2 in the 
parallel direction were calculated. The mean value of DDS decomposed wavelengths was 
848.7 𝜇m. The theoretical wavelength in Experiment 2 was 758 𝜇m. In this direction, the 
mean relative power of the primary real root was 77.8%, much lower than the power in 
Experiment 1 (94.7%). This is because the layer thickness in Experiment 2 (167 𝜇m) was 
smaller than Experiment 1 (381 𝜇m), the mean DDS power corresponding to waviness in 
Experiment 2 had less relative weight than Experiment 1.  
The average primary wavelengths of the ARMA (3, 2) model of Experiment 2 in 
the perpendicular direction was 1117.0  𝜇 m with a relative power of 85.4%. The 
perpendicular relative power was also lower than that in Experiment 1 (95.0%). The 
decomposed wavelengths and the hatch spacings were summarized in Table 5.19. The 
ratios in this table were calculated by wavelength/hatch spacing. Experiment 1 had 
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relatively longer decomposed wavelengths due to higher ratios. In this study, Experiment 
1 reused the printing powder recycled from Experiment 2. This result was consistent with 
the inference above. However, more experimentation is needed to confirm the inference 
constructed in this section. 
 
Table 5.19 Summary of the decomposed wavelengths and the hatch spacings in both 
Experiments 1 and 2 
 
 
5.5 SUMMARY AND CONCLUSIONS 
In this chapter, surface profiles in two directions were obtained and analyzed using 
the DDS methods. The characteristic height of the deposited powder profile was given by 
the AR (1) model. An ARMA (3, 2) model was used to decompose the surface profiles. By 
comparing the decomposed wavelengths and actual hatch spacing, an investigation of the 
association between powder reuse and wavelengths was carried out. Results of this study 
led to the following specific summary and conclusions: 
(1) The surface roughness on the ridges of rasters (Location A) was better than that on 
the raster valleys (Location B). This was because the raster ridges were closer to 
the laser focal point and had a higher laser density than the raster valleys. The 












(𝜇m) (𝜇m) (𝜇m) 
1 528 1136.7 2.15 1185.6 2.25 
2 758 848.7 1.20 1117.0 1.47 
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(2) The surface roughness difference between raster ridges and valleys was significant 
when layer thickness was high enough (Experiment 1). It was not significant with 
a low layer thickness (Experiment 2).  This was because the distribution of 
unmelted powder particles was relatively balanced in a low layer thickness 
experiment. 
(3) 2 × 𝐴 obtained from AR (1) using the DDS method was considered as the height 
of the characteristic deposited powder profile. This value was deemed as an 
indicator of mean height Rc. This showed the feasibility of DDS technique for 
analyzing the DED process. 
(4) More cycles of powder reuse may result in the increase of primary decomposed 
wavelengths which have the largest relative DDS power. However, further 





NANOHARDNESS AND RESIDUAL STRESSES IN DED 
 
In this chapter, nanohardness, residual stresses, tool wear, and milling power data 
were obtained on 420 stainless steel workpieces fabricated by the DED technique. This 
chapter established the nanohardness – milling power and residual stresses – milling power 
correlations using the DDS approach. The milling power here means the total power 
Optomec machine consumed. 
Section 6.2 presents the milling power and tool wear data collection. Section 6.3 
gives the nanohardness profile and typical microstructures in different areas of the part. 
Section 6.4 contains the detailed descriptions of the residual stress measurement equipment 
and its distribution. Section 6.5 involves the analysis of milling corresponding to various 
nanohardness and residual stresses. 
 
6.1 BACKGROUND 
 Many studies reported that the hardness variation is a function of distance from the 
build plate in an AM process. Milling power is affected by the cutting force. The cutting 
force has a close relationship with the hardness of machining materials. Normally, most 
people believe that the higher hardness contributed to higher cutting force [166-168]. Some 
researchers showed some counter examples, under particular machining conditions, the 
higher hardness can result in lower cutting force. It was noticed that the axial force 
decreased with workpiece hardness on the hard turning of AISI H11 steel with 180 m/min 
cutting speed, 0.12 mm/rev feed rate, and 0.45 mm axial depth of cut [169]. The end milling 
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force for the soft AISI H13 steel (20 HRC) was found to be larger than those for the hard 
one (41 HRC) when the cutting speed was 60 mm/min, axial depth of cut was 4 mm, and 
the feed per tooth were 0.01/0.02 mm [170]. Meanwhile, the cutting force were found to 
increase slightly with the increase of initial compressive stresses [171, 172]. Hence, milling 
power, cutting force, hardness, and residual stresses are closed related. A direct correlation 
between milling power and surface integrity like nanohardness and residual stress would 
be highly beneficial to the optimization of Hybrid AM by milling process. 
Four DED parts were built for this experiment. Parts 1 and 2 were used for milling 
power data collection, Part 3 for milling power data collection and residual stress 
measurement, and Part 4 for nanohardness measurement. Parts 1 and 2 were built on one 
build plate, while Parts 3 and 4 were built on two separate build plates. The material used 
for the build plates was low-carbon steel. Part 1 was printed first, then Part 2 was printed 
after Part 1 cooled down. Similarity, Part 1 was milled completely before any milling was 
conducted on Part 2. Two parallel bars were placed under the build plate to keep it 
horizontal. During the milling process, the build plate of Parts 1 and 2 was never removed 
from the vice. Since Part 3 was used for residual stress measurement, it was taken out after 
milling each layer to collect measurements.  
 
6.2 MILLING EXPERIMENT  
 420 stainless steel is a high-carbon martensitic alloy. It provides good corrosion 
resistance, strength, hardness, and ductility. Since the 420 stainless steel wrought material 
and 420 stainless steel parts built by the DED process had different material properties, the 
milling power and tool wear progression might be different. It was necessary to have a 
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comparison between the two materials and obtain a deeper understanding of the material 
properties. This experiment was also considered as the preliminary experiment for the next 
sections. 
 
6.2.1 Experiment Setup 
 This experiment was conducted on the Optomec machine. The wrought workpiece 
was the annealed 420 stainless steel with dimensions of 60 mm (L)  25.4 mm (W)  13.7 
mm (H). The nanohardness of the annealed 420 stainless steel ranges from 3 to 9 GPa [173, 
174]. The cutting map is given in Fig. 6.1. The DED parts used in this experiment were 
built under the same parameters listed in Experiment 1 (see Table 5.2) and the same 
dimension in Section 5.2.1. The machining parameters are given in Table 6.1. For the 400 
series stainless steel, the manufacturer recommended cutting speed was 106.68 m/min – 
182.88 m/min, the recommended feed per tooth was 0.0508 mm/tooth – 0.127 mm/tooth. 
To gain as many data point as possible, small cutting speed (120 m/min) and feed per tooth 
(0.06 mm/tooth) were preferred. The layer thickness of the DED parts was 0.381 mm, and 
the hatch orientation was 0/90. Therefore, the axial depth of cut was 0.762 mm, twice the 
printing layer thickness. This depth minimized the impact of printing orientations on the 
milling power. Tool wear was measured in every machining layer for both materials. It 
took 8.7 minutes to cut one layer of the 420 stainless steel wrought material and 11 minutes 
for 420 stainless steel DED parts. The machining chips were collected for each layer, see 











The arrows show the move direction of cutting tool.
Cut
No. ( -15.0 , -0.5 ) ( 105.0 , -0.5 )
DOWN 1 ( -15.0 , -1.0 ) ( 105.0 , -1.0 )
DOWN 2 ( -15.0 , -1.5 ) ( 105.0 , -1.5 )
DOWN 3 ( -15.0 , -2.0 ) ( 105.0 , -2.0 )
DOWN 4 ( -15.0 , -2.5 ) ( 105.0 , -2.5 )
DOWN 5 ( -15.0 , -3.0 ) ( 105.0 , -3.0 )
DOWN 6 ( -15.0 , -3.5 ) ( 105.0, -3.5 )
DOWN 7 ( -15.0 , -4.0 ) ( 105.0 , -4.0 )
DOWN 8 ( -15.0 , -4.5 ) ( 105.0 , -4.5 )
DOWN 9 ( -15.0 , -5.0 ) ( 105.0 , -5.0 )
DOWN 10 ( -15.0 , -5.5 ) ( 105.0 , -5.5 )
DOWN 11 ( -15.0 , -6.0 ) ( 105.0 , -6.0 )
DOWN 12 ( -15.0 , -6.5 ) ( 105.0, -6.5 )
DOWN 13 ( -15.0 , -7.0 ) ( 105.0 , -7.0 )
DOWN 14 ( -15.0 , -7.5 ) ( 105.0 , -7.5 )
DOWN 15 ( -15.0, -8.0 ) ( 105.0, -8.0 )
DOWN 16 ( -15.0, -8.5 ) ( 105.0, -8.5 )
DOWN 17 ( -15.0 , -9.0 ) ( 105.0 , -9.0 )
DOWN 18 ( -15.0, -9.5 ) ( 105.0, -9.5 )
DOWN 19 ( -15.0 , -10.0 ) ( 105.0 , -10.0 )
DOWN 20 ( -15.0 , -10.5 ) ( 105.0 , -10.5 )
DOWN 21 ( -15.0 , -11.0 ) ( 105.0 , -11.0 )
DOWN 22 ( -15.0 , -11.5 ) ( 105.0 , -11.5 )
DOWN 23 ( -15.0 , -12.0 ) ( 105.0 , -12.0 )
DOWN 24 ( -15.0 , -12.5 ) ( 105.0, -12.5 )
DOWN 25 ( -15.0 , -13.0 ) ( 105.0 , -13.0 )
DOWN 26 ( -15.0 , -13.5 ) ( 105.0 , -13.5 )
DOWN 27 ( -15.0, -14.0 ) ( 105.0, -14.0 )
DOWN 28 ( -15.0, -14.5 ) ( 105.0, -14.5 )
DOWN 29 ( -15.0 , -15.0 ) ( 105.0 , -15.0 )
DOWN 30 ( -15.0, -15.5 ) ( 105.0, -15.5 )
DOWN 31 ( -15.0 , -16.0 ) ( 105.0 , -16.0 )
DOWN 32 ( -15.0 , -16.5 ) ( 105.0 , -16.5 )
DOWN 33 ( -15.0 , -17.0 ) ( 105.0 , -17.0 )
DOWN 34 ( -15.0 , -17.5 ) ( 105.0 , -17.5 )
DOWN 35 ( -15.0 , -18.0 ) ( 105.0 , -18.0 )
DOWN 36 ( -15.0 , -18.5 ) ( 105.0, -18.5 )
DOWN 37 ( -15.0 , -19.0 ) ( 105.0 , -19.0 )
DOWN 38 ( -15.0 , -19.5 ) ( 105.0 , -19.5 )
DOWN 39 ( -15.0, -20.0 ) ( 105.0, -20.0 )
DOWN 40 ( -15.0, -20.5 ) ( 105.0, -20.5 )
DOWN 41 ( -15.0 , -21.0 ) ( 105.0 , -21.0 )
DOWN 42 ( -15.0, -21.5 ) ( 105.0, -21.5 )
DOWN 43 ( -15.0 , -22.0 ) ( 105.0 , -22.0 )
DOWN 44 ( -15.0 , -22.5 ) ( 105.0 , -22.5 )
DOWN 45 ( -15.0, -23.0 ) ( 105.0, -23.0 )
DOWN 46 ( -15.0, -23.5 ) ( 105.0, -23.5 )
DOWN 47 ( -15.0 , -24.0 ) ( 105.0 , -24.0 )
DOWN 48 ( -15.0, -24.5 ) ( 105.0, -24.5 )
DOWN 49 ( -15.0, -25.0 ) ( 105.0, -25.0 )
DOWN 50 ( -15.0 , -25.5 ) ( 105.0 , -25.5 )
51 ( -15.0 , -26.0 ) ( 105.0 , -26.0 )
52 ( -15.0 , -26.5 ) ( 105.0 , -26.5 )
53 ( -15.0 , -27.0 ) ( 105.0 , -27.0 )
54 ( -15.0 , -27.5 ) ( 105.0 , -27.5 )
55 ( -14.0 , -28.0 ) ( 105.0 , -28.0 )
D = 12.7 mm
ae





Table 6.1 Milling parameters in 420 stainless steel experiment 
 
Milling Mode 
ap ae v fz 
(mm) (mm) (m/min) (mm/tooth) 









6.2.2 Tool Wear and Milling Power for Wrought 420 Stainless Steel Parts 
The observed flank tool wear of wrought 420 stainless steel with a milling time 
ranging from 0 to 104 minutes (both top view and side view) is given in Figs. 6.3 to 6.7. 
The progression of tool wear is shown in Fig. 6.8. This progression had a very similar trend 
compared with Figs. 3.2 and 4.9. Two tool wear regions were observed in Fig. 6.8. The 
tool wear rapidly increased from 0 to 0.04 mm in 17 minutes which was in the initial region. 
Then, the tool wear reached the stable region, the trend became linear after 17 mins.  
 
  
Sharp insert (top view) Sharp insert (side view) 
  
9 mins milling (top view) 9 mins milling (side view) 
 




17 mins milling (top view) 17 mins milling (side view) 
  
26 mins milling (top view) 26 mins milling (side view) 
  
35 mins milling (top view) 35 mins milling (side view) 
 




44 mins milling (top view) 44 mins milling (side view) 
  
52 mins milling (top view) 52 mins milling (side view) 
  
61 mins milling (top view) 61 mins milling (side view) 
 




70 mins milling (top view) 70 mins milling (side view) 
  
78 mins milling (top view) 78 mins milling (side view) 
  
87 mins milling (top view) 87 mins milling (side view) 
 




96 mins milling (top view) 96 mins milling (side view) 
  
104 mins milling (top view) 104 mins milling (side view) 
 







Fig. 6.8 Flank tool wear progression wear in wrought 420 stainless steel milling. 
  
The hardness of the workpiece can affect the tool wear. Milling power data was 
collected for both materials with an average time of 150 ms. Figure 6.9 shows the milling 
power trend for wrought 420 stainless steel with time. The milling power was not very 
sensitive to tool wear progression. No significant increase trend is found in Fig. 6.9, which 
was different from Fig. 4.13. Two possible factors may account for the insensitivity of tool 
wear to changes in milling power. First, the flank tool wear may not be large enough to 
significantly affect the milling power. Second, the 420 stainless steel was a hard-to-cut 
material, and built-up edges were found on the inserts. The built-up edges may have 






Fig. 6.9 Total milling power in wrought 420 stainless steel milling. 
 
6.2.3 Tool Wear and Milling Power for DED 420 Stainless Steel Parts 
 According to Figs. 3.2, 3.8, 4.9, and 4.13, the low-level frequencies of the 
decomposed power signals decreased relatively fast when the tool wear was in the initial 
region, then the low-level frequencies gradually converged. To minimize the effect of tool 
wear on the milling power and the frequencies of the decomposed power signals, all the 
inserts in the DED 420 stainless steel milling experiment were conditioned to the stable 
region before use. Three layers of the wrought 420 stainless steel parts were cut by each 
pair of inserts. The total running time of the inserts before the DED 420 stainless steel 
experiment was 26.2 minutes. Before collecting the milling power data, the very top 
surface of the DED parts, which was called Layer 0, was removed. There are 16 cutting 
layers for each part apart from Cutting Layer (CL) 0.  
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Three pairs of inserts were used for machining each part. The detailed information 
of the inserts is shown in Table 6.2. The last column is the average tool wear per layer. 
Although it had no obvious physical meaning, it can still be considered as an indicator of 
tool wear in various regions. Cutting Layers 1-6 were in the top regions, CLs 7-12 and 7-
11 were in the middle regions, CLs 13-16 and 12-16 were in the bottom regions. The 
ANOVA test and Tukey’s test results for the average tool are given in Tables 6.3 and 6.4, 
respectively. It was noticed that the average tool wear had a statistically significant 
difference among different regions (p-value = 0.05). More specifically, the highest tool 
wear was found in the top regions, the difference between the top regions and the middle 
regions was statistically significant. The bottom regions caused the second-highest tool 
wear, but they had no significant difference between the top and the middle regions. The 
lowest tool wear was in the middle regions. The observed flank tool wear of Inserts 1 to 9 
(both top view and side view) is given in Figs. 6.10 to 6.12. Furthermore, the tool wear of 
Insert 7 was measured layer by layer, see Figs. 6.13 to 6.16, and Table 6.5. Figure 6.13 
shows that the tool wear developed rapidly to 0.10 mm within 11 min in the initial region, 
even though it was already in the stable region for wrought 420 stainless steel. The stable 
region lasted from 11 min to 55 min, while the tool wear went to 0.17 mm. Then, the tool 
wear entered an accelerating region. As shown in Fig. 6.8 through Fig. 6.13, tool wear 
developed approximately three times faster on DED 420 stainless steel samples than on 
wrought samples. DED 420 stainless steel parts have a higher hardness than the wrought 
parts. The details about DED sample hardness are illustrated in Chapter 6.3. Higher 


















0 1, 2, 3 CL 0 3   
1 1 CLs 1-6 6 0.25 0.042 
2 1 CLs 7-12 6 0.14 0.023 
3 1 CLs 13-16 4 0.15 0.036 
4 2 CLs 1-6 6 0.20 0.033 
5 2 CLs 7-11 5 0.14 0.028 
6 2 CLs 12-16 5 0.14 0.028 
7 3 CLs 1-6 6 0.24 0.040 
8 3 CLs 7-11 5 0.15 0.030 
9 3 CLs 12-16 5 0.18 0.036 
 
Table 6.3 ANOVA test results of the average tool wear per layer 
 
Source DF Adj SS Adj MS F-Value P-Value 
Region 2 0.000194 0.000097 5.12 0.050 
Error 6 0.000113 0.000019   
Total 8 0.000307    
 
Table 6.4 Tukey’s test results of the average tool wear per layer 
 
Position N Mean Grouping 
Top Region 
(CLs 1-6) 
3 0.03833 A 
Middle Region 
(CLs 7-12 or 7-11) 
3 0.02700 B 
Bottom Region 
(CLs 13-16 or 12-16) 





Insert 1 (top view) – 6 layers milled Insert 1 (side view) – 6 layers milled 
  
Insert 2 (top view) – 6 layers milled Insert 2 (side view) – 6 layers milled 
  
Insert 3 (top view) – 4 layers milled Insert 3 (side view) – 4 layers milled 
 




Insert 4 (top view) – 6 layers milled Insert 4 (side view) – 6 layers milled 
  
Insert 5 (top view) – 5 layers milled Insert 5 (side view) – 5 layers milled 
  
Insert 6 (top view) – 5 layers milled Insert 6 (side view) – 5 layers milled 
 




Insert 7 (top view) – 6 layers milled Insert 7 (side view) – 6 layers milled 
  
Insert 8 (top view) – 5 layers milled Insert 8 (side view) – 5 layers milled 
  
Insert 9 (top view) – 5 layers milled Insert 9 (side view) – 5 layers milled 
 






Fig. 6.13 Flank tool wear progression of the Insert 7 in DED 420 stainless steel milling. 
 
  
After conditioning (top view) After conditioning (side view) 
 




After one layer cutting (top view) After one layer cutting (side view) 
  
After two layers cutting (top view) After two layers cutting (side view) 
  
After three layers cutting (top view) After three layers cutting (side view) 
 




After four layers cutting (top view) After four layers cutting (side view) 
  
After five layers cutting (top view) After five layers cutting (side view) 
  
After six layers cutting (top view) After six layers cutting (side view) 
 








Running Time Tool wear 
(min) (mm) 
Initial  0.06 
1 11 0.10 
2 22 0.11 
3 33 0.12 
4 44 0.15 
5 55 0.17 
6 66 0.26 
 
  Since Parts 1 and 2 were built on the same build plate and Part 1 was built first, it 
was reheated during the printing process of Part 2. That made the two parts have different 
thermal histories. Additionally, the build plates warped slightly due to the induced residual 
stresses. Part 3 had to be taken out from the vice many times, so the warping made it very 
hard to retain a high repositioning accuracy. These factors meant that the axial depth of cut 
of Part 3 was not very accurate. Therefore, the milling power data of Part 2 was primarily 
used for further analysis, those of Parts 1 and 3 were only for reference. A typical milling 
power cure in a single cutting pass is given in Fig. 6.17. The whole process consisted of 
three stages: air cutting before material removal, material cutting, and air cutting after 
material removal. Compared with Fig. 4.11 in Section 4.2.4, the trend of power data points 






Fig. 6.17 Typical milling power curve in DED 420 stainless steel milling. 
 
6.3 NANOHARDNESS AND MICROSTRUCTURE EXPERIMENT  
 The first objective of this experiment was to identify the nanohardness profile along 
the build direction. Few papers have been focused on investigating the nanohardness 
variation on various positions of each layer. Next, the effect of nanohardness on milling 
power and tool wear needed to be achieved. In the end, it was possible to establish a 
correlation between milling power signals with nanohardness. The nanohardness 




6.3.1 Experiment Setup 
 Part 4 was assigned for the nanohardness measurement. To avoid the machining 
induced nanohardness change, wire-EDM was used to cut the part into three pieces before 
measurement. The part was carefully polished on Surfaces A and B. To obtain the 
nanohardness data on the bottom layer, the part was not separated from the build plate. 
Figures 6.18 shows how the part was cut. A high surface smoothness was required for a 
nano-indentation test. The two surfaces were carefully polished using 6 𝜇m diamond paste 
on the nylon cloth and 0.05 𝜇m Gamma Alumina on the Lecloth flocked cotton sateen. 
According to Fig. 6.18, two surfaces (Surfaces A and B) were obtained. 
nanohardness was measured along the central axis from the top layer to the bottom layer 
on Surface A. Two measurements were performed on each layer, one was in the layer 
center, the other one was on the lower boundary. The distance between the two 
measurements was 0.1905 mm, which was half of the layer thickness. There were also 
some additional measurements on both Surfaces A and B. Those measurement positions 
are given in Fig. 6.19, all the measurements on the Surface A were on the layer boundaries, 

















6.3.2 Nanohardness Measurement 
Nanohardness measurement was performed on the Hysitron TI 950 Triboindenter, 
see Fig. 6.20. It was an automated, high throughput instrument to support high-accuracy 
measurement with superior measurement sensitivity. The indenter tip used was a 
Berkovich tip with a diameter of 100 nm. The feedback mode was by load control and the 
peak force was 1000 𝜇 N with a loading time of 2 seconds. The indent area of a 
microhardness indenter was too large to measure the hardness of one printed layer (381 



















1 Center 15.39 19 Center 10.22 
1 Boundary 15.18 19 Boundary 11.19 
2 Center 15.49 20 Center 10.51 
2 Boundary 15.04 20 Boundary 8.02 
3 Center 13.08 21 Center 10.13 
3 Boundary 12.39 21 Boundary 8.79 
4 Center 10.53 22 Center 11.62 
4 Boundary 9.81 22 Boundary 8.43 
5 Center 12.32 23 Center 9.47 
5 Boundary 10.46 23 Boundary 9.18 
6 Center 10.92 24 Center 12.83 
6 Boundary 11.70 24 Boundary 10.05 
7 Center 8.87 25 Center 11.24 
7 Boundary 10.48 25 Boundary 8.14 
8 Center 9.89 26 Center 10.91 
8 Boundary 11.20 26 Boundary 10.47 
9 Center 11.14 27 Center 9.63 
9 Boundary 7.74 27 Boundary 8.30 
10 Center 11.10 28 Center 11.47 
10 Boundary 10.30 28 Boundary 8.83 
11 Center 9.61 29 Center 10.99 
11 Boundary 8.53 29 Boundary 8.45 
12 Center 11.23 30 Center 10.68 
12 Boundary 8.00 30 Boundary 12.68 
13 Center 11.86 31 Center 10.38 
13 Boundary 7.71 31 Boundary 8.66 
14 Center 11.40 32 Center 13.45 
14 Boundary 8.52 32 Boundary 11.55 
15 Center 11.97 33 Center 10.85 
15 Boundary 8.60 33 Boundary 8.57 
16 Center 9.25 34 Center 10.09 
16 Boundary 8.64 34 Boundary 10.81 
17 Center 10.38 35 Center 10.19 
17 Boundary 9.43 35 Boundary 10.57 
18 Center 9.87 36 Center 10.45 
18 Boundary 10.28 36 Boundary 9.56 
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The nanohardness profile is shown in Fig. 6.21 and Table 6.6. Since Part 4 had 36 
printing layers (PL), there were 72 data points in this figure. The sample had an average 
nanohardness of 15.3 GPa in the first 0.76 mm, which was PLs 1 and 2. The nanohardness 
values had a sharp decrease within the next 4 mm. The lowest position was found at a depth 
of 5 mm. Then, the nanohardness values had a slight increase. The average nanohardness 




Fig. 6.22 Comparison of center and boundary nanohardness. 
 
The center and boundary nanohardness values were compared in Fig. 6.22. The 
average center nanohardness was 11.1 GPa, the boundary nanohardness was 9.9 GPa. The 
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ANOVA test results are given in Table 6.7. The mean of center nanohardness was 
significantly higher than that of boundary nanohardness (p-value = 0.004, smaller than 𝛼 
= 0.05). This conclusion can be used to explain the formation of two notches on tool flank 
in Fig. 6.15 after one and two layers of milling. The axial depth of cut covered two printing 
layers. Table 6.4 shows that higher nanohardness led to higher tool wear progression. The 
positions of two notches corresponded to the centers of two printing layers. Furthermore, 
it can be deduced from Fig. 6.21 that the possible penetration depth of the heat source 
should be approximately 2 mm. 
 
Table 6.7 ANOVA results of the nanohardness on two positions 
 
Source DF Adj SS Adj MS F-Value P-Value 
Position 1 25.25 25.252 8.80 0.004 
Error 70 200.87 2.870   
Total 71 226.12    
 
 The nanohardness data of the additional measurement (Fig. 6.19) is given in Table 
6.8. The nanohardness distribution along building direction on both surfaces was consistent 
with the pattern in Fig. 6.21. Furthermore, data points closer to the central axis had the 








Table 6.8 Additional nanohardness data on Surfaces A and B 
 
Surface Position Number 
Nanohardness 
(GPa) 
A 1 10.50 
A 2 12.74 
A 3 16.25 
A 4 9.66 
A 5 8.96 
B 1 15.32 
B 2 13.04 
B 3 14.13 
B 4 11.3 
B 5 10.00 
B 6 10.45 
 
6.3.3 Microstructure Observation 
 The samples were re-polished after nanohardness measurement. They were etched 
by Kalling’s 2 Reagent with 30 seconds immersion into the etchant. Kalling’s 2 consisted 
of cupric chloride (CuCl2), hydrochloric acid (HCl), and ethanol. This solution was a room-
temperature etchant, it can darken martensite, etch ferrite readily and etch austenite slightly. 
It cannot attack carbides. The microstructure was observed using Keyence laser scanning 































Fig. 6.26 Typical microstructure (a) and height distribution (b) on the boundary of the 




Based on the results of Figs. 6.21 and 6.22, four kinds of images were captured: (a) 
microstructure in the center of the top five layers, (b) microstructure on the boundary of 
the top five layers, (c) microstructure in the center of the bottom 10 layers, and (d) 
microstructure on the boundary of the bottom 10 layers. Figs. 6.23 to 6.26 present the 
typical microstructures and height distributions of the sample at 4 areas after etching, 
respectively. 
The microstructure mainly consisted of eutectic ferrite phase in the matrix in the 
center of the top layers [175-184]. Few martensite phases were seen in this area. On the 
boundary of the top layers, the microstructure appeared to have less eutectic ferrite but 
more martensite phases. Similar conditions for the bottom layers. The boundary area had a 
higher density of the martensite phase but lower ferrite phase than the center area. 
Meanwhile, more martensite phase and less ferrite phase occurred in the bottom layers than 
top layers. The austenite was hardened to room temperature from the austenitizing 
temperature with a high cooling rate, which subsequently enabled transformation to 
martensite with a fine dimension. The distribution of the martensite and eutectic ferrite 
phases was likely to be responsible for the nanohardness fluctuation. Similar results can be 
found on 2209 Duplex stainless steel DED samples, where the regions with higher ferrite 
content were found to have higher hardness [86]. 
 
6.4 RESIDUAL STRESS EXPERIMENT  
 Undesirable distribution of residual stresses is one of the main challenges that 
limited the wide application of DED or even AM [185-188]. The hole-drilling method is a 
semi destructive method and the most widespread experimental residual stress 
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measurement technique [189, 190]. It drills a small diameter hole in the material in the 
center of a strain-gauge rosette. The local residual stress and strain relaxation induced by 
the removal of stressed material results in the redistribution of strain around the hole. This 
can be detected and measured by the strain gauge rosette [191, 192]. The residual stresses 












6.4.1 Experiment Setup 
This experiment was conducted on the MTS3000-Restan system. The drilling 
process is performed using drilling increments. There are 47 data points measured for each 
cutting layer with an increment of 0.016 mm. The hole-drilling method and residual stress 
analysis are standardized at the world level by ASTM E837-13 standard. Fig. 6.27 shows 
the MTS3000-Restan machine. In order to measure the strain relaxation, an ASTM strain 
gauge rosette has to be tightly stuck on the surface of the part. The strain gauge rosette is 
given in Fig. 6.28. The strain gauge had three elements (a, b and c) for 0, 45, and 90-degree 
measurements.  As mentioned in Section 6.1, Part 3 was used in this experiment. There 
were 16 cutting layers on this part. One measurement was performed in the center of each 




Fig. 6.29 Typical residual stress curves in different directions. 
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6.4.2 Residual Stress Measurement 
 Three residual stress curves were obtained by the three elements on the rosette. No 
significant difference was found between the curves, so only one curve (0 degree) was used 
in this experiment. The typical curves at various degrees are shown in Fig. 6.29.  
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Figures 6.30 to 6.32 present the residual stress pattern along the building direction. 
It was noticed that in most cases the residual stresses appeared to be tensile. Two significant 
disturbances were found at the beginning and the end during each measurement. The 
disturbances at the beginning were believed to be induced by machining. Similar patterns 
were described by several researchers [193-197]. The depth of the disturbances was 
determined by machining parameters, tool geometries, and materials. But the cause of the 
second disturbance was still unknown, further research needs to be done on this. To 
correlate the residual stresses on each cutting layer with milling power, the average residual 
stress was introduced. The average residual stress was the mean value of all the residual 
stress data obtained in one measurement. 
Figure 6.33 shows the average residual stress pattern from the top to the bottom of 
Part 3. The residual stresses at the depth of 1.1 mm and 3.4 mm were much lower than the 
rest. The residual stresses became relatively stable when away from the free surface. Here, 
the depth was not the height of the part because the top surface was removed to have 
convenience for residual stress measurement. Also, the milling tool cannot cut the very 






Fig. 6.33 Average residual stress pattern along the building direction. 
 
6.5 ANALYSIS AND DISCUSSION 
6.5.1 Milling Power and Nanohardness Correlation 
 In this experiment, each insert had at least 44 minutes of milling, tool wear played 
an important role during such a long period which cannot be ignored. It is already known 
that tool wear can significantly increase the milling power. Two kinds of average milling 
power over 16 cutting layers were calculated to minimize the effect of tool wear, as shown 
in Fig. 6.34. One average power was the average power projected to the Y-Z plane (Fig. 






Fig. 6.34 Two kinds of average milling power over 16 cutting layers. 
 
 





Fig. 6.36 Average milling power in the X-Z plane. 
 
According to Figs. 6.35 and 6.36, the milling power in the center of the part was 
higher than the edge. The material closer to the lateral side had a higher cooling rate, which 
may lead to localized differences in the microstructure of this area. Future work is needed 
to observe the microstructure in this region. On the Y-axis, the average milling power 
started at 574.6 W and gradually increased to 579.8 W at a distance of 46 mm from the 
zero point. Then the power decreased to 575.9 W. The milling power changed faster near 
the edges than the rest areas. A similar trend was found on the power along the width 
direction. The peak value was 580.7 W at 12 mm from zero point. The trends were 
consistent with the pattern shown in Table 6.8.  The milling power has a positive correlation 
with nanohardness when ignoring the effect of tool wear.  
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Things become more complicated when taking tool wear into account. Figure 6.37 
and Table 6.9 give the average milling power of Part 2 over all the cutting layers. The 
milling power decreased from Cutting Layer 1 to 6, then it increased linearly from Cutting 
Layer 7 to 11. Milling power slightly decreased from Cutting Layer 12 to 13. Then, it went 
up until Cutting Layer 15 and had a drop on Cutting Layer 16.  
 




Depth Power Cutting 
Layer 
Depth Power 
(mm) (W) (mm) (W) 
1 0.381 586.25 9 6.477 575.73 
2 1.143 583.44 10 7.239 579.36 
3 1.905 582.02 11 8.001 582.64 
4 2.667 577.97 12 8.763 577.31 
5 3.429 581.48 13 9.525 576.03 
6 4.191 576.15 14 10.287 578.37 
7 4.953 570.67 15 11.049 581.89 
8 5.715 573.37 16 11.811 580.76 
 
Since the nanohardness was slightly different at the same depth (see, Table 6.8), 
the sampling range was taken into consideration. There were 50 cuts in one cutting layer. 
Five different methods were applied to each cutting layer to calculate the average small 
frequencies obtained by the DDS approach. Method 1 averaged all the small frequencies 
from 50 cuts. Method 2 averaged the small frequencies from the central 40 cuts, and the 
rest can be done in the same manner. Table 6.10 gives the correlation coefficients between 
nanohardness and milling power at similar levels of tool wear. From the correlation 
coefficients, it can be concluded that at a given tool wear, the milling power and 
nanohardness of a 420 stainless steel DED part are highly correlated. Method 3 had the 
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highest average correlation coefficient. That means the area that central 30 cuts covered 
shared a similar nanohardness value. The nanohardness changed quickly among the 20 cuts 
on the boundary. Figure 6.38 shows the comparisons between nanohardness and milling 
power at the same level of tool wear given by Method 3. 
 






















1 1 - 50 50 0.984 0.946 0.904 0.906 0.939 
2 6 - 45 40 0.982 0.925 0.929 0.922 0.899 
3 11 - 40 30 0.979 0.913 0.958 0.954 0.899 
4 16 - 35 20 0.977 0.907 0.991 0.975 0.629 












Fig. 6.38 Comparisons between nanohardness and milling power at the same level of tool 
wear: (a) one layer milled, (b) two layers milled, (c) three layers milled, (d) four layers 




It should be noted that only three data points were used to calculate the correlation 
coefficients, which casts doubt on the above conclusions. However, from Fig. 6.38, milling 
power and nanohardness had almost the same variation tendency, which lends credibility 
to the conclusions drawn above. Figure 6.39 presents the overall layer-by-layer correlation 
between milling power and nanohardness. The milling power and nanohardness still 








6.5.2 Milling Power and Residual Stresses Correlation 
DDS approach was applied to analyze the milling power in this section. An F-test 
was applied to find the adequate ARMA model. AR (2) was found to be the most adequate 
model. A typical AR (2) is given in Eq. 6.1.  
 
𝑋𝑡 − 0.5128𝑋𝑡−1 − 0.1385𝑋𝑡−2 = 𝑎𝑡 (6.1) 
 
where 𝑋𝑡, 𝑋𝑡−1, 𝑋𝑡−2 are the observations at time 𝑡, 𝑡 − 1, 𝑡 − 2. 𝑎𝑡 is the discrete white 
noise at time 𝑡. 
 In this model, two characteristic roots with their natural frequencies were achieved. 
Table 6.11 gives some of the DDS results. It shows that one characteristic root had one 
small frequency (normally lower than 0.4 Hz) and a large frequency (larger than 2 Hz). 
The DDS powers of the small frequencies were higher than 70 percent. The small 
frequencies were used for further analysis. There were 50 cuts in one cutting layer. Five 
different methods were applied to each cutting layer to calculate the average small 
frequencies obtained by the DDS approach. Here, Method 1 averages all the small 
frequencies from 50 cuts. Method 2 averages the small frequencies from the central 40 cuts, 
and the rest can be done in the same manner. The comparisons between Method 3 
frequencies and residual stresses are presented in Fig. 6.40. The correlation coefficients 
between small frequencies and residual stresses are given in Table 6.12. Milling power and 
residual stresses were highly correlated. It was observed that, from Method 1 to Method 3, 
the correlation coefficients increased from 0.706 to 0.736. This is because the residual 
stresses were only measured in the part center, the milling power obtained closer to the part 
center had a stronger correlation with residual stresses. However, due to the stochastic 
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nature of the milling process, too few data can not comprehensively reveal its 
characteristics. So, the correlation coefficients in Methods 4 and 5 were lower than Method 
3.  
Figure 6.41 shows the typical shape and dimension of the machining chips. There 
were mainly two kinds of chips, one was the irregular small chips, the other one was the 
large chips, which were also the main morphology of the machining chips. The large chips 
were rectangular with a length of 1 mm. The lengths of the large chips of Part 2 on each 
cutting layer were provided in Table 6.13. The chips on cutting layer 13 were missing by 
mistake, only 15 data points are given in this table. 
 
 












L1 9 0.2893 97.63 
L1 9 4.7026 2.370 
L2 13 0.2381 90.97 
L2 13 3.5440 16.25 
L3 22 0.1680 95.53 
L3 22 4.2837 2.472 
L4 38 0.2841 95.42 
L4 38 4.2153 4.580 
L5 50 0.3124 87.90 
L5 50 3.7017 12.10 
L6 46 0.2263 78.67 
L6 46 3.4214 21.33 
L7 39 0.1829 93.72 
L7 39 3.7795 6.278 
L8 23 0.3073 92.22 
L8 23 3.9293 7.777 
L9 16 0.3215 92.57 
L9 16 3.9820 7.433 
L10 5 0.1874 81.51 
L10 5 3.4196 18.49 
L11 7 0.2460 79.15 
L11 7 3.4397 20.85 
L12 18 0.1585 95.66 
L12 18 3.9011 4.341 
L13 23 0.1466 88.36 
L13 23 3.4726 11.64 
L14 37 0.3868 85.31 
L14 37 3.7006 14.69 
L15 47 0.1135 88.34 
L15 47 3.4250 11.66 
L16 45 0.1106 95.88 





Table 6.12 Correlation coefficients between small frequencies and residual stresses 
 
Method Cut Number Total Number 
Correlation 
Coefficient 
1 1 - 50 50 0.706 
2 6 - 45 40 0.725 
3 11 - 40 30 0.736 
4 16 - 35 20 0.676 




















(mm) (mm) (mm) 
1 1.117 6 1.152 11 1.122 
2 1.175 7 1.142 12 1.143 
3 1.154 8 1.110 14 1.134 
4 1.147 9 1.113 15 1.151 
5 1.180 10 1.119 16 1.117 
 
It is known that the stresses can influence the crack initiation and propagation 
during a metal-working process [198]. Tensile residual stresses were unequally distributed 
in the DED parts. The tensile stresses make the machining chips segmentation from the 
part easier. Meanwhile, In the AR (2) model, the small frequencies had larger DDS power, 
which was normally higher than 80 percent. Therefore, the correlation between 1/small 
frequencies and machining chip lengths at each layer were analyzed, see Table 6.14. The 
1/small frequencies and lengths of machining chips were positively correlated. From 
Method 1 to Method 3, the correlation coefficient became larger when the sampling range 
gets smaller. Method 5 has the highest correlation coefficient value. This may be because 
of the random error caused by too small sampling range. The comparisons between 1/small 







Table 6.14 Correlation coefficients between 1/small frequencies and lengths of 
machining chips 
 
Method Cut Number Total Number 
Correlation 
Coefficient 
1 1 - 50 50 0.624 
2 6 - 45 40 0.708 
3 11 - 40 30 0.725 
4 16 - 35 20 0.705 





Fig. 6.42 Comparisons between 1/small frequencies obtained by Method 3 and the 




A similar conclusion can be achieved when comparing the machining chip 
morphology between the wrought 420 stainless steel part and the DED part. Figure 6.43 
shows the machining chips from wrought 420 stainless steel (left) and DED 420 stainless 
steel (right). The wrought machining chips were several times longer than the DED chips. 
Higher tensile stresses resulted in smaller machining chips, which subsequently led to 





Fig. 6.43 Machining chips from wrought (left) and DED (right) 420 stainless steel. 
 
6.6 SUMMARY AND CONCLUSIONS 
In this chapter, the milling power of both wrought and DED AISI 420 stainless steel 
was compared. An AR (2) model was used to analyze the milling power on DED 420 
stainless steel. Nanohardness and residual stresses were measured along the building 
direction. Nanohardness – milling power and residual stresses – milling power correlations 




(1) Tool wear progression developed approximately three times faster on DED 420 
stainless steel than wrought steel. DED 420 stainless steel parts have a higher 
hardness than the wrought parts. Higher hardness led to faster tool wear. 
(2) The top two layers have the highest nanohardness (more than 15 GPa), then the 
nanohardness rapidly decreases to approximately 10 GPa in the next few layers. 
The nanohardness close to the central axis in the horizontal direction is higher than 
the edge. 
(3) Milling power signals on DED 420 stainless steel samples at various depths were 
different. Milling power had a high positive correlation with nanohardness in the 
time domain at the same level of tool wear.  
(4) Milling power had a positive correlation with residual stress in the frequency 
domain. Higher tensile stresses resulted in smaller machining chips, which 
subsequently led to higher frequencies of the cutting force. The increase of cutting 







MILLING POWER IN SUSTAINABLE MANUFACTURING 
 
In this chapter, two tool break cases that accidentally happened in the previous 
experiment were analyzed. Various tool break conditions make milling power have a 
different response. The relationship between milling power monitoring and sustainable 
manufacturing are discussed.  
Section 7.2 demonstrates the milling conditions and how the milling power reacted 
when the tool break happened.  
 
7.1 BACKGROUND 
Sustainable manufacturing is given as the creation of manufactured products that 
use processes that minimize negative environmental impacts, conserve energy and natural 
resources, are safe for employees, communities, and consumers and are economically 
sound [29]. By detecting the tool break, further damage on parts, cutter, or machine can be 
prevented. This complies with the definition of sustainable manufacturing. In this study, 
milling power was applied to detect the tool break. This was a simple analysis for the 
feasibility of milling power monitoring on tool break detection. 
 
7.2 TOOL BREAK DETECTION USING MILLING POWER 
 Two tool break cases were found in the 420 stainless steel milling experiment. It 
should be clarified that the experiments were not designed to have the tool break. The tool 
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break happened unexpectedly, and the milling power was monitored during that time. The 
milling conditions are given in Table 7.1.  
 







ap ae v fz 
(mm) (mm) (m/min) (mm/tooth) 
1 Wrought Down 0.762 12.7/6.35 120 0.06 
2 DED Down 0.762 0.5 120 0.06 
 
 In Experiment 1, the dimensions of the cutting material were 60 mm (L)  25.4 mm 
(W)  13.7 mm (H). The cutting map for one layer is shown in Fig. 7.1. There were three 
cutting paths in one layer. Path 1 cut a slot in the center of the part with a 12.7 mm axial 
depth of cut. Paths 2 and 3 were symmetric with a 6.35 mm axial depth of cut. In this 
experiment, the milling power of Path 2 was a little bit higher than Path 3 due to the 
positioning issue. The inserts had already been used for 21 minutes. There were 2 inserts 
on the cutter. During the milling of the Path 1 in the last layer, a large cutting force which 
induced by huge tool wear tore off the cutter and threw one insert away. Only one insert 
was still mounted on the cutter, see Fig. 7.2. The SEM photos of the broken insert are given 
in Fig. 7.3. The tip of the insert disappeared. Figure 7.4 shows the normal milling power 
profile (a) and the profile for tool break (b). The tool break happened in the red dash circle. 
The milling power suddenly decreased from 749 W to 720 W and then it jumped to 1014 
W in 0.12 second. When leaving the machined surface, the broken insert had an irregular 











Fig. 7.2 The broken cutter and part. 
  
Paths 2 and 3 were also milled using the only remaining insert. Figures 7.5 and 7.6 
show the net milling power trend of each path, respectively. Net cutting power was the 
difference between cutting power and air cutting power. Nine layers were milled on this 
part, only the ninth layer was machined by the broken tool. The milling power with broken 
Note:
The arrows show the move direction of cutting tool.
DOWN 2 ( -15.0 , -9.525 )
DOWN 1 ( -15.0 , -19.05 )
DOWN 3 ( -15.0 , -28.575 )





insert was lower than the regular power and larger standard deviation than the power with 
normal inserts. That was because only one insert was engaged in Layer 9. But some parts 
of the cutter still touched the work piece. The material of the cutter was softer than the 
inserts. All those made the net cutting power of a broken insert lower than the net cutting 
power of normal inserts. The newly formed irregular cutting edge made the milling power 



















Fig. 7.6 Net milling power trend of Path 3. 
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 In Experiment 2, the tool break condition was different. The cutting map is shown 
in Fig. 6.1. The broken insert was the Insert 0 which is shown in Table 6.2. The SEM 
photos of the broken insert are given in Fig. 7.7. Unlike the broken insert in Experiment 1, 
only a small portion of the insert disappeared. The milling power during tool break is shown 
in Fig. 7.8. The spike at the beginning of milling was caused by the raised area on the edge. 
The part was not perfectly horizontal, so the milling power was skewed. The tool break 
happened in the red dash circle. The milling power increased from 584 W to 591 W. The 
net milling power went up from 33 W to 40 W. The cutting force suddenly increased when 










Fig. 7.8 Tool break milling power. 
 
7.3 SUMMARY AND CONCLUSIONS 
Two tool break conditions were detected in 420 stainless steel milling experiments. 
These two conditions gave different types of milling power curves. The primary summary 
and conclusions of this study are as follows: 
(1) Tool break was observed by monitoring the milling power. The variation tendency 
of the milling power depended on the severity of tool break. 
(2) Serious tool breaks caused a spike in milling power, after which the milling power 
decreased since only one insert engaged in machining. The newly formed irregular 
cutting edge led to a larger variation of the milling power than before. Small tool 
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breaks made the tool blunt and immediately have a step-like increase on milling 
power.  
(3) The milling power has the potential to be used to detect the tool break to improve 






CONCLUSIONS AND RECOMMENDATIONS 
 
 The DED technique is a promising additive manufacturing method the capability 
to fabricate near-net shape, highly dense parts with reasonably complex geometrical 
features. Machining power analysis is a nonintrusive and inexpensive monitoring method. 
This experiment analyzed milling power on DED materials to develop a monitoring 
strategy for surface integrity. Section 8.1 is a summary of the conclusions in previous 
chapters. Section 8.2 gives some recommendations for future work. 
 
8.1 CONCLUSIONS 
 (1) There was a correlation between tool wear and spindle power in the frequency 
domain, and the correlation is quantified with the DDS methodology. The 
characteristic roots with low-level frequencies contributed up to 80 percent of 
relative DDS power, and the fluctuation of low-level frequencies variation was less 
stable than higher level frequencies. 
(2) The low-level frequencies gradually decreased with increasing tool wear, which 
was explained by the change of the cutting force cycle period. The amount of 
decrease depended on both the cutting speed and feed per tooth. 
(3) The low-level frequencies rapidly increased when the cutting speed was 200 m/min. 




(4) There was no clear evidence that the tool wear, radial depth of cut, and feed per 
tooth contributed to the variation of medium-level and high-level frequencies based 
on the current data. In this work, tool wear and some processing parameters in hard 
milling only affected the low-level frequencies. 
(5) Low-level frequencies of total power decreased and converged with tool wear on 
the Optomec Hybrid AM machine. This confirmed the conclusions that there was 
a correlation between tool wear and milling power in the frequency domain. 
(6) Milling parameters can change the low-level frequency variation trends by 
affecting the surface roughness. The out-of-range milling parameters might lead to 
additional vibration of the milling tool, which resulted in the increase of the low-
level frequencies. 
(7) The surface finish on the ridge of rasters was better than that of the raster valley. 
This was because the raster ridge was closer to the laser focal point and had a higher 
laser density than the raster valley. The unmelted portion of powder contributed to 
a rougher surface. 
(8) 2 × 𝐴 obtained from AR (1) using the DDS method can be considered as the height 
of the characteristic deposited powder profile. This value was deemed as an 
indicator of mean height Rc. This showed the feasibility of DDS technique for 
analyzing the DED process. 
(9) More cycles of powder reuse may result in the increase of primary decomposed 
wavelengths, which have the largest relative DDS power. However, more 
experimentation is needed to confirm the inference constructed. 
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(10) Tool wear progression developed approximately three times faster on DED 420 
stainless steel than wrought steel. DED 420 stainless steel parts have a higher 
hardness than the wrought parts. Higher hardness led to faster tool wear.   
(11) The top two layers had the highest nanohardness (more than 15 GPa), then the 
nanohardness rapidly decreased to approximately 10 GPa in the next few layers. 
The nanohardness close to the central axis in the horizontal direction was higher 
than the edge. 
(12) Milling power on DED 420 stainless steel samples at various depth were different. 
Milling power has a high positive correlation with nanohardness in the time domain 
at the same level of tool wear. 
(13) Milling power had a positive correlation with residual stresses in the frequency 
domain. Higher tensile stresses resulted in smaller machining chips, which 
subsequently led to higher frequencies of the cutting force. The increase of cutting 
force frequencies caused the increase of milling power frequencies. 
 
8.2 RECOMMENDATIONS FOR FUTURE WORK 
(1) Only a qualitative explanation is given in Chapter 3 about the low-level frequency 
decrease with tool wear progression. More work can be done on providing a more 
universal interpretation. How the low-level frequencies can be influenced by certain 
amount of tool wear under various machining conditions is still unknown. This 




(2) By calculating the 2 × 𝐴 from the AR (1) model, the DDS method showed the 
feasibility to analyze the surface roughness of DED process. More efforts can be 
made to get further information about surface roughness on different materials and 
printing parameters by using DDS.  
(3) In the current study, the effects of powder size on the decomposed wavelengths was 
not studied.  A higher order DDS model can be tried to analyze the surface profile 
and have deeper understanding of the DED process. 
(4) The residual stress profiles in this study were not the true stresses due to the 
machining induced stresses. A better experiment design can be developed to 
eliminate the machining effect on the residual stresses. The machining chips may 
be used for the next step in the analysis. 
(5) Further experiments are needed to focus on the economic consideration and 
sustainability of milling power monitoring.  
(6) DED 420 stainless steel samples and wrought samples had different kinds of 
machining chips when using the same milling parameters. Another possible 
explanation is the effect of vibration. DED material milling and wrought material 
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APPENDIX – DDS INTRODUCTION 
DDS is an innovative approach to the application and interpretation of the 
stochastic autoregressive moving average (ARMA) models that describe the dependence 
[199]. The discrete univariate ARMA (𝑛, 𝑚) model has the following difference equation 
[114]: 
 
𝑋𝑡 − 𝜙1𝑋𝑡−1 − 𝜙2𝑋𝑡−2 − ⋯ − 𝜙𝑛𝑋𝑡−𝑛 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 − 𝜃2𝑎𝑡−2 − ⋯ − 𝜃𝑚𝑎𝑡−𝑚 (1) 
 
where n is the order of the autoregressive (AR) part, m is the order of the moving average 
(MA) part. 𝑋𝑡, 𝑋𝑡−1, 𝑋𝑡−2, ..., 𝑋𝑡−𝑛 are the observations at time 𝑡, 𝑡 − 1, 𝑡 − 2, ..., 𝑡 − 𝑛. 
𝑎𝑡, 𝑎𝑡−1, 𝑎𝑡−2, ..., 𝑎𝑡−𝑚 are the discrete white noise at time 𝑡, 𝑡 − 1, 𝑡 − 2, ..., 𝑡 − 𝑚. 𝜙𝑖 
are the autoregressive parameters of lag 𝑖  (𝑖 = 1, 2, … , 𝑛 ), 𝜃𝑗  are the moving average 
parameters of lag 𝑗 (𝑗 = 0, 1, 2, … , 𝑚). 𝑎𝑡 is normally distributed with a variance of 𝜎𝑎
2, 𝑎𝑡 
N (0, 𝜎𝑎
2). The properties of 𝑎𝑡 is [137]: 
 
𝐸(𝑎𝑡) = 0, 𝐸(𝑎𝑡𝑎𝑡−𝑘) = 𝛿𝑘𝜎𝑎
2 (2) 
 
where 𝐸 is the expectation operator, 𝛿𝑘 is the Kronecker delta function. 
The ARMA (𝑛, 𝑚) model can also be simplified as ARMA (𝑛, 𝑛 − 1) model [130]: 
 
𝑋𝑡 − 𝜙1𝑋𝑡−1 − 𝜙2𝑋𝑡−2 − ⋯ − 𝜙𝑛𝑋𝑡−𝑛





           The characteristic roots 𝜆𝑖  (𝑖 = 1, 2, … , 𝑛) of difference Eq. 1 can be defined by 
[130]: 
 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2 − ⋯ − 𝜙𝑛𝐵
𝑛) = (1 − 𝜆1𝐵)(1 − 𝜆2𝐵) ⋅⋅⋅ (1 − 𝜆𝑛𝐵) (4) 
 
where 𝐵 is the backshift operator defined by 𝐵𝑋𝑡 = 𝑋𝑡−1, 𝐵
2𝑋𝑡 = 𝑋𝑡−2, ..., 𝐵
𝑗𝑋𝑡 = 𝑋𝑡−𝑗. 
𝜆𝑖 are assumed to be distinct. 
            Substitute Eq. 4 into Eq. 3 [199],  
 
(1 − 𝜆1𝐵)(1 − 𝜆2𝐵) ⋅⋅⋅ (1 − 𝜆𝑛𝐵)𝑋𝑡 = (1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑛−1𝐵
𝑛−1)𝑎𝑡 (5) 
 
            Rearrange Eq. 5 
 
𝑋𝑡 =
(1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑛−1𝐵
𝑛−1)
(1 − 𝜆1𝐵)(1 − 𝜆2𝐵) ⋅⋅⋅ (1 − 𝜆𝑛𝐵)
𝑎𝑡 (6) 
 
            The ARMA (𝑛, 𝑛 − 1) model becomes a convolution of 𝐺𝑗 with random at [200]: 
 





where 𝐺𝑗 is a function called the Green’s function, which indicates how well the system 
remembers the past stimuli 𝑎𝑡 [117]. It reduces the correlated data to an uncorrelated or 
random component in the DDS approach [109]. The stability and dynamics of the systems 
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governed by Eq. 1 are characterized by Green’s function [141]. The Green’s function can 






+ ⋯ + 𝑔𝑛𝜆𝑛
𝑗
 (8) 
             
            Green’s function is given by a linear combination of exponential functions for real 
𝜆𝑖, and damped sinusoidals for complex-conjugate root pairs of 𝜆𝑖 [130, 199].  






− ⋯ − 𝜃𝑛−1






            The total power (or variance of the signal) can be decomposed as [114]: 
 











           
            𝑑𝑖 is the composite of variance corresponding to 𝜆𝑖. 






× 100% (12) 
 





× 100% (13) 
              
             𝜆𝑖 of the difference equation are functions of characteristic roots 𝜇𝑖 (𝑖 = 1, 2, … , 𝑛) 
of the differential equation [122]. 
 
𝜆𝑖 = 𝑒
𝜇𝑖Δ,                𝑖 = 1, 2, … , 𝑛 (14) 
 
where  denotes the sampling interval with appropriate time units.  = ℎ/𝑣, where ℎ is the 
sampling interval with appropriate length units, and 𝑣 is the stylus velocity. 
             A natural frequency and damping ratio can be derived from a corresponding 
complex conjugate root pair [137]. 
 
𝜇1, 𝜇2 = −𝜉𝜔𝑛 ± 𝑗𝜔𝑛√1 − 𝜉2 (15) 
 
where 𝜔𝑛 is the natural frequency and 𝜉 is the damping ratio. The natural frequency and 















            A real root 𝜆𝑖 has no real periodicity and its autospectrum is concentrated around 
zero frequency or infinitely wavelength [139]. However, to identify the effects of real roots 
on the concentration of frequencies around zero, a pseudo-frequency is introduced to the 
DDS approach. The corresponding autospectrum reduces to half of its height at zero (so-







            This pseudo-frequency only indicates how rapidly the corresponding auto spectrum 
decays starting from its peak at zero [201]. 
The critical issue in modeling is to identify the correct model order 𝑛 (Eq. 1 and Eq. 
3), that completely captures the trends (or correlations) in the experimental data. To find 
the adequate DDS model, the order of the model should be continuously increased until 
the adequate order of the model is determined based on the following three criteria: (i) 
Verify the independence of the residuals 𝑎𝑡′𝑠 of the fitted model by using the 
autocorrelations of the residuals, i.e., the DDS model is considered to completely 
characterize the data if the unified correlations (sample correlation divided by its standard 
deviation) are less than two which corresponds to 95% probability in the normal 
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distribution. (ii) Once the data have been characterized completely, an F-test is applied to 
determine the significance of the reduction in the residual sum of squares (RSS) when the 
order of the ARMA model is increased. This ensures that some of the dynamic modes 
(characteristic roots), although not statistically significant, are captured in modeling. It 
helps in detecting weak but physically significant modes buried in the data. (iii) The 
adequate model should be able to identify an already-known physical frequency [122, 123, 
202].  
 
 
 
