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The causality issues concerning the localization of relativistic quantum systems, as evidenced by
Hegerfeld’s paradox, are addressed through a proper-time formalism of single-particle operators.
Starting from the premise that physical variables associated to the proper-time gauge have a prominent
role in the specification of position, since they do not depend on classical parameters connected
to an external observer, we obtain a single-particle formalism in which localization is described by
explicitly covariant four-vector operators associated with POVM measurements parametrized by
the system’s proper-time. Among the consequences of this result, we emphasize that physically
acceptable states are necessarily associated with the existence of a temporal uncertainty and their
proper-time evolution is not subject to the causality violation predicted by Hegerfeldt.
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I. INTRODUCTION
In the recent literature, a variety of scenarios involving
the introduction of relativistic effects in quantum infor-
mation theory (QIT) have been addressed. These include
studies in the context of relativistic quantum mechanics
(RQM)[1–14], in which the number of particles is fixed,
as well as in the context of quantum field theory (QFT)
[15–21]. Several of these works were concerned with rel-
ativistic effects over the information stored in the spin
degrees of freedom of massive systems, since these are
ideal models for quantum bits. Despite the multitude
of results concerning such systems, their analyses are
generally confronted to ambiguities in the definition and
interpretation of the relativistic spin concept [3–9, 22–25]
not to mention issues involving the covariance of these
definitions. From the perspective of RQM, such ambigu-
ities are directly related to controversies regarding the
definition of a unique localization concept for relativistic
quantum systems [26–30], an issue that underwent exten-
sive discussion in the past without achieving an acceptable
consensus.
Besides being an issue for the appropriate definition
of relativistic spin, the localization problem in relativis-
tic quantum systems can also affect certain predictions
related to quantum information properties, since data-
processing is typically performed by procedures that occur
in limited regions of space [14, 21]. Although there is no
consensus on an unambiguous definition of position for
this type of system, the so-called Newton-Wigner operator
[31] has a prominent role in literature, since it behaves
like a local 3-vector. However, from the point of view
of RQM, the self-adjoint nature of this operator allows
strictly localized states to be defined, which leads, accord-
ing to Hegerfeldt’s theorem [32, 33], to the violation of
relativistic causality.
∗ emile.taillebois@ifgoiano.edu.br
Hegerfeldt’s theorem established that Hilbert’s space
structure, together with a sign energy restriction, implies
that an initially strictly localized state will exhibit an
instantaneous dispersion with non-zero detection proba-
bilities over any region of space, thus violating relativistic
causality. As a result, the description of position detec-
tion procedures in terms of self-adjoint (s.a.) operators
will necessarily be inconsistent with relativistic causality.
An alternative to these descriptions is to define the local-
ization concept through POVMs, since they do not neces-
sarily lead to strictly localized states [34, 35]. However, it
should be noted that inconsistencies concerning causality
may also occur in such an approach, since Hegerfeldt’s
theorem was later extended to states with exponentially
bounded decay [36].
In this paper, the investigation about a possible connec-
tion between Hegerfeldt’s paradox and the existence of a
temporal uncertainty for states with a well-defined energy
sign is explored by means of an approach based on physi-
cal variables parameterized by the system’s proper-time.
Although one of the main interests in conducting such a
study is the subsequent investigation of its consequences
over the spin definition and its properties in QIT, the
model to be investigated here will be that of a spinless
massive free particle. Such a choice is motivated by the
need to adequately underpin the notion of localization
resulting from the present proposal before considering
potential contributions resulting from the spin inclusion.
This work is to be developed in the RQM framework,
i.e. in a regime which neglects effects related to creation
and annihilation of particles. In this context, the concept
of single-particle operators is important, since only this
type of quantity can be physically interpreted in RQM.
For single-particle systems, such operators are given by
the direct sum of operators defined over the subspaces
with well defined energy sign. It is worth mentioning that,
to be a physically acceptable single-particle observable,
a s.a. operator must be written as the direct sum of
equally s.a. operators acting on the subspaces with well
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2defined energy sign. This definition will be important for
the results to be further developed as it will be related
with the need to describe the concept of proper-time-
parameterized localization by means of POVMs instead
of s.a. operators.
In Section II a classical proper-time approach for the
description of a spinless massive free particle is presented,
and four-vector coordinates related to an intrinsic notion
of position parameterized by the system’s proper-time
are introduced. The definition of such variables allows to
proceed with Dirac’s quantization method without the
need for a previous classical gauge fixing, a procedure
that is presented in Section III. The s.a. extensions of
the proper-time parameterized position operators and the
consequences of Hegerfeldt’s paradox over them are also
analyzed in Section III. Finally, driven by the results of
the prior sections, a localization POVM parametrized
by the system’s proper-time is introduced in Section IV.
The behavior of the proposed POVM with regard to
Hegerfeldt’s paradox is also investigated in that section,
while additional discussions and conclusions are presented
in Section V.
The natural system of units, in which ~ = 1 and
c = 1, will be adopted throughout the work, as well
as Minkowski’s metric with (−,+,+,+) signature. In
addition, Pauli’s matrices will be denoted by σj , while σ0
will denote the 2× 2 identity matrix.
II. PROPER-TIME POSITION VARIABLES
Using the eibein formalism [37], the classical Lagrangian
function associated to a spinless massive relativistic free
particle can be written as
L(e, x˙) ≡ x˙
µx˙µ
2e −
em2
2 , (1)
where xµ are the generalized coordinates, e is an eibein
variable and the dot derivatives are to be taken with
respect to an arbitrary parameterization τ of the particle’s
wold line. Using Dirac’s formalism for singular Lagrangian
systems [38], the above function leads to the primary and
secondary constraints
φ(1)(pie) = pie ≈ 0, (2a)
φ(2)(pi) = 12(pi
µpiµ +m2) ≈ 0, (2b)
where piµ = x˙µe are the momenta related to the xµ coordi-
nates and pie is the momentum of the einbein e. These con-
straints are first class and the system’s total Hamiltonian
can be written as HT (e, pi, pie, ve) = eφ(2)(pi) + φ(1)(pie)e˙.
The singular character of (1) is related to the exis-
tence of a gauge symmetry associated to the generator
G = (τ)φ(2) + ˙(τ)φ(1), where (τ) is the τ -dependent
parameter of the infinitesimal gauge transformation [39].
The resulting gauge transformations connect physical
states parameterized by the same value of τ and are
related to the reparameterization invariance of the model.
A. Proper-time gauge
The proper-time gauge can be obtained by introducing
the constraint
φ
(∗)
1 (x, pi, τ) ≡
xµpiµ
m
+ τ ≈ 0 (3)
and the corresponding consistency relationship, which
leads to the additional restriction φ(∗)2 (e) = me− 1 ≈ 0.
Denoting by w= and w∗= the weak equalities over the first
class (ΓT) and the gauge (Γ∗) constrained phase-space
surfaces, respectively, one gets that
dxµdxµ = e2piµpiµ(dτ)2
w= −(medτ)2 w∗= −(dτ)2,
i.e. the adopted gauge allows to identify τ as the system’s
proper-time.
The Dirac brackets {·, ·}∗ for this gauge can be easily
computed and the non-zero brackets comprising coordi-
nates and momenta are given by
{xµ, xν}∗ =
Jµν
m2
, (4a)
{xµ, piν}∗ = ηµν +
piµpiν
m2
, (4b)
where Jµν ≡ xµpiν − xνpiµ. Since the gauge constraint
(3) is τ dependent and
{
f,H(e, pi)
}
∗ = 0, the equation of
motion for an arbitrary quantity f(x, e, pi, pie; τ) will be
given by
f˙
w∗= ∂f
∂τ
+ 12m {f, piµpi
µ}P , (5)
where {·, ·}P denotes the usual Poisson bracket. From
this prescription, one have that x˙µ w∗= piµm , e˙
w∗= 0, p˙iµ
w∗= 0
and p˙ie
w∗= 0, i.e. the evolution of the coordinates and
momenta is in agreement with the interpretation of τ as
the system’s proper-time.
In order to eliminate the explicit τ dependence from Γ∗
and, consequently, the undesirable Poisson bracket from
(5), a canonical transformation with generator given by
G2(x, e, pi′, pi′e; τ) = xµpi′µ −
(pi′µpi′µ +m2)
2m τ + epi
′
e
is introduced in the unconstrained phase-space Γ. The
old variables (xµ, e, piµ, pie) are then connected to the
new ones (x′µ, e′, pi′µ, pi′e) by means of the relationships
piµ = pi′µ, pie = pi′e, e′ = e and
x′µ = xµ − pi
′µ
m
τ. (6)
In the new coordinate system, the gauge constraints are
written as φ(∗)′1 = x′σpi′σ/m ≈ 0 and φ(∗)′2 = me′ − 1 ≈ 0,
thus eliminating the explicit τ dependence. In addition,
the equation of motion in Γ∗ for an arbitrary quantity
f ′(x′, e′, pi′, pi′e; τ) is simply given by f˙ ′
w∗= ∂f
′
∂τ , from where
it follows that x˙′µ w∗= 0, p˙i′µ
w∗= 0, e˙′ w∗= 0 and p˙i′e
w∗= 0. Since
the transformation is canonical, the Dirac brackets in (4)
remain valid for the new variables.
3B. Proper-time physical variables
Out of the system variables, only the momenta piµ and
pie define Dirac’s observables, since their Poisson brackets
with respect to the constraints are null. On the other hand,
the present model must have six independent physical
variables that must be gauge invariant and explicitly
independent of τ . However, due to the restriction given in
(2b), the momenta piµ define only three of these variables,
while the moment pie is eliminated as a result of (2a).
Using (3) and (6), a definition of three variables explic-
itly independent of τ which allows to complete the set of
six physical variables for the model may be written as
qµ = xµ + pi
µpiλx
λ
m2
, (7)
the restriction to only three independent variables be-
ing given by qµpiµ = 2xµpiµφ(2)(pi)/m2
w= 0. Their
gauge invariance is evidenced by the Poisson brackets{
qµ, φ(1)
}
P
= 0 and
{
qµ, φ(2)
}
P
= 2piµm2 φ(2)
w= 0.
Using (7), it can be shown that
{qµ, qν}P =
Jµν
m2
, (8a)
{qµ, piν}P = ηµν +
piµpiν
m2
, (8b)
where Jµν ≡ xµpiν − xνpiµ = qµpiν − qνpiµ. These results,
together with the constrained relation qµ w∗= xµ− piµm τ and
the fact that q˙µ w= 0, allow to associate the qµ variables
defined on Γ to the Γ∗ coordinates x′µ given in (6). Given
that, equation (6) allows to find a set of Dirac observables
qµ(τ) in Γ related to the space-time coordinates xµ when
these are restricted to the proper-time gauge surface Γ∗:
qµ(τ) ≡ qµ + pi
µ
m
τ.
From this definition, one has that q˙µ(τ) w= piµ/m and
qµ(τ)piµ/m
w= −τ , which agrees with the earlier behavior
found for xµ over Γ∗. The Poisson brackets presented in
(8) remain true if the qµ variables are replaced by qµ(τ)
and the relationship Jµν = qµ(τ)piν − qν(τ)piµ is also
easily verifiable.
Finally, the following results for the Poisson brackets
of the variables qµ(τ) and piµ can be verified:
{Jµν , piσ}P = 2ησ[µpiν], (9a)
{Jµν , Jσρ}P = 4η[µ[ρJσ]ν], (9b)
{Jµν , qσ(τ)}P = 2ησ[µqν](τ), (9c)
where a[µbν] = 12 (aµbν − aνbµ). The relations in (9) in-
dicate that it is reasonable to interpret Jµν and piµ re-
spectively as the total angular and linear momenta of the
system. As a result, the physical variables qµ(τ) can be
interpreted as the four-position coordinates of the system
and the parameter τ can be seen as the system’s proper-
time whenever the physical quantity of interest is of the
form f(qµ, piµ; τ) = f(qµ(τ), piµ) in the unconstrained
phase-space Γ. This implies the possibility to investigate
the proper-time gauge through the physical variables qµ(τ)
and piµ without performing the phase-space restriction to
the constrained surface Γ∗.
C. Physical variables with strongly null Dirac
brackets
Despite being suitable to describe the system in the
proper-time gauge, it is interesting, from the quantum
perspective, to replace the physical variables qµ(τ) and
piµ by equivalent new variables Qµ(τ) ≡ qµ(τ) + α1φ(1) +
β1φ
(2) and Πµ ≡ piµ + α2φ(1) + β2φ(2) such that{
Qµ(τ), φ(1)
}
P
=
{
Qµ(τ), φ(2)
}
P
= 0, (10a){
Qµ(τ), φ(∗)1,2
}
P
w= 0, (10b){
Πµ, φ(1)
}
P
=
{
Πµ, φ(1)
}
P
= 0, (10c){
Πµ, φ(∗)1,2
}
P
w= 0. (10d)
From the conditions in (10), these new variables can
be written as
Qµ(τ) = Qµ + Π
µτ
m
, (11a)
Πµ = piµ
(
1 + φ
(2)
m2
)
, (11b)
where
Qµ = −J
µλΠλ
m2
. (12)
Since these variables differ from the original ones only
by a linear combination of first class terms, the physical
interpretation adopted at the end of the last section for
qµ(τ) and piµ can be extended to the new variables in (11).
It should also be noted that over ΓT the new variables
in (11) respect the same algebraic properties than the
variables qµ(τ) and piµ.
III. PROPER-TIME QUANTIZATION
The quantization process will be carried out accord-
ing to Dirac’s approach [38] and employing the so-called
group averaging technique [40–43]. Since this approach
does not restrict phase-space variables by means of gauge
constraints, the proper-time perspective will be retrieved
through the quantization of the proper-time physical vari-
ables presented in (11).
The unconstrained variables xµ, piµ, e and pie are quan-
tized through the correspondence principle and leads to
the commutation relations given by
4[pˆiµ, pˆiν ]− = 0,
[pˆie, pˆiν ]− = 0,
[eˆ, xˆµ]− = 0,
[xˆµ, xˆν ]− = 0,
[pˆie, xˆµ]− = 0,
[eˆ, pˆiµ]− = 0,
[xˆµ, pˆiν ]− = iη
µ
ν ,
[eˆ, pˆie]− = i.
In the momentum representation, these relations lead to
the auxiliary Hilbert space Haux = L2(R3+1×R, d4pi dpie),
for which the internal product is written as
(φ(τ), ψ(τ))aux ≡ (φ(τ)|ψ(τ))
≡
∫
R3+1
d4pi
∫
R
dpieφ(pi, pie; τ)ψ(pi, pie; τ).
(13)
In this representation, pˆiµ and pˆie are simply multiplicative
operators, while xˆµ and eˆ assume the usual complex
derivative form.
In order to adopt the proper-time perspective, the
variables Πµ and Qµ must be quantized. For Πµ this is
straightforward since operators pˆiµ are commutative and
the quantization procedure results in Πˆµ = pˆiµ
(
1 + φˆ
(2)
m2
)
,
where φˆ(2) = 12 (pˆiµpˆiµ+m2). As for Qµ, a symmetrisation
procedure is required. Starting from (12), this can be
carried out in an unambiguous way as
Qˆµ ≡ − Jˆ
µλ : Πˆλ
m2
,
where aˆ : bˆ ≡ 12 (aˆbˆ+ bˆaˆ).
A. Physical Hilbert space
As part of the process of constructing the so-called
physical Hilbert space (Hphys), the group averaging tech-
nique will be adopted to obtain a gauge invariant internal
product starting from the auxiliary internal product (13).
In the present case, the gauge group is unimodular and
the group averaging map for a fixed value of τ may be
defined as
η : Haux → H∗aux
|φ(τ)) 7→ m(2pi)2 (φ(τ)|
∫ ∞
−∞
dα
∫ ∞
−∞
dβeiαφˆ
(1)
eiβφˆ
(2)
.
(14)
The gauge invariance of the Haar measure in (14) allows
to define Hphys as the Hilbert space composed by states
η(φ(τ)) with a τ independent internal product given by
(φ, ψ)phys = η(φ(τ))[ψ(τ)]. Using the momentum com-
pleteness relation in Haux, this internal product can be
rewritten as
(φ, ψ)phys =
∫
R3
dµ(pi)φ†(pi)ψ(pi),
where dµ(pi) = md3pi/Epi and φ(pi) ≡ (φ+(pi) φ−(pi))T ,
with φξ(pi) = φ(pi′0 = ξEpi,pi′ = ξpi, pi′e = 0) and
Epi =
√‖pi‖2 +m2. It follows that the physical Hilbert
space can be written as Hphys = H+phys ⊕ H−phys =
L2(R3, dµ(pi))⊕ L2(R3, dµ(pi)), with each L2(R3, dµ(pi))
subspace being associated to a well defined energy sign.
B. Four-position s.a. operators over Hphys
An operator Aˆ that acts on Haux and that strongly
commutes with the system’s constraints may have its
behavior restricted to Hphys through the group averaging
map (φ, Aˆphysψ)phys = η(φ)[Aˆψ] [42]. This procedure
justifies the choice made in Section IIC to replace the
variables qµ by the equivalent variables Qµ that strongly
commute with the system’s constraints.
Applying the aforesaid prescription, acting rules for the
physical restriction of Πˆµ and Qˆµ can be obtained. They
are given by:
(φ, Πˆµphysψ)phys =
∫
R3
dµ(pi)φ†(pi)σ3
(
Epiη
µ
0 + pijη
µ
j
)
ψ(pi),
(φ, Qˆµphysψ)phys =
∫
R3
dµ(pi)φ†(pi) iσ
3
m2
{
ηµ0Epi
(
pi · ∇pi + 32
)
+ ηµj
(
m2
∂
∂pij
+ pijpi · ∇pi + 32pi
j
)}
ψ(pi).
These results allow to obtain the quantum analogs over
Hphys of the variables Qµ(τ), the corresponding opera-
tions being given by
Qˇ0phys(τ) = σ3
Epi
m
[
i
m
(
pi · ∇pi + 32
)
+ τ
]
,
Qˇjphys(τ) = σ
3
[
i
(
∂
∂pij
+ pi
j
m2
pi · ∇pi + 32
pij
m2
)
+ pi
j
m
τ
]
.
Similarly, the physical restriction of the angular momen-
tum operators can be obtained and correspond to the
following operations:
Jˇ0jphys = −iEpi
∂
∂pij
, Jˇ ijphys = i
(
pij
∂
∂pii
− pii ∂
∂pij
)
.
According to what was presented in Section II B, opera-
tors Qˆµphys(τ) can be interpreted as the coordinates of the
system’s four-position parameterized by the proper-time
5τ . Due to the commutation relations[
Jˆµνphys, Qˆ
σ
phys(τ)
]
−
= 2iησ[µQˆν]phys(τ), (15)
these operators behave like the components of a four-
vector quantity with respect to Lorentz transformations,
ensuring that they are related to a covariant notion of
localization. Besides (15), it is worth noting that the
following commutation relationships are also valid:[
Qˆµphys(τ), Qˆ
ν
phys(τ)
]
−
= i
Jˆµνphys
m2
,[
Jˆµνphys, Jˆ
σρ
phys
]
−
= 4iη[µ[ρJˆσ]ν]phys,[
Qˆµphys(τ), Πˆ
ν
phys
]
−
= i
(
ηµν +
ΠˆµphysΠˆνphys
m2
)
,[
Jˆµνphys, Πˆ
σ
phys
]
−
= 2iησ[µΠˆν]phys.
These results show that the operators Qˆµphys(τ) and Jˆ
µν
phys
satisfy a deSitter-like algebra with fundamental length
given by 1/m [44, 45], the usual canonical behavior of
position and momentum variables being recovered only in
a instantaneous rest frame or in the non-relativistic limit.
The statement of the s.a. character of the opera-
tors Πˆµphys defined over their natural domain DΠµ ={
φ|φ(pi), σ3 (Epiηµ0 + pijηµj)φ(pi) ∈ Hphys} is immedi-
ate, since these operators correspond to the direct sum of
multiplicative operations. On the other hand, in the case
of operators Qˆµphys(τ), it is necessary to verify the s.a.
character by calculating the so-called deficiency indices
[46], since these will generally be non-limited operators.
The following sections will present an analysis concern-
ing the deficiency indices and s.a. extensions of Qˆ0phys(τ)
and Qˆ3phys(τ), as well as their complete set of commuting
operators (CSCO).
1. Self-adjoint extensions of Qˆ0phys(τ)
Together, the operators Qˆ0phys(τ), Jˆ12phys and ‖Jˆphys‖2
form a CSCO. For Jˆ12phys and ‖Jˆphys‖2, the s.a. character
is verifiable following the usual non-relativistic approach,
the spectrum and the corresponding eigenstates being
the same as in the non-relativistic case. On the other
hand, for Qˆ0phys(τ), the complete definition of the operator
requires a detailed analysis of its deficiency indices and
domain.
Using spherical coordinates, it can be shown that the
differential operation Qˇ0phys(τ) is Lagrange s.a. with re-
gard to the measure dµ(pi), i.e. (φ, Qˇ0phys(τ)ψ)phys =
(Qˇ0phys(τ)φ, ψ)phys, ∀φ, ψ ∈ C∞0 (R3) ⊕ C∞0 (R3). Thus,
starting with C∞0 (R3)⊕C∞0 (R3) as an initial domain for
the definition of the operator Qˆ0phys(τ), the corresponding
adjoint Qˆ0∗phys(τ) will be completely defined once found
its domain D∗
Qˆ0
phys
(τ), which is given by
D∗
Qˆ0
phys
(τ) =
{
φ∗(rpi) | rpiErpiφ∗(rpi) is a.c. in R≥0; φ∗(rpi), Qˇ0phys(τ)φ∗(rpi) ∈ L2(R≥0, dµ(rpi))⊕ L2(R≥0, dµ(rpi))
}
,
where dµ(rpi) = mr
2
pi
Erpi
drpi and a.c. stands for "absolute
continuous".
Solving the differential equation Qˇ0phys(τ)Rtτ (rpi) =
tRtτ (rpi) for t = ±i/m, it is found that the solutions
R+i/mτ (rpi)
·=
√
2eimτ ln( rpim )
r
1/2
pi (Erpi +m)
(
1
0
)
,
R−i/mτ (rpi)
·=
√
2eimτ ln( rpim )
r
1/2
pi (Erpi +m)
(
0
1
)
,
belong to D∗
Qˆ0
phys
(τ), the first one being associated to the
+i/m eigenvalue while the second one to −i/m. This
result implies that the operator Qˆ0phys(τ) has deficiency
indices η = (1, 1) and, therefore, possesses an infinite
number of s.a. extensions with a single parameter.
It is important to note that, although Qˆ0phys(τ) has
s.a. extensions, its projections over the subspaces with
well-defined energy signs do not have such extensions,
since this projections have deficiency indexes given by
η = (1, 0) (positive energy projection) and η = (0, 1)
(negative energy projection), i.e. these projections are
essentially maximally symmetrical operators. As will be
seen further on, this implies that a eigenfunction of an
s.a. extension of Qˆ0phys(τ) cannot have a well defined
energy sign, that is, it will necessarily be formed by a
superposition of states with positive and negative energy.
To define the s.a. extensions of the symmetric oper-
ator Qˆ0phys(τ) it is first necessary to write its closure
Qˆ0phys(τ) = (Qˆ0∗phys(τ))∗ ⊆
(
Qˆ0phys(τ)
)∗
= Qˆ0∗phys(τ). Us-
ing the sesquilinear form
w∗(φ∗, ψ∗) = (φ∗, Qˆ0∗physψ∗)phys − (Qˆ0∗physφ∗, ψ∗)phys,
the closed operator Qˆ0phys(τ) is given by the acting rule
Qˆ0phys(τ)φ = Qˆ0∗phys(τ)φ defined over the domain
DQˆ0
phys
(τ) =
{
φ
∣∣∣φ ∈ D∗
Qˆ0
phys
(τ); w∗(φ,R
±i/m
τ (rpi)) = 0
}
,
the requirement w∗(φ,R±i/mτ (rpi)) = 0 being equivalent
6to the boundary condition
lim
rpi→∞
|φξ(rpi)| < lim
rpi→∞
O(r−3/2pi ) = 0.
Once defined the closure operator Qˆ0phys(τ), the Main
Theorem from the theory of s.a. extensions of unbounded
operators [46] can be used to define the one-parameter
family of s.a. extensions Qˆ0ϕ phys(τ), where ϕ ∈ (−pi,pi]
denotes the parameter of the s.a. extension. According to
this theorem, the domain of a s.a. extension Qˆ0ϕ phys(τ)
of Qˆ0phys(τ) is given by
DQˆ0
ϕ phys
(τ) =
{
φϕ ∈ D∗Qˆ0
phys
(τ)
∣∣∣ w∗(R+i/mτ (rpi) + eiϕR−i/mτ (rpi), φϕ) = 0},
with Qˆ0ϕ phys(τ)φϕ = Qˆ0∗phys(τ)φϕ as acting rule. Expand-
ing w∗(R+i/mτ (rpi) + eiϕR−i/mτ (rpi), φϕ) = 0, this require-
ment can be shown to be equivalent to the boundary
condition
lim
rpi→∞
[
φϕ;+(rpi)− e−iϕφϕ;−(rpi)
]
= 0,
with a decay at infinity that must be bounded according
to |φϕ;+(rpi)− e−iϕφϕ;−(rpi)| < O(r−3/2pi ).
The spectrum of the s.a. extension Qˆ0ϕ phys(τ) does
not have a discrete component since there exist no
Rt(rpi; τ) ∈ L2(R≥0, dµ(rpi))⊕ L2(R≥0, dµ(rpi)) such that
Qˇ0phys(τ)Rt(rpi; τ) = tRt(rpi; τ) for t ∈ R. However, since
( Qˆ0ϕ phys(τ)− tIˆ)−1 exists and is unbounded for all t ∈ R,
this s.a. extension has a continuous spectrum with eigen-
functions given by
Rtϕ(rpi, τ) =
√
m
2pir
−3/2
pi
(rpi
m
)imτ 
(
rpi
Erpi+m
)−imt
eiϕ
(
rpi
Erpi+m
)imt

for t ∈ R. The basis formed by these normalized eigen-
functions satisfy the delta orthogonality relation∫ ∞
0
dµ(rpi)Rt
′
(rpi; τ)†Rt(rpi; τ) = δ(t− t′),
and, as states earlier, do not possess states with a well-
defined energy sign. If an orthogonal basis of well-defined
energy sign eigenfunctions of Qˆ0ϕ phys(τ) existed, then
it will be possible to write Qˆ0ϕ phys(τ) as a direct sum
Qˆ0+ϕ phys(τ)⊕ Qˆ0−ϕ phys(τ), where Qˆ0±ϕ phys(τ) would be
s.a. extensions for the projections of Qˆ0phys(τ) over sub-
spaces with well-defined energy sign, a result that would
be inconsistent with the deficiency indices found earlier.
The impossibility to write Qˆ0ϕ phys(τ) as a direct sum of
s.a. operators implies the nonexistence of single-particle
s.a. extension for Qˆ0phys(τ), an important result that will
be investigated in more details in Section IV.
It is important to note that, although the eigenfunc-
tions of Qˆ0ϕ phys(τ) cannot have a well-defined energy sign,
states with a well-defined energy sign may belong to the
domain of a s.a. extension Qˆ0ϕ phys(τ) if their non-zero
component drop to zero fast enough for rpi →∞. This is
consistent with the fact that the domain of the closure is
contained in the domain of the s.a. extensions.
Thus, the complete set of generalized eigenfunctions
associated to the CSCO formed by Qˆ0ϕ phys(τ), Jˆ12phys and
‖Jˆphys‖2 is given by ψt,l,mzϕ (pi; τ) = Y l,mz(Ωpi)Rtϕ(r; τ),
where Y l,mz(Ωpi) are the spherical harmonics with l =
0, 1, 2, . . . and −l ≤ mz ≤ l. These states form a orthog-
onal basis with orthogonality and completeness relations
respectively given by
(ψt
′,l′,m′z (τ), ψt,l,mz (τ))phys = δl′lδm′zmzδ(t
′ − t),
∞∑
l=0
l∑
mz=−l
∫ ∞
−∞
dtψt,l,mz (pi; τ)ψt,l,mz (pi′; τ)† = Epi
m
δ(pi − pi′)σ0.
2. Self-adjoint extensions of Qˆ3phys(τ)
A CSCO for Qˆ3phys(τ) can be obtained using the oper-
ators Jˆ12phys and Oˆphys ≡ (Jˆ12phys)2 − (Jˆ01phys)2 − (Jˆ02phys)2.
To obtain the full description of these operators and in-
vestigate their s.a. character, it is useful to adopt the
hyperbolic coordinates ωpi ∈ [0,∞), νpi ∈ (−pi/2,pi/2) and
ϕpi ∈ [0, 2pi), related to the original Cartesian coordinates
through
pi1 = m sinh(ωpi) sec(νpi) cos(ϕpi),
pi2 = m sinh(ωpi) sec(νpi) sin(ϕpi),
pi3 = m tan(νpi).
7Using the hyperbolic coordinates, the acting rule of
Qˆ3phys(τ) may be written as
Qˇ3phys(τ) =
[
i
m
(
∂
∂νpi
+ 32 tan(νpi)
)
+ tan(νpi)τ
]
σ3,
an operation that is Lagrange s.a. with regard to the
measure dµ(νpi) = sec3(νpi)dνpi. Thus, starting with
C∞0 (−pi/2,pi/2)⊕C∞0 (−pi/2,pi/2) as an initial domain for
the definition of the operator Qˆ3phys(τ), the corresponding
adjoint Qˆ3∗phys(τ) will be completely defined once found
its domain D∗
Qˆ3
phys
(τ), which is given by
D∗
Qˆ3
phys
(τ) =
{
φ∗(νpi) |φ∗(νpi) is a.c. in [−pi/2, pi/2];
φ∗(νpi), Qˇ3phys(τ)φ∗(νpi) ∈ L2((−pi/2, pi/2), dµ(νpi))⊕ L2((−pi/2, pi/2), dµ(νpi))
}
.
Solving the differential equation Qˇ3phys(τ)Vzτ (νpi) =
zVzτ (νpi) for z = ±i/m, it is found that all the solutions
V±i/m(+);τ (νpi) =
1√
sinh(pi)
(sec νpi)imτ
(sec νpi)3/2
e±νpi
(
1
0
)
V±i/m(−);τ (νpi) =
1√
sinh(pi)
(sec νpi)imτ
(sec νpi)3/2
e∓νpi
(
0
1
)
belong to D∗
Qˆ3
phys
(τ). Thus, the operator Qˆ
3
phys(τ) has
deficiency indices η = (2, 2) and possesses an infinite num-
ber of s.a. extensions parameterized by four parameters
ϕ = {ϕn; n = 1, 2, 3, 4; ϕn ∈ (−pi,pi]}. It is interesting
to note that, in contrast to the earlier result for Qˆ0phys(τ),
the projections of Qˆ3phys(τ) over the subspaces with well-
defined energy sign also have s.a. extensions, since their
deficiency indices are given by η± = (1, 1).
The closure Qˆ3phys(τ) of Qˆ3phys(τ) is given by the acting
rule Qˆ3phys(τ)φ = Qˆ3∗phys(τ)φ defined for the domain
DQˆ3
phys
(τ) =
{
φ |φ ∈ D∗
Qˆ3
phys
(τ); w∗
(
φ,V±i/m(ξ);τ
)
= 0
}
,
the requirement w∗
(
φ,V±i/m(ξ);τ
)
= 0 being equivalent to
the boundary condition
lim
νpi→±pi2
φξ(νpi) = 0 (16)
with a decay bounded by O((sec νpi)−3/2) for νpi → ±pi/2.
Once defined Qˆ3phys(τ), the Main Theorem can be used
to define the parameterized s.a. extensions of Qˆ3phys(τ) as
Qˆ3ϕ phys(τ) :

D Qˆ3
ϕ phys
(τ) =
{
φϕ ∈ D∗Qˆ3
phys
(τ)
∣∣∣w∗ (φi/m + Uˆ(ϕ)φi/m, φϕ) = 0, ∀φi/m ∈ N−i/m}
Qˆ3ϕ phys(τ)φϕ = Qˆ3phys(τ)φ+
i
m
φi/m − i
m
Uˆ(ϕ)φi/m = Qˆ3∗phys(τ)φϕ
,
where N∓i/m denotes the space spanned by V±i/m(ξ);τ (νpi),
with ξ = ±, and the isometric map Uˆ(ϕ) is given by
Uˆ(ϕ) : N−i/m → N+i/m
Vi/m(ξ);τ (νpi) 7→ Uˆ(ϕ)Vi/m(ξ);τ (νpi) =
∑
ξ′
Uξ′ξ(ϕ)V−i/m(ξ′);τ (νpi)
with factors Uξ′ξ(ϕ) forming an arbitrary U(2) matrix:
U(ϕ) =˙ eiϕ1
(
eiϕ2 cos(ϕ4) eiϕ3 sin(ϕ4)
−e−iϕ3 sin(ϕ4) e−iϕ2 cos(ϕ4)
)
. (17)
The form of the matrix in (17) shows that the s.a. ex-
tensions Qˆ3ϕ phys(τ) usually do not define single-particle
observables, since Uˆ(ϕ) generally mixes components with
distinct energy signs. However, single-particle s.a. exten-
sions can be constructed through the direct sum of the s.a.
extensions associated with the projections Qˆ3,±phys(τ) over
subspaces with well-defined energy sing. These extensions
correspond to the operators Qˆ3ϕ phys(τ) with ϕ2 = ϕ4 = 0
and their properties will be analyzed hereafter.
The well-defined energy sign s.a. extensions Qˆ3,ξϕ phys(τ),
with ξ = ±, are given by the acting rule Qˆ3,ξϕ phys(τ)φϕ =
Qˆ3∗,ξphys(τ)φϕ with domain D Qˆ3,ξ
ϕ phys
(τ) given by the set{
φϕ ∈ D∗Qˆ3,ξ
phys
(τ) |w∗
(
Vi/m(ξ);τ + eiϕV−i/m(ξ);τ , φϕ
)
= 0
}
,
the restriction imposed by this domain being equivalent
to the boundary condition
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νpi→pi2
[(
eξpi/2 + e−iϕe−ξpi/2
)
φϕ(νpi)−
(
e−ξpi/2 + e−iϕeξpi/2
)
φϕ(−νpi)
]
< lim
νpi→pi2
O
(
(sec νpi)−3/2
)
= 0. (18)
Thus, the domainD Qˆ3
ϕ phys
(τ) of a single-particle s.a. exten-
sion Qˆ3ϕ phys(τ) will be given by D Qˆ3,+
ϕ phys
(τ) ⊕D Qˆ3,−
ϕ phys
(τ),
its spectrum being fully defined through the spectra of
the well-defined energy sign s.a. operators Qˆ3,±ϕ phys(τ).
Before proceeding with the formal spectrum investiga-
tion of the operators Qˆ3ϕ phys(τ), it is worth noting that
the internal product of the solutions
Vz(ξ);τ (νpi) =
N zξ
(sec νpi)3/2
eimτ ln(sec νpi)e−imξzνpi
(
δξ+
δξ−
)
of Qˇ3phys(τ)Vz(ξ);τ (νpi) = zVz(ξ);τ (νpi) is given by
∫ pi/2
−pi/2
dµ(νpi)Vz′(ξ′);τ (νpi)†Vz(ξ);τ (νpi)
=
2δξ′ξN z′ξ N zξ sin
(
m(z′ − z)pi2
)
m(z′ − z) .
(19)
From (19) it is evident that, for a fixed energy sign, the
orthogonality of the solutions Vz(ξ);τ (νpi) will happen only
if (z′−z) = 2n/m, with n ∈ Z∗. This result shows that the
spectrum of the s.a. extensions Qˆ3ϕ phys(τ) will necessarily
be discrete, with normalization constants N zξ = pi−1/2.
To formally obtain the spectra of operators Qˆ3ϕ phys(τ)
it is necessary to verify if the solutions Vz(ξ);τ (νpi) belong
to the domain D Qˆ3
ϕ phys
(τ). Since Vz(ξ);τ (νpi) ∈ D∗Qˆ3
phys
(τ),
it remains to verify the consequences of the boundary
condition (18). Applying (18) to Vz(ξ);τ (νpi) it results that
Vz(ξ);τ (νpi) ∈ D Qˆ3
ϕ phys
(τ) only for eigenvalues zn given by
znϕ =
2
mpi
{
arctan
[
(1− cosϕ)
sinϕ tanh
(pi
2
)]
+ npi
}
,
with n ∈ Z and −pi/2 ≤ arctan(α) ≤ pi/2, a result that
is in agreement with the earlier prevision based on the
internal product (19) and the orthogonality of the eigen-
functions of s.a. operators. Thus, the eigenfunctions of
the s.a. extension Qˆ3ϕ phys(τ) are given by
Vz
n
ϕ
(ξ);τ (νpi) =
eimτ ln(sec νpi)e−imξz
n
ϕνpi
pi1/2(sec νpi)3/2
(
δξ+
δξ−
)
,
while their orthogonality and completeness relations may
be written, respectively, as∫ ∞
−∞
dµ(νpi)Vz
n′
ϕ
(ξ′);τ (νpi)
†Vz
n
ϕ
(ξ);τ (νpi) = δξ′ξδn′n,∑
ξ
∑
n∈Z
Vz
n
ϕ
(ξ);τ (ν
′
pi)V
znϕ
(ξ);τ (νpi)
† = δ(ν
′
pi − νpi)
sec3 νpi
σ0.
The discrete spectrum of the s.a. extensions Qˆ3ϕ phys(τ)
may seem unsatisfactory at first, since a continuous spec-
trum is expected for observables associated with the sys-
tem’s position. However, as can be seen in Figure 1,
continuity can be recovered when the set of all s.a. exten-
sions Qˆ3ϕ phys(τ), with ϕ ∈ (−pi,pi], is taken into account,
since znpi = limϕ→−pi zn+1ϕ . Such a property will be useful
later in the construction of POVM measurements related
to the system’s localization.
-3
-2
-1
0
1
2
3
-3 -2 -1 0 1 2 3
n=0
n=1
n=-1
Figure 1. Values assumed by mznϕ (n = 0,±1) as a function
of the parameter ϕ that defines the s.a. extensions. For a
fixed value of ϕ the eigenvalues znϕ are discrete and separated
by increments of 2/m. However, considering the set of all s.a.
extensions Qˆ3ϕ phys(τ), the spatial continuity is recovered by
varying ϕ in the (−pi,pi] interval.
To finish the description of the s.a. extensions of
Qˆ3phys(τ) it is necessary to verify the properties of the
others operators in its CSCO, a task that is presented in
Appendix A. According to the results presented there, the
generalized eigenfunctions of the s.a. CSCO of Qˆ3ϕ phys(τ)
are given by
ψ
znϕ,λ,mz
(ξ);τ (pi) = V
znϕ
(ξ);τ (νpi)Φ
mz (ϕpi)Wλmz (ωpi)
=
√
sinh(piΛ(λ))
2
|Γ( 12 + |mz|+ iΛ(λ))|
(mpi)3/2
eimτ ln(sec νpi)e−imξz
n
ϕνpieimzϕpi
(sec νpi)3/2
P
−|mz|
− 12+iΛ(λ)
(coshωpi)
(
δξ+
δξ−
)
,
(20)
9where Γ(·) is the Gamma function, P−|mz|− 12+iΛ(λ)(coshωpi)
are associated conical functions, Λ(λ) =
√
− 14 − λ, mz ∈
Z are the eigenvalues of the s.a. operator Jˆ12phys and
λ ∈ (−∞,− 14 ] are the values of the continuous spectrum
of the s.a. extension of Oˆphys. Thus, the orthogonality
and completeness relations of this CSCO are respectively
given by
∫
R3
dµ(pi)ψz
n′
ϕ ,λ
′,m′z†
(ξ′);τ (pi)ψ
znϕ,λ,mz
(ξ);τ (pi) = δξ′ξδm′zmzδn′nδ(λ
′ − λ), (21a)
∑
ξ=±1
∞∑
n=−∞
∞∑
mz=−∞
∫ −1/4
−∞
dλψ
znϕ,λ,mz
(ξ);τ (pi
′)ψz
n
ϕ,λ,mz†
(ξ);τ (pi) =
Epi
m
δ(pi′ − pi)σ0. (21b)
The physical interpretation of the s.a. extension of the
operator Oˆphys and its properties will be left to the future,
since it is not the main interest of the present work.
C. Hegerfeldt’s paradox for the single-particle s.a.
extensions of Qˆ3phys(τ)
The fact that Qˆ3phys(τ) has s.a. single-particle exten-
sions suggests, at first, that the operators Qˆjϕ phys(τ)
should be interpreted as the observables associated with
the system’s position parameterized by the proper-time.
However, there are some considerations that indicate that
this interpretation should be refuted, starting with the
fact that the discrete spectrum of these operators does not
allow a continuous description of the system’s position by
means of a single s.a. extension with fixed ϕ parameter.
A second problem in the description of the position
in terms of the s.a. extensions Qˆjϕ phys(τ) is related to
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Figure 2. Graphical representation of Pn(τ) for mτ = 0, 1, 2
and 3. For mτ = 0, the probability is entirely concentrated in
n = 0, which characterizes (22) as a strictly localized state on
the z-axis. Causality violation can be observed for other values
of mτ , since non-null probabilities are found for all n > mτ/2.
Hegerfeldt’s paradox. Since the operator Qˆ3ϕ phys(τ) is
s.a., its eigenstates describe strictly localized states on
the z-axis and, therefore, must be subject to the causality
violation predicted by Hegerfeldt. To verify that, one
start with the Qˆ30 phys(0) positive energy eigenstate
|ψ〉 =
∫ −1/4
−∞
dλα(λ) |ψz00 ,λ,mz0;+ 〉 . (22)
This state has eigenvalue z00 = 0 and, therefore, is strictly
localized at the z-axis origin for τ = 0. The probability of
finding the state (22) in an eigenvalue zn0 = 2n/m (n ∈ Z)
from Qˆ3,+0 phys(τ) for τ 6= 0 is given by
Pn(τ) =
∑
m′z∈Z
∫ −1/4
−∞
dλ′| 〈ψzn0 ,λ′,m′zτ ;+ |ψ〉 |2
= mpiτsinh(mpiτ)
∣∣∣sinc(pi2 (2n− imτ)) ∣∣∣2.
The quantity mτ describes the number of Compton
wavelengths of the system in a proper-time interval τ .
Thus, in order to avoid causality violation for the state
0
0.2
0.4
0.6
0.8
1
0 2 4 6 8 10
n = 0
n = 1
n = 2
Figure 3. Detection probability Pn(τ) as a function of τ for
n = 0, 1 and 2. Non-null values of Pn(τ) for n 6= 0 emerge
instantly for τ > 0. This implies that immediately after the
proper-time instant τ = 0, where the state is strictly localized,
the system has a non-null probability of being detected in zn0
for any n ∈ Z.
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(22), it is necessary that Pn(τ) be null for all n > mτ/2.
However, as can be seen in Figure 2, the probability Pn(τ)
does not respect this condition. Consequently, causality is
violated for a description of the system’s position in terms
of the single-particle s.a. extensions of Qˆ3phys(τ). Also, as
predicted by Hegerfeldt’s paradox, Figure 3 shows that
this violation occurs instantly for any τ > 0.
IV. TIME AND POSITION POVM
In what follows, it will be shown that a single-particle
description of the operation Qˇ0phys is possible only through
a POVM approach. Such a result will also allow to explain
why the s.a. extensions of Qˆ3phys cannot be used directly
as localization definitions, the s.a. description needing to
be replaced by a description in terms of POVMs.
As stated earlier, the s.a. extensions of Qˆ0phys do not
define single-particle observables, since they cannot be
written as a direct sum of s.a. operators defined to act over
the subspaces H±phys. Two important consequences of this
result are that the perfect temporal localization of a state
is only possible outside the single-particle framework and
that states with a well defined energy sign will necessarily
have a temporal incertitude when described by a classical
observer.
The above statements raise the following question: how
to describe a measurement associated to the operation
Qˇ0phys in a single-particle framework? To answer it, we
observe the fact that the projections of Qˆ0phys(τ) over
the subspaces H±phys have one of the deficiency indices
equals to zero. This implies that the projected opera-
tors Qˆ0,±phys(τ) are essentially maximally symmetrical [46],
i.e. the closure of these projections leads to maximally
symmetrical operators Qˆ0;±phys(τ) that can be associated
with POVMs [47]. Thus, although a single-particle in-
terpretation cannot be associated to the s.a. extensions.
Qˆ0ϕ phys(τ), the same is not true for the maximally sym-
metrical operators Qˆ0;±phys(τ). Therefore, the implemen-
tation of the time operator in the proper-time single-
particle formalism is given by a POVM and not by an
s.a. operator. In addition, since the boundary conditions
associated with the domain of Qˆ0phys(τ) do not mix com-
ponents associated with distinct energy signs, one has
that Qˆ0phys(τ) = Qˆ
0;+
phys(τ) ⊕ Qˆ0;−phys(τ) and the domain
properties of the operators Qˆ0;±phys(τ) coincide with those
obtained in Section III B 1 for Qˆ0phys(τ).
Using Naimark’s theorem [48], the elements of the
POVM associated to Qˆ0;±phys(τ) can be obtained project-
ing the eigenfunctions projectors of any s.a. extension
Qˆ0ϕ phys(τ) over H±phys. Thus, the set of positive operators
{Eˆτ ;±(t)} associated with the POVM defined by Qˆ0;±phys(τ)
is given by
Eˆτ ;±(t) =
∞∑
l=0
l∑
mz=−l
|ψt,l,mzτ ;± 〉 〈ψt,l,mzτ ;± | ,
with
ψt,l,mzτ ;± (pi) = 〈pi;±|ψt,l,mzτ ;± 〉
=
√
m
2pi
Y l,mz (Ωpi)
r
3/2
pi
(rpi
m
)imτ( rpi
Erpi +m
)∓imt
.
Thus, the probability of finding the system in a time
interval [t1, t2] for a state described by a density matrix
ρ is given by
P[t1,t2] =
∫ t2
t1
dtTr(ρEˆτ ;±(t)),
while the completeness relation in H±phys associated with
the elements Eˆ±(t) is written as
∫∞
−∞ dtEˆτ ;±(t) = Iˆ
±
phys,
where Iˆ±phys is the identity in H±phys. Furthermore, it is
important to note that the elements Eˆτ ;±(t) for different
values of t are not orthogonal, since
〈ψt,l,mzτ ;± |ψt
′,l′,m′z
τ ;± 〉 = δll′δmzm′z
[
1
2δ(t− t
′)± 12piP.V.
(
i
t− t′
)]
,
where P.V. indicates the principal value. Thus, the strict
temporal localization is not possible in the proper-time
single-particle formalism and physically acceptable states
will necessarily present a temporal uncertainty.
To verify how the imposition of the single-particle
character over the Qˇ0phys(τ) operation influences the sys-
tem’s spacial localization, the covariance of the quantities
Qˆµphys(τ), which follows from the commutation relations
(15), will be taken as a starting point. Denoting by Uˆ(Λ)
the unitary representations of the generators Jˆµνphys of the
Lorentz group [9, 49], the relations in (15) imply that,
under the action of a arbitrary Lorentz transformation Λ,
Qˆµ
′
phys(τ) ≡ Uˆ†(Λ)Qˆµphys(τ)Uˆ(Λ) = ΛµνQˆνphys(τ). (23)
Assuming that Λ is a pure boost in the z-axis and µ = 3,
equation (23) results in
Qˆ3
′
phys(τ) = Λ30Qˆ0phys(τ) + Λ33Qˆ3phys(τ). (24)
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Relationship (24) implies that, in order to respect the
covariance for finite Lorentz transformations, one must
have DQˆ3
phys
(τ) = DQˆ0
phys
(τ) ∩ DQˆ3
phys
(τ), since the do-
main of Qˆ3phys(τ) cannot change from one reference frame
to another. However, assuming that in subspace Hξphys
the time operator is given by Qˆ0,ξphys(τ), there are states
in D Qˆ3,ξ
ϕ phys
(τ) that will not belong to DQˆ0,ξ
phys
(τ), since
the boundary condition (18) imposed by D Qˆ3,ξ
ϕ phys
(τ) ad-
mits states that don’t cancel out faster than r−3/2pi for
νpi → ±pi/2, as is the case for the eigenstates (20). Thus,
the single-particle character together with finite Lorentz
covariance rules out the possibility to use the s.a. exten-
sions of Qˆjphys(τ) as position operators.
To solve the covariance problem and obtain a spacial
localization definition consistent with the finite covariance
condition, one can adopt Qˆj,±phys(τ) as definitions of the
single-particle position operator in each subspace of well-
defined energy sign, since the boundary conditions of
these operators are in agreement with those imposed by
Qˆ0,±phys(τ). However, since Qˆ
j,±
phys(τ) is symmetrical but not
s.a., such a choice will imply in a concept of localization
that cannot be associated with projective measures.
In order to define a POVM associated with the operator
Qˆ3,ξphys(τ) one observe that DQˆ3,ξ
phys
(τ) ⊂ D Qˆ3,ξ
ϕ phys
(τ), i.e.
the eigenstates Vz
n
ϕ
τ ;ξ(τ) of Qˆ
3,ξ
ϕ phys(τ) also serves as a basis
for DQˆ3,ξ
phys
(τ). However, unlike for D Qˆ3,ξ
ϕ phys
(τ), that base
is improper for DQˆ3,ξ
phys
(τ), since the states V
znϕ
τ ;ξ(τ) do
not meet the boundary conditions (16) and, therefore,
Vz
n
ϕ
τ ;ξ(τ) 6∈ DQˆ3,ξ
phys
(τ). Using the improper basis of states
ψ
znϕ,λ,mz
τ ;ξ (pi) = V
znϕ
τ ;ξ(νpi)Φmz(ϕpi)Wλmz(ωpi) one has that
the operator Qˆ3,ξphys(τ) can be written as
Qˆ3,ξphys(τ) =
∑
n∈Z
∑
mz∈Z
∫ −1/4
−∞
dλznϕ |ψ
znϕ,λ,mz
τ ;ξ 〉 〈ψ
znϕ,λ,mz
τ ;ξ |
=
∑
n∈Z
∑
mz∈Z
∫ −1/4
−∞
dλ
(
z0ϕ +
2n
m
)
|ψz
n
ϕ,λ,mz
τ ;ξ 〉 〈ψ
znϕ,λ,mz
τ ;ξ | ,
where
z0ϕ =
2
mpi
arctan
[
sinϕ
1 + cosϕ tanh
(pi
2
)]
.
Since DQˆ3,ξ
phys
(τ) ⊂ D Qˆ3,ξ
ϕ phys
(τ) for all ϕ ∈ (−pi,pi], the
above decomposition can be done using the basis of eigen-
state of any of the s.a. extensions Qˆ3,ξϕ phys(τ) and, there-
fore, an integration in z0ϕ allows to rewrite Qˆ
3,ξ
phys(τ) as
Qˆ3,ξphys(τ) =
m
2
∫ 1/m
−1/m
dz0ϕ
∑
n∈Z
∑
mz∈Z
∫ −1/4
−∞
dλ
(
z0ϕ +
2n
m
)
|ψz
n
ϕ,λ,mz
τ ;ξ 〉 〈ψ
znϕ,λ,mz
τ ;ξ |
= m2
∫ ∞
−∞
dz
∑
mz∈Z
∫ −1/4
−∞
dλz |ψz,λ,mzτ ;ξ 〉 〈ψz,λ,mzτ ;ξ | ,
(25)
where ψz,λ,mzτ ;ξ (pi) = Vzτ ;ξ(νpi)Φmz (ϕpi)Wλmz (ωpi) with
Vzτ ;ξ(νpi) =
eimτ ln(sec νpi)e−imξzνpi
pi1/2(sec νpi)3/2
and z ∈ R. The decomposition in (25) allows a continu-
ous description to be retrieved for the system position,
although it is non-orthogonal, since
〈ψz′,λ′,m′zτ ;ξ |ψz,λ,mzτ ;ξ 〉 = δm′zmzδ(λ′−λ)sinc
(
mpi(z′ − z)
2
)
.
(26)
It is interesting to note that this non-orthogonality de-
cays with [m(z′ − z)]−1 and, therefore, decreases with
the inverse of the number of Compton wavelengths that
separate z′ from z, being relevant only for values of z′
very close to z.
The above results, along with the fact that the identity
Iˆξphys in Hξphys can be written as
Iˆξphys =
m
2
∫ ∞
−∞
dz
∑
mz∈Z
∫ −1/4
−∞
dλ |ψz,λ,mzτ ;ξ 〉 〈ψz,λ,mzτ ;ξ | ,
allows to introduce a POVM associated with the operator
Qˆ3,ξphys(τ). The positive operators {Eˆτ ;ξ(z)} associated
with that POVM are given by
Eˆτ ;ξ(z) =
m
2
∑
mz∈Z
∫ −1/4
−∞
dλ |ψz,λ,mzτ ;ξ 〉 〈ψz,λ,mzτ ;ξ | . (27)
These operators satisfy
∫
R dzEˆτ ;ξ(z) = Iˆ
ξ
phys and the
probability P[z1,z2](τ) of finding a state of density matrix
ρ in a spatial range [z1, z2] for a proper-time τ is given by
P[z1,z2](τ) =
∫ z2
z1
dzTr
(
ρEˆτ ;±(z)
)
.
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To conclude this description of the system’s localization
in terms of Qˆ3,ξphys(τ) it is necessary to verify that the
POVM definition given in (27) is not subjected to the
causality problems stated by Hegerfeldt in [32, 33, 36].
Since these results assert the causality violation for strictly
localized states as well as exponentially bounded states,
it will be shown here that the domain DQˆ3,±
phys
(τ) does not
allow such states to be defined.
We will begin with the proof of the nonexistence of
strictly localized states. Suppose that the state
|ψ〉 =
∫ −1/4
−∞
dλα(λ)
∫
R
dzΩ(z) |ψz,λ,00;+ 〉
is strictly localized at τ = 0. Due to the non-orthogonality
given in (26), the strictly localization condition consist in
supposing that the density probability
P0(z′) = Tr(Eˆ0,+(z′) |ψ〉 〈ψ|)
= m2
∣∣∣ ∫
R
dzΩ(z)sinc
(mpi
2 (z
′ − z)
) ∣∣∣2,
or, in an equivalent way, the probability amplitude
p0(z′) =
√
m
2
∫
R
dzΩ(z)sinc
(mpi
2 (z
′ − z)
)
,
has a compact support in an interval ∆z ⊂ R.
The compact support of p0(z′) implies that its Fourier
Fp0(k) =
1√
2pi
∫
R
dz′p0(z′)e−ipimkz
′
(28)
must be analytic in R. Making the change of variables
given by u = mpiz, the Fourier (28) may be rewritten as
Fp0(k) =
√
2pi
(mpi)3/2 rect(k)FΩ(k), (29)
where
rect(k) =

0, |k| > 12
1
2 , |k| =
1
2
1, |k| < 12
is a rectangular function and
FΩ(k) = 1√2pi
∫
R
duΩ(u)e−iku.
To verify the conditions imposed by the domain
DQ3;+
phys
(0) , the state |ψ〉 must be written in momentum
basis. In this basis
ψ+(pi) =
A0
mpi3/2
FΩ(k)
(sec νpi)3/2
,
where
A0 =
∫ −1/4
−∞
dλα(λ)Wλ0 (ωpi)
and k = νpi/pi. From the conditions in the domain
DQ3;+
phys
(0) it results that FΩ(k) must be zero for k = ±1/2
and must belong to L2((−1/2, 1/2), dk), besides being dif-
ferentiable.
The above properties obtained for FΩ(k) imply that
the Fourier Fp0(k) given in (29) must be differentiable
and have compact support in [−1/2, 1/2] ⊂ R, since
Fp0(k) ∝ rect(k)FΩ(k). Therefore, the function Fp0(k)
cannot be analytic in R and p0(z′) cannot have compact
support, which demonstrates the nonexistence of strictly
localized states with respect to the localization definition
associated to Qˆ3,ξphys(τ).
The demonstration of the nonexistence of states that
are compatible with Qˆ3,ξphys(τ) and have a probability am-
plitude p0(z′) with tails bounded by an exponential decay
e−A|z| follows the same reasoning presented above. In
this case, the exponential behavior of the tails of p0(z′)
would imply the analyticity of the Fourier Fp0(k) for
|Im(k)| < A. However, the domain DQ3;+
phys
(0) implies that
over R the function Fp0(k) must have compact support
in [−1/2, 1/2] and therefore the condition of analyticity
in |Im(k)| < A cannot be satisfied, which concludes the
demonstration of the nonexistence of states with bounded
exponential decay.
V. DISCUSSION
The problem of localization in RQM was approached
through a single-particle formalism parameterized by the
system’s proper-time. This parameterization has a funda-
mental character since it does not depend on the proper-
ties of an external observer and, therefore, corresponds
to an intrinsic approach to the problem of localization
in RQM. Physically, adopting the proper-time gauge as
fundamental amounts to state that the system’s time
would be observed as classical only if it were possible to
define an observer from a comoving quantum frame as
those proposed in [50].
Although the quantum operations Qˇµphys(τ) may be
associated with s.a. operators Qˆµϕ phys(τ), it has been
shown that these s.a. extensions cannot be associated
with a single-particle description of the system, a result
that follows from the nonexistence of single-particle s.a.
extension of Qˆ0phys(τ) and from the four-vector character
of the operations Qˇµphys(τ), that ensures the covariance of
the definition. The immediate consequence of this result
for systems with a well-defined energy sign is the necessity
of introducing a quantum description for the variables
Q0phys(τ) based on POVMs connected to the maximally
symmetrical operators Q0;±phys(τ), which implies the im-
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possibility of constructing temporally localized states in
H±phys, i.e. physically acceptable single-particle states
have an intrinsic temporal uncertainty.
For the spatial variables Qj(τ), it was shown that cer-
tain parameterizations of the s.a. extensions Qˆjϕ phys(τ)
may correspond to a single-particle description of the
system’s position. However, the four-vector character
of the variables Qµ(τ) imposes restrictions on the quan-
tum description that cannot be satisfied by the operators
Qˆjϕ phys(τ) if Q
0;ξ
phys(τ) is adopted as the temporal compo-
nent of the operator associated with the system’s four-
position. Consequently, as happened with Q0phys(τ), the
variablesQjphys(τ) also need to be described by POVMs as-
sociated to the closed operator Qj;ξphys(τ). This description
is not subject to the predictions concerning Hegerfeldt’s
paradox, since the domain of Qj;ξphys(τ) implies the impos-
sibility of strict localization as well as states with bounded
exponential tails. It is important to emphasize the cru-
cial role played by the domain analysis in the presented
results. This demonstrates the relevance of going beyond
the algebraic properties of operators in RQM, since the
particular characteristics of unbounded operators may
become of paramount importance.
It is worth noting that the impossibility of defining
strictly localized states in a single-particle approach is
in agreement with the idea that such localization would
involve energies that would lead to a regime in which
the phenomena of creation and annihilation of particles
could no longer be disregarded. As obtained in (26), the
distance between two orthogonal position in the z-axis
is at least of two Compton wavelength, a range that is
in agreement with what is expected from a regime with
fixed number of particles as RQM.
Finally, it is necessary to emphasize the need to under-
stand how the present proposal connects itself to measure-
ments parameterized by classical observer parameters, as
well as the consequences of temporal uncertainty for these
measurements. This connection is important to discuss
causality in contexts where measurements are parameter-
ized by quantities as the observer time and will be the
subject of a future work. However, it should be noted
that, due to the intrinsic temporal uncertainty of quan-
tum states, any measurement parameterized by a classical
observer will correspond to a coarse-grained description
of the system.
For the sake of completeness, it should be stressed
that in [51] the Dirac Hamiltonian formalism was applied
in a different way to a free spinless massive particle to
introduce a new perspective concerning Hegerfeldt’s para-
dox. However, a mathematical inaccuracy pointed by the
present authors in [52] is responsible for invalidating those
results.
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Appendix A: Properties of the Qˆ3phys(τ) CSCO
The full CSCO related to Qˆ3phys(τ) is formed by the op-
erators Jˆ12phys and Oˆphys ≡ (Jˆ12phys)2 − (Jˆ01phys)2 − (Jˆ02phys)2.
While the s.a. character of Jˆ12phys defined over its natural
domain with a periodicity restriction in ϕpi ∈ [0, 2pi) is
easily verifiable and follows the usual non-relativistic ap-
proach, operator Oˆphys needs a more detailed treatment.
Adopting hyperbolic coordinates and the separation
of variables ψ(ωpi, ϕpi) = Wλmz(ωpi)Φmz(ϕpi) for the dif-
ferential equations Oˇphysψ(ωpi, ϕpi) = λψ(ωpi, ϕpi) and
Jˇ12ψ(ωpi, ϕpi) = mzψ(ωpi, ϕpi), one has that
−i d
dϕpi
Φmz (ϕpi) = mzΦmz (ϕpi),(
d2
dω2pi
+ coth(ωpi)
d
dωpi
− λ
)
Wλmz (ωpi) =
m2z Wλmz (ωpi)
sinh2(ωpi)
,
which leads to Φmz(ϕpi) = eimzϕpi/
√
2pi, with mz ∈
Z, and to the differential equation OˇmzphysWλmz(ωpi) =
λWλmz (ωpi), where
Oˇmzphys ≡
d2
dω2pi
+ coth(ωpi)
d
dωpi
− m
2
z
sinh2(ωpi)
. (A1)
Starting with C∞0 (0,∞) as test function space and
taking into account the fact that sinh(ωpi) is locally a.c. in
[0,∞), it results that operation (A1) is Lagrange s.a. with
regard to the measure dµ(ωpi) = m3 sinh(ωpi)dωpi. Thus,
choosing C∞0 (0,∞) as initial domain for the operator
Oˆmzphys, its adjoint is defined by the acting rule (A1) over
the domain
D∗
Oˆmz
phys
=
{
φ∗(ωpi)
∣∣∣φ∗(ωpi), dφ∗(ωpi)
dωpi
are a.c. in [0,∞) and φ∗(ωpi), Oˇmzphysφ∗(ωpi) ∈ L2([0,∞), dµ(ωpi))
}
. (A2)
To verify the s.a. character of the adjoint operator Oˆmz∗phys it is helpful to start with the change of variables
14
upi = cosh(ωpi) (upi ∈ [1,∞)), which allows to rewrite
OˇmzphysWλmz (ωpi) = λWλmz (ωpi) as the associated Legendre
differential equation
(
(u2pi − 1)
d2
du2pi
+ 2upi
d
dupi
− m
2
z
u2pi − 1
)
Wλmz (upi) = ν(ν + 1)Wλmz (upi), (A3)
where ν = − 12 + iΛ(λ), withΛ(λ) =
√
− 14 − λ.
Using the variable upi, the absolute continuity condition
from domain (A2) implies that
√
u2pi − 1dφ∗(upi)dupi must be
a.c. for upi ∈ [1,∞). Then, this result implies that√
u2pi − 1dφ∗(upi)dupi must be limited at the closed end upi = 1and, therefore,
lim
upi→1
(u2pi − 1)
dφ∗(upi)
dupi
= 0, ∀ φ∗ ∈ D∗Qˆmz
phys
. (A4)
However, it is known from literature [53, 54] that, pro-
vided with the boundary condition (A4), the associated
Legendre differential equation (A3) defines a s.a. op-
erator. Thus, it follows that the operator Oˆmz∗phys is in
fact s.a. and Oˆmzphys is essentially s.a. (deficiency indices
η = (0.0)), its only s.a. extension being the adjoint oper-
ator Oˆmz∗phys = Oˆ
mz
phys.
The spectrum and eigenfunctions of the s.a. operator
given by the associated Legendre differential equation
with boundary condition (A4) are known from the lit-
erature [53, 54] and, in the present case, are given by
λ ∈ (−∞,− 14 ] and
Wλmz (ωpi) = N |mz|λ P−|mz|− 12+iΛ(λ)(coshωpi),
where P−|mz|− 12+iΛ(λ)(coshωpi) denotes the associated conical
function (associated Legendre function of the first kind)
and
N |mz|λ =
|Γ( 12 + |mz|+ iΛ(λ))|
m3/2
√
sinh(piΛ(λ))
2pi .
The results presented above, together with those ob-
tained for the single-particle s.a. extensions Qˆ3,ξϕ phys(τ),
allow to write the eigenfunctions of the CSCO of Qˆ3,ξϕ phys(τ)
as in (20), the orthogonality and completeness relations
presented in (21) being a consequence of the relationships
∫ ∞
0
sinh(ωpi)dωpiP−|mz|− 12+iΛ′(coshωpi)P
−|mz|
− 12+iΛ
(coshωpi) =
piδ(Λ′ − Λ)
Λ sinh(piΛ)|Γ( 12 + |mz|+ iΛ)|2
,∫ ∞
0
dΛΛ sinh(piΛ)
pi
∣∣Γ(12 + |mz|+ iΛ
) ∣∣2P−|mz|− 12+iΛ(coshω′pi)P−|mz|− 12+iΛ(coshωpi) = δ(coshω′pi − coshωpi).
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