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We construct an infinite hierarchy of nonlocal conservation laws for the ABC equation Aut uxy+
Bux uty + Cuy utx = 0, where A,B,C are nonzero constants and A + B + C 6= 0, using a non-
isospectral Lax pair. As a byproduct, we present new coverings for the equation in question. The
method of proof of nontriviality of the conservation laws under study is quite general and can be
applied to many other integrable multidimensional systems.
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1 Introduction
Integrable systems are well known to play an important role in modern mathematics, both pure and
applied, see e.g. [1, 4, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 32, 34] and references therein. Existence of an
infinite hierarchy of conservation laws is among the most important features of integrable1 systems of
partial differential equations [1, 4, 11, 32]. It imposes strong constraints on the associated dynamics
making it highly regular.
While such a hierarchy of conservation laws can often be extracted from the Lax-type representation
of the system under study, cf. e.g. [4, 11] and references therein, in a relatively straightforward manner,
rigorous proof of nontriviality and independence of the conservation laws in question is often a tricky
matter, especially in the case of integrable systems of partial differential equations in more than two in-
dependent variables when the conservation laws under study often happen to be nonlocal, see e.g. [4, 24].
In the present paper we demonstrate how to prove nontriviality and independence of such nonlocal
conservation laws at the example of the ABC equation. The procedure presented below is based on the
careful examination of the structure of the kernel of total derivatives and is fairly readily generalized
to other multidimensional integrable systems.
Recall that the ABC equation has the form
Aut uxy +Bux uty + Cuy utx = 0, (1)
where A,B,C are arbitrary nonzero constants (if one of them vanishes, (1) reduces to a first-order PDE).
∗Corresponding author
1In the present paper we mean by integrability existence of a nontrivial Lax pair for the system under study, cf. e.g.
[1, 11, 39] and references therein for details.
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To the best of our knowledge, equation (1) has first appeared in [38] in connection with the study
of geometry of Veronese webs (cf. also [25] and references therein). In the same paper the author has
established integrability of (1) for the case of A+B+C = 0 by presenting the associated Lax pair; note
that in [31] a four-dimensional integrable generalization of (1) with A+B+C = 0 was found. Later in [27]
(cf. also [28, 30, 36, 37] for related results) a recursion operator for (1) with A+B+C = 0 was found, and
using the method of hydrodynamic reductions it was shown [5] that (1) is also integrable if A+B+C 6= 0.
Note also that if A = B = C 6= 0 then (1) admits [12] a Lagrangian with the density −Auxuyut/2.
Below we assume that A + B + C 6= 0 and put B = −κ1A, C = −κ2A, so κ1 + κ2 − 1 6= 0. Then
equation (1) takes the form
uxy =
κ1 ux uty + κ2 uy utx
ut
. (2)
Integrability of (2) is an immediate consequence of the following result which provides a nonlinear
Lax pair for the equation in question.
Proposition 1 ([5]). The ABC equation (2) has a covering defined by the system
qy = uy
κ1 sR
′ + (κ1 + κ2 − 1)R
κ1R′
,
qt = ut
κ1 sR
′ +R2 + (κ1 + κ2 − 1)R
κ1R′
,
(3)
where s = qx/ux, and the function R = R(s) is a solution to the ODE
R′′ =
(2 (κ1 + κ2)− 1)R + (κ1 + κ2 − 1) (2 κ1 + κ2 − 1)
(κ1 + κ2 − 1)R (R + κ1 + κ2 − 1)
(R′)2. (4)
To make the exposition self-contained, we give a very brief introduction to the theory of differential
coverings in Section 2; for more details of this theory we refer the reader to [4, 22, 23, 24] and references
therein; the discussion of how certain types of nonlinear coverings are related to integrability can be
found e.g. in [11, 29, 39].
Remark 1. Equation (4) is integrable by quadratures. Its general solution is of the form R(s) =
Ω(c1 s+ c2), where Ω is the inverse function for the function
ω(z) =
∫
z−(2κ1+κ2−1)/(κ1+κ2−1) (z + κ1 + κ2 − 1)
−κ2/(κ1+κ2−1)dz
and c1, c2 are arbitrary constants.
Most importantly, (3) gives rise2 to a linear nonisospectral Lax pair for (2):
Corollary 1. The ABC equation (2) admits a linear nonisospectral Lax pair of the form
Φy = (H1)ζΦx − (H1)xΦζ ,
Φt = (H2)ζΦx − (H2)xΦζ ,
(5)
where
H1 =
(
uy
κ1 sR
′ + (κ1 + κ2 − 1)R
κ1R′
)
s=ζ/ux
, H2 =
(
ut
κ1 sR
′ +R2 + (κ1 + κ2 − 1)R
κ1R′
)
s=ζ/ux
.
The coefficients of (5) depend on the variable spectral parameter ζ in a highly nontrivial fashion
thanks to the presence of the function R, so our first order of business is to construct a Lax repre-
sentation with simpler dependence on the parameter. This is done in Section 3, where we present a
new covering for (2) and the associated nonisospectral Lax pair (14) and show how it is related to (5).
Finally, in Section 4 we construct an infinite hierarchy of nonlocal conservation laws for (2) and prove
their nontriviality. Note that the method of the proof is quite general and can be applied to many other
integrable multidimensional systems.
2See e.g. [11, Subsection 10.3.3] and [13] and references therein for the general construction leading from a covering of
the type (3) to a Lax pair of the type (5), and [11, 26] and references therein for nonisospectral Lax pairs in general.
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2 Differential coverings
We briefly review here the theory of differential coverings over infinitely prolonged differential equations.
The reader can find further details and examples in [4, 22, 23, 24].
Let M be a smooth manifold, dimM = n, and π : E → M be a vector bundle, rank π = m.
We consider the bundles of k-jets πk : J
k(π) → M , k ≥ 0, together with the natural projections
πk+1,k : J
k+1(π) → Jk(π). Then the manifold of infinite jets J∞(π) is defined as the inverse limit with
respect to these projections and the bundles π∞ : J
∞(π) → M and π∞,k : J
∞(π) → Jk(π) are defined
as well. For any section s : M → E of the bundle π its infinite jet j∞(s) : M → J
∞(π) is a section
of π∞. One has the embeddings π
∗
k+1,k : C
∞(Jk(π)) → C∞(Jk+1(π)), and we define the algebra of
smooth functions on J∞(π) as F(π) = ∪k≥0C
∞(Jk(π)).
The main geometric structure on J∞(π) is the Cartan distribution C: for any point θ ∈ J∞(π)
we define the Cartan plane Cθ as the tangent plane to the graph of an infinite jet passing through
this point. This distribution is formally integrable: if X and Y are vector fields lying in C then the
commutator [X, Y ] lies there as well. Every Cartan plane Cθ is n-dimensional and projects isomorphically
to Tpi∞(θ)M by the differential of π∞. Due to this, any vector field Z on M can be uniquely lifted
to a vector field CX on J
∞(π). The correspondence X 7→ CX is C
∞(M)-linear and preserves the
commutator. In addition, π∞,∗ (CX) = X . In other words, we have a connection which is called
the Cartan connection. In the standard local coordinates x1, . . . , xn, u1σ, . . . , u
m
σ in J
∞(π), σ being
symmetric multi-index consisting of the integers 1, . . . , n, the Cartan connection is determined by the
correspondence
C :
∂
∂xi
7→ Dxi =
∂
∂xi
+
∑
σ,j
ujσi
∂
∂ujσ
, (6)
where the fields Dxi are called the total derivatives. Differential operators in total derivatives are called
C-differential operators.
A differential equation3 of order k is a submanifold in Jk(π). Locally, it can be given by the
conditions F 1 = · · · = F r = 0, where F j are smooth functions on Jk(π). Its infinite prolongation is the
submanifold (probably, with singularities) E in J∞(π) satisfying the conditions (Dxi1 ◦· · ·◦Dxis )(F
j) = 0
for all j = 1, . . . , r, s ≥ 0, and 1 ≤ i1, . . . , is ≤ n. The Cartan connection can be restricted from the
bundle π∞ to its subbundle π∞|E : E → M and hence any C-differential operator restricts from J
∞(π)
toM . On the other hand, the correspondence (6) allows one to lift any linear differential operator onM
to a C-differential operator on E . We always assume that E is differentially connected which means that
the only solutions of the system Dxi(f) = 0, i = 1, . . . , n, on E are constants.
In particular, let ℓE denote the restriction of the linearization operator
ℓF =
(∑
σ
∂F α
∂uβσ
Dσ
)
, α = 1, . . . , r, β = 1, . . . , m,
to E . Then the solutions of the equation ℓE(ϕ) = 0 are identified with symmetries of E , i.e., with the
evolutionary vector fields
∑
j,σDσ(ϕ
j)∂/∂ujσ that preserve the Cartan distribution on E . Dually, the
solutions of ℓ∗E(ψ) = 0 are called cosymmetries, where ℓ
∗
E is formally adjoint to ℓE . The lift dh of the
de Rham differential gives rise to the horizontal de Rham complex on E ; dh-closed (n − 1)-forms are
conservation laws of E and dh-exact forms are trivial conservation laws. To any conservation law ω one
can associate its generating section (or the characteristic) ψω which is a cosymmetry.
A morphism of equations is a smooth map τ : E˜ → E which takes the Cartan distribution C˜ on E˜ to
that on E . A morphism τ is a (differential) covering if its differential maps the Cartan plane Cθ˜ to Cτ(θ˜)
isomorphically for any θ˜ ∈ E˜ . In other words, for any vector field Z on M the field C˜Z projects to CZ .
Locally, this means that the total derivatives on E˜ are
D˜xi = Dxi +Xi, i = 1, . . . , n, (7)
3By a slight abuse of terminology, we speak of a differential equation even though it could actually be a system of
differential equations.
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where Dxi are the total derivatives on E , and
Dxi(Xj)−Dxj(Xi) + [Xi, Xj] = 0, 1 ≤ i < j ≤ n,
Xi being τ -vertical vector fields on E˜ . A covering τ : E˜ → E over a differentially connected equation is
called irreducible if the covering equation E˜ is differentially connected as well.
Symmetries, cosymmetries, conservation laws of the covering equation E˜ are nonlocal symmetries,
etc., of E . Local objects depend on formal solutions of E and their partial derivatives; roughly speaking,
nonlocal ones may depend on integrals of these solutions4.
For example, the relations
D˜x = Dx +
wu
2
, D˜t = Dt +
w
2
(
u2
2
+ ux
)
(8)
define a covering of the Burgers equation E = {ut = uux + uxx} by the heat equation E˜ = {wt = wxx}.
Thus, w is related to u by the formulas
wx =
wu
2
, wt =
w
2
(
u2
2
+ ux
)
. (9)
Note that system (9) is compatible by virtue of the Burgers equation.
The form ω = w dx + wx dt is a local conservation law of E˜ , and its pullback to E gives a nonlocal
conservation law for E . The corresponding nonlocal conserved density on E , i.e., w, defined by (9), can
be informally thought of as
∫
exp(u
2
) dx.
Going back to the general theory, note that any C-differential operator ∆ on E can be lifted to a
C-differential operator ∆˜ on E˜ using equations (7). In particular, this can be done with the linearization
operator ℓE and its adjoint. Solutions of the equations
ℓ˜E(ϕ) = 0, ℓ˜
∗
E(ψ) = 0
are called nonlocal shadows of symmetries and cosymmetries, respectively.
We employ the theory of coverings to establish nontriviality and independence of nonlocal conser-
vation laws constructed in Section 4.
3 New coverings and nonisospectral Lax pair
We can readily write down a new covering for (2) expressed solely in terms of the variable r = R(s):
Proposition 2. The ABC equation (2) has a covering defined by the system
rt =
r((κ1 + κ2 − 1)(r + κ1 + κ2 − 1)utx − utrx)
uxκ1(κ1 + κ2 − 1)
,
ry =
r((κ1 + κ2 − 1)(r + κ1 + κ2 − 1)uxy − κ2uyrx)
uxκ1(r + κ1 + κ2 − 1)
.
(10)
Recall that a symmetry shadow (resp. a cosymmetry) for (2) is a solution of linearized (resp. adjoint
linearized) version of (2), see Section 2 and [4, 22, 23, 24] for further details.
Proposition 3. The ABC equation (2) has a shadow of nonlocal symmetry in the covering (10) with
the characteristic
U =
∫
(r + κ1 + κ2 − 1)
(1−κ1)
(κ1+κ2−1) r
(1−κ2)
(κ1+κ2−1)dr. (11)
4Or, more generally, on solutions of some differential equations whose coefficients depend on formal solutions of E .
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Proposition 4. The ABC equation (2) has a nonlocal cosymmetry with the characteristic
γ = ut
∫
(r + κ1 + κ2 − 1)
−2κ2
(κ1+κ2−1) r
−2κ1
(κ1+κ2−1)dr. (12)
It can be shown that the shadow (11) cannot be lifted to a nonlocal symmetry for the ABC equa-
tion (2) in the covering (10).
Now pass from (10) to a slightly different (but equivalent) covering by putting w = ru
−(κ1+κ2−1)/κ1
x .
Then we have
wt = −
u
(κ2−κ1−1)/κ1
x w(κ1uxutwx + (κ1 + κ2 − 1)w(utuxx − κ1uxuxt))
κ21(κ1 + κ2 − 1)
,
wy = −
κ2u
(κ2−κ1−1)/κ1
x wuy(κ1uxwx + (κ1 + κ2 − 1)wuxx)
κ21(u
(κ1+κ2−1)/κ1
x w + κ1 + κ2 − 1)
.
(13)
Moreover, a similar change of variables in (5) leads to a significantly simpler Lax pair for (2):
Proposition 5. The ABC equation (2) admits a nonisospectral Lax pair of the form
Ψy =
κ2λu
(κ2−κ1−1)/κ1
x uy(−κ1uxΨx + (κ1 + κ2 − 1)λuxxΨλ)
κ21(u
(κ1+κ2−1)/κ1
x λ + κ1 + κ2 − 1)
,
Ψt =
λu
(κ2−κ1−1)/κ1
x (−κ1uxutΨx + (κ1 + κ2 − 1)λ(utuxx − κ1uxuxt)Ψλ)
κ21(κ1 + κ2 − 1)
,
(14)
which is related to (5) by the transformation Φ = Ψ, λ = u
−(κ1+κ2−1)/κ1
x R(ζ/ux).
Note that (14) can be obtained from (13) via the so-called Pavlov eversion, see [33, Section 2] and
[13, 21] for details on the latter.
In stark contrast with (5), the variable spectral parameter λ enters (14) rationally. This enables us
to construct an infinite sequence of conservation laws from (14) using a formal Taylor expansion for Ψ
with respect to λ in the fashion outlined below.
4 Nonlocal conservation laws
Substituting into (14) a formal expansion Ψ =
∞∑
j=−∞
ψjλ
j yields the equations
(ψj)y =
κ2u
(κ2−κ1−1)/κ1
x uy(−κ1ux(ψj−1)x + (κ1 + κ2 − 1)(j − 1)uxxψj−1)
κ21(κ1 + κ2 − 1)
−
u
(κ1+κ2−1)/κ1
x (ψj−1)y
(κ1 + κ2 − 1)
,
(ψj)t =
u
(κ2−κ1−1)/κ1
x (−κ1uxut(ψj−1)x + (κ1 + κ2 − 1)(j − 1)(utuxx − κ1uxuxt)ψj−1)
κ21(κ1 + κ2 − 1)
(15)
for j ∈ Z.
However, the covering over (2) defined by (15) for j ∈ Z is pretty much intractable, and there
appears to be no way to extract from it any reasonably simple conservation laws for (2).
Fortunately, the situation improves dramatically when we truncate the expansion for Ψ. One natural
possibility to do this is to pass from the Laurent expansion for Ψ to the Taylor one, i.e., to assume that
ψj = 0 for j < 0. The substitution of Ψ =
∞∑
j=0
ψjλ
j into (14) yields (15) for j = 1, 2, 3, . . . , and the
equations
(ψ0)t = 0, (ψ0)y = 0. (16)
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System (15) for j = 1, 2, 3, . . . together with equations (16) defines an infinite-dimensional covering
over (2) and yields, cf. e.g. [2, 3, 20, 35] and references therein, an infinite sequence of (in general
nonlocal) two-component conservation laws for (2) of the form
D˜y
(
u
(κ2−κ1−1)/κ1
x (−κ1uxut(ψj−1)x + (κ1 + κ2 − 1)(j − 1)(utuxx − κ1uxuxt)ψj−1)
κ21(κ1 + κ2 − 1)
)
=
D˜t
(
κ2u
(κ2−κ1−1)/κ1
x uy(−κ1ux(ψj−1)x + (κ1 + κ2 − 1)(j − 1)uxxψj−1)
κ21(κ1 + κ2 − 1)
−
u
(κ1+κ2−1)/κ1
x (ψj−1)y
(κ1 + κ2 − 1)
) (17)
for j = 1, 2, 3 . . . . The operators D˜y and D˜t denote here the total y- and t-derivatives in the cover-
ing (15), cf. e.g. [4, 24] and the discussion after Lemma 2 below for details. The nonlocal variables and
the associated conservation laws are constructed recursively.
The simplest choice ψ0 = 0, and even a more general choice ψ0 = const, yields by virtue of (15)
(ψ1)t = 0, (ψ1)y = 0.
If we now choose ψ1 = 1, so Ψ = λ +
∞∑
j=2
ψjλ
j, then we have
(ψ2)y =
κ2u
(κ2−κ1−1)/κ1
x uyuxx
κ21
,
(ψ2)t =
u
(κ2−κ1−1)/κ1
x (utuxx − κ1uxuxt)
κ21
,
(18)
which gives rise to the first nontrivial conservation law in the sequence (17),
Dy
(
u
(κ2−κ1−1)/κ1
x (utuxx − κ1uxuxt)
κ21
)
= Dt
(
κ2u
(κ2−κ1−1)/κ1
x uyuxx
κ21
)
. (19)
This conservation law is local but the conservation laws (17) for j = 3, 4, . . . will be nonlocal:
Proposition 6. The ABC equation (2) has an infinite sequence of nontrivial nonlocal linearly indepen-
dent conservation laws (17) for j = 3, 4, . . . , where ψ0 = 0, ψ1 = 1, the nonlocal variable ψ2 is defined
by (18), and the nonlocal variables ψj , j = 3, 4, . . . , are defined recursively via (15).
Proof. We begin with a general construction. Let E be a differentially connected equation and suppose
that ω = A1 dx
1∧ dx3∧· · ·∧ dxn+A2 dx
2∧ dx3∧· · ·∧ dxn is a nontrivial two-component conservation
law on E˜ , i.e.,
Dx2(A1) = Dx1(A2),
where Dxi are the total derivatives on E . Consider the covering τω : Eω → E naturally associated to ω.
This covering contains nonlocal variables ψσ, where σ is a multi-index whose components take values
in the set {3, . . . , n}, that satisfy the defining equations
(ψσ)x1 = Dσ(A1),
(ψσ)x2 = Dσ(A2),
(ψσ)xi = ψσi,
(20)
where i = 3, . . . , n.
Thus, infinitely many two-component conservation laws of the from
ωσ = Dσ(A1) dx
1 ∧ dx3 ∧ · · · ∧ dxn +Dσ(A2) dx
2 ∧ dx3 ∧ · · · ∧ dxn
arise on E .
A straightforward generalization of the results proved in [19] is the following
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Lemma 1. If the equation E is differentially connected then the conservation laws ωσ are linearly
independent if and only if the only solutions of the system
D˜x1(f) = D˜x2(f) = 0
are functions of x3, . . . , xn, where D˜xi are the total derivatives on Eω.
From equations (20) it also immediately follows that under the assumptions of Lemma 1 the cover-
ing τω is irreducible.
Now return to the ABC equation (1). Using the presentation (2) introduce the internal variables
uk =
∂ku
∂tk
, vk,l =
∂k+lu
∂tk∂xl
, wk,l =
∂k+lu
∂tk∂yl
, (21)
where k ≥ 0, l ≥ 1. The total derivatives in these coordinates take the form
Dt =
∂
∂t
+
∑
k
uk+1
∂
∂uk
+
∑
k,l
(
vk+1,l
∂
∂vk,l
+ wk+1,l
∂
∂wk,l
)
,
Dx =
∂
∂x
+
∑
k
vk,1
∂
∂uk
+
∑
k,l
(
vk,l+1
∂
∂vk,l
+DktD
l−1
y (Υ)
∂
∂wk,l
)
,
Dy =
∂
∂y
+
∑
k
wk,1
∂
∂uk
+
∑
k,l
(
DktD
l−1
x (Υ)
∂
∂vk,l
+ wk,l+1
∂
∂wk,l
)
,
where Υ denotes the right-hand side of (2).
From the above formulas we immediately obtain
Lemma 2. The ABC equation (2) is differentially connected.
Now denote by Yk the right-hand sides of first equations in systems (15) and (18) and by Tk the
right-hand sides of second equations in these systems, k ≥ 2. Then we have
D˜y = Dy +
∑
j≥2
∑
k≥0
D˜kx(Yj)
∂
∂ψj,k
, D˜t = Dt +
∑
j≥2
∑
k≥0
D˜kx(Tj)
∂
∂ψj,k
,
where ψj,0 = ψj and ψj,k+1 = (ψj,k)x.
The subsequent lemma is proved by direct computations using the expressions (18) and (15) for Tj:
Lemma 3. The following estimates hold :
D˜kx(T2) =
vα0,1
κ21
(u1v0,k+2 − κ1v0,1v1,k+1) + o(2, k) (22)
and
D˜kx(Tj) = (j − 1)
vα0,1
κ21
(u1v0,k+2 − κ1v0,1v1,k+1)ψj−1,0 −
vα+10,1 u1
κ1(κ1 + κ2 − 1)
ψj−1,k+1 + o(j, k), j > 2, (23)
where α = (κ2 − κ1 − 1)/κ1, and o(j, k) is a function that does not depend on the variables ψs,l for
s > j − 1, ψj−1,l for l > k + 1, and v0,l+2, v1,l+1 for l > k.
We are now ready to establish a stronger result:
Lemma 4. The only solutions of the equation
D˜t(f) = 0 (24)
are functions of x and y.
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Proof of Lemma 4. Suppose that
f = f(x, y, t, . . . , ψ2,0, . . . , ψ2,k2, . . . , ψj,0, . . . , ψj,kj) (25)
is a solution of equation (24). Let us stress that in addition to x, y, t and ψj,k the function f is allowed
to depend on finitely many internal variables (21) on the ABC equation.
Now proceed by induction on j.
Base of induction: j = 2. Let f = f(x, y, t, . . . , ψ2,0, . . . , ψ2,k2). Then from (22) one has
D˜t(f) +
vα0,1
κ21
k2∑
k=0
(
(u1v0,k+2 − κ1v0,1v1,k+1) + o(2, k)
) ∂f
∂ψ2,k
= 0.
We now perform induction on k2 and show that f cannot depend on nonlocal variables ψ2,0, . . . , ψ2,k2.
Indeed, for k2 = 0 one has
D˜t(f) +
vα0,1
κ21
(
(u1v0,2 − κ1v0,1v1,1) + o(2, 0)
) ∂f
∂ψ2,0
= 0.
But from the structure of the operator D˜t it immediately follows that f is independent of v0,2, and
thus ∂f/∂ψ2,0 = 0; hence the claim holds true. If k2 > 0 then for similar reasons f cannot depend on
v0,k2+2 and consequently f = f(x, y, t, . . . , ψ2,0, . . . , ψ2,k2−1). However, this form of f contradicts our
initial assumption that ∂f/∂ψ2,k2 6= 0, and hence f is local.
Induction step: j > 2. Let f be of the form (25). Then from the estimate (23) it follows
that kj−1 > kj ; otherwise f will be independent of ψj,kj . Repeating this argument, we obtain
k2 > k3 > · · · > kj−1 > kj.
Using now the estimate (22), we see that the coefficient at ∂/∂ψ2,k2 linearly depends on v0,k2+2,
where k2 + 2 ≥ kj + j. But this dependence is impossible for the reasons similar to those used in
the proof of the case j = 2. Consequently, f is independent of all ψj,k, k = 0, . . . , kj, and we arrive at
the situation of the induction hypothesis, which completes the proof of Lemma 4.
From Lemma 4 it now follows that the only solutions of the equation D˜t(f) = D˜y(f) = 0 are
functions of x alone, and the result of Proposition 6 now readily follows from Lemma 1.
5 Closing remarks
In the present paper we have constructed an infinite hierarchy of nonlocal conservation laws (17) for
the ABC equation (2) and proved the nontriviality of those. An interesting byproduct of our work is
the change of spectral parameter which simplifies the original nonisospectral Lax pair (5) down to (14).
Let us reiterate that the method of proving nontriviality of the nonlocal conservation laws in question
is quite general and can be appliedmutatis mutandis to many other multidimensional integrable systems.
In addition to being an important integrability attribute per se, the conservation laws found in our
paper can be employed, by means of the associated potentials ψj , j = 2, 3, . . . , for the construction of
nonlocal symmetries, nonlocal cosymmetries and further nonlocal conservation laws for the equation
under study, cf., for example, [4, 7, 23, 24] and references therein.
On the other hand, just as the local conservation laws, the nonlocal ones give rise, once we perform
a suitable change of independent variables and then rewrite our equation as an evolutionary system, to
nonlocal integrals of motion, cf. e.g. [7, 32]. On the more speculative side, perhaps it could have been
possible to apply the nonlocal conservation laws for the construction of exact solutions of the equation
under study using a suitably adapted version of the method of conservation laws [18].
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In closing note that in addition to the hierarchy of nonlocal conservation laws (17), all of which are
two-component, the ABC equation (2) also admits inter alia a three-component conservation law of
the form [5]
Dx ((κ1 − κ2 + 1)uyut) +Dy ((1− κ1 + κ2)uxut)−Dt ((κ1 + κ2 + 1)uxuy) = 0. (26)
This shows, in particular, that the set of conservation laws (19), (17) for (2) is by no means complete.
In fact, acting on the conservation law (26) by appropriately chosen (nonlocal) symmetries, or even
by shadows, is likely to yield many more (nonlocal) three-component conservation laws for (2). More
broadly, finding non-two-component nonlocal conservation laws for multidimensional integrable systems
is an interesting problem on its own right which is, however, beyond the scope of the present paper (cf.
also the discussion in [7] and references therein for the systems which are not necessarily integrable).
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