The sharp increase of the wireless sensor networks (WSNs) performance has increased their power requirements. However, with a limited battery lifetime it is more and more difficult to deploy many more sensors with today's solutions. Therefore, the authors need to implement autonomous WSNs without any human intervention or external power supply. To this end, this study proposes an effective strategy to ensure an energy consumption gain that takes into account time constraints through a power-aware model based on the dynamic voltage and frequency scaling and the dynamic power management that are appropriate to the WSNs and on a global Earliest Deadline First scheduler. To select the most suitable simulator to integrate and simulate the developed models, >25 of the existing WSN simulators are outlined and evaluated. On the basis of this comparative study analysis, the authors chose the simulation tool for real-time multiprocessor scheduling (STORM) to validate their work for its multiple advantages.
Introduction
Wireless sensor networks (WSNs) are the backbone of the connected industry and have managed to make their way in the Internet of Things (IoT) [1] . WSNs integrating the IoT need to be highly flexible, scalable, interoperable and reliable. They invaded a very wide range of applications such as healthcare, military, environment supervision [2] , precision agriculture [3] , industry [4] , aerospace [5] and so on. Nevertheless, a sensor node would drain the battery more quickly in the absence of effective energy optimisation techniques causing a break-down of the whole network [6] . This fact has motivated researchers to develop protocols and mechanisms to reduce its use in all layers of the protocol stack [7] . However, the nodes are increasingly provided with advanced skills as well as additional services, such as the use of a global positioning system [8] , multimedia or ultrasound sensors. These features allow the emergence of complex and energy-intensive applications such as cryptography which has heavy constraints on the processing power. In this case, it becomes difficult to apply security algorithms in some applications because the process of encryption and decryption consumes a lot of time and energy [9] . Hence, time constraints become an influencing factor and then strict deadlines should be ensured so that the time between the detection of an anomaly and the operator intervention would prevent the incident. A particularly significant example is the sudden increase of water pressure or oven temperature in a turbine that can quickly get critical [10] . Consequently, combining the energy optimisation techniques and scheduling is one way to increase energy efficiency. Several experiments to reduce the energy in WSNs are conducted. The authors in [11] investigated the low-power circuit design. Lamonaca et al. [12] proposed a novel WSNs synchronisation protocol with a trade-off between preserving the lifetime of the whole network and high synchronisation accuracy. Sankar Ramachandran et al. [13] presented a generic energy-aware reconfiguration model able to measure and model the energy cost of reconfiguration. Real-time scheduling was proposed by Harkut et al. [14] through the implementation of an Earliest Deadline First (EDF) policy dedicated to WSNs. The recent works of Kulau et al. [15] have defined an energy model with undervolting capacities to reduce the temperature profiles in a Smart Farming application. However, the above techniques treat communication and routing protocols and do not investigate the processor optimisation. Also, the harvesting opportunity for the node is less than its energy requirement. Besides, using solar panel is only operational outdoor which is not practical and lacks of accuracy.
The two objectives of this paper are defining an energy-aware scheme and giving a comprehensive survey of the WSN simulators. Indeed, unlike approaches based on a single strategy that may not adapt to all of the applications nor to the required metrics, the power manager incorporated a hybrid approach combining several multiobjective strategies: time-out2 dynamic power management (DPM), intertask dynamic voltage and frequency scaling (DVFS) and global EDF (GEDF). The scheduling algorithm carries out the tasks so that the duration of the idle periods is optimised to activate the low-consumption states through DPM. For more optimality, we invest in new condition to bypass the Dhall effect [16] . In corollary, during periods of activity, the voltage and frequency couple is modified while taking into account the deadlines of the tasks. In our case, we will use the 'GEDF' strategy. The theoretical results on multiprocessor scheduling show that a global scheduling has a better exploitation of the resources compared to a partitioning approach [14] .
The second main objective of our work is to review the available WSN simulators with the aim of determining which is the most suitable for adapting to our purpose. We will define a highlevel taxonomy of 25 simulators to have a better insight of their features. The classification method is developed according to many criteria including their taking into account or not the criterion of energy, whether the simulator is generic, code, node or hybrid oriented. The use of simulation will bring a great saving and will increase efficiency at all levels of the WSNs.
The remainder of the paper is structured as follows. First, Section 2 surveys WSNs simulators and exposes a comparative study of different simulators treating energy. Section 3 presents a realistic power consumption model for WSNs. Next, Section 5 reports some results with the STORM simulator. A discussion is given in Section 6. Section 7 includes a conclusion.
frequently to control the behaviours of the physical platform [17] . The simulation techniques aim to describe the behaviour of the node [18] . So, this comparative study provides an analysis of different simulator tools and classifies them according to the energy criterion. Fig. 1 shows a classification of the simulators according to these criteria.
Avrora [19] is a cycle-accurate instruction-level, large-scale sensor network simulator, providing the highest behavioural and the most detailed timing description for the WSNs. Contiki OS Java (COOJA) [20] is a cross-level simulator including networking and instruction simulation and is based on the ContikiOS. EmStar [21] is suitable for sensor nodes running on Linux and is a realtime simulator. It develops software for iPAQ-based microserver and MICA2 Motes. GLoMoSim [22] is an open-source, largescale, scalable, extensible, parallel and packet-level simulator. NS2 [23] is used to simulate routing protocols. It is general-purpose, extensible and network-level simulator. The OMNet++ [24] is a C+ + discrete-event, general-purpose network simulation system supporting heterogeneity, media access control (MAC) and some localised protocols with graphical runtime environment. Ptolemy [25] is a simulator that models the distributed hybrid systems and considers the software components and its interaction with the hardware components of the node (time model, messages exchange etc.). Optimized network engineering tool (OPNET) [26] is a discrete-event, general-purpose, network behaviour simulator able to define and test protocols, nodes and process models. Prowler [27] is an environment and wireless medium that is probabilistic, event-driven, communication-level and running in Matlab simulator with easy and fast application prototyping. QualNet [22] is a derivative of GloMoSim modelling a large-scale network (thousands of nodes) thanks to the parallel processing. It provides a graphical user interface and has high scalability. Shawn [26] is fast, highly customisable and an algorithm-level simulator that simulates the impact of a phenomenon. Tiny OS simulator (TOSSIM) [28] is dedicated to TinyOS applications running only on MICA motes. It simulates the transmission conditions of large number of nodes but not with a real-environment condition. UWSim [29] is used for underwater sensor enabling underwater communication. It has high frequency, specific routing protocol and low bandwidth. A comparison of the non-power-aware WSNs simulators is made in Table 1 .
Overview of the power-aware simulators
Various surveys were developed to compare the performances of the simulators but are still confined to the same tools of simulations and neglect time-dependent issues, like energy consumption and radio channel utilisation. We will focus on power profiling in WSNs simulators and we classify them according to their ability to model the energy. [35] is built on top of the Avrora simulator [19] . It is based on real code which is as close as possible to an actual execution. It is used to estimate the energy on various cryptographic and security algorithms to transmit long and protected messages. Being based on a real performance, it avoids erroneous lifetime estimation and coarse approximations for WSNs.
Accurate prediction of power consumption (AEON): AEON

Atmel emulator (ATEMU):
ATEMU [36] is the first and the most accurate instruction-level emulator. It is designed for MICA platform and TinyOS. It allows parallel simulation of large amount of nodes on heterogeneous network and with distinct applications. It provides a graphical user interface (GUI) and realistic results. It supports the processor instructions, the radio description, timers and so on. However, it suffers from low scalability and long simulation time which is 30 times slower than TOSSIM.
EnergySim:
EnergySim [37] is a versatile event-driven and extensible WSNs MAC protocol simulator. It is based on C# visual programming language. It is a custom build simulator dedicated for applications requiring different kinds of nodes and deployed in different environments. It generates Excel worksheets and plots of the energy states. It supports multiple topologies and offers an easy user interface but does not follow a physical model.
Hierarchical design platform for sensor networks exploration (IDEA1):
IDEA1 [38] is a SystemC-based, systemlevel, design and simulation framework for WSNs. This simulator has the ability to model both the networks, and the software and hardware components. Also, it allows a concise estimation of the power consumption, thanks to its ability to support all the power modes and the transitions between them. However, it has low data rate and necessitates a strong microcontroller and its correspondent communication protocol. [39] is a general-purpose, cross-level, largescale and discrete-event simulator handling the communication, the mobility and the energy levels (battery, CPU, radio, protocol stack etc.). Each node entity is seen as an independent component. The simulator provides a trace file and the interconnection among the nodes. However, its execution time is much longer than other simulators and is of high complexity.
J-Sim: J-Sim
Power aware wireless sensors (PAWiS):
PAWiS [40] is a discrete-event WSN simulator based on OMNeT++ that carries out a module with the characteristics of the CPU. It takes into consideration the mobility of the nodes, the environmental dynamic, the routing protocol and the hardware design issues. It simulates the internal structure, the surroundings and the power consumption of every single node. The output is a timing and power consumption profiles of the model.
PowerTOSSIM:
PowerTOSSIM [28] is a power modelling extension of TOSSIM. It keeps a trace of the power state, the transitions messages, the processor energy usage and estimates the number of cycles in AVR. Although, it benefits from the scalability of TOSSIM, it loses some accuracy on capturing the interrupts. Being limited to MICa2, the node model does not execute the same compiled code as real sensor nodes. 
2.1.8
Sensor network simulator and emulator (SENSE): SENSE [41] accounts the dynamic battery effects and considers the MAC protocols. The 'SimplePower' component takes one of five modes which are transmit, receive, idle, sleep and off. It is characterised by extensibility, reusability and a modelling methodology. Nonetheless, the simulator engenders hard and none relevant outputs and depends on obsolete libraries due to absence of active development. [30] C++ NED x academic +detailed radio state transition +realistic wireless medium and communication interface −non-portable on node platforms COOJA [20] Java x x x BSD +hardware and software simulation +different types of propagation models −low efficiency −limited simultaneously simulated nodes EmStar [21] C x Libre +same source code as on actual sensors +simple environmental model and network medium −restricted number of simulated sensors −restricted to some platforms GLoMoSim [22] PARSEC b x open +extendable, large scalability +protocols designed to WSNs −lack of accuracy −poor documentation QualNet [22] PARSEC x commercial +high fidelity and modular network design +GUI and user-friendly tools −expensive licence annual NS2 [23] C++ x GNUGPL +wide range of protocols +extendable −low scalability, complexity and time consuming −no GUI −lack of packet formats, energy models and MAC OMNet++ [31] C++ x academic +component-based, hierarchical, modular and extendable architecture −poor analysis of performance measures −limited available protocols OPNET [32] C, C++ x commercial +handling large records +fast processing time −poor documentation −requirement of sensor-specific hardware Prowler [27] Matlab [24] is an extension of OMNeT++ that analyses the networking and the scalability within the network. It encapsulates an energy model that supervises the remaining energy in the battery and gives the different levels of power consumption in different operation's modes. Besides, it integrates a simple radio, a simple CPU implementation and a network module combining the sensor and the network channel. However, it necessitates an abrupt learning curve which is not very popular with nonestablished simulators. [42] is an application and a packet level simulator. This extension of NS2 includes a sensor channel, a radio propagation model and a power model supporting all the hardware components that rely on the battery. Also, it allows a dynamic and hybrid management combining both real and simulated nodes. It simulates applications under actual conditions. The simulator is of high complexity due to hard coded applications and poor documentation support as it still is at pre-release stage and is now withdrawn. [43] is based on real-time scheduling simulator that supports multiprocessor systems and is easy to use. Moreover, the ability to extend the features, to consider different computation time task model, the characteristics and execution conditions of numerous hardware components, helps to improve continuously the results. Depending on the scheduling policy and the resources described in an XML file, it runs every task over a specified time interval. The results of the simulation are a set of diagrams analysing the behaviour of the system (tasks, processors, timing, performances etc.) and mainly the energy consumption. The behaviours of hardware components can be accurately captured, which is the basis of energy consumption estimation. Each state is associated with a current consumption.
Sensim: Sensim
SensorSim: SensorSim
STORM: STORM
Comparison of WSNs power-aware simulators
The validation of sensors networks is difficult to achieve. Indeed, there is no precise modelling of energy consumption within the node. Besides, rare are the models who consider the hardware. Some platforms only work with their own hardware architecture which limits their portability. Similarly, these simulators are not global and adopt either the hardware or the software or the network given the difficulty of combining several aspects [24] . In addition, the simulation time is very long. We noted that essential functions are missing in each simulator. Therefore, we tried through this survey to identify the best simulator who supports our needs. So, the simulator should adopt the relationship between functional, timing and energy behaviours. The combination of these three factors ensures relevant abstractions of both functional behaviour of the sensor nodes and the power consumption within them. Table 2 describes the key features of the power-aware simulators including their merits and limitations. We have noticed that the most used simulators such as NS2 or ATEMU focus on describing the behaviour of the whole networks and fail to describe accurately the behaviour of a single node. However, PowerTOSSIM or AEON tries to estimate the energy at the level of instructions which is hard to achieve and not suitable to most of the nodes available in the market. Few documentation are available for both EnergySim and PAWiS so it is difficult to use them. ATEMU, AEON and PowerTOSSIM provide a high behaviour and timing accuracy of the WSNs programs but do not cover new hardware blocks. Thus, they remain limited to some platforms which restrict their scope of action. ATEMU and EnergySim simulate heterogeneous networks. Unlike the PAWiS and SensorSim simulators, SENSE does not give a detailed structure to capture energy consumption of different hardware and software components. PAWiS, IDEA1 and SensorSim include the transition time between the different power modes.
To sum-up an efficient simulator should be at the same time extensible, accurate reusable, scalable, complete and have high fidelity characteristics. As a result of this comparative study, we selected the STORM simulator. Its multiple benefits meet our need to model the temporal execution of the tasks where each CPU emulates the operation of a real node. Also, it offers a realistic and effective simulation and is capable of simulating several tens of thousands of nodes. Besides, it allows an adequate level of modelling and a promising time of simulation with a simplicity of modelling and a relevance of the results.
Power consumption model for WSN
We propose a realistic power consumption model for WSN by incorporating the characteristics of a typical low-power processor such as the frequency, the voltage and time constraints. Fig. 2 describes how the model will be developed. STORM allows from a specification of the characteristics of a software architecture (the tasks to schedule), a hardware architecture (resources of execution) and the choice of a scheduling policy, to simulate the execution of these tasks on these resources according to the rules of this policy over a given period. The inputs are provided before the simulation through an XML file. Whereas the results are visualised in the GUI of the simulator (Gantt charts) or as pdf reports to debug the implementations of the model and to show the behaviour of the network. In this paper, we expose the potential of the energy model which reduces the power consumption locally, at the level of the node, and globally targeting the entire network. In fact, some techniques, at the local level, require decisions at the global level and vice versa. Fig. 3 depicts each phase of the development. At the global level, the 'Task Allocation' phase assigns the tasks to the Java easy installation on different platforms low efficiency of simulation specific packages with both battery and power model only IEEE 802.11 as MAC protocol PAWiS [40] C++/NED/Lua supports cross-layer design to capture the whole system in one simulation lack of accuracy extracts power consumption figures from SW and HW modules appropriate motes. The inputs of the model are the data related to time parameters, number of tasks, number of the nodes and so on. Then, the tasks are scheduled, in the 'Task Scheduling' phase, under the GEDF algorithm. At the local level, the 'Energy Management' phase aims to adapt the choice of the appropriate energy strategy to the needs of the application. Finally, we evaluate the energy consumption of each task in the 'Performance Evaluation' phase.
Impact of the power consumption model at the global level
A global energy manager can perform a variety of management control tasks based on the collected data such as controlling the response time, measuring the energy consumption and monitoring the quality of service (QoS) by tuning the use of resources. It allows to adjust the WSNs characteristics to increase the lifetime. Also, the GEDF strategy will schedule the n tasks at the global level.
Impact of the power consumption model at the local level
The adjustable parameters of the processor at a local level include the voltage and frequency of the processor, which can be specified to meet the power budget. DPM strategy is to identify idle time to under-utilise hardware components and adapt their power requirements accordingly. If there are no tasks in the queue, this strategy forces its subsystems to operate at the most economical power mode or to put them into a sleeping mode. Local DVFS can set the clock frequency and the voltage separately. Each task is stretched to its deadline while the voltage and the frequency are reduced. [24] Java investigate networking and scalability requires a steep learning curve free space and two-ray ground reflection propagation model SensorSim [42] C++ flexible topologies synchronisation between the simulation scheduler and protocol execution in the real nodes realistic applications and middleware architectures power models support STORM [43] Java energy characteristics of CPU (consumption, sleep mode, time penalties) high level of abstraction independence from the platform 
Implementation of the power consumption model with STORM
This energy model is a periodic real-time system and combines the frequency settings and the power modes of the ATmega128 (Table 3) . It is implemented on the Mica2 platform and can be easily ported to other sensor nodes. The tasks are preemptive, independent and support migration from one node to another. The deadline of the task is equal to its period. The values of the voltage/ frequency couples supported by ATmega128 are derived from the datasheet as shown in Table 5 . Each system power mode represents a combination of power domains states and corresponds to power requirements of a specific software scenario. A GEDF scheduling of n periodic, synchronous and implicit deadlines tasks, on m identical processors exists if and only if the condition
is respected (in our case m = 5; 2.58 < 5). Unfortunately, many studies have shown that the available tests (1) for this policy do not allow full use of the processors while ensuring schedulability (Dhall effect [16] ). This will lead us to apply other conditions to prove the schedulability of our GEDF; in particular, the limit on U max which are those of Goossens, Funk and Baruah (GFB) [45] and Srinivasan and Baruah [46] clarified in what follows:
• The GFB condition states that the limit of the total utilisation ratio is at most m * (1 − u max ) + u max such as u max is the maximum utilisation ratio of any task. We found 2.58 which is largely lower than the limit of GFB which is 3.08. • Srinivasan and Baruah showed that the utilisation rate of each task is at most (m/(2 * m − 1)) can be scheduled successfully on m processors if the total use is at most (m 2 /(2 * m − 1)). In our case we have U i < 0.55 and U total = 2.5 < 3.125.
Indeed, we note that the parameters of the considered tasks (Table 4) show that it is feasible to implement a scheduling via GEDF policy.
Implementation of the DPM in the WSN with STORM
Our DPM policy differs from the classical DPM policies by considering transition penalties. Besides, we will use the 'timeout2' strategies. The 'time-out2' selects the 'DeepSleep' state when the CPU is idle for a considering time duration. This allows us to prevent the wake-up time from reaching a too high level. The time-out2-DPM is external to the scheduler and is identified in the XML input file. The power modes we consider are running, sleep, deep sleep, stand-by, extended stand-by and idle. First, the GEDF designates the task to run and the appropriate resource. Then, we compute the time between two successive activations of the same task and compare them with the sum of the transition duration between the two states, e.g. t transition = 160 ms if this value exceeds t transition than the task is put in the 'DeepSleep' state. The transition delay t delay of this transition has to be inferior to the latency to ensure the proper functioning of the system. A description of the implemented DPM algorithm used for WSNs and with STORM is given in Fig. 4 . The decision for a particular (V i , F i ) is based on preserving the correct timing of the operating system. We will use the 'inter-task' method where the processor speed and voltage are chosen before reactivating the task. We have analysed the performance and Table 5 . If the processor has been scaled with the factor α, a load of 1 time units will take 1/α time units. When we decrease the frequency, the effective execution time will be increased such that all tasks still respect their response time bounds. If a task is preempted or blocked, α = 1. The GEDF calculates each time the actual execution time (AET) and the worst execution cases time (WCET) of all tasks at the state 'ready' and 'running' to calculate α. Choosing a frequency lower than f min would necessarily lead to overruns of deadlines. A detailed description of the DVFS that is implemented is provided in the algorithm (see Fig. 5 ).
Implementation of the DVFS in the WSN with STORM
Evaluation of the performances of the power consumption model
When combining the power-aware model with a scheduling strategy, the consumed energy is minimised without a degradation of the QoS. The simulation results are evaluated to analyse the power consumption, the time parameters and to detect a potential for further optimisation. We observed that STORM provides results very close to the values obtained on platform and applied in the same experimental conditions. To measure the QoS, we calculate the ratio of the number of tasks that meet their deadline and the total number of tasks. The average value is 97%. The energy model allows task migration from one node to another, which results in energy savings as well as workload balancing as illustrated in Fig. 6 . Fig. 7 highlights the simulation results for five nodes by considering the parameters of Table 4 (U total = 2.5).
We evaluated the impact of some parameters like the frequency, the transition time, the number of tasks etc. on final consumption. As a result, we noted that the more the number of processors increases the more the processing time and the makespan (i.e. the date of completion of the last task scheduled) are reduced. However, it creates an additional energy costs by rising the slack time. The simulation demonstrates also that reducing further the frequencies leads to more energy saving at the global level.
The results of Fig. 8 reflect a gain between 26 and 52%. This figure shows that there is a non-linear reduction of the energy dissipation when the frequency is reduced. This is because changes in frequencies are accompanied by variation in voltage. Since power is the product of current and voltage, the increase in power dissipation for different frequencies must be non-linear. Fig. 9 captures the CPU load throughout the execution of tasks and the simulation time. The column time describes the CPU time in seconds. We see through this figure that the computational CPU load, defined as the ratio between the number of slots when the CPU is running and the total number of slots, drops significantly. When t = 0, the ratio is equal to 100%. The decrease that followed is due to the allocation of tasks to the different available processors. Table 6 compares the output of the proposed energy model that combines using global and local DVFS/DPM techniques. It is difficult to model the idle interval when applying the DPM at the global level, and it causes additional energy and latency penalty more than the local level. Besides, the DVFS strategy even if it is easier to achieve than in the local level, it offers limited energy efficiency. Thus, this table supports our choice towards the use of an interplay of both DPM and DVFS at the local level offering more energy gain and efficiency than in the global level. Table 7 illustrates a comparative study between our work and existing techniques. The tasks [47] are based on the constraints of precedence where the end of a task corresponds to the beginning of the following one. This case generally imposes a cumulation of delay causing deadline violations. That's why we privileged the tasks with implicit deadline. Although Dargie [51] considered three power modes, our approach extends to five power states by exploiting deep sleep with a T transition less or equal to the length of the inactivity interval. Liu et al. [48] proposed an 'Energy Aware DVFS' algorithm (EA-DVFS) that slows the tasks if the system has not enough available energy, otherwise, the tasks are executed at full speed.
Discussion
In [49] , using exclusively two couples of (V, F) leads to design errors difficult to determine. Indeed, they cause an inconsistency between the decisions taken by the energy manager and the actual functional states produced during the execution. This problem was solved in our work by the consideration of discrete frequencies and reciprocally the voltage. The interaction between the DPM in the idle state and the DVFS in the active state offers more gain in comparison with other techniques. The advantage of our PM is its ability to switch from one methodology to another by switching between DPM, DVFS and GEDF resulting in better energy savings. It has been deployed as an intermediate layer at the application and OS level. On the energy-saving level we obtained an estimated gain between 50 and 90%.
Conclusion
Energy conservation has played a large part in the technological evolution of sensor nodes as the available energy resources are limited. In order to achieve high efficiency and establish optimised energy consumption in a node, we proposed a power efficient system for WSNs. This power-aware model was designed to improve the energy efficiency thanks to a double solution: a global and dynamic approach using the analysis of the behaviour of the network by applying a global EDF scheduler and a local approach based on the application requests and the available quantity of energy through the time-out2-DPM and an inter-task DVFS. To ensure a better schedulability we combined the conditions of GFB and Srinivasan and Baruah. This model is generic and can work with different scheduling algorithms. As a deep optimisation of power consumption requires a simulation tool to profile the energy cost of the internal work of each node, we developed in this paper a comprehensive evaluation of the important simulations environments in order to select the most suitable to our needs. We have classified them according to the energy criterion. Finally, the simulation results were given to illustrate the effectiveness of the proposed approach. We have also extended STORM features by improving its performances and functionalities.
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