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NEWTON STRATIFICATION FOR POLYNOMIALS: THE OPEN
STRATUM.
RE´GIS BLACHE AND E´RIC FE´RARD
Abstract. In this paper we consider the Newton polygons of L-functions
coming from additive exponential sums associated to a polynomial over a finite
field Fq. These polygons define a stratification of the space of polynomials of
fixed degree. We determine the open stratum: we give the generic Newton
polygon for polynomials of degree d ≥ 2 when the characteristic p is greater
than 3d, and the Hasse polynomial, i.e. the equation defining the hypersurface
complementary to the open stratum.
0. Introduction
Let k := Fq be the finite field with q := p
m elements, and for any r ≥ 1, let kr
denote its extension of degree r. If ψ is a non trivial additive character on Fq, then
ψr := ψ ◦Trkr/k is a non trivial additive character of kr, where Trkr/k denotes the
trace from kr to k. Let f ∈ k[X ] be a polynomial of degree d ≥ 2 prime to p; then
for any r we form the additive exponential sum
Sr(f, ψ) :=
∑
x∈kr
ψr(f(x)).
To this family of sums, one associates the L-function
L(f, T ) := exp

∑
r≥1
Sr(f, ψ)
T r
r

 .
It follows from the work of Weil on the Riemann hypothesis for function fields
in characteristic p that this L-function is actually a polynomial of degree d − 1.
Consequently we can write
L(f, T ) = (1 − θ1T ) . . . (1− θd−1T ).
Another consequence of the work of Weil is that the reciprocal roots θ1, . . . , θd−1
are q-Weil numbers of weight 1, i.e. algebraic integers all of whose conjugates have
complex absolute q
1
2 . Moreover, for any prime ℓ 6= p, they are ℓ-adic units, that is
|θi|ℓ = 1.
A natural question is to determine their q-adic absolute value, or equivalently their
p-adic valuation. In other words, one would like to determine the Newton polygon
NPq(f) of L(f, T ) where NPq means the Newton polygon taken with respect to
the valuation vq normalized by vq(q) = 1 (cf. [9], Chapter IV for the link between
the Newton polygon of a polynomial and the valuations of its roots). There is an
elegant general answer to this problem when p ≡ 1 [d], p ≥ 5: then the Newton
polygon NPq(f) has vertices (cf. [10], Theorem 7.5)(
n,
n(n+ 1)
2d
)
1≤n≤d−1
.
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This polygon is often called the Hodge polygon for polynomials of degree d, and
denoted by HP (d).
Unfortunately, if we don’t have p ≡ 1 [d], there is no such general answer. We
know that NPq(f) lies above HP (d). This polygon can vary greatly depending on
the coefficients of f , and it seems hopeless to give a general answer to the question
above, as show the known examples (cf. [12] for degree 3 polynomials, [6] and [7]
for degree 4 and degree 6 polynomials respectively). On the other hand, we have
asymptotic results (cf. [14], [15]): in these papers, Zhu proves the one-dimensional
case of Wan’s conjecture (cf. [13] Conjecture 1.12), i.e. that there is a Zariski dense
open subset U of the space of polynomials of degree d over Q such that when p
tends to infinity, for any f ∈ U , the polygon NPq(f) obtained from the reduction
of f modulo a prime above p in the field defined by the coefficients of f , we have
limp→∞NPq(f) = HP (d).
A general result concerning Newton polygons is Grothendieck’s specialization theo-
rem. In order to quote it, let us recall some results about crystals. Let Lψ denote
the Artin Schreier crystal; this is an overconvergent F -isocrystal over A1 (cf. [4]
6.5), and for any polynomial f ∈ k[x] of degree d, we have an overconvergent
F -isocrystal f∗Lψ with (cf. [2])
L(f, T ) = det
(
1− Tφc|H
1
rig,c(A
1/K, f∗Lψ)
)
.
Now if we parametrize the set of degree d monic polynomials without constant
coefficient by the affine space Ad−1, associating the point (a1, . . . , ad−1) to the
polynomial f(X) = Xd + ad−1X
d−1 + · · · + a1X , we can consider the family of
overconvergent F -isocrystals f∗Lψ . Now for a family of F -crystal (M, F ) of rank
r over a Fp-algebra A, we have Grothendieck’s specialization theorem (cf. [5], [8]
Corollary 2.3.2)
Let P be the graph of a continuous R-valued function on [0, r] which is linear between
successive integers. The set of points in Spec (A) at which the Newton polygon of
(M, F ) lies above P is Zariski closed, and is locally on Spec (A) the zero-set of a
finitely generated ideal.
In other words, this theorem means that when f runs over polynomials of degree
d over Fq, then there is a Zariski dense open subset Ud,p (the open stratum) of the
(affine) space of these polynomials, and a generic Newton polygon GNP (d, p) such
that for any f ∈ Ud,p, NPq(f) = GNP (d, p), and NPq(f) ≥ GNP (d, p) for any
f ∈ Fq[X ], f monic of degree d (where NP ≥ NP
′ means NP lies above NP ′).
The aim of this article is to determine explicitely both the generic polygonGNP (d, p)
and the associated Hasse polynomial Hd,p, i.e. the exact polynomial such that
Ud,p is the complementary of the hypersurface Hd,p = 0. To be more precise,
let p ≥ 3d be a prime; a normalized polynomial of degree d over Fq is f(x) =
xd+ ad−2x
d−2+ · · ·+ a1x ∈ Fq[x]; we identify the space of normalized polynomials
with the affine space Ad−2(Fq). Then the generic polygon GNP (d, p) has vertices(
n,
Yn
p− 1
)
1≤n≤d−1
, Yn := min
σ∈Sn
n∑
k=1
⌈
pk − σ(k)
d
⌉,
and we have NPq(f) = GNP (d, p) exactly when Hd,p(a1, . . . , ad−2) 6= 0, with Hd,p
the Hasse polynomial, that we determine explicitely. Note that both GNP (d, p)
and Hd,p do not depend on q, but only on p.
The above results improve recent works of Scholten-Zhu (cf. [11]) and Zhu (cf.
[14], [15]). In [11], Scholten and Zhu determine the first generic slope and the
polynomials having this slope, and our work is a generalization of this result to
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the whole Newton polygon. In [14], the generic Newton polygon is determined,
but its n-th vertex depends on an intricated constant εn; moreover, Zhu doesn’t
need to give the exact equation defining Ud,p since she just wants to prove its non
emptyness.
We use p-adic cohomology, following the works of Dwork, Robba and others. To
be more precise, we use Washnitzer-Monsky spaces of overconvergent series H†(A);
one can define a linear operator β onH†(A) and a differential operatorD with finite
index on this space such that β and D commute up to a power of p. Then the linear
map α = β
τm−1
β
τm−2
. . . β (τ being the Frobenius) on the quotientH†(A)/DH†(A)
has characteristic polynomial (almost) equal to L(f, T ). Using a monomial basis of
H†(A)/DH†(A), we are able to give congruences for the coefficients of the matrix
M := MatB(β) in terms of the coefficients of a lift of f . We deduce congruences
for the minors of N := MatB(α), i.e. for the coefficients of the function L(f, T ).
The paper is organized as follows: in section 1, we recall the results from p-adic
cohomology we use, reducing the calculation of the L-function to the calculation of
the matrix N . Section 2 is the technical heart of our work: we give congruences
for the coefficients and the minors of Γ, a submatrix of M . Note that these results
are sufficient to determine the generic Newton polygon in case q = p; moreover
we deduce a congruence on exponential sums. In section 3 we come to the general
case: we give congruences for the minors of a submatrix A of the matrix N , whose
characteristic polynomial is L(f, T ). Finally we show the main results of the article
in section 4, defining the generic Newton polygon for normalized polynomials of
degree d and the Hasse polynomial associated to this polygon (cf. Theorem 4.1).
1. p-adic differential operators and exponential sums.
In this section, we recall well known results about p-adic differential operators,
and their application to the evaluation of the L-function of exponential sums. The
reader interested in more details and the proofs should refer to [10].
We denote by Qp the field of p-adic numbers, and by Km its (unique up to iso-
morphism) unramified extension of degree m. Let Om be the valuation ring of
Km; the elements of finite order in O
×
m form a group T
×
m of order p
m − 1, and
Tm := T
×
m ∪ {0} is the Teichmu¨ller of Km. Note that it is the image of a section of
reduction modulo p from Om to its residue field Fq, called the Teichmu¨ller lift. Let
τ be the Frobenius; it is the generator of Gal (Km/Qp) which acts on Tm as the
pth power map. Finally we denote by Cp a completion of a fixed algebraic closure
Qp of Qp.
Let π ∈ Cp be a root of the polynomial X
p−1 + p. It is well known that Qp(π) =
Qp(ζp) is a totally ramified extension of degree p − 1 of Qp. We shall frequently
use the valuation v := vπ , normalized by vπ(π) = 1, instead of the usual p-adic
valuation vp, or the q-adic valuation vq.
1.1. Index of p-adic differential operators of order 1. In this paragraph, we
denote by Ω an algebraically closed field containing Cp, complete under a valuation
extending that of Cp, and such that the residue class field of Ω is a transcendental
extension of the residue class field of Cp. For any ω ∈ Ω, r ∈ R, we denote by
B(ω, r+) (resp. B(ω, r−)) the closed (resp. open) ball in Ω with center ω and
radius r.
Let f(X) := αdX
d+ · · ·+α1X , αd 6= 0 be a polynomial of degree d, prime to p, over
the field Fq, and let g(x) := adX
d + · · ·+ a1X ∈ Om[X ] be the polynomial whose
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coefficients are the Teichmu¨ller lifts of those of f . Let A := B(0, 1+)\B(0, 1−). We
consider the space H†(A) of overconvergent analytic functions on A.
Define the function H := exp(πg(X)); note that since X 7→ exp(πX) has radius
of convergence 1, H is not an element of H†(A). Now let D be the differential
operator (where a function acts on H†(A) by multiplication)
D := X
d
dX
− πXg′(X)
(
= H−1 ◦X
d
dX
◦H
)
.
Since H is not in H†(A), D is injective in H†(A). Thus the index of D in H†(A) is
the dimension of its cokernel. By ([10] Proposition 5.4.3 p226), this dimension is d.
On the other hand, sinceD can be seen as a differential operator acting on Cp[X,
1
X ],
Theorem 5.6 of [10] ensures that a complementary subspace of DCp[X,
1
X ] in
Cp[X,
1
X ] is also a complementary subspace of DH
†(A) in H†(A). Now an easy
calculation gives, for any n ∈ Z
DXn−d = (n− d)Xn−d + π
d∑
i=1
iαiX
i+n−d,
and since this function is clearly in DH†(A), we get, for n ≥ d
Xn ≡ −
n− d
π
Xn−d −
d−1∑
i=1
iαiX
i+n−d [DH†(A)],
and for n < 0, Xn ≡ −πn
∑d
i=1 iαiX
i+n [DH†(A)]. Thus B := {1, . . . , Xd−1} forms
a basis of a complementary subspace of DH†(A) in H†(A), and for every n ∈ Z,
Xn can be written uniquely as
Xn ≡
d−1∑
i=0
aniX
i [DH†(A)],
for some ani ∈ Km(π), 1 ≤ i ≤ d − 1. We need more precise estimates for these
coefficients and their π-adic valuations
Lemma 1.1. We have the relations
i) ani = δni if 0 ≤ n ≤ d− 1,
ii) v(ani) ≥ −
[
n−i
d
]
for n ≥ d and i = 1
iii) an0 = 0 for any n > 0.
Proof. Part i) is trivial, and part ii) is just Lemma 7.7 in [10]. It remains to show
part iii); from the discussion above the lemma and the definition of the ani, we get
for any n ≥ d
an0 = −
n− d
π
an−d,0 −
d−1∑
i=1
iαiai+n−d,0.
Thus ad0 = 0 from part i), and the result follows recursively.
1.2. L-functions of exponential sums as characteristic polynomials. We
define the power series θ(X) := exp(πX − πXp); this is a splitting function in
Dwork’s terminology (cf. [3] p55). Its values at the points of T1 are p-th roots of
unity; in other words this function represents an additive character of order p. It
is well known that θ converges for any x in Cp such that vp(x) > −
p−1
p2 , and in
particular θ ∈ H†(A). We will need the following informations on the coefficients
of the power series θ
Lemma 1.2. Set θ(X) :=
∑
i≥0 biX
i; then we have
i) bi =
πi
i! if 0 ≤ i ≤ p− 1;
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ii) v(bi) ≥ i for 0 ≤ i ≤ p
2 − 1;
iii) v(bi) ≥
(
p−1
p
)2
i for i ≥ p2.
We define the functions F (X) :=
∏d
i=1 θ(aiX
i) :=
∑
n≥0 hnX
n, and G(X) :=∏m−1
i=0 F
τ i(Xp
i
); since θ is overconvergent, F and G also, and we get G ∈ H†(A).
Consider the mapping ψq defined on H
†(A) by ψqf(x) :=
1
q
∑
zq=x f(z); if f(X) =∑
bnX
n, then ψqf(X) =
∑
bqnX
n. Let α := ψq ◦ G; as operators on H
†(A), D
and α commute up to a factor q, and we get a commutative diagram with exact
rows
0 // H†(A)
qα

D
// H†(A)
α

// H†(A)/DH†(A)
α

// 0
0 // H†(A)
D
// H†(A) // H†(A)/DH†(A) // 0
Let L∗(f, T ) be the L-function associated to the sums S∗r (f) :=
∑
x∈k×r
ψr(f(x));
Dwork’s trace formula (cf [10]) gives the following
L∗(f, T ) =
det(1 − Tα)
det(1 − qTα)
= det(1 − Tα).
We have thus rewritten the L-function associated to the family of exponential sums
as the characteristic polynomial of an endomorphism in a p-adic vector space.
Let β be the endomorphism of H†(A) defined by β = ψp◦F ; then τ
−1 ◦β commutes
withD up to a factor p, and passes to the quotient, giving an endomorphism τ−1 ◦ β
of W , the Km(ζp)-vector space with basis B. Thus β induces β from W to W
τ , the
Km(ζp)-vector space W with scalar multiplication given by λ · w = λ
τw. On the
other hand we have α = βτ
m−1
. . . βτβ. This gives the following relation between
the endomorphism α of W and the semilinear morphism β (note that W τ
m
=W )
α = β
τm−1
. . . β
τ
β.
Let M := MatB(β) (resp. N) be the matrix of β (resp. α) in the basis B, and
mij (resp. nij), 0 ≤ i, j ≤ d − 1 be the coefficients of M (resp. N). From the
description of F , we can write mij = hpi−j +
∑
n≥d hnp−jani (cf [10] 7.10). Since
we have h0 = 1, and hn = 0 for negative n, we see from Lemma 1.2 iii) that
m00 = 1, and m0j = 0 for 1 ≤ j ≤ d − 1. Since N = M
τm−1 . . .M , the same
is true for the n0i; thus the space W
′ = V ect(X, . . . , Xd−1) is stable under the
action of α, (resp. β induces a morphism from W ′ to W ′τ ) and the matrix Γ
(resp. A) defined by Γ := (mij)1≤i,j≤d−1, (resp. A := (nij)1≤i,j≤d−1) is the matrix
of the restriction of β (resp. α) with respect to the basis {X, . . . , Xd−1}. These
matrices satisfy A = Γτ
m−1
. . .Γ, and det(1 − Tα) = (1 − T ) det(Id−1 − TA) =
(1 − T ) det(Id−1 − TΓ
τm−1 . . .Γ). Finally, since we assumed f(0) = 0, we have
S∗r (f) = Sr(f) − 1 for any r ≥ 1, and L
∗(f, T ) = (1 − T )L(f, T ). From this we
deduce the following result, which we will use to evaluate the valuations of the
coefficients of the L-function associated to f
Proposition 1.1. Let Γ be as above; then we have
L(f, T ) = det(Id−1 − TΓ
τm−1 . . .Γ).
Remark 1.1. We have chosen to work over a ring of overconvergent series, the
Washnitzer-Monsky dagger space; one can check that if K := Km(γ) is the totally
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ramified extension of Km containing a fixed root of X
d−π, then the space W ′⊗K
with W ′ as above is isomorphic to the space H0(SK•(B,D)) constructed in [1],
and under this isomorphism the operator α corresponds to H0(α) there. Moreover,
these spaces are isomorphic to the first rigid cohomology group H1rig,c(A
1/K, f∗Lψ)
(cf. [2]).
2. Congruences for the coefficients and the minors of the matrix Γ.
In this section, we express the “principal parts” of the coefficients mij in terms of
certain coefficients of the powers of the lifting g of the polynomial f . Then we use
these results to give the principal parts of the coefficients of the L-function.
2.1. The coefficients. Recall that we can express the coefficients mij from the
coefficients hn of the power series F and the ani in the following way
mij = hpi−j +
∑
n≥d
hnp−jani.
We begin by a congruence on the coefficients of F .
Notation. Let P be a polynomial; we denote by {P}n its coefficient of degree n.
Lemma 2.1 Assume p ≥ d, and let 0 ≤ n ≤ (p − 1)d; then we have the following
congruence for the coefficients of the power series F
hn ≡
p−1∑
k=⌈ nd ⌉
{
gk
}
n
πk
k!
[pπ],
where ⌈r⌉ is the least integer greater or equal than r.
Proof. From the definition of F , we get
hn =
∑
m1+···+dmd=n
am11 . . . a
md
d bm1 . . . bmd .
Since m1+ · · ·+ dmd = n, we get d(m1+ · · ·+md) ≥ n, and m1+ · · ·+md ≥ ⌈
n
d ⌉;
on the other hand we clearly have m1 + · · ·+md ≤ n, and we write
hn =
n∑
k=⌈nd ⌉
hn,k, hn,k =
∑
m1+···+dmd=n
m1+···+md=k
am11 . . . a
md
d bm1 . . . bmd .
From Lemma 1.2 ii), since n < pd ≤ p2, we have mi < p
2, and v(bmi) ≥ mi; thus
v(hn,k) ≥ k, and hn ≡
∑p−1
k=⌈nd ⌉
hn,k [pπ]. Since k ≤ p − 1, the same is true for
the mi appearing in the expression of hn,k: from Lemma 1.2 i), we know the bmi
explicitely, and we get
hn,k =
∑
m1+···+dmd=n
m1+···+md=k
am11 . . . a
md
d π
k
m1! . . .md!
=
πk
k!
∑
m1+···+dmd=n
m1+···+md=k
(
k
m1, . . . ,md
)
am11 . . . a
md
d
where
(
k
m1,...,md
)
:= k!m1!...md! denotes a multinomial coefficient. On the other hand,
developing the polynomial gk yields
gk(X) =
(
d∑
i=1
aiX
i
)k
=
∑
m1+···+md=k
(
k
m1, . . . ,md
)
am11 . . . a
md
d X
∑
imi ,
and we get the result.
We now give a congruence on the coefficients mij of Γ.
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Proposition 2.1 Assume that p ≥ d+ 3. Let 1 ≤ i, j ≤ d− 1; we have
mij ≡ hpi−j [pπ].
Proof. From the expression of mij , we are reduced to show that for any n ≥ d, we
have v(hnp−jani) ≥ p.
Assume first that n ≤ p; from the expression of hn, we see that the mi appearing
in hnp−j are all less than p
2 − 1, and we have v(hnp−j) ≥
np−j
d . Let d ≤ n < d+ i;
from Lemma 1.1, we have v(ani) ≥ −
[
n−i
d
]
≥ 0, and v(hnp−jani) ≥
np−j
d ≥
dp−j
d > p − 1. On the other hand, if n ≥ d + i, v(ani) ≥ −
[
n−i
d
]
≥ i−nd , and
v(hnp−jani) ≥
np−j
d +
i−n
d =
n(p−1)+i−j
d ≥ p− 1 +
i(p−1)+i−j
d > p− 1 since p ≥ d.
Suppose now that n > p; in this case we have v(hnp−j) ≥
np−j
d
(
p−1
p
)2
(cf [10]
Lemma on p242). Thus
v(hnp−jani) ≥
np− j
d
(
p− 1
p
)2
−
n− i
d
=
n
d
(
(p− 1)2
p
− 1
)
−
1
d
((
p− 1
p
)2
j − i
)
.
We have
(
p−1
p
)2
j − i ≤ d, thus v(hnp−jani) ≥
n
d
(
(p−1)2
p − 1
)
− 1. Since n > p,
we get np > 1 and v(hnp−jani) >
p2−3p+1
d − 1 > p− 1 for p ≥ d+ 3.
Corollary 2.1 Assume that p ≥ d+ 3. Let 1 ≤ i, j ≤ d− 1; we have
mij ≡
{
g⌈
pi−j
d ⌉
}
pi−j
π⌈
pi−j
d ⌉
⌈pi−jd ⌉!
[
π⌈
pi−j
d ⌉+1
]
.
Another consequence of the above evaluations is a congruence on exponential sums
associated to polynomials over the prime field: since S1(f) is the trace of the matrix
Γ, we deduce from proposition 2.1
Corollary 2.2 Assume p ≥ d+ 3, and let f ∈ Fp[X ] be a polynomial of degree d;
then we have the following congruence on the exponential sum S1(f)
S1(f) ≡
p−1∑
k=⌈ p−1d ⌉
d−1∑
i=1
{
gk
}
(p−1)i
πk
k!
[pπ].
2.2. The minors. Our aim here is to give estimates for the principal parts of
certain minors of the matrix Γ. Recall the following expression of a characteristic
polynomial
det(Id−1 − TΓ) = 1 +
d−1∑
n=1
MnT
n,
whereMn =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
∏n
i=1muiuσ(i) is the sum of the n×n
minors centered on the diagonal of Γ. We use the results of paragraph 2.1 to give
a congruence for the coefficients Mn.
Definition 2.1 i) Set Yn := minσ∈Sn
∑n
k=1⌈
pk−σ(k)
d ⌉, and
Σn := {σ ∈ Sn,
n∑
k=1
⌈
pk − σ(k)
d
⌉ = Yn}.
ii) For every 1 ≤ i ≤ d−1, set ji be the least positive integer congruent to pi modulo
d, and for every 1 ≤ n ≤ d− 1, let Bn := {1 ≤ i ≤ n, ji ≤ n}.
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Note that since p is coprime to d, the map i 7→ ji is an element of Sd−1, the d−1-th
symetric group. We can use the set Bn to describe Σn precisely
Lemma 2.2. Let 1 ≤ n ≤ d− 1; we have Σn = {σ ∈ Sn, σ(i) ≥ ji ∀i ∈ Bn}, and
Yn =
∑n
k=1⌈
pk
d ⌉ −#Bn.
Proof. It is easily seen that for any 1 ≤ j ≤ ji − 1, we have ⌈
pi−j
d ⌉ = ⌈
pi
d ⌉, and for
ji ≤ j ≤ n, ⌈
pi−j
d ⌉ = ⌈
pi
d ⌉ − 1. From this we deduce
n∑
k=1
⌈
pk − σ(k)
d
⌉ =
n∑
k=1
⌈
pk
d
⌉ −#{1 ≤ k ≤ n, σ(k) ≥ jk}.
Now we have the inclusion {1 ≤ k ≤ n, σ(k) ≥ jk} ⊂ Bn. Finally the set
{σ ∈ Sn, σ(i) ≥ ji ∀i ∈ Bn} is not empty, since i 7→ ji is an injection from
Bn into {1, . . . , n}; we get Yn =
∑n
k=1⌈
pk
d ⌉ − #Bn, and that the permutations
reaching this minimum are exactly the ones with σ(i) ≥ ji for all i ∈ Bn. This is
the desired result.
We are now ready to give a congruence for the coefficients Mn of the polynomial
det(Id−1 − TΓ).
Definition 2.2. Recall that we have set g(X) =
∑d
i=1 aiX
i. For any 1 ≤ n ≤ d−1
let Pn be the polynomial in Z[X1, . . . , Xd] defined by
Pn(a1, . . . , ad) :=
∑
σ∈Σn
sgn(σ)
n∏
i=1
{
g⌈
pi−σ(i)
d
⌉
}
pi−σ(i)
.
Lemma 2.3 Let 1 ≤ u1 < · · · < un = n + s and 1 ≤ v1 < · · · < vn = n + t be
integers; then we have the following inequality
n∑
k=1
⌈
puk − vk
d
⌉ ≤ Yn +
([p
d
]
− 1
)
t− s.
Proof. We first rewrite the sum as in the proof of lemma 2.2
n∑
k=1
⌈
puk − vk
d
⌉ =
n∑
k=1
⌈
puk
d
⌉ −#{vi, vi ≥ jui}.
We know that there are #Bn integers in {1, . . . , n} such that ji ≤ n ; thus there
are at most #Bn + s integers in {1, . . . , n} such that ji ≤ n + s since i 7→ ji is a
bijection. On the other hand, there are at most t elements in {n + 1, . . . , n + t}
such that ji ≤ n + s; thus the set #{vi, vi ≥ jui} contains at most #Bn + s + t
elements, and we get∑n
k=1⌈
puk−vk
d ⌉ ≥
∑n
k=1⌈
puk
d ⌉ −#Bn − s− t
≥
∑n
k=1⌈
pk
d ⌉+ ⌈
p(n+t)
d ⌉ − ⌈
pn
d ⌉ −#Bn − s− t
≥ Yn + ⌈
p(n+t)
d ⌉ − ⌈
pn
d ⌉ − s− t.
Now for any a, b ≥ 0 we have ⌈a + b⌉ ≥ ⌈a⌉ + [b], and the sum above is greater
than Yn +
[
pt
d
]
− t − s. Moreover, [ab] ≥ [a][b], and the sum is greater than Yn +([
p
d
]
− 1
)
t− s. This proves the lemma.
Proposition 2.2 Assume p ≥ 3d; then for any 1 ≤ n ≤ d− 1, we have
Mn ≡
Pn(a1, . . . , ad)∏
i/∈Bn
⌈pid ⌉!
∏
i∈Bn
(
⌈pid ⌉ − 1
)
!
πYn [πYn+1].
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Proof. We first choose a term in the development of Mn with {u1, . . . , un} 6=
{1, . . . , n}; let un = n+ t, t ≥ 1. From Corollary 2.1, we have
v(
n∏
k=1
mukuσ(k)) ≥
n∑
k=1
⌈
puk − uσ(k)
d
⌉.
Applying Lemma 2.3 to the ui and vi := uσ(i), we get that the valuation is greater
than Yn +
([
p
d
]
− 2
)
t. Finally since p ≥ 3d and t ≥ 1, the valuation of the term
above is greater than Yn+1 and we need only consider the terms in the development
of Mn with u1 = 1, . . . , un = n to get the result.
From Corollary 2.1 and the description of Mn, we get
Mn ≡
∑
σ∈Sn
sgn(σ)
n∏
i=1
{
g⌈
pi−σ(i)
d ⌉
⌈pi−σ(i)d ⌉!
}
pi−σ(i)
π
∑n
i=1⌈
pi−σ(i)
d ⌉ [πYn+1],
and we can restrict the sum to Σn from the definition of Yn. Finally for any σ ∈ Σn,
we have ⌈pi−σ(i)d ⌉ = ⌈
pi
d ⌉ if i /∈ Bn, and ⌈
pi−σ(i)
d ⌉ = ⌈
pi
d ⌉ − 1 else; thus the product∏n
i=1⌈
pi−σ(i)
d ⌉! is independent of the choice of σ in Σn. This ends the proof of
Proposition 2.2.
3. Congruences for the minors of A.
In this section, we give congruences for the coefficients of the characteristic poly-
nomial of:
A = Γτ
m−1
Γτ
m−2
. . .Γ.
Recall A := (nij)1≤i,j≤d−1, and set det(Id−1 − TA) :=
∑d−1
n=0MnT
n, with:
Mn =
∑
1≤u1<···<un≤d−1
∑
σ∈Sn
sgn(σ)
n∏
i=1
nui,uσ(i) .
Let us give an expression for nij :
nij =
∑
1≤k1,...,km−1≤d−1
mτ
m−1
ik1 m
τm−2
k1k2 . . .mkm−1j .
Fix U = {u1, . . . , un}; replacing the above in SU :=
∑
σ∈Sn
sgn(σ)
∏n
i=1 nui,uσ(i) ,
we get (where the inner sum in the first line taken over 1 ≤ j ≤ n, and the other
ones over 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n):
SU =
∑
σ∈Sn
sgn(σ)
n∏
i=1
∑
1≤kij≤d−1
mτ
m−1
uik1im
τm−2
k1ik2i . . .mkm−1iuσ(i)
=
∑
1≤kij≤d−1
∑
σ∈Sn
sgn(σ)
n∏
i=1
mτ
m−1
uik1i m
τm−2
k1ik2i . . .mkm−1iuσ(i)
=
∑
1≤kij≤d−1
n∏
i=1
mτ
m−1
uik1i . . .m
τ
km−2ikm−1i
∑
σ∈Sn
sgn(σ)
n∏
i=1
mkm−1iuσ(i)
Lemma 3.1 If the map i 7→ km−1i is not injective, we have:
S′ :=
∑
σ∈Sn
sgn(σ)
n∏
i=1
mkm−1iuσ(i) = 0.
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Proof. Assume that km−1i = km−1j for some i 6= j. Then σ 7→ σ
′ = σ ◦ (i, j) is a
bijection from An to Sn\An, and we write
S′ =
∑
σ∈An
(
sgn(σ)
n∏
l=1
mkm−1luσ(l) + sgn(σ
′)
n∏
l=1
mkm−1luσ′(l)
)
;
Since sgn(σ′) = −sgn(σ), the sum above is zero for any σ.
Thus we can write km−1i = θm−1(i) for some injective map θm−1 : {1, . . . , n} →
{1, . . . , d − 1}. Let In be the set of such maps. We get a new expression for S
(where the first sum is taken over 1 ≤ i ≤ m− 2, 1 ≤ j ≤ n)
SU =
∑
1≤kij≤d−1
∑
θm−1∈In
∑
σ∈Sn
sgn(σ)
n∏
i=1
mτ
m−1
uik1im
τm−2
k1ik2i . . .mθm−1(i)uσ(i) ,
Now we show that each of the maps θj : i 7→ kji must be in In:
Lemma 3.2 Assume that the maps θl : i 7→ kli are in In for any 1 ≤ t < l ≤ m−1,
but that the map i 7→ kti is not injective; then we have the equality:
S′′ :=
∑
(θt+1,...,θm−1,σ)∈I
m−t−1
n ×Sn
sgn(σ)
n∏
l=1
mτ
m−1−t
ktlθt+1(l)
. . .mθm−1(l)uσ(l) = 0.
Proof. Assume that kti = ktj for i 6= j; consider the disjoint union
Im−t−1n × Sn = I
m−t−1
n ×An
∐
Im−t−1n × Sn\An.
The map (θt+1, . . . , θm−1, σ) 7→ (θt+1 ◦ (i, j), . . . , θm−1 ◦ (i, j), σ ◦ (i, j))
is a bijection from Im−t−1n ×An to I
m−t−1
n ×Sn\An. Since kti = ktj and sgn(σ) =
−sgn(σ◦(i, j)), the terms in S′′ coming from (θt+1, . . . , θm−1, σ) and (θt+1◦(i, j), . . . , θm−1◦
(i, j), σ ◦ (i, j)) cancel each other and we are done.
Summing up, we get a new expression for SU
SU =
∑
(θ1,...,θm−1)∈I
m−1
n
∑
σ∈Sn
sgn(σ)
n∏
i=1
mτ
m−1
uiθ1(i)
mτ
m−2
θ1(i)θ2(i)
. . .mθm−1(i)uσ(i) .
We are ready to prove the following:
Proposition 3.1 Assume that p ≥ 3d; then for any 1 ≤ n ≤ d− 1, we have:
Mn ≡
∑
(σ,θ1,...,θm−1)∈Smn
sgn(σ)
n∏
i=1
mτ
m−1
iθ1(i)
mτ
m−2
θ1(i)θ2(i)
. . .mθm−1(i)σ(i) [π
mYn+1].
Proof. Let V be the valuation of mτ
m−1
uiθ1(i)
mτ
m−2
θ1(i)θ2(i)
. . .mθm−1(i)uσ(i) ; from Corollary
2.1 (note that since d ≥ 2 and p ≥ 3d we have p ≥ d+ 3), we get:
V ≥
n∑
i=1
⌈
pui − θ1(i)
d
⌉+ · · ·+ ⌈
pθm−1(i)− uσ(i)
d
⌉
Assume that 1 ≤ u1 < · · · < un = n + t0, and 1 ≤ θi(1) < · · · < θi(n) = n + ti,
1 ≤ i ≤ m− 1; then we have from lemma 2.3
V ≥ Yn +
([
p
d
]
− 1
)
t0 − t1 + · · ·+ yn +
([
p
d
]
− 1
)
tm−1 − t0
≥ mYn +
([
p
d
]
− 2
)
(t0 + · · ·+ tm−1).
Assume that one of the ti is nonzero; from the hypothesis on p, we have V ≥ mYn+1,
and this term doesn’t appear in the congruence. Thus the only terms remaining
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are those with {u1, . . . , un}, θi({1, . . . , n}) all equal to {1, . . . , n}, and this is the
desired result.
We are now ready to show the main result of this section; we use the notations of
section 2:
Proposition 3.2 Assume that p ≥ 3d; then for any 1 ≤ n ≤ d − 1, we have the
congruence:
Mn ≡
NKm/Qp(Pn(a1, . . . , ad))(∏
i/∈Bn
⌈pid ⌉!
∏
i∈Bn
(
⌈pid ⌉ − 1
)
!
)mπmYn [πmYn+1].
Proof. We rewrite the sum in proposition 3.1: set σ0 = θ1, σ1 = θ2◦θ
−1
1 , . . . , σm−1 =
σ ◦ θ−1m−1; we get
Mn ≡
∑
(σ0,...,σm−1)∈Smn
sgn(σ0 ◦ · · · ◦ σm−1)
n∏
i=1
mτ
m−1
iσ0(i)
mτ
m−2
iσ1(i)
. . .miσm−1(i) [π
mYn+1]
≡
m−1∏
i=0
∑
σi∈Sn
sgn(σi)
n∏
j=1
mτ
m−1−i
jσi(j)
≡
m−1∏
i=0

 ∑
σi∈Sn
sgn(σi)
n∏
j=1
mjσi(j)


τm−1−i
[πmYn+1].
Finally we know from Proposition 2.2 that(∑
σ∈Σn
sgn(σ)
∏n
j=1mjσ(j)
)τ i
≡
(∑
σ∈Σn
sgn(σ)
∏n
j=1mjσ(j)
)τ i
[πYn+1]
≡ Pn(a1,...,ad)
τi∏
i/∈Bn
⌈ pid ⌉!
∏
i∈Bn
(⌈ pid ⌉−1)!
πYn [πYn+1],
and the theorem is an immediate consequence of the congruences above.
4. Generic Newton polygons
In this section we use the results above to determine the generic Newton polygon
GNP (d, q) associated to polynomials of degree d over Fq. We determine the Zariski
dense open subset U in Ad−1, the space of monic polynomials of degree d without
constant coefficient, such that for any f ∈ U we have NPq(f,Fq) = GNP (d, q),
giving an explicit polynomial, the Hasse polynomial Gd,p in Fp[X1, . . . , Xd] such
that U = D(Gd,p).
4.1. Hasse polynomials. In this section, we study the polynomials which appear
when expressing the principal parts of the minors Mn in terms of the coefficients
of the original polynomial.
Definition 4.1. Recall that for g(X) =
∑d
i=1 aiX
i, we have set
Pn(a1, . . . , ad) :=
∑
σ∈Σn
sgn(σ)
n∏
i=1
{
g⌈
pi−σ(i)
d ⌉
}
pi−σ(i)
.
We denote by Pn ∈ Fp[X1, . . . , Xd] the reduction modulo p of Pn, and let Pd,p :=∏[ d2 ]
i=1 Pi.
Our next task is to ensure that the polynomial Pd,p is non zero; in order to prove
this, we consider the monomials in Pd,p of minimal degree and exhibit one that
appear (with non zero coefficient) exactly once when σ describes Σn.
Lemma 4.1 For any 1 ≤ n ≤ d− 1, we have Pn 6= 0 in Fp[X1, . . . , Xd]. Moreover
this polynomial is homogeneous of degree Yn.
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Proof. The polynomial (a1, . . . , ad) 7→
{
g⌈
pi−σ(i)
d ⌉
}
pi−σ(i)
contains a unique mono-
mial of maximal degree in Xd, which is X
[pi−σ(i)d ]
d Xpi−σ(i), where n stands for the
least nonnegative integer congruent to n modulo d, and we set X0 = 1. Moreover
its coefficient is 1 if pi− σ(i) = 0, and ⌈pi−σ(i)d ⌉ else: in any case it is non zero
modulo p. Thus
∏n
i=1
{
g⌈
pi−σ(i)
d ⌉
}
pi−σ(i)
contains a unique monomial of maximal
degree in Xd with nonzero coefficient, which is X
∑n
i=1[
pi−σ(i)
d ]
d
∏n
i=1Xpi−σ(i).
On the other hand, we have
[
pi−j
d
]
=
[
pi
d
]
if 1 ≤ j ≤ ji, and
[
pi−j
d
]
=
[
pi
d
]
− 1
if j ≥ ji + 1. Thus the degree in Xd of a monomial of Pn is maximal for those σ
such that σ(i) ≤ ji. From Lemma 2.2, we see that the monomials in Pn of maximal
degree in Xd come from the σ such that for any i ∈ Bn, σ(i) = ji (note that such σ
exist since i 7→ ji is injective on Bn). If Σ
+
n ⊂ Σn is the set of these permutations,
we get that the monomials in Pn of maximal degree in Xd are the
X
∑n
i=1[
pi
d ]
d
∏
i/∈Bn
Xpi−σ(i) = X
∑n
i=1[
pi
d ]
d
∏
i/∈Bn
Xji−σ(i),
with σ ∈ Σ+n , and that there is exactly #Σ
+
n such monomials in Pn (remark that
for i /∈ Bn, σ ∈ Σ
+
n , we have pi = ji > n, and pi− σ(i) = ji − σ(i)).
We now construct σ0 ∈ Σ
+
n such that the associated monomial cannot be obtained
from any other σ ∈ Σ+n . For i ∈ Bn, we must have σ0(i) = ji from the definition
of Σ+n . Let i0 ∈ {1, . . . , n}\Bn be such that ji0 is maximal, and set σ0(i0) =
min {{1, . . . , n}\{ji, i ∈ Bn}}. Then we continue the same process, with i1 6= i0,
i1 /∈ Bn such that ji1 is maximal, and σ0(i1) minimal among the remaining possible
images. The permutation σ0 is clearly well defined, and unique. Let σ ∈ Σ
+
n be
such that
∏
i/∈Bn
Xji−σ(i) =
∏
i/∈Bn
Xji−σ0(i). Consequently here exists i /∈ Bn
such that ji − σ(i) = ji0 − σ0(i0); from the construction we must have ji = ji0 ,
thus i = i0, and σ(i0) = σ0(i0). Following this process, we get σ = σ0. Finally
the monomial X
∑n
i=1[
pi
d ]
d
∏
i/∈Bn
Xji−σ0(i) appears just once in Pn, with coefficient∏
i/∈Bn
⌈pi−σ0(i)d ⌉ and this gives the first assertion.
To prove the second assertion, remark that from the proof of Lemma 2.1, (a1, . . . , ad) 7→{
g⌈
pi−σ(i)
d ⌉
}
pi−σ(i)
is homogeneous of degree ⌈pi−σ(i)d ⌉; thus from the definition of
Σn, we get the result.
Lemma 4.2 i) We have Pd,p(X1, . . . , Xd−1, 1) 6= 0 in Fp[X1, . . . , Xd−1]. Moreover
this polynomial has degree less or equal than d−12
[
d
2
] ([
d
2
]
+ 1
)
;
ii) we have Pd,p(X1, . . . , Xd−2, 0, 1) 6= 0 in Fp[X1, . . . , Xd−1]. Moreover this poly-
nomial has degree less or equal than d−14
[
d
2
] ([
d
2
]
+ 1
)
.
Proof. i) The non vanishing is obvious from Lemma 4.1, since dehomogeneizing a
non zero homogeneous polynomial with respect to any of its variables yields a non
zero polynomial.
We now show the assertion on the degree; consider the polynomial (a1, . . . , ad) 7→{
g⌈
k
d ⌉
}
k
. From the proof of Lemma 2.1, its monomials are among the Xm11 . . .X
md
d
with m1+ · · ·+dmd = k, and m1+ · · ·+md = ⌈
k
d ⌉. Multiplying the second equality
by d and substracting the first we get (d− 1)m1 + · · ·+md−1 = d⌈
k
d ⌉ − k ≤ d− 1;
consequently m1+ · · ·+md−1 ≤ d−1, and the degree in X1, . . . , Xd−1 of the above
polynomial is at most d− 1. From the definition of Pn, its degree in the first d− 1
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variables is at most n(d − 1), and finally the degree of Pd,p(X1, . . . , Xd−1, 1) is at
most d−12
[
d
2
] ([
d
2
]
+ 1
)
.
ii) The non vanishing follows from the proof of Lemma 4.1. Remark that from the
construction of σ0, we must have, for i /∈ Bn, ji−σ0(i) ≤ d− 2; thus the monomial
constructed in the proof doesn’t contain Xd−1, and the result follows. In order to
give a bound for the degree, we use the same technique that in the proof of i),
remarking that now we take md−1 = 0, and consequently m1 + · · ·+md−1 ≤
d−1
2 .
This ends the proof.
Definition 4.2. We define the Hasse polynomial for polynomials of degree d Gd,p
in Fq[X1, . . . , Xd−1] as
Gd,p(X1, . . . , Xd−1) := Pd,p(X1, . . . , Xd−1, 1),
and the Hasse polynomial for normalized polynomials of degree d,Hd,p in Fq[X1, . . . , Xd−2]
as
Hd,p(X1, . . . , Xd−2) := Pd,p(X1, . . . , Xd−2, 0, 1),
4.2. The generic Newton polygon. We use the results of the paragraph above
to show that for any monic polynomial of degree d over Fq, its Newton polygon
is above a generic Newton polygon, and that most polynomials have their Newton
polygon attaining the generic Newton polygon.
We identify the set of normalized monic polynomials of degree d such that f(0) = 0
with affine d−2 space Ad−2 by associating the point (a1, . . . , ad−2) to the polynomial
f(X) = Xd + ad−2X
d−2 + · · ·+ a1X .
Definition 4.3. Set Y0 := 0. We define the generic Newton polygon of exponential
sums associated to polynomials of degree d in Fq, GNP (d,Fq), as the lowest convex
hull of the points {
(n,
Yn
p− 1
)
}
0≤n≤d−1
.
We are ready to prove the main result of this paper.
Theorem 4.1. Let p ≥ 3d be a prime, and f ∈ Fq[X ] a normalized polynomial
of degree d. Then we have NPq(f,Fq) = GNP (d, q) if and only if the coefficients
of f belong to the Zariski dense open subset U := D(Hp,d). Moreover for any
polynomial of degree d over Fq, the associated Newton polygon is above the generic
Newton polygon.
Proof. Recall from Proposition 1.1 that for any polynomial of degree d we have
L(f, T ) = det(Id−1 − TΓ
τm−1 . . .Γ) =
d−1∑
n=0
MnT
n.
Thus the Newton polygon NPq(f,Fq) is the lower convex hull of the set of points
{(n, vq(Mn)), 0 ≤ n ≤ d− 1}.
On the other hand we have, from Proposition 3.2
Mn ≡
NKm/Qp(Pn(a1, . . . , ad))(∏
i/∈Bn
⌈pid ⌉!
∏
i∈Bn
(
⌈pid ⌉ − 1
)
!
)mπmYn [πmYn+1].
and we get vq(Mn) =
Yn
p−1 if and only if Pn(α1, . . . , αd−2, 0, 1) 6= 0 in Fq. Moreover,
the Newton polygon is symmetric : if it has a slope of length l and slope s it
has a segment of the same length and slope 1 − s. Thus, in order to show that
NPq(f,Fq) coincides with GNP (d, q), it is sufficient to show that the first [
d
2 ]
vertices of NPq(f,Fq) coincide with the ones of GNP (d, q). From Definition 4.1,
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this is true exactly when Pd,p(α1, . . . , αd−2, 0, 1) 6= 0; this is the desired result. The
last assertion is an easy consequence of the discussion above.
Remark 4.1. Let us show that we have NP (f) = HP (d) for any f of degree d
when p ≡ 1 [d]; in this case we get Σn = {Id} for any n, Yn = (p − 1)
n(n+1)
2 and
GNP (d, q) = HP (d); moreover Pn(X1, . . . , Xd) = cX
Yn
d for some c ∈ F
×
p , and Hd,p
is a nonzero polynomial of degree 0. In this case we get that Ud,p is the whole A
d−2,
as stated above.
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