Abstract-Microblogs and social networks have become a valuable resource for mining sentiments in various fields. The sentiments posted on the web have reportedly influenced the trading and investment decisions and activities taking place in the stock exchanges. In this study, we have investigated explored the effects of microblogs on Chinese Stock Market. We have particularly focused on whether measurements of collective mood states (sentiments and persuasions) derived from large-scale microblogging posts are correlated to the values of Chinese stock market over a period of time. We have proposed a Regression-Based Microblogging Influence Detection Scheme (RMIDS) as a framework to detect the influence of microblogging posts on stock market in this paper. Our results showed that sentiments in microblogging has significant influence on the market, while the persuasion posts trying to interfere the stock market, by taking the advantage of lack of regulations in microblogging, do not succeed.
Abstract-Microblogs
SinaMircoblogging is a very popular Chinese microblogging platform, as influential in China as twitter is in US and rest of the world, where users can do microblog-ging on the topics of their interests. They comment on other's post and repost, even communicate with them directly. Its user base has been growing exponentially since it's launch in 2009. As of December 2013, there are more than 129 million monthly active users in SinaMircoblogging [1] .
The popularity of microblogging has attracted more and more attention from academia [2] . Facilitated by the blooming of social media and the associated platform for user-generated contents, consumers increasingly turn to fellow online reviews instead of expert suggestions when purchasing nowadays [3] . Peer opinions have also begun to play a greater role in stock market. A report of 2008 shows that about 25% adults indirectly rely on investment advice transmitted via social media outlets [4] . Till 2013, it is reported that social media influences 70% of investors for personal finances and investments [5] . From an investment perspective, there are a few important questions that should be answered to better understand the effect of micro-blogging on investment decisions. These include: Do peer opinions in microblogging actually impart value-relevant news? Or do they merely constitute "random chatter"? What's more, are some users taking advantage of the lack of regulations inherent in social media outlets and attempting to interfere the trend of the market by persuading fellow market participants?
Behavioral finance suggests that stock market prices do not exactly follow a random walk and the Efficient Market Hypothesis (EMH), which means the price could be predicted to some extent. Behavioral finance has further proven that emotions and moods will drive financial decisions significantly [6, 7] .
In order to predict stock market trend, time series and technical indicators have been suggested. For example, Liao and Wang suggested a stochastic time effective neural network for financial market prediction [8] . Similarly, Wang offered a fuzzy grey model to predict stock prices [9] . Refenes and Holt proposed technical indicators to forecast volatility with neural regression [10] , while Rodriguez-Gonzalez et al. suggested an RSI indicator to improve trading systems using neural network [11] . Meanwhile, Hsu offered sixteen technical indicators to forecast stock market by using the SOM-GP procedure [12] . Furthermore, foundational indicators have been taken into consideration for financial market prediction. Kanas and Yannopoulos proposed several financial indicators to forecast stock market [13] . Olsonand Mossman offered various accounting ratios to forecast Canadian stock returns [14] .
With the increase of web news and social media, web mining-based prediction methods have been carried out to enhance the performance of financial market prediction [15] . For instance, Schumaker and Chen developed a discrete stock price prediction engine based on financial news, and experimental results showed that the proposed system outperforms the market average and performs well against existing quant funds [16] . Zhang et al. found that emotional tweet percentage significantly negatively correlated with Dow Jones, NASDAQ and S&P500 [17] , which makes it possible to assume that public mood and sentiment in the user-generated contents in microblogging can drive stock market values. Das and Chen extracted sentiments from small talks on the web, and examined the relationship between sentiment and the stock values [18] . Bollenet al. found that the accuracy of DJIA predictions can be significantly improved by the inclusion of specific public mood dimensions by Granger causality analysis and Self-Organizing Fuzzy Neural Network [19] , and they suggested twitter mood as a stock market predictor to model the relationship between online emotions and stock prices [20] . This raised questions about the generality of the findings. Will it be the same in other countries with totally different cultural background? Could the mood in microblogging be helpful for price prediction in Chinese stock market? Furthermore, there could be geographical and cultural sampling errors in dealing the price of DJIA with information collected from Twitter.com. US stock markets are affected by individuals worldwide, but twitter users, for the particular period under observation, were predominantly English speaking and located in the US. What's more, being an open platform with contents generated by users, some microblogging would strongly recommend readers to make certain kinds of investment decisions due to lack of information regulation. If the microblogging posts with a clear and persuasive purpose interfere readers' investment decisions successfully? To consider these concerns, it will be interesting to introduce the influence of persuading microblogging posts on stock market.
In this paper, we worked on the effectiveness of sentiments and persuasion of microblogging on Chinese financial market. We collected posts from SinaMircoblogging platform and stock prices from HS300 index, whose users are mostly Chinese speaking residing in China. A Regression-Based Microblogging Influence Detection Scheme (RMIDS) is proposed as the framework to detect the influence of sentiments and persuasion in microblogging posts on stock market.
II. THEORETICAL FOUNDATION
We used several regression algorithms to test our research hypotheses, involving Linear Regression [21] , Sequential Minimal Optimization for Regression (SMOReg) [22] , Gaussian Processes for Regression (GaussianProcesses) [23] and Support Vector Regression (SVR) [24, 25] . The following sub-sections give a brief description of these techniques.
A. Linear Regression
Given a data set {y i , x i1 , …, x ip } where i=1, …, n, a linear regression model consider that the relationship between the dependent variable as linear. The model is defined as follows:
where X i T β is the inner product between vectors X i T and β, and ε i is an unobserved random variable that adds noise to the linear relationship between y i and x i . In the algorithm, we used the Akaike criterion for model selection.
B. Sequential Minimal Optimization for Regression
Sequential minimal optimization (SMO) is an algorithm which solves the quadratic programming(QP) problem during the training of support vector machines. SMOReg implements the support vector machine for regression. SMO selects a Lagrange multiplier α 1 which does not confirm to the Karush-Kuhn-Tucker (KKT) conditions. Then another multiplier α 2 is picked and used to optimize the pair (α 1 , α 2 ) and repeat until all the Lagrange multipliers satisfy the KKT conditions. Let E i denote the output error on the ith pattern, β denote the threshold parameter. The SMO algorithm employs a two loop approach: the outer loop chooses α 2 ; for a chosen α 2 the inner loop chooses α 1 . The outer loop iterates over all patterns violating the optimality conditions, first only over those with Lagrange multipliers neither on the upper nor on the lower boundary, and once all of them are satisfied, over all patterns violating the optimality conditions to ensure that the problem has indeed been solved. For efficient implementation a cache for is maintained and updated for those indices corresponding to non-boundary Lagrange multipliers. The remaining are computed as and when needed. Then the regression process is finished.
C. Gaussian Processes for Regression
A Gaussian process is a stochastic process. A stochastic process is a collection of {Y(x)| x∈X}, where X is the input space with dimension d(the number of inputs). The stochastic process is specified by giving the probability distribution for every finite subset of variables
) in a consistent manner. A Gaussian process which can be specified by its mean function μ(x)= E [Y(x)] and its covariance function
In the Gaussian process, each finite linear combination of instances has a joint Gaussian distribution. Furthermore, linear functions which are applied to the function will give a normally distributed result. In this paper, we apply Gaussian Processes for regression.
D. Support Vector Regression
The basic idea of SVR is to find a function that approaches the training points by minimizing the prediction error. In SVR all deviations up to a specified parameter are discarded. For the linear situation, the support vector regression function is defined as:
where a refers to the support vector. Furthermore, a kernel function, such as radial basis function (RBF) kernel is used for nonlinear problems. III. REGRESSION-BASED MICROBLOGGING INFLUENCE DETECTION SCHEME
In this part, Regression-Based Microblogging Influence Detection Scheme (RMIDS) is proposed as a framework to detect the influence of microblogging posts on stock market in China. Six models are constructed for evaluating the stock price prediction power of involving sentiment analysis and persuasion analysis. In the first phase, a persuasion words dictionary is constructed through experts consultation, and a sentiment words dictionary is also retrieved from related researches [26] . The whole evaluation work is based on these two dictionaries. In the second phase, microblogging data related to HS300 index are collected from SinaMircoblogging by a spider with a DOM (Document Object Model) based algorithm [27] . In addition,HS300 time series data are downloaded from Financial Terminal of Wind Information. In the third phase, potential influential attributes, which include sentiment related words and persuasion related words, are extracted from the data we collected, and being used for constructing 6 different models for comparison. In the last phase, each model is compared and analyzed for evaluating the prediction power of including sentiment and persuasion attributes. The framework of RMIDS is illustrated in Fig.  1 .
To be specific, the whole work can be divided into the following four steps:
Step1: Through expert consulting, a persuasion words dictionary is constructed with those strong recommendatory words in investment. All the words in this dictionary are those which stimulate the public to buy or sell the stocks, such as "will go up" and etc.
Step 2: After the collection of HS300 index data, related microblogging data is also collected from Internet. Specifically, we've retrieved more than 170,000 microblogging posts related to HS300 from 2011 to 2013 from SinaMircoblogging platform by a DOM based spider programming in java.
Step 3: ICTCLAS text split system is then used to split all the microblogging posts we've collected. Through matching spilt text with sentiment word dictionary and persuasion word dictionary, we are able to calculate the number of positive sentiment words, number of negative sentiment words and number of strong persuasion words in each post of microblogging. By grouping the daily posts according to whether there is obvious persuasion and calculating the sum of positive sentiment and sum of negative sentiment for each group, we are capable of calculating six proposed attributes--positive sentiment of persuasion group (PoP), negative sentiment of persuasion group (NoP), positive sentiment of non-persuasion group (PoNP), negative sentiment of non-persuasion group (NoNP), positive sentiment sum (PS) and negative sentiment sum (NS).
Step 4: Along with the afore-mentioned six attributes and HS300 time series, we constructed six different models for exploring the stock price prediction power of involving sentiment and persuasion words as attributes in the model. The six models(where y t refers to the closing price of day t, y t-1 refers to the closing price of the day before t) are as follows.
Model A -The model predicts stock price y t with PoP, NoP, PoNP, NoNP and stock price y t-1 as attributes.
Model B -The model predicts stock price y t with PoP, NoP and stock price y t-1 as attributes.
Model C -The model predicts stock price y t with PoNP, NoNP and stock price y t-1 as attributes.
Model D -The model predicts stock price y t with PS, NS and stock price y t-1 as attributes.
Model E -The model predicts stock price y t with stock price y t-1 as attribute.
Model F -The model predicts stock price y t with stock price y t-1 and stock price y t-2 as attributes.
Eventually, by comparison and analysis of the prediction performance of each model, the evaluation and comprehension of the power of sentiment analysis and persuasion analysis of microblogging influence on investors in stock market could be done.
IV. RESULTS

A. Data Description and Evaluation Criteria
To evaluate the stock price prediction power of involving sentiment analysis and persuasion analysis, we conducted a series of experiments. To ensure the robustness and effectiveness of the experiments, we used a large microblogging dataset which amounted to more than 170,000 posts retrieved from SinaMircoblogging platform during the period of1st Jan. 2011 -31th Dec. 2013, as well as stock dataset ranking in the same period.
Along with the microblogging data, we calculated the six attributes--PoP, NoP, PoNP, NoNP, PS and NS. Then the six models(Model A-F)were constructed with the attributes and the HS300 time series. Specifically, the six models can be divided into three groups according to the attributes, Model A, B, and C verify the stock price prediction power of involving persuasion analysis while Model D provides contrast with sentimental analysis, and Model E and F only involves stock price attributes.
Furthermore, four criteria are used to assess the performance of persuasion analysis on stock price prediction. The Mean absolute error (MAE) is used to measure how close predictions are to the actual values. The root mean squared error (RMSE) measures the difference between the predictions and the actual values. They have been used as
The relative absolute error (RAE) is the sum of the absolute error of the predictions and the actual values is then divided by the sum of the difference between the actual valuesand the mean of them, which is defined as 
The root relative squared error (RRSE) is the root of relative squared error (RSE), which takes the squared error and normalizes it by dividing with the squared error of the actual values. This criteria is defined as following:
In (4), (5), (6), (7), n refers to the number of instances, f i refers to the prediction, y i refers to the true value, y refers to the mean value of true value.
B. Experimental Results
Persuasion attributes and sentiment attributes are generated from the microblogging data through persuasion analysis and sentiment analysis. To compare the influence of persuasion and sentiments on stock price, we conducted six experiments with different attributes derived from original microblogging data. Then the six aforementioned models are tested by several regression models, including Linear Regression, SMOReg, GaussianProcesses and SVR. The empirical results are listed in TABLE I, TABLE II, TABLE III, and TABLE  IV. In Fig. 2 , we compared the MAE of Linear Regression, SMOReg, GaussianProcesses and SVR with linear kernel. The performance of GaussianProcesses on the six models is not as stable as the other three methods. What's more, the MAE of Linear Regression, SMOReg and SVR with linear kernel are in the same level, which is better than the MAE of GaussianProcesses. level, which is better than the RMSE of GaussianProcesses.
In Fig. 4 , we used RAE to compare the performance of Linear Regression, SMOReg, GaussianProcesses and SVR with linear kernel. The RAE from the results of Linear Regression, SMOReg and SVR with linear kernel on six models is similar to each other, while GaussianProcesses performs worse than them.
As can be seen from Fig. 5 , we compared the RRSE of Linear Regression, SMOReg, GaussianProcesses and SVR with linear kernel. The RRSE of Linear Regression, SMOReg and SVR with linear kernel are in the same level, which is better than the RRSE of GaussianProcesses. To conclude, the RRSE of Linear Regression, SMOReg and SVR with linear kernel are in the same level and perform better than GaussianProcesses in all the four criteria. Based on this conclusion, we checked the influence of sentiment analysis and persuasion analysis of SinaMircoblogging based on these three regression algorithms. It is shown in Fig. 6, Fig. 7, Fig. 8 , and Fig. 9 that sentiment analysis (Model D) could reduce the errors of stock price prediction stably, while strong persuasion (Model A, B, C) may cause more noise. This could be a good news that those who posted strongly recommending posts on purpose were unable to achieve the interference of the moving of stock market as they wanted. This could be a good news that those who post strongly recommending posts on purpose could not achieve the interference of the moving of stock market as they wanted.
V. DISCUSSION
In this paper, we investigated whether public mood, as measured from large-scale collection of microblogging posts on weibo.com, has influential power on stock values in Chinese market. Our results show that changes in the public mood state can indeed be tracked from the content of large-scale microblogging posts by means of text processing techniques. It is shown that the sentiments in microblogging do influence stock prices in the stock market, as the prediction errors could be stably reduced with the involvement of sentiment analysis from microblogging posts collected in the according period. While the persuasion analysis introduced noise into the prediction, which means those posts try to interfere the stock market by taking the advantage of lack of regulations in microblogging and do not succeed.
Further work on how the mood in microblogging influence the stock market and the causative mechanisms that may connect online public mood states with stock values could be done in the future.
