The massive unsolicited emails sent is normally said to be spam. It is quite not possible to describe the word spam more accurately. In all of its forms, a spam is considered as one of the difficult challenges of the linked generation. This in return drove a massive amount of research towards contradicting it. The mentioned effort led to the gradual decline of spamming activities which made many to end up believing spam is no longer a threat. However, recent thorough studies and statistics have concluded otherwise. In fact, about 66.34% of all e-mails sent worldwide are considered spam e-mails according to Kaspersky's Spam and Phishing Statistics for the first quarter of 2014 which leads us to conclude that it is still an evolving phenomenon and is still an active cyber threat E-mail these days has become a popular and most favored means of communication over the Internet. The extent of email received and the amount of spam is constantly growing. Spam mails are defined as electronic messages posted to thousands of recipients usually for the purpose of advertisement or profit. Some of the spam emails modify as a phishing emails seeking users' confidential data and accessing their bank accounts for financial fraud. Phishing is a fraudulent attempt aimed at capturing sensitive information such as usernames, passwords and credit card details by impersonating a trustworthy entity in an electronic communication. Apart from examining the attachments, the content alone may also be prone to word de-obfuscation technique to fool the spam filters [9].
RELATED WORK
Distance-Preserving Hashing: Distance-preserving Hashing has been utilized for preserving the confidentiality of the contents of the email. They are effective in masking the effects of hash busting and hence they offer various advantages over traditional hashing techniques [1] such as maintaining the Integrity of the Specifications.
Downsides:
• This requires the removal of calculation by guaranteeing that the yield isn't effectively influenced by minor adjustments. • Data proprietors pick not to confide in remove saving hash systems for individual information sharing in light of the fact that these procedures have not been examined. Collaborative Spam Detection techniques involve participation of various entities for the process of spam detection. Various Machine Learning approaches have been used effectively along with the Spam detectors employed for this process. The downside of this process was that it did not provide explicit control of parallelization and to overcome this Machine Learning algorithm over Map Reduce were implemented [1] . The above system suffering from drawbacks like, • No Explicit control of parallelization.
• These approaches don't bother about security of messages.
• The authors of these methodologies have announced that their calculation may take quite a while.
Collaborative Privacy Aware Spam Detection:
Distributed Checksum Clear-Housing has been deployed in the sphere of Collaborative privacy Aware Spam Detection. It involves sharing of hashes by the participants. The number of appearances of analogous email is counted and the suspicious ones get tagged as a spam. "Shingles", i.e., distancepreserving fingerprints have been also used to identify similar emails. The downside of the above methods is that they are dependent on computing distance between shingles for identifying spams, also they haven't been thoroughly tested [1] .
Drawbacks:
The security properties are not completely tried and thus are not suggested for private information sharing.
METHODOLOGY USED
In this section the fundamental methodologies are highlighted The Spamdoop Platform: Spamdoop [9] is a stage enabling different elements to team up in early recognition of mass spam battles. Our stage additionally fulfils the security necessities of members. A review of Spamdoop engineering is depicted in figure 1 in the following segment which features the following key segments of the framework: • The Obfuscator: The Obfuscator is mainly employed for the purpose of encoding the contents of the e-mails which will allow the parallel processing of the spam without the cost of revealing the contents of emails. • The Parallel Classifier: The Parallel Classifier is used for the classification of the emails by utilizing the properties of encoding. This ensures routing messages similar to each other in the same buckets. • The Anomaly Detector: The Anomaly Detector detects whether a certain email corresponds to a spam or not. The detection process depends on analyzing the size of the buckets along-with their rate of growth. 
Fig1. Spam Detection Process

Map Reduce Technique
Applications frequently require more resources than what are available on a conventional inexpensive machine. Many organizations find themselves with business processes that no longer fit on a single cost effective computer. A simple but expensive solution is to buy specialty machines having a lot of memory and high CPU Power. This solution scales as far as what is supported by the fastest machines available, but usually the only limiting factor is the budget. An alternate solution is building a high availability cluster. Such a cluster typically endeavors to look like a single machine, and usually requires very specialized installation and administration services. Most of the high-availability clusters are proprietary and high priced. Thus an economical solution for acquiring the necessary computational resources is cloud computing. A common pattern is to have bulk data that is to be transformed by processing each data item which are essentially independent of one another; that is, using a single-instruction multiple-data (SIMD) algorithm.
Hadoop provides an open source framework for cloud computing, as well as a distributed file system. Hadoop supports the Map Reduce model, introduced by Google as a method of solving a class of pet scale problems with large clusters of inexpensive machines. The model is based on two distinct steps for an application:
• Map: An initial ingestion and transformation step, in which individual input records can be processed in parallel.
• Reduce: an aggregation or summarization step, in which all associated records, must be processed together by a single entity. The core concept of Map Reduce in Hadoop is that the input may be split into logical chunks, and each chunk is initially processed independently, by a map task.
The results of these individual processing chunks can be physically divided into distinct sets and then sorted. Each sorted chunk is passed to a reduce task.
A map task may run on any compute node in the cluster, and multiple map tasks may be running in parallel across the cluster. The map task is accountable for the transforming of the input records into key/value pairs. The output of all the maps is partitioned, and each partition is sorted. There'll be a partition for each of the reduced tasks. Each partition's sorted keys and the values associated with the keys is then processed by the reduce task. There may be multiple reduce tasks running in parallel on the cluster. The application developer needs to provide the following four items to the Hadoop framework: the class that will read the input records and transform them into one key/value pair per record, a map method, a reduce method, and a class that will transform the key/value pairs that the reduce method outputs into output records. The Hadoop Map Reduce framework needs a shared file system. This shared file system isn't required to be a system-level file system, as long as there is a distributed file system plug-in available to the framework. When HDFS is used as the shared file system, Hadoop is able to take advantage of knowledge about which node hosts a physical copy of input data, and will attempt to schedule the task that is to read that data, to run on that machine.
The Hadoop Distributed File System (HDFS) Map Reduce environment provides the users with a sophisticated framework to manage the execution of map and reduce tasks across a cluster of machines.
The user is required to tell the framework the following:
• location(s) in the distributed file system of the job input
• location(s) in the distributed file system for the job output 
Implementation
Implementations are highlighted below
Data Access Layer
Data access layer is the one which exposes all the possible operations on the data base to the outside world. It will contain the DAO classes, DAO interfaces, POJOs, and Utils as the internal components.
All the other modules of this project will be communicating with the DAO layer in order to access their data.
Account Operations: The following functionalities are provided by the account access operations module to the end users of our project.
• Register a new account Account operations module will be re-using the DAO layer to provide the above mentioned functionalities.
Users Registration: The end users could perform various operations on their profiles. The users can register a new account and thus gaining an access to the portal. And then the users can login to their accounts using the email ID and password registered to access various other partitions in the portal. The users can then choose to update their profile details by providing the new values to the fields provided during the registration phase, or the user can change their password by providing their old password and new one. The users also have the privilege to delete their accounts in case they wish to no longer access our portal. The users' logout from the portal to make sure the session created for them during login is terminated.
Files Access operations on HDFS; the end users can perform various operations on the Hadoop
Distributed File System (HDFS) through our platform. The end users can perform various tasks like upload the emails into HDFS, view the uploaded emails or delete unwanted emails. The users will also be given a hack to perform bulk email upload to ensure the users are going to save lot of time in case they have numerous emails to be uploaded to our portal-in-one-go [9] .
Design Consideration
There are some of the design consideration issues that needs to be addressed or handled before beginning to design a complete solution for the system.
Assumptions and dependencies
The main assumptions and dependencies recognized are as follows:
• JDK has to be installed in the machine where all the three sub component will be executing.
• The application servers like either the JBOSS or the Apache Tomcat will have to be supported by the host machines.
• There shall not be any firewall or other engines that prevents the remote requests from the portal.
Mode of Operation
In User Profile Operation, the end users can perform various operations on their profiles. Firstly, the users can register a new account and thus getting an access to the portal. And then the users can login to their accounts using the registered email ID and password to access various other divisions in the portal. The users can then choose to update their profile by providing the new values to the fields they have provided during the registration phase, or the user can wish to change their password by providing their old password and new password. Couldn't be any permission related issues on any cluster. The host operating system should take of permitting all the requests to the cluster from the interface layer. In file access operation on HDFS, the end users can perform various operations on the Hadoop Distributed File System (HDFS). The end users can upload the emails into HDFS, view the emails which were already uploaded or delete the emails which they don't wanted to test for the spam contents. The users will also be given a hack to perform bulk email upload to ensure the users are going to save lot of time in case they have numerous emails to be uploaded to our portal in one go. In account operation, User must be creating a new account in our portal to get access to the rest of the modules. The user can also perform various other account operations like retrieving the forgotten password, login, logout, delete profile, change password, and edit profile. In file access operations, the user will be performing various operation on their emails with respect to HDFS.
In obfuscation, the user will be able to perform the obfuscation on their uploaded emails. Then the user will be initiating spam detection algorithm.
In results and report phase, the user can visualize the result of spam detection algorithm.
Data flow diagrams illustrate the way in which the data is sent as an input to the system, how it is processed, where it is stored and where it goes as the output. The below Figure 2 represents the over overall data flow of the whole system
Fig2. Data Flow Diagram
User must be creating a new account in our portal to get access to the rest of the modules. The user can also perform various other account operations like retrieving the forgotten password, login, logout, delete profile, change password, and edit profile. Then the user will be performing various operations on their emails with respect to HDFS
Modules
The different modules uses in the system are:
• Account Access Layer Account access module uses the DAO layer in order to furnish the above mentioned functionalities.
The DAO layer is the service layer, which provides database CRUD (create, update, read, and delete) services to the other layers
• Implementation of Spam Detection System
In this phase Spam Detection Algorithm will be implemented to classify the uploaded emails into spam mails and legitimate emails as shown in figure 3 • Implementation of upload files operations to HDFS Upload file operations module allows end users to perform different operations on the Hadoop Distributed File System (HDFS). The end users can upload the emails into HDFS, view the emails which were already uploaded or delete the emails which they don't wanted to The users will also be given an hack to perform bulk email upload to ensure the users are going to save lot of time in case they have numerous emails to be uploaded to our portal in one go.
• Implementation of File Access components
The end users can perform various operations on the Hadoop Distributed File System (HDFS). The end users can upload the emails into HDFS, view the emails which were already uploaded or delete the emails which they don't wanted to test for the spam contents. The users will also be given a hack to perform bulk email upload to ensure the users are going to save lot of time in case they have numerous emails to be uploaded to our portal in one go.
• Implementation of Results and Reports module
This module renders the result of the spam detection process to the end users. The end users must ensure the algorithm has been executed prior executing this module. This module clearly classifies the uploaded emails into spam emails and not a spam email. All the spam emails will be marked red and all the legitimate emails will be marked green. The users will also be given with an option to download the emails (both spam and legitimate) in case they wanted to analyze the contents of the emails on the go. The users will also be shown with the list of all the words in the emails which caused the email to be marked as spam.
RESULTS
Home Page:
Here the users can register a new account and get an access to the portal. If the user already has an account, he can login directly by providing email-id and password as shown in figure 5 . Spam Detection Page: User needs to select this tab to start the spam detection process. Once the process is finished, a message is displayed as shown in figure 8.
Fig7. View Obfuscation page
Fig8. Spam detection page
Results Page: In this page, the user can visualize the result of spam detection algorithm. The user must ensure the algorithm has been executed prior executing this module. All the spam emails will be marked red and all the legitimate emails will be marked green as shown in the figure 10 . It also displays the list of words which caused a mail to be spam.
Fig9. Results Page
CONCLUSION
The collaborative spam detection platform being referred to in this paper offers multiple benefits in terms of safeguarding the privacy of all the stakeholders involved and the amount of data being used. The encoding technique employed is effectively scalable on MapReduce Platforms outdoing various distance-preserving hashing techniques. The techniques used for bucketing simplified the process by offering easy classification and grouping of objects along-with anomaly detection based on histogram efficiently distinguished spam from ham.
Recent tests conducted have shown that the grouping time of digests is reduced by 53% when the work is distributed across four nodes. The computation time is decreased by 57% after using CRC32 on a single node and by 46% on four nodes. Also the processing was of six batches across four nodes was 52% faster. The above mentioned experimental results clearly shows that the Spam detection technique using Big Data are the need of the hour and should be employed to deal with the multitudes of problem related to spams.
