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Memoria realizada en el Departamento de Geometŕıa y
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8.7. Categoŕıa de U(2n)/Sp(n) . . . . . . . . . . . . . . . . . . . . . . . . 135
8.7.1. Nueva demostración . . . . . . . . . . . . . . . . . . . . . . . 137
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El primero en la lista de problemas de la teoŕıa de invariantes homotópicos
numéricos de T. Ganea es “calcular la categoŕıa de variedades familiares: variedades
de Stiefel, grupos de Lie, etc.” [26]. La pregunta de Ganea es de 1970 y, sin embargo,
aún no se ha podido responder completamente pues los avances son lentos y dif́ıci-
les. La dificultad del cálculo directo ha tratado de paliarse introduciendo diferentes
técnicas y aproximaciones algebraicas.
El objetivo inicial de la presente Memoria era calcular de modo sencillo la ca-
tegoŕıa de Lusternik-Schnirelmann de algunos grupos de Lie clásicos. Uno de los
primeros métodos con los que nos encontramos al introducirnos en el estudio de
este invariante topológico para dichos grupos, fue el que utilizó W. Singhof en 1975
para calcular la categoŕıa de los grupos unitarios [74, 75]. Este autor obtiene un
recubrimiento expĺıcito formado por n abiertos categóricos. Considera abiertos del
tipo Ω(z) formados por la matrices complejas n× n tales que A− zI es inversible,
donde z ∈ C es un complejo de norma 1 y prueba que sus componentes conexas son
contráctiles utilizando la aplicación exponencial. Una adaptación de este método
ha sido utilizada recientemente por M. Mimura y K. Sugata [60] para calcular la
categoŕıa de los espacios simétricos SU(n)/SO(n) y SU(2n)/Sp(n).
La principal dificultad al tratar de extender el método de Singhof al grupo
simpléctico Sp(n) radica en que, en el contexto cuaterniónico, la condición A− λI
inversible no guarda ninguna relación con los autovalores por la derecha de la ma-
triz A. Un examen más detallado de esta cuestión muestra que hay que distinguir
entre autovalores por la derecha y por la izquierda, y que la condición anterior es
equivalente por definición a estos últimos. Otra dificultad es que la condición de ser
inversible en el caso complejo depende del determinante, noción que, como veremos,
es dif́ıcil de generalizar en el caso cuaterniónico. Este hecho ha sido el que nos mo-
vió a interesarnos en los autovalores por la izquierda de las matrices cuaterniónicas.
Al comenzar a trabajar con el álgebra lineal cuaterniónica, observamos que el estu-
dio de autovalores por la derecha está completamente establecido mientras que los
autovalores por la izquierda están muy poco estudiados. No se sabe cuántos auto-
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valores por la izquierda puede tener una matriz cuaterniónica de orden n ni cómo
calcularlos. Los únicos resultados importantes conocidos hasta el momento son un
teorema de 1985 de R.M.W. Wood [88], según el cual toda matriz cuaterniónica
tiene al menos un autovalor por la izquierda, y el estudio de las matrices de orden
dos que hicieron en el año 2001 L. Huang y W. So [33]. Estos autores prueban que
una matriz cuaterniónica de orden dos puede tener uno, dos o infinitos autovalo-
res por la izquierda. Nosotros daremos una nueva demostración basándonos en un
método introducido recientemente por De Leo et al. [54] para resolver ecuaciones
cuaterniónicas unilaterales. Adaptando estos resultados a Sp(2) hemos obtenido una
caracterización de las matrices simplécticas de orden dos con infinitos autovalores.
Haciendo uso de este resultado comprobamos que el método de Singhof no es eficaz
para este grupo pues nunca podremos obtener un recubrimiento categórico formado
por menos de cinco abiertos del tipo Ω(λ), aunque cat(Sp(2)) = 3.
Por otra parte, el trabajo de Huang y So es un estudio caso por caso de naturaleza
algebraica y dif́ıcil de generalizar para matrices de orden n ≥ 3. Aunque no es el
tema central de esta Memoria, proponemos una aproximación diferente construyendo
una función caracteŕıstica µ para las matrices cuaterniónicas tal que las ráıces de
la ecuación µ(λ) = 0 son los autovalores por la izquierda de la matriz. En general,
esta µ no es un polinomio sino una función racional a partir de la cual haremos
un estudio topológico del espectro por la izquierda de las matrices de orden dos y
parcialmente para las de orden tres, calculando su diferencial y aplicando la teoŕıa
del grado. En principio, este nuevo método se podŕıa generalizar de modo más
sencillo a órdenes superiores. Además, esta función caracteŕıstica verifica el teorema
de Cayley-Hamilton, es decir, la extensión natural de µ a las matrices cumple que
µA(A) = 0.
Para demostrar que los conjuntos Ω(z) ⊂ U(n) son contráctiles, W. Singhof
utilizaba la aplicación exponencial. Esto lleva consigo la dificultad de tener que
escoger una rama del logaritmo para hacer la inversa. De hecho, ni siquiera queda
claro si los abiertos son conexos, por lo que habla de sus componentes conexas.
Asimismo, viendo la demostración de Mimura y Sugata [60], observamos que no
hay una manera elegante de pasar a los espacios homogéneos más sencillos, que son
los espacios simétricos. En el estudio que proponemos aqúı, la idea para probar que
este tipo de abiertos son contráctiles consiste en utilizar la transformación de Cayley,
procedimiento que puede generalizarse de modo natural a los espacios simétricos.
Esta transformación es clásica y fue definida por Cayley en 1846. Está definida en
el abierto Ω ⊂ Mn×n(K) formado por las matrices tales que I + X es inversible y
viene dada por c(X) = I−X
I+X





definida en el abierto Ω(A) ⊂Mn×n(K) de las matrices X tales que A+X es inver-
sible. De este modo podemos recubrir el grupo. La principal propiedad de cada cA
será que establece un difeomorfismo entre Ω(A)∩G y el espacio tangente TA∗G. Con
estas herramientas daremos una demostración más sencilla del resultado de Singhof
para U(n). Además, extenderemos estos resultados a los espacios simétricos compro-
bando que todas las construcciones son compatibles con el llamado modelo Cartan,
y obteniendo aśı abiertos contráctiles en espacios simétricos. En particular esto nos
permitirá calcular de manera sencilla la categoŕıa de U(n)/O(n) y U(2n)/Sp(n).
Recordemos que en una variedad compacta la categoŕıa LS (más uno) es una
cota inferior para el número de puntos cŕıticos de cualquier función diferenciable. A
grandes rasgos, esto se debe a que el flujo del gradiente determina, para cada punto
cŕıtico, un abierto categórico. En el contexto de los grupos de Lie y espacios simétri-
cos las funciones que han sido más estudiadas son las de Bott-Morse. Esto se debe
a que tienen una expresión sencilla, hX(A) = <Tr(XA). En particular, H. Kadzisa
y M. Mimura [50] trabajan con estas funciones en SU(n)/SO(n) y SU(2n)/Sp(n)
para determinar la longitud en conos de estos espacios. Lo que nosotros hemos ob-
tenido es una simplificación del estudio de las funciones de Bott-Morse. En efecto,
obtenemos que el flujo del gradiente de estas funciones puede integrarse en los es-
pacios simétricos utilizando otra vez la transformación de Cayley. En particular,
esto nos permite dar cartas locales para el conjunto de puntos cŕıticos de una fun-
ción de Bott-Morse, ya que dado un punto cŕıtico A de una función altura hMX , la
transformación de Cayley generalizada establece un difeomorfismo entre el núcleo
del operador hessiano, que es un espacio vectorial al que llamaremos SM(A), y el
conjunto de puntos cŕıticos Σ(hMX )∩Ω(A) en un entorno de A. De ah́ı nuestro interés
en establecer una teoŕıa lo más general posible de las funciones altura en el modelo
de Cartan de un espacio simétrico ya que los resultados conocidos hasta el momento
se refieren sólo a casos puntuales.
Aunque hemos obtenido muchos resultados, nuestro enfoque deja igualmente
una serie de problemas interesantes abiertos. En el ámbito del álgebra lineal cuater-
niónica, es necesario desarrollar una teoŕıa general de autovalores por la izquierda
y funciones caracteŕısticas. En espacios simétricos, la teoŕıa de la descomposición
polar generalizada permitirá caracterizar de modo general las funciones altura que
son de Morse. Por último, la continuación natural del trabajo será intentar aplicar




Hemos estructurado la memoria en dos grandes bloques. En el primero de ellos
recogemos los preliminares que nos han parecido necesarios para poder establecer
los resultados del resto del trabajo.
Preliminares
Álgebra lineal cuaterniónica
El Caṕıtulo 1 lo dedicamos al álgebra lineal cuaterniónica, recogiendo en él las
principales herramientas del álgebra lineal cuaterniónica (por la derecha) que nece-
sitaremos a lo largo de la memoria.
Las dificultades mayores que encontramos en este ámbito son la ausencia de
determinante y la distinción entre autovalores por la derecha y por la izquierda. El
comportamiento de los primeros es análogo al caso complejo. Se dice que un cuaternio
q ∈ H es un autovalor por la derecha de la matriz M ∈ Mn×n(H) si existe algún
v ∈ Hn, v 6= 0 tal que Av = vq. Su cálculo es sencillo, de hecho, los autovalores por
la derecha de una matriz cuaterniónica M de orden n no son más que los cuaternios
similares a los autovalores complejos de su forma compleja c(M) ∈ M2n×2n(C).
Aśı, el espectro de M por la derecha, σr(M), estará formado a los sumo por n
clases de similitud. El problema es que los autovectores asociados a un autovalor
por la derecha no forman un subespacio vectorial pero aún aśı, el comportamiento
es análogo al caso complejo. J.L. Brenner generaliza el lema de Schur a Mn×n(H)
en [4] y aśı obtenemos que las matrices normales se pueden diagonalizar. Además,
F. Zhang extiende al caso cuaterniónico algunas descomposiciones matriciales como
son la descomposición polar y la SVD en [90]. Estos resultados nos serán de gran
utilidad a la hora de caracterizar las funciones altura en un grupo de Lie que son de
Morse y simplificar el estudio de estas mismas funciones restringidas al modelo de
Cartan de un espacio simétrico clásico.
Ha habido varios intentos de extender la idea de determinante al ámbito cua-
terniónico, tarea complicada debido a la no conmutatividad de los cuaternios [1].
De hecho, no es posible adaptar completamente este concepto a H; si se trata de
extender este funcional multiplicativo de modo que coincida con el determinante
usual sobre R y C se observa que necesariamente tendrá que tomar valores reales.
Nos detendremos especialmente en el determinante de Study y su relación con otros
determinantes pues será una herramienta imprescindible para construir una función
caracteŕıstica para las matrices cuaterniónicas y para probar de forma sencilla que
los conjuntos de Cayley son abiertos. Se define como Sdet(M) = (detC(c(M))
1/2,
con lo que toma valores reales y extiende el módulo del determinante usual. Su
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comportamiento es bastante similar al del determinante complejo; enunciamos sus
principales propiedades en la Subsección 1.2.1. Entre los posibles determinantes cua-
terniónicos destacan los quasideterminantes, introducidos en 1992 por I.M. Gelfand
y V.S. Retakh en [28]. En realidad, la teoŕıa que establecen estos autores no se
reduce a H sino que trabajan en el ámbito de matrices con entradas en un anillo
de división. Como ejemplo de la relación entre la teoŕıa de Gelfand y Retakh y el
determinante de Study generalizamos en la Subsección 1.2.5 la llamada identidad
de Jacobi.
Nuestro interés en el estudio del álgebra cuaterniónica se debe a que buscamos
aplicar para el cálculo de la categoŕıa LS del grupo simpléctico Sp(n) el método que
desarrolla W. Singhof en [74, 75]para calcular la categoŕıa del grupo unitario SU(n).
Dicho método emplea abiertos del tipo Ω(z), z ∈ C, formados por las matrices A
tales que A − zI es inversible. Sin embargo, en el caso cuaterniónico, la condición
de que A − qI sea inversible no guarda ninguna relación con los autovalores por la
derecha, sino que es equivalente a que q ∈ H no sea un autovalor por la izquierda
de A.
A diferencia del caso del espectro por la derecha, se puede decir muy poco del
espectro por la izquierda de una matriz cuaterniónica arbitraria. Dedicamos la Sec-
ción 1.3 a los resultados conocidos en este ámbito. Diremos que un cuaternio λ ∈ H
es un autovalor por la izquierda de M ∈ Mn×n(H) si existe algún vector no nulo
v ∈ Hn tal que Av = λv. En 1985, R.M.W. Wood demostró, usando métodos ho-
motópicos, que cualquier matriz cuaterniónica tiene al menos un autovalor en este
sentido [88]. Esta vez, el conjunto de los autovectores asociados a un autovalor por
la izquierda śı forman un subespacio vectorial. Además, el espectro por la izquierda
σl(M) es compacto, aunque no necesariamente finito, ya que en cuanto al número
de autovalores tenemos un resultado de L. Huang y W. So de 2001 [33] según el cual
una matriz M ∈ M2×2(H) puede tener uno, dos o infinitos autovalores. Aśımismo,
uno de estos autores, W. So, hizo en 2005 un estudio caso por caso de las matrices
3 × 3 cuaterniónicas obteniendo para cada caso diferentes polinomios cuyas ráıces
son los autovalores por la izquierda [77].
Parece natural que para calcular autovalores cuaterniónicos sea necesario saber
hallar las ráıces de algún tipo de función caracteŕıstica. Pero ni siquiera esto es tarea
fácil para los polinomios cuaterniónicos. Por ahora sólo se ha probado la extensión
del teorema fundamental del álgebra a los polinomios cuaterniónicos bilaterales con
un único término de mayor grado [14] y sabemos que no puede verificarse para cual-
quier polinomio cuaterniónico ya que, por ejemplo, xna − axn − 1 es un polinomio
que no tiene ninguna ráız en H. Recogemos en la Subsección 1.4.2 el método que
desarrollaron L. Huang y W. So [34] para hallar las ráıces de un polinomio cuater-
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niónico mónico unilateral del tipo x2 + bx + c; lo utilizan para poder calcular los
autovalores de las matrices 2× 2.
La definición de autovalor por la izquierda es equivalente a que Sdet(M−λI) = 0.
Es precisamente esta propiedad la que nos dará la clave para construir una función
caracteŕıstica µ y estudiar el espectro por la izquierda ya que al calcular la diferen-
cial de la función caracteŕıstica obtenemos ecuaciones lineales cuaterniónicas. En el
caso de orden 2 la diferencial es del tipo ecuación de Sylvester, αx + xβ = γ por
lo que recogemos en la Subsección 1.5.1 el modo de resolverla y en 1.5.2 el méto-
do de D. Janovská y G. Opfer [46] para discutirla. Generalizamos este método en
la Subsección 1.5.3 para adaptarlo a la situación de la linealización de la función
caracteŕıstica en orden 3.
Espacios simétricos
Daremos una visión general de los espacios simétricos en el Caṕıtulo 2, dete-
niéndonos un poco más en la estructura del modelo de Cartan, en el cual construi-
remos abiertos categóricos.
Un espacio simétrico Riemanniano puede pensarse como una variedad diferencia-
ble tal que en cada punto la inversión geodésica es una simetŕıa. Desde un punto de
vista más global, un espacio simétrico es un G-espacio homogéneo G/H para algún
grupo de Lie G, tal que el estabilizador de un punto, H, es un subgrupo abierto del
conjunto de puntos fijos de una involución de σ : G→ G. Esta definición incluye tan-
to los espacios globalmente simétricos Riemannianos como los pseudo-Riemannianos
y los dotados simplemente de una conexión af́ın.
Desde un punto de vista geométrico, los espacios localmente simétricos se carac-
terizan porque la conexión es sin torsión y la curvatura es paralela.
Si a cada “par simétrico” (G,K, σ) le asociamos el “par” (g,h, s) formado por
sus álgebras de Lie y el morfismo inducido tenemos el espacio globalmente simétrico
descrito algebraicamente. En esta interpretación algebraica se basó E. Cartan para
establecer la clasificación de los posibles espacios simétricos Riemannianos, irredu-
cibles, compactos de tipo clásico que recogemos en la Tabla de 2.3.1.
Una herramienta que ha mostrado ser muy útil a la hora de estudiar funciones
de Morse en espacios simétricos (veánse, por ejemplo, los trabajos de S. Ramanujam
[68] o H. Kadzisa y M. Mimura [49]) es el modelo de Cartan. Nos permite embeber
el espacio simétrico G/K ∼= M en el grupo G al interpretar la variedad M = {h ∈
G : h = gσ(g)−1, g ∈ G} como una subvariedad de G, de hecho la componente
conexa del neutro de N = {g ∈ G : σ(g) = g−1}. Este modo de trabajar con un
espacio simétrico será imprescindible para establecer la carta local del Teorema 6.2.1.
Antes de terminar este Caṕıtulo recogeremos como ejemplos los casos U(n)/O(n),
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SO(2n)/U(n), Sp(n)/U(n) y U(2n)/Sp(n) estableciendo para cada uno de ellos el
automorfismo σ y las variedades M y N .
Funciones de Morse. Estamos interesados en las funciones de Bott-Morse por-
que, como veremos, la transformación de Cayley permite dar una carta local del
conjunto de puntos cŕıticos a partir del núcleo del hessiano de estas funciones. Esto
es importante porque el conjunto de puntos cŕıticos está relacionado con la categoŕıa
LS de la variedad. De hecho, M. Reeken [70] prueba que catM ≤ cat Σ, donde Σ
denota el conjunto de puntos cŕıticos de una función diferenciable en la variedad M .
La teoŕıa de Morse proporciona técnicas que permiten analizar de modo eficiente
la estructura homotópica de una variedad diferenciable estudiando las propiedades
de determinadas funciones diferenciables sobre esa variedad. Nos permite encon-
trar la estructura celular de un CW -complejo [59] y obtener información sobre su
cohomoloǵıa [12].
Como puede verse en los trabajos de T. Frankel [23] y S. Ramanujam [68], las
funciones de este tipo que se han considerado clásicamente en los grupos de Lie y
espacios homogéneos han sido las funciones altura o distancia. Consideremos h la
función altura en relación a un hiperplano tanto en un grupo de Lie G inmerso en un
espacio eucĺıdeo como en el modelo de Cartan de un espacio simétrico M embebido
en G. Puede probarse que, salvo desplazamientos, h es la parte real de la traza y es
una función de Bott-Morse, hX(A) = <Tr(XA). Calcularemos el gradiente gradhX ;
esto nos permitirá afirmar que un punto A ∈ G es cŕıtico para la función altura en
el grupo hGX si y sólo si X




Al comienzo del Caṕıtulo 4 recogemos brevemente la definición y principales
propiedades de la transformación de Cayley clásica.
La transformación de Cayley clásica c está definida en el abierto Ω formado por
la matrices cuyo espectro no contiene al −1. La introdujo A. Cayley en 1846 [5] como





y es involutiva. Será de utilidad para pasar de un grupo de Lie G a su álgebra de
Lie g y viceversa.
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En principio, c se define en los grupos ortogonales clásicos O(n), U(n) y Sp(n).
Denotaremos por On(K) a estos grupos formados por matrices tales que AA∗ = I
con K = R,C ó H. Su álgebra de Lie está formada por las matrices antihermı́ticas
(antisimétricas). Es sencillo comprobar que estas matrices no tienen autovalores
reales no nulos, propiedad indispensable para poder establecer el difeomorfismo del
Teorema 6.2.1 entre el abierto de Cayley y el espacio tangente.
Introducimos a continuación una generalización de la aplicación de Cayley que
es apropiada para obtener un recubrimiento por abiertos categóricos de los grupos
de Lie ortogonales. Viene dada por cA(X) = c(A
∗X)A∗ = A∗c(XA∗) y está definida
en el abierto Ω(A) ⊂ Mn×n(K) de las matrices X tales que A + X es inversible.
Obtenemos para esta generalización propiedades análogas a las de la transformación
clásica c (que corresponde al caso A = I). En particular veremos que la inversa de la
transformación de Cayley centrada en A, cA, es (cA)
−1 = c∗A. Esta propiedad resulta
particularmente interesante porque a partir de ella daremos el Teorema 4.3.2 por el
que cA establece un difeomorfismo entre el abierto Ω(A) ∩ G y el espacio tangente
TA∗G. Este resultado nos permite por tanto obtener abiertos contráctiles en el grupo.
En el método que proponemos en el Caṕıtulo 8 para calcular la categoŕıa LS,
siguiendo a W. Singhof [74, 75], utilizaremos para recubrir el grupo abiertos del tipo
Ω(λ) formados por las matrices A tales que A− λI es inversible. La transformación
de Cayley generalizada cA nos permitirá probar que estos abiertos son contráctiles
en los grupos de Lie ortogonales.
Por otro lado, veremos que cA nos permite linealizar el flujo del gradiente de
las funciones altura hX tanto en los grupos de Lie como en los espacios simétricos.
Una consecuencia es que permite y dar una carta local para el conjunto de puntos
cŕıticos modelada por el núcleo del Hessiano (ver Subsección 6.2) .
En orden a obtener la categoŕıa LS de los espacios simétricos nos planteamos si es
posible aplicar esta misma técnica en el ámbito de estos espacios. Pasamos entonces
a demostrar que es posible extender la transformación de Cayley generalizada a los
espacios simétricos, para lo que es esencial el Lema 4.4.1, que establece que para
todo elemento A de un grupo G en el que esté definido un automorfismo involutivo
que es la restricción de R-álgebras σ se verifica que
cσ(A) ◦ σ = σ ◦ cA.
Teniendo en cuenta que el modelo de Cartan de un espacio simétrico del tipo G/K
viene dado por M = {h ∈ G : h = gσ(g)−1, g ∈ G} y que el autorfismo σ es
R-lineal para todos los espacios simétricos irreducibles simplemente conexos de la
clasificación de É. Cartan, en la Subsección 4.4.2 utilizaremos el Lema 4.4.1 para
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probar que los abiertos Ω(A)∩M en el modelo de Cartan M de un espacio simétrico
son contráctiles.
Funciones de Morse
En el Caṕıtulo 6 analizaremos el comportamiento de las funciones altura hMX en
el modelo de Cartan de un espacio simétrico M . S. Ramanujam estableció en [68]
un estudio caso por caso de la función de T. Frankel hI en determinados espacios
homogéneos. Sin embargo, el Lema 4.4.1 nos permitirá estudiar al mismo tiempo
todas las funciones altura en los espacios simétricos.
Describiremos en primer lugar el espacio tangente TAM y calcularemos el gra-
diente gradhMX . La dificultad a la hora de obtener el gradiente de estas funciones
altura es que, salvo en algunos casos particulares como los que recogen A.P. Dynni-
kov e I.A. Veselov en [82], el gradiente de hMX no es simplemente la restricción del
gradiente de la función en el grupo hGX a M . De hecho, en la Subsección 6.2.4 desa-
rrollaremos un ejemplo de una función para la que Σ(hGX)∩M = ∅ y sin embargo, esa









donde X̂ = X∗+ σ(X), expresión que nos permite caracterizar los puntos cŕıticos y
comprobar que para un espacio simétrico M ∼= G/K, A ∈M es un punto cŕıtico de




Calcularemos el operador Hessiano de hMX en la Subsección 6.1.3 y veremos que
la transfomación de Cayley generalizada cA nos permite “linealizar” el flujo del
gradiente de hMX . Para grupos de Lie y para el caso particular A = I esta idea
aparece en K. Volchenko y A. Kozachko [84]. En concreto, es posible integrar la
ecuación diferencial del gradiente,
4α′ = X̂ − ασ(X̂)α,





en el álgebra de Lie, que es posible resolver expĺıcitamente. Lo haremos en la Sub-
sección 3.3.4.
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Todos estos resultados unidos a que el automorfismo σ es compatible con la
transformación de Cayley generalizada cA nos permitirán dar cartas locales Σ(h
M
X )∩
ΩM(A) para el conjunto de puntos cŕıticos, modeladas por el núcleo del Hessiano
SM(A) = {β0 ∈ TAM : A∗X̂β∗0 + β∗0X̂A∗ = 0}.
Con el objeto de establecer en la Sección 5.2 la caracterización en un grupo de
Lie de las funciones altura que son de Morse, comprobaremos en 5.1 que para una





siendo X = US la descomposición polar de X. Aśımismo, si tenemos la descompo-
sición en valores singulares X = UDV ∗, se verifica que
Σ(hGX) = V
∗Σ(hGD)U.
Un resultado análogo se prueba para la diagonalización de matrices. Además, es-
tas descomposiciones no sólo transforman difeomórficamente el conjunto de puntos
cŕıticos sino que conservan el carácter no degenerado. Es por ello que los Lemas 5.1.1
y 5.1.3 y el Teorema 5.1.2 nos permiten reducir el estudio de las funciones altura hX
al caso en el que la matriz X es diagonal real no negativa.
Podemos establecer entonces el Teorema 5.1.5 que nos da la estructura del con-
junto de puntos cŕıticos de cualquier función altura. Se prueba que para una matriz
arbitraria X ∈Mn×n(K) tal que 0 < t1 < · · · < tk son los autovalores reales no nulos
de XX∗ (valores singulares de X) con multiplicidades n1, . . . , nk, y n0 la dimensión
de su núcleo, se tiene
Σ(hGX)
∼= On0(K)× Σ(n1)× · · · × Σ(nk)
donde n0 + n1 + · · · + nk = n. Los espacios Σ(n) son Grassmannianas. Una conse-
cuencia de este Teorema es que una función altura en un grupo de Lie G, hGX es de
Morse si y sólo si XX∗ tiene todos sus autovalores distintos y no nulos, resultado
que es conocido.
Nos gustaŕıa poder obtener también en el ámbito de los espacios simétricos una
caracterización similar de las funciones altura que son de Morse. Sin embargo, el
método de reducción a las diagonales que establecimos en el caso de grupos de Lie
no se puede extender tal cual. El problema está en que, como el flujo del gradiente
en el modelo de Cartan M no es simplemente la restricción a M del flujo en el grupo
G, al hacer la descomposición polar (o la SVD) de una matriz X ∈ Mn×n(K) ya
no tenemos por qué permanecer dentro del modelo de Cartan. La idea consistiŕıa
en construir alguna descomposición polar generalizada del tipo de la que proponen
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autores como J.D. Lawson [56] o la de H.Z. Munthe-Kaas et al. [62]. En concreto,
estos autores consideran la descomposición polar usual X = US de una matriz como
el resultado de tomar el subgrupo K = U(n) en un grupo más amplio, por ejemplo
G = GL(n,C), y pensar en las matrices simétricas como una subvariedad transversa,
exactamente el modelo de Cartan del espacio simétrico G/K. Sin embargo, esta
teoŕıa no está suficientemente desarrollada como para garantizar en el caso general
una descomposición X = US donde se cumpliese que σ(U) = U y σ(S) = S−1, lo
que nos permitiŕıa avanzar.
Autovalores por la izquierda
Como ya hemos dicho, la posible generalización al caso simpléctico del método
de Singhof para calcular la categoŕıa LS del grupo unitario requiere de un estudio
de los autovalores por la izquierda de las matrices cuaterniónicas. Recogemos en el
Caṕıtulo 7 los resultados que hemos obtenido en este tema.
En primer lugar, probaremos en la Subsección 7.1.1 de un modo nuevo el resul-
tado de Huang y So que establece el posible número de autovalores por la izquierda
de una matriz 2 × 2. La demostración de Huang y So está basada en las fórmulas
recogidas en la Subsección 1.4.2 para hallar las ráıces de un tipo concreto de polino-
mio de grado dos, fórmulas establecidas previamente por estos mismos autores. La
prueba que desarrollamos nosotros utiliza otro método para resolver ecuaciones po-
linómicas unilaterales, introducido por de Leo et al. en [54], que reduce el problema
a encontrar los autovalores por la derecha de una matriz asociada a la ecuación a la
que llaman matriz compañera; lo explicamos brevemente en esa misma Subsección.
Utilizamos estos resultados previos para obtener en 7.1.2 una caracterización de
las matrices simplécticas 2× 2 cuyo espectro por la izquierda es infinito. Tendremos
que los únicos elementos de Sp(2) con infinitos autovalores son producto A = Lq◦Rθ
de una traslación izquierda por un cuaternio unitario q y de una rotación de ángulo
θ tal que sen θ 6= 0. Asimismo proporcionamos una expresión expĺıcita para los
autovalores por la izquierda de estas matrices. A partir de esta expresión podemos
comprobar que dados cuatro cuaternios de norma 1 siempre hay matrices en Sp(2)
cuyo espectro por la izquierda los contiene. Será precisamente este resultado el que
nos permitirá mostrar en el Caṕıtulo 8 que el método de Singhof ya no proporciona
la categoŕıa LS en el caso del grupo Sp(2).
Como se puede observar en la Sección 1.3, los únicos resultados sistemáticos sobre
el espectro por la izquierda conocidos hasta ahora son de naturaleza algebraica y
dif́ıcilmente generalizables a órdenes superiores a tres. El propio Wood afirma en
[88] que “desafortunadamente, no parece haber una función determinante adecuada
en el caso cuaterniónico para reducir el problema de los autovalores al teorema
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fundamental (del álgebra)”. Proponemos en la Sección 7.2 utilizar el determinante
de Study para construir una función caracteŕıstica en el ámbito cuaterniónico. Antes
de establecer esta teoŕıa comentaremos brevemente los principales intentos que ha
habido de extender la idea de polinomio caracteŕıstico a Mn×n(H). El único caso
que podŕıa considerarse completamente satisfactorio es el de las matrices hermı́ticas,
pues tienen todos sus autovalores reales y, por tanto, conmutan con los coeficientes
de cualquier polinomio con coeficientes en H.
Recordemos que un cuaternio λ es un autovalor por la izquierda de una matriz
M ∈ Mn×n(H) si y sólo si la matriz M − λI es singular o, equivalentemente,
Sdet(M − λI) = 0, donde Sdet es el determinante de Study. Aśı, diremos que una
aplicación µ : H→ H es una función caracteŕıstica para la matriz M ∈Mn×n(H) si,
salvo una constante, |µ(λ)| = Sdet(M − λI). De este modo, λ estará en el espectro
por la izquierda de M si y sólo si la función µ se anula en λ. Esta idea de función
caracteŕıstica generaliza el polinomio caracteŕıstico usual en el caso complejo.
Para las matrices 2 × 2 se obtiene una función caracteŕıstica polinómica que
coincide con la que propone Wood [88] (ver Def. 7.2.6). Por otro lado, los expre-
siones expĺıcitas obtenidas para orden 3 concuerdan completamente con resultados
anteriores de So [77].
Probamos que si una matriz A de orden 3 tiene alguna entrada nula fuera de
la diagonal, entonces podemos escoger una función caracteŕıstica polinómica µ de
grado tres. Pero en el caso general esta µ es una función racional con un punto de
discontinuidad al que llamaremos polo. El modo de obtener estas funciones carac-
teŕısticas se recoge en la Subsección 7.2.4.
A partir de esta µ y utilizando la teoŕıa del grado realizamos en las Subseccio-
nes 7.3.3 y 7.3.4 un estudio del espectro por la izquierda. Para ello recogemos muy
brevemente en 7.3.1 las principales ideas sobre el grado topológico de una aplicación
continua y establecemos en 7.3.2 las reglas de derivación en el ámbito no conmutati-
vo. La idea fundamental consiste en calcular la diferencial de la función caracteŕıstica
µ y, una vez linealizada, estudiar su rango. Pensamos que esta manera de abordar
el estudio de los autovalores será más fácil de generalizar para las matrices de orden
n > 3.
En el caso 2 × 2 comprobaremos que µ puede extenderse de manera continua
a toda la esfera S4. Aśı, tendremos que µ y el monomio λ2 son homótopas y por
tanto tienen el mismo grado topológico, dos. Podemos afirmar entonces que para
una matriz genérica A ∈M2×2(H) el espectro por la izquierda σl(M) está formado
exactamente por dos autovalores. Caracterizamos también los casos especiales en
los que hay uno o infinitos autovalores según el rango de la diferencial µ∗; nuestros
resultados coinciden con los de Huang y So [33] pero tienen una interpretación
geométrica clara, con lo que el estudio para las matrices 2×2 queda completamente
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cerrado con este nuevo método.
El método que recogimos la Subsección 1.5.3 nos permitirá ahora calcular el
rango de la diferencial µ∗λ para cada uno de los autovalores de una matriz de orden
3. A lo largo de 7.3.4 calcularemos cuáles son las ecuaciones que se obtienen al
linealizar, tanto en el caso polinómino como en el no polinómico, y daremos algunos
ejemplos de cálculo.
Aunque no guarda relación directa con la categoŕıa LS, una cuestión que nos
planteamos de manera natural al estudiar la función caracteŕıstica µ fue la posibi-
lidad de extender el teorema de Cayley-Hamilton. Aparentemente, ninguna de las
pruebas desarrolladas en el ámbito conmutativo puede adaptarse al caso cuaternióni-
co. Además, no hay una extensión obvia de una función cualquiera con variable en
H a las matricesMn×n(H). Sin embargo, como nuestra función caracteŕıstica es un
pilinomio o una función racional, śı podemos extenderla de modo natural. Compro-
baremos que con la extensión en este sentido de las funciones definidas en Def. 7.2.6
y 7.2.9 se verifica el teorema de Cayley-Hamilton, es decir, µA(A) = 0. Cierran el
Caṕıtulo 7 las demostraciones correspondientes.
Categoŕıa LS
Los resultados recogidos en los bloques anteriores los aplicaremos en el Caṕıtulo
8 para discutir un nuevo método de obtener recubrimientos categóricos expĺıcitos de
algunos espacios simétricos y grupos de Lie clásicos; pensamos que podŕıa adaptarse
también a las variedades de Stiefel.
La categoŕıa de Lusternik-Schnirelmann de un espacio topológico X fue introdu-
cida en 1934 en el contexto del cálculo de variaciones [57]. Se define como catX = k
si k + 1 es el menor número de abiertos contráctiles en X (llamados abiertos ca-
tegóricos) que se necesitan para recubrir X. La definición de abierto categórico, y
categoŕıa de una espacio aśı como sus primeras propiedades quedan recogidas en la
Sección 8.1.
Este invariante homotópico ha sido intensamente estudiado desde diferentes pun-
tos de vista, como puede verse, por ejemplo en los resúmenes que hace I. M. James
en [43] y [44] o en el libro de O. Cornea et al. [8]. En la actualidad es un campo de
investigación muy activo, debido a su interés y aplicaciones en temas tan diversos
como pueden ser sistemas dinámicos, topoloǵıa simpléctica, teoŕıa de foliaciones o
complejidad topológica y robótica.
En una variedad diferenciable, catX + 1 es una cota inferior para el número de
puntos cŕıticos de cualquier función real, pues el gradiente permite asociar a cada
punto cŕıtico un abierto categórico. Por otra parte, una cota inferior (de Eilenberg)
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para la categoŕıa LS es la longitud del cup producto en cohomoloǵıa reducida (ver
Prop. 8.2.4). Pero pese a estas cotas, el cálculo de la categoŕıa LS es, en general, muy
dif́ıcil. Como recordamos al principio de la introducción, el primero de la famosa lista
de problemas que propone T. Ganea [26] es precisamente calcular la categoŕıa LS de
los grupos de Lie compactos y las variedades de Stiefel. Este tema sigue siendo central
y se aborda mediante el uso de invariantes homotópicos, acotaciones cohomológicas
y otras herramientas propias del ámbito de la topoloǵıa algebraica. Por ejemplo,
recientemente H. Kadzisa y M. Mimura [50] han usado el gradiente de funciones
de Bott-Morse para determinar la longitud en conos, que es una cota superior para
la categoŕıa LS. Otros autores como N. Iwase, I.M. James o W. Singhof se han
ocupado del problema, cuya importancia ha estimulado el desarrollo de herramientas
topológicas y algebraicas.
En la Sección 8.4 hacemos un elenco de los avances más significativos en el
cálculo del a categoŕıa de grupos de Lie y espacios homogéneos. El método que nos
inspira es el que estableció W. Singhof en 1975 [74]. Calculó la categoŕıa de SU(n),
dando un recubrimiento expĺıcito por n abiertos categóricos cuya contractibilidad
probó usando la aplicación exponencial. Para los grupos ortogonales SO(n) sólo se
conoce la categoŕıa de los de baja dimensión. I.M. James y W. Singhof calcularon
en 1999 la categoŕıa de SO(5) [45] y N. Iwase, M. Mimura y T. Nishimoto llegan
en 2005 hasta SO(9) [42]. La de SO(10) está calculada también por N. Iwase, K.
Kikuchi y M. Miyauchien [38] mientras que la categoŕıa de Spin(9) aparece en [39].
En el caso simpléctico, el problema se presenta aún más dif́ıcil. La categoŕıa de
Sp(3) la calcularon por primera vez L. Fernández-Suárez, A. Gómez-Tato, J. Strom
y D. Tanré en [20]; de manera independiente, N. Iwase y M. Mimura [40] llegaron al
mismo resultado con técnicas distintas y probaron que cat Sp(n) ≥ n + 2 si n ≥ 3.
Es de destacar que desde el cálculo de la categoŕıa de Sp(2) por P. Schweitzer en
1965 [72] no se hab́ıa producido ningún otro avance significativo.
Entre los resultdos recientes relativos a la categoŕıa LS de los espacios ho-
mogéneos señalamos el de J. Korbas̆ [53] para algunas Grasmannianas O(n)/O(k)×
O(n − k); el trabajo de T. Fukaya [24] sobre SO(n + 3)/SO(n) × SO(3) y el de
T. Nishimoto [65] sobre la categoŕıa LS de las variedades de Stiefel O(n)/O(n− k)
que cumplan que n ≥ 2k. Si nos centramos en los espacios simétricos compactos es
de destacar el trabajo de M. Mimura y K. Sugata [60], en el que prueban por el
método de Singhof que cat(U(n)/O(n)) = n y cat(U(2n)/Sp(n)) = n. Otros casos
se han resuelto usando la longitud del cup producto, por ser variedades kahlerianas.
La estructura celular de estos espacios fue estudiada por H. Kadzisa y M. Mimura
en 2008 [49]; en 2011 los mismos autores la usan para obtener la longitud en conos
de algunos casos ya conocidos [50].
Recogemos al final de esta sección una tabla de Mimura y Sugata [60] con la
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categoŕıa LS de casi todos los espacios simétricos de tipo clásico.
Veremos en la Sección 8.5 que la transformación de Cayley generalizada nos
permite obtener de un modo sencillo la categoŕıa de U(n) usando los mismo abiertos
que Singhof.
En cuanto a la categoŕıa de los espacios simétricos U(n)/O(n) y U(2n)/Sp(n)
el método que propusimos para U(n) es también efectivo para estos espacios. La
demostración sigue en parte el trabajo de Mimura y Sugata [60] en el que calculan
la categoŕıa extendiendo el método de Singhof y utilizando el modelo de Cartan de
ambos cocientes. Pero cuando comprueban que la contracción no se sale del modelo
de Cartan aparecen las mismas complicaciones técnicas que en Singhof. Además, en
el caso de U(2n)/Sp(n) parece haber una imprecisión en su demostración, ya que la
variedad M es conexa (modelo de Cartan) mientras que N = {g ∈ G : σ(g) = g−1}
no lo es. De nuevo, utilizando el modelo de Cartan y la transformación de Cayley
generalizada obtenemos rápidamente en las Subsecciones 8.6.1 y 8.7.1 abiertos ca-
tegóricos que recubren ambos espacios simétricos. Este método, más sencillo, tiene
la ventaja de que no necesitamos construir una contracción en cada caso sino que,
por el Corolario 4.4.3, tenemos que los abiertos del tipo ΩM(A) son contráctiles en
el modelo de Cartan de cualquier espacio simétrico clásico.
Estudiamos a continuación el grupo simpléctico de orden dos. Recordemos que
P. Schweitzer hab́ıa obtenido en 1965 [72] la categoŕıa de este grupo, cat Sp(2) = 3,
pero no proporcionó un recubrimiento expĺıcito. La teoŕıa de Morse estudiada en los
Caṕıtulos 3 y 6 nos permitirá ahora obtener cuatro abiertos categóricos para este
grupo. En concreto, en la Subsección 8.8.1 veremos que el conjunto de puntos cŕıticos
de la función de Bott-Morse hGI es Σ(h
G
I ) = {±I,±P}, donde P = diag(−1, 1), y que
los cuatro abiertos asociados a estos puntos nos dan un recubrimiento por abiertos
contráctiles. Este resultado completa la demostración abstracta dada por Schweitzer.
En un principio, pensamos que el método de autovalores de Singhof podŕıa ex-
tenderse a los grupos simplécticos. Sin embargo, veremos en la Subsección 8.8.2 que
ni siquiera en el caso de Sp(2) nos da la categoŕıa. En efecto, los abiertos de Singhof
están formados por las matrices tales que A−λI es inversible y, como sabemos, esta
condición es equivalente a que el cuaternio λ no sea un autovalor por la izquierda
de la matriz A. El problema está precisamente en que el espectro por la izquierda
de una matriz de orden 2 puede contener infinitos elementos. La caracterización
de las matrices simplécticas con infinitos autovalores (ver Teorema 7.1.7) aśı como
la expresión obtenida en la Proposición 7.1.8 para los autovalores de este tipo de
matrices nos permitieron dar en la Subsección 7.1.2 un método para construir matri-
ces cuyo espectro contenga unos autovalores fijados. Aśı, comprobaremos (Teorema
8.8.2) que nunca puede haber cuatro abiertos asociados a autovalores que recubran
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todo Sp(2). De todas formas, en 8.8.4 damos cinco abiertos contráctiles de este tipo
que śı recubren el grupo.
Los resultados obtenidos en los caṕıtulos anteriores serán de utilidad también
para estudiar la categoŕıa de algunos espacios simétricos con una métrica kähler. La
cota inferior que se usa en este caso es la longitud del cup producto [60], ya que la
existencia de una forma simpléctica no degenerada hace que sea l.c.p = dimX/2. Por
otra parte, la cota superior es también dimX/2 si el espacio es simplemente conexo.
Por ejemplo, consideremos Sp(2)/U(2). Este espacio simétrico es difeomorfo a la
Grassmaniana real SO(5)/(SO(2) × SO(3)), de dimensión 6, con lo que tenemos
que cat(Sp(2)/U(2)) = 3. En 8.9.1 obtendremos que {ΩM(±iI),ΩM(±E)}, donde
E = diag(i,−i), forma un recubrimiento categórico expĺıcito del modelo de Cartan
de Sp(2)/U(2).
En el caso de Sp(3)/U(3), que también posee una estructura hermı́tica, la cate-
goŕıa es cat Sp(3)/U(3) = 3(3 + 1)/2 = 6. En este caso sólo podemos proporcionar
un recubrimiento por ocho abiertos contráctiles que recubren el modelo de Cartan
de este espacio simétrico. Tanto en este caso como en el anterior la comprobación de
que se tiene un recubrimiento utiliza las expresiones para el determinante de Study
de las matrices de orden 2 y 3 obtenidas en 7.2.3 y 7.2.4.
Al final de la Memoria recogemos otras posibles aplicaciones, fuera del ámbito de
la categoŕıa LS, de los resultados obtenidos . La primera de ellas (Subsecc. 8.10.1),
establece un método sencillo para calcular los autovalores por la izquierda de las
matrices simplécticas de orden 2 usando la transformación de Cayley; proporciona
también los autovectores asociados. La segunda, establece la forma de las matrices
2× 2 antihermı́ticas con infinitos autovalores (ver 8.10.1).
Particularmente importante seŕıa poder aplicar nuestro estudio de las funciones
de Bott-Morse a la descomposición polar generalizada de la Subsección 8.10.2. En
efecto, en los grupos de Lie es bien conocido que la parte unitaria U de la des-
composición polar X = SU corresponde al valor mı́nimo en el grupo unitario de la
función altura hX . De este modo, varios métodos numéricos basados en el “descenso
del gradiente”sirven para calcular U dada X. En nuestro caso, al resolver expĺıcita-
mente las ecuaciones del gradiente parece posible generalizar ese método a cualquier
espacio simétrico. Por otra parte, seŕıa de gran utilidad obtener resultados generales
para una descomposición de este tipo compatible con el modelo de Cartan, puesto
que, conforme a lo estudiado en el Caṕıtulo 6, nos permitiŕıa dar una caracterización








El álgebra lineal sobre los cuaternios no es una simple generalización del caso
complejo. Si se considera la estructura de H-espacio vectorial por la derecha śı hay
muchas analoǵıas. Por ejemplo, podemos extender las descomposiciones clásicas co-
mo son la descomposición en valores singulares o la descomposición polar. Sin em-
bargo, la no conmutatividad de los cuaternios hace que surjan algunas dificultades;
de entre ellas, las más señaladas son la ausencia de determinante y el hecho de que
los autovectores asociados a un autovalor por la derecha no forman un subespacio
vectorial.
Los autovalores por la derecha están muy estudiados [2] y su cálculo es sencillo.
Dada una matriz cuaterniónica M diremos que un cuaternio q ∈ H es un autovalor
por la derecha de M si existe algún vector no nulo v ∈ Hn tal que Mv = vq. El
comportamiento de este tipo de autovalores es análogo al caso complejo; de hecho,
podemos diagonalizar matrices normales.
En nuestro caso el estudio de los autovalores cuaterniónicos se debe a la intención
de extender al grupo simpléctico Sp(n) el método que utiliza W. Singhof [74, 75]
para calcular la categoŕıa LS del grupo unitario U(n). Este método utiliza abiertos
contráctiles formados por matrices A que verfican una condición del tipo A−λI in-
versible. Sin embargo, esta condición no guarda ninguna relación con los autovalores
por la derecha sino con los autovalores por la izquierda. Un cuaternio λ es autovalor
por la izquierda de M ∈Mn×n(H) si y solo si M − λI es no inversible.
A diferencia del espectro por la derecha, el espectro por la izquierda no es sen-
cillo de estudiar y, por ahora, se tienen muy pocos resultados. En este caso, los
autovectores śı forman un subespacio vectorial. Su estudio es complicado y, como
veremos, el comportamiento de los autovalores por la izquierda es muy diferente al
caso complejo. En 1985 R. M .W. Wood probó que el espectro por la izquierda de
cualquier matriz cuaternónica es no vaćıo [88]. Esta demostración utiliza métodos
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4 I. 1 Álgebra lineal cuaterniónica
homotópicos y por el momento no se conoce ninguna prueba más sencilla. En cuanto
al número de autovalores, solo tenemos un resultado de L. Huang y W. So según el
cual una matriz cuaterniónica de orden 2 puede tener uno, dos o infinitos autovalores
por la izquierda [33]. Para órdenes superiores ni siquiera se sabe si una matriz de
orden n puede tener un espectro finito formado por más de n elementos. Otra de
las dificultades es que el espectro por la izquierda no es invariante por semejanza, es
decir, las matrices M y UMU∗ pueden tener autovalores distintos. Además, los es-
pectros por la izquierda y por la derecha, en principio, no guardan ninguna relación,
a no ser que la matriz o los autovalores sean reales.
En este Caṕıtulo recogemos las principales nociones del álgebra lineal (por la
derecha) cuaterniónica. La mayor parte de estos resultados serán necesarios a lo
largo de la Memoria. En otros casos servirán para hacer ver la dificultad del estudio
de los autovalores por la izquierda.
1.1. Resultados básicos
1.1.1. Cuaternios
Los cuaternios H forman un álgebra no conmutativa sobre R, asociativa y con
uno. Es un anillo de división
H = {t+ xi + yj + zk : t, x, y, z ∈ R},
donde
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
Si q = t+ xi + yj + zk ∈ H denotaremos
<(q) = t,
=(q) = xi + yj + zk
las partes real e imaginaria de q respectivamente. El conjugado de q es
q = t− xi− yj− zk.
Puede verse un buen resumen de todas sus propiedades en el art́ıculo de F. Zhang
[90].
Definición 1.1.1. Se dice que q, q′ ∈ H son similares si existe algún cuaternio no
nulo u tal que q′ = uqu−1.
1.1.2 El espacio cuaterniónico Hn 5
Teorema 1.1.2. Dos cuaternios son similares si y solo si tienen la misma norma
y la misma parte real. En particular,
1. todo cuaternio q es similar a su conjugado q;
2. todo cuaternio q ∈ H es similar a un complejo, <(q)± |=(q)|i.
Denotaremos por H0 ∼= R3 el espacio vectorial real de los cuaternios con parte real
nula. Aqúı el producto escalar viene dado por 〈ξ, ξ′〉 = −<(ξξ′). Una base ortonormal
para este producto es {i, j,k}. Si ξ ∈ H0 tenemos que ξ = −ξ y ξ2 = −|ξ|2.
El conjunto de los vectores de H0 con norma 1 coincide con el de los cuaternios
similares a la unidad imaginaria i.
1.1.2. El espacio cuaterniónico Hn
Si queremos obtener en este ámbito los resultados habituales para matrices aso-
ciadas a una aplicación lineal, es necesario considerar el espacio cuaterniónico Hn
como un H-espacio vectorial por la derecha.
El producto hermı́tico que utilizaremos en Hn es 〈u, v〉 = u∗v.
1.1.3. Matrices cuaterniónicas
Dada una matriz M ∈ Mn×n(H), denotaremos por M a su conjugada, MT a la
matriz traspuesta de M y M∗ = (M)T .
Definición 1.1.3. Diremos que M ∈ Mn×n(H) es normal si MM∗ = M∗M ,
hermı́tica si M∗ = M , antihermı́tica si M∗ = −M y simpléctica o unitaria si
M∗M = I; donde I denota la matriz identidad de orden n.
F. Zhang recoge en [90] las principales propiedades de las matrices cuaterniónicas.
1.1.4. Forma compleja de una matriz cuaterniónica
Dada M una matriz cuaterniónica de orden n × n puede expresarse de forma
única como M = X + jY con X, Y ∈Mn×n(C).
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La base de C2n ∼= Hn como C-espacio vectorial que aqúı se utiliza es
{e1, . . . , en, je1, . . . , jen}
con {e1, . . . , en} los vectores de la base canónica de Hn.
Este modo de expresar las matrices de Mn×n(H) es bastante efectivo pues per-
mite aprovechar muchas de las propiedades de las matrices complejas. De nuevo
F. Zhang recopila estas propiedades en [90].
Proposición 1.1.5. Sean M,N ∈Mn×n(H), entonces:
1. c(M +N) = c(M) + c(N);
2. c(tM) = tc(M) para t ∈ R;
3. c(M ·N) = c(M) · c(N); en particular, c(M) es inversible sii M es inversible;
4. c(M∗) = c(M)∗;
5. c(M) es unitaria, hermı́tica o normal sii M es unitaria, hermı́tica o normal
respectivamente;
6. det c(M) ≥ 0 es un número real no negativo.
1.1.5. Autovalores por la derecha
La teoŕıa de autovalores por la derecha de matrices cuaterniónicas está bien esta-
blecida, como puede verse, entre otros, en [2, 4, 90]. La existencia de estos autovalores
se prueba algebraicamente pero, recientemente, A. Baker [2] ha proporcionado un
argumento topológico basado en el teorema del punto fijo de Lefschetz.
Sin embargo, a la hora de trabajar con ellos, hay que tener la precaución de que
los autovectores asociados a un autovalor por la derecha no forman un H-espacio
vectorial (por la derecha).
Definición 1.1.6. Se dice que un cuaternio q ∈ H es un autovalor por la derecha
de la matriz M ∈Mn×n(H) si existe un vector v ∈ Hn, v 6= 0, tal que Mv = vq.
Proposición 1.1.7. Sea q ∈ H un autovalor por la derecha de M ∈ Mn×n(H).
Entonces, cualquier cuaternio similar a q es también autovalor de M . En concreto,
si v es un q-autovector, dado x ∈ H no nulo, vx es un (x−1qx)-autovector de M .
Demostración. M(vx) = (Mv)x = vqx = (vx)x−1qx.
1.1.6 Diagonalización de matrices normales 7
Queda claro pues que, con esta definición, el conjunto Σ(q) de autovectores aso-
ciados a un autovalor q no es un subespacio vectorial pues, dados v, v′ ∈ Σ(q), la
suma se mantiene dentro de Σ(q) pero el producto por escalares no.
La siguiente proposición, consecuencia de las propiedades vistas hasta ahora,
muestra que el cálculo de los autovalores por la derecha de una matriz cuaterniónica
es bastante sencillo.
Proposición 1.1.8. Los autovalores por la derecha de una matriz M ∈ Mn×n(H)
son los cuaternios similares a los autovalores complejos de su forma compleja c(M).






2n× 2n cada vez que aparece un autovalor aparece también su conjugado, de modo
que, como mucho, tendrá n autovalores no conjugados.
Corolario 1.1.9. M no puede tener más de n autovalores no similares.





. Se comprueba directamente que sus auto-
valores cuaterniónicos son las soluciones de la ecuación q2 = −1, es decir, todos los
elementos de H similares a q = i, que son los cuaternios de módulo 1 en 〈i, j,k〉.
Teorema 1.1.11. Sean M,N ∈ Mn×n(H) matrices semejantes, es decir, tales que
N = BMB−1 con B una matriz cuadrada inversible. Entonces M y N tienen los
mismos autovalores por la derecha.
1.1.6. Diagonalización de matrices normales
Veamos ahora que toda matriz normal puede diagonalizarse. Utilizaremos la
siguiente generalización del lema de Schur.
Lema 1.1.12. Toda matriz cuaterniónica es triangularizable por una matriz simplécti-
ca.
Este resultado fue probado por J.L.Brenner en [4, p.331].
Teorema 1.1.13. Una matriz cuaterniónica es diagonalizable si y solo si es normal.
Demostración. Sea M ∈Mn×n(H) tal que MM∗ = M∗M . Por el Lema 1.1.12, exis-
ten matrices T triangular superior y U unitaria tales que M = UTU∗. Despejando
T en la igualdad anterior, T = U∗MU y aśı,
TT ∗ = (U∗MU)(U∗M∗U) = U∗MM∗U =
U∗M∗UU∗MU = (U∗MU)∗(U∗MU) = T ∗T.
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Es decir, T es una matriz normal. Además, como T es triangular superior, de
esta igualdad obtenemos para i = 1, . . . , n que
|tii|2 = |tii|2 + |tii+1|2 + · · ·+ |tin|2
por tanto, tij = 0 siempre que j > i, luego T es diagonal.
Se deduce de los resultados que hemos recogido sobre los autovalores por la
derecha que las matrices cuaterniónicas normales no sólo son diagonalizables sino
que se pueden diagonalizar a una matriz compleja. También pueden extenderse al
ámbito cuaterniónico las siguientes descomposiciones clásicas de matrices.
1.1.7. Descomposición polar
Es fácil comprobar que los autovalores de una matriz hermı́tica son reales. Cuan-
do éstos son no negativos decimos que la matriz es semidefinida positiva.
Teorema 1.1.14. Dada M ∈Mn×n(H) existen una matriz cuaterniónica hermı́tica
semidefinida positiva H y una matriz cuaterniónica unitaria U tales que
M = HU.
Además, si M es de rango máximo, estas matrices son únicas.
Zhang prueba este teorema en [90]. Utiliza que MM∗ es una matriz normal y, por
tanto, diagonalizable a una matriz cuyas entradas son los cuadrados de los valores
singulares de M . Después aplica el teorema de descomposición polar enM2n×2n(C)
a la forma compleja de M ,
c(M) = AB
con A,B ∈ M2n×2n(C) tales que A es hermı́tica semidefinida positiva y B uni-
taria. Finalmente, comprueba que A = c(H) y B = c(U) para H y U matrices
cuaterniónicas tales que H es hermı́tica semidefinida positiva y U unitaria.
1.1.8. Descomposición SVD
Para cualquier matriz cuaterniónica M enMn×n(H) la matriz M∗M es hermı́tica
y todos sus autovalores son reales no negativos. Además, M∗M y MM∗ tienen los
mismos autovalores.
Definición 1.1.15. Sea M ∈ Mn×n(H). Las ráıces cuadradas no negativas de los
n autovalores de M∗M son los valores singulares de M .
1.2 Determinante de Study 9
Lema 1.1.16. Para M ∈Mn×n(H), t es un valor singular de M sii existen vectores
u, v 6= 0 tales que Mv = tu, M∗u = tv.
De la extensión del teorema de descomposición polar a los cuaternios se deduce
la descomposición en valores singulares para matrices cuaterniónicas.
Teorema 1.1.17. Sea M ∈Mn×n(H) una matriz de rango r. Entonces existen dos






donde Dr = diag(d1, . . . , dr) con di los valores singulares positivos de M .
En particular, si M es de rango máximo, podemos tomar
D = diag(d1, . . . , dn),
U una matriz unitaria cuyas columnas sean autovectores de MM∗ y V una unitaria
cuyas columnas sean autovectores de M∗M . Entonces
M = UDV ∗.
1.2. Determinante de Study
No es fácil extender a H la noción de determinante debido a la no conmutatividad
de los cuaternios. El primero en proponer un funcional análogo para las matrices
cuaterniónicas fue A. Cayley en el año 1845, pero no logró generalizar las propiedades
del determinante usual. Hasta 75 años después no hubo ningún avance significativo.
En la segunda edición del Elements of Quaternions de W.R. Hamilton, de 1889, el
editor añadió un apéndice sobre este tema pero no era más que una reelaboración
del art́ıculo de Cayley. Diez años más tarde aparece un art́ıculo de J.M. Pierce que,
de nuevo, no pasa de una cuidada estructuración de la teoŕıa del determinante de
Cayley. Por fin, en 1920, E. Study propone transformar una matriz cuaterniónica
n× n en una compleja 2n× 2n y a ésta última hacerle el determinante complejo.
Se observa, sin embargo, que no es posible generalizar a los cuaternios la noción
de determinante ya que, necesariamente tomará valores en R. Śı se puede generalizar
el módulo del determinante, | det | (es decir, con valores reales), y esto es lo que hizo
E. Study. En [1] y [7] H. Aslaksen y N.Cohen respectivamente resumen la teoŕıa
general de los determinantes cuaterniónicos.
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1.2.1. Definición y propiedades
Definición 1.2.1. Dada M ∈ Mn×n(H) se define el determinante de Study de M
como
Sdet(M) := (det c(M))
1
2 ,
donde c(M) es la forma compleja de M que hemos definido en 1.1.4.
Nótese que salvo el exponente 1/2, este determinante es el mismo que el del
Teorema 8.1 de [90]. Aqúı normalizamos el exponente para que Sdet(M) = |q1 . . . qn|
cuando consideramos una matriz diagonal M = diag(q1, . . . qn).
Proposición 1.2.2. El determinante de Study verifica las siguientes propiedades:
1. Sdet(MN) = Sdet(M) Sdet(N);
2. Sdet(M) > 0 si y sólo si M es inversible;
3. si la matriz M es compleja Sdet(M) = | det(M)|;
4. si M,N son matrices semejantes, entonces Sdet(M) = Sdet(N).
Puede probarse que es el único funcional que verifica estas propiedades (véase
[7]).
Además de las que acabamos de ver estas otras facilitan mucho su cálculo.
Proposición 1.2.3. Dada M una matriz cuaterniónica de orden n se tiene que:
1. si Eij, i 6= j, es una matriz elemental con todas las entradas nulas excepto un
1 en la posición (i, j), entonces Sdet(I + qEij) = 1, ∀q ∈ H;
2. Sdet(M) no cambia si a una columna se le suma un múltiplo (por la derecha)
de otra columna;
3. Sdet(M) no cambia si a una fila se le suma un múltiplo (por la izquierda) de
otra fila;
4. para las matrices permutación de filas y columnas Pij,
Sdet(PijMPij) = Sdet(M),
donde llamamos Pij a la matriz resultante de intercambiar en la matriz iden-
tidad las filas i, j;
5. Sdet(M∗) = Sdet(M); en particular, si M es una matriz simpléctica entonces
Sdet(M) = 1.
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Aunque no las hemos encontrado expĺıcitamente en la literatura, también nos
harán falta las siguientes propiedades.
Propiedad 1.2.4. Sea X =





 ∈Mn×n(H) con q ∈ H;
entonces,
Sdet(M) = |q| Sdet(M).
Demostración. Si q = 0 es trivial. Si q 6= 0, podemos suponer que q = 1. En este
caso, si m1k = a1k + jb1k y M = A + jB, al desarrollar el determinante de la forma







b12 · · · b1n
B











Teorema 1.2.5. Dada una matriz formada por cajas M,N de órdenes m y n res-











y por la Propiedad 1.2.4 sabemos que su Sdet es |ad|.
Para orden 3, los dos únicos casos posibles son a 0 0∗ b c
∗ d e
 y
 a b 0c d 0
∗ ∗ e
 .
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En el caso de la primera matriz basta aplicar la Propiedad 1.2.4 a M∗. Si en la
segunda matriz intercambiamos las columnas 1 y 3 y las mismas filas, por 1.2.3
estamos también en las condiciones de 1.2.4.
Veamos qué ocurre para orden 4. Cuando m = 1, n = 3 ó m = 3, n = 1 se verifica
el resultado por la Propiedad 1.2.4. El único caso que queda entonces por estudiar
es n = m = 2. Podemos suponer que el elemento m22 no es nulo, si no se reduciŕıa
al caso anterior. Haciendo las transformaciones permitidas para el determinante de







































Análogamente para orden n. Por transformaciones de columnas siempre podemos
hacer que los elementos de la primera fila de la matriz M sean todos nulos excepto
el m11. Al hacerlo por columnas, estas transformaciones no interfieren en la matriz
N y obtenemos aśı lo que buscábamos.
Corolario 1.2.6. Si T = (tij) es una matriz triangular entonces
Sdet(T ) = |t11 · · · tnn|.
En particular, por el Lema 1.1.12, si M es una matriz con autovalores por la derecha
q1 · · · qn, entonces Sdet(M) = |q1 · · · qn|.
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1.2.2. Relación con otros determinantes cuaterniónicos
H. Aslaksen resume en [1] diversos determinantes que se han ido proponiendo
para las matrices cuaterniónicas.
El primero de ellos fue el de A. Cayley. Se basa en el desarrollo por una fila o
columna. Como el resultado depende de la fila o columna que se escoja, fija una de
ellas, la primera. Aśı, su determinante consiste en desarrollar por la primera columna
tanto la matriz inicial como todos los menores.
Basándose en las ideas de Cayley, Moore define otro determinante pero solo para
las matrices hermı́ticas. Un poco más adelante (Secc. 1.2.3) lo veremos con detalle
pero básicamente se define como sigue.
Consideremos σ una permutación de In = {1, . . . , n} expresada como producto
de ciclos disjuntos de manera que en cada ciclo el elemento menor sea el primero.
σ = (n11 · · ·n1l1)(n21 · · ·n2l2) · · · (nr1 · · ·nrlr),
donde para cada i tenemos que ni1 > nij para todo j > 1 y n11 > n21 > · · · > nrl.





|σ|mn11n12 · · ·mn1l1n11mn21n22 · · ·mnrlrnr1 .
Para las matrices reales simétricas y las complejas hermı́ticas coincide con el
determinante usual.
Para cualquier M ∈ Mn×n(H) la matriz M∗M es hermı́tica. Haciendo uso del
funcional de Moore se define el doble determinante,
ddet(M) = Mdet(M∗M).
Por último, utilizando la forma compleja, se define el q-determinante
qdet(M) = det Cc(M).
Las diferentes formas de calcular el determinante cuaterniónico guardan mucha
relación.
Proposición 1.2.8. Para M ∈Mn×n(H) una matriz cuaterniónica de orden n, se
verifica que:
1. qdet(M) = ddet(M) y
2. Sdet(M)2 = Mdet(MM∗) = ddet(M).
Finalmente, J. Dieudonné da una definición de determinante para el caso no
conmutativo recogida en [11]. Puede probarse que coincide con Sdet(M)4.
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1.2.3. Determinante de una matriz hermı́tica
Como hemos visto, para una matriz cuaterniónica de orden n×n no tenemos un
determinante que tome valores en H. En el caso particular de una matriz hermı́tica,
los autovalores son todos reales y esto nos permite encontrar un polinomio carac-
teŕıstico de M .
Inspirándose en el caso complejo en el ámbito de las matrices cuaterniónicas
pueden definirse el desarrollo por una fila o por una columna. La extensión de estos
conceptos a H es reciente (2011) y se debe a I. Kyrchei [51].
Definición 1.2.9. Para una matriz M = (mij) ∈ Mn×n(H) se define el determi-




(−1)n−raiik1aik1 ik1+1 · · · aik1+l1 i · · · aikr ikr+1 · · · aikr+lr ir
para todo i = 1, . . . , n donde
σ = (i ik1 ik1+1 · · · ik1+l1)(ik2 ik2+1 · · · ik2+l2) · · · (ikr ikr+1 · · · ikr+lr)
es una permutación del conjunto de ı́ndices In = {1, . . . , n}. El ı́ndice i abre el
primer ciclo y los demás verifican que ik2 < ik3 < · · · < ikr y ikt < ikt+s para todo
t = 2, . . . , r y s = 1, . . . , lt.
Definición 1.2.10. Para una matriz M = (mij) ∈ Mn×n(H) se define el determi-




(−1)n−rajkr jkr+lr · · · ajkr+1jkr · · · ajjk1+l1 · · · ajk1+1jk1ajk1j
para todo j = 1, . . . , n donde
τ = (jkr+lr · · · jkr+1 jkr) · · · (jk2+l2 · · · jk2 + 1 jk2)(jk1+l1 · · · jk1+1 jk1 j)
es una permutación del conjunto de ı́ndices In = {1, . . . , n}. El ı́ndice j abre el
primer ciclo y los demás verifican que jk2 < jk3 < · · · < jkr y jkt < jkt+s para todo
t = 2, . . . , r y s = 1, . . . , lt.
Estos determinantes verifican propiedades que pueden considerarse análogas a las
del determinante complejo. Kyrchei recoge en [51] todas las propiedades que verifican
estos determinantes aśı como algunos lemas que permiten desarrollar rdetiM por
cofactores a lo largo de la fila i-ésima y cdetjM a lo largo de la columna j-ésima.
De todas esas propiedades se deduce el siguiente teorema que permite definir de
manera uńıvoca un determinante para las matrices cuaterniónicas hermı́ticas que
toma valores reales.
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Teorema 1.2.11. Si M ∈Mn×n(H) es tal que M = M∗, entonces
rdet 1M = · · · = rdet nM = cdet 1M = · · · = cdet nM ∈ R.
Definición 1.2.12. Dada M ∈ Mn×n(H) hermı́tica, se define el determinante de
M como detM = cdetiM = rdetiM con i = 1, . . . , n.
Este determinante coincide con el determinante de Moore dado en la Sección
1.2.2.
Autovalores de las matrices hermı́ticas
Es sencillo demostrar la siguiente proposición que recogen varios autores como
D. Farenick, I.I. Kyrchei o el propio F. Zhang[19, 51, 90].
Proposición 1.2.13. Si M ∈ Mn×n(H) es hermı́tica, M tiene exactamente n au-
tovalores por la derecha reales.
En particular, una matriz hermı́tica M es normal aśı que, por los resultados de
la Sección 1.1.6, observamos que M se puede diagonalizar a una matriz real.
I.I. Kyrchei extiende, en este caso, la definición de polinomio caracteŕıstico real
[51].
Definición 1.2.14. Dada M ∈ Mn×n(H) un matriz cuaterniónica hermı́tica, lla-
mamos polinomio caracteŕıstico de M al polinomio en variable t ∈ R real,
pM(t) = det(tI −M).
Las ráıces de este polinomio caracteŕıstico pM(t) son los autovalores por la dere-
cha de M . Además, se tiene una expresión expĺıcita de los coeficientes [51].
Lema 1.2.15. Sea M ∈Mn×n(H) hermı́tica. Su polinomio caracteŕıstico viene dado
por
pM(t) = tn − d1tn−1 + d2tn−2 − · · ·+ (−1)ndn,
donde dr es la suma de los menores principales de M de orden r para 1 ≤ r < n y
dr = detM .
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1.2.4. Quasideterminantes
Los quasideterminantes para matrices con entradas en un anillo de división no
conmutativo fueron introducidos por I. Gelfand y V. Retakh en los años 90 y son
una herramienta útil en álgebra no conmutativa (ver por ejemplo [27, 87]). Estos
autores no se limitan a definir un determinante cuaterniónico sino que desarrollan
una teoŕıa mucho más general en la que tratan de dar algún funcional que extienda
el determinante usual sobre un anillo de división.
Denotemos por M i,j la submatriz de orden (n−1)×(n−1) resultante de suprimir
en M ∈Mn×n(H) la fila i y la columna j. Entonces, para cada 1 ≤ i, j ≤ n se define
inductivamente el quasideterminante |M |ij ∈ H como sigue.
Definición 1.2.16. Dada M ∈ Mn×n(H), para cada par (i, j) con 1 ≤ i, j ≤ n, se
define el (i, j)-quasideterminante de M como
|M |ij = mij −
∑
miq(|M i,j|pq)−1mpj,
donde la suma se toma sobre los p, q ∈ {1, . . . , n} tales que p 6= i, q 6= j.
Nota–. La definición de quasideterminante que dan I. Gelfand et al. en [27] no es
del todo correcta. La expresión recogida en este art́ıculo es
|M |ij = mij −
∑
mii′(|M ij|j′i′)−1xj′j
con i′ ∈ I − {i}, j′ ∈ J − {j}.
La definición correcta es la que hab́ıan dado trece años antes, en 1992 [28], que
hemos recogido en la Definición 1.2.16.






La expresión para cada uno de sus qdets es:
|M |11 = m11 −m12m−122m21, |M |12 = m12 −m11m−121m22,
|M |21 = m21 −m22m−112m11, |M |22 = m22 −m21m−111m12.
Ejemplo 1.2.18. Para una matriz de orden 3 hay nueve qdets. Por ejemplo, el
(2, 1)-qdet es
|M |21 = m21 −m22(m12 −m13m−133m32)−1m11 −m22(m32 −m33m−113m12)−1m31
− m23(m13 −m12m−132m33)−1m11 −m23(m33 −m32m−112m13)−1m31.
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Puesto que esta definición involucra los inversos de los quasideterminantes de
orden menor, es necesario dar una definición para cuando alguno de ellos se anula.
La siguiente Proposición lo aclara (ver Prop 1.5 de [28]).
Proposición 1.2.19. Dada M ∈Mn×n(H) el quasideterminante |M |pq está defini-
do si al menos uno de los qdets de la matriz Mpq está definido y no se anula. En
este caso,
|M |pq = mpq −
∑
mpj|Mp,q|−1ij miq,
donde la suma la tomamos sobre todos los pares (i, j), i 6= p, j 6= q, para los que el
determinante |Mp,q|ij está definido y no se anula.
Este modo de hacer los quasideterminantes nos proporciona la inversa de la
matriz. De hecho, cuando M es inversible, las entradas de la matriz inversa mij son
precisamente los inversos de los qdets traspuestos, |M |−1ji . En particular, cuando los
elementos de la matriz M conmutan, tenemos que
|M |−1ji = (−1)i+j detM j,i/ detM.
Veamos un ejemplo:
Ejemplo 1.2.20. M =
 i 0 0k j 0
−3 2k k

Al calcular los quasideterminantes obtenemos:
|M |11 = i |M |22 = j
|M |33 = k |M |12 = 1
|M |13 = −i(−3i + 2j)−1k |M |23 = −12j.
En cambio, |M |21, |M |31 y |M |32 no existen ya que en estos casos los |Mpq|ij o no
están definidos o se anulan.
La matriz obtenida con los inversos de los qdets es, efectivamente, la matriz
inversa de M :
M−1 =
 −i 0 01 −j 0
−2− 3k 2j −k
 .
La siguiente proposición generaliza el caso complejo y establece la relación entre
los quasideterminantes y el determinante de Study.
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Proposición 1.2.21. Para toda matriz M ∈Mn×n(H) se verifica que, siempre que
exista |M |pq,
Sdet(Mp,q) ||M |pq| = Sdet(M)
donde Mpq es la matriz resultante de suprimir en M la fila p y la columna q y ||M |pq|
es el módulo del (p, q)-qdet.
Esta Proposición es un caso particular de la llamada identidad de Jacobi que
comprobaremos en la Sección 1.2.5.
1.2.5. Identidad de Jacobi
La llamada identidad de Jacobi del determinante (a pesar de que en 1882 se
atribuyó a Kronecker [63]) es una generalización de la fórmula
(1.2) (M−1)ij = (−1)i+j detM j,i/ detM.
Sea C ∈ Mm×m(C) una matriz compleja cuadrada de orden m. Sean I =
{i1, . . . , ip} y J = {j1, . . . , jp} subconjuntos de {1, . . . ,m} del mismo tamaño p. De-
notamos por CI,J la submatriz formada por las filas con ı́ndice en I y las columnas
con ı́ndice en J . Rećıprocamente, denotamos por CI,J la submatriz complementaria
obtenida suprimiendo las filas en I y las columnas en J .
Lema 1.2.22. Supongamos una matriz compleja C inversible. Entonces
det (C−1)I,J = (−1)I+J detCJ,I/ detC,
donde I + J significa i1 + · · ·+ ip + j1 + · · ·+ jp.
Utilizaremos el determinante de Study para establecer un teorema análogo en el
caso cuaterniónico.
Teorema 1.2.23. Supongamos una matriz cuaterniónica M inversible. Entonces
Sdet (M−1)I,J = SdetM
J,I/ SdetM,
para cualesquiera subconjuntos de ı́ndices I y J del mismo tamaño.
Demostración. Si I = {i1, . . . , ip} denotamos
I ′ = I + n = {i1 + n, . . . , ip + n};
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el resultado se sigue del caso complejo, Lema 1.2.22.
Con todo esto encontramos el modo de generalizar la fórmula (1.2) a los cuater-
nios; basta tomar p = 1, I = {i} y J = {j}.
Teorema 1.2.24. Sea M ∈Mn×n(H) una matriz cuaterniónica inversible. Sea mij
la entrada (i, j) de la matriz inversa M−1. Entonces su norma viene dada por
|mij| = Sdet(M j,i)/ Sdet(M).
Ejemplo 1.2.25. Sea
M =
2i− j 3j i− 3ki + 2k i− k 2i
−j 3k j
 .




−27 + 12i + 17j + 42k 18 + 36i + 18j− 39k −28i + 42j− 42k−16− 24i− 13j −15 + 5i + 27j + 22k 28− 7i + 189j− 7k
45− 36i + 17j + 3k 3− 9i− 48j + 42k 21 + 56i− 14j
 .










y la norma de su inverso es
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Tomemos ahora, por ejemplo, I = {1, 2} y J = {1, 3}. Entonces MJ,I = (2i) y





−27 + 12i + 17j + 42k −28i + 42j− 42k







1.3. Autovalores por la izquierda
La teoŕıa de autovalores por la izquierda de matrices cuaterniónicas está muy
poco desarrollada. Un resultado de R. M .W. Wood [88] garantiza su existencia pero,
en general, no se sabe cuántos autovalores por la izquierda puede tener una matriz
cuaterniónica de orden n×n. L. Huang y W. So probaron que una matriz cuadrada
de orden 2 puede tener uno, dos o infinitos autovalores (pertenecientes a diferentes
clases de similitud) y caracterizaron este último caso [33].
F. Zhang recoge en [90, 91] sus principales propiedades y algunos ejemplos pa-
tológicos; puede verse también [32]. El propio Zhang plantea como cuestión abierta
cuántos autovalores por la izquierda puede tener una matriz cuaterniónica cuadrada
y sugiere investigar su espectro por la izquierda.
1.3.1. Autovalores de una matriz
Definición 1.3.1. Sea M una matriz cuaterniónica de orden n. Se dice que λ ∈ H
es un autovalor por la izquierda de M si existe un v ∈ Hn, v 6= 0, tal que
Mv = λv.
Llamamos σl(M) al espectro por la izquierda de la matriz M .
El interés de esta definición radica en que es equivalente al hecho de que la matriz
M − λI sea singular, es decir, para esto no sirven los autovalores por la derecha (en
el caso conmutativo no se da esta sutileza). De acuerdo con las propiedades del
determinante de Study tenemos
Proposición 1.3.2. Los autovalores por la izquierda de M ∈ Mn×n(H) son las
ráıces de la ecuación Sdet(M − λI) = 0.
En este caso:
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Proposición 1.3.3. El conjunto de los autovectores asociados a un autovalor por
la izquierda λ forma un subespacio vectorial (por la derecha).
Demostración. Sean λ un autovalor de la matriz M ∈ Mn×n(H), v, v′ dos λ-
autovectores y q ∈ H; se verifica entonces que
M(vq) = (Mv)q = (λv)q = λ(vq),
M(v + v′) = Mv +Mv′ = λ(v + v′).
Proposición 1.3.4. El espectro por la izquierda de una matriz cuaterniónica M ∈
Mn×n(H) es compacto.
Demostración. De acuerdo con la Proposición 1.3.2, σl(M) es cerrado por ser la
imagen rećıproca de un cerrado por una aplicación continua ya que la aplicación
forma compleja, el determinante complejo y la ráız cuadrada del valor absoluto son
aplicaciones continuas.








Recogemos aqúı el teorema de existencia de Wood [88].
Teorema 1.3.5 (Wood, 1985). Toda matriz cuaterniónica de orden n× n tiene al
menos un autovalor por la izquierda.
Demostración. La prueba es topológica. En primer lugar, si M ∈ Mn×n(H) es
singular, 0 ∈ σl(M). Aśı que tomamos M inversible. Suponemos que M − λI ∈
GL(n,H),∀λ 6= 0 y llegamos a una contradicción.
En efecto, si M − λI es inversible para todo λ ∈ H, podemos construir dos
homotoṕıas en GL(n,H) :
ft(λ) = M − tλI,
gt(λ) = tM − λI.
Como f0(λ) = M , f1(λ) = M − λI = g1(λ) y g0(λ) = −λI, las aplicaciones f0 y g0
son homótopas. Sin embargo, si las consideramos como aplicaciones de la esfera S3
en GL(n,H), en el tercer grupo de homotoṕıa π3 GL(n,H) ∼= Z corresponden a los
enteros 0 y n [78], luego no pueden ser homótopas.
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Matrices 2× 2
En cuanto al número de autovalores solo tenemos el siguiente teorema de Huang
y So para matrices 2× 2 [33].





∈ M2×2(H) tiene uno, dos o infinitos
autovalores por la izquierda. Este último caso se da si y sólo si a0, a1 ∈ R, a0 6= 0 y
∆ = a21 − 4a0 < 0, donde a0 = −b−1c y a1 = b−1(a− d).
La demostración de este teorema se basa en la resolución de polinomios de grado
dos que hicieron los mismos autores en [34] y que discutiremos más adelante.
Para estas matrices, podemos calcular expĺıcitamente el espectro por la izquierda.
Si la matriz M es triangular (es decir, bc = 0), los autovalores de M son los elementos
de la diagonal. Para una matriz M no triangular Huang y So [33] obtuvieron el
siguiente resultado que nosotros probamos de manera diferente.





son de la forma λ = a+ bp, donde p es cualquier solución del polinomio cuadrático
unilateral
(1.3) p2 + a1p+ a0 = 0,
con a1 = b
−1(a− d) y a0 = −b−1c.
Demostración. Los autovalores de M vienen dados por Sdet(M − λI) = 0. En este
caso, si λ es un autovalor por la izquierda de M , λ 6= a, d. Entonces, utilizando las
propiedades de Sdet podemos transformar la matriz M − λI de manera que
Sdet(M − λI) = Sdet
(
a− λ b
0 (d− λ)− c(a− λ)−1b
)
.
Esta matriz será no inversible si y sólo si
(d− λ)− c(a− λ)−1b = 0
es decir,
(d− λ)b−1(a− λ) = c.
Si ahora hacemos el cambio p = b−1(λ−a) nos da el polinomio cuadrático unilateral
que buscábamos
−bp2 + (d− a)p− c = 0.
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Nota–. Llamaremos esférico al caso en el que hay infinitos autovalores porque, en
ese caso, el espectro
(1.4) σl(A) = {(1/2)(a+ d+ bq) : q2 = ∆}
es difeomorfo a la esfera S2 ⊂ H0 = 〈i, j,k〉.
Matrices 3× 3
Para orden 3 W. So hizo un estudio caso por caso según las relaciones entre las
entradas de la matriz [77]. Obtuvo diferentes polinomios cuaterniónicos de grado
menor o igual que tres tales que sus ráıces son los autovalores por la izquierda.
1.4. Polinomios cuaterniónicos
No es sencillo hallar las ráıces de un polinomio cuaterniónico. Uno de los primeros
problemas que nos encontramos es que un polinomio bilateral puede tener varios
términos del mismo grado. Además, ya no se verifica que un polinomio tenga tantas
soluciones como indica su grado; por ejemplo, la ecuación x2 = −1, que en R no tiene
solución y en C tiene dos, tiene infinitas soluciones en el caso cuaterniónico, toda una
esfera S2. Esto nos lleva a plantearnos tanto si todos los polinomios cuaterniónicos
tienen ráıces como, en el caso de tenerlas, cuántas hay.
1.4.1. Teorema fundamental
En 1941 I. Niven prueba [64], basándose en el algoritmo de la división, que toda
ecuación del tipo
xn + a1x
n−1 + · · ·+ an = 0
tiene alguna solución. En ese mismo art́ıculo proporciona un método (poco práctico)
para obtener las ráıces de polinomios de este tipo, discute el número de soluciones
y da una condición necesaria y suficiente para que tenga infinitas soluciones.
Tres años más tarde, S. Eilenberg y el propio Niven [14] extendieron el teorema
fundamental del álgebra a los cuaternios para polinomios bilaterales pero en el caso
particular de que el polinomio solo tenga un término de mayor grado.
Teorema 1.4.1 (Eilenberg y Niven, 1944). Sea f(x) = a0xa1x . . . xan +φ(x) donde
a0, a1, . . . , an ∈ H no nulos y φ(x) es la suma de un número finito de monomios
b0xb1x . . . xbk con k < n. Entonces la ecuación f(x) = 0 tiene al menos una solución.
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En este caso la demostración es topológica. Extienden f a toda la esfera S4
haciendo f(∞) =∞. Esta extensión es continua precisamente porque solo tenemos
un monomio de mayor grado. Construyen una homotoṕıa entre f(x) y el monomio
g(x) = xn en S4. Por último, verifican que la función g es de grado n comprobando
que i es un valor regular (ya que xn = i tiene exactamente n soluciones).
Gordon y Motzkin probaron en 1965 que un polinomio mónico estándar (unila-
teral) de grado n, o tiene infinitas ráıces o tiene como mucho n ráıces distintas.
El teorema fundamental no puede extenderse a todos los polinomios cuaternióni-
cos ya que, por ejemplo, el polinomio xna− axn − 1 no tiene ninguna ráız en H.
1.4.2. Ráıces de un polinomio cuadrático
L. Huang y W. So [34] proporcionan fórmulas expĺıcitas para hallar las ráıces de
un polinomio mónico unilateral de grado 2 del tipo
x2 + bx+ c.
Esto es de utilidad para encontrar autovalores por la izquierda (cf. Prop. 1.3.7). El
siguiente teorema recoge dichas fórmulas.
Teorema 1.4.2. Las soluciones de la ecuación cuadrática x2 + bx+ c = 0 se pueden
obtener mediante las siguientes fórmulas.




(−b+ βi + γj + δk)
para todos β, γ, δ ∈ R tales que β2 + γ2 + δ2 = 4c− b2;






3. si b ∈ R pero c 6∈ R entonces
















b2 − 4c0 +
√
(b2 − 4c0)2 + 16(c21 + c22 + c23);
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4. por último, si b 6∈ R,
x = −(<b/2)− (b′ + T )−1(c′ −N)
donde
b′ = =b y c′ = c− (<b/2)(b−<b/2)
y el par (T,N) se elige como sigue:
sean B = |b′|2 + 2<c′, E = |c′|2 y D = 2<b′c′,
a) T = 0 y N = 1/2(B ±
√
B2 − 4E) cuando D = 0 y B2 ≥ 4E.




E y N =
√
E cuando D = 0 y B2 < 4E.
c) T = ±
√
z y N = 1
2T
(T 3 + BT + D) cuando D 6= 0 donde z es la única
ráız positiva del polinomio real z3 + 2Bz2 + (B2 − 4E)z −D2.
1.5. Ecuaciones lineales cuaterniónicas
En el mismo volumen del Bull. Amer. Math. Soc. de 1944 en que está recogido el
art́ıculo de Eilenberg y Niven, se publicó un art́ıculo de R.E. Johnson [48] en el que
explica cómo resolver la ecuación xα = γx+ β sobre un anillo de división. Obtiene
condiciones necesarias y suficientes para que una ecuación de este tipo tenga solución
y en ese caso da un método sencillo para calcular expĺıcitamente al menos una de
las soluciones.
A continuación veremos con un poco más de detalle cómo se resuelve en el
caso cuaterniónico ésta ecuación, conocida hoy en d́ıa como ecuación de Sylvester,
ecuación que usaremos más adelante.
1.5.1. La ecuación de Sylvester αx+ xβ = γ
Una ecuación del tipo
(1.5) αx+ xβ = γ
tal que la variable y los coeficientes están sobre un anillo no conmutativo, recibe el
nombre de ecuación de Sylvester.
El método de Johnson para resolverla puede resumirse como sigue. Dada la
ecuación (1.5) multiplicamos toda la ecuación a la izquierda por α y a la derecha
por β,
|α|2xβ + αx|β|2 = αγβ.
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Volvemos a la ecuación inicial y la multiplicamos por el módulo de α al cuadrado
(podŕıa hacerse análogamente con el de β):
|α|2αx+ |α|2xβ = |α|2γ.





x = αγβ + |α|2γ,
es decir, (
2|α|2<(β) + |β|2α + |α|2α
)
x = αγβ + |α|2γ
que se resuelve sencillamente.
1.5.2. Método de Janovská y Opfer
El método anterior permite calcular expĺıcitamente las soluciones de la ecuación
(1.5). Para estudiar la existencia y el número de soluciones D. Janovská y G. Opfer
[46] la identifican con una matriz real 4× 4, puede verse también [29].
Dado un polinomio cuaterniónico del tipo αx + xβ con α, β ∈ H, podemos
asociarle un aplicación R-lineal de R4 en R4. Basta considerar los cuaternios como
vectores de R4,
α = (α1, α2, α3, α4)
T
β = (β1, β2, β3, β4)
T
Si desarrollamos el producto αx + xβ con α y β expresados de este modo tenemos
que la matriz asociada es
M = Lα +Rβ =

α1 + β1 −α2 − β2 −α3 − β3 −α4 − β4
α2 + β2 α1 + β1 −α4 + β4 α3 − β3
α3 + β3 α4 − β4 α1 + β1 −α2 + β2
α4 + β4 −α3 + β3 α2 − β2 α1 + β1

donde denotamos por Lα la matriz asociada a la traslación izquierda por el cuaternio
α y Rβ la asociada a la traslación derecha por β.
Proposición 1.5.1. Dados α, β ∈ H la matriz M = Lα +Rβ verifica que:
1. M +MT = 2<(α + β)I;
2. det(M) = 2<(α + β)2 (|=(α)|2 + |=(β)|2) + <(α + β)4 + (|=(α)|2 − |=(β)|2)2;
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3. los cuatro autovalores de M son
λ = <(α + β)± (|=(α)| ± |=(β)|) .
Proposición 1.5.2. Consideremos la ecuación lineal cuaterniónica αx + xβ = γ.
Sea M = Lα +Rβ su matriz asociada. Se verifica entonces que:
1. el rango de M es par;
2. rang(M) < 4 sii |α| = |β| y <(α + β) = 0, es decir, sii α y −β son similares;
3. rang(M) = 0 sii α es real y β = −α.
Demostración. Por la proposición anterior tenemos que los autovalores de M son
conjugados dos a dos, luego su rango siempre es par.
De la expresión del determinante dada en la Proposición 1.5.1 se deducen las
otras dos afirmaciones.
1.5.3. Resolución de una ecuación lineal arbitraria
Aunque H es un anillo no conmutativo la asociatividad nos permite reducir una




pixqi = r, con pi, qi, r ∈ H,
a un sencillo sistema de ecuaciones escalares. La idea es la misma que para la reso-
lución de la ecuación de Sylvester, identificar H con el espacio vectorial R4 mediante
la base canónica B = {1, i, j,k}.
Proposición 1.5.3. Sean p = t+xi+yj+zk y q = s+ui+vj+wk dos cuaternios.
Entonces,
1. la matriz asociada a la traslación izquierda por p es Lp = <(p)I +A(p) donde
A(p) =

0 −x −y −z
x 0 −z y
y z 0 −x
z −y x 0
 ;
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0 −u −v −w
u 0 w −v
v −w 0 u
w v −u 0
 .
En cuanto a los términos bilaterales, como p(xq) = (px)q, las matrices Lp y
Rq conmutan. Por tanto, <(p)I + A(p) y <(q)I + B(q) conmutan, luego A(p) y
B(q) conmutan. Aśı, resolver la ecuación (1.6) es equivalente a resolver el sistema
matricial
Mx̂ = ĉ













siendo ai = <(pi), bi = <(qi) y Ai = A(pi), Bi = B(qi).
En general, los coeficientes de la matriz asociada M ya no guardan ningún tipo
de simetŕıa, de modo que el rango ya no tiene por qué ser par.
Ejemplo 1.5.4. La matriz real asociada a la ecuación lineal bilateral




4 1 0 −1
−1 0 −1 0
0 1 4 −1
1 0 1 0

que es de rango 3.
Caṕıtulo 2
Espacios Simétricos
A grandes rasgos, un espacio simétrico es una variedad diferenciable cuyo grupo
de simetŕıas tiene una inversión de simetŕıa para cada punto. Estos espacios podemos
estudiarlos o bien a partir de la geometŕıa de Riemann o bien con la teoŕıa de Lie; en
este caso, la definición es más general y más algebraica. Los puntos fundamentales
de la teoŕıa de espacios simétricos pueden verse en el libro de S. Helgason [31] o en
el de S. Kobayashi y K. Nomizu [52].
En geometŕıa de Riemann, las inversiones son simetŕıas geodésicas que se les pide
que sean isometŕıas; tenemos aśı un espacio simétrico Riemanniano.
En general, un espacio simétrico es un G-espacio homogéneo G/H para algún
grupo de Lie G, tal que el estabilizador de un punto, H, es un subgrupo abierto del
conjunto de puntos fijos de una involución de G. Esta definición incluye tanto los
espacios globalmente simétricos Riemannianos como los pseudo-Riemannianos y los
dotados de una conexión af́ın.
Recordaremos qué es un espacio simétrico, tanto desde el punto de vista geométri-
co como desde el algebraico y explicaremos en qué consiste el modelo de Cartan.
2.1. Un punto de vista geométrico
La noción de conexión se define como sigue.
Definición 2.1.1. Sea M una variedad y χ(M) el álgebra de sus campos de vectores.
Una conexión af́ın es una aplicación
∇ : χ(M)× χ(M)→ χ(M)
verificando que
29
30 I. 2 Espacios Simétricos
1. ∇fX+hYZ = f∇XZ + h∇YZ;
2. ∇X(fY ) = f∇XY + (Xf)Y.
Ejemplo 2.1.2. Para las superficies embebidas en R3, la métrica es la primera forma












Se dice que ∇XY es la derivada covariante de Y en la dirección de X.
Definición 2.1.3. La torsión de una conexión af́ın se define como
T (X, Y ) = ∇XY −∇YX − [X, Y ]
y la curvatura como
R(X, Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ].
Definición 2.1.4. Dada una variedad M dotada de una conexión af́ın, un difeo-
morfismo φ de M es una transformación af́ın si se cumple que
∇φ∗X(φ∗Y ) = φ∗(∇XY ).
Es la generalización de la noción de isometŕıa.
Definición 2.1.5. Dada una variedad M con una conexión af́ın, una curva γ es una
geodésica si el campo tangente γ′ es paralelo a lo largo de γ.
Resolviendo la ecuación ∇γ′γ′ = 0 vemos que dado cualquier v ∈ TpM no nu-
lo con norma suficientemente pequeña existe una única geodésica maximal γv con
γv(0) = p y γ
′
v(0) = v, i.e., una curva en M que arranca en p con velocidad v.
Consideremos una bola U0 = B(0, r) ⊂ TpM y la llamada aplicación exponencial
expp : v ∈ TpM 7→ γv(1) ∈ M . Para un radio r suficientemente pequeño es un
difeomorfismo con su imagen Np; se dice entonces que tenemos un entorno normal
de p. De hecho, puede conseguirse que Np sea entorno normal de todos sus puntos.
Definición 2.1.6. Sea Np = exp(U0) un entorno normal. Dado q ∈ Np existe una
única geodésica γ tal que γ(0) = p y γ(1) = q. Consideremos el punto simétrico
q′ = γ(−1), la aplicación sp que lleva q en q′ se llama simetŕıa geodésica respecto de
p.
Claramente su diferencial es (sp)∗ = −I en TpM .
Definición 2.1.7. La variedad M se dice localmente simétrica si todas las simetŕıas
geodésicas sp : Np → Np son transformaciones afines.
Teorema 2.1.8. Un espacio (M,∇) es localmente simétrico si y solo si la conexión
es sin torsión y la curvatura es paralela.
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2.2. Espacios globalmente simétricos
En un espacio localmente simétrico (M,∇) las simetŕıas geodésicas locales son
transformaciones afines. Cuando podamos extenderlas a toda la variedad hablaremos
de un espacio globalmente simétrico.
Definición 2.2.1. Un espacio (M,∇), donde M es una variedad y ∇ una conexión
af́ın, es un espacio globalmente simétrico si para cada p ∈M existe una transforma-
ción af́ın global sp : M →M involutiva (s2p = id pero sp 6= id) y para la que p es un
punto fijo aislado.
Es decir, la simetŕıa global conserva a p y “levanta” las geodésicas pasando por
p; si γ es una geodésica tal que γ(0) = p, entonces sp (γ(t)) = γ(−t).
Proposición 2.2.2. Para todo p ∈ M , M globalmente simétrico, la simetŕıa sp es
la simetŕıa geodésica en un entorno de p.
Nos referiremos a partir de ahora solo a espacios simétricos Riemannianos, aun-
que algunos de los resultados son válidos para el caso general de una conexión af́ın.
El siguiente teorema y su corolario clarifican la relación entre local y global.
Teorema 2.2.3 (Lichnerowicz). Un espacio localmente simétrico Riemanniano com-
pleto y simplemente conexo es globalmente simétrico.
Corolario 2.2.4. La cubierta universal de un espacio localmente simétrico Rieman-
niano completo es globalmente simétrica.
2.2.1. Pares simétricos
Cuando en un espacio localmente simétrico podemos extender las simetŕıas geodé-
sicas locales a toda la variedad tendremos un espacio globalmente simétrico. A cada
uno de estos espacios le asociamos un par simétrico (G,K, σ). Veamos como se
construye este par para una variedad de Riemann (M, g) globalmente simétrica.
Asociamos a cada espacio globalmente simétrico el siguiente objeto.
Definición 2.2.5. Dado un grupo de Lie conexo G, un par simétrico es (G,K, σ)
donde σ es un automorfismo involutivo de G, σ 6= id, y K ⊂ G es un subgrupo
cerrado intermedio entre el grupo Gσ de puntos fijos y su componente conexa de la
identidad, (Gσ)e ⊂ K ⊂ Gσ.
La condición sobre K nos dice que es unión de componentes conexas de Gσ.
Sea pues (M, g) una variedad de Riemann globalmente simétrica. El par simétrico
asociado se construye de la siguiente forma.
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a) Consideramos el grupo de isometŕıas Isom(M, g). Es un grupo de Lie con la
topoloǵıa compacto-abierta.
b) Como automorfismo σ tomamos σ : G→ G dado por
σ(ϕ) = sp ◦ ϕ ◦ sp.
c) Para escoger el subgrupo K, fijamos un punto p ∈ M y tomamos su isotroṕıa
Gp = K, es decir, las isometŕıas que dejan fijo al punto p. Aśı, de acuerdo con el
teorema fundamental, M ∼= G/K.
Sea un grupo de Lie G compacto y conexo y σ un automorfismo involutivo.
Entonces, si denotamos por K = Gσ, el espacio homogéneo G/K con la métrica
Riemanniana generada por la métrica biinvariante de G es un espacio simétrico.
2.2.2. Descomposición
Como σ2 = I, sus autovalores son ±1. Esto nos permite descomponer el álgebra
de Lie g en vectores horizontales y verticales, g = h⊕m,
h = {X ∈ g : σ∗(X) = X},
m = {X ∈ g : σ∗(X) = −X}.
Considerando M = G/K, se tiene que, como espacios vectoriales, ToM ∼= m,
donde denotamos por o = [e]. Además, utilizando que σ∗ es un morfismo de álgebras
de Lie, tenemos que [h, h] ⊂ h, es decir, h es subálgebra de Lie; [h,m] ⊂ m y
[m,m] ⊂ h.
2.2.3. Ejemplos
Ejemplo 2.2.6 (Grupos de Lie compactos). Veamos que todo grupo de Lie com-
pacto y conexo H es un espacio globalmente simétrico Riemanniano. Consideremos
el siguiente par simétrico (G,K, σ):
(a) Como grupo de Lie tomamos el producto directo G = H ×H.
(b) Como automorfismo
σ : H ×H → H ×H
(h, h′) 7→ (h′, h)
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(c) El conjunto de puntos fijos K = Gσ es el subgrupo diagonal isomorfo a H,
imagen de
h ∈ H 7→ (h, h) ∈ H ×H
que se denota H∗. Tenemos el difeomorfismo
(H ×H)/H∗ → H
[(h, h′)] 7→ h(h′)−1
correspondiente a la acción transitiva de H ×H sobre H dada por
(H ×H)×H → H
((h, h′), h′′) 7→ hh′′(h′)−1
Las geodésicas son los subgrupos uniparamétricos. Finalmente, la simetŕıa involutiva
correspondiente al neutro es la isometŕıa se(g) = g
−1. Para otro punto p ∈ G es
sp(g) = pg
−1p.
Los siguientes ejemplos son los tres primeros tipos de espacios simétricos com-
pactos que da É. Cartan en su clasificación.
Ejemplo 2.2.7. (A I) Tomamos como G el grupo especial unitario,
G = SU(n) = {X ∈Mn×n(C) : XX∗ = I, detX = 1}.
El automorfismo es la conjugación, σ(X) = X. Aśı, el conjunto de puntos fijos es
K = SO(n), las matrices ortogonales reales con determinante 1.
La variedad M = SU(n)/SO(n) es difeomorfa a las matrices unitarias especiales
simétricas (ver Ejemplo 2.4.2).
Ejemplo 2.2.8. (A II) G = SU(2n) con el automorfismo σ(X) = −JXJ , donde





. El conjunto de puntos fijos es exactamente







donde Sp(n) es el grupo simpléctico formado por las matrices n× n cuaterniónicas
tales que XX∗ = I.
En este caso, la variedad M = SU(2n)/Sp(n) es difeomorfa a las matrices uni-
tarias antisimétricas.
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es una forma simétrica de signatura (p, q). El conjunto de puntos fijos es el subgrupo
imagen del morfismo
U(p)× U(q) −→ U(p+ q)





que además cumplen detX detY = 1. Lo denotamos S(Up × Uq).
La variedad M = SU(p+ q)/S(Up×Uq) es la Grassmanniana compleja formada
por los subespacios de dimensión p de Cp+q. En efecto, G actúa transitivamente
ya que un isomorfismo lineal conserva la dimensión y, si conserva un subespacio,
conserva su ortogonal para el producto hermı́tico.
2.3. Clasificación de los espacios simétricos irre-
ducibles, compactos, clásicos
Para obtener una clasificación de los espacios simétricos riemannianos asociamos
a cada uno un par simétrico (G,K, σ) y a éste sus álgebras de Lie y el morfismo
inducido (g, h, s). Rećıprocamente, toda la información queda codificada en el álge-
bra de Lie g y en el automorfismo s pues h son los puntos fijos de s y, si tomamos
los grupos de Lie simplemente conexos G y K correspondientes a g y h, es posible
integrar el morfismo de álgebras de Lie s : g → g y recuperar el cociente G/K y el
automorfismo σ.
Esta descripción algebraica permitió a E. Cartan obtener en 1926 una clasifica-
ción completa de todos los espacios simétricos.
Definición 2.3.1. Un par simétrico (g, h, s) de álgebras de Lie se dice irreducible si
g es semisimple y h no contiene ideales no nulos de g y h es una subálgebra maximal
propia.
Diremos que un espacio simétrico es irreducible si lo es el par simétrico asociado.
Se puede ver que cualquier espacio simétrico Riemanniano simplemente conexo
es producto de irreducibles. Como la cubierta universal de un espacio simétrico es
un espacio simétrico, podemos reducirnos a estudiar, sin pérdida de generalidad,
los M simplemente conexos. Por tanto, basta con clasificar los espacios simétricos
Riemannianos irreducibles y simplemente conexos.
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2.3.1. Clasificación
Con todas estas herramientas pasamos a dar la clasificación de los posibles espa-
cios simétricos Riemannianos irreducibles, compactos y simplemente conexos clási-
cos. Seguimos la clasificación que dan S. Helgason y Fomenko [31, 21].
Tipo Modelo Cartan dim LS cat
AI SU(n)/SO(n) (n− 1)(n+ 2)/2 n− 1
AII SU(2n)/Sp(n) (n− 1)(2n+ 1) n− 1
AIII SU(p+ q)/SU(p)× SU(q) 2pq pq
BDI SO(p+ q)/SO(p)× SO(q) pq ?
DIII SO(2n)/U(n) [n ≥ 4] n(n− 1) n(n− 1)/2
CI Sp(n)/U(n) [n ≥ 3] n(n+ 1) n(n+ 1)/2
CII Sp(p+ q)/Sp(p)× Sp(q) 4pq pq
M. Mimura añade a esta lista SO(n + 1)/SO(n), que no es más que una esfera
[60].
2.4. Modelo de Cartan
Una cuestión que surge de manera natural es la de si es posible embeber el espacio
simétrico M ∼= G/K en G. Si G/H fuese un espacio homogéneo en general no seŕıa
posible, pero al ser un espacio simétrico śı.
El modelo de Cartan nos permite afirmar que cualquier espacio simétrico M pue-
de interpretarse como una subvariedad de G. Este modo de ver un espacio simétrico
será muy útil para tratar de calcular su categoŕıa LS; es la herramienta que utilizan
M. Mimura y K. Sugata en [60].
Proposición 2.4.1. La aplicación de G/K en G que lleva [g] en gσ(g)−1 es un
difeomorfismo con la imagen.
Es inmediato ver que es inyectiva. Nótese que mientras que los puntos de K son
fijos, M está contenida en N = {g ∈ G : σ(g) = g−1}. En efecto, si n = gσ(g)−1,
entonces
σ(n) = σ(g)σ2(g−1) = n−1.
Aśı pues, si llamamos
M = {h ∈ G : h = gσ(g)−1, g ∈ G}
N = {g ∈ G : σ(g) = g−1},
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tenemos que
G/K ∼= M ⊂ N.
Más aún, M es precisamente la componente conexa de N que contiene al neutro,
M = Ne [21, cap. 4].
Describimos ahora el modelo de Cartan de algunos espacios simétricos clásicos
para los que calcularemos la categoŕıa LS. Todas las demostraciones las hace S.
Ramanujam en [68], también H. Kadzisa y M. Mimura en [49].
Ejemplo 2.4.2. U(n)/O(n). En este caso el automorfismo es la conjugación, σ(X) =
X. El conjunto de puntos fijos es O(n) y las variedades M y N coinciden [49, teor.
3.1]. Por tanto, podemos identificar el espacio simétrico U(n)/O(n) con las matrices
simétricas unitarias,
U(n)/O(n) ∼= {Y ∈ U(n) : Y = Y T}.






. Puesto que las matrices complejas de U(n) son matrices de la forma






. Aśı, el conjunto de puntos fijos de σ es U(n) y tenemos que
M = {Y ∈ SO(2n) : Y = −XJXTJ, X ∈ SO(2n)}
N = {X ∈ SO(2n) : JX = XTJ}.
Con el embebimiento de U(n) en SO(2n) se puede probar que SO(2n)/U(n) ∼= M
es difeomorfo a las matrices antisimétricas de SO(2n).
Ejemplo 2.4.4. Sp(n)/U(n). La involución es σ(X) = −iXi y
N = {X ∈ Sp(n) : X = −iX∗i}.
Mediante un embebimiento de las matrices cuaterniónicas en las complejas se obtiene
que este espacio es difeomorfo a
Sp(n)/U(n) ∼= {Y ∈ Sp(n) : Y = Y T}.
Ejemplo 2.4.5. U(2n)/Sp(n). Como vimos en el Ejemplo 2.2.8, σ(X) = −JXJ
es el automorfismo. Para este espacio simétrico la variedad
M = {Y ∈ U(2n) : Y = −XJXTJ,X ∈ U(2n)}
mientras que
N = {X ∈ U(2n) : JXT = XJ}.
Se prueba que
U(2n)/Sp(n) ∼= {Y ∈ U(2n) : Y = −Y T}.
Caṕıtulo 3
Funciones de Morse
El comienzo del estudio de la categoŕıa LS se debe al intento de acotar el número
de puntos cŕıticos de una función diferenciable. De hecho, la categoŕıa LS (más uno)
de una variedad compacta es una cota inferior para el número de puntos cŕıticos de
cualquier función diferenciable, sea de Morse o no. A grandes rasgos, esto se debe a
que el flujo del gradiente determina, para cada punto cŕıtico, un abierto categórico.
Nuestro interés en las funciones de Morse está en que para un grupo de Lie este flujo
puede pasarse el álgebra de Lie mediante la transformación de Cayley estudiada en
el Caṕıtulo 4. Más adelante veremos que este resultado también puede extenderse a
los espacios simétricos clásicos.
La diferencia entre la teoŕıa de Morse y la de Lusternik y Schnirelmann radica
en que la primera exige que los puntos cŕıticos sean no degenerados. Esto no siempre
nos da los resultados más precisos, como ocurre por ejemplo en el toro T 2, para el
que podemos obtener funciones diferenciables con sólo tres puntos cŕıticos, mientras
que toda función de Morse tiene como mı́nimo cuatro puntos cŕıticos.
3.1. Funciones de Morse
J.W. Milnor hace un resumen preciso y completo de la teroŕıa de Morse en [59].
Definición 3.1.1. Sea M una variedad diferenciable. Dada una función con valores
reales, f : M → R diferenciable, se dice que un punto p ∈M es un punto cŕıtico de
f si la diferencial f∗p : TpM → Tf(p)R se anula.
Las imágenes por f de los puntos cŕıticos se denominan valores cŕıticos.
Si p no es un punto cŕıtico de f se dice que p es regular.
Dado p un punto cŕıtico de f , a partir de la matriz formada por las derivadas
segundas de f en p, podemos definir una forma bilineal simétrica Hpf en el tangente,
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el Hessiano de f en p.
Definición 3.1.2. Un punto cŕıtico p es no degenerado si el Hessiano de f en p es
no singular.
Definición 3.1.3. Para referirnos al ı́ndice de Hpf en el TpM hablaremos del ı́ndice
de f en p. Es la mayor dimensión de un subespacio de V en el cual H es definida
negativa.
El ı́ndice es el número de autovalores negativos de la matriz Hessiana en p.
Intuitivamente, la información que nos da es el número de direcciones independientes
en un entorno de p en las que f decrece.
Conviene señalar que los conceptos de punto cŕıtico, ı́ndice y ser no degenerado
son independientes de la elección de las coordenadas locales que tomemos.
Definición 3.1.4. Una función f : M → R es una función de Morse si todos sus
puntos cŕıticos son no degenerados. En particular, son aislados.
Teorema 3.1.5. Si p ∈ M es un punto cŕıtico no degenerado de una función dife-
renciable f , existen coordenadas locales (x1, . . . , xn) centradas en p de manera que
f(x1, . . . , xn) = f(p)− x21 − · · · − x2r + x2r+1 + · · ·+ x2n,
donde r es el ı́ndice de f en p.
3.2. Funciones de Bott-Morse
La teoŕıa clásica de Morse considera sólo funciones cuyos puntos cŕıticos son
no degenerados y por tanto, aislados. En muchas situaciones, sin embargo, nos en-
contraremos que los puntos cŕıticos forman subvariedades de M . Por ejemplo, si
ponemos un toro en horizontal sobre un plano, entonces la función altura respecto
del plano tendrá dos subvariedades cŕıticas; la circunferencia inferior sobre la que el
toro está apoyado en el plano y la superior.
Debemos a R. Bott la extensión de la teoŕıa de Morse a estas situaciones.
Definición 3.2.1. Se dice que una variedad cŕıtica N es no degenerada si para
cualquier punto cŕıtico p de N la Hessiana de f restringida al espacio normal de N
es no singular.
Definición 3.2.2. Una función de Bott-Morse es una función diferenciable cuyos
puntos cŕıticos forman una subvariedad cerrada y la Hessiana es no degenerada.
Equivalentemente, podemos decir que el núcleo del operador Hessiano en un
punto cŕıtico es el espacio tangente a la subvariedad cŕıtica.
3.3 Teoŕıa de Morse en los grupos de Lie 39
3.3. Teoŕıa de Morse en los grupos de Lie
Sea G = On(K) un grupo de Lie ortogonal embebido en el espacio eucĺıdeo
de las matrices Mn×n(K). La métrica eucĺıdea en este espacio viene dada por el
producto escalar parte real de la traza, 〈A,B〉 = <Tr(A∗B). Clásicamente, las
funciones de Morse que se consideran en los grupos de Lie son las llamadas funciones
altura o distancia. Las primeras miden la “altura” del grupo G con respecto a algún
hiperplano; fueron estudiadas, entre otros, por I.A. Dynnikov y A.P. Veselov en [82]
y A.N. Kozachko y K.Y. Volchenko en [84]. Las segundas miden la “distancia” a un
punto dado y las estudió H. Duan en [12]. Veremos que ambos tipos de funciones
son, salvo una constante, de la forma hX(A) = <Tr(XA) (ver Prop. 3.3.2).
El primero en estudiar este tipo de funciones fue T. Frankel en 1963 [23]. Escoge
como X la matriz identidad (el estudio que hace sirve para cualquier matriz X = tI
con t ∈ R \ {0}). Con esta elección la función altura es invariante por la acción
adjunta, de modo que para calcular el conjunto de puntos cŕıticos nos llega con
estudiar los puntos cŕıticos de un toro maximal; todos los demás son las órbitas
de éstos. Además, como el gradiente gradhI es tangente a cada punto de un toro
maximal dado T , los puntos cŕıticos de hI en T son los puntos cŕıticos de la restricción
de hI a T .
En [23] Frankel prueba que el conjunto de puntos cŕıticos Σ(hGI ) está formado
por todas las matrices en G tales que A2 = I. Aśı pues, los puntos cŕıticos ya no son
aislados sino que forman subvariedades, de hecho, son Grassmannianas. Es decir, hI
no es estrictamente una función de Morse sino de Bott-Morse.
Después de estudiar detalladamente el comportamiento de esta función en los
grupos de Lie clásicos, T. Frankel lo generaliza a variedades de Stiefel [23].
Pocos años después de este estudio, en 1969, S. Ramanujam [69] obtuvo una
expresión expĺıcita para las subvariedades cŕıticas de hI en los grupos de Lie or-
togonales. Generalizó también esta función a los espacios simétricos U(n)/O(n),
Sp(n)/U(n), U(2n)/Sp(n) y SO(2n)/U(n) obteniendo de nuevo que un punto A de
uno de estos espacio simétricos M es un punto cŕıtico de hI si y solo si A
2 = I.
Recientemente, H. Kadzisa y M. Mimura han utilizado la función parte real de
la traza para construir la descomposición en conos de variedades de Stiefel y de
algunos espacios simétricos Riemannianos y aśı obtener la categoŕıa LS de estos
espacios [49].
3.3.1. Funciones altura y distancia en los grupos ortogonales
La función hI en un grupo G = On(K) no es propiamente una función de Morse
pero basta modificarla con un coeficiente para que śı lo sea. K. Volchenko y A.
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Kozachko [84] estudian en los grupos de Lie clásicos la función altura
hGX(A) = 2<Tr(XA)
con
X = diag(x1, . . . , xn), 0 < x1 < · · · < xn.
Prueban que los puntos cŕıticos de hGX son las matrices diagonales





δεi,1 ((dimR K)i− 1) .
Utilizando las desigualdades de Morse obtienen que hGX es una función de Morse
perfecta, es decir, con el menor número posible de puntos cŕıticos.
Después generalizan estos resultados a variedades de Stiefel.
Esta misma función la estudian I. Dynnikov y A. Veselov en grupos de Lie y
en espacios simétricos embebidos en los grupos de Lie clásicos [82]. Prueban que el
conjunto de puntos cŕıticos para hGX es
Σ(hGX) = {A ∈ G : XA = (XA)∗}.
Describen expĺıcitamente el flujo del gradiente y obtienen aśı una descomposición
celular para la variedad.
3.3.2. Espacio tangente y ortogonal
En la Sección 4.1.2 del Caṕıtulo 4 vimos una descripción del espacio tangente
de los grupos de Lie clásicos. A partir de ella se obtiene una caracterización de las
matrices que están en el espacio perpendicular al tangente de una X ∈ G dada,
γXG, donde G denota al grupo On(K).
Lema 3.3.1. Para X ∈ G,
1. El espacio tangente a la variedad en X está formado por:
TXG = {U ∈Mn×n(K) : X∗U = −U∗X}.
2. En consecuencia, el espacio normal es:
γXG = {U ∈Mn×n(K) : X∗U = U∗X}.
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En particular podemos expresar cualquier matriz como suma de una antihermı́ti-




(A− A∗) + 1
2
(A+ A∗)
donde el primer sumando pertenece al TIG y el segundo a γIG.
Proposición 3.3.2. Toda función altura en G es de la forma
hGX(A) = <Tr(XA).
Demostración. Sea X ∈ Mn×n(K) un vector arbitrario no nulo. Podemos suponer
que el hiperplano desde el que vamos a calcular la distancia pasa por el origen (en
otro caso la función resultante diferiŕıa solo en una constante), de manera que el
hiperplano es simplemente X⊥. Supongamos también, sin pérdida de generalidad,
que ‖X‖ = 1.
Tomamos un elemento del grupo A ∈ G que puede expresarse como
A = hGX(A)X + V, con V ∈ X⊥,
aśı
〈X,A〉 = hGX(A)〈X,X〉+ 0 = hGX(A)
pues ‖X‖ = 1. Entonces, como el producto escalar con el que trabajamos es preci-
samente la parte real de la traza,
hGX(A) = <Tr(X∗A).
Todas estas funciones son casos particulares del Teorema 5.1.5, que da una des-
cripción general del conjunto de puntos cŕıticos de una función altura arbitraria
hGX .
3.3.3. Gradiente y Hessiano de las funciones altura
Lema 3.3.3. Sea hGX : G → Mn×n(K) una función altura. El gradiente de hGX en
un punto A ∈Mn×n(K) viene dado por:
gradhGX(A) = 1/2(X
∗ − AXA).
Demostración. Sea ĥX la función altura en Mn×n(K). Entonces gradhGX(A) en G
es la proyección del gradiente de ĥX en en el espacio tangente TAG. Por definición,
para todo V ∈ TIG,
〈gradIhGX , V 〉 = (hGX)∗I(V )
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de modo que, tomando W en el ortogonal,
〈gradIhGX +W,V 〉 = (hGX)∗I(V ).
Pero como hGX(A) = <Tr(XA) es lineal,
(hGX)∗I(V ) = <Tr(XV ).
Por otro lado, si llamamos Y = gradIh
G
X +W , se verifica que
<Tr(Y ∗V ) = 〈Y, V 〉 = <Tr(XV ),




∗ −W con W ∈ γIG.
Además, como las traslaciones son isometŕıas y en el tangente en el neutro tenemos
la descomposición
A−1X∗ = (XA)∗ =
1
2







[(XA)∗ −XA] = 1
2
(X∗ − AXA).
Corolario 3.3.4. Un punto A es cŕıtico para la función altura hGX si y solo si
X∗ = AXA.
Lema 3.3.5. Sea A ∈ G un punto cŕıtico para la función altura hGX y U ∈ TA(G),
entonces el operador Hessiano viene dado por
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3.3.4. Flujo del gradiente
Recogemos a continuación un resultado de K. Volchenko y A. Kozachko que per-
mite transformar el flujo del gradiente de la función altura en G en un flujo en el
álgebra de Lie mediante la transformación de Cayley [84]. Utilizando la expresión
de los autores denominamos “linealización” a este proceso. Más adelante generali-
zaremos este resultado a espacios simétricos.
Lema 3.3.6. Una solución de




es la imagen por la transformación de Cayley de la solución de la ecuación diferen-
cial:
(3.2) c′(X) = −2(Bc(X) + c(X)B).
Demostración.
c′(X) =
[(I −X)(I +X)−1]′ =
−X ′(I +X)−1 + (I −X)[−(I +X)−1X ′(I +X)−1] =
−X ′(I +X)−1 − c(X)X ′(I +X)−1 =
−(I + c(X))X ′(I +X)−1 =
−1
2
(I + c(X))(B −XBX)(I +X)−1.
Ahora bien, como (I +X)−1 = 2(I + c(X)) tenemos
−(I + c(X))(B −XBX)(I + c(X)) =
−(I + c(X))[B − (I + c(X))−1(I − c(X))×
B(I − c(X))(I + c(X))−1](I + c(X)) =
[(I + c(X))B(I + c(X))− (I − c(X))B(I − c(X))] =
−2(Bc(X) + c(X)B).
Proposición 3.3.7. La ecuación (3.1) puede resolverse expĺıcitamente para la con-
dición inicial X(0) = X0. La solución es de la forma:
X(t) = (sinh(tA) + cosh(tA)X0) · (cosh(tA) + sinh(tA)X0)−1.
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Ĺıneas de flujo de la función de Morse con B 6= I
Consideremos las ĺıneas de flujo ψ(t) = c(e−BtXe−Bt) que pasan por un cierto
punto P ∈ Ω ∩ G de la función <Tr(BP ). La matriz B es diagonal real positiva,
con autovalores ordenados en orden creciente. Para t = 0 sabemos que X = c(P ).
La curva e−tB tiende a cero cuando t→∞. Por tanto
ψ(+∞) = ĺım
t→+∞
ψ(t) = c(0) = I.
Por otra parte, ψ(−∞) = ĺım
t→−∞














pues B y e−tB conmutan.







4.1. La transformación de Cayley clásica
La transformación de Cayley clásica fue introducida en 1846 [5] como un modo de
expresar una transformación ortogonal en coordenadas antisimétricas. Viene dada
por c(X) = (I −X)(I +X)−1 y está definida en el abierto Ω de todas las matrices
que no tengan como autovalor al −1. Es involutiva, c2 = id, y se puede pensar como
una generalización de la proyección estereográfica. Sus principales propiedades se
recogen en [66]; puede verse también el libro de Weyl [85].
Como veremos más adelante esta aplicación lleva un grupo de Lie de tipo ortogo-
nal G en su álgebra de Lie g. Aśı, la propiedad de ser involutiva resulta especialmente
interesante porque nos permite traducir la contracción radial del espacio vectorial g
en una contracción del abierto Ω.
4.1.1. Definición y propiedades
Para pasar de un grupo de Lie ortogonal a su álgebra de Lie utilizaremos la






Ω = {X ∈Mn×n(K) : existe (I +X)−1}.
Nótese que tiene sentido escribir la expresión de c como un “cociente” de matrices
porque
(I −X)(I +X)−1 = (I +X)−1(I −X).
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Además, como




tenemos que la aplicación c : Ω→ Ω está bien definida.
Recogemos a continuación algunas de la propiedades de esta aplicación que nos
serán útiles a la hora de generalizarla.
Proposición 4.1.1. Sea A ∈ Ω, se verifica entonces que:
1. A∗ ∈ Ω y c(A∗) = c(A)∗;
2. si A es inversible, A−1 ∈ Ω y c(A−1) = −c(A);
3. si −A ∈ Ω, c(−A) = c(A)−1;
4. si B ∈Mn×n(K) es inversible, BAB−1 ∈ Ω y c(BAB−1) = Bc(A)B−1.
Demostración. 1. (I + A∗)−1 = ((I + A)−1)
∗
;
2. (I + A−1)−1 = A(I + A)−1;
3. utilizando el apartado anterior es inmediato comprobar que c(A)c(−A) = I;
4. basta escribir I +BAB−1 como B(I + A)B−1.
Proposición 4.1.2. La aplicación c es involutiva, es decir, c−1 = c.
Demostración. Consideremos A ∈ Ω, entonces c(c(A)) = (I − c(A))(I + c(A))−1.
Al comprobar que la transformación de Cayley estaba bien definida obtuvimos que
(I + c(A))−1 = 1
2
(I + A). Además, tenemos que
I − c(A) = I − (I − A)(I + A)−1
= (I + A)(I + A)−1 − (I − A)(I + A)−1
= 2A(I + A)−1.
Por tanto, c(c(A)) = 0.
Nota–. Supongamos que A es una matriz unitaria o simpléctica. Se puede diagonali-
zar, A = UDU∗, a una matriz compleja diagonal, D = diag(z1, . . . , zn) (ver Subsecc.
1.1.6). Entonces,
c(A) = U diag (π(z1), . . . , π(zn))U
∗,
donde π es la proyección estereográfica π : S1 \ {−1} → iR, π(z) = 1−z
1+z
.
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Con la siguiente Proposición establecemos la relación entre los autovalores de
una matriz y los de su imagen por la transformación de Cayley.
Proposición 4.1.3. Si q es un autovalor por la derecha de A ∈ Ω, entonces 1−q
1+q
es
un autovalor de c(A).
Demostración. Fijemos q un autovalor por la derecha de A. Necesariamente q 6= −1,
ya que si −1 fuese autovalor I+A no seŕıa inversible. Aśı, para algún v 6= 0 tenemos
que












4.1.2. Grupos ortogonales clásicos
Consideremos K = R,C ó H. Decimos que una matriz A ∈Mn×n(K) es ortogonal
si AA∗ = I. Estas matrices se pueden identificar con una aplicación K-lineal (por la
derecha) Kn → Kn que conserva el producto hermı́tico 〈u, v〉 = u∗v. Denotaremos
por On(K) el grupo de Lie de las matrices ortogonales,
On(K) = {A ∈Mn×n(K) : AA∗ = I}.
Este grupo corresponde al grupo ortogonal O(n), al unitario U(n) o al simpléctico
Sp(n) dependiendo de que K sea R,C ó H respectivamente.
Vamos a ver que la transformación de Cayley clásica lleva los grupos de Lie
ortogonales clásicos en su álgebra de Lie g formada por las matrices antisimétricas
(o antihermı́ticas).
Proposición 4.1.4. g = {X ∈Mn×n(K) : X +X∗ = 0}.
Proposición 4.1.5. c : Ω ∩G→ Ω ∩ g es un difeomorfismo.
Demostración. Es un caso particular del Teorema 4.3.2.
Como espacio vectorial g = TIG, de modo que el espacio tangente en cualquier
otro punto A ∈ G viene dado por
TAG = LA(TIG) = {Y ∈Mn×n(K) : A∗Y + Y ∗A = 0}.
La proposición que enunciamos a continuación será clave para poder establecer
un difeomorfismo entre el espacio tangente TA∗G y el abierto ΩG(A) (ver Subsección
4.3.1) y probar aśı que este tipo de abiertos son contráctiles.
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Proposición 4.1.6. Sea X ∈ g una matriz antisimétrica (antihermı́tica). Entonces
X no tiene autovalores reales no nulos.
Demostración. Supongamos que existe un t ∈ R tal que Xv = vt para algún v ∈
Kn, v 6= 0. Entonces v∗Xv = v∗vt = |v|2t es un número real y, en consecuencia,
v∗Xv = (v∗Xv)∗ = v∗X∗v = v∗(−X)v = −v∗Xv.
Por lo tanto, v∗Xv se anula, i.e., |v|2t = 0, luego t = 0.
Ejemplo 4.1.7. Consideremos Sp(1) = {q ∈ H : |q| = 1} = S3. Su álgebra de Lie
es
sp(1) = {w ∈ H : w + w = 0} = 〈i, j,k〉.
En este caso el abierto Ω está formado por todos los cuaternios excepto q = −1.
Observamos entonces que la aplicación de Cayley es de nuevo la proyección este-
reográfica de S3 \ {−1} en R3:
c : S3 \ {−1} →< i, j,k >= R3






(1− q)(1 + q)









Nota–. Consideremos el grupo SO(3) de rotaciones de R3 o, equivalentemente, las
rotaciones de la 2-esfera S2. Mediante la proyección estereográfica estas rotaciones
pasan a transformaciones lineales de variable compleja de la forma
z 7→ αz − β
βz + α
, con |α|2 + |β|2 = 1.
El grupo de matrices complejas de orden 2 determinadas por estas transformaciones
(salvo el signo) forman el grupo SU(2). Tenemos pues que Sp(1) ∼= SU(2) y el
isomorfismo de grupos de Lie es
Sp(1)→ SU(2)
4.2 La transformación de Cayley generalizada 51





, α, β ∈ C.
Por otro lado, SU(2) es un subgrupo de U(2) y en el grupo unitario tenemos la
aplicación de Cayley c : Ω ∩ U(2) → u(2). De hecho, c(SU(2)) ⊆ su(2), es decir, c
lleva las matrices de determinante 1 en matrices de traza 0. En efecto, evaluemos c
sobre un elemento A ∈ SU(2). Tenemos
I + A =
(
1 + α −β




det(I + A) = 2 (1 + <(α)) .
Por tanto, como




1 + α β






queda Tr c(A) = 0. Concluimos pues que el isomorfismo Sp(1) ∼= SU(2) conmuta

















4.2. La transformación de Cayley generalizada
Recordemos que en una variedad compacta la categoŕıa LS (más uno) es una cota
inferior para el número de puntos cŕıticos de cualquier función diferenciable, sea de
Morse o no. A grandes rasgos, esto se debe a que el flujo del gradiente determina,
para cada punto cŕıtico, un abierto categórico. En nuestro contexto, obtenemos que
para las funciones altura, tanto en los grupos de Lie como en los espacios simétricos,
este flujo viene dado por la contracción asociada a la transformación de Cayley.
52 II. 4 Transformación de Cayley
La generalización de la transformación de Cayley que hacemos a continuación
permite establecer un método que sirva para dar abiertos contráctiles. Modifica-
mos aśı la definición de c para obtener un recubrimiento por abiertos categóricos
de los grupos de Lie ortogonales. A continuación, veremos que los resultados obte-
nidos para los grupos pueden adaptarse de modo natural a los espacios simétricos
clásicos sin más que verificar que todas las construcciones son compatibles con el
automorfismo σ.
Además, veremos que para las funciones de Bott-Morse, la contracción de Cayley
da un modelo local de las variedades cŕıticas.
4.2.1. Definición y propiedades de cA
Sea A ∈ On(K) una matriz ortogonal, unitaria o simpléctica según K sea R,C
o H. Definimos el abierto Ω(A) ⊂ Mn×n(K) como el conjunto formado por las
matrices X tales que A+X es inversible.
Definición 4.2.1. La transformación de Cayley centrada en A se define como la
aplicación




La transformación de Cayley clásica c corresponde al caso A = I. Como veremos
en la siguiente Proposición, la aplicación cA está bien definida, ya que si X ∈ Ω(A)
entonces cA(X) ∈ Ω(A∗), y es inversible con c−1A = cA∗ .
Proposición 4.2.2. Si X ∈ Ω(A) entonces,
1. cA(X) = (A+X)
−1(I −XA∗) = (I − A∗X)(A+X)−1;
2. la inversa de la matriz A∗ + cA(X) es (1/2)(A+X);
3. si X ∈ Ω(A), entonces cA(X) ∈ Ω(A∗);
4. cA es un difeomorfismo con (cA)
−1 = cA∗ .
Demostración. Las dos primeras afirmaciones se deducen de las propiedades de la
transformación de Cayley clásica. La tercera afirmación se deduce de la segunda.
Haciendo uso de ésta obtenemos que
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Necesitaremos también las siguientes propiedades.
Proposición 4.2.3. Sea X ∈ Ω(A). Entonces
1. X∗ ∈ Ω(A∗) y cA∗(X∗) = cA(X)∗;




3. si la matriz X es inversible, entonces X−1 ∈ Ω(A∗) ya que




4.3. Abiertos categóricos en un grupo de Lie
La transformación de Cayley generalizada cA establece un difeomorfismo entre
ΩG(A) y TA∗G; esto nos permitirá obtener abiertos contráctiles en el grupo como
imagen de abiertos radiales en el espacio vectorial. A partir de las propiedades de
cA que hemos visto y de la Proposición 4.1.6 obtenemos el siguiente interesante
resultado.
4.3.1. Un difeomorfismo entre TA∗G y ΩG(A)
Proposición 4.3.1. El espacio vectorial real TA∗G está contenido en Ω(A
∗).
Demostración. Supongamos que existe algún Y ∈ TA∗G tal que A∗ + Y no es in-
versible. Entonces, existe algún v 6= 0 tal que A∗v = −Y v, luego −v = AY v. Es
decir, −1 seŕıa autovalor de la matriz antisimétrica AY , lo que contradice la Prop.
4.1.6.
Sea G = On(K), denotaremos por ΩG(A) al subconjunto abierto Ω(A)∩G ⊂ G.
Teorema 4.3.2. La aplicación cA lleva difeomórficamente ΩG(A) en el espacio vec-
torial real TA∗G de las matrices X tales que AX + (AX)
∗ = 0. Además, cA(A) = 0.
En consecuencia, ΩG(A) es un abierto contráctil.
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Demostración. En primer lugar, veamos que cA env́ıa ΩG(A) en TA∗G ⊂ Ω(A∗).





Llamemos X∗ a cA(B), entonces
−AX∗A = X,
es decir X∗A es antisimétrica, que es la condición buscada.
Rećıprocamente, sea X∗ en TA∗G, es decir X
∗A es antisimétrica. Debemos probar
que cA∗(X




Aśı que basta ver que cA(X)
∗cA(X) = I.
En primer lugar, como cA(X) = (A + X)
−1(I − XA∗) tenemos que cA(X) es
inversible si y solo si I − XA∗ lo es. Pero si I − XA∗ no fuera inversible, existiŕıa
algún v 6= 0 tal que XA∗v = v y por tanto, 1 seŕıa un autovalor real de la matriz





Pero, por las propiedades de la transformación de Cayley generalizada,









Como cA es inyectivo, se sigue que cA(X)
∗ = cA(X)
−1.
Nota–. De hecho Ω(A) = LA(Ω(I)) = RA(Ω(I)), y como
TA∗(G) = LA∗(TIG) = RA∗(TIG),
tenemos cA = RA∗ ◦ c ◦ LA∗ .
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4.3.2. Contracción de Cayley generalizada
Sea A ∈ G. La contracción radial que sale de este punto podemos parametrizarla
como cA∗(tX), con t ∈ [0,∞), para algún X del tangente TA∗G. Es decir AX =
−X∗A∗. Como AX ∈ TIG es antisimétrica, es normal y por tanto diagonalizable,
AX = UDU∗. Entonces
φ(t) = cA∗(tX) = cA∗(tA
∗UDU∗) = c(AtA∗UDU∗)A,
esto es
φ(t) = c(tUDU∗)A = Uc(tD)U∗A.









φ(t) = U(−I)U∗A = −A.
Es decir, los radios de la contracción van de A a −A.
4.4. Contracción de Cayley en los espacios simétri-
cos
Análogamente al caso de los grupos de Lie, para buscar abiertos contráctiles en
los espacios simétricos G/K usaremos la transformación de Cayley generalizada,
cA, en el modelo de Cartan correspondiente M . Para ello comprobaremos que c es
compatible con la aplicación σ definida en 2.2.1. Esto nos permitirá tratar de manera
simultánea y unificada todos los espacios simétricos. Recordemos que para G/K con
automorfismo σ, la variedades M y N son como siguen:
M = {h ∈ G : h = gσ(g)−1, g ∈ G},
N = {g ∈ G : σ(g) = g−1}.
Como vimos en la Sección 2.4, G/K es difeomorfo a M y M ⊂ N . En general,
M 6= N , de hecho, M = Ne es la componente conexa de N que contiene al neutro.
Lo que haremos entonces será contraer mediante cA en M o, al ser M = Ne, basta
con que lo hagamos en N .
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4.4.1. Compatibilidad
Lema 4.4.1. Sea σ : Mn×n(K) →Mn×n(K) un automorfismo involutivo, σ2 = id,
y de R-álgebras. Entonces, para todo A ∈ G,
cσ(A) ◦ σ = σ ◦ cA,
o, equivalentemente,
σ ◦ cσ(A) = cA ◦ σ.
Demostración. Como A es una matriz ortogonal, σ(A) también lo es. Entonces, al
ser σ de R-álgebras,
σ(A∗) = σ(A−1) = σ(A)−1 = σ(A)∗.
Por otro lado, sea X ∈ Ω(A), es decir, A + X inversible, entonces, σ(A + X) =
σ(A) + σ(X) sigue siendo inversible, luego σ(X) está en el abierto que nos interesa,
σ(X) ∈ Ω(σ(A)).
Podemos entonces hacer la composición sin problema y tenemos que
cσ(A)(σ(X)) = (I − σ(A)∗σ(X)) (σ(A) + σ(X))−1
= (I − σ(A∗X))σ(A+X)−1
= σ(I − A∗X)σ(A+X)−1
= σ(cA(X)).
Nota–. Estas hipótesis se cumplen en todos los casos que hemos visto en los Ejemplos
de la Subsección 2.2.3
4.4.2. Abiertos categóricos en espacios simétricos
Las propiedades de la transformación de Cayley generalizada, en particular c−1A =
cA∗ , nos permitirán pasar al modelo de Cartan la contracción del espacio tangente
TA∗G.
Teorema 4.4.2. Fijada A ∈ N, para cualquier X ∈ N , el camino
γ(t) = cA∗(tcA(X))
permanece en N para todo t ∈ [0, 1].
Demostración. 1. En primer lugar, como A,X ∈ N y A ∈ G, al ser σ de R-
álgebras tenemos que σ(A) = A−1 = A∗ y σ(X) = X−1.
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2. Puesto que cA(X) ∈ ΩG(A∗), se verfica que γ(t) = cA∗(tcA(X)) ∈ ΩG(A), por
tanto, γ(t)−1 ∈ ΩG(A∗).
Por otro lado, γ(t) ∈ ΩG(A) implica que σ(γ(t)) ∈ ΩG(σ(A)) = ΩG(A∗).
3. Por último, utilizando las propiedades de la transformación de Cayley genera-






















Por tanto, γ(t) ∈ N para cualesquiera A,X ∈ N .
Corolario 4.4.3. Sea el modelo de Cartan M ⊂ G y A ∈M . Denotamos por
ΩM(A) = ΩG(A) ∩M.
Entonces, el abierto ΩM(A) es contráctil.
Demostración. Sabemos que ΩG(A) es contráctil por la contracción γ(t). Basta en-
tonces que γ(t) no se salga de M para todo t.
Por el Teorema 4.4.2 tenemos que la contracción permanece en la variedad N ,
pero al ser M = Ne y A ∈M , se verifica que la contracción permanece dentro de la
variedad de Cartan M .
Veremos en el Caṕıtulo 8 como dar, a partir de estos resultados, recubrimientos
categóricos expĺıcitos mı́nimos de los espacios simétricos U(n)/O(n) y U(2n)/ Sp(n).
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Caṕıtulo 5
Subvariedades cŕıticas en grupos
de Lie
5.1. Estudio del conjunto de puntos cŕıticos de las
funciones altura
Recogemos en esta sección una serie de propiedades que verifica el conjunto de
puntos cŕıticos de una función altura en un grupo de Lie, Σ(hGX). Estas propiedades
nos permitirán simplificar la caracterización de las funciones altura en G que son de
Morse.
5.1.1. Compatibilidad con la descomposición polar
En primer lugar, veamos que basta estudiar el comportamiento de las funciones
del tipo hGD con D una matriz diagonal. Los siguientes resultados suponemos que
son conocidos, aunque no hemos encontrado ninguna demostración expĺıcita en la
literatura.
Lema 5.1.1. Sea X ∈Mn×n(K) una matriz cualquiera y X = US, con U ortogonal





Además, el conjunto de puntos cŕıticos no degenerados de la función altura hGX ,
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pero como U es ortogonal,
S = AUSAU
y por tanto, AU ∈ Σ(hGS ). Entonces, al ser A un elemento del grupo, A ∈ Σ(hGS )U∗.
Análogamente, si B ∈ Σ(hGS ), S = BSB y por tanto
SU∗ = BSBU∗
pero, de nuevo por ser U ortogonal,
SU∗ = BU∗USBU∗,
es decir, BU∗ ∈ Σ(hGX).
La afirmación referida a los puntos cŕıticos no degenerados se debe a que, según









(HhGS )AU // TAUG
que como se ve es conmutativo ya que, para V ∈ TAUG:
(HhGS )A(V ) = −1/2(AUSV + V SAU)
pero si V = LU(W ) para algún W ∈ TA(G) entonces
(HhGS )AU(V ) = −1/2(AUSWU +WUSAU)
= −1/2(AXW +WXA)U.
Esto es:
RU ◦ (HhGX)A = (HhGS )AU ◦RU .
Concluimos pues por ser las traslaciones isomorfismos.
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5.1.2. Compatibilidad con la descomposición SVD
La obtención de los valores singulares de la matriz X y la extensión de la des-
composición SVD al ámbito cuaterniónico que recogimos en la Subsección 1.1.8 nos
permitirán reducir ahora el estudio de cualquier función altura en un grupo de Lie
ortogonal al estudio de las funciones altura con respecto a una matriz diagonal real.
Teorema 5.1.2. Un punto A ∈ G es un punto cŕıtico de la función altura hGX sii
V ∗AU es un punto cŕıtico de hGD, donde X = UDV
∗ es la descomposición SVD de
X. Además
(LV ∗ ◦RU) ◦ (HhGX)A = (HhGD)V ∗AU .
Demostración. La condición de ser cŕıtico establece que
X∗ = AXA.
Entonces
D = D∗ = V ∗AUDV ∗AU.
El resultado referido a los operadores hessianos se prueba análogamente a la del
Lema 5.1.1 ya que
(LV ∗ ◦RU) ◦ (HhGX)A(Z) = −
1
2
V ∗(AUDV ∗Z + ZUDV ∗A)U
y el diagrama correspondiente entre los tangentes es conmutativo.
5.1.3. Compatibilidad con la diagonalización de matrices
En la ĺınea de los resultados anteriores comprobamos ahora que la diagonalización
de matrices en G también respeta el conjunto de puntos cŕıticos de las funciones
altura.










Demostración. Sea A ∈ Σ(hGX), es decir,
X∗ = AXA





y por tanto, U∗AU ∈ Σ(hGD) o, equivalentemente, A ∈ UΣ(hGS )U∗.











(LU∗ ◦RU) ◦ (HhGX)A = (HhGD)U∗AU ◦ (LU∗ ◦RU).
El siguiente lema prueba que, una vez diagonalizada la matriz, podemos cam-
biarla de signo por bloques.
Lema 5.1.4. Sea la matriz diagonal por bloques
D = diag(t1I, . . . , trI, p1I, . . . , psI)






A ∈ Σ(hGD) sii CA ∈ Σ(hGDC). Esto reduce el estudio al caso positivo. Además
LC ◦ (HhGD)A = (HhGCD)CA ◦ LC .
Demostración. Supongamos A ∈ G tal que D∗ = ADA, es decir,
(DC)∗ = CD = CADA = CADCCA.
La afirmación referida a los hessianos se prueba de la misma manera que en el
Lema 5.1.3.
Concluimos pues que si buscamos caracterizar las funciones altura en un grupo
de Lie ortogonal que son de Morse podemos reducirnos a las funciones altura con
respecto a una matriz diagonal, real y no negativa, hGD.
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5.1.4. Descomposición del conjunto de puntos cŕıticos
Consideremos una función altura hGX con X ∈Mn×n(K) arbitraria. Para estudiar
el conjunto de sus puntos cŕıticos, aplicando los Lemas 5.1.1 y 5.1.3, nos llega con
analizar sólo el caso de las matrices diagonales reales con todos sus elementos no
negativos.
La ventaja de poder reducirnos a las matrices diagonales es que, como veremos,
podemos obtener la estructura de Σ(hGD) a partir del comportamiento de cada uno
de los bloques de la diagonal.
1. Cuando X es la matriz nula, los puntos cŕıticos son todo el grupo G = On(K).
La función no es de Morse.
2. El caso X = tI con t ∈ R es análogo al caso estudiado por Frankel en [23].
Σ(hGX) está formado por los elementos del grupo que cumplen A
2 = I, es decir,
las órbitas por la acción adjunta de todos los que tienen ±1 en la diagonal.
Para una matriz de orden n de este tipo denotamos el conjunto de puntos
cŕıticos por
Σ(htI) = Σ(n).
3. Consideremos ahora X una matriz diagonal cualquiera. Por el Lema 5.1.4
podemos reordenarla de manera que
X =
 t1I 0 00 . . . 0
0 0 tkI
 .
Es decir, los elementos de la diagonal van por bloques t1I, . . . , tkI, de dimen-
siones n1, . . . , nk tal vez completados antes por un bloque nulo de tamaño n0,
con n0 + n1 + · · · + nk = n de manera que los autovalores estén ordenados
y 0 < t1 ≤ · · · ≤ tk. El estudio de este caso lo haremos por inducción en el
número de bloques.
Teorema 5.1.5. Sea X ∈ Mn×n(K) una matriz arbitraria. Sea n0 la dimensión
de su núcleo y 0 < t1 < · · · < tk los autovalores reales no nulos de XX∗ con
multiplicidades n1, . . . , nk. Entonces el conjunto de puntos cŕıticos de la función
altura hGX es difeomorfo a
Σ(hGX)
∼= On0(K)× Σ(n1)× · · · × Σ(nk)
donde n0 + n1 + · · ·+ nk = n.
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Demostración. De acuerdo con lo que acabamos de ver basta estudiar el caso de la








En primer lugar, supongamos que la matriz no tiene ceros en la diagonal. Si k = 1,



























































de donde, como A1 es hermı́tica,




∗) = t2kV V
∗ = t2kU
∗U,
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Para la matriz de la primera parte de la igualdad, de orden nk × nk, obtenemos
que el elemento i-ésimo de la diagonal es de la forma:
t21|u1i|2+. . .+t21|un1i|2+t22|un1+1i|2+. . .+t22|un1+n2i|2+. . .+t2k−1|u(m−nk−1)+1i|
2+. . . t2k−1|umi|2
mientras que para la segunda:
t2k(|u1i|2 + |u2i|2 + . . .+ |uki|2).
Por tanto, de la igualdad de los dos primeros elementos de la diagonal obtenemos
(t2k − t21)(|u11|2 + . . .+ |u2n−11|) + (t2k − t22)(|un1+11|2 + . . .+ |un1+n21|2)
+ . . .+ (t2k − t2k−1)(|um−n(k−1)+11|
2 + . . .+ |um1|2) = 0
y análogamente para todos los demás. Entonces, al ser todos los autovalores positivos
y distintos deducimos que U es la matriz nula y por tanto, también V = 0. Aśı, los






donde A0 es ortogonal y A0 ∈ Σ(hS0) (ver condición 5.1) y A1 es también ortogonal
y punto cŕıtico de htkI .














la condición de ser punto cŕıtico se reduce a A0 ∈ G, M = N = 0 y A1 ortogonal
tal que S∗ = A1SA1. Entonces
Σ(hGX) = On0(K)× Σ(hGS ).
66 II. 5 Subvariedades cŕıticas en grupos de Lie
5.2. Caracterización de las funciones de Morse
5.2.1. Prueba mediante la descomposición polar
Del estudio de la estructura del conjunto de puntos cŕıticos y del resultado para
la descomposición polar (Lema 5.1.1) se deriva la siguiente caracterización de las
funciones altura en un grupo de Lie ortogonal G que son de Morse.
Teorema 5.2.1. Dada X ∈Mn×n(K) la función altura hGX es de Morse si y solo si
XX∗ es inversible y tiene todos sus autovalores distintos.
Demostración. Dada X ∈Mn×n(K) arbitraria podemos escribir
X = US
con U = U∗ y S simétrica (ver Teorema 1.1.14). Basándonos en el Lema 5.1.1
podemos afirmar que hGX es de Morse sii lo es h
G
S . Pero como S es simétrica, todos
sus autovalores son reales; luego
S = V DV ∗
para alguna D = diag(t1, . . . , tn) con ti ∈ R. De nuevo, nos reducimos a estudiar
sólo el caso de las matrices diagonales ya que, según el Lema 5.1.3, que hGS sea de
Morse es equivalente a que lo sea hGD.
Si XX∗ es inversible y tiene todos sus autovalores distintos, entonces los elemen-
tos distinguidos de DD∗ = D2 = diag(t21, . . . , t
2
n) verificarán que t
2
i 6= t2j para i 6= j
y ti 6= 0, para i, j ∈ {1, . . . , n}. En consecuencia, cuando i 6= j, |ti| 6= |tj|, por tanto,
hGD es de Morse.
Análogamente, cuando hGD sea de Morse, reordenando y cambiando el signo si
fuese necesario, tendremos que 0 < t1 . . . < tn. Se verifica entonces que D es inver-
sible y por tanto, también X. Además, como todos los ti son positivos y ti 6= tj si
i 6= j, t2i 6= t2j para i 6= j. Es decir, todos los autovalores de XX∗ son distintos.
Nota–. Este resultado es equivalente a la afirmación que hacen I. Dynnikov y A.
Veselov; según la cual la función hGX en los grupos de Lie clásicos es de Morse si y
solo si los autovalores de la matriz hermı́tica definida positiva S de la descomposición
polar X = SU son diferentes dos a dos [82].
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5.2.2. Prueba mediante la descomposición SVD
De manera análoga puede obtenerse este mismo resultado utilizando la descom-
posición en valores singulares (ver Teorema 5.1.2) en vez de la descomposición polar.
Teorema 5.2.2. Dada X ∈Mn×n(K) arbitraria, la función hGX es de Morse sii los
valores singulares de X son distintos y no nulos.
Demostración. Sea X = UDV ∗ la descomposición SVD de X. Por el Teorema 5.1.2
tenemos que





V ∗(HhGX)A(Y )U = (Hh
G
D)V ∗AU(Y ).
Además, como U y V son matrices ortogonales, se verifica que la dimS(A) para la
función hGX es la misma que dimS(V
∗AU) para hGD.
5.3. Estructura local del conjunto de puntos cŕıti-
cos
El siguiente resultado nos permite dar, a partir de la transformación de Cayley
generalizada, una carta local del conjunto de puntos cŕıticos de una función de Bott-
Morse en un grupo de Lie. Se prueba con la misma técnica que emplearemos para
espacios simétricos (ver Teor. 6.2.1) o bien deduciéndolo como un caso particular de
este mismo Teorema.
Sea hGX una función altura arbitraria en un grupo de Lie G = O(n,K) y Σ(hGX)
el conjunto de puntos cŕıticos de hGX . Si A ∈ Σ(hGX) es un punto cŕıtico, denotamos
por SG(A) al espacio vectorial real
SG(A) = {β0 ∈ TA∗G : XAβ0 + β0AX = 0}.
Podemos dar entonces la siguiente carta local para el conjunto de puntos cŕıticos.
Teorema 5.3.1. La transformación de Cayley generalizada establece un difeomor-
fismo cA∗ : S
G(A)→ Σ(hGX) ∩ ΩG(A).
5.3.1. Ejemplos
Ejemplo 5.3.2 (Una función altura en un grupo ortogonal). Supongamos X = I
y K = C. Entonces el conjunto de puntos cŕıticos de la función altura hI son las
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matrices unitarias A ∈ U(n) tales que A2 = I. Una matriz de este tipo, hermı́tica,
se puede diagonalizar a una diagonal D = diag(ε1, . . . , εn) con εk = ±1.
Por otro lado, se verifica que β0 ∈ TAG si y solo si la matriz Aβ0 es antihermı́tica,
Aβ0 = −β∗0A, mientras que β0 ∈ S(A) si y solo si Aβ0+β0A = 0. De donde se deduce
que β0 también tiene que ser hermı́tica.
Aśı, por ejemplo, la I y su opuesta, −I son puntos cŕıticos y son aislados ya
que S(±I) = 0. Por otro lado, si tomamos A = diag(Ip,−Iq), entonces para que β0







lo que implica que dimS(A) = 2pq. De hecho, ésta es la dimensión de la órbita
(cŕıtica) de A que es difeomorfa a la Grassmaniana compleja U(p+q)/(U(p)×U(q)).
Ejemplo 5.3.3 (Una matriz diagonal de rango máximo). Consideremos ahora X =
diag(q1, . . . , qn) una matriz diagonal con qk 6= 0 y supongamos que |q1| < . . . < |qn|.
En este caso, la condición del gradiente A∗X∗ = XA implica que los puntos cŕıticos
sean de la forma
A = diag(±|q1|/q1, . . . ,±|qn|/qn).
Ahora bien, como
XA = AX = diag(ε1|q1|, . . . , εn|qn|), con εk = ±1,
tenemos que S(A) = 0, es decir, todos los puntos cŕıticos son aislados.
Caṕıtulo 6
Funciones de Bott-Morse en los
espacios simétricos
En el Caṕıtulo 3 recogimos cómo calcular los puntos cŕıticos de funciones altura
en un grupo de Lie G de tipo ortogonal, unitario o simpléctico; ahora tratamos de
analizar qué puntos cŕıticos tienen estas funciones cuando las estudiamos en un espa-
cio simétrico M . La dificultad está en que estos puntos cŕıticos no son simplemente
los puntos cŕıticos de la función en el grupo que están en el modelo de Cartan del
cociente.
Como vimos en 3.3, T. Frankel aplicó la teoŕıa de Bott-Morse a los grupos de Lie
clásicos y a las variedades de Stiefel tomando la representación matricial de estos
grupos y usando la aplicación traza como función de Morse [23]. S. Ramanujam
obtuvo en [68] una descomposición de Morse de ciertos espacios simétricos G/K
usando una técnica similar a la de Frankel. Un poco más tarde, el propio Ramanujam
[69] da un método alternativo basándose justamente en el modelo de Cartan de modo
que identifica cada espacio simétrico con las matrices que verifican determinadas
condiciones. Aśı, muestra que las subvariedades cŕıticas del cociente G/K son la
intersección del espacio G/K con las subvariedades cŕıticas de G y obtiene a partir
de éstas últimas los ı́ndices de las subvariedades cŕıticas del cociente.
El estudio que proponemos aqúı incluye los resultados de Ramanujam y Frankel
como casos particulares, pero es mucho más amplio pues se establece para una
función altura arbitraria.
Los resultados que veremos en este Caṕıtulo los aplicaremos en el Caṕıtulo 8
para calcular rápidamente la categoŕıa LS del grupo unitario U(n) y de los espacios
simétricos compactos de tipo AI − SU(n)/SO(n)− y AII − SU(2n)/ Sp(n)−, que
han sido estudiados recientemente por M. Mimura y K. Sugata en [60]. En el caso
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del grupo simpléctico Sp(2) proporcionaremos a partir de la teoŕıa de Morse un
recubrimiento expĺıcito por cuatro abiertos contráctiles.
6.1. Funciones altura en el modelo de Cartan
Necesitamos ver quién es el tangente al espacio simétrico en cada punto, calcular
el gradiente en el cociente y ver cuándo se anula la expresión obtenida; aśımismo, pa-
ra comprobar qué puntos cŕıticos son no degenerados, necesitamos obtener también
el operador Hessiano.
6.1.1. Espacio tangente
Recordemos que en un espacio simétrico G/K ∼= M el grupo G actúa transitiva-
mente sobre M ⊂ N mediante la acción g ·m = gσ(g)−1, siendo
M = {h ∈ G : h = gσ(g)−1}
la componente conexa que contiene al neutro de
N = {g ∈ G : g = σ(g)−1}.
Buscamos una expresión que caracterice las matrices del tangente en un punto
arbitrario.
Lema 6.1.1. Dado M el modelo de Cartan de un espacio simétrico,
1. el tangente en el neutro a la variedad M viene dado por
TIM = {X ∈Mn×n(K) : X +X∗ = 0, σ(X) = −X};
2. luego, para una matriz cualquiera A ∈M,
TAM = {X ∈Mn×n(K) : A∗X +X∗A = 0, σ(X) = −A∗XA∗}.
Demostración. 1. Como M = Ne, TIM = TIN y al ser σ lineal, derivando en la
construcción de N = {X ∈ G : X−1 = σ(X)}, se tiene que
TIN = {X ∈ TIG : −X = σ(X)}
es decir,
TIN = {X ∈Mn×n(K) : X +X∗ = 0, σ(X) = −X}.
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2. Sea A ∈ M , i.e, AA∗ = I y tal que A = Y σ(Y )−1 para algún Y ∈ G; como G





Luego X ∈ TAM sii (lMY )−1∗I (Z) ∈ TIM . Pero la acción lMY (m) es lineal en m
de modo que
X ∈ TAM sii (lMY )−1(Z) ∈ TIM,
es decir,
Y ∗Zσ(Y ) ∈ TIM.
De la expresión obtenida para el tangente en el neutro y utilizando que el
automorfismo σ es involutivo se deduce la condición que buscábamos.
La métrica en el espacio de las matricesMn×n(K) nos da un producto escalar en
el espacio tangente al grupo TgG. Además, para U ∈ G las traslaciones en el espacio
simétrico inducido son de la forma lMU (m) = Umσ(U)
−1.
Lema 6.1.2. Para un grupo ortogonal G ⊂Mn×n(K) se verifica que
1. la métrica inducida es bi-invariante para las traslaciones de G;
2. para U ∈ G las traslaciones lMU son isometŕıas.
Demostración. 1. Para toda U del grupo
〈UA,UB〉 = <Tr(A∗U∗UB) = <Tr(A∗B) = 〈A,B〉
y
〈AU,BU〉 = <Tr(U∗A∗BU) = <Tr(A∗BUU∗) = 〈A,B〉.
2. Como TmM ⊂ TmG,
〈lMU (A), lMU (B)〉 = 〈UAσ(U)−1, UBσ(U)−1〉
= <Tr (σ(U)A∗U∗UBσ(U)∗) = 〈A,B〉.
Lema 6.1.3. La proyección canónica p : G 7→ M ⊂ G tal que p(g) = gσ(g)−1 es
una submersión riemanniana.
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6.1.2. Gradiente
Dada la función altura hX(A) = <Tr(XA) en el espacio vectorial de las matrices
M = Mn×n(K), su gradiente viene dado por (gradhMX )(A) = X∗. Para obtener el
gradiente en un espacio simétrico M basta con proyectarlo al TAM.
Lema 6.1.4. Dado Z ∈ TIM, la proyección de Z en TIG es 12(Z−Z
∗). La proyección
de éste en m = TIM corresponde a la parte de Z antiinvariante por σ,
1
4
((Z − Z∗)− σ(Z − Z∗)) .
Demostración. Podemos descomponer el tangente a Mn×n(K) en el neutro como
TIM = TIG⊕ g⊥ = m⊕ h⊕ g⊥.




(Z − Z∗) + 1
2
(Z + Z∗).
Llamemos X = 1
2
(Z − Z∗) al sumando antihermı́tico. Entonces, X = A + B donde































Proposición 6.1.5. Dada una función altura en el modelo de Cartan M de un








donde X̂ = X∗ + σ(X).




[(X −X∗)− σ(X −X∗)] .
Es inmediato comprobar que ((gradhMX )(I))






Como las traslaciones son isometŕıas (véase Lema 6.1.2), para calcular el gra-


















(X∗ + σ(X))− A(X + σ(X)∗)A
]
.
Corolario 6.1.6. A ∈M es un punto cŕıtico de hMX sii X̂ = Aσ(X̂)A.
Nótese que σ(X̂)∗ = X̂, de modo que de la condición del gradiente en grupos de
Lie (Lema 3.3.3) se deriva el siguiente teorema.
Teorema 6.1.7. Dado un espacio simétrico M ∼= G/K se verifica que A ∈ M es





A partir de la expresión que hemos obtenido para el gradiente podemos obtener
una expresión expĺıcita del Hessiano de una función altura en un espacio simétrico.
Proposición 6.1.8. Dada una función altura hMX su Hessiano (Hh
M
X )A : TAM →
TAM en un punto A ∈M , viene dado por



























−Aσ(X̂)U − Uσ(X̂)A− tUσ(X̂)U
]
.
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Aσ(X̂)UA∗ + Uσ(X̂) + AU∗X̂A∗ + X̂U∗ = 0
ya que, como U ∈ TAM y A es un punto cŕıtico,
AU∗X̂A∗ = −Uσ(X̂) y Aσ(X̂)UA∗ = −X̂U∗.
Además, utilizando que σ(A) = A∗ y que A es un punto cŕıtico es inmediato
comprobar que
σ(H(hMX )A(U)) = −A∗(H(hMX )A(U))A∗.
6.1.4. Linealización de la ecuación diferencial del gradiente
Análogamente al caso de los grupos de Lie, la transformación de Cayley generali-
zada nos permite “linealizar” el flujo del gradiente de las funciones altura en espacios
simétricos. Este resultado generaliza el de Volchenko y Kozachko que recogimos en
la Subsección 3.3.4, véase también [82].
Teorema 6.1.9. Sea hMX una función altura arbitraria en un espacio simétrico M
y A un punto cŕıtico. La solución de la ecuación del gradiente
4α′ = X̂ − ασ(X̂)α,
con condición inicial α(0) ∈ ΩM(A), es la imagen por c∗A de la curva






donde X̂ = X∗ + σ(X) y β0 = cA(α(0)) ∈ TA∗M.
Demostración. En primer lugar, veamos que β(t) ∈ TA∗M . Nótese que por ser A
una matriz normal y un punto cŕıtico, las matrices A∗X̂ = X̂A∗ son hermı́ticas.
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que se anula utilizando de nuevo que A exp(XA) = exp(AX)A.













y utilizando de nuevo la linealidad de σ y que β0 está en TA∗M y por tanto, σ(β0) =







































































Ahora tiene sentido comprobar que cA∗(β) es solución de la ecuación diferencial.
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Sea
α = cA∗ ◦ β = (I − Aβ)(A∗ + β)−1,
entonces
α(A∗ + β) = I − Aβ.
Derivando
α′(A∗ + β) + αβ′ = −Aβ′,
es decir,
α′(A∗ + β) = −(A+ α)β′.









(A+ α)β′(A+ α) =(6.2)
1
8
(A+ α)(βX̂A∗ + A∗X̂β)(A+ α).
Ahora bien,
β = cA(α) = (I − A∗α)(A+ α)−1 = (A+ α)−1(I − αA∗)
implica que
β(A+ α) = I − A∗α
y
(A+ α)β = I − αA∗.
Aśı que por la Ecuación (6.2) tenemos que
8α′ =
(A+ α)βX̂A∗(A+ α) + (A+ α)A∗X̂β(A+ α) =
(I − αA∗)X̂A∗(A+ α) + (A+ α)A∗X̂(I − A∗α) =
2(X̂ − αA∗X̂A∗α) =
2(X̂ − ασ(X̂)α).
Nota–. De hecho, cuando X = A = I, β(t) = exp(−t)β0 es la contracción radial a
β0.
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6.2. Estructura local del conjunto de puntos cŕıti-
cos
Otra de las aplicaciones de la transformación de Cayley generalizada es que nos
permite dar una carta local para el conjunto de puntos cŕıticos de una función de
Bott-Morse.
Sea hMX (A) = <Tr(XA) una función altura arbitraria en el espacio simétrico
M . Dado A ∈ Σ(hMX ) un punto cŕıtico denotamos por SM(A) al siguiente espacio
vectorial
SM(A) = {β0 ∈ TAM : A∗X̂β∗0 + β∗0X̂A∗ = 0}.
Teorema 6.2.1. La transformación de Cayley generalizada establece un difeomor-
fismo, cA∗ : S
M(A)→ Σ(hMX ) ∩ ΩM(A).
Demostración. Veamos que la curva β(t) del Teorema 6.1.9 es constante si y solo si




Entonces, de nuevo por el Teorema 6.1.9, cA∗(β0) es un punto cŕıtico si y solo si
β′(t) = 0 para todo t, o equivalentemente,
A∗X̂β0 + β0X̂A
∗ = 0.
Pero, β0 ∈ TA∗M si y solo si β∗0 ∈ TAM
Nótese que el espacio vectorial SM(A) es justamente el núcleo del operador Hes-
siano H(hMX )A. Es decir, una función hX será de Morse si todos sus puntos cŕıticos
A verifican que dimSM(A) = 0.
6.2.1. Ejemplos
Con las técnicas desarrolladas en este Caṕıtulo es sencillo obtener los resultados
de Ramanujam relativos a los puntos cŕıticos de la función altura hMI . Recogemos
dos de los casos que estudia este autor como ejemplo.
Ejemplo 6.2.2. La función altura hMI en el espacio simétrico SU(n)/SO(n). Su
modelo de Cartan es (difeomorfo a) M = {X ∈ SU(n) : X = XT}. En primer lugar,
identificamos los tangentes,
TIM = {Y ∈Mn×n(C) : Y + Y ∗ = 0, σ(Y ) = −Y },
TAM = {Y ∈Mn×n(C) : A∗Y + Y ∗A = 0, σ(Y ) = −A ∗ Y A∗}.
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Como en este caso el automorfismo σ es la conjugación, el TIM está formado por
las matrices complejas simétricas con todos los elementos complejos puros y TAM






el conjunto de puntos cŕıticos está formado por las matrices involutivas de M , es
decir, por las matrices ortogonales simétricas. Además, dado A ∈ Σ(hMI ), para
U ∈ TAM ,




de modo que todos los puntos cŕıticos son degenerados ya que el núcleo del operador
hessiano está formado por todas las matrices reales simétricas del TAM .
Ejemplo 6.2.3. El modelo de Cartan del espacio simétrico U(2n)/ Sp(n) es difeo-
morfo al conjunto de las matrices antisimétricas de U(2n). El espacio tangente en el
neutro viene dado por
TIM = {Y ∈M2n×2n(C) : Y + Y ∗ = 0, J(Y ) = −Y J}
y TAM es el trasladado correspondiente.









De modo que los puntos cŕıticos, todos ellos degenerados, son las matrices unitarias,
antisimétricas con todos los elementos complejos puros. Todas las matrices hermı́ti-
cas están en el núcleo del hessiano
6.2.2. Relación entre los flujos de los gradientes en el espacio
simétrico y en el grupo
Aparentemente podŕıa parecer que los puntos cŕıticos de una función altura hMX
en el modelo de Cartan M de un espacio simétrico no son más que los puntos cŕıticos
de esa misma función en el grupo que estén en M . Sin embargo, los teoremas que
acabamos de probar nos muestran que no es aśı. El siguiente ejemplo lo ilustra.
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Ejemplo 6.2.4. Consideramos la función altura hX con X = (i + j + k)I en el
espacio simétrico Sp(1)/U(1). El automorfismo es σ(X) = −iXi, de donde se obtiene
que el modelo de Cartan M está formado por los cuaternios unitarios q′ tales que
q′i = qiq para algún q ∈ H, |q| = 1. Se puede ver que los elementos de M siempre
verifican que <(q′i) = 0
1. Si estudiamos la función altura en el grupo, por el Lema 3.3.3 tenemos que los
puntos cŕıticos de hGX son los elementos q ∈ Sp(1) tales que
(i + j + k)∗ = q(i + j + k)q
o, equivalentemente
−(i + j + k)q = q(i + j + k).
De esta ecuación se deduce que q = t + xi + yj + zk es cŕıtico para hGX si y
solo si
t = 0
x = y = z.





(i + j + k)}.









embargo, veamos que śı hay puntos de M que son cŕıticos para la función
altura restringida al modelo de Cartan.
2. Pasamos entonces a calcular los puntos cŕıticos de esta misma función altura
en el modelo de Cartan de Sp(1)/U(1). Esta vez, según la Proposición 6.1.5, la
condición para que un punto q′ en M sea cŕıtico para hMX es que X̂ = qσ(X̂)q
′
donde X̂ = X∗+σ(X). Para esta elección de X, tenemos que X̂ = −2(j+k) y
σ(X̂) = 2(j+k). Aśı, utilizando que los puntos q′ deM verifican que <(q′i) = 0,
de la condición
−2q′(j + k) = 2(j + k)q′
se obtiene que
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Nota–. Según Ramanujam [68], el flujo del gradiente de la función altura hMX que
pasa por un punto A ∈ M se mantiene dentro de M . Esto es cierto porque es-
te autor estudia únicamente el caso de Frankel, la función altura con respecto a
la identidad hI . En [82] Dynnikov y Veselov afirman que los espacios simétricos
U(2n)/ Sp(n), Sp(n)/U(n) y U(n)/O(n) permanecen invariantes por el flujo del gra-
diente de las funciones altura en los grupos de Lie correspondientes.
Sin embargo, por el Teorema 6.1.7, esto únicamente podemos asegurarlo cuando
el automorfismo σ es tal que X = σ(X̂), caso en el que podŕıa reformularse 6.1.7
como sigue:
Teorema 6.2.5. Dado un espacio simétrico M ∼= G/K y una X ∈Mn×n(K) tal que
σ(X̂) = X entonces, los puntos cŕıticos de la función altura hMX restringida a M
verifican que
Σ(hMX ) = Σ(h
G
X) ∩M.
Para las funciones altura que escogen Dynnikov y Veselov la matrix X es siempre
una matriz diagonal real, pero en general el resultado no es cierto.
En general, para los espacios simétricos tales que el automorfismo σ verifica que
σ(D) = D para cualquier D diagonal real, tenemos el siguiente resultado.
Lema 6.2.6. Un punto A ∈ M es un punto cŕıtico de hMX si y solo si U∗AV es un
punto cŕıtico de hMD , donde D es la matriz diagonal de la descomposición SVD de























(D − U∗AVDU∗AV ).
Por otro lado, como nos hemos restringido a los casos en los que σ(D) = D, tenemos
que D̂ = 2D. Aśı el gradiente para la función altura con respecto a la matriz diagonal
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Esto se verifica para todos los espacios simétricos de tipo clásico recogidos en la
Tabla de la Subsección 2.3.1 excepto para U(2n)/ Sp(n) y SO(2n)/U(n).
A la vista del Lema 6.2.6 podŕıa pensarse que en orden a obtener una carac-
terización análoga a la del Teorema 5.2.2 bastaŕıa ahora estudiar la dimensión del
subespacio vectorial SM(A) para la función altura hMD . Sin embargo, en el ámbito
de los espacios simétricos esto carece de sentido pues en general, el TAM y el TU∗AV
no guardan relación (únicamente pueden relacionarse si las matrices U y V de la
descomposición SVD de X̂ y el automorfismo σ verificasen que V = Û). Por tanto,
en principio, el caracter degenerado o no de los puntos cŕıticos de hMX no tiene que
ver con el de los de la función hMD .
Si buscamos una caracterización análoga a la que obtuvimos en el ámbito de los
grupos de Lie (ver Teorema 5.2.1), la dificultad mayor radica en que la descomposi-
ción polar no es compatible con la estructura del modelo de Cartan. De nuevo, esto
nos impide reducirnos a la funciones altura del tipo hMD con D diagonal. Pensamos
entonces que seŕıa interesante investigar si es posible obtener una descomposición
polar generalizada del tipo de la que proponen autores como H.Z. Munthe-Kaas et
al. [62] o J.D. Lawson [56] en el ámbito de los espacios simétricos. Si pudiésemos
construir tal descomposición, podŕıa permitirnos reducir una matriz X de M a una
diagonal sin salirnos del modelo de Cartan. De hecho, la descomposición polar gene-
ralizada en un grupo de Lie guarda relación estrecha con el automorfismo involutivo
y la descomposición que éste induce en el grupo. En el ámbito de los grupos de Lie,
esta descomposición permite expresar un elemento del grupo como producto de un
factor en un espacio simétrico por otro en un subgrupo de Lie del grupo dado. En
el art́ıculo de Lawson citado este autor caracteriza los grupos de Lie en los que se
tiene la existencia y unicidad de dicha descomposición. Los trabajos de Munthe-
Kaas et al. proponen una prueba alternativa para la existencia (y unicidad) local
de la descomposición polar y obtiene expĺıcitamente series en el álgebra de Lie que
determinan de manera única los dos factores de la descomposición para matrices
cercanas a la identidad.
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Caṕıtulo 7
Autovalores cuaterniónicos por la
izquierda
En este caṕıtulo desarrollamos los resultados que hemos obtenido en el ámbito
de los autovalores por la izquierda de marides cuaterniónicas. En particular, pro-
porcionamos una nueva demostración del resultado de Huang y So (Teor. 1.3.6)
aśı como una caracterización de las matrices 2 × 2 simplécticas cuyo espectro por
la izquierda es infinito. Este resultado nos permitirá discutir al final de la Memoria,
en el Caṕıtulo 8 la posibilidad de recubrir el grupo Sp(2) por abiertos asociados a
autovalores.
Los estudios conocidos hasta el momento para autovalores por la izquierda son de
naturaleza algebraica y dif́ıciles de generalizar para matrices de orden n > 3. Propo-
nemos aqúı una noción de función caracteŕıstica µ para las matrices cuaterniónicas
tal que las ráıces de la ecuación µ(λ) = 0 son los autovalores por la izquierda de
la matriz. En general, esta µ será una función racional y nos permitirá realizar un
estudio topológico del espectro por la izquierda de las matrices de orden dos y tres
calculando su diferencial y utilizando la teoŕıa del grado. Aparentemente, este nuevo
método es más fácil de generalizar para las matrices de orden n > 3.
Un tema que ha surgido de manera natural al estudiar esta función caracteŕıstica,
aunque no tiene relación directa con la categoŕıa LS, es la posibilidad de extender el
teorema de Cayley-Hamilton. Comprobamos que para matrices de orden dos y tres
esta función caracteŕıstica lo verifica, es decir la extensión natural de µ a las matrices
cumple que µM(M) = 0. Es de esperar que este resultado sea cierto para cualquier
orden mayor que tres pero no hemos podido comprobarlo ya que ninguna de las
demostraciones de este teorema en el ámbito conmutativo parecen poder aplicarse
en el caso cuaterniónico.
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7.1. Autovalores por la izquierda
Los autovalores por la izquierda de una matriz cuaterniónica están muy poco
estudiados. Es obvio que no pueden extenderse de manera sencilla los métodos pro-
pios del ámbito conmutativo y hasta hoy no hay un método sistemático que permita
acometer su estudio. Como afirmaba Suzuki en el año 2008 [80],
“para una matriz con entradas no conmutativas, no están definidos el
determinante o la función caracteŕıstica por el problema del orden. Por
lo tanto, los “autovalores” usados en la descomposición espectral no están
definidos y, hasta ahora, no tenemos un método sistemático para calcular
una función de una matriz con entradas no conmutativas.”
De la definición de autovalor por la izquierda (Def. 1.3.1) se deriva que λ ∈ σl(M)
si y sólo si M − λI no es inversible. La idea que aqúı proponemos es utilizar el
determinante de Study (ver Sección 1.2) para estudiar el espectro por la izquierda.
En principio, la ecuación Sdet(M − λI) = 0 no tiene por qué ser un polinomio y
en general no se sabe resolver. En [7, 33] pueden verse dos métodos diferentes para
resolverla en el caso 2 × 2. No está claro que todos los autovalores de una matriz
cuaterniónica de orden n×n puedan hallarse resolviendo polinomios cuaterniónicos
de grado menor o igual que n. Por ahora, sólo se ha podido comprobar que hasta
orden 3 śı es posible pues en 2005 W. So obtuvo fórmulas expĺıcitas para orden 3
recogidas en [77]. Como ya hemos visto, al margen de estos cálculos espećıficos, en
el año 1985, R.M.W. Wood [88] probó, usando métodos homotópicos, que cualquier
matriz cuaterniónica tiene al menos un autovalor por la izquierda.
7.1.1. Autovalores de las matrices 2× 2
Para n = 2, Huang y So dieron en [33] una caracterización de las matrices con
infinitos autovalores por la izquierda. Su resultado (ver Teorema 1.3.6) está basado
en una serie de fórmulas expĺıcitas para resolver algunas ecuaciones cuadráticas
obtenidas previamente por los mismos autores (ver Teorema 1.4.2) [34]. Más tarde,
De Leo et al. propusieron en [54] un método alternativo de resolver ecuaciones
polinómicas unilaterales que reduce el problema a encontrar los autovalores por
la derecha de una matriz asociada a la ecuación (matriz compañera). Proponemos
aqúı un modo nuevo de probar los resultados de Huang y So basándonos en el método
de De Leo et al.
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y a1, a0 los coeficientes a1 = b
−1(a− d) y a0 = −b−1c.
Nueva demostración del teorema de Huang y So
El Teorema 1.3.6 de Huang y So caracteriza completamente las matrices de
orden 2 × 2 con infinitos autovalores. La prueba original consiste en ir estudiando
qué ocurre en cada caso utilizando las fórmulas que hab́ıan obtenido en [33] para
resolver ecuaciones del tipo (7.1). En particular probaron que, en el caso de que haya
infinitos autovalores, éstos vienen dados por la expresión (a+ d+ bξ)/2, donde ξ es
un cuaternio sin parte real, ξ ∈ 〈i, j,k〉, tal que el cuadrado del módulo es |ξ|2 = |∆|
con ∆ = a21 − 4a0.
Es fácil ver que las condiciones del Teorema 1.3.6 son suficientes. De hecho, si
a0 = s, a1 = t, s, t ∈ R, entonces, la definición de autovalor nos da la expresión
λ2 + tλ + s = 0, que, después de hacer el cambio p = λ + t/2, nos da la ecuación
p2 = ∆/4 < 0 que tiene infinitas soluciones del tipo
p = (
√
−∆/2)ω, ω ∈ 〈i, j,k〉, |ω| = 1.
En cuanto a la necesidad de las condiciones daremos una prueba alternativa. La
construimos basándonos en un método elegante para resolver ecuaciones, propuesto
por De Leo et al en [54], como mejora de un algoritmo previo de Serôdio et al. [73].
Veamos expĺıcitamente en qué consiste este algoritmo.







la matriz compañera de la ecuación






















lo cual nos muestra que, si queremos encontrar soluciones de (7.1) debemos buscar
autovalores por la derecha p de M correspondientes a autovectores de la forma (p, 1).
Siguiendo a [54] llamaremos a p autovalor por la derecha especial.
Luego, para resolver la ecuación (7.1) necesitamos, en primer lugar, encontrar
los autovalores por la derecha de la matriz compañera M . Según la Proposición
1.1.8, éstos se corresponden con la clase de similitud de los autovalores de su forma
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compleja 4 × 4, c(M), y se pueden calcular resolviendo la ecuación caracteŕıstica
det(c(M) − qI) = 0. Como ya hab́ıamos visto, debido a la forma de c(M) sus
autovalores aparecen en pares q1, q1, q2, q2.
Autovectores por la derecha.
Para calcular los autovectores, consideremos el C-isomorfismo
(7.2) (z′, z) ∈ C2 7→ z′ + jz ∈ H.
Proposición 7.1.1. (u′, u, v′, v) ∈ C4 es un z-autovector de la forma compleja c(M)
si y solo si (u′ + jv′, u+ jv) es z-autovector por la derecha de M .
Soluciones de la ecuación.
Pasemos entonces a calcular las soluciones de (7.1). Una vez que hayamos en-
contrado un autovalor complejo q de la matriz compañera M y algún q-autovector
(u′, u) observamos que, debido a la forma espećıfica de M , u′ = uq. Por tanto, por









es un uqu−1-autovector, esto es p = uqu−1 es un autovalor especial de la clase de
similitud de [q] y por tanto, es la solución deseada.
Nótese que, por la Proposición 1.1.7, dos autovectores H-linealmente dependien-
tes dan lugar al mismo autovalor especial
Ejemplo 7.1.2. Tomamos A =
(
i + j j
−1− j i + 2j
)
∈ M2×2(H). La matriz com-
pañera del polinomio p2 + a1p+ a0 es M =
(
1 −1 + j
1 0
)




1 −1 0 1
1 0 0 0
0 1 1 −1
0 0 1 0
 .
Los autovalores de c(M) son {1+ i, 1− i, i,−i} con autovectores asociados los subes-
pacios de C4 generados por (−1 + i, i, 1 + i, 1), (−1 − i,−i, 1 − i, 1), (1,−i, i, 1) y
(1, i,−i, 1) respectivamente. Entonces, los autovalores por la derecha de M son to-
dos los cuaternios de la clase de similitud de q1 = 1 + i y de q2 = i.
Tenemos pues que q1 = 1+ i es un autovalor por la derecha de M con autovector
asociado (−1+ i+ j−k, i+ j) (Prop. 7.1.1), luego p1 = 1+ j es un autovalor especial
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de la matriz compañera M . Análogamente, (1 − k,−i + j) es un i- autovector por
la derecha, a partir del cual obtenemos el autovalor especial p2 = −j.
Es decir, p1 = 1+ j y p2 = −j son las soluciones de la ecuación p2−p+(1+ j) = 0
y por tanto, λ1 = −1 + i + 2j y λ2 = 1 + i + j son los autovalores por la izquierda
de la matriz A.
Número de autovalores de las matrices 2× 2.
Estamos ahora en condiciones de discutir el número de soluciones de la ecuación
(7.1). Esto es lo que nos dará una nueva prueba del Teorema 1.3.6. Daremos una
forma topológica de ver este resultado en la Subsección 7.3.3.
Cada uno de los autovalores q de la forma compleja c(M) ∈ M4×4(C) tiene
asociado un espacio vectorial complejo de autovalores al que denotaremos por V (q) ⊂
C4. Sabiendo que sus dimensiones complejas suman 4 podemos ver cuáles son las
posibles dimensiones de V (qk) y V (qk), 1 ≤ k ≤ 2.
1. Si los cuatro autovalores q1, q1, q2, q2 son diferentes, entonces cada V (qk) tiene
dimensión 1. Es el caso en el que nos dan dos complejos diferentes y sus
conjugados. Los espacios de autovectores V (q1), V (q2) son rectas y nos dan
dos autovalores especiales p1 y p2. Las rectas de sus conjugados nos darán los
mismos autovalores especiales, por tanto, M tiene exactamente dos autovalores
especiales, es decir, hay exactamente dos soluciones.
2. Si algún autovalor es real, por ejemplo q1 ∈ R, entonces los únicos cuaternios
similares vq1v
−1 son él mismo y p1 = q1, independientemente de la dimensión
de V (q1). Entonces habrá una o dos soluciones dependiendo de que q1 = q2 o
no.
3. El único caso en el que pueden aparecer infinitos autovalores especiales es
cuando los autovalores son iguales y complejos no reales, q1 = q2 6∈ R, lo que
lleva consigo que dimC V (q1) = 2 = dimC V (q1).
Nos fijamos entonces en el tercer caso, el único en el que M puede tener infinitos
autovalores por la izquierda, cuando c(M) sólo tiene como autovalores un complejo
y su conjugado q1, q1. La siguiente proposición prueba que en este caso tenemos
realmente un número infinito de soluciones (nótese que q1 6∈ R).
Proposición 7.1.3. En el tercer caso todos los cuaternios similares a q1 son auto-
valores especiales por la derecha de M .
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Demostración. Tomemos una C-base ũ, ṽ del espacio de autovectores V (q1) ⊂ C4 y
los correspondientes vectores v, w en H2 por el ismorfismo (7.2). Como éstos últimos
son de la forma (uq, q), se tiene que las segundas coordenadas v2, w2 de v y w son
C-independientes en H y por tanto, una C-base. Esto significa que los autovalores
especiales p = uq1u
−1, donde u es una C-combinación lineal de v2 y w2, recorren
todos los posibles cuaternios de la clase de similitud de q1.
Las condiciones de Huang y So.
Queda ahora comprobar que en el caso 3 se verifican las condiciones del Teorema
1.3.6 de Huang y So.
Sea q1 = x+iy, y 6= 0, uno de los dos autovalores complejos de c(M) y sea p ∈ [q1]
cualquier autovalor especial de M . Como <(p) = <(q1) y |p| = |q1|, podemos escribir
p = x+ |y|ω, donde ω ∈ H0 = 〈i, j,k〉 con |ω| = 1.
Pongamos a1 = t+ ξ1, con t ∈ R y ξ1 ∈ H0. Si escribimos la ecuación (7.1) de la
forma a0 = −(p+ a1)p podemos deducir que
<(a0) = xt+ x2 − |y|2 + |y|<(ξ1ω).
Por tanto, |y|〈ξ1, ω〉 no depende de ω. Como y 6= 0, el siguiente Lema 7.1.4 afirma
que ξ1 = 0, i.e. a1 ∈ R.
Lema 7.1.4. Sea ξ ∈ H0 verificando que para cualquier par de vectores ω, ω′ ∈ Ω,
se anula el producto 〈ξ, ω − ω′〉 = 0. Entonces ξ = 0.
Demostración. Sea ξ = xi + yj + zk 6= 0. Podemos suponer que x 6= 0 (los otros
casos son análogos). Tomemos cualquier ω ∈ Ω ortogonal a ξ y ω′ = i. Entonces
〈ξ, ω − ω′〉 = x 6= 0.
Una consecuencia de la Proposición 7.1.3 es que p = q1 es un autovalor especial
de M , de manera que, por la ecuación (7.1), a0 es un número complejo. Como q1
es también una solución, deducimos que a0 = a0 es un número real. Finalmente, de
que q21 + a1q1 + a0 = 0 se sigue que a
2
1 − 4a0 < 0 porque q1 /∈ R.
Esto completa la verificación de las condiciones de Huang y So dadas en el
Teorema 1.3.6.
7.1.2. Autovalores por la izquierda de las matrices simplécti-
cas
Proposición 7.1.5. Los autovalores por la izquierda de una matriz simpléctica
tienen módulo 1.
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Demostración. Sea A ∈ Sp(n), es decir, A∗A = I. Si Av = λv entonces
0 < |v|2 = 〈Av,Av〉 = 〈λv, λv〉 = v∗λλv = v∗|λ|2v = |λ|2|v|2.
Usamos ahora la clasificación general de las matrices de orden 2 según el número
de autovalores para caracterizar las matrices de Sp(2) cuyo espectro por la izquierda
es infinito. Asimismo, damos la forma expĺıcita de los autovalores de estas matrices.
Con esta caracterización probaremos que dados cuatro cuaternios arbitrarios de
norma 1 siempre hay alguna matriz de Sp(2) para la cual estos cuaternios son
autovalores por la izquierda. Este resultado no es trivial y nos será de utilidad para
estudiar la categoŕıa LS de Sp(2), como veremos en el Caṕıtulo 8.
Forma general de las matrices de Sp(2)
Consideremos el grupo de Lie 10-dimensional Sp(2) formado por las matrices
simplécticas 2 × 2, es decir, matrices cuaterniónicas A tales que A∗A = I. Des-
de el punto de vista geométrico, estas matrices corresponden a los endomorfismos
H-lineales por la derecha de H2 que conservan el producto hermı́tico 〈u, v〉 = u∗v.
Aśı, una matriz es simpléctica si y solo si sus columnas forman una base ortonormal
para este producto hermı́tico.
Buscamos una expresión general de una matriz simpléctica cualquiera.







, β 6= 0, |α|2 + |β|2 = 1, |γ| = 1.
Demostración. Por definición, las dos columnas A1, A2 de A forman una base orto-






, α, β ∈ H, |α|2 + |β|2 = 1.
Si β = 0, A es una matriz diagonal diag(α, δ) con |α| = 1 = |δ|.
Si β 6= 0, consideremos la aplicación H-lineal por la derecha 〈A1,−〉 : H2 → H,
que es sobre porque |A1| = 1. Entonces su núcleo K = (A1)⊥ tiene dimensión
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con |u| = 1, es ortogonal a A1, de manera que cualquier otro vector en K debe ser
un múltiplo cuaterniónico de u. Además, como A2 tiene norma 1, tenemos





, γ ∈ H, |γ| = 1.
Matrices simplécticas con infinitos autovalores
Pasamos entonces a aplicar el Teorema 1.3.6 a las matrices simplécticas.
Teorema 7.1.7. Las únicas matrices simplécticas A ∈ Sp(2) con infinitos autova-
lores por la izquierda son de la forma
A =
(
q cos θ −q sen θ
q sen θ q cos θ
)
, q ∈ H, |q| = 1, θ ∈ R, sen θ 6= 0.
Es decir, A es la matriz correspondiente a la composición Lq ◦ Rθ de una rotación
real de ángulo θ, Rθ 6= I, con una traslación por la izquierda Lq por un cuaternio
unitario, |q| = 1.
Demostración. Claramente, este tipo de matrices cumplen las condiciones de Huang
y So recogidas en el Teorema 1.3.6. Rećıprocamente, teniendo en cuenta la forma de
estas matrices (Prop. 7.1.6), tenemos que comprobar estas condiciones para
a = α, b = −βγ,
c = β, d = βαβγ/|β|2,
con β 6= 0. Como
a0 = −b−1c = γβ2/|β2| = s ∈ R,








Sustituyendo γ obtenemos b = −β y d = βαβ/|β|2. Por tanto,
a0 = −b−1c = −β−1β = 1.
Si ahora calculamos a1 queda
a1 = b
−1(a− d) = −β−1(α− βαβ/|β|2) = −1
|β|2
(βα− αβ).
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De donde <(α1) = 0, de modo que la condición a1 ∈ R implica a1 = 0. Luego βα es
igual a su conjugado, αβ, i.e. es un número real, βα = r ∈ R.
Por otro lado, como |α|2+ |β|2 = 1 y β 6= 0, se verifica que 0 < |β| ≤ 1. Tomamos
un ángulo cualquiera θ tal que |β| = sen θ, sen θ 6= 0 y definimos q = β/|β| de
manera que β = q sen θ con |q| = 1. Por otro lado, las relaciones |α| = | cos θ| y
|r| = |β‖α| implican que r = ± sen θ cos θ. Podemos asumir, cambiando el ángulo si
fuera necesario pero sin cambiar sen θ, que r = sen θ. Entonces,
α = r(β)−1 = rβ/|β|2 = q cos θ.
Finalmente, como d = βαβ/|β|2 = q cos θ, queda completa la prueba.
Proposición 7.1.8. Dada A = Lq ◦Rθ ∈ Sp(2) sus autovalores por la izquierda son
de la forma
λ = q(cos θ + sen θω)
con ω ∈ 〈i, j,k〉 = H0, |ω| = 1 y |q| = 1.
Demostración. El polinomio compañero de A es r2 + 1 = 0 de manera que sus
autovalores λ son de la forma λ = q cos θ − q sen θω, donde ω ∈ H es ráız de
r2 + 1 = 0.
Corolario 7.1.9. Un cuaternio λ ∈ H es autovalor por la izquierda de A = Lq ◦Rθ
si y sólo si |λ| = 1 y <(qλ) = cos θ.
Demostración. Los autovalores por la izquierda de una matriz simpléctica tienen
módulo 1 (ver proposición 7.1.5).
Si λ es un autovalor de A, por la proposición 7.1.8 se verifica que
<(qλ) = qq(cos θ + sen θω)
= |q|2(cos θ + sen θω),
luego <(qλ) = cos θ.
Rećıprocamente, si tenemos que <(qλ) = cos θ entonces
qλ = cos θ + v, con v ∈ H0.
Aśı
λ = qqλ = q(cos θ + v), con v ∈ H0.
Como |λ| = 1 y |q| = 1, entonces | cos θ + v| = 1 donde el primer sumando es
real y el segundo está en H0, de manera que
1 = | cos θ + v|2 = | cos θ|2 + |v|2 = cos2 θ + |v|2,
luego |v|2 = sen2 θ y por tanto, v = sen θω, con ω ∈ H0, |ω| = 1.
Corolario 7.1.10. Los autovalores por la izquierda de A = Lq ◦Rθ son todos los λ
tales que qλ es similar a eiθ.
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Matrices simplécticas cuyo espectro contiene al menos cuatro cuaternios
independientes
Recogemos a continuación dos lemas que necesitaremos para probar que da-
dos cuatro cuaternios unitarios arbitrarios siempre podemos encontrar una matriz
simpléctica para la cual dichos cuaternios sean autovalores por la izquierda






donde | · | denota la norma euclidiana.
Demostración. Si w =
n∑
j=1
wjej donde ej denotan los vectores de la base canónica y

































Corolario 7.1.12. Si α ∈ Mn×n(R) tiene rango máximo y sus filas son unitarias,




Demostración. En este caso
〈w, αi〉 = |w||αi| cos^(w, αi)
= |w| cos^(w, αi) 6 |w|.
La igualdad sólo se da si w ∈ 〈αi〉. Como los αi son independientes, w 6= 0 no puede
estar en la dirección de los cuatro αi al mismo tiempo. Entonces hay algún 1 6 i 6 4
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〈w, αi〉2]1/2 < (n|w|2)1/2 =
√
n|w|.
Teorema 7.1.13. Dados cuatro cuaternios λ0, . . . , λ3 ∈ H con |λs| = 1 siempre
podemos encontrar una A ∈ Sp(2) tal que λ0, . . . , λ3 ∈ σl(A).
Demostración. Considerando A = Lq ◦Rθ ∈ Sp(2), fijado cos θ y escribiendo
q = t+ xi + yj + zk
λs = ts + xsi + ysj + zsk
podemos expresar la condición del corolario 7.1.9 mediante el siguiente sistema t0 x0 y0 z0... ... ... ...














Si denotamos por α la matriz cuyas filas son las coordenadas de los λs y u =
(1, 1, 1, 1)T , el sistema se escribe
αq = cos θu.
(a) Si 0 < rangα < 4, podemos tomar cos θ = 0 de manera que tenemos un sistema
lineal homogéneo. Este sistema es compatible y el conjunto de soluciones forma
un espacio vectorial, en el que tenemos siempre alguna solución q de módulo
1. En este caso, una matriz tal que tiene a λ0, . . . , λ3 como autovalores es, por
ejemplo, A = Lq ◦Rπ/2.
(b) Cuando λ0, . . . , λ3 son independientes α es de rango máximo y, por tanto, in-
versible, luego
q = (cos θ)α−1u.
Por el lema 7.1.12 tenemos que 2 = |u| = |αα−1u| < 2|α−1u| luego |α−1u| > 1 y
aśı podemos escoger θ tal que




|q| = | cos θ||α−1u| = 1.
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Hemos obtenido entonces que λ0, . . . , λ3 son autovalores por la izquierda de A.
Ejemplo 7.1.14. Escogemos el conjunto formado por {−1, i,−i,−k}. Fijamos en-
tonces cos θ = 0 el sistema es
1 0 0 0
0 1 0 0
0 0 0 1





















tienen a 1, i,−i,k por autovalores.
Autovalores por la derecha
Un problema interesante planteado recientemente por Zhang [91, 2007] consiste
en comparar el espectro por la izquierda y por la derecha de una matriz cuater-
niónica. Los siguientes lemas nos dan los autovalores por la derecha de las matrices
Lq ◦Rθ.
Lema 7.1.15. Los autovalores por la derecha de Lq ◦ Rθ no dependen más que de
la clase de similitud de q.
Lema 7.1.16. Los cuatro autovalores por la derecha de la forma compleja de la
matriz A = Lq ◦ Rθ con q = a + jb quedan completamente determinados por las
ecuaciones 
<(p1) + <(p2) = 2<(a)c
<(p1)<(p2) = <(a)− s2
donde s = sen θ, c = cos θ y p1 6= p2 son dos de los autovalores por la derecha de A.
Recordemos que los autovalores de c(A) son conjugados dos a dos y unitarios, de
manera que con saber la parte real de dos no conjugados ya quedan completamente
determinados todos.
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con a ∈ C, |a| = 1 de manera que
det(c(A)− pI) =
(p2 − 2acp+ a2)(p2 − 2acp+ a2) =
p4 − 2acp3 + a2p2 − 2acp3 + 4|a|2c2p2 − 2|a|2acp+ a2p2 − 2|a|2acp+ |a|4 =
p4 − 4<(a)cp3 + (a2 + 4|a|2c2 + a2)p2 − (2|a|2ac+ 2|a|2ac)p+ |a|4 =
p4 − 4<(a)cp3 + (4<(a) + 2c2 − 2s2)p2 − 4<(a)cp+ 1.
Por otro lado, por la forma que tiene en este caso c(A), sus cuatro autovalores
son conjugados dos a dos luego,
det(c(A)− pI) =
(p− p1)(p− p1)(p− p2)(p− p2) =
p4 − 2(<(p1) + <(p2)p3 + (2 + 4<(p1)<(p2))p2 − 2(<(p1) + <(p2))p+ 1.
de donde
−4<(a)c = −2(<(p1) + <(p2))
4<(a) + 2c2 − 2s2 = 2 + 4<(p1)<(p2)





con |ω| = 1, ω ∈ H0.
En este caso tenemos cos θ = 0, sen θ = −1 y ω = a+jb con a, b ∈ C, a imaginario
puro. Sean p1, p2 dos autovalores por la derecha, entonces:
<(p1) + <(p2) = 0,
<(p1)<(p2) = −1,
luego 1 = <(p1) = −<(p2), de manera que estas matrices sólo tienen dos autovalores
por la derecha y son reales, p1 = 1, p2 = −1.
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7.2. Funciones caracteŕısticas de las matrices cua-
terniónicas
Al final del art́ıculo [88] al que nos refeŕıamos al introducir los autovalores por
la izquierda, Wood hace notar que





hay un determinante parcialmente
definido b− ac−1d y una función caracteŕıstica parcialmente definida
(7.3) λc−1λ− λc−1d− ac−1λ− b+ [ac−1d] = 0
que reduce el problema de los autovalores al teorema fundamental [del
álgebra]. Las dificultades empiezan con las matrices 3× 3”.
Wood dice también que
“desafortunadamente, parece no haber una función determinante adecua-
da en el caso cuaterniónico para reducir el problema de los autovalores
al teorema fundamental del álgebra.”
7.2.1. Antecedentes
En primer lugar, comentemos brevemente éste problema para los autovalores por
la derecha. Sea c(M) ∈ M2n×2n(C) la forma compleja de la matriz M ∈ Mn×n(H)
(ver Subsección 1.1.4). Entonces, como recogimos al estudiar los autovalores por la
derecha (Subsecc. 1.1.5), éstos son todos los cuaternios qzq−1, donde q ∈ H, q 6=
0, y z es un autovalor complejo de c(M). Es decir, z ∈ C es ráız del polinomio
caracteŕıstico complejo p(z) = det (c(M)− zI), pero a partir de p(z) no puede
obtenerse un polinomio cuaterniónico (ver también la Sección 7.4.4).
El problema es encontrar una función caracteŕıstica para matrices cuaterniónicas
de orden n que proporcione los autovalores por la izquierda. En el caso particular de
las matrices hermı́ticas, como todos sus autovalores por la derecha son reales (ver
Prop. 1.2.13), los espectros por la izquierda y por la derecha coinciden, de modo que
puede construirse un polinomio caracteŕıstico con variable real
p(t) = det(M − tI), con t ∈ R,
donde det es el determinante de las matrices hermı́ticas definido en la Subsección
1.2.3. Las ráıces de este polinomio son los autovalores (por la izquierda y por la dere-
cha) de M . Este polinomio caracteŕıstico coincide con la nueva función caracteŕıstica
que propondremos en la Subsección 7.2.2.
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F. Zhang propone utilizar el polinomio caracteŕıstico complejo para obtener una
nueva función en C×C a partir de la cual se pueden obtener los autovalores por la
izquierda. En [90] utiliza que un cuaternio λ es un autovalor por la izquierda de la
matriz M ∈Mn×n(H) si existe algún v ∈ C2n, v 6= 0, tal que
c(M − λI)v = 0,
ya que la forma compleja de la matriz cuaterniónica M − λI es singular. Si expre-
samos M = X + jY , con X, Y ∈ Mn×n(C) y λ = x + jy, con x, y ∈ C, λ es un
autovalor por la izquierda de M si y solo si es ráız de la función σ : C×C→ R dada
por
(7.4) σ(x, y) = det
(
X − xI −Y + yI
Y − yI X − xI
)
,
pero esta σ(x, y) ni siquiera es una función en los coeficientes de la matriz M .
Otra aproximación a la noción de función caracteŕıstica cuaterniónica es la de
I. Gelfand et alii. Estos autores utilizan los quasideterminantes para construir fun-
ciones caracteŕısticas de matrices cuaterniónicas [27]. Para cada matriz cuadrada de
orden n definen n2 funciones caracteŕısticas como sigue.
Definición 7.2.1. Sea A ∈ Mn×n(H), se definen las GR-funciones caracteŕısticas
de A como
fij(λ) = |λI − A|ij para 1 6 i, j 6 n,
donde | · |ij es el (i, j)−quasideterminante.
A partir del teorema que generaliza la identidad de Jacobi al caso cuaterniónico
(Teor. 1.2.23) podemos afirmar que estas GR-funciones caracteŕısticas verifican que
todas sus ráıces son autovalores por la izquierda. Sin embargo, ninguna de ellas nos
da todos los autovalores por la izquierda. Sus ráıces no son los autovalores por la
derecha. Veamos algunos ejemplos.
Ejemplo 7.2.2. Tomamos la matriz triangular B =
 i 0 0k j 0
−3i 2k k
. Su espectro
por la izquierda está formado por los elementos de la diagonal, es decir, σl(B) =
{i, j,k}. Sin utilizar la Proposición 1.2.19, la única GR-función caracteŕıstica que
podemos calcular es
f11(λ) = i− λ.
Utilizando 1.2.19 obtenemos
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f12(λ) = (i− λ)k(j− λ),
f13(λ) = (i− λ) (3i + 2k(j− λ)−1k)−1 (k− λ),





f33(λ) = k− λ
y las funciones f21(λ), f31(λ) y f32(λ) no existen.
Se ve claramente que ninguna de las fij tiene a todos los elementos del espectro
por la izquierda como ráız.
Ejemplo 7.2.3. Las GR-funciones caracteŕısticas no proporcionan los autovalores
por la derecha. Sea
D =
 i −1 00 k i
0 k j

La única GR-función que existe para esta matriz es :
f11(λ) = i− λ
Sin embargo, el polinomio caracteŕıstico de la complexificada de D es 2+2x+4x2 +
2x3 + 3x4 + x6. Puede comprobarse que ninguna de sus ráıces es similar a i.
7.2.2. Definición
Con estos antecedentes pasamos a introducir la noción de función caracteŕıstica
para una matriz cuaterniónica, que generaliza el polinomio caracteŕıstico usual de los
casos real y complejo. En particular, sus ráıces son los autovalores por la izquierda.
Como veremos, esta definición concuerda de manera natural con la ecuación para
orden 2 que da R. M .W. Wood (7.3), aśı como con el método propuesto por W. So
en [77] para calcular los autovalores de matrices de orden 3. Además muestra que,
en contra de lo que dice Wood en [88], śı hay una función que permita acometer el
estudio de los autovalores.
En el caso 2 × 2 esta función caracteŕıstica nos permitirá probar de un modo
geométrico el resultado de Huang-So (Teorema 1.3.6).
Definición 7.2.4. Una aplicación µ : H → H es una función caracteŕıstica de la
matriz M ∈ Mn×n(H) si, salvo una constante, su módulo |µ(λ)| = Sdet(M − λI)
para todo λ ∈ H.
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Nótese que λ es un autovalor por la izquierda de M si y solo si µ(λ) = 0.
Nota–. Como ya dijimos, es un hecho conocido que el espectro por la izquierda no es
invariante por semejanza. Sin embargo, por la Proposición 1.2.2, si P es una matriz
real inversible,
Sdet(M − λI) = Sdet(PMP−1 − λI).
Es decir, M y PMP−1 tienen las mismas funciones caracteŕısticas.
Ejemplo 7.2.5. Matrices diagonales y triangulares. Si
D = diag(q1, . . . , qn)
entonces
µ(λ) = (q1 − λ) · · · (qn − λ)
es una función caracteŕıstica para D. Análogamente para una matriz triangular.
7.2.3. Una función caracteŕıstica para orden dos
El determinante de Study nos permite dar, para orden 2, una función carac-
teŕıstica polinómica de grado 2. El comentario deR. M .W. Wood citado en 7.2
puede reformularse aśı:





∈M2(H) tiene una función caracteŕısti-
ca polinómica µ(λ).
Si b = 0 viene dada por
µ(λ) = (d− λ)(a− λ).
Si b 6= 0,
µ(λ) = c− (d− λ)b−1(a− λ).






= |(d− λ)(a− λ)|.












luego Sdet(A− λI) = 0 equivale a que
c− (d− λ)b−1(a− λ) = 0.
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Nota–. L. Huang [32] propone otra ecuación caracteŕıstica para las matrices de orden
2. Separa el caso c = 0 y para c 6= 0 dice que λ ∈ σl(A) si y solo si:
(λ− a)c−1(λ− d)− b = 0.
Este polinomio se obtiene también de manera inmediata sumándole (λ− a)c−1f2 a
la fila f1 en la matriz λI − A. Esta expresión es equivalente a
b− (a− λ)c−1(d− λ) = 0,
que es la expresión que da R. M .W. Wood en la Eq. (1) de [88] (hay un error
tipográfico en el original).
7.2.4. Función caracteŕıstica para matrices 3× 3
Recordemos que lo único que se sabe para las matrices de tamaño 3 × 3 se lo
debemos a W. So [77]. Lo que So ofrece es un estudio caso por caso, según las
relaciones entre las entradas de las matrices, en el que da una serie de polinomios
cuaterniónicos de grado menor o igual que tres cuyas ráıces son los autovalores por
la izquierda. Las ecuaciones resultantes no se saben resolver.
Desarrollamos ahora un método similar al que hemos visto para orden 2. De
nuevo nos basamos en que los autovalores por la izquierda de una matriz A ∈
M3×3(H) son las ráıces de Sdet(A − λI) = 0. En general, la función caracteŕıstica
que obtenemos es una función racional. Sin embargo, en el caso de que la matriz
tenga alguna entrada nula fuera de la diagonal, es posible obtener una función
caracteŕıstica polinómica. Podŕıa emplearse un algoritmo similar al que veremos
a continuación para calcular el Sdet(A) para cualquier orden n > 3.
Consideramos a lo largo de todo la sección la matriz cuaterniónica
A =
a b cf g h
p q r
 ∈M3×3(H).
Caso c = 0
Comenzamos estudiando el caso más sencillo, cuando algún elemento no diagonal
de la matriz se anula. Las propiedades de Sdet y en particular la Prop. 1.2.2 nos
permiten ir haciendo transformaciones de filas y columnas hasta situar el cero en
el puesto a13. La ventaja de este caso es que sus autovalores son las ráıces de un
polinomio cuaterniónico de grado tres.
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Partimos de
Sdet(A− λI) = Sdet
a− λ b 0f g − λ h
p q r − λ
 .
1. En primer lugar, si b, h = 0, tenemos una matriz triangular aśı que podemos
tomar
(7.5) µ(λ) = (r − λ)(g − λ)(a− λ).
2. Si b = 0 pero h 6= 0, el Lema 1.2.5 permite reducirnos al caso 2×2 y obtenemos
(7.6) µ(λ) =
(
q − (r − λ)h−1(g − λ)
)
(a− λ).
3. Finalmente, si b 6= 0, procedemos como sigue. Hacemos un cero en la primera
fila restando a la primera columna C1 la C2b
−1(a− λ),
Sdet(A) = Sdet
 0 b 0f − (g − λ)b−1(a− λ) g − λ h
p− qb−1(a− λ) q r − λ

y permutamos la segunda y la tercera columna para reducirla al caso 2 × 2.
Tomamos entonces como función caracteŕıstica:
µ(λ) = p− qb−1(a− λ)− (r − λ)h−1
(
f − (g − λ)b−1(a− λ)
)
.
Nota–. Alternativamente, podŕıamos simplemente permutar en la matriz ini-
cial las filas y las columnas segunda y tercera para obtener una matriz PAP−1
con la misma función caracteŕıstica. Esta nueva matriz verifica que c 6= 0 y
podŕıamos obtener su función como veremos a continuación (Prop. 7.2.7). Sin
embargo, nótese que con este último método, en lugar de obtener un polinomio,
obtenemos una función racional.
Caso c 6= 0
En la situación más general, cuando c 6= 0, utilizando las propiedades de Sdet
(Prop. 1.2.3) podemos hacer ceros en la primera fila, 0 0 cf − hc−1a g − hc−1b h
p− rc−1a q − rc−1b r
 .
Del Lema 1.2.5 y los resultados de orden 2× 2 se sigue:
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Proposición 7.2.7. Si c 6= 0, entonces Sdet(A) viene dado:
1. cuando g − hc−1b 6= 0, por
|c| · |g − hc−1b| · |p− rc−1a− (q − rc−1b)(g − hc−1b)−1(f − hc−1a)|;
2. cuando g − hc−1b = 0, por
|c| · |q − rc−1b| · |f − hc−1a|.
Definición 7.2.8. Dada la matriz A ∈ M3×3(H) llamamos polo de A al punto
λ0 = g − hc−1b.
Aplicando la Proposición 7.2.7 a la matriz A−λI obtenemos la siguiente función
caracteŕıstica de A.
Proposición 7.2.9. Sea A una matriz de orden 3×3 tal que c 6= 0. Se puede definir
una función caracteŕıstica para A como sigue:
1. si λ0 = g − hc−1b es el polo de A,
µ(λ0) =
(
q − (r − λ0)c−1b
) (
f − hc−1(a− λ0)
)
;
2. en otro caso
µ(λ) = (λ0 − λ)
[(
p− (r − λ)c−1(a− λ)
)
−(




f − hc−1(a− λ)
)]
.
Esta función está bien definida y cumple que:
1. Sdet(A− λI) = |µ(λ)| para todo λ ∈ H;
2. µ(λ) = 0 si y solo si λ es autovalor por la izquierda de A.
Nota–. Como recordamos antes, en [77], W. So probó que los autovalores por la
izquierda de estas matrices son las ráıces de ciertos polinomios cuaterniónicos de
grado ≤ 3. A pesar de que nuestro método es totalmente diferente del suyo, obte-
nemos que la función de la Proposición 7.2.9 es exactamente la fórmula que da So
en [77, p. 563]. Este es el motivo por el que hemos elegido hacer los cálculos de los
determinantes comenzando por la esquina superior derecha.
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Nota–. El polo λ0 puede tanto estar como no estar en el espectro de la matriz. Los
siguientes ejemplos nos lo muestran.
Ejemplo 7.2.10. Una matriz para la que el polo es autovalor.
A =
 0 −j i−1 + j j k
p q r
 ,
con p, q, r ∈ H cualesquiera. Para esta matriz el polo toma el valor λ0 = 1 + j. Su
imagen por la función caracteŕıstica de la Prop. 7.2.9 es
µ(λ0) = (q − (r − 1− j)k) (−1 + j + j(−1− j)) = 0.
Ejemplo 7.2.11. Matriz para la que el polo no es autovalor.
A =
 0 i 13i− k 0 1
k −1 + j + k 0
 .
En este caso, λ0 = −i y
µ(λ0) = (−1 + j + k + 1)(3i− k− i) = 1− i + 2j− 2k.
Continuidad en el polo
El módulo de la que hemos definido como función caracteŕıstica es exactamente





es decir, el módulo del ĺımite existe y es finito.
Sin embargo, el mismo ejemplo 7.2.11 nos muestra que a pesar de que la norma
|µ| de la función caracteŕıstica de la Proposición 7.2.9 es continua, µ puede no serlo
en el polo λ0.
Sea  0 i 13i− k 0 1
k −1 + j + k 0
 .
Como hemos visto, su polo es λ0 = −i y µ(λ0) = (j+k)(2i−k) = 1− i+2j−2k.
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Pero tomando ĺımites restringidos se comprueba fácilmente que el valor del ĺımite
que buscamos depende de por dónde nos acerquemos al polo. De hecho, el ĺımite
ĺım
ε→0
µ(−i + εq) = −q(j + k)q−1(2i− k)
depende de q ∈ H, luego no existe ĺım
λ→λ0
µ(λ).
Si es o no posible encontrar siempre, aparte del caso polinómico, una función
caracteŕıstica que sea continua es una cuestión abierta.
7.3. Estudio mediante el grado de una función ca-
racteŕıstica
En [33] Huang y So probaron que una matriz 2 × 2 puede tener uno, dos o
infinitos autovalores. En la sección 7.1.1 propusimos una nueva prueba de ese mismo
resultado. Ambos métodos, aparentemente, son dif́ıciles de generalizar para orden
n > 2.
Frente a estos estudios, ambos de naturaleza algebraica, proponemos aqúı una
visión más topológica. La idea fundamental consiste en estudiar el grado topológico
de las funciones caracteŕısticas 7.2.6 y 7.2.9 y el rango de sus linealizadas. El caso
de la matrices 2 × 2 queda completamente cerrado ya que podemos discutir las
ecuaciones cuaterniónicas que obtenemos al linealizar. Para orden 3×3 no obtenemos
tanta información pero śı podemos decir cuáles son las ecuaciones que habŕıa que
discutir.
7.3.1. Teoŕıa del grado
Veamos a continuación algunos resultados topológicos que necesitamos para nues-
tro estudio.
El grado topológico (también llamado grado de Brouwer) de una aplicación con-
tinua puede definirse utilizando técnicas o bien de topoloǵıa algebraica [11] o bien
del análisis funcional [9, 67]. Nuestra intención es aplicar los siguientes resultados
conocidos (ver, por ejemplo, [58, pag 101]).
Definición 7.3.1. Dada una aplicación diferenciable ente variedades, ρ : M → N
con dimM = dimN , diremos que r ∈ N es un valor regular de ρ si la diferencial
ρ∗q : TqM → TrN es de rango máximo para todo q ∈ ρ−1(r).
Lema 7.3.2 (de Sard). El conjunto de valores regulares es denso en N .
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Teorema 7.3.3. Sea M una variedad orientable conexa y cerrada y ν : M →M un
aplicación diferenciable de grado k. Sea m ∈M un valor regular tal que la diferencial
ν∗λ conserva la orientación para cualquier λ de la fibra ν
−1(m). Entonces, la imagen
rećıproca ν−1(m) es un conjunto finito con k elementos.
En el libro de Eilenberg-Steenrod se puede encontrar una prueba rigurosa del
siguiente resultado [15, pags 304–310].
Proposición 7.3.4. Dos aplicaciones continuas en la esfera Sn → Sn son homóto-
pas si y solo si tienen el mismo grado.
7.3.2. Derivación en espacios de Banach
La existencia de una norma multiplicativa |q| = (qq)1/2 en H garantiza que la
prueba usual de la regla de Leibniz sigue pudiendo aplicarse en este contexto. Vea-
mos con detalle cómo obtener las reglas de derivación en el ámbito no conmutativo.
Observemos que, siempre que respetemos el orden, en el caso cuaterniónico se con-
servan las reglas de derivación del producto y del cociente:
Lema 7.3.5. Sean A,B : R→Mn×n(H) diferenciables. Entonces
d
dt



















[(A(t+ h)− A(t))B(t+ h) + A(t)(B(t+ h))−B(t))] =
A′(t) ĺım
h→0
B(t+ h) + A(t)B′(t) =
A′(t)B(t) + A(t)B′(t).
A partir de esta propiedad podemos establecer una fórmula para la diferencial
del producto de aplicaciones cuaterniónicas.
Lema 7.3.6. Sean f, g : H → H dos aplicaciones diferenciables. Entonces, la dife-
rencial del producto viene dada por
(fg)∗λ(X) = f∗λ(X)g(λ) + f(λ)g∗λ(X).
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Consideramos el espacio vectorial H como una variedad diferenciable difeomorfa a
R4. Entonces, para una aplicación ρ : H→ H diferenciable, su diferencial en cualquier









7.3.3. Estudio topológico del caso 2× 2
A continuación desarrollamos con detalle el caso 2 × 2, interpretando los resul-








El caso b = 0 está completamente cerrado, A es una matriz triangular y sus au-
tovalores son λ1 = a y λ2 = c. Aśı que, a partir de ahora podemos suponer,
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sin pérdida de generalidad, b 6= 0 ya que para cualquier matriz real inversible P ,
σl(PAP
−1) = σl(A), lo que permite permutar filas y columnas.
Como hab́ıamos visto en la Sección 7.2.3, calcular el espectro es equivalente a
encontrar las ráıces de la función caracteŕıstica
(7.7) µ(λ) = c− (d− λ)b−1(a− λ).
Nótese que, como veremos a continuación, esta función caracteŕıstica polinómica
µ : H → H se puede extender de manera continua (e incluso diferenciable ) a una
aplicación µ : S4 → S4 en la esfera S4 = H∪{∞}. Esto se debe a que ĺım |µ(λ)| =∞
cuando |λ| → ∞.
Para este caso puede reformularse la Proposición 7.3.4 como sigue.
Proposición 7.3.8. Una aplicación polinómica como µ y la aplicación λ2 son
homótopas en la esfera S4, por tanto, tienen el mismo grado topológico, 2.
Demostración. Probamos que podemos extender la función caracteŕıstica a
µ : H ∪ {∞} 7→ H ∪ {∞}.
En efecto,
|µ(λ)| ≥ |(d− λ)b−1(a− λ)| − |c|
pero
|(d− λ)b−1(a− λ)| = |(d− λ)| · |b−1| · |(a− λ)|
y como a, d son constantes,
ĺım
|λ|→∞







Veamos ahora que µ es homótopa a −λ2. Podemos tomar en H los caminos
a(t) = at, c(t) = ct y d(t) = dt que llevan a, c y d en 0 respectivamente. Aśı,
µ(λ) ' ct− (dt− λ)b−1(at− λ),
de modo que nos queda solo el término de mayor grado, −λb−1λ. Ahora bien, como
H − {0} es conexo por caminos, podemos encontrar un camino γ(t) de b−1 a 1 sin
pasar por 0, por tanto, µ(λ) ' −λ2 y la homotoṕıa conserva el punto del infinito.
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Como consecuencia, teniendo en cuenta que el determinante de la matriz asocia-
da a la aplicación diferencial es siempre mayor o igual que cero (ver Prop. 1.5.1),
obtenemos el resultado que queŕıamos.
Corolario 7.3.9. Si 0 es un valor regular de µ, entonces
µ−1(0) = σl(A)
está formado por dos puntos.
Linealización
Dada una función caracteŕıstica µ clasificaremos las matrices en función de que
0 sea o no un valor regular para µ. Hacemos la diferencial de µ para calcular su
rango.





, b 6= 0,
la diferencial de su función caracteŕıstica µ : H −→ H viene dada por
(7.8) µ∗λ(X) = Xb
−1(a− λ) + (d− λ)b−1X.
La prueba es una aplicación directa de las reglas de derivación del producto y
del inverso en el caso cuaterniónico vistas en la Subsección 7.3.2
La expresión obtenida es un polinomio cuaterniónico lineal tipo ecuación de
Sylvester. Utilizando algunos resultados conocidos recogidos en la Sección 1.5.1 para
calcular el rango de esta aplicación podemos clasificar los posibles espectros de una
matriz 2 × 2 según los valores que tome dicho rango. El método es completamente
nuevo; la clasificación que damos coincide con la de L. Huang y W. So [33].
Clasificación
Sea λ un autovalor de A, es decir µ(λ) = 0 para la aplicación µ en (7.7). Siguien-
do la notación que hemos usado para la ecuación de Sylvester en la Sección 1.5.1
llamaremos α = (d− λ)b−1 y β = b−1(a− λ).
Proposición 7.3.11. Si rang µ∗λ = 0, entonces a0, a1 son números reales y ∆ = 0.
Más aún, λ = (a+ d)/2 y la matriz tiene un único autovalor
Demostración. Sea λ ∈ σl(A) y supongamos rang µ∗λ es nulo. Por la Proposición
1.5.2, esto se da cuando y solo cuando
(7.9)
(d− λ)b−1 = s ∈ R
b−1(a− λ) = −s.
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Como λ es autovalor, c = (d−λ)b−1(a−λ) = −bs2. Además, de (7.9) se deduce que
−2sb = a− d y por tanto, λ = 1
2
(a− d) es el único autovalor.
Lema 7.3.12. Sean q1, q2 dos cuaternios similares que no conmutan. Entonces, la
ecuación λ2 − (q1 + q2)λ+ q1q2 = 0 tiene una única solución λ = q2.
Demostración. Si λ 6= q2 es una solución, de la igualdad (λ − q2)λ = q1(λ − q2) se
sigue que λ y q1 son similares, entonces, <(λ) = <(q1) = <(q2) y |λ| = |q1| = |q2|.
Sustituyendo en la ecuación, se van las partes reales y las normas, aśı que podemos
suponer que q1, q2, λ son imaginarios puros unitarios. Esto es, q1, q2, λ ∈ S2 ⊂ H0. Por
tanto, λ2 = −1 = q22, de manera que la ecuación se reduce a (q1 + q2)λ = (q1 + q2)q2
es decir, λ = q2, pero esto es una contradicción.
Proposición 7.3.13. Si rang µ∗λ = 2 pueden ocurrir dos cosas:
1. El espectro es esférico tipo (1.4) y todos los autovalores de A son de rango 2;
2. o la matriz A solo tiene un autovalor.
Demostración. Usando el difeomorfismo a + bσl(A
′) = σl(A) podemos sustituir A





Como el rango es 2, por el Teorema 1.5.2 tenemos que
α = t+ ω1,
β = −t+ ω2
con ω1, ω2 ∈ H0 = 〈i, j,k〉, |ω1| = |ω2| 6= 0. Entonces
a1 = −2t+ ω2 − ω1.
La primera posibilidad es que ω2 = ω1, entonces a1 = −2t. Como los autovalores
anulan la función caracteŕıstica, µ(λ) = 0,
a0 = t
2 + |ω2|2 6= 0,
∆ = −4|ω2|2 < 0.
Entonces, tenemos el caso esférico (1.4). En particular,
2λ = −a1 + q
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con q = −2ω2. Los otros autovalores son de la forma
(−a1 + q)/2
con q2 = −4|ω2|2, entonces la diferencial de µ verifica que
α = t− q−1/2,
β = −t− q/2
de modo que todos los demás autovalores también tienen rango 2.
La segunda posibilidad es que ω2 6= ω1. Entonces
a1 = −2t+ ω2 − ω1,
a0 = (t+ ω1)(t− ω2)
y el Lema 7.3.12 nos muestra que el único autovalor es λ = t− ω2.
Proposición 7.3.14. El rango de la diferencial es máximo, rang µ∗λ = 4, si y solo
si la matriz tiene exactamente dos autovalores.
Demostración. Como para un autovalor λ la diferencial es de rango máximo, la
matriz A no puede estar en las condiciones de las Proposiciones 7.3.11 o 7.3.13, por
lo tanto, todos sus autovalores son de rango máximo.
Entonces, por el teorema de la función inversa, la fibra µ−1(0) es discreta (de
hecho, compacta) y por el Teorema 7.3.3, su cardinal es igual al grado de la aplicación
µ , que es 2 (Prop. 7.3.4).
Obsérvese que en el caso particular en el que la matriz sea triangular, es decir,
bc = 0, σl(A) = {a, d}. Como
µ∗λ(x) = x(a− λ) + (d− λ)x,
El rango de la diferencial solo puede ser 0 ó 4. rang(µ∗a) = 4 sii a 6= d. Luego
rang(µ∗a) = 0 sii σl(A) = {a}.
Nota–. En [47], Janovská y Opfer consideran polinomios cuaterniónicos y muestran
que hay varios tipos de ceros según el rango de ciertas matrices reales de orden 4×4,
pero su procedimiento no parece tener ningún significado geométrico.
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Ejemplo 7.3.15. Una matriz con un solo autovalor para la que la diferencial de la






. Tomamos como función caracteŕıstica
µ(λ) = −λ2 + λj + iλ.
La ecuación µ(λ) = 0 tiene como única ráız λ = 0, es decir, σl(M) = {0}. La
diferencial es µ∗0(x) = xj + ix con matriz asociada
0 −1 −1 0
1 0 0 −1
1 0 0 −1
0 1 1 0
 .







µ(λ) = iλ+ λi− λ2,
µ∗λ(x) = x(i− λ) + (i− λ)x.
En este caso b−1c = −1, b−1(a − d) = 0 ∈ R y ∆ = −4 < 0. El conjunto de sus
autovalores por la izquierda está formado por una esfera centrada en i de radio 2.
σl(M) = {i +
q
2
: <(q) = 0, |q|2 = 4}.
Si fijamos λ ∈ σl(M), λ = i + q2 con q = q1i + q2j + q3k, la matriz real asociada a
µ∗λ(x) es 
0 −2q1 −2q2 −2q3
2q1 0 0 0
2q2 0 0 0
2q3 0 0 0
 ,













µ(λ) = i + (j− λ)i(j− λ),
µ∗λ(x) = −x− x = −2x.
Tenemos que el espectro por la izquierda es σl(M) = {i + j,−i + j} y es inmediato
que la diferencial es de rango 4.
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7.3.4. Estudio topológico del caso 3× 3
Para matrices de orden 3, al hacer la diferencial de la función caracteŕıstica 7.2.9,
obtenemos de nuevo una ecuación lineal que podemos discutir con el método visto
en 1.5.3. Por ahora no podemos establecer una clasificación completa pero el método
nos permite hallar el rango de la diferencial µ∗λ para cada uno de los autovalores
por la izquierda de una matriz cuaterniónica de orden tres arbitaria.
Una vez más estudiamos separadamente el caso en el que la matriz tenga alguna
entrada nula fuera de la diagonal. Recordemos que en este caso la función carac-
teŕıstica es continua de modo que el comportamiento es análogo al de las matrices
2× 2.
Caso polinómico
Comenzamos tomando matrices con c = 0, de modo que su función caracteŕıstica
µ sea un polinomio de grado 3. Para este tipo de matrices podemos extender µ de
manera continua a la esfera S4.




Demostración. 1. Si b = h = 0, µ(λ) = (r − λ)(g − λ)(a− λ) pero
ĺım
|λ|→∞
|r − λ| = ĺım
|λ|→∞
|g − λ| = ĺım
|λ|→∞
|a− λ| =∞.
2. Si b = 0, h 6= 0, la función caracteŕıstica µ(λ) = (q − (r − λ)h−1(g − λ)) (a−λ)
se extiende de manera continua a la esfera por el resultado obtenido para el
caso 2× 2 (Prop. 7.3.8) y porque ĺım
|λ|→∞
|a− λ| =∞.
3. Por último, si b 6= 0, la expresión de µ es




≥ |(r − λ)h
−1(g − λ)b−1(a− λ)|
|λ|2
− | − p+ qb















|h−1b−1||a− λ| = ∞
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mientras que el ĺımite del sustraendo es cero. Por tanto, ĺım
|λ|→∞
|µ(λ)|




En este caso tendremos siempre grado topológico 3, por ser µ un polinomio con
un único término de mayor grado, de modo que µ ∼ λ3.
Linealización
De nuevo, calculamos la diferencial de la función caracteŕıstica para calcular su
rango y poder estudiar si el 0 es o no un valor regular.
Proposición 7.3.19. Para cualquier autovalor izquierda λ de una matriz del tipo
A =
a b 0f g h
p q r
 , la diferencial de su función caracteŕıstica µ : H −→ H viene dada
por
1. si b, h = 0,
µ∗λ(X) = −X(g − λ)(a− λ)− (r − λ)(g − λ)X − (r − λ)X(a− λ);




q − (r − λ)h−1(g − λ)
)
X+(r−λ)h−1X(a−λ);
3. en otro caso,
µ∗λ(X) =
(





f − (g − λ)b−1(a− λ)
)
− (r − λ)h−1Xb−1(a− λ).
La prueba es una aplicación directa de las reglas de derivación del producto y
del inverso en el caso cuaterniónico vistas en la sección 7.3.2
La expresión obtenida es una ecuación Px+xQ+RxS = 0, cuyo rango podemos
calcular según el método visto en la Subsección 1.5.3.
Ejemplo 7.3.20. Matrices triangulares A =
a 0 0f g 0
p q r
.
En general, estas matrices tienen tres autovalores distintos, todos ellos con di-
ferencial de rango máximo (cuatro). Si hay dos autovalores iguales y uno distinto,
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la diferencial en el autovalor que se repite es idénticamente nula y en el otro de
rango máximo. Por último, si todos los elementos de la diagonal fuesen iguales, la
diferencial seŕıa de rango nulo en este único autovalor.
Su espectro por la izquierda está formado por λ1 = a, λ2 = g y λ3 = r. La
función caracteŕıstica es
µ(λ) = (r − λ)(g − λ)(a− λ),
con diferencial
µ∗λ(X) = −X(g − λ)(a− λ)− (r − λ)(g − λ)X − (r − λ)X(a− λ).
La diferencial en cada uno de los autovalores es o bien una traslación izquierda,
o bien una traslación derecha, o bien una composición de ambas:
µ∗a(X) = L(a−r)(g−a)(X),
µ∗g(X) = L(g−r) ◦R(a−g)(X),
µ∗r(X) = L(r−g)(a−r)(X).
Luego, en general, una matriz diagonal tiene tres autovalores distintos, todos ellos
con diferencial de rango máximo. Si hay dos autovalores iguales y uno distinto, para
el que se repite la diferencial es idénticamente nula y para el otro de rango máximo.
Por último, si todos los elementos de la diagonal fuesen iguales, la diferencial seŕıa
de rango nulo para este único autovalor.
Nótese que, como se observa en este caso, a diferencia de lo que ocurre para
matrices 2× 2, no todos lo autovalores tienen por qué ser del mismo rango.
Nota–. Los siguientes ejemplos están calculados usando Mathematica.
Ejemplo 7.3.21. Una matriz con tres autovalores distintos, todos ellos de rango
máximo. Sea A =
 k 0 03i− j −i i
1− 2k j −j
. Su función caracteŕıstica es
µ(λ) = (−1− k + λi)λ(k− λ)
y por tanto σl(A) = {k, 0,−i− j}. La diferencial de µ en cada uno de los autovalores
es siempre de rango máximo,
µ∗k(X) = (−1− i + k)X;
µ∗0(X) = −(1 + k)Xk;
µ∗(−i−j)(X) = −X(−1− i + j) +X(i + j + k).
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Ejemplo 7.3.22. Una matriz con dos autovalores, uno de ellos de rango nulo y otro
de rango máximo. Sea A =
−i− j 0 0k −i i
1− i j −j
. Esta vez,
µ(λ) = (1 + k − λi)λ(i + j + λ)
de modo que σl(A) = {0,−i − j}, con multiplicidades uno y dos respectivamente.
En cuanto a la diferencial, para el autovalor simple es de rango máximo y para
λ = −i− j se anula.
µ∗0(X) = (1 + k)X(i + j);
µ∗(−i−j)(X) = 0.
Ejemplo 7.3.23. La matriz A =
 −1 1 0j 0 −1
1− j −1 1
. Para esta matriz, µ(λ) =




























µ∗λ(X) = X(−2− j + λ2) + λ2X + λXλ =
Lλ2 +R−2−j+λ2 + LλRλ,
que en λ1 es simplemente una traslación derecha, µ∗0(X) = −X(2 + j) y para λ2 y
λ3 tiene como matriz asociada
M =

5 0 −5 0
0 7 0 1
5 0 5 0
0 −1 0 0
 ,
que también es de rango máximo.
Ejemplo 7.3.24. Sea A =
 j 1 02i −k 1
2− i− 2j −1− j + k −i− k
 . La matriz A es del
tipo bc 6= 0 y su función carcteŕıstica es
µ(λ) = 2− i− 2j + (1 + j− k)(j− λ) + (i + k− λ) (2i + (k + λ)(j− λ)) .
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Se comprueba que λ = 0 es un autovalor por la izquierda de A. En este punto, la




0 −2 0 0
0 0 −2 0
0 0 0 0
2 0 −2 0
 .
Caso no polinómico
En el caso en el que ninguno de los elementos no diagonales se anule, la función
caracteŕıstica de la Prop. 7.2.9 es racional con un punto de discontinuidad, el polo
λ0, de modo que no puede extenderse de manera continua a la esfera. Aśı, para poder
hacer un estudio topológico análogo al del caso polinómico es necesario emplear la
teoŕıa del grado local (véase, por ejemplo el libro de K. Deimling [9]). En este caso
nos limitamos simplemente a dar la expresión de la diferencial.
Proposición 7.3.25. Para una matriz 3×3 con c 6= 0 la diferencial de la la función




−p+ (r − λ)c−1(a− λ) + (q − (r − λ)c−1b)(λ0 − λ)−1(f − hc−1(a− λ))
]
+(λ0 − λ)Xc−1(a− λ)− (λ0 − λ)Xc−1b(λ0 − λ)−1(f − hc−1(a− λ))
−(λ0 − λ)(q − (r − λ)c−1b)(λ0 − λ)−1X(λ0 − λ)−1(f − hc−1(a− λ))
+
[
(λ0 − λ)(r − λ)c−1 − (λ0 − λ)(q − (r − λ)c−1b)(λ0 − λ)−1hc−1
]
X.
7.4. Teorema de Cayley-Hamilton
Discutimos a continuación la posible extensión del teorema de Cayley-Hamilton
para funciones caracteŕısticas de autovalores por la izquierda de matrices cuater-
niónicas. Para orden dos es sencillo pues se trata de un polinomio. Para n = 3,
en general, µ será una función racional del tipo P (λ) − Q(λ)(λ0 − λ)−1F (λ) don-
de P,Q, F son polinomios, definida salvo en un punto de discontinuidad λ = λ0.
Comprobaremos que el teorema de Cayley-Hamilton se verifica en todos los casos.
Dos son los principales problemas con los que nos encontramos. El primero, es
que en el caso conmutativo, tenemos polinomios caracteŕısticos en variable compleja
que se extienden de manera natural a un polinomio con una matriz como varia-
ble. Sin embargo, en el ámbito cuaterniónico, no hay una extensión obvia para una
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función caracteŕıstica cualquiera. Afortunadamente, hemos encontrado funciones ca-
racteŕısticas que son polinomios o funciones racionales, que se extienden de manera
natural a una aplicación µ : Mn×n(H)→Mn×n(H).
El segundo problema, es que ninguna de las demostraciones conocidas para el
caso conmutativo parece poder adaptarse a nuestro ámbito, de modo que hemos
tenido que probarlo directamente.
Es interesante tratar de extender este teorema a Mn×n(H) pues su múltiples
aplicaciones facilitan mucho los cálculos de las funciones exponencial y logaŕıtmica,
tan útiles en el ámbito de la robótica [25, 83]. Por ejemplo, dada una matriz A
de orden n sobre un cuerpo, el teorema de Cayley-Hamilton permite reducir un
polinomio en A de cualquier grado a un polinomio de grado menor o igual que n−1;
en general, cualquier función anaĺıtica puede expresarse en términos de polinomios
de grado menor o igual que n− 1, en particular, esto se verifica para la exponencial.
En principio, estas aplicaciones no se extienden al ámbito cuaterniónico, ya que
ni siquiera tenemos una “buena expresión” de una serie de potencias, pero podŕıa
estudiarse cómo extender la serie de la exponencial exp(At) ya que, en este caso, los
coeficientes pueden obtenerse a partir de los autovalores de la matriz A [71].
Nota–. Para matrices 4 × 4 puede construirse de modo análogo una función carac-
teŕıstica racional. En el caso de que la matriz tenga dos entradas nulas fuera de la
diagonal puede probarse que esta función verifica el teorema de Cayley-Hamilton.
Para todos los ejemplos (arbitrarios) de matrices sin entradas nulas que hemos pro-
bado, hemos obtenido el mismo resultado pero no tenemos ninguna prueba genérica.
7.4.1. Caso n = 2
Hemos visto que para orden dos podemos encontrar una función caracteŕıstica
polinómica µ(λ) para la cual es fácil probar que µ(A) = 0.





∈ M2×2(H) y µ(λ) = c − (d − λ)b−1(a − λ) la






















Nota–. Se sigue que
Ac−1A = Ac−1d+ ac−1A+ (b− ac−1)I,
que es una generalización de la fórmula A2 = Tr(A)A − (detA)I en el ámbito
conmutativo.
118 II. 7 Autovalores cuaterniónicos por la izquierda
7.4.2. Orden tres. Caso polinomial
Como vimos anteriormente, para n = 3, si la matriz tiene algún cero fuera de la
diagonal, también podemos escoger la función caracteŕıstica µ de modo que sea un
polinomio cuaterniónico (bilateral) de grado 3. En este caso, un cálculo directo nos
muestra que se verifica el teorema de Cayley-Hamilton.
Teorema 7.4.2. Sea A una matriz cuaterniónica 3 × 3 con alguna entrada nula
fuera de la diagonal. Entonces existe una función caracteŕıstica polinómica µ tal que
µ(A) = 0.
Lo probaremos primero para las matrices con c = 0.
Proposición 7.4.3. Sean A =
a b 0f g h
p q r
 y µ(λ) la función caracteŕıstica definida
en la Subsección 7.2.4. Entonces µ(A) = 0.
Demostración. Si b, h = 0, tomamos la fórmula (7.5), de modo que µ(A) esr − a 0 0−f r − g 0
−p −q 0
g − a 0 0−f 0 0
−p −q g − r
 0 0 0−f a− g 0
−p −q a− r
 =
0 0 00 0 0
0 0 0
 .
Si b = 0, h 6= 0, tomamos la fórmula (7.6), y comprobamos quer − a 0 0−f r − g −h
−p −q 0
h−1
g − a 0 0−f 0 −h
−p −q (g − r)
 0 0 0−f a− g −h
−p −q a− r
 =
q
 0 0 0−f a− g −h
−p −q a− r
 ,
es decir,
(rI − A)h−1(gI − A)(aI − A) = q(aI − A),
por tanto µ(A) = 0.
Si b 6= 0, tenemos que
Sdet(A− λI) = Sdet
 0 0 bf − (g − λ)b−1(a− λ) h g − λ
p− qb−1(a− λ) r − λ q
 ,
de manera que, por el Lema 1.2.4, estamos en el caso 2× 2.
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En primer lugar, asumamos que h = 0 y tomemos
µ(λ) = (r − λ)
(
f − (g − λ)b−1(a− λ)
)
.
Comprobamos quer − a −b 0−f r − g 0
−p −q 0
g − a −b 0−f 0 0
−p −q g − r
 b−1
 0 −b 0−f a− g 0
−p −q a− r
 =




(rI − A)(gI − A)b−1(aI − A) = (rI − A)f,
por tanto, µ(A) = 0.
Por otro lado, si h 6= 0 tomamos
(7.10) µ(λ) = p− qb−1(a− λ)− (r − λ)h−1
(




pI − qb−1(aI − A)− (rI − A)h−1f =p− (r − a)h−1f q + bh−1f 0qb1f + fh−1f p− qb−1(a− g)− (r − g)h−1f qb−1h+ f
qb−1p+ ph−1f qb−1q + qh−1f p− qb−1(a− r)

y comprobamos que es igual a
−
r − a −b 0−f r − g −h
−p −q 0
h−1
g − a −b 0−f 0 −h
−p −q g − r
 b−1
 0 −b 0−f a− g −h
−p −q a− r
 =
−(rI − A)h−1(gI − A)b−1(aI − A),
luego µ(A) = 0.
Lema 7.4.4. Sea A una matriz cuaterniónica tal que µ(A) = 0 para algún polinomio
cuaterniónico µ(λ). Sea B = PAP−1, con P una matriz real. Entonces µ(B) = 0.
Demostración. Basta observar que si ν(λ) = q1λq2λ · · · qkλqk+1 es un monomio,
entonces ν(B) = Pν(A)P−1.
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Nótese que se verifica el mismo resultado cuando µ(λ) es una función racional.
Permutando consecutivamente filas y columnas, se deduce el Teorema 7.4.2.
Ejemplo 7.4.5. Consideremos la matriz A =
1 i ii j k
0 −1 j
. Es similar v́ıa una matriz
real a
 j −1 0k j i
i i 1
, cuya función caracteŕıstica viene dada por la función (7.10), es
decir,
µ(λ) = i + i(j− λ) + (1− λ)i
(
k + (j− λ)2
)
.
Entonces se verifica la siguiente ecuación:
AiA2 = AiAj + AkA+ iA2 − iAj + A(i + j)− (i + k)A+ (k− j)I.
7.4.3. Orden tres. Caso no polinomial
Cuando todas las entradas fuera de la diagonal son no nulas, la función ca-
racteŕıstica es una función racional con un polo (ver Proposición 7.2.9). Podemos
extenderla de manera natural al espacio de matrices como sigue.
Sea λ0 = g − hc−1b el polo de A. Sean
f0 = f − hc−1(a− λ0),
q0 = q − (r − λ0)c−1b.
Lema 7.4.6. La matriz λ0I − A es inversible si y solo si f0, q0 6= 0.
Demostración. Por la Proposición 7.2.7, Sdet(λ0I − A) = |c| · |q0f0|.
Definición 7.4.7. De acuerdo con la Proposición 7.2.9, definimos µ : Mn×n(H)→
Mn×n(H) como sigue:
1. si λ0I −B no es inversible, entonces µ(B) = q0f0I;
2. en otro caso,
µ(B) = (λ0I −B)
[(
pI − (rI −B)c−1(aI −B)
)
−(




fI − hc−1(aI −B)
)]
.
Proposición 7.4.8. La aplicación µ de la Definición 7.4.7 satisface el teorema de
Cayley-Hamilton, es decir, µ(A) = 0.
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Demostración. Si λ0I −A no es inversible, entonces, µ(A) = q0f0I = 0 por el Lema
7.4.6. En otro caso basta probar que








fI − hc−1(aI − A)
)
.
Lema 7.4.9. Un cálculo directo muestra que el primer término (7.11) es igual a −bc
−1f −q + (r − a)c−1b+ bc−1(a− g) ...
(r − g)c−1f − hc−1p p− fc−1b− hc−1q − (r − g)c−1(a− g) ...
−qc−1f −pc−1b+ qc−1(a− g) ...
... −bc−1h
... −f + (r − g)c−1h+ hc−1(a− r)
... −qc−1h
 .
Calculemos ahora el término (7.12).
Comenzamos calculando (λ0I − A)−1 por eliminación Gaussiana. Sea
P1 =
 1 0 00 1 0
c−1(λ0 − a) 0 1
 , P2 =




(7.13) (λ0I − A)P1P2 =
 0 0 −c−f0 0 −h
−p0 −q0 λ0 − r
 ,
donde
p0 = p− (λ0 − r)c−1(λ0 − a).
La inversa de la matriz (λ0I − A)P1P2 en (7.13) es
B =
 f−10 hc−1 −f−10 0−q−10 (p0f−10 hc−1 + (λ0 − r)c−1) q−10 p0f−10 −q−10
−c−1 0 0
 .
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−1 + (λ0 − r)c−1
) ...











... −c−1(λ0 − a)f−10 − c−1bq−10 p0f−10 c−1bq−10
 .
Más aún,
F = fI − hc−1(aI − A) =
 f hc−1b hhc−1f f − hc−1(a− g) hc−1h
hc−1p hc−1q f − hc−1(a− r)
 ,
mientras que
Q = qI − (rI − A)c−1b =
q − (r − a)c−1b bc−1b bfc−1b q − (r − g)c−1b hc−1b
pc−1b qc−1b q
 .
Si ahora calculamos (P1P2B)F , tenemos que es igual a 0
...




bq−10 ((λ0 − r)c−1f + hc−1p)− f
) ...
... −1 ...
... q−10 (p0 − (λ0 − r)c−1hc−1b− hc−1q)
...
... −c−1bq−10 (p− (λ0 − r)c−1(g − a)− hc−1q) + c−1(a− g)
...
... 0
... −q−10 ((λ0 − r)c−1h+ f − hc−1(a− r))
... −c−1h+ c−1bq−10 ((λ0 − r)c−1h+ f − hc−1(a− r))
 .
Finalmente, el (7.12) es Q(P1P2BF ), obtenemos aśı el resultado que queŕıamos.
7.4.3 Orden tres. Caso no polinomial 123
Ejemplo 7.4.10. Sea A =
1 i −ji −1 k
1 −1 j
. El polo es λ0 = −2 y su imagen µ(λ0) =
−4− 4i + 8j. Para λ 6= −2, la función caracteŕıstica es
µ(λ) = −(2 + λ)
(
2 + λ(−1 + j)− λjλ+ (−1 + i− λk)(2 + λ)−1i(2− λ)
)
.
Con la notaciones de la demostración de la Proposición 7.4.8, tenemos que
(λ0I − A)−1 = (1/12)
 −3 3i 02i− j− k −8 + 2i + j + 3k 2 + 2i + 4k
1 + i− j −3− i + 2j + k −4 + 2j + 2k
 ,
P =
−j 1− i + 3k 1−k 3− i− 3j −i
−k −2j + k i
 ,
Q =





 i 1 k1 3i j
−i i 2i− k
 .
Se verifica que P −Q(λ0I − A)−1F = 0.
Ejemplo 7.4.11. Si en la matriz del ejemplo polinomial 7.4.5 no consideramos
ninguna transformación de filas y columnas, tenemos que la matriz A =
1 i ii j k
0 −1 j

también verifica la ecuación
A2iA = −(1 + i)I − iA+ A(1 + k) + (k− j)Ai + A2i + (j− k)AiA− AkA.
Además, considerando que los autovalores por la derecha de A son las clases de
similitud de los autovalores de la forma compleja c(A) y que ésta anula su propio
polinomio caracteŕıstico también se da la siguiente igualdad.
−A6 = (2− 4i)I + (4− 8i)A+ (10− 6i)A2 − 8A3 + (5 + 2i)A4 − 2A5.
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7.4.4. Una nota final
Planteamos en esta última sección qué sentido tiene hablar del teorema de
Cayley-Hamilton si escogemos un enfoque distinto de la definición de funciones ca-
racteŕısticas para autovalores por la izquierda.
En cuanto a los autovalores por la derecha, recordemos que no son más que
los cuaternios de la clase de similitud de los autovalores de la forma compleja
c(A) ∈M2n×2n(C). A partir de la versión compleja del teorema de Cayley-Hamilton
podemos enunciar el siguiente resultado.
Teorema 7.4.12 ([90]). Sea p(z) = det (c(A)− zI) =
∑2n
k=0 ckz
k, ck ∈ R, el poli-




En cuanto a la función (7.4) de la pag. ??, σ(x, y) = det
(
X − xI −Y + yI
Y − yI X − xI
)
podŕıa pensarse en enunciar el teorema de Cayley-Hamilton como σ(X, Y ) = 0,
suponiendo que esto tenga algún sentido. Sin embargo, tenemos el siguiente contra-
ejemplo para una matriz de orden 2.





. Sean x = x1 + ix2, y = y1 + iy2. Entonces



































Entonces, aunque σ(x, y) es igual a la norma de la función caracteŕıstica µ(λ)
que satisface el teorema de Cayley-Hamilton, la extensión de σ a las matrices no
está relacionada con la extensión de µ.
Según Gelfand et alii, las funciones caracteŕısticas obtenidas a partir de los qua-
sideterminantes también verifican el teorema de Cayley-Hamilton [27].
Teorema 7.4.14. f̃ij(A) = 0 para todo i, j = 1, . . . , n, donde f̃ij se construye
sustituyendo cada coeficiente aij por ãij = aijI.
Sin embargo, este teorema no es cierto para matrices que tengan alguna entrada
nula, tanto para las fij que se pueden obtener directamente como para las que es
necesario utilizar la Proposición 1.2.19.
7.4.4 Una nota final 125
Ejemplo 7.4.15. Se ve claramente con la matriz B =
 i 0 0k j 0
−3i 2k k
 . El (1, 1)-
qdet, que involucra b−123 , es |B − λI|11 = i− λ de modo que
f11(B) =
 0 0 0−k i− j 0
3i −2k i− k
 6= 0.
El (1, 2)-qdet es |B − λI|12 = k + (i− λ)k(j− λ) de modo que
f12(B) =
 k 0 00 k 0
3 + 3i− 2k 2i− 2k 1 + i + j
 6= 0.
Nota–. Aunque un polinomio con variable en K se extiende de modo natural a
Mn×n(K), hay que hacer la extensión con cuidado ya que una elección incorrecta
puede dar lugar a demostraciones falsas. Por ejemplo, en el art́ıculo [30] se obtiene
una generalización del teorema de Cayley-Hamilton que podŕıa servir para obtener
Cayley-Hamilton en el caso cuaterniónico, pero esta generalización es falsa.
Se afirma que si A y B son dos matrices que conmutan se verifica la fórmula
(7.14) (adj(B − A)) (B − A) = χA(B) = (B − A)adj(B − A),
donde χA(t) es el polinomio caracteŕıstico de A y adj(A) la matriz adjunta de A (es
decir, la matriz tal que en la entrada ai,j es el determinante de la matriz resultante
de suprimir en A la fila i y la columna j).
A partir de esta fórmula se tiene que Q = adj(tI − A) es un polinomio mónico
de grado n − 1 cuyos coeficientes son polinomios en la matriz A. De este modo, si
B es una matriz que conmuta con A, entonces B conmuta con todos los coeficientes
de Q y se obtiene el siguiente “teorema”.
“Teorema” Sobre un anillo conmutativo arbitrario, si las matrices A y
B conmutan, entonces
χA(B) ≡ 0 modB − A
donde χA(t) es el polinomio caracteŕıstico de A.
Sin embargo, los coeficientes del polinomio Q son coeficientes en los adjuntos de











donde χA(t) = t
2 − 1.




Un problema clásico en el estudio cualitativo de las ecuaciones diferenciales es
relacionar la forma de las posibles soluciones con la complejidad topológica de la va-
riedad subyacente. En este aspecto, uno de los primeros pasos fue estimar el número
de puntos estacionarios para el caso particular del flujo de un gradiente, i.e, el me-
nor número de puntos cŕıticos de una función en la variedad. A finales de los años
20, Morse desarrolla estas ideas para un tipo concreto de funciones, aquellas cuyos
puntos cŕıticos son no degenerados, hoy conocidas como funciones de Morse. Este es
el marco en el que L.A. Lusternik y L.G. Schnirelmann desarrollaron su invariante
homotópico, que relaciona análisis, álgebra, geometŕıa y topoloǵıa [57]. De hecho,
Lusternik y Schnirelmann utilizaron sus resultados para probar la existencia de tres
geodésicas cerradas en la esfera.
Es bien conocido que los números de Betti proporcionan una cota inferior para
el número de puntos cŕıticos de este tipo de funciones. En efecto, si f es una función
de Morse en una variedad M , entonces el número de puntos cŕıticos de ı́ndice r es
siempre menor que βr, donde βr = dimHr(M ;A) y A es R,Z ó Zp con p 6= 2 primo
[21]. Sin embargo, cuando permitimos que f sea un función diferenciable cualquiera,
pudiendo tener puntos cŕıticos degenerados, la situación es mucho más complicada.
Es precisamente la categoŕıa de Lusternik-Schnirelmann o categoŕıa LS la que nos
da una cota inferior para el número de puntos cŕıticos de una función diferenciable
arbitraria. Este resultado fue generalizado por M. Reeken [70] de la siguiente forma:
sea M una variedad y f una función diferenciable en M , entonces catM ≤ cat Σ,
donde Σ es el conjunto de puntos cŕıticos de f .
En su art́ıculo de 1978, I.M. James recoge las principales propiedades de la
categoŕıa LS aśı como la definición de categoŕıa de una aplicación [43]. Más tarde,
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en 1995, vuelve a dar las ideas más importantes sobre este invariante y su relación
con otras variantes como la categoŕıa seccional, la categoŕıa punteada o la categoŕıa
polar [44]. La principal monograf́ıa sobre este tema escrita hasta el momento es la
de O. Cornea, G. Lupton, J. Oprea y D. Tanré [8].
En 1941 R.H. Fox [22] redefinió este invariante homotópico para un espacio to-
pológico X como el menor entero n tal que existen n + 1 abiertos contráctiles en
X que lo recubren. La categoŕıa LS aporta mucha información topológica sobre la
variedad pero es dif́ıcil de calcular. Un método usado con frecuencia para hallar la
categoŕıa de un espacio topológico dado es tratar de acotarla. Por ejemplo, como
veremos en la Sección 8.2, la longitud del cup producto en cohomoloǵıa nos da una
cota inferior, mientras que la longitud de conos o la dimensión son cotas superiores.
Hasta este momento el cálculo de la categoŕıa sigue siendo, en general, un problema
abierto que se aborda mediante el uso de invariantes homotópicos, acotaciones coho-
mológicas y métodos de geometŕıa diferencial. La importancia del problema radica
no solo en śı mismo, sino en que ha revitalizado temas clásicos y ha estimulado el
desarrollo de herramientas cohomológicas muy potentes.
Asimismo, los avances en el campo de la categoŕıa LS pueden aplicarse a la
robótica. Para estudiar uno de los problemas centrales de la robótica, el cálculo de
la complejidad topológica de un espacio de configuraciones X de un sistema dado,
TC(X), se utilizan técnicas análogas a las de la teoŕıa de Lusternik y Schnirelmann
[16, 17].
Buscar expĺıcitamente abiertos contráctiles que recubran suele ser una tarea ar-
dua y en pocos casos se logra encontrar dichos abiertos directamente. Nuestra idea
inicial para calcular la categoŕıa LS de los grupos simplécticos consiste en conside-
rar su representación matricial y aplicar el método clásico que desarrolló W. Singhof
para U(n). Lo que proponemos aqúı es utilizar este método pero probando que
los abiertos son contráctiles con la transformación de Cayley. Esto nos ha llevado a
establecer una nueva técnica para el cálculo de la categoŕıa LS. Como veremos a con-
tinuación, esta técnica nos permitirá calcular rápidamente la categoŕıa LS del grupo
unitario U(n) y de los espacios simétricos compactos de tipo AI−SU(n)/SO(n)− y
AII− SU(2n)/ Sp(n)−, proporcionando una demostración más sencilla que la dada
recientemente por Mimura y Sugata [60].
Los abiertos categóricos en los que está definida la transformación de Cayley del
grupo unitario U(n) están asociados a autovalores en el sentido de que, dado un
z ∈ C de módulo |z| = 1, una matriz X ∈Mn×n(C) está en Ω(z) = Ω(z · I) si y solo
si X − zI es inversible, es decir, z no es un autovalor de X. La dificultad en el caso
cuaterniónico radica en que la condición para que A ∈Mn×n(H) esté en Ω(λ), A−λI
inversible, es equivalente a que λ no esté en el espectro por la izquierda de A, pero no
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guarda ninguna relación con los autovalores por la derecha. Sin embargo, conforme
al estudio establecido en la Sección 1.3, el único caso en el que los autovalores por
la izquierda de una matriz cuaterniónica están completamente estudiados es para
matrices 2× 2. De ah́ı nuestro interés en caracterizar las matrices simplécticas 2× 2
con infinitos autovalores (7.1.2). Este resultado nos permitirá probar que, aunque
cat Sp(2) = 3, hacen falta al menos cinco abiertos asociados a autovalores para
recubrir el grupo.
8.1. Definición
Siguiendo a R.H. Fox [22] definimos la categoŕıa utilizando conjuntos abiertos,
aunque inicialmente se estableció esta teoŕıa con subconjuntos cerrados.
Definición 8.1.1. Dado un espacio topológico X diremos que un abierto U de X es
categórico si es contráctil en X. Un recubrimiento {Ui} de X formado por abiertos
de este tipo es un recubrimiento categórico.
Definición 8.1.2. La categoŕıa de Lusternik-Schnirelmann o categoŕıa LS de un
espacio X es el menor entero n tal que existe un recubrimiento categórico de X
formado por n+ 1 abiertos, U0, . . . , Un. La denotaremos por cat(X).
Si no existe un recubrimiento de este tipo diremos que la categoŕıa de X es
infinito.
Definición 8.1.3. Análogamente, se define la categoŕıa de un subespacio A ⊂ X,
catX(A), como el menor entero n tal que existe n+ 1 abiertos contráctiles en X que
cubren A.
Podemos afirmar que en un cierto sentido la categoŕıa es subaditiva.
Proposición 8.1.4. Si X = Y ∪ Z donde Y y Z son subespacios abiertos de X,
entonces
catX ≤ catY + catZ + 1.
También se verifica que la categoŕıa de un producto es menor o igual que la suma
de las categoŕıas [43].
Proposición 8.1.5. Sean X e Y espacios topológicos conexos y paracompactos,
entonces
cat(X × Y ) ≤ catX + catY.
Hay algunos ejemplos en los que la desigualdad es estricta. Ganea conjeturó la
igualdad en esta relación si uno de los espacios era un esfera, es decir, cat(X×Sn) =
catX + 1 [26]. Sin embargo, N. Iwase obtuvo un ejemplo de un espacio de categoŕıa
dos tal que al multiplicarlo por la esfera sigue teniendo categoŕıa dos [36].
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8.2. Acotaciones
Como comentamos al principio del presente caṕıtulo, buscar expĺıcitamente abier-
tos contráctiles que recubran una variedad no es tarea fácil. Las siguientes acotacio-
nes son útiles para delimitar la categoŕıa.
Proposición 8.2.1. Para una variedad diferenciable M conexa,
cat(M) ≤ dimM + 1.
Si trabajamos sobre grupos de Lie tenemos una cota superior en función de sus
toros maximales.
Proposición 8.2.2. Sea G un grupo de Lie compacto y conexo y j : T −→ G la
inclusión de un toro maximal en el grupo. Entonces
cat(G) ≤ (cat(j) + 1)[1
2
(dimG− rango G) + 1]− 1,
donde, como j es la inclusión, cat(j) = catG(T ).
8.2.1. Una cota inferior.
Daado un espacio X para un anillo conmutativo R, la cohomoloǵıa reducida es
una R-álgebra graduada con el cup producto
H∗(X;R)⊗H∗(X;R) −→ H∗(X;R).
Definición 8.2.3. La longitud del producto no trivial más largo en H∗(X;K) es la
longitud del cup producto (l.c.p.).
A partir de la cohomoloǵıa podemos obtener información sobre la categoŕıa; de
hecho, la longitud del cup producto proporciona una cota inferior clásica para la
categoŕıa de un espacio.
Proposición 8.2.4. La K-longitud del cup producto de un espacio topológico X es
menor o igual que la categoŕıa de todo el espacio:
l.c.p.K(X) ≤ cat(X).
Usando operaciones en cohomoloǵıa de orden superior, P. Schweitzer y W. Sing-
hof [72, 76] proporcionaron nuevos métodos con los que obtener todav́ıa más infor-
mación de las clases de cohomoloǵıa. Un estudio más reciente es el que presenta J.
Strom en [79].
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En el caso de los grupos ortogonales puede verse, por ejemplo en [61, p. 119],
que sus cohomoloǵıas viene dadas por:
H∗(U(n)) = Λ(e1, e3, . . . , e2n−1),
H∗(Sp(n)) = Λ(e3, e7, . . . , e4n−1).
De manera que la longitud del cup producto correspondiente es:
l.c.p.(U(n)) = n
l.c.p.(Sp(n)) = n.
8.3. Categoŕıa LS y puntos cŕıticos.
Enunciamos a continuación uno de los teoremas principales en la teoŕıa de la
categoŕıa LS, el teorema de Lusternik y Schnirelmann (1934).
Teorema 8.3.1. Sea M una variedad compacta y f : M → R una función diferen-
ciable sobre M. Entonces, el número de puntos cŕıticos de f es mayor o igual que
cat(M) + 1. Es decir, si denotamos por Σf al conjunto de puntos cŕıticos de f,
cat(M) + 1 ≤ #Σf .
8.4. Grupos de Lie y espacios homogéneos
El primero en la lista de problemas de la teoŕıa de invariantes homotópicos
numéricos de T. Ganea es “calcular la categoŕıa de variedades familiares: variedades
de Stiefel, grupos de Lie, etc.” [26]. La pregunta de Ganea es de 1970 y, sin embargo,
aún no se ha podido responder completamente pues los avances son lentos y dif́ıciles.
La dificultad del cálculo directo ha tratado de paliarse introduciendo aproximaciones
algebraicas como la categoŕıa LS racional en homotoṕıa racional.
En 1976, I. Berstein [3] estudió la longitud del cup producto de las Grassmannia-
nas reales O(n)/O(n− k)×O(k). Para los grupos ortogonales SO(n) solo se conoce
la categoŕıa de los de baja dimensión. I.M. James y W. Singhof [45] calcularon la
categoŕıa de SO(5) y en [42] se llega hasta SO(9). La de SO(10) está calculada en
[38] mientras que la categoŕıa de Spin(9) se ha obtenido en [39].
En 1975, W. Singhof [74] calculó la categoŕıa de SU(n), dando un recubrimiento
expĺıcito por n abiertos categóricos; se tiene entonces que catU(n) = n, ya que
U(n) es difeomorfo a S1 × SU(n). Para obtener el recubrimiento considera abiertos
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asociados a autovalores; dado z ∈ C un complejo unitario toma el abierto Ω(z)
formados por la matrices complejas n × n tales que A − zI es inversible. Utiliza la
aplicación exponencial para probar que estos conjuntos son contráctiles. Además,
dado que una matriz unitaria n× n no puede tener más de n autovalores distintos,
obtiene que los abiertos Ω(z1), . . . ,Ω(zn+1) con todos los zi distintos recubren el
grupo. Utilizando la cota inferior cohomológica queda determinada la categoŕıa de
todos los grupos unitarios.
En el caso simpléctico, el problema se presenta aún más dif́ıcil. La categoŕıa de
Sp(2) fue calculada por P. Schweitzer en 1965 [72]. Hubo que esperar al año 2002
hasta que L. Fernández-Suárez, A. Gómez-Tato, J. Strom y D. Tanré obtuvieron
la de Sp(3) [20]. De manera independiente, N. Iwase y M. Mimura [40] llegaron al
mismo resultado con técnicas distintas y probaron que para n ≥ 3, cat Sp(n) ≥ n+2
(Singhof hab́ıa probado en [75] que para n ≥ 2, cat Sp(n) ≥ n + 1). El caso de
Sp(4) ha sido estudiado por J. Strom. En general se sabe que la categoŕıa de Sp(n)
está acotada inferiormente por n + 2. Recientemente, M. Hunziker y M. Sepanski
[35] han conjeturado que cat Sp(n) ≤ (n+2)
2
4
− 1 puede ser una cota superior.
En cuanto a la categoŕıa LS de los espacios homogéneos, el primero en dar algún
resultado fue Singhof; en [75] establece la categoŕıa de las variedades de Stiefel
complejas, catU(n)/U(n−m) = m+ 1. Entre los resultados más recientes podemos
citar los de J. Korbas̆ [53] para algunas Grasmannianas O(n)/O(k) × O(n − k); el
trabajo de T. Fukaya [24] sobre SO(n + 3)/SO(n) × SO(3) y el de T. Nishimoto
[65] sobre la categoŕıa LS de algunas variedades de Stiefel.
Para los espacios simétricos compactos es de destacar el trabajo de M. Mimura y
K. Sugata [60], en el que prueban por el método de Singhof que cat(U(n)/O(n)) = n
y cat(U(2n)/Sp(n)) = n. Otros casos se han resuelto usando la longitud del cup
producto, por ser variedades kahlerianas. La estructura celular de estos espacios fue
estudiada en [49] por H. Kadzisa y M. Mimura. Recientemente, estos mismos autores
han usado el gradiente de funciones de Bott-Morse para determinar la longitud
en conos de algunos casos ya conocidos [50]. M. Mimura y K. Sugata recogen la
categoŕıa LS de todos los espacios simétricos Riemannianos irreducibles, compactos
y simplemente conexos clásicos (excepto la de algunas grassmannianas y otros casos
particulares) [60].
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Tipo Modelo Cartan dim LS cat
AI SU(n)/SO(n) (n− 1)(n+ 2)/2 n− 1
AII SU(2n)/Sp(n) (n− 1)(2n+ 1) n− 1
AIII SU(p+ q)/SU(p)× SU(q) 2pq pq
BDI SO(p+ q)/SO(p)× SO(q) pq ?
DIII SO(2n)/U(n) [n ≥ 4] n(n− 1) n(n− 1)/2
CI Sp(n)/U(n) [n ≥ 3] n(n+ 1) n(n+ 1)/2
CII Sp(p+ q)/Sp(p)× Sp(q) 4pq pq
Para probar su resultado utilizan el siguiente teorema de Ganea.
Teorema 8.4.1. Sea X un CW complejo (r − 1)-conexo (r ≥ 1), entonces
catX ≤ dimX/r.
Este teorema permite a M. Mimura y K. Sugata obtener la categoŕıa LS de los
espacios simétricos que tengan una métrica Kähler.
Proposición 8.4.2. Sea V una d-variedad compleja simplemente conexa tal que
admite una métrica Kähler, entonces
catV = d.
S. Helgason [31] probó que la métrica hermı́tica de un espacio simétrico hemı́tico
es kähleriana. De modo que, como un espacio simétrico hermı́tico puede verse como
una variedad compleja, obtienen la categoŕıa de los espacios simétricos de tipo AIII,
BDI (para q 6= 2), BDII (con n 6= 2), DIII y CI.
Ahora, únicamente falta calcular la categoŕıa de la Grassmanniana simpléctica
Sp(p+q)/Sp(p)×Sp(q). En este caso, la cota superior proporcionada por el Teorema
8.4.1 y la cota inferior cohomológica coinciden.
8.5. Categoŕıa de U(n): nueva demostración
En [74] W.Singhof utiliza la aplicación exponencial para probar que los abiertos
Ω(z) formados por la matrices complejas n × n tales que A − zI es inversible son
contráctiles. Pasa del grupo al álgebra de Lie mediante la exponencial y una vez en
el espacio vectorial escoge una contracción. Este método tiene el inconveniente de
que es necesario elegir una rama de logaritmo para poder volver al grupo, lo que
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lleva consigo complicaciones técnicas que dificultan su extensión a otros grupos de
Lie.
Con la transformación de Cayley tenemos en cada punto A ∈ G = U(n) un
abierto contráctil ΩG(A) difeomorfo al álgebra de Lie u(n) (ver Teorema 4.3.2). Es
entonces sencillo encontrar un recubrimiento categórico expĺıcito del grupo formado
por n+ 1 abiertos.
Teorema 8.5.1. catU(n) = n.
Demostración. Sea X ∈ U(n) una matriz unitaria y sea z · I ∈ U(n) la matriz dia-
gonal diag(z, . . . , z), donde z ∈ C es un complejo arbitrario con |z| = 1. Recordemos
que X ∈ Ω(z) si y solo si la matriz zI +X es inversible.
Tomemos pues n+1 complejos diferentes z0, . . . , zn, con |zk| = 1. Como cualquier
matriz X ∈ U(n) tiene a lo sumo n autovalores diferentes, entonces siempre podemos








Por otro lado, la cota cohomológica de [8, p. 273], nos dice que n = l.c.p. ≤
catU(n).
8.6. Categoŕıa de U(n)/O(n)
En el año 2008 M. Mimura y K. Sugata [60] probaron utilizando una adaptación
del método de W. Singhof para U(n) que
cat(SU(n)/SO(n)) = n− 1.
Utilizan que
SU(n)/SO(n) = {X ∈ SU(n) : XT = X}.
Despúes, al igual que W. Singhof, toman como abiertos Ar = ΩG(zr), donde G
es SU(n). Estos abiertos recubren y, como M es conexo por caminos, para probar
que dichos abiertos son categóricos basta ver que cada componente conexa B de Ar
es contráctil. De nuevo, pasan al álgebra de Lie por el logaritmo, log : B → u(n),
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alĺı definen la homotoṕıa y vuelven al grupo por la exponencial. Comprueban a
continuación que la homotoṕıa
F : B × [0, 1] → SU(n)/SO(n)
(X, s) 7→ exp
(




no se sale del cociente para todo s ∈ [0, 1].
8.6.1. Nueva demostración
Proponemos aqúı un nuevo método para calcular la categoŕıa de este espacios
simétricos utilizando el modelo de Cartan y la extensión de la transformación de
Cayley generalizada a este tipo de espacios que hicimos en la Sección 4.4.
Teorema 8.6.1. catU(n)/O(n) = n.
Demostración. Como vimos en la Sección ??, el modelo de Cartan de este espacio
simétrico está formado por las matrices unitarias simétricas,
U(n)/O(n) ∼= {X ∈ U(n) : X = XT}.
Al considerar el modelo de Cartan M podemos considerar U(n)/O(n) como una
subvariedad de U(n) de modo que los Ω(z0) son abiertos. Sabemos que recubren M
por que una matriz de U(n) no puede tener más de n autovalores distintos y además,
en el Corolario 4.4.3 obtuvimos que los abiertos del tipo ΩM(A) son contráctiles.
Tenemos entonces que, dados n + 1 complejos unitarios distintos z0, . . . , zn, los
abiertos Ω(z0 · I), . . . ,Ω(zn · I) forman un recubrimiento categórico de U(n)/O(n).
Recordemos que, en este caso, la cota cohomológica nos dice que
n ≤ catM.
8.7. Categoŕıa de U(2n)/ Sp(n)
De manera análoga al caso anterior, Mimura y Sugata probaron en [60] que
cat(SU(2n)/ Sp(n)) = n− 1.
Esta vez utilizan que
SU(2n)/ Sp(n) = {X ∈ SU(2n) : XT = −JXJ},






. Como veremos un poco más adelante, esta afirmación es
errónea y no queda claro si, a pesar de ello, la contracción que construyen queda
dentro del espacio simétrico.
De nuevo, toman los abiertos del tipo Singhof en G = SU(2n), Ar = ΩG(zr). El
método para demostrar que los Ar forman un recubrimiento categórico es el mismo
(adaptando la homotoṕıa) al que utilizan para U(n)/O(n).
Nota–. En el art́ıculo que acabamos de citar, [60, Lema 1.2, pag 324], para poder
construir abiertos asociados a autovalores prueban el siguiente Lema.
Lema 8.7.1. SU(2n)/Sp(n) = {X ∈ SU(2n) : XT = −JXJT}.
Sin embargo, al construir el modelo de Cartan del espacio simétrico SU(2n)/Sp(n)
vemos que esto no es del todo cierto.
En efecto, sea G = SU(2n) y el automorfismo σ : G → G tal que, para cada
X ∈ G σ(X) = −JXJ . El conjunto de puntos fijos de σ es Sp(n) de modo que
SU(2n)/ Sp(n) ∼= {Y ∈ SU(2n) : Y = X(−JXJ)−1, X ∈ SU(2n)}
= {Y ∈ SU(2n) : Y = −XJXTJ,X ∈ SU(2n)},
ahora bien, como MJ es difeomorfa a M tenemos que
SU(2n)/ Sp(n) ∼= {Y ∈ SU(2n) : Y = XJXT , X ∈ SU(2n)}.
Por otro lado, la variedad N es
N = {X ∈ SU(2n) : − JXJ = X−1}
= {X ∈ SU(2n) : JXT = XJ},
que no es conexa, mientras que la variedad M śı. Basta verlo, por ejemplo, para
n = 1; en este caso, las únicas matrices J-antisimétricas son N = {±I} mientras
que la variedad M = Ne = {I}. El problema que esto lleva consigo es que, en general,
el conjunto de las matrices J-antisimétricas de SU(2n) no tiene por qué ser conexo,
luego, en principio, aún cuando cada componente conexa de los abiertos ΩG(−zr)
sea contráctiles, no podemos afirmar que el propio ΩG(−zr) también lo sea.
Para ver que, en general, SU(2n)/Sp(n) = {X ∈ SU(2n) : XT = −JXJT}
no tiene porqué ser conexo basta tomar, por ejemplo, n = 1. En ese caso se ve
fácilmente que las únicas matrices J-antisimétricas son N = {±I} mientras que la
variedad M = Ne = I.
8.7.1 Nueva demostración 137
8.7.1. Nueva demostración
Teorema 8.7.2. catU(2n)/ Sp(n) = n.
Demostración. Si utilizamos la forma compleja de una matriz cuaterniónica (Sub-
secc. 1.1.4) para identificar el grupo simpléctico Sp(n) con el subgrupo de U ∈ U(2n)





, el modelo de
Cartan nos dice que el espacio simétrico U(2n)/Sp(n) es difeomorfo a
M ∼= {X ∈ U(2n) : X +XT = 0},
las matrices unitarias antisimétricas (ver Subsecc. ??).
Consideremos ahora la variedad
M ′ = JM = {Y ∈ U(2n) : Y T = −JY J}
que es difeomorfa a M porque J2 = I.
Sea Y ∈ M ′, y zλ ∈ C con |λ| = 1. Entonces Y ∈ Ω(z · I) si y solo si −z no es
autovalor de Y . Pero, por el Lema 8.7.3, Y v = −vz implica que Y (Jv̄) = −(Jv̄)z,






U∗, donde D = diag(z1, . . . , zn),
entonces
Y + zI = U
(
D + zI 0
0 D + zI
)
U∗,
lo que nos muestra que el máximo número de autovalores diferentes de Y es n. Esto
implica que si tomamos n+1 complejos diferentes z0, . . . , zn, con |zi| = 1, los abiertos
Ω(zk · I) cubrirán M ′.
Además, de nuevo por 4.4.3 tenemos que estos abiertos son contráctiles. Por
tanto,
catU(2n)/Sp(n) ≤ n.
Por otro lado [61, p. 149],
H(U(2n)/Sp(n)) = Λ(x1, x5, x9, . . . , x4n−3)
luego n = l.c.p. ≤ catU(2n)/Sp(n).
Hemos usado la siguiente relación entre los autovectores de las matrices de M ′
que probaron Mimura y Sugata [60]:
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Lema 8.7.3. Sea Y ∈ M ′. Si v es un z-autovector entonces Jz̄ también es un
z-autovector, linealmente independiente del anterior.
Demostración. Y v = vz implica v = Y ∗vz implica v̄ = Y T v̄z̄ = −JY Jv̄z̄ por tanto
Jv̄ = Y Jv̄z̄ y como |z| = 1 se sigue Jv̄z = Y Jv̄.
8.8. El grupo simpléctico Sp(2)
La categoŕıa LS de Sp(2) fue calculada por primera vez por P. Schweitzer en [72];
obtuvo que cat Sp(2) = 3 pero no da un recubrimiento expĺıcito.
8.8.1. Un recubrimiento expĺıcito mı́nimo
Utilizaremos ahora la teoŕıa de Morse establecida en los Caṕıtulos ?? para obte-
ner de modo sencillo un recubrimiento expĺıcito por cuatro abiertos categóricos del
grupo simpléctico de orden 2. Este resultado completa la demostración abstracta
dada por Schweitzer.
Consideremos los cuatro puntos cŕıticos de la función altura hGI , con G = Sp(2).
Por el Lema 3.3.3 tenemos que Σ(hGI ) está formado por la identidad±I y las matrices
P = diag(−1, 1) y −P .
Teorema 8.8.1. {±ΩG(I),±ΩG(P )} es un recubrimiento categórico de G = Sp(2).
Demostración. Recordemos que la condición de pertenencia X ∈ ΩG(A) es que la
matriz A+X sea inversible.
En primer lugar, tenemos que la unión de los abiertos ΩG(I) y ΩG(−I) recubre
todo el grupo excepto la órbita por la acción adjunta UPU∗ de la matriz P . En
efecto, al diagonalizar tenemos que esta órbita está formada por las matrices que
tienen al 1 y al −1 como autovalores y es difeomorfa a las esfera S4, de modo que
puede cubrirse mediante la proyección estereográfica.
Veamos ahora que dada X = (xij) = UPU
∗ en la órbita de P , o bien P + X es
inversible o bien lo es −P +X.
Como P 2 = X2 = I tenemos que
(P +X)2 = 2I + PX +XP = 2 diag(1− x11, 1 + x22).
Entonces P + X es inversible si y solo si x11 6= 1 y x22 6= −1. Supongamos
que x11 = 1. La condición X
∗X = I significa que las columnas de X forman una
base ortonormal del espacio vectorial H2 para el producto hermı́tico 〈v, w〉 = v∗w.
Entonces, x11 = 1 implica que x12 = x21 = 0. Pero como X está en la órbita
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de P , entonces x22 = −1. Por tanto, X = −P . Se obtiene la misma conclusión
para x22 = −1. Luego ΩG(P ) cubre toda la órbita de P , excepto −P . Pero como
−P ∈ ΩG(−P ) obtenemos el recubrimiento que queŕıamos.
Nota–. La cohomoloǵıa del grupo simpléctico es [61, p. 119]
H(Sp(n)) = Λ(x3, x7, . . . , x4n−1)
de manera que el producto no nulo más largo es x3 ∧ x7 ∧ · · · ∧ x4n−1 y por tanto
l.c.p. Sp(n) = n. Sin embargo, W. Singhof [75] demostró que
cat Sp(n) ≥ n+ 1 para n ≥ 2.
8.8.2. Extensión del método de Singhof
Para estudiar la categoŕıa del grupo complejo U(n) [74] y de los espacios simétri-
cos SU(2n)/Sp(n) y SU(n)/SO(n) [60] se ha aplicado la técnica estándar que vimos
para el caso de U(n) iniciada por Singhof [74]. Consiste en considerar abiertos del ti-
po Ω(−zI) formados por las matrices A tales que A−zI es inversible, para z ∈ C un
complejo unimodular. Como hemos visto, se prueba que estos abiertos son contrácti-
les y recubren. Este recubrimiento junto con la cota cohomológica nos permite dar
el valor exacto de la categoŕıa LS de estos espacios.
En el contexto cuaterniónico, si queremos trabajar con este tipo de abiertos
debemos considerar autovalores por la izquierda ya que la condición A−λI inversible,
para λ ∈ H, es equivalente a que λ no sea un autovalor por la izquierda de la matriz
A. Como vimos en la Sección 4.4.2, los abiertos del tipo
Ω(−λ) = {A ∈ Sp(2) : A− λI es inversible}
se pueden contraer mediante la transformación de Cayley generalizada.
Para los grupos simplécticos el método de W. Singhof ya no es tan efectivo ya
que, por ejemplo, como veremos en este apartado, aunque la categoŕıa de Sp(2) es
tres, cuatro abiertos de este tipo nunca recubren todo el grupo. De todas formas,
śı podemos encontrar un recubrimiento categórico formado por cinco abiertos asocia-
dos a autovalores. La dificultad a la hora de extender este método al caso simpléctico
radica en el peculiar comportamiento de los autovalores por la izquierda de matrices
cuaterniónicas (ver Caṕıtulo 7); de hecho, ya no se verifica que una matriz de orden
n pueda tener a lo sumo n autovalores distintos (Teorema 1.3.6).
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8.8.3. Cuatro abiertos asociados a autovalores no recubren
Dado λ ∈ H denotamos por Ω(λ) ⊂ Sp(2) al abierto Ω(λI) formado por las
matrices simplécticas que no tienen a −λ como autovalor por la izquierda. Entonces,
el Teorema 7.1.13 puede reformularse aśı.
Teorema 8.8.2. Dados cuatro cuaternios λ0, . . . , λ3 ∈ H con |λs| = 1, los cuatro
abiertos Ω(λs) no forman nunca un recubrimiento de Sp(2).
Recordemos que las únicas matrices de Sp(2) con infinitos autovalores por la
izquierda son composición de una rotación con una traslación izquierda, A = Lq ◦Rθ
con q un cuaternio unitario y θ ∈ R tal que sen θ 6= 0 (ver Teorema 7.1.7). Para este
tipo de matrices, según el Corolario 7.1.9, λ ∈ H es un autovalor por la izquierda de
A si y solo si |λ| = 1, <(q̄λ) = cos θ.
En la Sección 7.1.2 hab́ıamos visto un ejemplo de dos matriz cuyo espectro por la
izquierda contiene a {−1, i,−i,−k}. Recogemos ahora el caso de dos matrices para
la que {1, i, j,k} son autovalores por la izquierda.
Ejemplo 8.8.3. Tomamos −λ0 = 1,−λ1 = i,−λ2 = j,−λ3 = k. Estos cuatro
cuaternios independientes dan lugar al sistema
Iq = cos θu,
luego
t = x = y = z = cos θ,
es decir,
q = cos θ(1 + i + j + k).
Como |q| = 1, cos θ = ±1/2 luego θ = ±π/3 ó θ = ±2π/3. Si denotamos por
ξ = 1 + i + j + k, las dos únicas matrices que quedan sin recubrir son entonces






















Nota–. Obsérvese que tampoco podemos obtener un recubrimiento por cuatro abier-
tos categóricos de este tipo obteniendo alguno como unión disjunta de dos abier-
tos Ω(λi) distintos. En efecto, para cualesquiera λ1, λ2 ∈ H, |λ1| = |λ2| = 1,
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Ω(λ1) ∩ Ω(λ2) 6= ∅. Esto se debe a que siempre podemos escoger un tercer λ3 ∈ H







es tal que A ∈ Ω(λ1) ∩ Ω(λ2).
8.8.4. Un recubrimiento por cinco abiertos asociados a au-
tovalores
En el apartado anterior queda claro que el método de W. Singhof no propor-
ciona una cota superior mı́nima para la categoŕıa LS de los grupos simplécticos.
Sin embargo, la demostración de que cuatro abiertos no recubren nos ha llevado
a encontrar cinco abiertos contráctiles en śı mismos que forman un recubrimiento
categórico de Sp(2). Este método resulta interesante pues, en la medida en que se
vaya avanzando en el estudio de los autovalores cuaterniónicos por la izquierda para
matrices de órdenes superiores, puede permitir encontrar recubrimientos expĺıcitos
de los grupos simplécticos.
Por la demostración del Teorema 7.1.13, tenemos que la unión de los abiertos
Ω(−1),Ω(−i),Ω(−j),Ω(−k) sólo deja fuera dos matrices que pueden ser recubiertas
por Ω(−λ4) donde λ4 es el cuaternio unitario λ4 = 1√2(i + j).
En efecto, el ejemplo 8.8.3 vimos que las únicas matrices que quedan fuera son
A1 = Lq ◦Rπ/3, con q = (1/2)ξ
A2 = Lq ◦R2π/3, con q = −(1/2)ξ.
Por el corolario 7.1.9 sabemos que los autovalores de estas matrices son todos los

















Tomamos pues λ4 =
1√
2
(i + j), de manera que |λ4| = 1 y qλ4 no es conjugado ni
a ξ1 ni a ξ2 pues <(qp) = 1√2 6= ±
1
2





donde cada uno de los cinco abiertos es contráctil.
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8.9. Estudio de algunos espacios simétricos kähle-
rianos
8.9.1. Recubrimiento expĺıcito de Sp(2)/U(2)
Las propiedades del determinante de Study (Secc. 1.2), la función caracteŕıstica
obtenida para las matrices cuaterniónicas de orden dos (Secc. 7.2.3) y la expre-
sión expĺıcita de la matrices de Sp(2) (Secc. 7.1.2) nos permiten dar un recubri-
miento expĺıcito mı́nimo del espacio Sp(2)/U(2). Su categoŕıa es cat Sp(2)/U(2) =
cat (SO(5)/(SO(2)× SO(3))) = 3 y podemos encontrar cuatro abiertos contráctiles
que lo recubren.
Sea M el modelo de Cartan del espacio Sp(2)/U(2). Tomamos en M los abiertos






Proposición 8.9.1. Ω(±iI),Ω(±E) recubren Sp(2)/U(2)
Demostración. Dada una matriz A ∈ M , la condición A ∈ ΩM(X) es equivalente a
que Sdet(A+X) 6= 0. Veamos si puede haber alguna matriz de Sp(2)/U(2) que no
esté en Ω(±iI) ∪ Ω(±E)







Sdet 2(A+ iI) = |(α + i)(β + i)|
Sdet 2(A− iI) = |(α− i)(β − i)|
Sdet 2(A+ E) = |(α + i)(β − i)|
Sdet 2(A− E) = |(α− i)(β + i)|
De modo que la única diagonal que deja sin cubrir ΩM(iI) es −iI y viceversa y
la única diagonal que deja sin cubrir ΩM(E) es −E y al revés. Por tanto, quedan
cubiertas todas las diagonales.
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Sdet 2(A+ iI) = | − β| ·
∣∣β − (βᾱβ−1 + i)(−β)−1(α + i)∣∣
Sdet 2(A− iI) = | − β| ·
∣∣β − (βᾱβ−1 − i)(−β)−1(α− i)∣∣
Sdet 2(A+ E) = | − β| ·
∣∣β − (βᾱβ−1 − i)(−β)−1(α + i)∣∣
Sdet 2(A− E) = | − β| ·
∣∣β − (βᾱβ−1 + i)(−β)−1(α− i)∣∣
Como todos tienen que anularse, prescindiendo del coeficiente no nulo −β|β|2, tiene
que verificarse
β|α|2 − βαi + iβα− iβi
β|α|2 + βαi− iβα− iβi =
β|α|2 − βαi− iβα + iβi =
β|α|2 + βαi + iβα + iβi =
Pero esto es incompatible; en efecto, de la igualdad entre las dos primeras ecuaciones
por un lado y las dos últimas por otro tenemos
−βᾱi + iβα = 0
−βᾱi− iβα = 0
luego iβα = 0, βᾱi = 0, y como β 6= 0, α = 0 y por tanto, sustituyendo en el Sdet
tenemos −iβi = iβi, es decir, β = 0.
Además, la contracción de Cayley nos permite probar que estos abiertos son
contráctiles (Corol. 4.4.3), luego
cat(Sp(2)/U(2)) ≤ 3.
8.9.2. Recubrimiento de Sp(3)/U(3)
Análogamente al caso Sp(2)/U(2) podemos dar un recubrimiento expĺıcito del
cociente Sp(3)/U(3), aunque en este caso no es mı́nimo, ya que cat(Sp(3)/U(3)) = 6
pero necesitamos ocho abiertos ΩM(A) para cubrir todo Sp(3)/U(3).
Teorema 8.9.2. Los ocho abiertos contráctiles
Ω (diag(±i,±i,±i))
forman un recubrimiento de Sp(3)/U(3).
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Demostración. Utilizando el modelo de Cartan de este espacio simétrico podemos
identificar Sp(3)/U(3) con las matrices simplécticas de orden 3 antisimétricas. De
esta condición, para
A =
a b cf g h
p q r
 ∈ Sp(3)/U(3),
se deduce que la partes reales de los elementos de la diagonal se anulan,
<(a) = <(g) = <(r) = 0
y las relaciones
b = −f, c = −p, h = −q
y
−ab+ bg + ch = 0,
−ac+ bh+ cr = 0,
−fc+ gh+ hr = 0.
Además, al ser una matriz simpléctica, sabemos que las columnas (y las filas) son
unitarias.
Es sencillo comprobar que cada Ω(Er) cubre todas las matrices triangulares
excepto las triangulares cuya diagonal sea como la de las Es restantes, con s 6= r,
donde Er = diag(εr1, εr2, εr3) con εri = ±1
En cuanto a las no triangulares, estudiamos separadamente cada caso.
(a) Cuando c = 0 y b = 0, según la expresión (7.6) de la Subsección 7.2.4, las
ecuaciones que se obtienen para que una matriz A ∈ Sp(3)/U(3) del tipo
A =
a 0 00 g h
0 −h r
 ,
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con <(a) = <(g) = <(r) = 0 no esté en ninguno de los abiertos ΩM(Er) son(
h+ (r − i)h−1(g − i)
)
(a− i) = 0(
h+ (r + i)h−1(g + i)
)
(a+ i) = 0(
h+ (r − i)h−1(g + i)
)
(a+ i) = 0(
h+ (r + i)h−1(g − i)
)
(a+ i) = 0(
h+ (r + i)h−1(g + i)
)
(a− i) = 0(
h+ (r − i)h−1(g − i)
)
(a+ i) = 0(
h+ (r − i)h−1(g + i)
)
(a− i) = 0(
h+ (r + i)h−1(g − i)
)
(a− i) = 0
Estudiando estas ecuaciones se comprueba que, si a = i ó a = −i necesitamos
seis abiertos ΩM(Er) para cubrir. Si a 6= ±i pero g = ±i ó r = ±i, entonces nos
llegaŕıa con cuatro y, por último, en el caso en el que ninguno de los elelmentos
de la diagonal fuese ±i, solo dos abiertos bastaŕıan para cubrir. Puede verse que
para cubrir todas las matrices con c = 0 y b = 0 necesitamos los ocho ΩM(Er).
(b) Análogamente se estudia el caso c = 0, b 6= 0 (Subsecc. 7.2.4).
(c) En el caso genérico, c 6= 0, lo primero que vemos es qué ocurre cuando el polo
λ0 = ±i y es autovalor. Es sencillo comprobar que bastan tres abiertos pa-
ra cubrir este tipo de matrices. Cuando el polo λ0 6= ±i, siguiendo la expresión
obtenida para la función caracteŕıstica en la Proposición 7.2.9, se obtienen ecua-
ciones análogas a las del caso (a) que, de nuevo, muestran que son necesarios
los ocho abiertos.
8.10. Otras aplicaciones
Ademas de la categoŕıa LS las construcciones que hemos desarrollado en la me-
moria pueden tener otras aplicaciones.
8.10.1. Cálculo de autovalores de matrices simplécticas me-
diante la transformación de Cayley
Recordemos que, según lo visto en la demostración del teorema 8.8.1, Sp(2)
puede ser recubierto por los cuatro abiertos contráctiles Ω(±I),Ω(±P ) donde P =
diag(−1, 1). Esto nos permite calcular los posibles autovalores por la izquierda de
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las matrices de Sp(2) de un modo más sencillo. Dada A ∈ Sp(2), A estará en alguno
de estos cuatro abiertos. Supongamos, por ejemplo, A ∈ Ω(I), entonces A = c(X)
para alguna X ∈ Ω(I) tal que X +X∗ = 0.
Teorema 8.10.1. Un cuaternio λ ∈ H es un autovalor por la izquierda de A con
autovector asociado v sii c(λ) es un autovalor por la izquierda de X = c(A) con
autovector asociado (1 + λ)v.
Demostración. Como A = c(X) la condición Av = λv es equivalente a
(I +X)−1(I −X)v = λv,
es decir,
(I −X)v = (I +X)λv
luego
(1− λ)v = X((1 + λ)v)
pero como A ∈ Ω(I), 1 + λ 6= 0, luego
1− λ
1 + λ
(1 + λ)v = X((1 + λ)v)
c(λ)((1 + λ)v) = X((1 + λ)v).
Aśı, estudiar los autovalores de las matrices A ∈ Sp(2) ∩ Ω(I) es equivalente a
hacerlo para las c(A) ∈ sp(2) ∩ Ω(I) = sp(2).












con <(a) = <(d) = 0.
Proposición 8.10.2. Las matrices cuaterniónicas antihermı́ticas 2×2 con infinitos






con t ∈ R, t 6= 0 y <(σ) = 0.
Demostración. Para que una matriz de este tipo tenga infinitos autovalores no puede
ser triangular y, según el Teorema 1.3.6 debe verificarse:
a1 = b
−1(a− d) ∈ R(8.1)
a0 = −b−1(−b) ∈ R(8.2)
∆ = a21 − 4a0 < 0(8.3)
De la segunda condición se obtiene b ∈ R. Por (8.1) tenemos que a = d y
automáticamente se cumple (8.3).
Además, la transformación de Cayley respeta las matrices con infinitos autova-
lores.
Proposición 8.10.3. Sea A ∈ Sp(2) de la forma A = LqRθ, entonces la matriz
antihermı́tica X = c(A) también tiene infinitos autovalores.
8.10.2. Descomposición polar generalizada
Es bien conocido el siguiente resultado (veáse por ejemplo el art́ıculo de Dynnikov
y Veselov [82]).
Teorema 8.10.4. El flujo gradiente de la función altura hX en el grupo G resuelve
el problema de la descomposición polar de la matriz X.
En efecto, sea X = HU la descomposición polar de X. Entonces, para cualquier
matriz Y ∈ G puede probarse:
<Tr(HY ) ≤ <Tr(H)
y entonces
hX(A) = <Tr(XA) = <Tr(HUA) ≤
<Tr(XU∗) = hX(U∗) = <Tr(H),
luego U∗ es el máximo de la función hX en G.
Nuestro interés en obtener una descomposición de este tipo en el ámbito de los
espacios simétricos se debe a que, como vimos al final del Caṕıtulo 6, pensamos que
puede permitirnos obtener una caracterización de las funciones altura en el modelo
de Cartan de un espacio simétrico que son de Morse.
La generalización de la descomposición a los espacios simétricos está ı́ntimamen-
te relacionada con la descomposición en subespacios que induce el automorfismo
involutivo σ (ver Subsec. 2.2.2). La existencia y unicidad de esta descomposición
polar generalizada en un entorno de la identidad depende del automorfismo elegido.
Para determinados grupos de Lie la prueba Lawson en [56]; en [62] Munthe-Kaas et
al. proponen una prueba alternativa.
Uno de los principales problemas que se plantea al trabajar con esta descompo-
sición es cómo obtener los factores. Munthe-Kaas et al. dan una expresión expĺıcita
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Math. 32 119-123 (1846).
[6] Chevalley, C. Theory of Lie groups I. Princeton Math. Ser., Vol. 8. Princeton
University Press, 1946.
[7] Cohen, N.; De Leo, S. The quaternionic determinant. Electron. J. Linear Alge-
bra 7 100-111 (2000).
[8] Cornea, O.; Lupton, G.; Oprea, J.; Tanré, D. Lusternik-Schnirelmann category.
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[91] Zhang, F. Geršgorin type theorems for quaternionic matrices. Linear Algebra
Appl. 424 No. 1, 139-153 (2007).
155
