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I. INTRODUCTION
Electrical circuit performance relies on the quality of their components. These components may become damaged or wear over time, jeopardizing circuit performance. A good understanding of their reliability is necessary to predict system lifetime. Determining reliability has been approached from various perspectives: electrical modeling, statistical distributions, and thermodynamic evolution. Electrical modeling characterizes the electrical parameters as abnormalities in impedance, current, or power consumption. Statistical approaches for modeling damage evolution include curve fitting approaches, such as Weibull distributions and Kalman filters. 1, 2 This knowledge is based on many a priori measurements and not directly connected to a direct wear out property. A potentially interesting field that has attracted less attention is thermodynamics. 3 A branch of thermodynamics studies systems that undergo irreversible processes, including classical irreversible thermodynamics (CIT). From a theoretical perspective, entropy generation rate r s is a parameter that "is important in engineering because the product Tr s is a measure of the degradation or dissipation of energy in engines, and its minimization may be useful to enhance their efficiency." 4 This approach has been applied to the study of mechanical damage and wear in solid materials. [5] [6] [7] [8] Khonsari and Amiri have carried out a comprehensive investigation of thermodynamics of mechanical failure. 9 Also, Naderi et al. have investigated heat generation during mechanical stress in beams and proposed an entropy threshold for damage assessment. 8, 10 Entropy is only sparsely applied in electrical applications. However, the entropy generated from conductive wires is well known in thermodynamics. 4, 11 The Joule effect is also an evident phenomenon. The electrical behavior following mechanical fatigue has also been evaluated, where mechanical damage has been related to electrical damage. 5 In these mechanical systems, damage is monitored using the parameter D, 12 where 0 D 1, D ¼ 0 means no damage, and D ¼ 1 means total damage. Basaran and Yan 6 have pioneered the introduction of entropy as a damage metric in electromigration characterization, i.e., lattice degradation due to electron scattering. Thus, the combination of current and voltage as electrical variables, along with entropy from thermodynamics, could lead to an accurate description of electrical damage. 6, 13, 14 Entropy has also been introduced for understanding the physics leading to the failure of oxides in order to obtain accurate models of their reliability. 15, 16 Reversible entropy is widely used in adiabatic computing, 17 where heat dissipation must be minimized, and in electrochemical battery research, for characterizing their charge state and health. 18, 19 Recently, Amiri and Modarres 20 have reviewed the possibilities for successfully implementing entropy as a parameter for measurement and instrumentation. While mainly theoretical, they highlighted its viability in electrical and mechanical systems. Nonetheless, entropy has not yet reached maturity for system monitoring. In this study, we investigate entropy evolution to characterize commercial resistor damage, with the aim of generalizing the effects of resistive thermal dissipation for any dissipative resistance-modeling system. Our objective is to demonstrate that entropy is a valuable parameter for studying resistor deterioration, even more so than resistance. Resistance can increase or decrease due to several effects, including electronic dispersion, mechanical strain (Bridgman law), temperature, electromigration, oxidation, and corrosion. Resistor failures can be due to overheating or overvoltage, which may lead to either open or short circuits. 15 We attempt to combine the thermodynamic framework proposed by the Basaran group 2, 6, 14, 21 and the parametric approach of damage and failure reliability as investigated by the Feinberg group. 3, 22, 23 The final aim is to explain both short and open circuit resistor behavior with a single model based on positive irreversible entropy generation. Thus, a threshold for maximum allowable damage can be established, which has been suggested in mechanical damage studies by Naderi. 8 This approach could pave the way for successfully implementing entropy as a parameter for assessing the deterioration in other electrical systems with parasitic resistance, including capacitors, inductors, power lines, and batteries.
II. THEORETICAL APPROACH
Entropy is a thermodynamic function of intrinsic and extensive states, and commonly used to describe irreversible processes. Generally, a system satisfies the law of entropy balance 4 when
where the subindices e and i refer to external (entropy exchange) and internal entropy (entropy generation), respectively. The dot over the variable represents a time derivative, i.e., _ S ¼ dS=dt. We impose the approximation of local equilibrium, i.e., the system is locally stable and the local and instantaneous relationships between thermodynamic quantities in a system out of equilibrium are the same as those for a uniform system in equilibrium. In this regard, entropy remains a valuable state function, even under non-equilibrium conditions. In accordance with the second law of thermodynamics, _ S i ! 0. Equation (1) can be rewritten in differential form using the volume integral of r s , the rate of entropy production,
and the entropy flux, J s , integrated through the surface, R, using the normal projection n,
Hence,
where q is the mass density (S ¼ q s) and s is the specific entropy, and thus, r s ! 0 is satisfied. 4 With regards to electrical conductors, electrical current dissipates heat energy (Joule effect) so that the generated entropy is related to the added power, such that
where R is the element resistance, I the electrical current, and T is the resistor temperature. This expression is analogous to the Gouy-Stodola theorem, 24 which states that whenever a system operates irreversibly, it destroys work at a rate that is proportional to the system's rate of entropy generation. The theorem is usually applied to thermal machines exchanging mechanical work with an external atmosphere. If we related this to a resistor, as illustrated in Fig. 1 , the added electrical power, P, in the resistor, due to the current flowing to it, I, and the voltage drop, V, generate entropy equal to
The power dissipated in a resistor through the Joule effect is typically assumed to dissipate as heat to the environment, which is normal for resistor operation. However, it is also true that a continually biased resistor deteriorates. We propose to study entropy dissipation using Eq. (1), where the usual heat flux entropy is _ S e and the resistor degradation is assessed from _ S i . This would demonstrate a dependence of friction dissipation in sliding solids through three processes: rise in temperature; wear particle generation; and the entropy changes associated with material transformation in the interface. 7, 25 In this work, we determine a correlation between damage entropy and the resistor's resistance evolution, which may help for resistor damage diagnosis and prognosis. The form of _ S i will be discussed later in light of the experimental results. Finally, entropy change is obtained by integrating the entropy rate:
III. MATERIALS AND METHODS
Commercially available 0.25 W carbon film resistors were investigated. These resistors are made of carbon film deposited onto a ceramic rod and covered by an electrically insulating epoxy resin, which is also a good thermal conductor. Their main characteristics are described in Table I mechanically attached to the resistor and thermally connected with a heat sink compound (Dow Corning 340).
Voltage dividers were biased with voltages ranging from 7 V to 10 V using a voltage source (Promax FAC662B). Both continuous and pulsed biases, with a duty cycle of 66%, were investigated (30 s/15 s On/OFF). R DUT was also investigated when placed in air at room temperature and covered using a thermally insulating polymer inside of a metallic box (thermal conductivity is approximately 0.06 W m
) to minimize heat exchange with the surroundings. Current, voltage, and temperature were acquired using a microcontroller-based data acquisition system. Data were transferred to a computer and manipulated using Eqs. (5) and (6) to infer entropy accumulation and entropy rate generation. From these data, knowledge of the circuit's deterioration was obtained instantaneously.
IV. RESULTS
Here, we summarize the results obtained from electrically stressing 10 X resistors under various experimental conditions, in order to determine the relationship between resistor damage and entropy generation.
A. Measured parameters under different conditions
Resistors were biased at a constant voltage. The added power, voltage, current, temperature, resistance, and _ S were monitored for several resistors in air and covered, under continuous and pulsed modes. We observe that the power slightly increases with a decrease in resistance and an increase in temperature. _ S exhibits a change in its behavior at the same time as resistance, as illustrated in Figs. 3 and 4 , for continuous and pulsed biases.
B. Relationship between magnitudes
Resistance and entropy are found to be directly related, as illustrated in Fig. 5 . Resistance decreases with time until failure. We compute _ S according to Eq. (6), and find that _ S evolves in a manner similar to the evolution of resistance. This correlation is found in all of the studied cases. Thus, _ S may be a valuable indicator of resistor performance. Figure 6 illustrates that the time to failure decreases when the dissipated power in the resistor increases, as expected. Also, under identical electrical conditions, the stressed resistor fails earlier when covered than in air, which is also expected (see Fig. 7 ). Moreover, the resistance evolves differently when the resistor is biased larger or smaller. In the first case, the resistance decreases until failure. In the second case, the resistance increases following a common logarithmic rule for a fatigue aging process, 3 and does not break down (see Fig. 8 ). Also, the time scales of both effects are very different, as demonstrated by a comparison of Figs. 7 and 8.
Now that the electrical behavior has been discussed, we discuss the thermal behavior. _ S exhibits a trend that is the same as that followed by electrical measurements. In Fig. 9 , we plot _ S for various continuous biases in air. _ S decreases as the bias decreases. Finally, we integrate _ S to find the total entropy variation, DS, as depicted in Fig. 10 . We find that entropy increases faster in cases where failure occurs earlier. However, the total entropy generation is not a useful parameter to assess resistor performance, because it is due to both thermal flux dissipation and system degradation. Specifically, resistors biased at lower voltages have a larger entropy variation because they exchange more entropy with the surroundings as heat flux.
C. Reliability projections
Here, we conduct a reliability projection for these components to summarize our findings. We plot the time-to-failure, defined as the time when the resistance increases above 10% over the nominal value due to fatigue or when the resistor fails, for the injected power, as depicted in Fig. 11 . This time-to-failure is the same for both resistance failure and _ S. Therefore, if the entropy of the system is measured, the system's performance can be projected. This would apply to any system that dissipates power and works under heated conditions: electrical, mechanical, or even chemical. However, we will see that this representation is not sufficient to describe resistance failure because it takes into account injected power rather than degradation energy, as discussed for Fig. 13 .
V. DISCUSSION
First, we consider the well-known resistor-reversible temperature dependence. Second, we discuss the entropy generation rate and how to distinguish the thermal generation and aging effects. Third, we consider the physical mechanism that degrades the resistor. Finally, we discuss the entropy generation rate as a valuable diagnosis parameter.
With respect to reversible temperature dependence, models based on free electron gas models provide a wellknown expression relating temperature to resistance,
where a ¼ 6 350 ppm C
À1
. For the tested 10 X nominal resistors, this leads to an increase of approximately 1 X, depending on the resistor, as shown in Figs. 6 and 7. This change in resistance is reversible and does not damage the device.
A. Damage characterization
We now focus on the damage characterization. According to Lemaitre, 5 resistor damage is given by a phenomenological relationship,
where D is damage, I is the actual current, I 0 is the nominal current in a fresh resistor, and 0 D 1, where D refers to the decrease in elasticity modulus. 26 The use of a damage parameter, D, has also been inferred from statistical principles. 21, 27 However, this relationship is not considered useful to explain our results because I can either increase or decrease, which is not explained with this equation. In electrical degradation, two possible mechanisms are found: cascade conduction and resistance increase. In either case, current increases or decreases. Since damage can be studied as an irreversible process, r s ! 0. So after recovering Eq. (1), we can rewrite it as
where _ Q e is the exchanged heat with the surroundings. Since V, I, and T are known, we can plot VÁI as a function of T, as depicted in Fig. 12 . A similar approach was used for determining degradation in sliding contacts. 28 The independent term is related to entropy flow, whereas the slope is related to damage entropy generation. The critical point is to determine the behavior of _ S i . According to CIT, the behavior should be expressed as the product of force and flux. If one considers that the material's structure changes, a change in 
where r and _ e p are the stress and strain tensors, respectively, and A k and _ V k stand for other internal variables able to describe material changes. The first term is dissipation due to plastic deformation, induced by the product of the strain tensor and applied stress, and the second term is related to the nonrecoverable energy stored in the material, i.e., dilatation dissipation. This second term accounts for 5%-10% of the total dissipation, so it is usually negligible. 5, 21 Stress would be due to the generation of defects, including interstitials and dislocations, governed by electrical potentials. One of the critical issues of this work is to justify fatigue (resistance increase) and failure (resistance increase) as irreversible processes with positive entropy generation. Kluitenberg 29 developed an expression that relates the entropy generation rate to material strains (see Eqs. (2.6) and (5.1) in Ref. 29 , and consider only the mechanical terms),
where P ðvÞ ab is the viscous pressure tensor,ẽ ab and e i ab are the total and inelastic strain tensors, and s i ab and s i are the stress tensors. Both elastic and inelastic strains contribute to entropy generation. The second term is a linearized approximation described by the constants g (1) , g (2) , g
, and g (4) . The key point for our approach is that this expression is temperature independent. The entropy generation rate is definitely positive because all of the strain terms are quadratic, i.e., regardless of strain generation (fatigue or failure), entropy will be positive, as expected from the second law of thermodynamics. In our opinion, this was not evident in previous studies based on D parameters. 5, 6, 13, 27 Thus, we plot the curve of added power to the resistor as a function of temperature, P(T), as illustrated in Fig. 12 , which shows linear behavior, and we can estimate _ S i from the linear fit. Alternatively, the term related to entropy flow, the thermal entropy generation rate per unit volume, is
where k is thermal conductivity. 4 This expression can be further developed if heat flux q (Wm À2 ) is characterized. Thermal conduction takes place through surface contact with the environment and through the resistor cable connections, and described by the Fourier conduction law as
Generation rate is related to entropy generation according to
We do not have access to thermal gradients, but we can quantify the total heat transferred, _ Q e . We found a linear trend in the P-T representation as illustrated in Fig. 12 . Using Eq. (10), we fit linear regressions to experimental data, as plotted in Fig. 13, and summarize   FIG. 12 . Power added to the resistor P plotted against temperature for covered and continuous data. The slope slightly increases, whereas the heat flux intercept decreases.
FIG. 13. Lifetime projection estimation as a function of _
S i for shortcircuited resistor failure. the slope and intercept terms in Table II . The slope is directly related to _ S i , and we observe that the slope and thus _ S i become larger as the resistor degradation rate increases, due to the surge in power. The intercept is related to heat flux. When the dissipated power increases, the heat flux also increases, as expected. Both covered and exposed experimental curves exhibit linear behavior, but their slopes are different (see Table II ). Based on these findings, it is reasonable to assume that their aging mechanisms are the same. 10 For low power surges, _ S i exhibits different behavior, i.e., two slopes, M1 and M2, are possible. Consequently, distinguishing between the two degradation mechanisms is possible with this method. _ S i also behaves linearly, as expected from the irreversible aging due to material stress. In turn, _ S i can be characterized by identifying the constants in Eq. (12) , which depend on the material. This finding enables one to understand material generation and energy defects using entropy monitoring. Although we did not aim to investigate the behavior of resistor materials in this work, it might be the basis of a future investigation.
We find that the energy needed for aging is TÁ _ S i . The product of the slope and maximum temperature produces values between 0.5 W and 0.9 W. The input power ranges from 2.4 W to 6.2 W. Thus, in this case, the power devoted to resistor degradation is roughly 7%-9% of the input magnitude, signifying that the resistor dissipates heat and degrades, before it finally fails. We emphasize that this percentage is large because the resistors are highly stressed, above their nominal values, which damages the resistors during continuous use. This representation is more accurate for resistor lifetime predictions than that depicted in Fig. 11 , because it only considers the effects of degradation, whereas the former includes entropy exchange. This approach can be useful for resistive systems that are not specially designed as resistors, which deteriorate when electrical current flows through them. Resistors have been specially designed for this purpose. Thus, once we have demonstrated this behavior in the general case, it can be applied to other particular cases.
We conclude with a discussion of the contributions of both elastic and inelastic strain, in accordance with Eq. (12). While inelastic strain clearly results in irreversible material damage, elastic strain can decrease. Thus, if we bias a resistor at large voltage, we find that its resistance decreases (see Fig. 6 ), but when it cools down, its resistance increases, up to 14.7 X and 11.9 X for 9 V and 8 V biases, respectively. After the resistors have failed, analyses of the resistors might be necessary for discriminating the failure mechanism. To further verify the elastic stress influence, we compared the results of TÁ _ S i for continuous and pulsed signals, as shown in Fig. 14. Similar behavior is found in both cases. Slopes are 2.08 6 0.16 mW K À1 and 1.95 6 0.23 mW K
À1
, whereas intercepts are 4.20 6 0.07 W and 3.90 6 0.1 W, respectively. The intercept is smaller in the pulsed case because the average power is smaller due to the duty cycle. However, the degradation mechanisms seem consistent in both cases, confirming the hypothesis that temperature is independent of _ S i , as proposed in Eq. (12) . Also, from this expression, we infer that since the slope is much similar in both cases, the small differences can be attributed to elastic stresses in the material.
B. Degradation
Depending on the degradation mechanism, resistor resistance can increase, because as described by percolation models, thermal dissipation generates activated defects that behave as open circuits 30 or decreases if conductive paths are present in the material 31 due to dielectric breakdown as electrons find a ballistic path. Dielectric breakdown occurs during heating, but when it cools down, the resistance increases and then degrades until it is reheated. Electromigration in the resistor is also possible and has been thermodynamically described in metals for current densities above 10 4 A cm
À2
. For normal home utilities, current densities are approximately 10 2 A cm À2 and do not result in aging or electromigration. 27 In the case of our resistor experiments, current densities reach a maximum of about 500 A cm À2 (1 A in an estimated section of 2 Â 10 À3 cm 2 ), which would be low for a metal. However, in this case, we have a resistor, where electrical scattering is larger than that in metals. In both cases, entropy is positive as demonstrated in Refs. 27, 30, and 31. 
C. Entropy generation model
From the experimental results, we have clearly determined that entropy varies in electrically stressed resistors, but some issues must be addressed. Note that, as expected from the second law of thermodynamics, intrinsic entropy always increases. Thus, it is convenient to evaluate the entropy delivered to the environment due to heat transfer, because the system is not adiabatic. In Sec. I, generated entropy was split between device entropy, DS i , and the entropy transferred to the environment, DS e . We propose an equivalent electrical circuit to describe this behavior, which is modeled using an element for each mechanism. The input power delivered to the resistor is described by a current source, I. This source is coupled to a dependent current source, _ S, which describes the entropy generation rate in the resistor. The generated entropy is split into _ S e and _ S i . This last term accounts for the irreversible processes in the resistor (fatigue and failure) and is modeled with a capacitor, C Sirr , as a storage irreversible entropy reservoir, as illustrated in Fig. 15 . When the capacitor reaches a certain threshold value, the system fails, which has been proposed in mechanical systems by Naderi. 8 Accordingly, because internal entropy production leads to degradation of the system, 2 it is possible to define a function,
where _ S tf and _ S 0 are the failure and initial entropy generation rates, respectively. k th describes the constant threshold limit and can be tuned as a parameter for diagnoses and prognoses.
VI. CONCLUSIONS
An entropy approach to commercial resistor reliability has been presented. In particular, the entropy generation rate has been demonstrated to be a good estimator for describing electrical circuit failure. The results presented here have demonstrated that entropy increase can be monitored in standard carbon commercial resistors under different biases and environmental conditions. We have identified two different mechanisms leading to resistor failure. In both cases, a positive irreversible entropy generation rate was found. The entropy flow rate and generation rate inside the resistor have also been possible to identify, which clearly heralds deeper thermal characterization of electrical circuits. It is reasonable to assume that these results can be extended to other types of resistive elements, including electrochemically equivalent resistances, semiconductors, and digital logics.
Future studies must attempt to consider an entropy generation model for resistors to predict device lifetime as well as to validate the statistics of identical devices. FIG. 15 . Irreversible entropy damage model for a resistor generator. The electrical current I flowing through R dissipates energy at R. Irreversible entropy is generated ( _ S). Part of _ S is released to the environment as heat flux through _ S e and partially delivered for material degradation, _ S i . We introduce a capacitor as a reservoir for cumulated entropy, C Sirr , and a diode to reflect the irreversibility of the process.
