Вопросы реализации нейросетевых алгоритмов на мемристорных кроссбарах by A. Morozov Yu. et al.
272 Известия вузов. Материалы электронной техники. 2019. Т. 22, № 4     ISSN 1609-3577
* Статья подготовлена по материалам доклада, представленного 
на I−й международной конференции «Математическое моделиро-
вание в материаловедении электронных компонентов», Москва, 
21—23 октября 2019 г.
Известия высших учебных заведений. Материалы электронной техники. 2019. Т. 22, № 4. C. 272—278. 
DOI: 10.17073/1609-3577-2019-4-272-278
Морозов Александр Юрьевич1,2 —канд. физ.−мат. наук, 
научный сотрудник, e−mail: morozov@infway.ru; Ревизников 
Дмитрий Леонидович1,2 — доктор физ.−мат. наук, профессор, 
e−mail: reviznikov@gmail.com; Абгарян Каринэ Карленовна1,2,§ 
— доктор физ.−мат. наук, заведующая отделом, e−mail: kristal83@
mail.ru
§ Автор для переписки
УДК 004.3:004.93
Вопросы реализации нейросетевых алгоритмов 
на мемристорных кроссбарах*
© 2019 г. А. Ю. Морозов1,2, Д. Л. Ревизников1,2, К. К. Абгарян1,2,§
1 Федеральный исследовательский центр «Информатика и управление» 
Российской академии наук, 
ул. Вавилова, д. 44, корп. 2, Москва, 119333, Россия
2 Московский авиационный институт (национальный исследовательский университет), 
Волоколамское шоссе, д. 4, Москва, 125993, Россия
Аннотация. Присущее мемристорным кроссбарам свойство естественной параллелизации матрично−
векторных операций создает возможности для их эффективного использования в нейросетевых вычислениях. 
Аналоговые вычисления производятся на порядки быстрее по сравнению с вычислениями на центральном 
процессоре и на графических ускорителях. Кроме того, значительно ниже энергозатраты на проведение ма-
тематических операций. При этом существенной особенностью аналоговых вычислений является небольшая 
точность. В связи с этим актуальным является исследование зависимости качества работы нейронной сети 
от точности задания ее весов. Рассмотрены две сверточные нейронные сети, обученные на наборах данных 
MNIST (рукописные цифры) и CIFAR_10 (самолеты, лодки, машины и т. д.). Первая состоит из двух сверточных 
слоев, одного слоя подвыборки и двух полносвязанных слоев, а вторая — из четырех сверточных слоев, двух 
слоев подвыборки и двух полносвязаных слоев. Вычисления в сверточных и полносвязных слоях выполняют-
ся через матрично−векторные операции, которые эффективно реализуются на мемристорных кроссбарах. 
Слои подвыборки подразумевают операцию нахождения максимального значения из нескольких, которая 
также может быть реализована на аналоговом уровне. Процесс обучения нейронной сети происходит от-
дельно от анализа данных. Как правило, на этапе обучения используются градиентные методы оптимизации, 
реализацию которых целесообразно выполнять на центральном процессоре. Показано, что для получения 
приемлемого качества распознавания в случае с сетью, обученной на MNIST, требуется 3—4 бита точности 
при задании ее весов, а в случае с сетью, обученной на CIFAR_10, — 6—8 бит.
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Введение
В последние десять лет активно идет развитие 
технологий, в основе которых лежит электрический 
элемент — мемристор. Мемристор — это сопротив-
ление, проводимость которого меняется в зависимо-
сти от суммарного протекшего через него электри-
ческого заряда. При этом установившиеся сопротив-
ление в отсутствие тока не изменяется со временем. 
То есть, мемристор является элементарной ячейкой 
долгосрочной энергонезависимой памяти [1, 2]. 
Мемристорный кроссбар — это объединение 
мемристоров в матрицу. Благодаря закону Ома и 
закону Кирхгофа, на основе кроссбара можно вы-
полнять аналоговое произведение матрицы на 
вектор. Аналоговые вычисления производятся на 
порядки быстрее по сравнению с вычислениями на 
центральном процессоре и на графических уско-
рителях. Кроме того, существенно ниже энергоза-
траты на проведение математических операций. 
При этом в связи с ограниченностью количества 
уровней проводимости мемристора возникает про-
блема точности представления чисел. Корпорация 
Hewlett−Packard уже создала в «железе» мемри-
сторный кроссбар, на котором реализована операция 
матрично−векторного умножения [3, 4]. На данных 
момент точность задания матрицы ограничивает-
ся 6 битами (для каждого мемристора выделяется 
64 уровня проводимости). 
Поскольку матрично−векторное умножение 
— важнейший элемент работы нейронных сетей, 
появляется возможность эффективной аналого-
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вой реализации нейросетевых алгоритмов. Одной 
из наиболее востребованных задач искусственных 
нейронных сетей является задача распознавания 
изображений. За счет естественной параллелиза-
ции матрично−векторных операций на кроссбарах 
имеется возможность существенно ускорить работу 
нейронных сетей. При этом, в связи с ограниченно-
стью точности, важно понимать, как дискретизация 
весов нейронной сети будет влиять на качество ее 
работы. Этому вопросу посвящена настоящая ста-
тья. 
В работе описывается общая проблематика 
аналоговой реализации нейросетевых алгоритмов 
и рассматривается архитектура сверточных ней-
ронных сетей. На примере двух нейронных сетей, 
обученных на наборах данных MNIST и CIFAR_10, 
исследуется зависимость качества распознавания от 
точности задания весов. Рассмотрены возможности 
применения мемристорных кроссбаров для аналого-
вой реализации нейросетевых алгоритмов.
Цель работы — исследование влияния дискре-
тизации весов нейронной сети на качество ее работы, 
что позволяет оценивать возможность реализации 
нейросетевых алгоритмов на мемристорных крос-
сбарах.
Нейронные сети
Можно выделить два основных подхода к по-
строению аналоговых нейросетей. Первый подход 
предполагает обучение сети непосредственно на 
«железном» уровне, что в наибольшей мере соот-
ветствует аналоговой парадигме нейроморфных 
сетей. Наиболее простой вариант может быть пред-
ставлен двухслойной полносвязной сетью с одним 
слоем мемристорных элементов (синапсов). В этом 
случае соответствие синаптического веса (проводи-
мости мемристора) интенсивности входного сигнала, 
подаваемого на нейрон, обеспечивает достаточно 
высокую точность решения задачи классифика-
ции [5]. В последнее время усиливается интерес к 
импульсным нейронным сетям, обучение которых 
организуется с использованием правила Хебба и 
синаптической пластичности (метод STDP [6], со-
гласно которому изменение весов синапсов нейрона 
зависит от разницы во времени между входным и 
выходным импульсом) [7—11]. Однако такой подход 
трудно реализуем применительно к сложным много-
слойным сетям.
Другой подход предполагает разделение эта-
пов обучения и анализа данных. Как правило, на 
этапе обучения используются градиентные методы 
оптимизации, реализацию которых целесообразно 
выполнять на центральном процессоре (или на гра-
фических ускорителях). Этап анализа данных состо-
ит в прямом распространении сигнала по сети, что, 
учитывая возможности параллельного выполнения 
матрично−векторных умножений, идеально ложит-
ся на архитектуру мемристорного кроссбара [12]. 
Таким образом, этап анализа данных эффективно 
реализуется в аналоговом режиме.
При таком подходе возникают две основные 
проблемы. Первая связана с переходом от непре-
рывного диапазона изменения синаптических весов 
к дискретному набору значений, обеспечиваемых 
мемристором. В наиболее радикальном вариан-
те, когда мемристор может находиться в двух со-
стояниях, высокоомном и низкоомном, речь идет 
о бинаризации синаптических весов. Ясно, что та-
кая дискретизация может вносить погрешности в 
результаты анализа данных. Поэтому актуальной 
задачей является выявление зависимости погреш-
ности дискретизации от количества дискретных 
уровней для различных наборов данных.
Другой проблемой является возможное несовер-
шенство мемристорного элемента [13], ведущее к не-
контролируемому изменению уровня проводимости 
в ходе функционирования системы или инициации. 
В этой связи актуальным является анализ влияния 
дефектов мемристорных элементов на точность ре-
шения задач обработки данных. Отметим, что мо-
дель мемристора можно описать как динамическую 
систему с неопределенностями и использовать для 
ее исследования соответствующие методы [14—17].
В настоящей работе рассматривается второй 
подход к реализации многослойных нейронных 
МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ В МАТЕРИАЛОВЕДЕНИИ ЭЛЕКТРОННЫХ КОМПОНЕНТОВ
26 × 26 × 32
Conv Conv
28 × 28 1012 × 12 × 64 128
Input Maxpool Dense Dense
Output
24 × 24 × 64
Рис. 1. Архитектура сверточной нейронной сети (MNIST)
Fig. 1. Convolutional Neural Network Architecture (MNIST)
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сетей. Вычисления в каждом слое сети включают 
перемножение матрицы весов на входной вектор, 
прибавление вектора смещения и применение не-
линейной функции активации. Все эти действия 
возможно выполнить в аналоговом представле-
нии.
Нейронная сеть заранее обучается с использо-
ванием центрального процессора или графических 
ускорителей и далее ее веса размещаются в соот-
ветствующих мемристорных кроссбарах.
Рассматриваются две сверточные нейронные 
сети. Первая состоит из двух сверточных слоев 
(conv), одного слоя подвыборки (maxpool) и двух 
полносвязанных слоев (dense) (рис. 1), а вторая из 
четырех сверточных слоев, двух слоев подвыборки 
и двух полносвязаных слоев (рис. 2).
Сверточный слой (conv) состоит из набора ядер 
(рис. 3). Каждое ядро это матрица (в общем случае 
тензор) небольшого размера (в представленных се-
тях, размером 3 × 3 и 3 × 3 × 3) которая «накладыва-
ется» с перехлестом на входные данные с последую-
щим перемножением соответствующих элементов 
и суммированием. Например, такие операции как 
размытие изображения или выделение контуров яв-
ляются сверткой. Если представить входные данные 
в виде вектора, а ядра свертки в виде больших раз-
реженных матриц, то получение результата свер-
точного слоя сведется к перемножению матрицы на 
вектор, что в свою очередь эффективно реализуется 
на мемристорных кроссбарах.
Слой подвыборки (maxpool) применяется для 
уменьшения размера данных (рис. 3). В рассмотрен-
ных сетях из каждых четырех промежуточных 
значений оставляется только одно — максимальное. 
Здесь подразумевается, что операция выбора макси-
мального элемента из нескольких может быть реа-
лизована на аналоговом уровне. Отметим, что если 
для уменьшения размера данных использовать не 
выбор максимального элемента, а усреднение, тогда 
данный слой можно представить как сверточный 
слой, в котором ядра покрывают входные данные 
без перехлеста.
Рис. 2. Архитектура сверточной нейронной сети (CIFAR_10)
Fig. 2. Convolutional neural network architecture (CIFAR_10)
30 × 30 × 32
Conv Conv
1013 × 13 × 64 512
Input Maxpool DenseDense
Output
6 × 6 × 64
Maxpool
Maxpool
15 × 15 × 64
15 × 15 × 6432 × 32 × 3
32 × 32 × 32
Conv ReLUKernels
Рис. 3. Часть сверточной нейронной сети 
Fig. 3. Part of a convolutional neural network
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К результату каждого слоя (кроме слоя подвы-
борки) поэлементно применяется активационная 
функция ReLU (рис. 4): 
f(x) = max (0,x).
Данная функция представляется на железном 
уровне в виде полупроводникового диода.
В целом все элементы рассмотренных нейрон-
ных сетей возможно реализовать на аналоговых 
электронных компонентах.
МАТЕМАТИЧЕСКОЕ МОДЕЛИРОВАНИЕ В МАТЕРИАЛОВЕДЕНИИ ЭЛЕКТРОННЫХ КОМПОНЕНТОВ
Рис. 4. Активационная функция ReLU
Fig. 4. ReLU activation function
Рис. 5. Набор данных MNIST
Fig. 5. MNIST dataset
Рис. 6. Набор данных CIFAR_10
Fig. 6. Dataset CIFAR_10
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Результаты и их обсуждение
Для обучения и работы с сетями использовалась 
библиотека Keras, написанная на языке Python, 
которая является надстройкой над фреймворками 
Deeplearning4j, TensorFlow и Theano [18].
Первая нейронная сеть (см. рис. 1) была обучена 
на наборе данных MNIST состоящем из изображе-
ний рукописных цифр (рис. 5) [19]. Вторая нейронная 
сеть (см. рис. 2) обучалась на CIFAR_10, состоящем 
из самолетов, автомобилей, животных и т. д. (рис. 6) 
[20]. Точность распознавания на тестовых выборках 
обученной нейронной сети составила: для MNIST — 
99,16 % и для CIFAR10 — 74,86 %. Отметим, что для 
CIFAR_10 возможна реализация с более высокой 
точностью, однако целью данной работы является 
не достижение точности искусственной нейронной 
сети, а оценка погрешности вследствие дискрети-
зации весов.
Далее была выполнена дискретизация ве-
сов: начиная с 2−х значений (1 бит точности) и до 
1024 значений (10 бит точности). Дискретизация 
выполнялась в рамках каждого слоя отдельно. На 
рис. 7 и 8 показаны зависимости качества распозна-
вания от количества бит точности задания весов 
сети. Пунктирной линией показа исходная точность 
распознавания. 
Для сети, обученной на MNIST’е, для дости-
жения приемлемой точности (98—99 %) требуется 
3—4 бита точности. А для нейронной сети, обучен-
ной на CIFAR_10, нужно 6—8 бит. 
Заключение
В работе рассмотрены некоторые вопросы реа-
лизации нейросетевых алгоритмов на мемристор-
ных кроссбарах. В связи с ограниченностью точно-
сти аналоговых вычислений исследовано влияние 
дискретизации весов нейронных сетей на качество 
распознавания. На примере двух сверточных сетей, 
обученных на наборах данных MNIST и CIFAR_10 
показано, что возможно применять мемристорные 
кроссбары для аналоговой реализации нейросете-
вых алгоритмов. Для сети, обученной на MNIST’е, 
для достижения приемлемой точности (98—99 %) 
требует 3—4 бита точности. А для нейронной сети, 
обученной на CIFAR_10, нужно 6—8 бит. 
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Issues of implementing neural network algorithms 
on memristor crossbars
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Abstract. The property of natural parallelization of matrix−vector operations inherent in memristor crossbars creates 
opportunities for their effective use in neural network computing. Analog calculations are orders of magnitude faster in 
comparison to calculations on the central processor and on graphics accelerators. Besides, mathematical operations en-
ergy costs are significantly lower. The essential feature of analog computing is its low accuracy. In this regard, studying the 
dependence of neural network quality on the accuracy of setting its weights is relevant. The paper considers two convolu-
tional neural networks trained on the MNIST (handwritten digits) and CIFAR_10 (airplanes, boats, cars, etc.) data sets. The 
first convolutional neural network consists of two convolutional layers, one subsample layer and two fully connected layers. 
The second one consists of four convolutional layers, two subsample layers and two fully connected layers. Calculations in 
convolutional and fully connected layers are performed through matrix−vector operations that are implemented on memristor 
crossbars. Sub−sampling layers imply the operation of finding the maximum value from several values. This operation can 
be implemented at the analog level. The process of training a neural network runs separately from data analysis. As a rule, 
gradient optimization methods are used at the training stage. It is advisable to perform calculations using these methods 
on CPU. When setting the weights, 3—4 precision bits are required to obtain an acceptable recognition quality in the case 
the network is trained on MNIST. 6−10 precision bits are required if the network is trained on CIFAR_10.
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