A threshold graph G on n vertices is defined by binary sequence of length n. In this paper we present an explicit formula for computing the distance characteristic polynomial of a threshold graph from its binary sequence. As application, we show a several of nonisomorphic pairwise threshold graphs which are D-cospectral graphs.
Introduction
All graphs considered in this paper are simple graphs, that is, undirected, loop free and having no multiple edges. Let G = (V, E) be a connected graph of order n, where V is the vertex set and E is the edge set. The distance matrix D(G) of G is an n × n matrix d ij such that d ij is the distance (length of a shortest path) between ith and jth vertices in G.
The distance characteristic polynomial of G, denoted by P D(G) (x), can be expressed as P D(G) (x) = det(D(G) − xI). Their roots are called distance eigenvalues of G, or simply the D-spectrum of G. The distance eigenvalues were first studied by Graham and Pollack in 1971 to solve a data communication problem [10, 13] , and they have many applications on the literature [4, 7] . We refer the reader to [1] where several spectral results were presented for the distance matrix of graphs.
This paper is concerned with threshold graphs, introduced by Chvátal and Hammer [6] and Henderson and Zalcstein [11] in 1977. They are an important class of graphs because of their numerous applications in diverse areas which include physics, biology and social sciences [18] . Threshold graphs can be characterized in many ways. One way of obtaining a threshold graph is through a binary sequence that will be relevant to this paper, and we will describe in the next section.
There is a considerable body of knowledge on the spectral properties of threshold graphs related to adjacency matrix [3, 8, 9, 14, 15, 16, 20, 22, 23] .
However, the literature does not seem to provide many results about the distance matrix of this class of graphs. One reason for this is due to the fact that distance matrix is dense while that adjacency matrix is relatively sparse. Thus the computation of the characteristic polynomial of distance matrix is computationally more complex problem.
In this paper we attempt to fill this gap with presenting in Section 3 an explicit formula for computing the distance characteristic polynomial of threshold graph from its binary sequence. The distance eigenvalues −2 and −1 in threshold graphs can be also obtained directly from its binary sequence. This is shown in Section 2.
Two nonisomorphic graphs with the same spectrum are called cospectral. In recent years, there has been a growing interest to find families of cospectral graphs. There are many constructions in the literature [12, 21] .
This notion is originally defined for the adjacency matrix of the graph G, but a natural extension of the problem is to find families of graphs that are cospectral with relation to other matrices [5] . As application, in Section 4, we show a several of nonisomorphic pairwise threshold graphs which are D-cospectral graphs.
Preliminaries
In this section, we present a formula for computing the multiplicities of distance eigenvalues −2 and −1 of a threshold graph, as well as some known results.
2.1
The distance eigenvalues −2 and −1.
Recall that a vertex is isolated if it has no neighbors, and is dominating if it is adjacent to all others vertices. A threshold graph is obtained through an iterative process which starts with an isolated vertex, and where, at each step, either a new isolated vertex is added, or a dominating vertex (adjacent to all others vertices) is added. We represent a threshold graph G on n vertices using a binary sequence In constructing a distance matrix, we order the vertices in the same way they are given in their creation sequence. Let m −2 (G) and m −1 (G) denote the multiplicity of eigenvalues −2 and −1, respectively, in a threshold graph G with distance matrix D. We will represent a connected threshold graph by G = (0 a 1 1 a 2 0 a 3 . . . 0 a n−1 1 an ) where each a i is a positive integer for i = 1, . . . , n.
Lemma 1 For a connected threshold graph G = (0 a 1 1 a 2 . . . 0 a n−1 1 an ) where each a i is a positive integer. Then
and
Proof: Follows that the distance eigenvalue −2 corresponds to set of vertices 0 a i , and hence its multiplicity is given by equation (1). Similarly, the distance eigenvalue −1 corresponds to set of vertices 1 a i and its multiplicity given by equation (2).
2.2
The parameter γ a n,l
In order to obtain an explicit formula to
we need to introduce the parameter γ a n,l .
Let [n] = {1, 2, . . . n}, and let I n,l the set of increasing sequences in [n] of length l such that if (t 1 , t 2 , . . . , t l ) ∈ I n,l then t i ≡ n + i − l (mod 2). In other words, elements in I n,l are increasing sequences alternating even and odds numbers such that the last term has the same than parity n. For instance In general, for any l the sequences in I 7,l must finish in an odd number, while all the sequences in I 6,l must finish in an even number. Given a sequence t = (t 1 , t 2 , . . . , t l ) we denote a t = a t 1 a t 2 · · · a t l . Based in this notation we have Definition 1 Let a = (a 1 , a 2 , . . . , a n ) be fixed sequence of positive integers.
We define the following parameter
We write n = 2m + r 0 , with r 0 ∈ {0, 1} and define r 1 ∈ {0, 1} such that
For n ≥ 2 and y = x + 1, the following result was given in [17] .
Proposition 1 Let a = (a 1 , a 2 , . . . , a n ) be fixed sequence of positive integers.The determinant of the following n × n tridiagonal matrix
can be viewed as a bivariate polynomial p (a)
n (x, y) with integer coefficients and computed by
An explicit formula for P D(G) (x)
In this section we present an explicit formula for the distance characteristic polynomial of threshold graph from its binary sequence. A similar formula related to adjacency matrix was given in [17] .
We begin with an auxiliary result that will play an important role in the sequel.
Lemma 2 Let G = (0 a 1 1 a 2 . . . 0 a n−1 1 an ) be a connected threshold graph with distance matrix D(G). Let m −2 (G) and m −1 (G) be the multiplicities of eigenvalues −2 and −1 of G, respectively. The distance characteristic polynomial of G is, to within a sign,
where Q(x) is the characteristic polynomial of the matrix below
. . . a n−2 a n−1 a n − 1
Proof: Let G = (0 a 1 1 a 2 . . . 0 a n−1 1 an ) be a connected threshold graph with distance matrix D(G). Since that the multiplicities m −2 (G) and m −1 (G)
can be obtained from sequence binary of G, according Lemma 1, we will determine the Q(x). Let λ be an eigenvalue of D(G) with an eigenvector associated x = (x 1 , x 2 , . . . , x n ). Using the system Dx = λx we obtain the following equations:
. . .
Subtracting the first two equations in this system, we obtain that
which is equivalent to (λ + 2)(−x 1 + x 2 ) = 0.
Assuming that λ = −2, we have that x 1 = x 2 . Using a similar argument for the first a 1 equations, we obtain that x 3 = x 1 , x 4 = x 1 and so on. Then
, . . . , a 1 x 1 +a 2 x ′ 2 +. . .+(a n −1)x n ).
Replacing this solution in the original system Dx = λx, we obtain the desire matrix (6) and the result follows.
Remark: An alternative approach to prove the previous Lemma is to use an equitable partition of vertex set V (G) and the divisor technique, according [2] .
Lemma 3 Let n ≥ 1 be a positive integer and let
be a tridiagonal matrix of order n. Then the detM n = (−1) n .
Proof: We prove the result by induction on n. The cases n = 1 and n = 2 is easy to verify. Assume the result to be true for M k , 2 ≤ k ≤ n − 1. A simple Laplace expansion shows that
Theorem 1 Let G = (0 a 1 1 a 2 . . . 0 a n−1 1 an ) be a connected threshold graph with distance matrix D(G). Let m −2 (G) and m −1 (G) be the multiplicities of eigenvalues −2 and −1 of G, respectively. The distance characteristic polynomial of G is, to within a sign,
, where
with p (−a) n (z, y) given by (4), replacing z = x + 2, y = x + 1 and each a i by −a i .
Proof: According Lemma 2, it is sufficient to show that Q(x) satisfies the equation (7). Let Q − xI be the matrix where Q is the matrix given by (6),
and replacing y = x + 1 and z = x + 2, giving the matrix:
Let M n be the matrix of Lemma 3, and using that detM n = (−1) n ,
Since that the determinant of matrix (9) can be computed as determinant of following matrices
and by Proposition 1, the determinant of matrix (11) is −p
we show that the determinant of matrix (10) is 2yp
(−a) n−1 (z, y). Using proper-ties of determinant, we have that
and by Laplace expansion in the nth column of matrix (12) = −2(−y)(−1)
Performing the following operations
which the determinant is 2yp
(−a) n−1 (z, y), and the result follows.
Example 1 We apply the formula given in Theorem 1 to the threshold graph G = (0 a 1 1 a 2 0 a 3 1 a 4 ) with a 1 > 1. According Theorem 1 the multiplicities of −2 and
(z, y), by Proposition 1, follows
Replacing z = x + 2, y = x + 1 and each
D-cospectral graphs
In this section, we present some connected threshold graphs which are Dcospectral graphs.
Lemma 4 If G = (0 a 1 1 a 2 0 a 3 . . . 0 a n−1 1 an ) and
Proof: We note that γ a n,1 = m −2 (G) = γ b n,1 and γ a n−1,1 = m −1 (G) = γ b n−1,1 and since that the coefficient of
are equal if and only if −γ a n,2 + 2γ a n−1,2 = −γ b n,2 + 2γ b n−1,2 . By other hand
we have that γ a n,2 + γ a n−1,2 = γ a n,1 .γ a n−1,1 , and the result follows.
. From example 1, follows (taking
adding this two equations, we obtain
Since that γ a 3,2 =γ b 3,2 = a 2 a 3 = b 2 b 3 , a simple division lead us to the result. For the remainder items, we fixe α = a 1 − b 1 > 0. According Lema 4 we have that b 3 − a 3 = α and a 3 a 2 = b 3 b 2 , and by Equation (16) 
