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The thesis focuses on how to optimize vehicle routes for distributing logistics. This 
vehicle route optimization is known as a vehicle routing problem (VRP). The VRP 
has been extended in numerous directions for instance by some variations that 
can be combined. One of the extension forms of VRP is a capacitated VRP with 
stochastics demands (CVRPSD), where the vehicle capacity limit has a non-zero 
probability of being violated on any route. So, a failure to satisfy the amount of 
demand can appear. A strategy is required for updating the routes in case of such 
an event. This strategy is called as recourse action in the thesis. 
The main objective of the research is how to design the model of CVRPSD and find 
the optimal solution. The EEV (Expected Effective Value) and FCM (Fuzzy C-Means) 
– TSP (Travelling Salesman Problem) approaches are described and used to solve 
CVRPSD.  Results have confirmed that the EEV approach has given a better 
performance than FCM-TSP for solving CVRPSD in small instances. But EEV has 
disadvantage, that the EEV is not capable to solve big instances in an acceptable 
running time because of complexity of the problem. In the real situation, the FCM 
–TSP approach is more suitable for implementations than the EEV because the 
FCM – TSP can find the solution in a shorter time. The disadvantage of this 
algorithm is that the computational time depends on the number of customers in 
a cluster. 
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Introduction & Thesis Structure 
 
1.1. Introduction 
 In Industry, logistics is one of the most important aspects that needs to be 
considered by companies. Although many companies focus on the design and 
production of their products and services to best meet customer needs, if those 
products cannot reach customers, the business will fail and cannot survive. 
Moreover, if a company can manage logistics effectively and efficiently, this means 
the company can optimize costs, energy and time such that it will affect to the 
profits. In other words, companies should concern in a distribution problem, how 
to distribute products and organize logistics properly such that a high profit can 
be achieved. 
Practically, there are several obstacles that must be satisfied in the 
distribution process, such as types of demands, vehicle capacities, delivery 
deadline, average speed that can be reached on certain paths and times, different 
locations of consumers, etc. Thus, in order to deal with this problem, companies 
need to optimize vehicle routes so that all of obstacles and restrictions can be 
satisfied. This vehicle route optimization is known as vehicle routing problem 
(VRP). The VRPs are related to combinatorial optimization and integer 
programming introduced by Dantzig and Ramser more than 50 years ago (1959) 
[1]. VRP belongs to the category of NP hard problems that can be exactly solved 
only for small instances of the problem. The VRP aims to deliver goods to 
consumers with the optimum route and minimize the number of vehicles used to 
get in and out of the depot [2]. 
In 1964, Clarke and Wright [1] extended VRP and obtained Capacitated-








have given a depot, a set of 𝑛 customers, a set of 𝑚 vehicles with capacity 𝐾 and 
every customer has a demand 𝑑𝑖. The task in the CVRP is to construct vehicle 
routes such that all of customers are served exactly once and no vehicle visits a 
set of customers whose total demand exceeds 𝐾 [3]. Regarding this, the research 
is focused on CVRP with stochastics demands (CVRPSD), where the demands are 
unknown until vehicles arrive at the customer. This problem will be described in 
more detail in the following sections. 
1.2. Thesis Structure 
This thesis is organized as follows:  
1. Chapter 1 gives a general introduction to the CVRPSD. 
2. Chapter 2 is focused on preliminary material that we need to understand 
what is VRP and its extensions. In particular, literatures resources on the 
graph theory, TSP, VRP, CVRP and the CVRPSD are studied for a deeper 
understanding of the problem studied.  
3. Chapter 3 begins the discussion on the methodology how to solve CVRPSD. 
EEV (Expected Effective Value) and Fuzzy C-Means (FCM) – TSP methods 
are adopted to generate solution for CVRPSD. This chapter also discusses 
the mathematical model of CVRPSD and its recourse action.  
4. Chapter 4 presents 2 methods that we have chosen in order to solve 
CVRPSD and discuss their effectiveness and applicability. We test the 
methods on a set of instances. Then we discuss the behavior of each 
method and evaluate the result by changing the number of scenarios. 
5. For the last chapter, conclusions are drawn and recommendation of future 













2.1. Graph Theory 
 
2.1.1. Graph Data Structure 
 A graph G is a collection of points or vertices 𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑛 (denoted by 
the set V) and a collection of edges 𝑒1, 𝑒2, 𝑒3, … , 𝑒𝑛 (denoted by the set E) joining 
all or some of these points. Then graph G is fully described by the doublet (V, E), 
see [4] for more details. Figure 2.1 is an example of 𝐺1(𝑉, 𝐸) with 𝑉 =
{𝑣1, 𝑣2, 𝑣3, 𝑣4} and 𝐸 = {𝑒1, 𝑒2, 𝑒3, 𝑒4}. Since the lines in graph 𝐺1 have no 
orientation, they are called edges (links) and 𝐺1 is an undirected graph. If the edges 
in E have directions as is shown in the graph 𝐺2(Figure 2.2), then the resulting 
graph is called a directed graph. In the directed graph, (𝑣𝑗 , 𝑣𝑘) ≠ (𝑣𝑘, 𝑣𝑗) and 






























2.1.2.1. Walk, trail, path, circuit and cycle 
This part will explain definition of a walk, trail, path, circuit and cycle, see 
[4] for their precise formulation. 
(a) A walk is defined as a sequence of alternating vertices and edges 
consecutive elements of which are incident, that begins and ends with a 
vertex. In graph 𝐺1, 𝑤1 = (𝑣1, 𝑒1, 𝑣4, 𝑒2, 𝑣3) is a walk. 
(b) A trail is the walk without repeated edges. 𝑤1 = (𝑣1, 𝑒1, 𝑣4, 𝑒2, 𝑣3) is a trail 
in graph 𝐺2. 
(c) A path is defined as a sequence of distinctive vertices connected by edges. 
In a directed graph, path is any sequence of arcs where the final vertex of 
one arc is the initial vertex of the next arc. A sequence of arcs 𝑣1, 𝑣3, 𝑣2, 𝑣5 
in Figure 2.2 is a path. 
(d) A Circuit is a closed trail, meaning we start and end at the same vertex. A 
circuit has no repeated edges but may have repeated vertices. 
(e) A cycle is defined as a closed trail where no other vertices are repeated 
apart from the start/end vertex. 𝑤2 = (𝑣1, 𝑒1, 𝑣4, 𝑒2, 𝑣3, 𝑒3, 𝑣2, 𝑒4, 𝑣1) is an 
example of a cycle in graph 𝐺1. If the cycle passes through all the vertices 
of a graph, then it is called as a Hamiltonian cycle and a graph containing 
Hamiltonian cycle is so called as Hamiltonian graph [4]. 
2.1.2.2. Connectivity of graph 
One of the important things in graph theory is regarding 
connectivity. Connectivity in a graph is divided into two concepts, namely 
vertex connectivity and edge-connectivity. Vertex-connectivity is given by 
the minimum number of vertices whose removal makes graph either 
disconnected or reduces graph into a trivial graph. Edge-connectivity is the 









More precisely, a graph is said to be connected if there is a path 
between every pair of vertices. It means that from every vertex to any 
other vertex, there should be some path to traverse. That is called the 
connectivity of a graph. Conversely, a graph with multiple disconnected 
vertices and edges is said to be disconnected. Figure 2.3 shows an example 




Figure 2.3: Connected graph 𝐺3 and disconnected graph 𝐺4 
2.1.3. Weighted Graph 
 A weighted graph G is a graph in which a number (the weight) is assigned 
to each edge. These weights might represent for example costs, lengths or 





Figure 2.4: Weighted graph 
2.2. Travelling Salesman Problem (TSP) 
 The TSP is a classical problem that tries to find the shortest path that a 
salesman goes through. The problem describes a salesman who wants to travel 
between N cities and he has to visit each one of the cities starting from a certain 














graph where the edges have weight and will be searched for Hamilton circles with 
a minimum total weight [6]. 
 The TSP can be formulated as an integer linear program. There are two 
notable formulations, defined by Miller-Tucker-Zemlin (MTZ) and the Dantzig-
Fulkerson-Johnson (DFJ). Although MTZ is weaker than DFJ [7], in this chapter, only 
MTZ formulation will be given since this formula is still useful in certain further 
discussed settings. Firstly, define the binary variables  
𝑥𝑖𝑗 = {0,   otherwise
1,   if arc(i,j) is used on the tour
  
for 𝑖 = 1, . . 𝑛. Let 𝑢𝑖  be a dummy variable and take 𝑐𝑖𝑗 to be the distance from city 
𝑖 to city 𝑗. Then, TSP can be written as follows: 





}                                                                                                 (1) 
Subject to: 
∑ 𝑥𝑖𝑗 = 1, 𝑗 = 1, . . 𝑛
𝑛
𝑖=1,𝑖≠𝑗
                                                                                                 (2) 
∑ 𝑥𝑖𝑗 = 1, 𝑖 = 1, . . 𝑛
𝑛
𝑗=1,𝑖≠𝑗
                                                                                                 (3) 
𝑢𝑖 − 𝑢𝑗 + 𝑛𝑥𝑖𝑗 ≤ 𝑛 − 1,     2 ≤ 𝑖 ≠ 𝑗 ≤ 𝑛                                                                    (4) 
𝑥𝑖𝑗 ∈ {0,1}, 𝑖, 𝑗 = 1. . 𝑛 
 0 ≤ 𝑢𝑖 ≤ 𝑛 − 1, 2 ≤ 𝑖 ≤ 𝑛 
The first constraint (2) requires that each city is arrived at from exactly one 
other city, while (3) requires that from each city there is a departure to exactly 
one other city. The last constraint (4) enforce that there is only a single tour 
covering all cities, and not two or more disjointed tours that only collectively cover 




















 In order to make easy to understand TSP, consider the set of cities in figure 
2.5. There are 5 cities, denoted by A, B, C, D and E. The problem lies in finding a 
minimal path passing from all vertices once. For instances the path 1 {A, B, C, D, E, 
A} and the path 2 {A, B, C, E, D, A} pass all the vertices. The better solution for this 








Figure 2.5:  TSP on a graph with weights on its edges 
2.3. Vehicle Routing Problem (VRP) 
 A VRP is a generalization of the Traveling Salesman Problem. The VRP 
consist of determining the routes to be used by a fleet of vehicles to serve a set of 
users. In mathematical way, VRP can be defined on a mixed graph 𝐺 = (𝑉, 𝐴, 𝐸), 
where V is a set of vertices, A is a set of arcs and E is a set of edges. A vertex 1 
represents the depot at which m vehicles are based. In this graph representation, 
arcs and edges correspond to road segments, and vertices correspond to road 
intersections [4]. 
There are many methods to solve the VRP, but the two most widely used 
methods are the exact and heuristic methods. Table 2.1 shows the most 
extensively used exact and heuristic procedures in solving the VRP [8]. Exact 
methods explore a whole state space and try to find the best solution. If the 








problem, but because the problem complexity is very high for bigger instances, 
exact approach becomes inefficient since it is time consuming [6].  
Table 2.1: Some methods to solve VRP 
Type of Approach Solution Procedure 
Exact methods 
Integer Programming 
Mixed Integer Programming 
Branch and Bound 







The second set of methods, contains heuristics that are problem-
dependent techniques. They are usually adapted for the problem and they often 
take advantage of problem specifics, but as they are often too greedy, they usually 
get trapped in a local optimum [9]. In the real problems that involve large amounts 
of data input, heuristics are more applicable than exact methods since they are 
faster to produce the solution than exact methods. But the solution can be 
produced by heuristics has usually moderate quality. 
2.3.1. Formula of VRP 
Based on double-index integer linear programming formulation [10], the formula 
of basic VRP is described as follows: 
Define the binary variables 𝑥𝑖𝑗 = {0,   otherwise
1,   if arc(i,j) used on the tour
 





















= 𝑚                                                                                                                         (7) 
∑ 𝑥𝑖𝑗 = 1, 𝑗 = 2, . . 𝑛
𝑛
𝑖=1
                                                                                                       (8) 
∑ 𝑥𝑖𝑗 = 1, 𝑖 = 2, . . 𝑛
𝑛
𝑗=1
                                                                                                       (9) 
∑ ∑ 𝑥𝑖𝑗 ≤ |𝑆| − 1,
𝑛
𝑗𝜖𝑆
 ∀𝑆 ⊆ 𝑉  \{𝑣1}
𝑛
𝑖𝜖𝑆
                                                                         (10) 
𝑥𝑖𝑗 ∈ {0,1}, ∀(𝑖, 𝑗) ∈ 𝐴, 
where m is the number of vehicles and 𝑛 is the number of customers. 
 Constraints (8) and (9) are the usual assignment constraints, (6) and (7) 
ensure that exactly m vehicles depart from and return back to node 1 (the depot). 
Constraints (10) are used to avoid sub-tours in the solution, i.e. cycling routes that 
do not passthrough the depot. The objective function is defined by (5) and 
imposes that the total travel cost of the routes is minimized. 
Typically, there are some variations of VRP as shown in figure 2.6. As can 
be seen in the figure, new variant is usually created by adding some constraint, 
which is taken from practical application (e.g. vehicle capacity, customers time 
windows or multiple depots), or by combining existing variants. For more details, 
we advise the reader to see [6], [8] and [11]. 
 


































2.4. Capacitated-VRP (CVRP) 
 CVRP is a VRP with additional constraints on the capacities of the vehicles. 
The objective is to find a collection of routes of minimum total travel cost under 
the restrictions that each route begins and ends at the depot, each customer is 
serviced exactly once, and the total demand on any route does not exceed the 
vehicle capacity [12].  
Basically, the formula of CVRP is almost the same with basic VRP, but CVRP 
has additional constraints on the capacities of the vehicles. Thus, based on [13], 
CVRP can be formulated as following: 
Define the binary variables 𝑥𝑖𝑗 = {0,   otherwise
1,   if arc(i,j) is used on the tour
 














= 𝑚                                                                                                                       (13) 
∑ 𝑥𝑖𝑗 = 1, 𝑗 = 2, . . 𝑛
𝑛
𝑖=1
                                                                                                    (14) 
∑ 𝑥𝑖𝑗 = 1, 𝑖 = 2, . . 𝑛
𝑛
𝑗=1
                                                                                                    (15) 
𝑢𝑗 − 𝑢𝑖 + 𝐾(1 − 𝑥𝑖𝑗) ≥ 𝑑𝑗 , 𝑖, 𝑗 ∈ 𝑉\{1}                                                                    (16) 








where 𝑢𝑗  is dummy variable, 𝐾 is total capacity and 𝑑𝑗 is demand at each node 𝑗. 
The constraints (12) − (15) are VRP constraints, whereas (16) impose both the 
capacity and connectivity of the feasible routes.  
2.5. CVRP with Stochastics Demands (CVRPSD) 
The CVRP with Stochastic Demands (CVRPSD) is a modified version of 
CVRP, where customers have stochastic demands such that, in general, the vehicle 
capacity limit has a non-zero probability of being violated on any route.  It is a 
stochastic integer linear program, which can be modeled by two main approaches: 
Chance Constrained Programming (CCP) and Stochastic Programming with 
Recourse (SPR) [14]. In this section, only CVRPSD modeled by SPR is provided since 
it has a wider range of applications than CCP models.  
In the CVRPSD, the total actual demand on a route may exceed the vehicle 
capacity since the demands are unknown until vehicle arrives at customer [15]. As 
a consequence, a vehicle might not be able to load all of the actual customer 
demands on any given route having more than one customer. The CVRPSD by SPR 
approach deals with this issue by permitting recourse actions. These actions lead 
to extra costs for routes, which we call penalty costs, and it is generally possible to 
compute the expected penalty cost of a route induced by the stochastic demands. 
Since the particular strategy affects the expected cost of a given route, the 
strategy must be known at the time of planning [16].  
In general, CVRPSD can be defined in many different ways depending on 
the recourse policy used. In the next sections, a methodology for solving this 















3.1. Recourse Policy 
 In the thesis, we will consider recourse policies under which each vehicle 
serves customer in its route according to so called “splitable demand”. It means 
the amount of demand of customer 𝑗 can be partitioned. So, when the expected 
demand in customer 𝑗 is strictly greater than vehicle capacity, the vehicle will leave 
the remaining amount of demand and will serve it later. As a consequence of this 
action, the penalty cost is performed. 
 Therefore, in comparison with other recourse models, see [14], we will 
solve the model for the expected demand case, and then, we will evaluate the 
consequence by computing a so called EEV characteristic. This will lead to a 
suboptimal solution in comparison with the typical two-stage recourse model by 
[14]. However, the model size does not grow exponentially with the increase of 
number of realizations of random demands. Thus, we do not need to deal with the 
unsolvable integer programs even for a relatively small data sets. 
3.2. EEV (Expected Effective Value) for CVRPSD 
 In the CVRPSD, EEV is defined as 𝐸𝜉 (𝑧(𝑥𝑚𝑖𝑛
𝐸𝑉 , 𝑑(𝜉))) where 𝑧𝑚𝑖𝑛
𝐸𝑉  denotes 
the objective function, 𝐸𝜉  denotes the expected value and 𝑑(𝜉) is the stochastic 
demand. Here EEV measures the performance of 𝑥𝑚𝑖𝑛
𝐸𝑉  for the underlying objective 
function, how good the solution 𝑥𝑚𝑖𝑛
𝐸𝑉  to find the minimum objective function of 
CVRPSD problem.  








1. Assume we have CVRP, then we solve the problem. For the problem with 
expected demands 𝐸𝜉(𝑑(𝜉)). We use the model of CVRP, as it is defined 
in chapter 2 section 2.4. 
2. Let us take the value of 𝑥𝑖𝑗 that we have found from the first step and we 
insert it into the following model: 











𝑠. 𝑥𝑖𝑗  ∀𝑖, 𝑗 𝑎𝑛𝑑 𝑖 ≠ 𝑗 
𝑦𝑖𝑗
𝑠 , 𝑤𝑖𝑗
𝑠 ≥ 0 
where 𝜃 under recourse policy can be replaced by the following formula: 
𝜃 = ∑ 𝑝𝑠. ∑ ∑ 𝑙𝑗 . 𝑦𝑖𝑗










𝑠  represent the amount of demand that can be served by vehicle 
at customer 𝑗, whereas 𝑤𝑖𝑗
𝑠  represents the amount of demand that cannot 
be satisfied by vehicle. The index variable 𝑠 represents the scenario and 𝑝𝑠 
is the probability of the scenario 𝑠 that can appear. A parameter variable 
𝑙𝑗 represents the cost needed to distribute goods to customer 𝑗 and 𝑞𝑗 is a 
penalty cost at customer 𝑗 as a consequence that the certain amount of 
demand at customer 𝑗 cannot be serviced by vehicles.  
In order to find the suitable set up value of 𝑙𝑗 and 𝑞𝑗, observe the figure 
3.1. Let us consider depot and node 3. It is easy to verify that the expected 
cost of 𝑙3 is given by the edge between depot and customer 4. While the 
expected cost of 𝑞3 can be determined by adding 𝑙4 and 2𝑙4 under 








exceed the capacity. Therefore, the formula for finding the value of 𝑙𝑗 and 
𝑞𝑗  can be generalized as follows: 
𝑙𝑗 = 1. . 𝑛                                                                                                          










Figure 3.1:  Illustration graph for finding the value of 𝑙𝑗 and 𝑞𝑗 
3. Solve the problem and we get the desire solution. 
Based on the steps of EEV, we can formulate the CVRPSD by combining 
CVRP from chapter two and the recourse formulation stated as follows: 
𝑧 = ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗
𝑛
𝑖≠𝑗,𝑗∈𝑅
+ ∑ 𝑝𝑠. ∑ ∑ 𝑙𝑗 . 𝑦𝑖𝑗



















= 𝑚                                                                                                                        
∑ 𝑥𝑖𝑗 = 1, 𝑗 = 2, . . 𝑛
𝑛
𝑖=1














∑ 𝑥𝑖𝑗 = 1, 𝑖 = 2, . . 𝑛
𝑛
𝑗=1
                                                                                                     




𝑠. 𝑥𝑖𝑗  ∀𝑖, 𝑗 𝑎𝑛𝑑 𝑖 ≠ 𝑗 
𝑦𝑖𝑗
𝑠 , 𝑤𝑖𝑗
𝑠 ≥ 0                                                                 
𝑥𝑖𝑗 ∈ {0,1}, ∀(𝑖, 𝑗) ∈ 𝐴 
 In order to understand EEV approach, consider data from Table 3.1 and 
Table 3.2. In this case, there are only 3 scenarios. First, we need to define the 
probability distribution. Assume the probabilities are independent. To calculate 
the joint probabilities for all of demands, note that 
𝑝1(𝑑(𝑛1)⋀𝑑(𝑛2)⋀𝑑(𝑛3)⋀𝑑(𝑛4)⋀𝑑(𝑛5)⋀𝑑(𝑛6)) = 
1 × 0.3 × 0.3 × 0.3 × 0.25 × 0.3 = 0.002025  
Then, by using formula (17), we obtain the cost for the problem is 163.36 with 
the routes and the solution are shown in Figure 3.2 and Figure 3.3. 
Table 3.1. The coordinate of depot and customer for 5 customers 
  x y 
(depot) 40 40 
n(2) 22 22 
n(3) 36 26 
n(4) 21 45 
n(5) 45 35 















Table 3.2. Demands and probability distribution of problem with 5 customers 
 d(n(1)) d(n(2)) d(n(3)) d(n(4)) d(n(5)) d(n(6)) 
S(1) 0 19 20 16 23 11 
Prob 1 0.3 0.3 0.3 0.25 0.3 
S(2) 0 15 22 12 25 11 
Pro 1 0.3 0.6 0.5 0.25 0.35 
S(3) 0 17 24 14 27 11 
Prob 1 0.4 0.1 0.2 0.5 0.35 
 
 
Figure 3.2: The routes of the problem of data from Table 3.1 and Table 3.2 
 









3.3. Fuzzy C-Means (FCM) – TSP Method for finding Heuristic 
Solution of CVRPSD 
 Many construction heuristics for VRP fall into one of the three classes: 
insertion algorithm, savings algorithm and clustering algorithm. This research will 
focus on how to solve CVRPSD by using clustering. Clustering algorithms are two-
phase algorithms. The first phase consists of grouping customers into clusters 
where each cluster should be served by one vehicle. The second phase then 
creates routes for each cluster.  
In this research, Fuzzy C-Means (FCM) is chosen to handle the first phase 
since it is a powerful unsupervised method for the analysis of data and 
construction of models. This method was developed by Joe Dunn in 1973 and 
improved by Jim Bezdek in 1981 [17].  In many conditions, fuzzy clustering is more 
natural than hard clustering. Objects on the boundaries between several classes 
are not forced to fully belong to one of the classes, but rather are assigned 
membership degrees between 0 and 1 indicating their partial membership.  
In general, the algorithm of FCM is described as follows: 
Step 1 Initialize 𝑈 = [𝑢𝑖𝑗] matrix add iteration index 0, 𝑈
0, where 𝑢𝑖𝑗 is the degree 
of membership of variables 𝑥𝑖  in the cluster j. 












for f is any real number greater than 1 (fuzziness factor) and 𝑐𝑗 is the cluster 
centers. 



















Step 4 If ||𝑈𝑘+1 − 𝑈𝑘|| < 𝜀, then stop, otherwise return to step 2. 
Figure 3.4 shows a schematic flowchart how the algorithm solves CVRPSD, where 
in the clustering part, system will cluster customers according to the coordinate of 












Figure 3.4. Flowchart of the method 
For the second phase, we should create routes for each cluster, where in 
graph theory’s point of view, this is Travelling Salesman Problem with Stochastics 
Demand (TSPSD) since we have to deal with stochastics demand. In order to solve 
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𝑠 ≥ 0, 
where 𝑅 is a set of customers in a cluster and 𝑒 is 𝑒𝑡ℎ route. Then, by using this 
model, we can get the desire solution.  
Now consider the following example. Let us have given 4 identical vehicles 
of capacity 50. Suppose that the number of customers is 8. The coordinates of 
depot and customer can be seen in Table 3.2. So, the distances between depot 
and customer can be found by using Euclidean norm on 𝑅2. Assume we have 3 
scenarios for demand with the individual probability of every customer described 








following the steps in Figure 3.1, the solution for this problem can be obtained. 
Here, the solution is represented both graphically and textually. Textual output 
contains a route number and a permutation of costumers (see in Table 3.3), 
whereas graphical output of the solution consists of routes, each having a different 
color and customers are illustrated as points in 2-D coordination system. For 
further, the graphical output can be seen in Figure 3.3. 
Table 3.3. The Solution of example 
Route Sequence of route Total Cost for each route Recourse Action 
1 1-2-3-1 54.96 No 
2 1-4-8-1 58.45 No 
3 1-5-6-7-1 66.95 Yes 
4 1-9-1. 58.46 No 
 
In route 3, we can see that recourse action is needed since the amount of 
actual demand exceeds the vehicle capacity may occur. For instance, in the 
scenario 2, the vehicle cannot be able to load all of demands at 𝑛(5), i.e. the 
amount of demand can be served by vehicle only 14 of 25. For the remaining 
amount, we leave it and serve it later. As a consequence of this action, penalty 
cost is applied. 
 












Table 3.4. The coordinate of depot and customer 
  x Y 
(depot) 40 40 
n(2) 22 22 
n(3) 36 26 
n(4) 21 45 
n(5) 45 35 
n(6) 55 20 
n(7) 55 45 
n(8) 26 59 
n(9) 55 65 
 
Table 3.5. Scenario’s problem 
 d(n(1)) d(n(2)) d(n(3)) d(n(4)) d(n(5)) d(n(6)) d(n(7)) d(n(8)) d(n(9)) 
S(1) 0 19 20 16 23 11 31 15 28 
Prob 1 0.3 0.3 0.3 0.25 0.3 0.2 0.1 0.8 
S(2) 0 15 22 12 25 11 25 18 20 
Pro 1 0.3 0.6 0.5 0.25 0.35 0.6 0.45 0.1 
S(3) 0 17 24 14 27 11 27 20 23 











4.1 Computational Results and Discussion 
In this section, we demonstrate the effectiveness and applicability of 2 
algorithms (EEV and FCM-TSP) with best known results for CVRPSD and our test 
data sets. Algorithms were tested on 9 instances, 2 from random data (see on 
appendix A) and 7 instances taken from classical sets of the CVRP benchmark from 
Augerat et al. (set P) with some additional scenarios. The input data can be 
downloaded at [18]. Tests were ran on a PC with Windows 10 Home 64-bit 
operating system powered by Intel® Core™ i5 - 7200U, 2,5 GHz and 6 GB RAM 
where every instance is run 7 times. All algorithms were implemented in MAPLE 
2018. 
In order to prove the effectiveness of 2 algorithms, we consider 3 chosen 
instances (Random 1, Random 2, and P-n16-k8) when all of them have 3 scenarios. 
Then, we measure the performance of algorithms by calculating the relative 
percentage deviation (RPD) of the obtained best solution from the best-known 
solution (see definition 1). The results of calculation of RPD for both algorithms 
are given in Table 4.1. 
Definition 1 Let B be our best solution from 7 runs, 𝐵∗ the best-known solution and 
C(B), 𝐶(𝐵∗) the cost of these solutions respectively. Then the relative percentage 















Table 4.1. RPD results of chosen instances 




EEV RPD FCM-TSP RPD 
Random 1 50 5 2 162.105 163.36 0.00773 231.614 0.428 
Random 2 50 8 4 245.424 246.16 0.00299 238.842 -0.0268 
P-n16-k8 35 15 8 450 451.33 0.00296 444.62 -0.0119 
 
As can be seen in Table 4.1, the performance of EEV is better than FCM – 
TSP since |RPD of EEV|  ≤ |RPD of FCM − TSP| for all of instances. This implies 
that the EEV will produce a better solution than FCM-TSP, where the solution is 
relatively close with the best-known solution. In the other hand, from table 4.1, 
we also found a fact that FCM-TSP in Random 1 case cannot perform well, while 
in the last 2 instances, FCM-TSP could produce the solutions that are lesser than 
best known results. That is why the value of their RPD are negative. However, in 
the future, the FCM-TSP solution can be afterwards evaluated by using all 
scenarios in the same way as in the EEV case. 
Now, we take a look on how the EEV algorithm works for solving CVRPSD. 
Consider the instance Random 1 from Table 4.1. Here, assume that this is a CVRP 
problem that must be solved. It is easy to verify that the best-known solution for 
this instance is 162.105 with the set of certain value of 𝑥𝑖𝑗. Then, let us take the 
values of 𝑥𝑖𝑗 from this problem to handle the case when the instance has 3 
scenarios for demands. It gives the cost 163.36 with the computational time 0.281 
second. For comparison (see Table 4.2 for more detail), in Random 2 with the same 
algorithm, it takes 9.922 seconds to get 246.16 as the cost. While in P-n16-k8, the 
computing time up to 25481.625 seconds (≈ 7 ℎ𝑜𝑢𝑟𝑠) to get the cost 451.33. In 
general, it is not capable to solve a problem by EEV with more than 20 customers 
in an acceptable running time. In the case of utilizing the full scenario-based two-
stage stochastic programming model designed by ideas of [14] it will even worse 
from the computational time point of view. Therefore, it explains our initial 
preference of EEV approach. Hence, we can still conclude that in the EEV, as the 








also gives another conclusion that because of time needs for finding an optimal 
(or enough good suboptimal) solution of problems on a big scale, the EEV is not 
implementable in the real situation that usually involves a large amount of data. 
Therefore, a heuristics approach is introduced as a shortcut for solving big scale 
problem. 
Table 4.2. The result of EEV of some instances 
Instances  K n m 
Solution of EEV 
n(s)=3 time(second) 
Random 1 50 5 2 163.36 0.281 
Random 2 50 8 4 246.16 9.922 
P-n16-k8 35 15 8 451.33 25481.625 
 
In the heuristic approach, it is not always necessary to get the best solution, 
but the good one is just as useful if the result is approximately as close as possible 
with the exact solution and it can be found in a short time. In the thesis, the FCM-
TSP (see Section 3.3) is chosen to find the heuristic solution of some problems. As 
we have known from previous chapter, FCM-TSP is an algorithm that consist of 
two phases. In the first phase, grouping customers into clusters should be done. 
Then, for the second phase, we should create route for each cluster such that 
every cluster is served by one vehicle. Table 4.3 represents a heuristics solution of 
9 instances when we have 3 scenarios. Based on Table 4.3, the general conclusion 
in the routing problem saying “when the number of customer increases, an 
exponential rise of time in the computations is required” is not totally true (at least 
for our tests). For instance, in P-n50-k7, the solution can be computed in a time 
around 2007.015 seconds, whereas in P-n55-k15, system only need 109.266 
seconds to solve the problem.  
In order to identify this idea, observe the solution of these 2 instances in 
Figure 4.1, Table 4.4 and Table 4.5. Overall, the average of number of customers 
of each cluster in P-n50-k7 is greater than P-n55-k15. At the same time, we can 








for these specific test computations that the speed of FCM-TSP solution for finding 
heuristics based suboptimal solution does not depend on the total customers, but 
it depends on the number of customers in a cluster. Although the number of total 
customers is big enough, as long as the number of customers on each cluster is 
small, system does not need longer time for finding the solution. 
Table 4.3. The result of some instances for heuristics solution 
Instances  K n m 
Solution 
n(s)=3 time(second) 
Random 1 50 5 2 231.614 3.434 
Random 2 50 8 4 238.842 4.781 
P-n16-k8 35 15 8 444.62 13.266 
P-n22-k8 3000 21 8 582.86 12.063 
P-n45-k5 150 44 5 524.074 25689.282 
P-n50-k7 150 49 7 612.17 2007.015 
P-n51-k10 80 50 10 763.896 120.719 
P-n55-k15 70 54 15 932.223 109.266 
P-n60-k15 150 59 15 923.583 196.985 
 
Table 4.4. The solution of P-n55-k15 
Route Sequence of route Total Cost for each route 
1 1-18-4-45-41-13-1 49.5 
2 1-32-11-39-1 84.48 
3 1-34-2-3-1 54.98 
4 1-29-22-37-48-49-1 77.78 
5 1-40-10-33-1 55.89 
6 1-36-15-12-54-1 69.22 
7 1-46-30-31-1 41.93 
8 1-16-21-38-6-1 76.12 
9 1-7-17-52-1 40.97 
10 1-23-43-42-44-1 82.06 
11 1-20-55-14-1 62.38 
12 1-27-1. 12.16 
13 1-8-9-47-35-53-28-5-1 54.16 
14 1-25-50-24-1 81.64 










Table 4.5. The solution of P-n50-k7 
Route Sequence of route Total Cost for each route 
1 1-17-50-25-19-45-4-1 85.92 
2 1-18-41-33-26-10-40-13-1 72.19 
3 1-5-28-46-30-49-31-29-3-7-1 82.09 
4 1-6-16-21-38-37-48-22-1 97.74 
5 1-24-44-42-43-23-2-34-1 97.15 
6 1-27-8-36-15-20-14-9-47-35-1 82.27 
7 1-32-11-39-12-1 94.77 
 
  
Figure 4.1. The solution for instance P-n50-k7 (left) and P-n55-k15(right) 
 Now, consider the case when we enlarge the problems by increasing the 
number of scenarios (i.e. 𝑛(𝑆) = 32 and 162). As noted in Table 4.6, the action of 
adding the number of scenarios will increase the computational time, but there 
are no dramatic differences in the results of all of instances (as it is shown on 
Figure 4.2). Hence the number of scenarios does not affect the solution too much.  





n(s)=32 time(second) n(s)=162 time(second) 
Random 1 162.105 226.698 3.218 192.844 3.453 
Random 2 245.424 237.447 3.531 236.909 3.907 
P-n16-k8 450 444.66 10.39 444.62 16.183 








 From the computational results and conducting analysis on them, it is 
observable that the EEV has given a better performance than FCM-TSP for solving 
CVRPSD in small instances. But the EEV has disadvantage, that the EEV is not 
capable to solve big instances in an acceptable running time because of complexity 
of the problems.  In the other hand, the FCM-TSP is more applicable in the real 
situation because it is faster than the EEV. Moreover, the FCM-TSP also could solve 
big instances in a short time. 
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 We have shown how to solve the vehicle routing problem with stochastic 
demands, which is an important idea in the real situation. From the results 
obtained, we found that FCM – TSP can be an alternative way to solve CVRPSD, 
rather than using the EEV approach since the EEV is only effective in small 
instances (i.e. instances involving less than 16 vertices). Moreover, FCM-TSP is 
faster than EEV to find the solution. The FCM – TSP approach can decrease the 
usage of computer memory to further finding of the optimal routes since the 
algorithm divides the customers into n clusters that can decrease the complexity 
of problem. But, the FCM – TSP has a weakness that is the computational time is 
depend on the number of customers in a cluster. In addition, results have 
confirmed that our modification by adding the number of scenarios will increase 
the computational time, but it does not affect the solution too much. 
For future research efforts one should concentrate on gradually relaxing 
some of the underlying assumptions of the model and solve it by the other 
algorithm which is better than the FCM – TSP. In opposite to the further 
development of heuristics, some application of decomposition based algorithms 
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Table A-1. The coordinate of depot and customer for 5 customers 
  x y 
(depot) 40 40 
n(2) 22 22 
n(3) 36 26 
n(4) 21 45 
n(5) 45 35 
n(6) 55 20 
 
Table A-2. Scenario’s problem of 5 customers 
 d(n(1)) d(n(2)) d(n(3)) d(n(4)) d(n(5)) d(n(6)) 
S(1) 0 19 20 16 23 11 
Prob 1 0.3 0.3 0.3 0.25 0.3 
S(2) 0 15 22 12 25 11 
Pro 1 0.3 0.6 0.5 0.25 0.35 
S(3) 0 17 24 14 27 11 
Prob 1 0.4 0.1 0.2 0.5 0.35 
 
Table A-3. The coordinate of depot and customer for 8 customers 
  x y 
(depot) 40 40 
n(2) 22 22 
n(3) 36 26 
n(4) 21 45 
n(5) 45 35 
n(6) 55 20 
n(7) 55 45 
n(8) 26 59 










Table A-4. Scenario’s problem of 8 customers 
 d(n(1)) d(n(2)) d(n(3)) d(n(4)) d(n(5)) d(n(6)) d(n(7)) d(n(8)) d(n(9)) 
S(1) 0 19 20 16 23 11 31 15 28 
Prob 1 0.3 0.3 0.3 0.25 0.3 0.2 0.1 0.8 
S(2) 0 15 22 12 25 11 25 18 20 
Pro 1 0.3 0.6 0.5 0.25 0.35 0.6 0.45 0.1 
S(3) 0 17 24 14 27 11 27 20 23 


























The Heuristic Solution of 8 instances 
                
 
       
 
         
Figure B-1. routes for 5 
Customers 
Figure B-2. routes for 8 Customers 
Figure B-3. routes for P-n16-K8 Figure B-4. routes for P-n22-K8 














Figure B-7. routes for P-n51-K10 Figure B-8. routes for P-n55-K15 






C.1. Sample Code for EEV 
restart: 
𝑔𝑐();  𝑠𝑡𝑔𝑐 ∶=  𝑘𝑒𝑟𝑛𝑒𝑙𝑜𝑝𝑡𝑠(𝑔𝑐𝑡𝑖𝑚𝑒𝑠);  
𝑠𝑡 ∶=  𝑡𝑖𝑚𝑒();  
𝑐𝑖𝑡𝑦 
=  [[40, 40], [22, 22], [36, 26], [21, 45], [45, 35], [55, 20], [55, 45], [26, 59], [55, 65]]; 
 𝑛𝑜𝑑𝑒 ∶=  𝑛𝑜𝑝𝑠(𝑐𝑖𝑡𝑦);  
𝑁 ∶=  {𝑠𝑒𝑞(1 . . 𝑛𝑜𝑑𝑒)};  
𝑆 ∶=  {𝑠𝑒𝑞(1 . . 3)};  
𝑐 ∶=  𝑎𝑟𝑟𝑎𝑦(1 . . 𝑛𝑜𝑑𝑒, 1 . . 𝑛𝑜𝑑𝑒, [𝑒𝑣𝑎𝑙𝑓(𝑠𝑒𝑞([𝑠𝑒𝑞(((𝑐𝑖𝑡𝑦[𝑖][1] − 𝑐𝑖𝑡𝑦[𝑗][1])^2
+ (𝑐𝑖𝑡𝑦[𝑖][2] − 𝑐𝑖𝑡𝑦[𝑗][2])^2)^(1/2), 𝑗 =  𝑁)], 𝑖 =  𝑁))]);  
𝐾 ∶=  50;  𝑚 ∶=  4; 
 𝑑 ∶=  ` <, > `(0, 19, 20, 16, 23, 11, 31, 15, 28);  
 
𝑧 ∶=  𝑎𝑑𝑑(𝑎𝑑𝑑(𝑐[𝑖, 𝑗] ∗ 𝑥[𝑖, 𝑗], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁);  
𝑐𝑜𝑛2 ∶=  𝑠𝑒𝑞(𝑎𝑑𝑑(𝑥[𝑖, 𝑗], 𝑗 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑖})  =  𝑚, 𝑖 =  1);  
𝑐𝑜𝑛3 ∶=  𝑠𝑒𝑞(𝑎𝑑𝑑(𝑥[𝑗, 𝑖], 𝑗 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑖})  =  𝑚, 𝑖 =  1);  
𝑐𝑜𝑛4 ∶=  𝑠𝑒𝑞(𝑎𝑑𝑑(𝑥[𝑖, 𝑗], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗})  =  1, 𝑗 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {1});  
𝑐𝑜𝑛5 ∶=  𝑠𝑒𝑞(𝑎𝑑𝑑(𝑥[𝑗, 𝑖], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗})  =  1, 𝑗 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {1});  
𝑐𝑜𝑛6 ∶=  𝑠𝑒𝑞(𝑠𝑒𝑞(𝑢[𝑖] − 𝑢[𝑗] + 𝐾 ∗ (1 − 𝑥[𝑖, 𝑗])  >=  𝑑[𝑗], 𝑖 
=  𝑁 𝑚𝑖𝑛𝑢𝑠 {1, 𝑗}), 𝑗 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {1});  
𝑟𝑜𝑢𝑡𝑒 ∶
=  𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛[𝐿𝑃𝑆𝑜𝑙𝑣𝑒](𝑧, {𝑐𝑜𝑛2, 𝑐𝑜𝑛3, 𝑐𝑜𝑛4, 𝑐𝑜𝑛5, 𝑐𝑜𝑛6}, 𝑏𝑖𝑛𝑎𝑟𝑦𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 
=  {𝑠𝑒𝑞(𝑠𝑒𝑞(𝑥[𝑖, 𝑗], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁)});  
𝑥𝑙 ≔ [𝑐𝑜𝑛𝑣𝑒𝑟𝑡 
(𝑠𝑒𝑙𝑒𝑐𝑡(𝑝𝑟𝑜𝑐 (𝑖)𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  ℎ𝑎𝑠(𝑖, 𝑥)𝑒𝑛𝑑 𝑝𝑟𝑜𝑐, [𝑟𝑜𝑢𝑡𝑒[2][]]), 𝑠𝑒𝑡)[]];  
𝑍0 ∶=  𝑟𝑜𝑢𝑡𝑒[][1];  
𝑋 ∶=  𝑒𝑣𝑎𝑙(𝑀𝑎𝑡𝑟𝑖𝑥(𝑛𝑜𝑑𝑒, 𝑠𝑦𝑚𝑏𝑜𝑙 =  𝑥), {𝑟𝑜𝑢𝑡𝑒[2][], 𝑠𝑒𝑞(𝑥[𝑖, 𝑖]  =  0, 𝑖 
=  1 . . 𝑛𝑜𝑑𝑒)});  
𝑠𝑒𝑡𝑡𝑖𝑚𝑒 ∶=  𝑡𝑖𝑚𝑒();  𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛;  𝑡𝑖𝑚𝑒() − 𝑠𝑒𝑡𝑡𝑖𝑚𝑒;  𝑔𝑐𝑡 ∶
=  𝑘𝑒𝑟𝑛𝑒𝑙𝑜𝑝𝑡𝑠(𝑔𝑐𝑡𝑖𝑚𝑒𝑠);  
𝑖𝑓 𝑔𝑐𝑡 <>  𝑠𝑡𝑔𝑐 𝑡ℎ𝑒𝑛 𝑔𝑐()𝑒𝑛𝑑 𝑖𝑓;  
𝑇𝑖𝑚𝑒_𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 ∶=  𝑡𝑖𝑚𝑒() − 𝑠𝑡;  
 
# EEV Model 
𝑑[1] ∶=  ` <, > `(0, 19, 20, 16, 23, 11, 31, 15, 28);  
𝑑[2] ∶=  ` <, > `(0, 15, 22, 12, 25, 11, 25, 18, 20);  
𝑑[3] ∶=  ` <, > `(0, 17, 24, 14, 27, 11, 27, 20, 23);  





𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦[2] ∶=  ` <, > `(1, .3, .6, .5, .25, .35, .6, .45, .10);  
𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦[3] ∶=  ` <, > `(1, .4, .1, .2, .5, .35, .2, .45, .1);  
𝑓𝑜𝑟 𝑖 𝑡𝑜 𝑛𝑜𝑑𝑒 𝑑𝑜 𝑑𝑖𝑠𝑡_𝑐𝑜𝑠𝑡[𝑖] ∶=  𝑐[1, 𝑖] 𝑒𝑛𝑑 𝑑𝑜;  
 
𝑙 ∶=  ` <, > `(𝑠𝑒𝑞(𝑑𝑖𝑠𝑡_𝑐𝑜𝑠𝑡[𝑖], 𝑖 =  1 . . 𝑛𝑜𝑑𝑒));  
𝑞 ∶=  ` <, > `(𝑠𝑒𝑞(3 ∗ 𝑑𝑖𝑠𝑡_𝑐𝑜𝑠𝑡[𝑖], 𝑖 =  1 . . 𝑛𝑜𝑑𝑒));  
𝑧 ∶=  𝑎𝑑𝑑(𝑎𝑑𝑑(𝑐[𝑖, 𝑗] ∗ 𝑋[𝑖, 𝑗], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 
=  𝑁) + 𝑎𝑑𝑑(𝑚𝑢𝑙(𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦[𝑠]) ∗ 𝑎𝑑𝑑(𝑎𝑑𝑑(𝑙[𝑗] . 𝑦[𝑖, 𝑗][𝑠]
+ 𝑞[𝑗] ∗ 𝑤[𝑖, 𝑗][𝑠], 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁), 𝑠 =  𝑆);  
𝑐𝑜𝑛𝑠𝑡𝑟1 ∶=  𝑠𝑒𝑞(𝑠𝑒𝑞(𝑠𝑒𝑞(𝑦[𝑖, 𝑗][𝑠] + 𝑤[𝑖, 𝑗][𝑠]  =  𝑑[𝑠][𝑗] ∗ 𝑋[𝑖, 𝑗], 𝑖 
=  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁), 𝑠 =  𝑆);  𝑐𝑜𝑛𝑠𝑡𝑟3 ∶
=  𝑠𝑒𝑞(𝑠𝑒𝑞(𝑠𝑒𝑞(𝑦[𝑖, 𝑗][𝑠]  >=  0, 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁), 𝑠 
=  𝑆);  
𝑐𝑜𝑛𝑠𝑡𝑟4 ∶=  𝑠𝑒𝑞(𝑠𝑒𝑞(𝑠𝑒𝑞(𝑤[𝑖, 𝑗][𝑠]  >=  0, 𝑖 =  𝑁 𝑚𝑖𝑛𝑢𝑠 {𝑗}), 𝑗 =  𝑁), 𝑠 
=  𝑆);  
𝑍𝑝[𝑠] ∶=  𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛[𝐿𝑃𝑆𝑜𝑙𝑣𝑒](𝑧, {𝑐𝑜𝑛𝑠𝑡𝑟1, 𝑐𝑜𝑛𝑠𝑡𝑟3, 𝑐𝑜𝑛𝑠𝑡𝑟4}, 𝑎𝑠𝑠𝑢𝑚𝑒 
=  𝑛𝑜𝑛𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 ∗ 𝑖𝑛𝑡𝑒𝑔𝑒𝑟);  𝑍_𝑜𝑝𝑡 ∶=  𝑍𝑝[𝑠][1];  
𝑇𝑦𝑝𝑒𝑠𝑒𝑡𝑡𝑖𝑛𝑔: −𝑚𝑟𝑜𝑤(𝑇𝑦𝑝𝑒𝑠𝑒𝑡𝑡𝑖𝑛𝑔: −𝑚𝑛("𝑇ℎ𝑒 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑖𝑠   ", 𝑐𝑜𝑙𝑜𝑟 
=  𝑏𝑙𝑎𝑐𝑘, 𝑆𝑡𝑦𝑙𝑒 
=  𝐵𝑜𝑙𝑑), 𝑇𝑦𝑝𝑒𝑠𝑒𝑡𝑡𝑖𝑛𝑔: −𝑇𝑦𝑝𝑒𝑠𝑒𝑡(𝑇𝑦𝑝𝑒𝑠𝑒𝑡𝑡𝑖𝑛𝑔: −𝐸𝑉(𝑍_𝑜𝑝𝑡)));  
 
#Draw Graph Solution 
𝐺𝑇 ∶=  𝐺𝑟𝑎𝑝ℎ𝑇ℎ𝑒𝑜𝑟𝑦;  
𝐺 ∶=  𝐺𝑇: −𝐺𝑟𝑎𝑝ℎ(𝑋);  
𝐺𝑇: −𝑆𝑒𝑡𝑉𝑒𝑟𝑡𝑒𝑥𝑃𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠(𝐺, 𝑐𝑖𝑡𝑦);  
𝐺𝑇: −𝐷𝑟𝑎𝑤𝐺𝑟𝑎𝑝ℎ(𝐺);  
𝐷𝑖𝑠𝑡 ∶=  𝑝𝑟𝑜𝑐 (𝑣1, 𝑣2) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  𝑒𝑣𝑎𝑙𝑓(𝑛𝑜𝑟𝑚(` <,
> `(`~`[` − `](𝑐𝑖𝑡𝑦[𝑣1], 𝑐𝑖𝑡𝑦[𝑣2])), 2)) 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐;  
𝐸 ∶=  [𝐺𝑇: −𝐸𝑑𝑔𝑒𝑠(𝐺)[]];  
𝑑𝑖𝑠𝑡𝑠 ∶=  `~`[𝐷𝑖𝑠𝑡@𝑜𝑝](𝐸);  𝑚𝑎𝑥𝐷, 𝑚𝑖𝑛𝐷 ∶=  (𝑚𝑎𝑥, 𝑚𝑖𝑛)(𝑑𝑖𝑠𝑡𝑠);  
𝐺𝑇: −𝐻𝑖𝑔ℎ𝑙𝑖𝑔ℎ𝑡𝐸𝑑𝑔𝑒𝑠(𝐺, 𝐸, [𝑠𝑒𝑞(𝐶𝑂𝐿𝑂𝑅(𝐻𝑆𝑉, (.85 ∗ (𝑑 − 𝑚𝑖𝑛𝐷))/(𝑚𝑎𝑥𝐷











C.2. Sample Code for FCM-TSP 
restart: 
# Clustering  
𝑔𝑐();  𝑠𝑡𝑔𝑐 ∶=  𝑘𝑒𝑟𝑛𝑒𝑙𝑜𝑝𝑡𝑠(𝑔𝑐𝑡𝑖𝑚𝑒𝑠);  
𝑠𝑡 ∶=  𝑡𝑖𝑚𝑒();  𝐹𝑢𝑧𝑧𝑦𝐶𝑀𝑒𝑎𝑛𝑠 ∶=  𝑝𝑟𝑜𝑐 (𝑋 ∷ 𝑀𝑎𝑡𝑟𝑖𝑥, { 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ∷ 
(𝐴𝑛𝑑(𝑝𝑜𝑠𝑖𝑛𝑡, 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠(𝑝𝑟𝑜𝑐 (𝑥) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  1 
<  𝑥 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐))) ∶=  8, 𝑓𝑢𝑧𝑧𝑖𝑛𝑒𝑠𝑠
∷ (𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠(𝑝𝑟𝑜𝑐 (𝑥) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  1 
<  𝑥 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐)) ∶=  2, 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 ∷ 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 ∶
=  0.1𝑒 − 3, max _𝑖𝑡𝑒𝑟𝑠 ∷ 𝑝𝑜𝑠𝑖𝑛𝑡 ∶=  999, 𝑁𝑜𝑟𝑚 ∷ 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 ∶
=  𝑝𝑟𝑜𝑐 (𝑥) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  
𝐿𝑖𝑛𝑒𝑎𝑟𝐴𝑙𝑔𝑒𝑏𝑟𝑎: −𝑁𝑜𝑟𝑚(𝑥, 2) 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐 }) 𝑙𝑜𝑐𝑎𝑙 𝑐, 𝑚, 𝑛, 𝑑, 𝑁, 𝑈, 𝑈1, 𝐶, 𝑒, 𝑖, 𝑗, 𝑘, 𝑗𝑗, 𝑈𝑀;  
𝑜𝑝𝑡𝑖𝑜𝑛 𝑡𝑒𝑠𝑡𝑖𝑛𝑔;  𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 Fuzzy C-Means clustering algorithm. ;  𝑐 ∶
=  𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠;  𝑚 ∶=  𝑓𝑢𝑧𝑧𝑖𝑛𝑒𝑠𝑠;  𝑛 ∶=  𝑜𝑝([1, 1], 𝑋);  
𝑑 ∶=  𝑜𝑝([1, 2], 𝑋);  𝑁 ∶=  𝑁𝑜𝑟𝑚; 
 𝑈 ∶=  𝑀𝑎𝑡𝑟𝑖𝑥(𝑛, 𝑐, 𝑑𝑎𝑡𝑎𝑡𝑦𝑝𝑒 =  𝑓𝑙𝑜𝑎𝑡[8]);  
𝑈1 ∶=  𝐿𝑖𝑛𝑒𝑎𝑟𝐴𝑙𝑔𝑒𝑏𝑟𝑎: −𝑅𝑎𝑛𝑑𝑜𝑚𝑀𝑎𝑡𝑟𝑖𝑥(𝑛, 𝑐, 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 
=  0 . . 1, 𝑑𝑎𝑡𝑎𝑡𝑦𝑝𝑒 =  𝑓𝑙𝑜𝑎𝑡[8]);  𝐶 ∶





 𝑓𝑜𝑟 𝑗𝑗 𝑡𝑜 max
𝑖𝑡𝑒𝑟𝑠
𝑤ℎ𝑖𝑙𝑒 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 
≤  𝐿𝑖𝑛𝑒𝑎𝑟𝐴𝑙𝑔𝑒𝑏𝑟𝑎: −𝑁𝑜𝑟𝑚(𝑈 − 𝑈1, 𝑖𝑛𝑓𝑖𝑛𝑖𝑡𝑦)𝑑𝑜  
𝑈 ∶=  𝑐𝑜𝑝𝑦(𝑈1);  𝑈𝑀 ∶=  `~`[`^`](𝑈, 𝑚);  𝑓𝑜𝑟 𝑗 𝑡𝑜 𝑐 𝑑𝑜 𝐶[𝑗, () . . ()] ∶
=  𝑎𝑑𝑑(𝑈𝑀[𝑖, 𝑗] . 𝑋[𝑖, () . . ()], 𝑖 =  1 . . 𝑛)/𝑎𝑑𝑑(𝑈𝑀[𝑖, 𝑗], 𝑖 
=  1 . . 𝑛) 𝑒𝑛𝑑 𝑑𝑜;  𝑈1 ∶
=  𝑀𝑎𝑡𝑟𝑖𝑥(𝑛, 𝑐, 𝑝𝑟𝑜𝑐 (𝑖, 𝑗) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  1
/𝑎𝑑𝑑((𝑁(𝑋[𝑖, () . . ()] − 𝐶[𝑗, () . . ()])/𝑁(𝑋[𝑖, () . . ()]
− 𝐶[𝑘, () . . ()]))^𝑒, 𝑘 =  1 . . 𝑐) 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐, 𝑑𝑎𝑡𝑎𝑡𝑦𝑝𝑒 
=  𝑓𝑙𝑜𝑎𝑡[8]) 𝑒𝑛𝑑 𝑑𝑜;  𝑖𝑓 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑠 
<  𝑗𝑗 𝑡ℎ𝑒𝑛 𝑒𝑟𝑟𝑜𝑟 "𝐷𝑖𝑑𝑛′𝑡 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒" 𝑒𝑛𝑑 𝑖𝑓; 
𝑢𝑠𝑒𝑟𝑖𝑛𝑓𝑜(1, 𝐹𝑢𝑧𝑧𝑦𝐶𝑀𝑒𝑎𝑛𝑠, "𝑈𝑠𝑒𝑑", 𝑗𝑗, "𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠. ");  𝐶, 𝑈1 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐 
𝑋 ∶
=  [[151, 264], [159, 261], [130, 254], [128, 252], [163, 247], [146, 246], [161, 242],  
[142, 239], [163, 236], [148, 232], [128, 231], [156, 217], [129, 214], [146, 208], 
 [164, 208], [141, 206], [147, 193], [164, 193], [129, 189], [155, 185], [139, 182]];  
𝑋𝑀 ∶=  𝑀𝑎𝑡𝑟𝑖𝑥(𝑋, 𝑑𝑎𝑡𝑎𝑡𝑦𝑝𝑒 =  𝑓𝑙𝑜𝑎𝑡[8]);  𝑖𝑛𝑓𝑜𝑙𝑒𝑣𝑒𝑙[𝐹𝑢𝑧𝑧𝑦𝐶𝑀𝑒𝑎𝑛𝑠]: =  1;  
𝐶, 𝑈 ∶=  𝐹𝑢𝑧𝑧𝑦𝐶𝑀𝑒𝑎𝑛𝑠(𝑋𝑀, 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 =  8, 𝑓𝑢𝑧𝑧𝑖𝑛𝑒𝑠𝑠 =  2, 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 
=  0.1𝑒 − 3, 𝑚𝑎𝑥_𝑖𝑡𝑒𝑟𝑠 =  999, 𝑁𝑜𝑟𝑚 





 𝐴𝑠𝑠𝑖𝑔𝑛𝑇𝑜𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠 ∶=  𝑝𝑟𝑜𝑐 (𝑈
∷ 𝑀𝑎𝑡𝑟𝑖𝑥) 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑜𝑟, 𝑎𝑟𝑟𝑜𝑤;  𝑚𝑎𝑝(𝑝𝑟𝑜𝑐 (𝑖) 𝑙𝑜𝑐𝑎𝑙 𝑝; 
 𝑚𝑒𝑚𝑏𝑒𝑟(max (𝑈[𝑖, () . . ()]), 𝑈[𝑖, () . . ()], 𝑝);  𝑝 𝑒𝑛𝑑 𝑝𝑟𝑜𝑐, [`$`(1 . . 𝑜𝑝([1, 1], 𝑈))])  
𝑒𝑛𝑑 𝑝𝑟𝑜𝑐; 
 _𝑙𝑜𝑐𝑎𝑙(𝐴, 𝑘, 𝐽, 𝑐);  1;  
𝐴 ∶=  𝐴𝑠𝑠𝑖𝑔𝑛𝑇𝑜𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑠(𝑈);  1;  
 
𝐽 ∶=  [`$`(1 . . 𝑜𝑝([1, 1], 𝑈))];  1;  𝑐 ∶=  𝑜𝑝([1, 2], 𝑈);  𝑎 ∶=  [0, 𝑜𝑝(𝐴)];  𝐾 ∶
=  3000; 
 𝑐𝑖𝑡𝑦 ∶=  [[145, 215], [151, 264], [159, 261], [130, 254], [128, 252],  
[163, 247], [146, 246], [161, 242], [142, 239], [163, 236], [148, 232], [128, 231],  
[156, 217], [129, 214], [146, 208], [164, 208], [141, 206], [147, 193], [164, 193],  
[129, 189], [155, 185], [139, 182]]; 
 𝑁 ∶=  𝑛𝑜𝑝𝑠(𝑐𝑖𝑡𝑦);  
𝐷𝑖𝑠𝑡 ∶=  𝑎𝑟𝑟𝑎𝑦(1 . . 𝑁, 1 . . 𝑁, [𝑒𝑣𝑎𝑙𝑓(𝑠𝑒𝑞([𝑠𝑒𝑞(((𝑐𝑖𝑡𝑦[𝑖][1] − 𝑐𝑖𝑡𝑦[𝑗][1])^2
+ (𝑐𝑖𝑡𝑦[𝑖][2] − 𝑐𝑖𝑡𝑦[𝑗][2])^2)^(1/2), 𝑗 =  1 . . 𝑁)], 𝑖 
=  1 . . 𝑁))]) 
 
# Scenario 
nod[1] ∶=  [0];  nod[2] ∶=  [1100, 1300, 1500];  nod[3] ∶=  [700];  nod[4] ∶
=  [800];  nod[5] ∶=  [1400];  nod[6] ∶
=  [2100, 1100, 1700];  nod[7] ∶=  [400];  nod[8] ∶
=  [800];  nod[9] ∶=  [100];  nod[10] ∶=  [500];  nod[11] ∶
=  [600, 1200, 1500];  nod[12] ∶=  [1200];  nod[13] ∶
=  [1300, 2000, 2200];  nod[14] ∶=  [1300];  nod[15] ∶
=  [300];  nod[16] ∶=  [900];  nod[17] ∶=  [2100];  nod[18] ∶
=  [1000, 900];  nod[19] ∶=  [900];  nod[20] ∶
=  [2500];  nod[21] ∶=  [1800];  nod[22] ∶=  [700];  
probability[1] ∶=  [1];  probability[2] ∶=  [.5];  probability[3] ∶
=  [.5, .25, .25];  probability[4] ∶=  [.5];  probability[5] ∶
=  [.5];  probability[6] ∶=  [.6, .2, .2];  probability[7] ∶
=  [.4];  probability[8] ∶=  [.5];  probability[9] ∶
=  [.5];  probability[10] ∶=  [.5];  probability[11] ∶
=  [.5, .3, .2];  probability[12] ∶=  [.5];  probability[13] ∶
=  [.1];  probability[14] ∶
=  [.9, 0.5e − 1, 0.5e − 1];  probability[15] ∶
=  [.59];  probability[16] ∶=  [.41];  probability[17] ∶
=  [.2];  probability[18] ∶=  [.3];  probability[19] ∶
=  [.5, .5];  probability[20] ∶=  [.3];  probability[21] ∶
=  [.4];  probability[22] ∶=  [.1];  






=  [seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq 
(seq(seq(seq(seq(seq(` <, > `(a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p, q, r, s, t, u, v), a 
=  nod[1]), b =  nod[2]), c =  nod[3]), d =  nod[4]), e 
=  nod[5]), f =  nod[6]), g =  nod[7]), h =  nod[8]), i 
=  nod[9]), j =  nod[10]), k =  nod[11]), l =  nod[12]), m 
=  nod[13]), n =  nod[14]), o =  nod[15]), p =  nod[16]), q 
=  nod[17]), r =  nod[18]), s =  nod[19]), t =  nod[20]), u 
=  nod[21]), v =  nod[22])];  
S ∶=  numelems(d);  
pro_scenario ∶
=  [seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq(seq 
(seq(seq(seq(seq(seq(` <, > `(a, b, c, d, e, f, g, h, i, j, k, l, m, n, o, p, q, r, s, t, u, v), a 
=  probability[1]), b =  probability[2]), c =  probability[3]), d 
=  probability[4]), e =  probability[5]), f =  probability[6]), g 
=  probability[7]), h =  probability[8]), i =  probability[9]), j 
=  probability[10]), k =  probability[11]), l 
=  probability[12]), m =  probability[13]), n 
=  probability[14]), o =  probability[15]), p 
=  probability[16]), q =  probability[17]), r 
=  probability[18]), s =  probability[19]), t 
=  probability[20]), u =  probability[21]), v 
=  probability[22])];  
# TSPSD 
for Ni to c do Typesetting: −mrow(Typesetting: −mn 
("MODEL SYSTEM FOR ROUTE   ", color =  black, Style 
=  Bold), Typesetting: −Typeset(Typesetting: −EV(Ni)));  
h ∶=  convert(select(proc (i) options operator, arrow;  
a[i]  =  Ni end proc, [`$`(1 . . nops(a))]), set);  df ∶
=  select(proc (i) options operator, arrow;  
a[i]  =  Ni end proc, [`$`(1 . . nops(a))]);  
dt ∶=  subsop(nops(df)  =  NULL, df);  
r ∶=  h union {1};  n ∶=  numelems(h);  
l[Ni] ∶=  ` <, > `(seq(dist_cost[i], i =  r));  
q[Ni] ∶=  ` <, > `(seq(3 ∗ dist_cost[i], i =  r));  
z[Ni] ∶=  add(add(Dist[i, j] ∗ x[i, j], i =  r minus {j}), j 
=  r) + add(mul(pro_scenario[s]) ∗ add(add(add(l[Ni][cf]
∗ y[s][i, j] + q[Ni][cf] ∗ w[s][i, j], j =  r minus {i}), cf 
=  1 . . numelems(r)), i =  r), s =  S);  
conv1 ∶=  seq(add(x[i, j], j =  r minus {i})  =  1, i =  r);  
conv2 ∶=  seq(add(x[j, i], j =  r minus {i})  =  1, i =  r);  





conx2 ∶=  seq(add(x[j, i], i =  r minus {j})  =  1, j =  r minus {1});  
conu ∶=  seq(seq(n ∗ x[i, j] + u[i] − u[j]  <=  n − 1, i =  r minus {1, j}), j 
=  r minus {1});  
constr1 ∶=  seq(seq(seq(y[s][i, j] + w[s][i, j]  =  d[s][j] ∗ x[i, j], j 
=  r minus {i}), i =  r), s =  S);  constr2 ∶
=  seq(add(add(y[s][i, j], j =  r minus {i}), i =  r)  <=  K, s 
=  S);  
constr3 ∶=  seq(seq(seq(y[s][i, j]  >=  0, i =  r minus {j}), j =  r), s =  S);  
constr4 ∶=  seq(seq(seq(w[s][i, j]  >=  0, i =  r minus {j}), j =  r), s =  S);  
route[Ni] ∶
=  Optimization[LPSolve](z[Ni], {constr1, constr2, constr3, constr4, conu, conv1,  
conv2, conx1, conx2}, depthlimit =  2000, integervariables 
=  [seq(seq(seq(y[s][i, j], i =  r minus {j}), j =  r), s 
=  S), seq(seq(seq(w[s][i, j], i =  r minus {j}), j =  r), s 
=  S)], binaryvariables =  {seq(seq(x[i, j], i =  r minus {j}), j 
=  r)});  Z0[Ni] ∶=  route[Ni][][1] end do;  Z_opt ∶=  add(Z0[i], i 
=  1 . . c);  
Typesetting: −mrow(Typesetting: −mn("The Objective function is   ", color 
=  black, Style 
=  Bold), Typesetting: −Typeset(Typesetting: −EV(Z_opt)));  
settime ∶=  time();  expression;  time() − settime;  
gct ∶=  kernelopts(gctimes);  
if gct <>  stgc then gc() end if 
  
Time_execution ∶=  time() − st; 
  
 
 
