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Abstract—We consider the problem of communicating the state
of a dynamical system via a Shannon Gaussian channel. The
receiver, which acts as both a decoder and estimator, observes
the noisy measurement of the channel output and makes an
optimal estimate of the state of the dynamical system in the
minimum mean square sense. Noisy feedback from the receiver
to the transmitter is present. The transmitter observes the noise-
corrupted feedback message from the receiver together with a
possibly noisy measurement of the state the dynamical system.
These measurements are then used to encode the message to be
transmitted over a noisy Gaussian channel, where a per symbol
power constraint is imposed on the transmitted message. Thus,
we get a mixed problem of Shannon’s source-channel coding
problem and a sort of Kalman filtering problem. In particular, we
consider two feedback instances, one being feedback of receiver
measurements and the second being the receiver’s state estimates.
We show that optimal encoders and decoders are linear filters
with a finite memory and we give explicitly the state space realiza-
tions of the optimal filters. For the case where the transmitter has
access to noisy measurements of the state, we derive a separation
principle for the optimal communication scheme. Furthermore,
we investigate the presence of noiseless feedback or no feedback
from the receiver to the transmitter. Necessary and sufficient
conditions for the existence of a stationary solution are also given
for the feedback cases considered.
NOTATION
xt xt = (x(0), x(1), ..., x(t)).
L The set of lower triangular matrices.
B Denotes the backward shift operator,
x(t− 1) = Bx(t).
E{·} E{x} denotes the expected value of the
stochastic variable x.
E{·|·} E{x|y} denotes the expected value of the
stochastic variable x given y.
cov cov{x, y} = E{xyᵀ}.
h(x) Denotes the entropy of x.
h(x|y) Denotes the entropy of x given y.
I(x; y) Denotes the mutual information between
x and y.
N (m,V ) Denotes the set of Gaussian variables with
mean m and covariance V .
I. INTRODUCTION
A. Background
Many problems in practice require state estimation of a dy-
namical system where the possibly noisy state measurements
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Fig. 1. A simple model of an estimation problem of the state of the dynamical
system H over a Gaussian communications channel with Gaussian noise
n ∼ N (0, N), Gaussian noise nf ∼ N (0, Nf) for the feedback channel,
the coloring filter S of the measurement noise n, and delay given by the
backward shift operator B. The optimization parameters are given by the
encoder G and the decoder F. The symbols of the encoder output z are
power limited with E|z(t)|2 ≤ P .
at one end are transmitted over a noisy communciation another
end where the state estmation is to be performed.
Shannon [1], [2] considered the problem of reliable commu-
nication of a one-dimensional source over a one-dimensional
Gaussian channel. In particular, Shannon considered the fol-
lowing coding-decoding setting for an analog Gaussian chan-
nel:
inf
f :R→R
g:R→R
E|g(x)|2≤P
E|x− f(g(x) + n)|2
where x ∼ N (0, X), n ∼ N (0, N), and f, g are arbitrary
functions with E|g(x)|2 ≤ P . Shannon showed that the
infimum can be attained by using linear encoder and decoder g
and f , respectively. The generalization of Shannon’s result to
higher dimensions is still open and there are examples where
linear coding and decoding strategies might not be optimal
[3].
An important generalization of Shannon’s AWGN channel
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Fig. 2. A simple model of an estimation problem of the state of the dynamical
system H over a Gaussian communications channel with Gaussian noise n ∼
N (0, N) and delay given by the backward shift operator B. The optimization
parameters are given by the encoder G and the decoder F. The samples of
the encoder output z are power limited with E|z(t)|2 ≤ P .
is the case when the message x to be estimated is the state
of a given linear dynamical system driven by process noise.
For instance, this problem arises in video-streaming over a
wireless channel. A video stream consists of highly correlated
information described by a dynamical system due to the
correlation between the sequential picture frames. This is an
instance of the general MIMO communcation problem with
causality constraints, which adds structure to the problem.
Another generalization is when the measurement noise is
colored with the coloring filter given by a linear filter S, see
Figure for an illustration of the generalized communication
system.
More specifically, consider the block-diagram in Fig. 2. We
have the process noise given by w, which is assumed to be
Gaussian white noise, and the state is given by x = Hw where
H is a causal linear operator/filter.
The precoder is given by the causal operator G, not necessarily
linear. The encoded signal z = Gx is then transmitted over
a Gaussian channel with white noise given by n. Typically,
one has power constraints on the transmitted signal z(t), that
is E|z(t)|2 ≤ P , for some positive real number P . At the
other end, the message received is y(t) = z(t) + n(t), for
t = 0, ..., T − 1, and is delayed with d time steps by the
backward shift operator B. Finally, the causal operator F is
the decoder, designed to reconstruct the state x by xˆ = FBy,
to minimize the mean squared error E|e|2 = E|x− xˆ|2.
For the case where G is a fixed linear operator, the optimal
filter F is well known to be given by the optimal Kalman filter,
which is a linear operator. However, if G is a precoder to be
co-designed together with F, we get a nonconvex problem
even if we restrict the optimization problem to be carried out
over linear operators/filters. To this date, it’s not known if
linear filters are optimal, and whether the order of the linear
optimal filters is finite for the general MIMO case.
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Fig. 3. A simple model of a filtering problem over a Gaussian communica-
tions channel with noiseless feedback.
B. Previous work
Kalman [4] made a fundamental contribution to optimal
control and filtering of linear dynamical systems by deriv-
ing recursive state space solutions. The model considered
by Kalman assumes given linear measurements of the state,
possibly partial and corrupted by noise. The solution relies on
an orthogonality prinicple, where the filter update is based
on an innovations process representing information that is
orthogonal to the state estimate of the filter.
The problem of optimal state estimation used for control
of scalar dynamical systems was considered in [5], where
noiseless feedback of the measurements at the receiver is
present at the transmitter(see Figure 3) and it was shown
that linear filters where optimal. The role of a communication
channel with feedback and its effect on stability was studied in
[6] and necessary conditions for stability were given for linear
time-invariant channels and that for time-varying channels
was given in [7]. Fundamental limitations of performance
with sensitivity functions as a measure were studied in [8].
The problem of communication and filtering over a noisy
channel for the stationary case has been considered in [9]
where it was shown that this problem can be transformed to a
convex optimization problem that grows with the size of the
time horizon. However, the order of the linear optimal filters
obtained from [9] is infinite.
In another direction, [10] studied the problem of source-
channel coding over a communciation channel with colored
noise with the correlation given by a linear filter S, as depicted
in Figure 4. Here, the filter H is the identity(so x = w),
v = 0, and G encodes the information given by w by using
information of the measurements (with delay d = 1) at the
receiver through noiseless feedback. Although the problem
in [10] considered maximizing the channel capacity, it was
equivalent to the problem of minimizing the mean squared
error of the state estimate as shown in Figure 4. Also here,
the solution relied on a sort of orthogonality principle where
the transmitted information is orthogonal to that available at
the receiver.
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Fig. 4. A simple model of a filtering problem over a Gaussian communica-
tions channel with noiseless feedback.
In [11], preliminary results(with incomplete proofs) were
given for the special case of communication and estimation
without feedback for the scalar case as depicted in Figure
2. In all previous work, except [5], [9], [11], average power
constraints were assumed. Per symbol power constraints were
considered in [5], [9], [11].
C. Contributions
We consider the linear dynamical system H given by
x(t+ 1) = ax(t) + bw(t)
x(0) = x0, 0 ≤ t ≤ T − 1.
The main contributions of this paper is to derive the struc-
ture and explicit expressions of the optimal communication
schemes as described in figures 5, and 6 and 7 respectively,
where noisy feedback is present from the receiver side to
the transmitter. We show that the optimal filters F and G
are linear and have a finite memory independent of the size
of the time horizon. In particular, we consider per symbol
power constraints on the transmitter signal as opposed to the
average power constraints considered in the literature. We
show explicitly that the state space realizations of the optimal
filters (for the case of full state measurement at the trasnmitter
with delay at the receiver given by δ = 1) are given by
G :

s(t+ 1) = as(t) +K(t)(z(t) + nˆ(t))
nˆ(t) =
N
N +Nf
(yf(t)− z(t))
xˇ(t) = x(t)− s(t)
z(t) =
√
P
σt
xˇ(t),
F : xˆ(t+ 1) = axˆ(t) +K(t)y(t)
with En2(t) = N , En2f (t) = Nf, σ
2
t = Exˇ
2(t), K(t) =
aσt
√
P (P +N)−1, and s(0) = 0.
The interpretation of the state space equations is the follow-
ing. s(t) = E{xˆ(t)|xt, yt−1f } is the estimate at the transmitter
of the estimate xˆ(t) at the decoder. The transmitter’s estimate
of e(t) is xˇ(t) = E{e(t)|xt, yt−1f } = x(t) − s(t). This
estimate is then transmitted over the Gaussian channel, in order
to supply the decoder with the innovations(the incremental
information the decoder needs to correct its estimate of x(t)).
We show that the error e(t) may be stationary if and
only if |a| < 1. Then, we consider the filtering problem
over a communication channel, where noiseless feedback is
introduced from the channel output to the precoder as depicted
in Figure 3. We show that the optimal transmitter and receiver
are given by
xˆ(t) = axˆ(t) +K(t)y(t)
x˜(t) = x(t)− xˆ(t)
z(t) =
√
P
σt
x˜(t),
(1)
with
K(t) = a
σt
√
P
P +N
,
and σ2t = E|x˜2(t)|2 given by σ20 = Ex20 = Vxx(0) and
σ2t =
N
N + P
· a2σ2t−1 + b2.
Furthermore, we show that the error variance e2t is bounded
as t→∞ if and only if
log2(|a|) < C
where C is the capacity of the Gaussian channel from the
transmitter to the receiver which is similar to previously
published results in the context of stabilization of control
system over communication channels [6]. We also consider
the problem of communication under noisy feedback of the
decoder’s state estimates at the transmitter (see Figure 7). We
find explicitly the optimum filter pair which is given by
xˆ(t+ 1) = axˆ(t) +K(t)y(t)
xˇ(t+ 1) = aN(P +N)−1xˇ(t) + x(t+ 1)− ax(t)
+ aσ¯2t (σ¯
2
t +Nf)
−1(x(t)− xˇ(t)− yf(t))
z(t) =
√
P
σt
xˇ(t),
where σ2t = Exˇ
2(t) and σ¯2t = Ex
2(t) − Exˆ2(t) − σ2t . We
show that the estimation error is bounded as t → ∞ if and
only if the there exists a solution to the systems of nonlinear
equations
σ2 =
a2N2
(P +N)2
σ2 +
a2
σ¯2 +Nf
σ¯4 + b2
and
σ¯2 =
a2N2f
σ¯2 +Nf
σ¯2 +
a2PN
(P +N)2
σ2
The above equations are equivalent to a system of fourth order
polynomial equations in two variables which can be solved
efficiently using standard numerical tools.
4II. PRELIMINARIES
Definition 1: The entropy of a real-valued stochastic vari-
able X with probability distribution p(x) is defined as
h(X) = −
∫ ∞
−∞
p(x) log2 p(x)dx
Definition 2: For two real valued stochastic variables X
and Y , the conditional entropy of X given Y is defined as
h(X|Y ) = h(X,Y )− h(Y ).
Definition 3: The mutual information between X and Y is
defined as
I(X,Y ) = h(X)− h(X|Y ) = h(Y )− h(Y |X).
Proposition 1 (Entropy Power Inequality): If X and Y are
independent scalar random variables, then
22h(X+Y ) ≥ 22h(X) + 22h(Y )
with equality if X and Y are Gaussian stochastic variables.
Proof: See [12], p. 674 - 675.
Definition 4: Random variables X,Y, Z are said to form a
Markov chain in that order if the conditional distribution of Z
depends only on Y and conditionally independent of X . This
is denoted by X → Y → Z.
Proposition 2 (Data-Processing Inequality): If
X → Y → Z,
then
I(X;Z) ≤ I(Y ;Z).
Proof: See [12], p. 34-35.
Proposition 3: Let X and Y be two stochastic variables.
The optimal solution to the optimization problem
inf
f(·)
E|X − f(Y )|2
is unique and given by the expectation of X given Y
f?(Y ) = E{X|Y }.
Furthermore, f?(Y ) and X − f?(Y ) are uncorrelated.
Proof: Consult ([13], p. 237).
Proposition 4: Consider the stochastic variables X and Y ,
and let the estimation error of X based on Y be given by
X˜ = X −E{X|Y }.
Then,
1
2
log2 det (2pieE{X˜2}) ≥ h(X|Y ) = h(X˜) (2)
with equality if and only if X and Y are jointly Gaussian.
Proof: Consult [14], p. 21.
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Fig. 5. A simple model of an estimation problem of the state of the dynamical
system H over a Gaussian communications channel with Gaussian noise n ∼
N (0, N), Gaussian noise nf ∼ N (0, Nf) for the feedback channel, and delay
given by the backward shift operatorB. The optimization parameters are given
by the encoder G and the decoder F. The samples of the encoder output z
are power limited with a peak power constraint given by E|z(t)|2 ≤ P .
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Fig. 6. A simple model of an estimation problem of the state of the dynamical
system H over a Gaussian communications channel with Gaussian noise n ∼
N (0, N), Gaussian noise nf ∼ N (0, Nf) for the feedback channel. We Here,
we have feedback from the reciever side to the transmitter side in terms the
reciever measurement y(t).
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Fig. 7. A simple model of an estimation problem of the state of the dynamical
system H over a Gaussian communications channel with Gaussian noise n ∼
N (0, N), Gaussian noise nf ∼ N (0, Nf) for the feedback channel with
feedback information given by the receiver’s state estimates xˆ(t).
III. PROBLEM FORMULATION
We will consider the problem for the case S = I , as depicted
in Figure 5.
Let H be a first order linear time invariant dynamical system
with state-space realization
x(t+ 1) = ax(t) + bw(t), x(0) = x0, 0 ≤ t ≤ T − 1,
(3)
where a, b ∈ R, Ex20 = Vxx(0), and w is assumed to be white
Gaussian noise with w(t) ∼ N (0, 1) for all 0 ≤ t ≤ T − 1.
The measurements at the decoder are given by y(0) := 0
and
y(t) = z(t) + n(t), for t ≥ 1,
where z is the transmitter signal and n is a white Gaussian
noise process with n(t) ∼ N (0, N). The decoder is a map
given by F : yt−δ 7→ xˆ(t). Without loss of generality, we will
assume throughout that δ = 1 as the approach to the general
case δ ≥ 1 is similar.
The transmitter receives the noisy feedback measurements
yf(t) = φ(t) + nf(t), for t ≥ 1,
where nf is a white Gaussian noise process with nf(t) ∼
N (0, Nf). The encoder is a map given by G : (xt, yt−1f ) 7→
z(t). We also have a per symbol power constraint on the
transmitted signal z(t) given by E|z(t)|2 ≤ P .
The objective is to design causal precoder and decoder maps
G : (xt, yt−1f ) 7→ z(t) and F : yt−1 7→ xˆ(t), respectively, such
that the average of the mean squared error
1
T
T∑
t=1
E|x(t)− xˆ(t)|2
is minimized. The precoder and decoder maps can be equiv-
alently written as a causal dynamical system according to
z(t) = gt(x
t, zt−1, yt−1f )
y(t) = z(t) + n(t)
yf(t) = φ(t) + nf(t)
xˆ(t) = ft(y
t−1)
(4)
where gt is the precoder and ft is the decoder.
Problem 1: Consider the linear system
x(t+ 1) = a(t)x(t) + b(t)w(t),
x(0) = x0, 0 ≤ t ≤ T − 1, where a(t), b(t) ∈ R, Ex20 =
Vxx(0), and w is white Gaussian noise with w(t) ∼ N (0, 1),
0 ≤ t ≤ T−1. Let n and nf be white Gaussian noise processes
independent of each other and of w, with n(t) ∼ N (0, N) and
nf(t) ∼ N (0, Nf). Find an optimal precoder and decoder pair
(4) such that
1
T
T∑
t=1
E|x(t)− xˆ(t)|2
is minimized, where y(0) = 0.
Note that we haven’t given the form of the function φ. We
will consider two cases of interest here, the first one being
φ(t) = y(t), and the second one φ(t) = xˆ(t), as depicted in
figures 6 and 7, respectively.
IV. MAIN RESULTS
A. The Finite-Horizon Filtering problem with Receiver-Output
Feedback
The first result of this paper presents the structure of the op-
timal precoder and decoder for the case where a noisy version
of the receiver-output, y(t), is available at the transmitter.
Theorem 1: Consider Problem 1 with a(t) = a, b(t) = b,
and φ(t) = y(t). The optimal communication scheme is given
by
xˆ(t) = E{x(t)|yt−1}
x˜(t) = x(t)− xˆ(t)
xˇ(t) = E{x˜(t)|xt, yt−1f }
z(t) =
√
P
σt
xˇ(t),
(5)
where σ2t = E|xˇ(t)|2, for t = 1, ..., T .
Proof: See the Appendix.
Theorem 2: Consider Problem 1 with a(t) = a, b(t) = b,
and φ(t) = y(t). The state space realization of the optimal
communication scheme is given by
xˆ(t+ 1) = axˆ(t) +K(t)y(t)
s(t+ 1) = as(t) +K(t)(z(t) + nˆ(t))
nˆ(t) =
N
N +Nf
(yf(t)− z(t))
xˇ(t) = x(t)− s(t)
z(t) =
√
P
σt
xˇ(t),
(6)
where s(0) = 0, Vss(0) = Vsx(0) = 0,
6K(t) = aσt
√
P (P +N)−1 (7)
σ2t = Vxx(t)− 2Vsx(t) + Vss(t) (8)
[
Vss(t+ 1) Vsx(t+ 1)
Vxs(t+ 1) Vxx(t+ 1)
]
=
[
K2(t)N2
N+Nf
0
0 b2
]
+[
aN
P+N
aP
P+N
0 a
] [
Vss(t) Vsx(t)
Vxs(t) Vxx(t)
] [
aN
P+N
aP
P+N
0 a
]ᵀ (9)
Proof: See the Appendix.
B. Time-Varying Systems
The results considered so far treated the case where the
state stems from a linear time invariant system. It’s straight
forward to verify that the results hold when we replace the
parameters static a, b, P,N,Nf with time varying parameters
a(t), b(t), P (t), N(t), Nf(t).
C. Separation Principle for Optimal Communication
Consider the linear system
x(t+ 1) = ax(t) + bw(t)
γ(t) = cx(k) + dv(t)
for 0 ≤ t ≤ T − 1, with x(0) = x0, Ex20 = Vxx(0), and
(w(t), v(t)) is white Gaussian noise process with a given
covariance. We assume now that the transmitter does’t have
access to the state x(t) but γ(t) instead. We get the following
problem.
Problem 2: Consider the linear system
x(t+ 1) = ax(t) + bw(t)
γ(t) = cx(k) + dv(t)
0 ≤ t ≤ T−1, where a, b ∈ R, x(0) = x0, Ex20 = Vxx(0),
and
E
[
w(t)
v(t)
] [
w(t)
v(t)
]ᵀ
=
[
Vww(t) Vwv(t)
Vvw(t) Vvv(t)
]
is given for 0 ≤ t ≤ T . Let n and nf be white Gaussian
noise processes independent each other and of w, with n(t) ∼
N (0, N) and nf(t) ∼ N (0, Nf). Find an optimal precoder and
decoder pair
z(t) = gt(γ
t, zt−1, yt−1f )
y(t) = z(t) + n(t)
yf(t) = φ(t) + nf(t)
xˆ(t) = ft(y
t−1)
(10)
such that
1
T
T∑
t=1
E|x(t)− xˆ(t)|2
is minimized, where y(0) = 0.
The optimal transmission scheme is for the transmitter to
find the best estimate of x(t) based on γt, namely x˘(t) =
E{x(t)|γt}, and then use this estimate as the state to be
transmitted using the optimal communication scheme for the
case of full state measurement at the transmitter given by (15).
Theorem 3: The state space realization of the optimal com-
munication scheme solution of Problem 2 with φ(t) = y(t) is
given by
xˆ(t+ 1) = axˆ(t) +K(t)y(t)
s(t+ 1) = as(t) +K(t)(z(t) + nˆ(t))
nˆ(t) =
N
N +Nf
(yf(t)− z(t))
xˇ(t) = x(t)− s(t)
z(t) =
√
P
σt
xˇ(t),
(11)
where s(0) = 0, Vss(0) = Vsx(0), Vξξ(0) = Vxx(0),
L(t) = Vξξ(t)c(c
2Vξξ(t) + d
2Vvv(t))
−1
Vξξ(t+ 1) = (a− aL(t)c)2Vξξ(t)
+
[
b −aL(t)] [Vww(t) Vwv(t)
Vvw(t) Vvv(t)
] [
b −aL(t)]ᵀ
β2(t) = L2(t+ 1)(c2Vξξ(t+ 1) + d
2Vvv(t+ 1))
K(t) = aσt
√
P (P +N)−1 (12)
σ2t = Vxx(t)− 2Vsx(t) + Vss(t) (13)
[
Vss(t+ 1) Vsx(t+ 1)
Vxs(t+ 1) Vxx(t+ 1)
]
=
[
K2(t)N2
N+Nf
0
0 β2(t)
]
+[
aN
P+N
aP
P+N
0 a
] [
Vss(t) Vsx(t)
Vxs(t) Vxx(t)
] [
aN
P+N
aP
P+N
0 a
]ᵀ (14)
Proof: The proof is deferred to the appendix.
D. No Feedback
A special case is when no feedback is available from
the receiver to the transmitter. This is equivalent to letting
Nf →∞, or setting yf = 0, as depicted in Figure 2. This will
simply imply that nˆ = 0 and n˜ = n, and thus, we obtain the
optimal communication scheme that was previously obtained
in [11]. The case of no feedback is very delicate, since it does
not possess the property of communicating information that is
orthogonal to the information available at the receiver.
Corollary 1: The state space realization of the optimal
communication scheme solution of Problem 1 with yf = 0
is given by
xˆ(t+ 1) = axˆ(t) +K(t)y(t)
s(t+ 1) = as(t) +K(t)z(t)
xˇ(t) = x(t)− s(t)
z(t) =
√
P
σt
xˇ(t),
(15)
where s(0) = 0, Vss(0) = Vsx(0) = 0,
7K(t) = aσt
√
P (P +N)−1 (16)
σ2t = Vxx(t)− 2Vsx(t) + Vss(t) (17)
[
Vss(t+ 1) Vsx(t+ 1)
Vxs(t+ 1) Vxx(t+ 1)
]
=[
aN
P+N
aP
P+N
0 a
] [
Vss(t) Vsx(t)
Vxs(t) Vxx(t)
] [
aN
P+N
aP
P+N
0 a
]ᵀ (18)
E. Noiseless Feedback
Another interesting special case, which has been solved in
[5], is when we have perfect feedback from the receiver to the
transmitter, as depicted in Figure 3. We will reproduce this
result using our approach, and furthermore, give necessary and
sufficient conditons for the estimation error to be bounded for
the case |a| ≥ 1.
Let
xˆ(t|t) : = E{x(t)|yt}
= E{x(t)|yt−1, y(t)}
= E{xˆ(t) + x˜(t)|yt−1, z(t) + n(t)}
= xˆ(t) +E
{
x˜(t)
∣∣∣√P
σt
x˜(t) + n(t)
}
= xˆ(t) +
σt
√
P
P +N
(√
P
σt
x˜(t) + n(t)
)
= xˆ(t) +
P
P +N
x˜(t) +
σt
√
P
P +N
n(t),
(19)
and
x˜(t|t) : = x(t)− xˆ(t|t)
= xˆ(t) + x˜(t)− xˆ(t|t)
=
N
P +N
x˜(t)− σt
√
P
P +N
n(t)
(20)
Also, (19)-(20) give
xˆ(t+ 1) = E{x(t+ 1)|yt}
= E{ax(t) + bw(t)|yt}
= axˆ(t|t),
(21)
and
x˜(t+ 1) = x(t+ 1)− xˆ(t+ 1)
= ax˜(t|t) + bw(t)
=
N
P +N
ax˜(t)− σt
√
P
P +N
an(t) + bw(t)
(22)
By considering the state estimation error dynamics in (22), the
reader might be tempted to conclude that the decoder will be
able to track the state x(t) if and only if
N
P +N
|a| < 1.
However, this conclusion is erroneous since the gain of the
noise n(t) depends on σt =
√
E{x˜2(t)}. What we need to
consider is the dynamics of the variance of the estimation
error x˜2(t) as follows.
E{x˜2(t|t)} = E

(
N
P +N
x˜(t)− σt
√
P
P +N
n(t)
)2
=
(
N
P +N
)2
E{x˜2(t)}+
(
σt
√
P
P +N
)2
E{n2(t)}
=
N2
(P +N)2
σ2t +
σ2tP
(P +N)2
N
=
N
P +N
σ2t
=
N
P +N
E{x˜2(t)}
(23)
Equations (22) and (23) give
E{x˜2(t+ 1)} = a2E{x˜2(t|t)}+ b2E{w2(t)}
=
N
N + P
a2 ·E{x˜2(t)}+ b2. (24)
The recurrence equation (24) implies that a stationary
solution to Problem 1 for the case nf = 0 exists if and only if
1 >
N
P +N
|a|2,
which is equivalent to
log2(|a|) <
1
2
log2
(
1 +
P
N
)
Note that the capacity C of the Gaussian channel is given by
C =
1
2
log2
(
1 +
P
N
)
so a necessary and sufficient condition for the mean squared
estimation error to be finite is
log2(|a|) < C.
A similar result for stabilization of a control system over a
discrete memoryless channel has been obtained in [6].
F. Stationarity
In this section, we will present conditions under which a
stationary solution exists to Problem 1 for the case φ(t) = y(t)
(that is a solution as T →∞). Let x˜(t) = x(t)− xˆ(t) be the
estimation error of x(t) and consider the state space equations
(15) of the optimal estimate. After some algebra, we get the
state space equations for the estimation error (see (49) in the
proof of Theorem 2 in the Appendix):
x˜(t+ 1) = ax˜(t)− aκ(t)y(t) + bw(t)
= ax˜(t)− aκ(t)
√
P
σt
xˇ(t)− aκ(t)n(t) + bw(t)
= ax˜(t)− aP
P +N
xˇ(t)−K(t)n(t) + bw(t)
= ax˜(t)− aP
P +N
(x˜(t)− x¯(t))−K(t)n(t) + bw(t)
=
aN
P +N
x˜(t)−K(t)n(t) + bw(t) + aP
P +N
x¯(t)
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x¯(t+ 1) = ax¯(t)−K(t)n˜(t).
Obviously, for n˜(t) 6= 0(that is Nf > 0), the state x¯(t) can be
stationary if and only if |a| < 1. In addition, in order for x˜(t)
to be stationary, we must have
1 >
N
P +N
|a|2.
Clearly, the inequality above is always fulfilled for |a| < 1.
We conclude the result above:
Theorem 4: Problem 1 with φ(t) = y(t) has a stationary
solution for Nf > 0 as T → ∞ if and only if |a| < 1 and
there are no filters F and G that achieve a finite mean square
error for |a| ≥ 1.
It’s interesting to see the difference between the noiseless
feedback case and the noisy feedback one. This raises the
question of whether the feedback function φ could be chosen
differently in order to get filters that can track a state as the
time horizon goes to infintiy. Indeed, this turns out to be the
case as will be shown in the sequel. Noiseless feedback of
the output, φ(t) = y(t), makes the state estimates at the
receiver available to the transmitter. This would equivalently
correspond to the case of noiseless feedback of the state
estimates, that is for nf = 0 and φ(t) = xˆ(t) as shown in
Figure 7.
G. Noisy Feedback of the State Estimates
Suppose that the receiver transmits its state estimates xˆ(t)
back to the transmitter overa noisy channel. Being inspired by
the noiseless feedback results, we can construct the measure-
ments x(t)− yf(t) = x˜(t)−nf(t) and set xˇ(t) = x˜(t)−nf(t).
However, this strategy is not necessarily optimal. The next
result gives the optimal communication scheme.
Theorem 5: Consider Problem 1 with a(t) = a, b(t) = b,
and φ(t) = xˆ(t). The state space realization of the optimal
communication scheme is given by
xˆ(t+ 1) = axˆ(t) +K(t)y(t)
xˇ(t+ 1) = aN(P +N)−1xˇ(t) + x(t+ 1)− ax(t)
+ aσ¯2t (σ¯
2
t +Nf)
−1(x(t)− xˇ(t)− yf(t))
z(t) =
√
P
σt
xˇ(t),
(25)
where
K(t) = aσt
√
P (P +N)−1 (26)
σ2t = Exˇ
2(t) (27)
σ20 = 0, σ¯
2
0 = 0,
σ2t+1 =
a2N2
(P +N)2
σ2t +
a2
σ¯2t +Nf
σ¯4t + b
2, (28)
and
σ¯2t+1 =
a2N2f
σ¯2t +Nf
σ¯2t +
a2PN
(P +N)2
σ2t (29)
Proof: See the Appendix.
Now suppose that there is a stationary solution to (28) -
(29). Then,
σ2 =
a2N2
(P +N)2
σ2 +
a2
σ¯2 +Nf
σ¯4 + b2 (30)
and
σ¯2 =
a2N2f
σ¯2 +Nf
σ¯2 +
a2PN
(P +N)2
σ2 (31)
The pair of equations are equivalent to a couple of forth
order polynomial equations in the two variables (σ2, σ¯2), and
solving these equations can be found easily using standard
numerical tools.
V. CONCLUSIONS
We considered the problem of optimal encoder/decoder filter
design over a Shannon Gaussian channel with noisy feedback
to estimate the state of a scalar linear dynamical system. We
showed that optimal encoders and decoders are linear filters
with a finite memory and we give explicitly the state space
realization of the optimal filters. We also presented the solution
of the case where the transmitter has access to noisy measure-
ments of the state. We derived a separation principle for this
communication scheme. Necessary and sufficient conditions
for the existence of a stationary solution where also given.
Future work will consider the case where the noise process
n is colored for some linear filter S 6= I . Also, the non-scalar
case is challenging as we can’t rely on the information theo-
retic inequalities used in this paper for the higher dimensional
case.
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APPENDIX
Proof of Theorem 1
Suppose that E{gt(xt)} = αt where {αk}tk=0 are deter-
ministic real numbers independent of xt and are known at the
encoder gt and decoder ft. Note that y(t) = gt(xt)+n(t). The
estimate of x(t+1) based on y(k), k = 0, ..., t, is the same as
the estimate of x(t+1) based on y(k)−αk for k = 0, ..., t since
αk is deterministic and known at the decoder. But it means
that we can replace gt(xt) with g′t(x
t) = g(xt) − αt, and
g′t(x
t) satisfies both E{g′t(xt)} = 0 and the power constraint
E|g′t(xt)|2 ≤ P since
E|g′t(xt)|2 = E|gt(xt)− α|2
= E|gt(xt)|2 − α2
= P − α2 ≤ P.
Thus, without loss of generality, we may restrict the encoders
g to the set
{g | E{g(xt)} = 0}.
We will now prove that the optimal filters are linear by
induction. Suppose that gk−1 and fk−1 are linear for k =
1, ..., t. Then, x˜t, xt, yt−1, and yt−1f are jointly Gaussian.
Let xˆ(t|t) = f ′t(yt) be the optimal estimate of x(t) based
on yt and let x˜(t|t) = x(t) − xˆ(t|t), for t = 0, ..., T . Then,
f ′t(y
t) = E{x(t)|yt} according to Proposition 3. Now we have
that
xˆ(t|t) = E{x(t)|yt}
= E{(xˆ(t) + x˜(t)|yt}
= xˆ(t) +E{x˜(t)|yt},
(32)
x˜(t+ 1) = x(t+ 1)− xˆ(t+ 1)
= ax(t) + bw(t)− axˆ(t|t)
= ax˜(t|t) + bw(t)
(33)
We see that minimizing E|x˜(t+1)|2 is equivalent to minimiz-
ing the mean square error of
x˜(t|t) = x˜(t)−E{x˜(t)|yt}
at the decoder. Now introduce
xˇ(t) := E{x˜(t)|xt, yt−1f }
and
x¯(t) := x˜(t)− xˇ(t).
Then, xˇ(t) is a linear function of xt and yt−1f , since x˜(t),
xt, and yt−1f are jointly Gaussian by the induction hypothesis.
Thus, x¯(t) is independent of xˇ(t), xt, and yt−1f . This implies
that x¯(t) is independent of gt(xt, yt−1f ) and gt(x
t, yt−1f ) +
n(t) = y(t).
The Markov chain
xˇ(t)→ gt(xt, yt−1f )→ y(t) = gt(xt, yt−1f ) + n(t),
together with Proposition 2, gives
I(xˇ(t); y(t)) ≤ I(gt(xt, yt−1f ); y(t)). (34)
The Shannon capacity of a Gaussian channel gives an upper
bound for the mutual information between the transmitted
message z(t) = gt(xt, yt−1f ) and received message y(t) (see
[15]):
I(gt(x
t, yt−1f ); y(t)) ≤
1
2
log2
(
1 +
P
N
)
. (35)
Combining (34)-(35), we get
2−2I(xˇ(t);y(t)) ≥ N
P +N
(36)
with equality if xˇ(t) and y(t) are mutually Gaussian and
gt(x
t, yt−1f ) =
√
P
σt
xˇ(t) with σ2t = E|xˇ(t)|2. From the
definition of mutual information, we have that
h(xˇ(t)|y(t)) = h(xˇ(t))− I(xˇ(t); y(t)). (37)
Now we get
2pieE{|x˜(t|t)|2} ≥ 22h(x˜(t)|yt) (38)
= 22h(x˜(t)|y(t)) (39)
= 22h(xˇ(t)+x¯(t)|y(t))
= 22h(xˇ(t)|y(t))+h(x¯(t)) (40)
≥ 22h(xˇ(t)|y(t)) + 22h(x¯(t)) (41)
= 22h(xˇ(t))−2I(xˇ(t);y(t)) + 22h(x¯(t)) (42)
≥ N
P +N
22h(xˇ(t)) + 22h(x¯(t)) (43)
where (38) follows from Proposition 4(with equality if x˜(t)
and yt are jointly Gaussian), (39) follows from the fact that
x˜(t) is independent of yt−1, (40) follows from the fact that
x¯(t) is independent of xˇ(t) and y(t), (41) follows from the
entropy power inequality(Proposition 1), (42) follows from
equation (37), and (43) follows from inequality (36). Further-
more, equality holds in (38)-(43) if
z(t) = gt(x
t, yt−1f ) =
√
P
σt
xˇ(t)
with σ2t = E|xˇ(t)|2. This completes the proof.
Proof of Theorem 2
Let xˆ(t) = E{x(t)|yt−1} , x˜(t) = x(t) − xˆ(t), xˆ(t|t) =
E{x(t)|yt}, and x˜(t|t) = x(t)− xˆ(t|t).
Then,
xˆ(t+ 1) = axˆ(t|t)
= aE{xˆ(t) + x˜(t)|yt}
= axˆ(t) + aE{x˜(t)|y(t)}
(44)
and
x˜(t+ 1) = ax˜(t)− aE{x˜(t)|y(t)}+ bw(t). (45)
According to Theorem 1, the optimal signal z is given by
xˇ(t) = E{x˜(t)|xt, yt−1f }
z(t) =
√
P
σt
xˇ(t)
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with σ2t = E|xˇ(t)|2. Now recall that y(t) = z(t) + n(t),
xˇ(t) = E{x˜(t)|xt, yt−1f } , x¯(t) = x˜(t) − xˇ(t) , and x¯(t)
is orthogonal to xt and hence to y(t). Since x˜(t) and y(t)
are jointly Gaussian, E{x˜(t)|y(t)} is a linear function of y(t)
given by
E{x˜(t)|y(t)} = E{xˇ(t) + x¯(t)|y(t)}
= E{xˇ(t)|y(t)}+E{x¯(t)|y(t)}
= E{xˇ(t)|y(t)}
= cov{xˇ(t), y(t)}(cov{y(t), y(t)})−1y(t)
= κ(t)y(t)
(46)
with
κ(t) = σt
√
P (P +N)−1. (47)
Then, (44)-(46) imply
xˆ(t+ 1) = axˆ(t) + aκ(t)y(t)
= axˆ(t) + aκ(t)
√
P
σt
xˇ(t) + aκ(t)n(t),
(48)
x˜(t+ 1) = ax˜(t)− aκ(t)y(t) + bw(t)
= ax˜(t)− aκ(t)
√
P
σt
xˇ(t)− aκ(t)n(t) + bw(t)
(49)
The encoder has access to xˇt at time t+1. It has also access
to zt and ytf , which implies that it has access to
yf(k)− z(k) = n(k) + nf(k)
for k = 1, ..., t. Now we have that
nˆ(t) = E{n(t)|n(t) + nf(t)}
=
N
N +Nf
(n(t) + nf(t))
(50)
and
n˜(t) = n(t)− nˆ(t)
=
Nf
N +Nf
n(t)− N
N +Nf
nf(t)
(51)
We will show that
xˇ(t+ 1) = axˇ(t)− aκ(t)
√
P
σt
xˇ(t)− aκ(t)nˆ(t) + bw(t) (52)
and
x¯(t+ 1) = ax¯(t)− aκ(t)n˜(t) (53)
First we note that x¯ as defined in (53) depends only on the
channel noise estimation error n˜ and is therefore independent
of x, yf, and xˇ. Now (52)-(53) give
xˇ(t+ 1) + x¯(t+ 1)
= axˇ(t)− aκ(t)
√
P
σt
xˇ(t)− aκ(t)nˆ(t) + bw(t)
+ ax¯(t)− aκ(t)n˜(t)
= a(xˇ(t) + x¯(t))− aκ(t)
√
P
σt
xˇ(t)
− aκ(t)(nˆ(t) + n˜(t)) + bw(t)
= ax˜(t)− aκ(t)
√
P
σt
xˇ(t)− aκ(t)n(t) + bw(t),
(54)
which is exactly the expression for the dynamics of x˜(t+ 1)
given by (49). This establishes (52) - (53). Now we have
x(t) = E{x(t)|xt, yt−1f }
= E{xˆ(t) + x˜(t)|xt, yt−1f }
= E{xˆ(t)|xt, yt−1f }+E{x˜(t)|xt, yt−1f }
= E{xˆ(t)|xt, yt−1f }+ xˇ(t).
(55)
From equation (48), we see that
E{xˆ(t)|xt, yt−1f } = s(t) (56)
where
s(t+ 1) = as(t) + aκ(t)
√
P
σt
xˇ(t) + aκ(t)nˆ(t)
= as(t) +K(t)(z(t) + nˆ(t))
(57)
since the noise signal n˜ is independent of x and yf. Finally,
combining (55) - (57) gives
xˇ(t) = x(t)− s(t). (58)
Now set
K(t) = aκ(t). (59)
Then,
s(t+ 1) = as(t) + aκ(t)
√
P
σt
xˇ(t) + aκ(t)nˆ(t)
= as(t) + a
P
P +N
xˇ(t) +K(t)nˆ(t)
=
(
a− aP
P +N
)
s(t) +
aP
P +N
x(t) +K(t)nˆ(t)
=
aN
P +N
s(t) +
aP
P +N
x(t) +K(t)nˆ(t)
(60)
and[
s(t+ 1)
x(t+ 1)
]
=
[
aN
P+N
aP
P+N
0 a
] [
s(t)
x(t)
]
+
[
K(t) 0
0 b
] [
nˆ(t)
w(t)
]
Introduce the covariance matrix[
Vss(t) Vsx(t)
Vxs(t) Vxx(t)
]
= E
[
s(t)
x(t)
] [
s(t)
x(t)
]ᵀ
.
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Since nˆ(t) and w(t) are uncorrelated with x(t) and s(t), we
get[
Vss(t+ 1) Vsx(t+ 1)
Vxs(t+ 1) Vxx(t+ 1)
]
= E
[
s(t+ 1)
x(t+ 1)
] [
s(t+ 1)
x(t+ 1)
]ᵀ
= E
{([
aN
P+N
aP
P+N
0 a
] [
s(t)
x(t)
]
+
[
K(t) 0
0 b
] [
nˆ(t)
w(t)
])
×([
aN
P+N
aP
P+N
0 a
] [
s(t)
x(t)
]
+
[
K(t) 0
0 b
] [
nˆ(t)
w(t)
])ᵀ}
=
[
aN
P+N
aP
P+N
0 a
] [
Vss(t) Vsx(t)
Vxs(t) Vxx(t)
] [
aN
P+N
aP
P+N
0 a
]ᵀ
+
[
K2(t)N2
N+Nf
0
0 b2
]
.
(61)
Thus,
σ2t = E|xˇ(t)|2
= E|x(t)− s(t)|2
= Vxx(t)− 2Vsx(t) + Vxx(t).
(62)
Putting together (47), (48), and (57) - (62) gives the desired
result.
Proof of Theorem 3
Define the estimate x˘(t|t− 1) = E{x(t)|γt−1} and let
ξ(t) = x(t)− x˘(t|t− 1)
be the estimation error. It’s well known that x˘(t) is given by
the Kalman filter
x˘(t) = x˘(t|t− 1) + L(t)(cξ(t) + dv(t))
x˘(t+ 1|t) = ax˘(t)
= ax˘(t|t− 1) + aL(t)(cξ(t) + dv(t))
ξ(t+ 1) = (a− aL(t)c)ξ(t) + bw(t)− aL(t)dv(t)
(63)
where L(t) are the optimal Kalman filter gains for t = 0, ..., T
(see, e. g., [16]):
L(t) = Vξξ(t)c(c
2Vξξ(t) + d
2Vvv(t))
−1
Vξξ(t+ 1) = (a− aL(t)c)2Vξξ(t)
+
[
b −aL(t)] [Vww(t) Vwv(t)
Vvw(t) Vvv(t)
] [
b −aL(t)]ᵀ
We also know that γt−1 and ξ(t) are uncorrelated according
to Proposition 3. This implies in turn that yt−1 and ξ(t)
are uncorrelated. Hence, the averaged estimation error of the
decoder is equal to
1
T
T∑
t=1
E|x(t)−xˆ(t)|2 = 1
T
T∑
t=1
(
E|x˘(t)− xˆ(t)|2 +E|ξ(t)|2) .
Obviously, the decoder can’t do much about the error
covariance E|ξ(t)|2. The decoder F minimizes the averaged
estimation error above if and only if it minimizes the averaged
estimation error of x˘(t). Thus, we have transformed the output
measurement problem to a state measurement problem at the
encoder G, where the measured state is the state x˘(t) of the
linear time-varying dynamical system given by
x˘(t+ 1) = x˘(t+ 1|t) + L(t+ 1)(cξ(t+ 1) + dv(t+ 1))
= ax˘(t) + L(t+ 1)(cξ(t+ 1) + dv(t+ 1))
= ax˘(t) + β(t)ω(t)
with ω(t) ∼ N (0, 1) and
β2(t) = L2(t+ 1)E{(cξ(t+ 1) + dv(t+ 1))2}
= L2(t+ 1)(c2Vξξ(t+ 1) + d
2Vvv(t+ 1))
Inserting b(t) = β(t) in Problem 1 and using Theorem 2 gives
the (12)-(14). This concludes the proof.
Proof of Theorem 5
Similar to Theorem 2, we have that
xˆ(t+ 1) = axˆ(t) +K(t)
√
P
σt
xˇ(t) +K(t)n(t), (64)
x˜(t+ 1) = ax˜(t)−K(t)
√
P
σt
xˇ(t)−K(t)n(t) + bw(t)
(65)
with, as before,
K(t) = aσt
√
P (P +N)−1
σ2t = Exˇ
2(t) (66)
Clearly,
xˇ(t) = E{x˜(t)|xt, yt−1f }
= E{x˜(t)|xt−1, w(t− 1), yt−1f }
= E{ax˜(t− 1)|xt−1, w(t− 1), yt−1f }
−K(t− 1)
√
P
σt−1
xˇ(t− 1) + bw(t− 1)
= axˇ(t− 1) +E{ax¯(t− 1)|xt−1, w(t− 1), yt−1f }
−K(t− 1)
√
P
σt−1
xˇ(t− 1) + bw(t− 1)
(67)
The transmitter can consctruct the new measurement
x(t− 1)− xˇ(t− 1)− yf(t− 1) = x¯(t− 1) + nf(t− 1),
so
E{ax¯(t− 1)|xt−1, w(t− 1), yt−1f }
= E{ax¯(t− 1)|xt−1, w(t− 1), yt−2f , x¯(t− 1) + nf(t− 1)}
Since x¯(t−1) and nf(t−1) are independent of xt−1, w(t−1),
and yt−2f , we have that
E{ax¯(t− 1)|xt−1, w(t− 1), yt−1f }
= E{ax¯(t− 1)|x¯(t− 1) + nf(t− 1)}
Let σ¯2t = Ex¯
2(t) = E(x˜(t) − xˇ(t))2 = Ex˜2(t) − Exˇ2(t).
Then,
E{ax¯(t)|x¯(t) + nf(t)}
= aσ¯2t (σ¯
2
t +Nf)
−1(x¯(t) + nf(t))
(68)
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Equation (68) together with (67) gives
xˇ(t+ 1) = axˇ(t)−K(t)
√
P
σt
xˇ(t) + bw(t)
+ aσ¯2t (σ¯
2
t +Nf)
−1(x¯(t) + nf(t))
= aN(P +N)−1xˇ(t) + bw(t)
+ aσ¯2t (σ¯
2
t +Nf)
−1(x¯(t) + nf(t))
(69)
and we can verify that
x¯(t+ 1) = ax¯(t)−K(t)n(t)
− aσ¯2t (σ¯2t +Nf)−1(x¯(t) + nf(t))
= aNf(σ¯
2
t +Nf)
−1x¯(t)−K(t)n(t)
− aσ¯2t (σ¯2t +Nf)−1nf(t)
(70)
Now by substituting bw(t) = x(t + 1) − ax(t) and x¯(t) +
nf(t) = x(t)− xˇ(t)− yf(t) in (69), we get
xˇ(t+ 1) = aN(P +N)−1xˇ(t) + x(t+ 1)− ax(t)
+ aσ¯2t (σ¯
2
t +Nf)
−1(x(t)− xˇ(t)− yf(t))
(71)
The dynamical system equations given by (69) and (70) give
the dynamics of the variance values σ2t and σ¯
2
t
σ2t+1 =
a2N2
(P +N)2
σ2t +
a2
σ¯2t +Nf
σ¯4t + b
2 (72)
and
σ¯2t+1 =
a2N2f
σ¯2t +Nf
σ¯2t +
a2PN
(P +N)2
σ2t (73)
