ABSTRACT Convolutional Neural Networks (CNNs) have become one of the most successful machine learning techniques for image and video processing. The most computationally intensive part of the CNN is the convolutional layers, which have the multi-channel image and multiple kernels. However, due to the network pruning operation and the application of RELU activation function operation in the training process, numerous zero values are generated in the network. This paper proposes the convolution split compression calculation (CSCC) algorithm, which improves the performance of the convolution layer by utilizing the sparse characteristic of the feature map. In the CSCC algorithm, first, the feature map is directly converted into a sparse matrix of compressed sparse row (CSR) format, which avoids expanding feature map to an intermediate matrix and reduces the memory space consumption. Second, the convolution kernel is converted into a vector. Finally, the convolution result is obtained by the sparse matrix vector multiplication (SpMV). The experimental results show that the CSCC algorithm has a good advantage in computation speed and memory consumption compared with the other convolution algorithms.
I. INTRODUCTION
Convolutional Neural Network(CNN) is the conventional machine learning method for image classification/ recognition, speech recognition, natural language translation and so on [1] - [4] . CNN consists of multiple layers, of which convolution layers account for the highest proportion and are also the most time-consuming layers. However, to improve the accuracy of the network, the number of convolution layers is still increasing, and the training time of the system is getting longer and longer.
Therefore, optimizing convolution layer to reduce the network time consumption is an important subject. Recently published works have shown that the mainstream computing method is im2col-based convolution [5] , FFT-based The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai.
convolution [6] , and Winograd-based algorithm [7] , which significantly improve the speed of convolution calculation.
In common convolution calculation methods, the methods of pruning [8] and RELU activation are adopted. However, the use of network pruning in the training process and the use of RELU activation function in the network framework always produce a large number of zero value weights. Therefore, it is impossible to avoid calculating and storing the zero value that exists in the feature map. Existing experiments test the output sparsity of ReLU in the original CNNs including AlexNet for Cifar10 dataset. The training process for the network runs for 40 cycles. The sparsity of RELU layer is recorded at the end of each iteration [9] . The final result is shown in Fig.1 . It is noted that most ReLU layers produce a sparsity greater than 0.7, and some layers have a sparsity up to about 0.95. Usually, the output of ReLU layer is the input of the convolutional layer. In other words, in most cases, the pro- portion of zero value for convolution layer is above 70%. Therefore, we have evidence that it is possible to speed up the convolution computation by reducing the computation of zero-value elements and to save memory space by not storing zero values in the computation.
Although the current optimization algorithms [5] - [7] improve the computing speed of convolution layer, there are some redundant computational problems in these algorithms. As shown in Fig.1 , the convolutional neural network has a considerable sparsity, so we can compress the sparse matrix to calculate the convolutional layer, which is a pretty good way to improve the utilization of hardware resource [10] . Compression of sparse matrix is widely used in fields such as linear algebra [11] , data mining [12] , and graph analytics [13] . In this paper, compression of sparse matrices are also applied to convolutional neural networks, which can solve the problem of excessive memory usage and redundant computing.
In this paper, we propose the Convolution Split Compression Calculation (CSCC) algorithm for the convolution layer. Firstly, the feature map is directly converted into a sparse matrix of CSR (Compressed Sparse Row) format, which avoids expanding feature map to an intermediate matrix and reduces the memory space consumption. Secondly, the convolution kernel is converted into a vector. Finally, the convolution result is obtained by sparse matrix vector multiplication (SpMV). Therefore, the CSCC algorithm converts convolution operation into sparse matrix-vector multiplication. Without changing the convolution result, the CSCC algorithm reduces multiplication times and computational memory consumption. As a result, the efficiency of convolution calculation is improved. Through extensive experiments on CPU platform, we show the CSCC algorithm have obvious performance improvement compared with other convolution algorithms.
The rest of the paper is organized as follows. We review preliminary preparations in Section II. Section III presents the CSCC algorithm and analyzes its memory consumption. Experimental results are given in Section IV. Section V concludes this paper and prospects for future work. 
II. PRELIMINARIES A. SYMBOLS
The symbols used in this paper are described in Table 1 . For the input feature map, h is the height, w is the width, c is the volume of channels, and n is the size of the batch. Moreover, the kernel has the same dimension as the feature map.
E represents the number of zero elements, and a : b represents the sub-matrix elements from a to b. I represents the input feature map and K is the kernel. O represents the final output convolution result. The size of O is related to input feature map, kernel size and the stride of the kernel (s w , s h ). In this paper, the size of convolution result O is expressed as follows Eq.1.
σ denotes sparse degree, and the sparse degree of the matrix is described as follows Eq. 2.
B. RELATED WORK Due to the importance of CNN, a series of convolution optimization algorithms are proposed [5] - [7] . In this subsection, we will briefly introduce these optimization algorithms. The direct convolution is the initial method of convolution calculation. As shown in Fig.2 (a) , the direct convolution method is to sum the multiplication on the feature map according to the kernel window, and then move on the feature map according to the s w until the end of sliding on the feature map. Obviously, this is time-consuming in algorithm implementation and not conducive to making full use of the hardware characteristic for acceleration.
The im2col algorithm ( Fig.2 (b) ) is a computing convolution algorithm based on line expansion and combined with GEMM, which uses a wide range of scenarios, such as earlier versions of Cudnn [14] and the open source framework Caffe [15] . This algorithm combines GEMM with CPU/GPU to obtain good acceleration effect, but the convolution block is expanded according to the column, which increases the memory consumption. In GPU environment, occupying too much memory resources will restrain the computing speed of GPU. But the im2col algorithm also has some distinct disadvantages. It is based on the GEMM library to calculate convolution, so in the calculation process, we need to expand the input feature map to the matrix according to the number of the sub-matrices. The kernel needs same operation. This series of operations will produce a huge intermediate matrix and take up too much memory space. The intermediate matrix is only used in the calculation process and has no meaning to the final result.
As shown in Fig.2 (a) , when the input feature map and kernel are two-dimensional, direct convolution computation requires the dot product of each value of the kernel and the sub-matrix. The slippage of the kernel obtains the size of the sub-matrix, and the next sub-matrix is obtained by a certain stride size of the kernel sliding in each calculation. In Fig.2 , the size of the feature map is I w × I h = 7 × 7, the size of the kernel is K w ×K h = 3×3 and the stride is s w = s h = 3). In the im2col algorithm, each sub-matrix is expanded into a row, and the kernel is expanded into a column. When the kernel
will be generated. The intermediate matrix and the convolution kernel can be calculated effectively by the optimization library. However, the intermediate matrix is so large that it is a waste of memory space. Fig.2 (c) describes the MEC algorithm, which expands the feature map according to the width of the convolution kernel, and then uses BLSA library to carry out matrix multiplication calculation, and finally obtains the convolution results. In the process of algorithm, a huge intermediate matrix is generated, which is a huge waste of memory [28] .
Fast Fourier Transform (FFT) is a computational tool commonly used for signal analysis, such as digital signal processing. The Fast Fourier Transform is a method of quickly computing a discrete Fourier transform of a series of data samples (called a time series) [16] . It uses the relationship between the time domain and frequency domain to transform time domain correlation calculation into frequency domain calculation, see Eq. 3 [17] .
However, the acceleration effect is only more obvious when the convolution kernel is larger [6] . The Winograd algorithm is a method based on the Winograd minimum kernel algorithm. This algorithm is superior to small kernels and small batch algorithms because they compute the smallest arithmetic complexity convolution data on the input small kernel. The use of small blocks also reduces the size of the algorithm workspace, making the algorithm more efficient [7] .
In addition, some sparse network frameworks are designed to accelerate CNN. For example, SCNN use sparse storage of feature matrix and kernel to calculate convolution. Specifically, SCNN adopts a new data stream that supports the activation of sparse weights and compression codes, eliminating unnecessary data transmission and reducing storage requirements [10] .
C. STORAGE AND COMPUTATION METHOD FOR SPARSE MATRICES
In this paper, our new algorithm uses storage and computation method for sparse matrices to calculate the convolution. Therefore, we will introduce the storage and computation method of sparse matrices in this subsection. There are now some sparse matrix representation methods, each with different storage requirements, computational properties and access methods. For convenience, we use the compressed sparse row (CSR) format to store matrices in the CSCC algorithm, which is a popular generalized sparse matrix representation. The CSR method explicitly stores indexes and non-zero values in array indices and data.
Three-row vectors are used to store the sparse matrix. For the sparse matrix A [0 : m, 0 : n], ptr has length m + 1 and stores the offset into i-th row in ptr[i]. The last entry in ptr which would otherwise correspond to the (m + 1)-st row, stores the number of nonzero values in the matrix. The indices vector stores the column of the according element in data of the non-zero value. The data vector stores the non-zero value [18] , [21] . Fig.3 shows the CSR representation of an example sparse matrix.
In the paper, we compress the feature map to a sparse matrix of CSR format. And the kernel is transformed into a vector. Thus, the convolution computation is translated into Sparse Matrix Vector multiplication (SpMV). SpMV is an important operation in scientific calculations. It is also widely used in various graph algorithms. There are a lot of researches to accelerate the computation of SpMV on various FIGURE 3. CSR method represents the sparse matrix. A is the sparse matrix. ptr is the pointer to the first non-zero value of each row in data. indices stores the column of the according element in data. data stores non-zero elements.
hardware platforms [18] - [20] . NVIDIA corporation launched the Compute Unified Device Architecture (CUDA), which makes good use of the computing power and data transmission capacity of GPU. This helps to improve the performance limitation of SpMV for different CPU architectures [20] . NVIDIA has proposed the acceleration library for sparse matrix calculation, which is highly optimized, and the execution speed of NVIDIA GPU is 2X-5X faster than only using CPU [22] .
III. CONVOLUTION SPLIT COMPRESSION CALCULATION ALGORITHM
As shown in Fig.1 , the RELU function generates a large number of zeros after multiple iterations [23] , [24] . In addition, the pruning operation of the network also greatly increases the sparsity of the feature map [25] , [26] . With the increase of the network depth, the effect of this operation will be more visible, which makes the feature map more sparse. This zero-value calculation is meaningless for the final convolution results, and it is useless to store zero values in the intermediate matrix. Therefore, in order to improve the efficiency of the convolution calculation process, we should reduce the storage of these zero values and avoid calculating them. In this way, the whole convolution calculation process can take up less memory and the speed of calculation is improved at the same time.
A. OVERVIEW OF THE PROPOSED ALGORITHM
In this paper, a convolution algorithm based on convolution expansion and sparse storage is proposed. The input feature map is split by a series of features based on kernel size and expanded according to convolution computing pattern. The expansion process is different from the im2col algorithm described in Fig.2 . We expand all the values of the columns involved in the kernel's one-time calculation into a row [27] . The split method for an example matrix is shown in Fig.4 . Divide the feature map into K w × I h (3×7) sub-matrices (A, B, C, D, E). Each sub-matrix is then expanded to one row of the intermediate matrix. However, the intermediate matrix obtained by expansion is still relatively large, although it is smaller than the matrix generated in the im2col algorithm.
Since these matrices are sparse, we compress the intermediate matrix in the expansion process to store it in a sparse format, then the space required to store the intermediate matrix is significantly reduced. The size of the memory space is related to the sparsity of the input feature map. The convolution kernel is also converted to a vector as in Fig. 2 . In this way, convolution operations can be transformed into sparse matrix-vector multiplication (SpMV), which can be directly calculated on CPU. At the same time, the cuSPARSE library provided by GPU can also be used to calculate SpMV, which improves the speed of calculation. According to the algorithm description process shown in Fig.4 and Fig.5 , compared with the im2col algorithm, the CSCC algorithm saves over 50% of the memory space for the intermediate matrix.
B. COMPRESSION SPLIT ALGORITHM
Algorithm 1 describes the pseudo-code of the compression split algorithm, and its specific process is as follows.
(1) In the process of compression processing, the submatrix segmentation window of the feature map is found according to the width K w of the kernel and the s w of the stride length. We can get that the width of the sub-matrix segmentation window is K w , and the high of the sub-matrix segmentation window is I h .
(2) The sub-matrix segmentation window moves along the first row of the feature map from left to right, and the stride length is s w . For each move, the sub-matrix in the sub-matrix segmentation window is directly stored by the CSR format, without generating an intermediate matrix. At the end of the current line of move, sub-matrix segmentation window starts the next line of move, still moving from left to right.
(3) In the process of moving the sub-matrix segmentation window, the sub-matrix segmentation window is always in the interior of the feature map until the sub-matrix segmentation window finishes sliding in the feature map. As the sub-matrix segmentation window slides on the feature map, the submatrix segmentation window divides the feature map into several sub-matrices. Because each submatrix corresponds to a row of CSR format, all the rows are consolidated to get a compressed array of complete CSR format.
In the pseudo-code described in Algorithm 1, line 3 to 7 define the initial values. Line 8 to 16 store the non-zero values into data vector, the column coordinates of the non-zero values into indices vector, and the first non-zero value into each row within ptr vector. Line 17 to 25 find the starting position for the next segmentation window. Using Algorithm 1, we can directly obtain an array with the CSR format, without generating a redundant intermediate matrix. Comparing Fig.2 (c) with Fig.5 , we can see that the new if I l,j = 0 then 10: end if 25: end if 26: end for storage method can save 23% of the memory space, which is a considerable improvement.
C. SPARSE MATRIX VECTOR MULTIPLICATION ALGORITHM
Algorithm 2 describes the pseudo-code of sparse convolution process, which is converted to SpMV. It is necessary to convert the kernel into the vector before computing, and then to find the sub-matrix boundary point of the array stored in the sparse format before calculating the convolution result. Then SpMV is performed, and the final convolution result is obtained.
In Algorithm 2, we describe the process of convolution between a two-dimensional array and a kernel. Multiple SpMV operations are required for the computation of multiple kernels. After a single SpMV operation, a convolution 
end for 10: end for 11: end for result can be obtained. In this way, zero values are not considered in the computation, and the computational efficiency can be significantly improved.
In the pseudo-code described in Algorithm 2. Line 4 defines the width of the output feature map. Line 5 to 11 describe the SpMV operation and obtain the convolution result. The row coordinates of the output feature map depend on the width of the kernel, as showed in line 8.
Based on the sparse storage of Algorithm 1, the zero value in the original matrix does not occupy storage space, and in Algorithm 2, the calculation of zero value is skipped directly. We can see that the new algorithm can solve one convolution result in one calculation. At the same time, the memory consumption of the intermediate matrix is reduced, and the computation speed is improved. As a result, the performance of CNN in convolution layer is improved, and the computing speed of the whole network is accelerated.
D. ALGORITHM COMPLEXITY ANALYSIS
In this subsection, we analyze the algorithm complexities of CSCC algorithm and im2col algorithm. For the input feature map, width is I w , height is I h , and sparse degree is σ . For the kernel, width is K w and height is K h . For the output feature map, width is O w = . The convolution kernel takes up a lot less space than the feature map, so we don't care about the size of the convolution kernel. According to the Fig.2 (b complexity is O(S 1 ), see Eq. 4.
After the CSCC algorithm expands and compresses the feature map, a matrix of CSR format is generated, in which the size of ptr is I h + 1, the sizes of data and indices are both (1 − σ ) O w I h K w , respectively. Therefore, the algorithm space complexity is O(S 2 ), see Eq. 5.
For comparison, let us form their different D 1 .
The results show that the space complexity of CSCC algorithm is lower than that of im2col algorithm. The reference values of memory consumption can be seen in Table 2 . It described the number of storage units in the convolution layer of different dimensions for the three algorithms under different sparsity. The memory units of im2col algorithm and MEC algorithm have nothing to do with sparsity. And the memory units of CSCC algorithm decreases with the increase of sparsity.
For the specific algorithm implementation, the algorithm complexity of im2col algorithm and CSCC algorithm is different. According to the algorithm implementation of im2col, it can be known that the algorithm complexity is O(T 1 ), see Eq.4 and Eq. 7.
According to the algorithm description in Section III B and C, the complexity of CSCC algorithm is O(T 2 ), see Eq.8. For comparison, let us form their different D 2 .
According Eq. 1, Eq. 4 and Eq. 6, we can obtain that S 1 -I w > 0, and
The result show that the time complexity of CSCC algorithm is lower than of im2col algorithm.
IV. EXPERIMENT
In this section, we compare the time and memory consumption between the CSCC algorithm and the previous methods. Three experiments are carried out. The first experiment compares the memory space consumption of MEC algorithm, im2col algorithm and CSCC algorithm. The second experiment compares the time consumption of MEC algorithm, im2col algorithm, CSCC algorithm and direct convolution algorithm. The third experiment compares the computing time of CSCC algorithm and the im2col algorithm in the RESNET-20 and RESNET-32 network framework under the variation of sparsity.
A. EXPERIMENT PREPARATION
In this subsection, we will introduce the experiment preparation. For the experimental environment, Intel Xeon(R) CPU E5 − 2673 v3 @ 2.40GHz × 48 is used, the RAM size is 128G, and Ubuntu 18.04 is the adopted operating system. The experimental environment is shown in Table 3 . We use C + + and python to implement the CSCC algorithm in Caffe framework. We also implement the im2col algorithm, direct convolution algorithm and MEC algorithm.
B. MEMORY CONSUMPTION COMPARISON
In Fig.6 we can see that since the intermediate results of the convolution calculation are compressed, the CSCC algorithm dramatically reduces the computational memory consumption compared to other algorithms. Compared with the im2col algorithm,
we can see that the CSCC algorithm reduces the computational memory by nearly 50 percent. At the same time, the CSCC algorithm reduces computational memory by nearly 23 percent compared to the MEC algorithm. The direct convolution algorithm does not generate an intermediate calculation matrix, so it is not included in this comparison experiment. Compared with the other two algorithms, CSCC algorithm occupies a favorable position in terms of memory space consumption. With the increase of the number of network layers, the advantages of CSCC algorithm will be more obvious as the sparsity of feature map increases.
C. TIME CONSUMPTION COMPARISON
The CSCC algorithm selectively calculates the values in the matrix, that is, it does not operate on the zero values in the feature map, which is meaningless. The calculation method avoids the calculation of zero value, which improves the calculation speed.
Although sparse transformation of feature map and convolution kernel is required before convolution is calculated, the compression operation process is faster than that of other algorithms, such as im2col and MEC. So, there is no need to worry about increased computing time caused by the compression operation. As shown in Fig.7 , the computing speed of CSCC algorithm is 41.4%, 51.1% and 13.6% faster than im2col algorithm, direct convolution algorithm and MEC algorithm, respectively. On this basis, the optimization of SpMV and the increase of the sparsity of the feature map will make the computing advantage of CSCC more obvious. The sparsity of the network can be increased by the method of pruning and RELU function. The increased sparsity can improve the calculation efficiency of the proposed sparse convolution algorithm, and the calculation speed of the convolution layer is promoted. 
D. SPARSITY AND COMPUTING TIME
A series of experiments show that the CSCC algorithm can reduce the computational memory consumption and improve the computing speed, and then improve the efficiency of convolution computation in convolutional neural networks. We also find that the sparsity degree of the feature map will greatly affect the performance of the algorithm. In this subsection, we carried out the experiment to study the influence of sparsity on the computing speed.
In the experiment, we apply the CSCC algorithm to RESNET-20 and RESNET-32 in cifar-10 classification and compare the CSCC algorithm with im2col algorithm [28] . Fig.8 depicts computing time comparison between the CSCC algorithm and the im2col algorithm under the variation of sparsity for the forward convolution. In Fig.8 (a) , we compare the CSCC algorithm with the im2col algorithm based on RESNET-20 in Caffe framework. In Fig.8 (b) , we compare the CSCC algorithm with the im2col algorithm based on RESNET-32 in Caffe framework.
From Fig.8 (a) and (b), we find that the sparsity of feature map increases with the deepening of convolution network layers. As shown in the Fig.8 (a) , since the number of layers is relatively small, the change in the sparsity is fluctuating. VOLUME 7, 2019 As shown in Fig.8 (b) , we can see that the sparsity of 28 convolution layers increases more smoothly than Fig.8 (a) .
From Fig.8 (a) and (b), we find that computing speed of the convolutional layer when using CSCC algorithm is always faster than that of im2col algorithm. As the number of convolutional layers increase, the sparsity of the feature map increase, and the calculation time of the CSCC algorithm and the im2col algorithm both decreases. Fig.8 (a) and (b) show that the CSCC algorithm can reduce running time by nearly 20% for the single layer, compared with the im2col algorithm.
V. CONCLUSION & FUTURE WORK
This paper proposes the Convolution Split Compression Calculation (CSCC) algorithm, which improves the performance of the convolution layer by expanding features map according to the size of the kernel and using SpMV to obtain the convolution results. The CSCC algorithm reduces the intermediate memory consumption in the convolution calculation process, and the speed is also improved compared with other algorithms. There is currently no significant improvement to the compression format of the feature map. In future work, other compression formats besides CSR will be considered to store the intermediate matrix. Compression algorithms combining hardware structure will also be sought to improve the calculation speed. 
