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The Almost Sure Semicircle Law for Random Band
Matrices with Dependent Entries
Michael Fleermann, Werner Kirsch and Thomas Kriecherbauer
Abstract.We analyze the empirical spectral distribution of random periodic
band matrices with correlated entries. The correlation structure we study was first
introduced in 2015 in [16] by Hochsta¨ttler, Kirsch and Warzel, who named their
setup almost uncorrelated and showed convergence to the semicircle distribution
in probability. We strengthen their results which turn out to be also valid al-
most surely. Moreover, we extend them to band matrices. Sufficient conditions for
convergence to the semicircle law both in probability and almost surely are pro-
vided. In contrast to convergence in probability, almost sure convergence seems to
require a minimal growth rate for the bandwidth. Examples that fit our general
setup include Curie-Weiss distributed, correlated Gaussian, and as a special case,
independent entries.
1 Introduction
The theory of random matrices had its origins in the applications, namely in statistics, where
John Wishart analyzed properties of multivariate normal populations (see [32]), and mathe-
matical physics, where Eugene Wigner studied energy levels of heavy nuclei (see [31]). Ever
since, the reach of this theory has grown tremendously, with fruitful interactions with the fields
of information theory (e.g. wireless communication, see [29]), biology (e.g. RNA analysis, see
[3]) and with various branches of mathematics (e.g. free probability, see [21]).
In the present paper we restrict our attention to the real symmetric case. By a random
matrix we understand a symmetric n × n matrix Xn, whose entries Xn(i, j) are real-valued
random variables on some probability space (Ω,A,P). Due to symmetry, Xn possesses n real
eigenvalues λXn1 ≤ . . . ≤ λXnn . Based on these random eigenvalues, we consider the empirical
spectral distribution (ESD)
σn ..=
1
n
n∑
i=1
δ
λXni
,
where for each a ∈ R we denote by δa the Dirac measure in a. Given such a sequence (Xn)n
we obtain in this way a sequence (σn)n of random probability measures, and we can analyze
its weak convergence in some probabilistic sense. Arguably the most famous result in this
direction is Wigner’s semicircle law for ensembles with entries which are independent (up to
the symmetry constraint) and satisfy EXn(i, j) = 0 and EX
2
n(i, j) = n
−1. It states under mild
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additional conditions that the sequence σn converges weakly almost surely to the semicircle
distribution σ on the real line given by its Lebesgue density 12pi
√
4− x21[−2,2](x) (see e.g. the
monographs [4, 5, 28]). That is, we find a set A ∈ A with P(A) = 1, such that for all ω ∈ A
we have that σn(ω)→ σ weakly as n→∞.
Wigner’s semicircle law can be viewed as a central limit theorem in random matrix theory.
In classical probability theory, the central limit theorem holds even if random variables are
mildly correlated. Therefore, in the context of random matrices, a natural question to ask
is whether one can relax the assumption of independence in Wigner’s semicircle law and still
obtain the semicircle distribution as a limit distribution of the ESDs. Another important way
to deviate from the classical analysis is to consider band matrices instead of full matrices. In
this paper, we derive semicircle laws for random band matrices (including full matrices as a
special case) with certain correlated entries. The correlation structure we study is based on a
model presented in [16]: In their paper, Hochsta¨ttler, Kirsch and Warzel defined a new scheme
of random matrices they called approximately uncorrelated. The entries in these matrices are
allowed to exhibit a correlation structure which includes in particular Curie-Weiss models.
They showed convergence of the empirical spectral distribution to the semicircle law weakly
in probability. In this paper, we address the question of almost sure convergence. To this end,
we need to refine the combinatorics of [16]. This allows us to identify additional conditions
– in particular a fourth moment condition – that guarantee almost sure convergence. Our
ensembles are still general enough to include Curie-Weiss models. In addition, our results also
apply to random matrices with certain correlated Gaussian entries. Moreover, our method
carries over to associated ensembles of periodic band matrices (Theorem 2.5 2,3). Observe
that we need to require a minimal growth condition on the bandwidths to obtain almost sure
convergence. Interestingly, for convergence in probability it suffices that the bandwidths grow
to infinity without any assumptions on the rate (Theorem 2.5 1). Finally we would like to
point out that even in the case of independent entries, our almost sure result on periodic band
matrices (Theorem 2.5 4) appears to be new (cf. Problem 2.4.13 in [22] for the i.i.d. Gaussian
case).
Matrix ensembles with correlated entries have been studied, for example, in the publications
[24, 15, 14], where semicircle laws in probability or almost surely were derived. In [24], semi-
circle laws were derived in expectation for random matrices with sparse dependencies. In [15]
and [14], semicircle laws were derived for ensembles with independent diagonals. In contrast,
we allow all entries to be correlated.
Recently, results on local laws (which are much stronger than almost sure limit laws) for
random matrices with certain correlated entries were obtained in [1, 11, 2, 10]. Those authors
require decay of correlations in some notion of distance of the entries, where the decay goes to
zero for large distances, enabled by large matrix dimensions n. In our models, correlations are
independent of the location of the entries, but depend only on the dimension n of the matrix.
This allows us to require much less decay in n than in above mentioned publications. In our
setup, all correlations between any two distinct entries may be of order n−1. In contrast to this,
in [1], where Gaussian ensembles were studied, correlations need to decay at an exponential
rate in the distance of the entries, see their condition (2.5). In [11], which improves upon (an
earlier preprint version of) [2], a higher polynomial decay of the correlations are required, see
their assumption (D). Lastly, [10] requires independence of entries far apart, see their Definition
2.1.
Previous results pertaining to periodic band matrices are contained in [7], where the semi-
circle law was shown in probability for independent entries, and [8], where in addition, sparse
2
dependencies were studied. We improve upon their results in two ways: On the one hand, we
establish the almost sure semicircle law for Wigner type random periodic band matrices, where
we require (nbn)
−1 to be summable. On the other hand, we allow all entries to be correlated.
Another contribution of this paper are results concerning random matrices with correlated
Gaussian entries. Previous work in this direction includes the work of [20], [6] and [9], where
various correlation structures, different from ours, are assumed. The only requirement we
impose on the covariance matrices is that off-diagonal elements decay at a uniform rate. As
Gaussian entries are an example fitting our general model, we obtain semicircle laws for periodic
random band matrices (including the case of full matrices) in probability and almost surely,
where for the latter results we require a minimal growth rate of the bandwidth.
This paper, which is a revised excerpt of the dissertation [12] of the first author, is organized
as follows: In the second section we state our main result, Theorem 2.5, which covers many
different cases. This becomes clear in the third section, where we discuss various examples,
including Curie-Weiss distributed and Gaussian entries. We also elaborate on the connection
to the previous almost uncorrelated scheme developed in [16]. The fourth and final section is
devoted to the proof of the main theorem.
We end this introduction with a remark on possible extensions of our results that we plan
to pursue in future work. The Curie-Weiss models discussed in the present paper all belong to
the cases of critical or super-critical temperatures (β ≤ 1) for which the correlations between
distinct entries decay to 0 as the matrix size tends to infinity. We believe that our method can
also be used to investigate sub-critical temperatures (β > 1) where the correlations neither
vanish nor become sparse in the limit n→∞. In addition, we want to extend our results from
periodic band matrices, where each row has the same number of identically vanishing entries,
to strict band matrices where this property is violated for a (not necessarily small) number of
rows that are near the top or near the bottom of the matrices.
2 Statement of Main Results
To state the main theorem, we need to introduce some concepts and notation. For all n ∈ N
we denote by [n] the set of indices {1, . . . , n}, and by n the set of index pairs {1, . . . , n} ×
{1, . . . , n}. Let (Ω,A,P) be a probability space, and for all n ∈ N let {an(p, q) : (p, q) ∈ n}
be a family of real-valued random variables. Then we call the sequence (an)n∈N a triangular
scheme, if each element an is a symmetric n × n random matrix. In particular, an depends
on {p, q} rather than on (p, q). We therefore call two pairs of numbers (a, b), (c, d) ∈ N2
fundamentally different if {a, b} 6= {c, d}.
We now define α-almost uncorrelated triangular schemes. These are the non-scaled versions
of the random matrices that we study in this paper.
Definition 2.1. Let (an)n∈N be a triangular scheme and α > 0. Then we call (an)n∈N α-
almost uncorrelated, if there exist sequences of constants (Ck)k, (C
(m)
n )n,m, (D
(m)
n )n,m with
limn→∞C
(m)
n = 0, limn→∞D
(m)
n = 0 for each m ∈ N, such that for all N, l ∈ N and fundamen-
tally different pairs (p1, q1), . . ., (pl, ql) in N it holds:
(AAU1) Distinct decay and boundedness condition: For all δ1, . . . , δl ∈ N we have
∀n ≥ N : |Ean(p1, q1)δ1 · · · an(pl, ql)δl | ≤ Cδ1+...+δl
nα·#{i∈{1,...,l}|δi=1}
, (1)
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(AAU2) Second moment condition:
∀n ≥ N : |Ean(p1, q1)2 · · · an(pl, ql)2 − 1| ≤ C(l)n , (2)
and strongly α-almost uncorrelated, if additionally it holds:
(AAU3) Fourth moment condition:
∀n ≥ N : |Ean(p1, q1)4 · (an(p2, q2)2 · · · an(pl, ql)2 − 1)| ≤ D(l)n , (3)
Note that further conditions on the speed of convergence of (C
(l)
n )n and (D
(l)
n )n are made in
the statement of the main theorem.
In order to familiarize oneself with Definition 2.1 it is instructive to verify that classical
Wigner schemes are α-almost uncorrelated for all α > 0. By a Wigner scheme (an)n we
understand a triangular scheme that satisfies the following conditions:
i) For all n ∈ N, the family (an(i, j))1≤i≤j≤n is independent.
ii) For all n ∈ N and (i, j) ∈ n: Ean(i, j) = 0 and Van(i, j) = 1.
iii) For all p ∈ N, there is a C ′p > 0 such that supn∈N sup(i,j)∈n E|an(i, j)|p ≤ C ′p.
In Definition 2.1 we do not require independence i) of the entries and it is therefore natural to
include conditions on products of entries that correspond to fundamentally different index pairs.
Condition (AAU1) replaces condition iii) and weakens the requirement of zero expectation ii)
to an asymptotic condition where the parameter α governs the decay rate of the correlations.
Note that this decay also depends on the number of factors with simple multiplicity. In a
similar fashion conditions (AAU2) and (AAU3) correspond to the requirement of unit variance
ii). Note that alle the examples we discuss in Section 3 are strongly α-almost uncorrelated.
The reason for introducing also a weaker notion is that this weaker form suffices to prove
convergence in probability. Finally, we would like to point the reader to Lemma 3.6 that
provides further insight into condition (AAU3).
Next we recall the notion of a periodic band matrix. Let us begin with an example of a 6× 6
periodic band matrix M with bandwidth 5. It has the structure
M =


x1,1 x1,2 x1,3 0 x1,5 x1,6
x2,1 x2,2 x2,3 x2,4 0 x2,6
x3,1 x3,2 x3,3 x3,4 x3,5 0
0 x4,2 x4,3 x4,4 x4,5 x4,6
x5,1 0 x5,3 x5,4 x5,5 x5,6
x6,1 x6,2 0 x6,4 x6,5 x6,6


.
Loosely speaking, a band matrix has non-vanishing entries only on some diagonals centered
around the main diagonal. The word periodic means that [n] is identified with Z/nZ so that
e.g. the zeros in the example above are considered to belong to the same diagonal. The
bandwidth of the band matrix is the number of non-vanishing diagonals. It can be any odd
natural number smaller than n. We also include bandwidth equal to n (regardless if n is odd
or not), in which case we obtain the full matrix. Therefore, if n ∈ N is arbitrary, then bn ∈ N
will be called (n-)bandwidth, if bn ∈ {b < n | b odd} ∪ {n}.
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Given an (n-)bandwidth bn we call index pairs (i, j) (bn-)relevant, if the corresponding matrix
entries an(i, j) do not vanish identically. More precisely, for bn = n all index pairs (i, j) are
(bn-)relevant, whereas for bn < n (bn-)relevance is equivalent to
|i− j| ≤ bn − 1
2
or |i− j| ≥ n− bn − 1
2
.
Observe that for n ∈ N and (n-)bandwidth bn there are exactly bn relevant index pairs in each
row, yielding a total of n · bn relevant index pairs in n.
Any n × n matrix can be converted to a periodic band matrix with given bandwidth bn
by setting the non-relevant entries equal to 0: For triangular schemes (an)n and sequences of
n-bandwidths b = (bn)n we define the periodic band matrices a
b
n by
∀n ∈ N : ∀ (i, j) ∈ n : abn(i, j) ..=
{
an(i, j) if (i, j) is bn-relevant
0 otherwise.
Definition 2.2. Let (Ω,A,P) be a probability space, (an)n∈N a triangular scheme and b =
(bn)n a sequence of n-bandwidths. We say that a sequence of periodic random band matrices
(Xn)n∈N is based on the triangular scheme (an)n∈N with bandwidth b, if for all n ∈ N we have:
i) Xn has dimension n× n.
ii) Xn(p, q) =
1√
bn
abn(p, q) ∀ (p, q) ∈ n.
Remark 2.3. Please note that the important and often treated case of full matrices is included
in the above definition by setting bn = n.
Recall from the beginning of the Introduction the definition of the empirical spectral distri-
bution (ESD) σn which defines a random probability measure on (R,B), the real line equipped
with the Borel sigma algebra. The measures σn are random (i.e., stochastic kernels) as they
depend on the realizations of the random matrix entries. For the ensembles considered we
prove convergence of these random measures to a deterministic measure called the semicircle
distribution σ, defined by its Lebesgue density fσ with
∀x ∈ R : fσ(x) ..= 1
2π
√
4− x21[−2,2](x).
We define different types of convergence that are relevant for our results.
Definition 2.4. Let σ be the semicircle distribution on (R,B) and denote by Cb(R) the set of
bounded continuous functions R→ R. Then the empirical spectral distributions σn of random
matrices Xn are said to converge
i) weakly in expectation to σ, if ∀ f ∈ Cb(R) : E 〈σn, f〉 −−−→
n→∞ 〈σ, f〉 ,
ii) weakly in probability to σ, if ∀ f ∈ Cb(R) : 〈σn, f〉 −−−→
n→∞ 〈σ, f〉 in probability,
iii) weakly almost surely to σ, if ∀ f ∈ Cb(R) :
[
〈σn, f〉 −−−→
n→∞ 〈σ, f〉 almost surely
]
,
where for any measure ν on (R,B) and a ν-integrable function g : (R,B)→ (R,B), we define
〈ν, g〉 ..=
∫
R
g(x) ν(dx).
5
The following remarks that shed some more light on these three types of convergence can
be found e.g. in [12].
i) is the deterministic weak convergence of Eσn to µ, where Eσn denotes the probability
measure on (R,B) given by (Eσn)(B) ..= E[σn(B)] for all B ∈ B.
ii) If d is any metric on the space of probability measures on (R,B) that metrizes weak conver-
gence (many such metrics exist), then σn → µ weakly in probability holds iff d(σn, µ)→ 0
in probability.
iii) If d metrizes weak convergence, then σn → µ weakly almost surely holds iff almost surely
d(σn, µ) → 0. This in turn is equivalent to the statement that almost surely we have
[∀ f ∈ Cb(R) : 〈σn, f〉 → 〈µ, f〉]. To appreciate the last equivalence, note that Cb(R) is not
separable.
Now if (σn)n are the ESD of the random matrices (Xn)n and we have that σn → σ weakly
in expectation/ in probability/ almost surely, then we say that the semicircle law holds for
(Xn)n in expectation/ in probability/ almost surely.
We are now ready to state our main result that is proved in Section 4.
Theorem 2.5. Let (an)n be an α-almost-uncorrelated triangular scheme, b = (bn)n be a se-
quence of n-bandwidths with bn → ∞ and (Xn)n be the periodic random band matrices which
are based on (an)n with bandwidth b. Then we obtain the following results:
1. If α ≥ 12 , then the semicircle law holds for (Xn)n in probability.
2. If α ≥ 12 , 1b3n is summable over n and all entries of (an)n are {−1, 1}-valued, then the
semicircle law holds almost surely for (Xn)n.
3. If (an)n is even strongly α-almost-uncorrelated with α >
1
2 , and the sequences
1
b2n
, 1bnD
(l)
n
and C
(l)
n are summable over n for all l ∈ N, then we obtain the semicircle law almost
surely for (Xn)n.
4. If (an)n is a Wigner scheme and if (
1
nbn
)n is summable, then we obtain the semicircle
law almost surely for (Xn)n.
Remark 2.6. Observe that all statements of Theorem 2.5 that allow to deduce the almost
sure semicircle law require minimal growth conditions on the bandwidths.
In statement 3 the condition on D
(l)
n depends on the growth behavior of the bandwidths.
However, square summability of D
(l)
n always suffices by the Cauchy-Schwarz inequality.
If the bandwidths grow at least at a linear rate, e.g. for full matrices, the conditions that
imply almost sure convergence simplify. This is the content of the subsequent corollary.
Corollary 2.7. Let (an)n be an α-almost-uncorrelated triangular scheme, b = (bn)n a band-
width satisfying lim infn→∞ bn/n > 0. Let (Xn)n be the periodic random band matrices which
are based on (an)n with bandwidth b. (This includes in particular the case of full matrices with
no diagonals being set to equal 0.) Then the semicircle law holds almost surely for (Xn)n if
one of the following additional three conditions is satisfied:
2 ′. α ≥ 12 and all entries of (an)n are {−1, 1}-valued.
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3 ′. (an)n is strongly α-almost-uncorrelated with α > 12 and the sequences C
(l)
n and
1
nD
(l)
n are
both summable over n for all l ∈ N.
4 ′. (an)n is a Wigner scheme.
Proof. The hypothesis implies the existence of a positive constant c with bn/n > c for all n
large. The corollary then follows from the corresponding statements of Theorem 2.5.
Note that the last corollary contains a version of the classical Wigner semicircle law.
3 Examples
In this section we treat two classes of α-almost uncorrelated triangular schemes and apply
Theorem 2.5 to prove the semicircle law under suitable conditions.
3.1 Curie-Weiss Ensembles
Almost uncorrelated ensembles were first introduced in [16] for the analysis of random matrices
with Curie-Weiss distributed entries. Let us start by recalling their definition of approximately
uncorrelated triangular schemes [16, Definition 4]:
Definition 3.1. A triangular scheme (an)n∈N is called approximately uncorrelated, if for all
N ∈ N we have:
(AU1) Distinct decay and boundedness condition:
∀n ≥ N : |Ean(p1, q1) · · · an(ps, qs)an(ps+1, qs+1) · · · an(ps+m, qs+m)| ≤ Ks,m
ns/2
(AU2) Second moment condition:
∀n ≥ N : |Ean(p1, q1)2 · · · an(ps, qs)2 − 1| ≤ K(s)n
for all sequences of pairs (p1, q1), . . . , (ps+m, qs+m) in N , where s,m ∈ N0, so that (p1, q1), . . .,
(ps, qs) are pairwise fundamentally different and fundamentally different from all other pairs
of the sequence (ps+1, qs+1), . . . , (ps+m, qs+m). Further, the constants Ks,m are non-negative
real numbers that only depend on s and m, and for all s ∈ N0 we have that (K(s)n )n∈N is a
non-negative real sequence that converges to zero.
One may identify the roles that s and s+m play in condition (AU1) of Definition 3.1 with the
terms #{i ∈ {1, . . . , l}|δi = 1} and δ1+ . . .+δl appearing in condition (AAU1) of Definition 2.1
respectively. Then the following statement of equivalence is not difficult to prove.
Lemma 3.2. A triangular scheme (an)n is approximately uncorrelated iff it is
1
2-almost un-
correlated.
Remark 3.3. Observe that Lemma 3.2 together with claim 1 of Theorem 2.5 proves the
semicircle law in probability for periodic random band matrices based on an approximately
uncorrelated triangular scheme (an)n with bandwidths bn → ∞. This generalizes Theorem 5
of [16] to band matrices. As we explain after the present remark, Theorem 31 of [16] that
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deals with matrices with Curie-Weiss distributed entries (and a certain generalization thereof)
is extended to periodic band matrices by the second claim of Theorem 2.5. Moreover, it
sharpens [16, Theorem 31] by lifting convergence in probability to almost sure convergence
without changing the hypotheses.
We now recall the definition of Curie-Weiss ensembles that was introduced in [16]. Note
that in [16] these are called full Curie-Weiss ensembles in order to distinguish them from the
ensembles studied in [14].
Definition 3.4. Let n ∈ N be arbitrary and Y1, . . . , Yn be random variables defined on some
probability space (Ω,A,P). Let β > 0, then we say that Y1, . . . , Yn are Curie-Weiss(β,n)-
distributed, if for all y1, . . . , yn ∈ {−1, 1} we have that
P(Y1 = y1, . . . , Yn = yn) =
1
Zβ,n
· e β2n (
∑
yi)
2
where Zβ,n is a normalization constant. The parameter β is called inverse temperature.
The Curie-Weiss(β, n) distribution is used to model the behavior of n ferromagnetic particles
(with spins yj) at inverse temperature β. At low temperatures, that is large values of β, all spins
are likely to have the same alignment, modelling strong magnetization. At high temperatures,
however, the spins become almost independent, resembling weak magnetization. We refer the
reader to [18] for a self-contained treatment of the Curie-Weiss distribution.
Theorem 3.5. Let 0 < β ≤ 1 and let the random variables (a˜n(i, j))1≤i,j≤n be Curie-
Weiss(β, n2)-distributed for each n ∈ N . Define the triangular scheme (an)n by setting
∀n ∈ N : ∀ (i, j) ∈ n : an(i, j) =
{
a˜n(i, j) if i ≤ j
a˜n(j, i) if i > j.
Let b = (bn)n be a sequence of n-bandwidths and (Xn)n be the periodic random band matrices
which are based on (an)n with bandwidth b. Then the following statements hold:
i) The triangular scheme (an)n is
1
2-almost uncorrelated.
ii) If bn →∞ as n→∞, then the semicircle law holds for (Xn)n in probability.
iii) If 1
b3n
is summable over n, then the semicircle law holds almost surely for (Xn)n. Observe
that this statement implies in particular to full matrices (bn = n).
Proof. In [16] it was shown that (an)n is approximately uncorrelated. Thus i) follows from
Lemma 3.2. Statements ii) and iii) follow from the first two claims of Theorem 2.5.
3.2 Correlated Gaussian Entries
We now study randommatrices filled with correlated Gaussian entries. By placing quite natural
conditions on their covariance matrices we obtain α-almost uncorrelated ensembles. We begin
with a lemma that helps to validate the forth moment condition (AAU3) that is essential for
proving the almost sure semicircle law.
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Lemma 3.6. Let (an)n∈N be a triangular scheme and suppose that there exists a K ∈ R such
that for all l,N ∈ N and fundamentally different pairs (p1, q1), . . . , (pl, ql) in N we have that
∀n ≥ N : |Ean(p1, q1)4an(p2, q2)2 · · · an(pl, ql)2 −K| ≤ D˜(l)n , (4)
where for each l ∈ N, (D˜(l)n )n is a sequence converging to zero. Then (AAU3) is also satisfied
with constants D
(l)
n
.
.= D˜
(l)
n + D˜
(1)
n .
Proof. The lemma follows from the basic estimate
|Ean(p1, q1)4 · (an(p2, q2)2 · · · an(pl, ql)2 − 1)|
≤ |Ean(p1, q1)4an(p2, q2)2 · · · an(pl, ql)2 −K|+ |Ean(p1, q1)4 −K| ≤ D˜(l)n + D˜(1)n .
What follows is a generalization of the first author’s work in [13]. For any α > 0 we denote
by CovMat(α) the set of all sequences (Σn)n, where for each n ∈ N, Σn is a real symmetric
n× n matrix with the following properties:
i) Σn(i, i) = 1 for all i ∈ [n],
ii) |Σn(i, j)| ≤ 1/nα for all i 6= j ∈ [n].
iii) Σn is positive definite.
Note for α ≥ 1 that any symmetric n× n matrix A satisfying above conditions i) and ii) is
strictly diagonally dominant with strictly positive diagonal entries and therefore satisfies also
condition iii) (see e.g. [23]). The next theorem is known as ”Wick’s theorem” or ”Theorem
of Isserlis” (see e.g. [21] or [17]). The theorem is useful for computing the expectation of an
arbitrary product of multi-dimensional normal random variables.
Theorem 3.7. Let n ∈ N and Σ be a positive definite, real symmetric n × n matrix. For
the real-valued random variables Y1, . . . , Yn on (Ω,A,P) it is assumed that (Y1, . . . , Yn) ∼
N (0n,Σ) (where 0n is the n-dimensional vector containing only zeroes). Then for all k ∈ N
and i(1), . . . , i(k) ∈ [n], we have that
EYi(1) · · ·Yi(k) =
∑
pi∈PP(k)
∏
{r,s}∈pi
EYi(r)Yi(s) =
∑
pi∈PP(k)
∏
{r,s}∈pi
Σ
(
i(r), i(s)
)
,
where PP(k) denotes the set of all pair partitions on {1, . . . , k}. Especially, we obtain for k
odd that
EYi(1) · · ·Yi(k) = 0.
Next we define a class of triangular schemes (an)n∈N built from correlated Gaussian entries
where all correlations between different entries are bounded in modulus by 2α/n2α for some
prescribed parameter α > 0. Note that, unlike the class of Curie-Weiss ensembles, this class
features entries which are not necessarily exchangeable random variables. This is also the
reason why we are more careful in defining how the random variables fill the triangular scheme.
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Example 3.8. Let α > 0 be arbitrary. Due to symmetry, it suffices to specify the right upper
triangle of each an in the triangular scheme (an)n∈N that has ∆n ..= n(n+ 1)/2 entries. Fix a
sequence (Σn)n ∈ CovMat(α). We fill the right upper triangle of each an using all the entries
from a random vector (Y
(n)
1 , . . . , Y
(n)
∆n
) ∼ N (0∆n ,Σ∆n). To this end, for each n ∈ N we fix a
map ϕn : n −→ [∆n] such that ϕn restricted to {(i, j) ∈ n : i ≤ j} is a bijection and such
that ϕn(i, j) = ϕn(j, i) for all (i, j) ∈ n with j < i. The triangular scheme is then defined via
an(i, j) ..= Y
(n)
ϕn(i,j)
for all (i, j) ∈ n.
The next three lemmas help us to show that the just defined triangular schemes are strongly
α-almost uncorrelated.
Lemma 3.9. Let l ∈ N, α > 0, and (Σn)n ∈ CovMat(α) be arbitrary. Then choose δ1, . . . , δl ∈
N so that δ1 + . . . + δl is even. Furthermore, we fix n ∈ N with l ≤ ∆n and pick integers
i(1), i(2), . . . , i(δ1 + . . .+ δl) ∈ [∆n] so that
i(1) = i(2) = . . . = i(δ1)
i(δ1 + 1) = . . . = i(δ1 + δ2)
i(δ1 + δ2 + 1) = . . . = i(δ1 + δ2 + δ3)
...
i(δ1 + . . .+ δl−1 + 1) = . . . = i(δ1 + . . .+ δl)
but i(1), i(δ1 + 1), . . ., i(δ1 + . . .+ δl−1 + 1) are pairwise distinct. Then we have∣∣∣∣∣∣
∑
pi∈PP(δ1+...+δl)
∏
{r,s}∈pi
Σ∆n
(
i(r), i(s)
)∣∣∣∣∣∣ ≤
#PP(δ1 + . . .+ δl)
(n/
√
2)α·#{i | δi=1}
.
Proof. Each diagonal entry of Σ∆n equals 1 and each off-diagonal entry lies in the interval
[−1/∆αn, 1/∆αn ]. Let π ∈ PP(δ1+. . .+δl) be arbitrary, then we have that
∏
{r,s}∈pi Σ∆n(i(r), i(s))
is a product of (δ1 + . . . + δl)/2 entries of Σ∆n . For each block {r, s} ∈ π with i(r) = i(s)
we find Σ∆n
(
i(r), i(s)
)
= 1, and for each block {r, s} ∈ π with i(r) 6= i(s) we obtain
|Σ∆n
(
i(r), i(s)
)| ≤ 1/∆αn. But now we have at least #{i | δi = 1}/2 blocks {r, s} in π with
i(r) 6= i(s), since for any δi with δi = 1, the index i(δ1 + . . . + δi) is unique among all indices
and must therefore share a block with a different index. Then in the worst case possible,
the number of δi’s with δi = 1 is even and their corresponding unique indices are all paired,
yielding the lower bound on the number of non-diagonal entries in the product. As ∆n > n
2/2
we arrive at
∏
{r,s}∈pi
|Σ∆n
(
i(r), i(s)
)| ≤ ( 1
∆αn
)#{i|δi=1}
2
≤ 1
(n/
√
2)α·#{i | δi=1}
.
This bound holds for each π ∈ PP(δ1 + . . . + δl), proving the lemma.
Lemma 3.10. Let α > 0 and (Σn)n ∈ CovMat(α) be arbitrary. Let n, z ∈ N satisfy z ≤ ∆n.
Choose i(1), . . . , i(2z) in [∆n], so that i(1) = i(2), i(3) = i(4), . . . , i(2z − 1) = i(2z), and so
that i(1), i(3), . . . , i(2z − 1) are pairwise distinct. Then it holds:∣∣∣∣∣∣
∑
pi∈PP(2z)
∏
{r,s}∈pi
Σ∆n
(
i(r), i(s)
) − 1
∣∣∣∣∣∣ ≤
#PP(2z)
(n/
√
2)4α
.
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Proof. Consider the pair partition π0 = {{1, 2}, {3, 4}, . . . , {2z − 1, 2z}} ∈ PP(2z). This is the
only pair partition in PP(2z) so that only diagonal entries of Σ∆n appear in the product. Thus∏
{r,s}∈pi0 Σ∆n
(
i(r), i(s)
)
= 1. For each π ∈ PP(2z) with π 6= π0 we find a block {r′, s′} ∈ π
with i(r′) 6= i(s′), and then necessarily at least one further block {r′′, s′′} ∈ π with i(r′′) 6= i(s′′),
leading to
∏
{r,s}∈pi |Σ∆n
(
i(r), i(s)
)| ≤ 1
∆2αn
.There are at most #PP(2z) partitions π ∈ PP(2z)
with π 6= π0, which concludes the proof.
Lemma 3.11. Let α > 0 and (Σn)n ∈ CovMat(α) be arbitrary. Let n, z ∈ N with z ≤ ∆n.
Choose i(1), . . . , i(2z + 2) in [∆n], so that i(1) = i(2) = i(3) = i(4), i(5) = i(6), i(7) =
i(8), . . . , i(2z + 1) = i(2z + 2), and so that i(1), i(5), i(7), . . . , i(2z + 1) are pairwise distinct.
Then it holds: ∣∣∣∣∣∣
∑
pi∈PP(2z+2)
∏
{r,s}∈pi
Σ∆n
(
i(r), i(s)
) − 3
∣∣∣∣∣∣ ≤
#PP(2z + 2)
(n/
√
2)4α
.
Proof. The proof is analogous to the proof of Lemma 3.10. Here, the pair partitions
π1 = {{1, 2}, {3, 4}, {5, 6}, {7, 8}, . . . , {2z + 1, 2z + 2}}
π2 = {{1, 3}, {2, 4}, {5, 6}, {7, 8}, . . . , {2z + 1, 2z + 2}}
π3 = {{1, 4}, {2, 3}, {5, 6}, {7, 8}, . . . , {2z + 1, 2z + 2}}
yield a summand of 1, whereas all other partitions yield a summand of absolute value ≤
∆−2αn .
Now we are ready to prove that Example 3.8 indeed provides strongly α-almost uncorrelated
triangular schemes.
Theorem 3.12. Let α > 0 and (Σn)n ∈ CovMat(α) be arbitrary. Let the triangular scheme
(an)n∈N be constructed with respect to α and (Σn)n as described in Example 3.8. Then (an)n∈N
is strongly α-almost uncorrelated, and if α > 1/4, then for all l ∈ N, the sequences C(l)n and
D
(l)
n can be chosen summable over n. Further, this property is tight in the sense that (an)n∈N
need not be α′-almost uncorrelated for any α′ > α.
Proof. To prove property (AAU1) we only need to consider the case where δ1+ . . .+ δl is even
because of the last statement in Theorem 3.7. So let N ∈ N and l ∈ N be arbitrary, choose
δ1, . . . , δl ∈ N so that δ1 + . . . + δl is even, and fix a sequence of fundamentally different pairs
(p1, q1), . . . , (pl, ql) ∈ N . Then the indices i(1), i(2), . . . , i(δ1 + . . .+ δn) defined through
i(1), i(2), . . . , i(δ1) ..= ϕn(p1, q1)
i(δ1 + 1), i(δ1 + 2), . . . , i(δ1 + δ2) ..= ϕn(p2, q2)
...
i(δ1 + . . .+ δl−1 + 1), . . . , i(δ1 + . . .+ δl−1 + δl) ..= ϕn(pl, ql)
meet the conditions of Lemma 3.9. With Lemma 3.9, Theorem 3.7 and the definition an(pi, qi) =
11
Y
(n)
ϕn(pi,qi)
of Example 3.8 we conclude
∣∣∣Ean(p1, q1)δ1 · an(p2, q2)δ2 · . . . · an(pl, ql)δl∣∣∣ = ∣∣∣EY (n)i(1) · · ·Y (n)i(δ1+...+δl)
∣∣∣
=
∣∣∣∣∣∣
∑
pi∈PP(δ1+...+δl)
∏
(r,s)∈pi
Σ∆n(i(r), i(s))
∣∣∣∣∣∣ ≤
#PP(δ1 + . . .+ δl)
(n/
√
2)α·#{j | δj=1}
Thus (AAU1) holds with Ck ..= #PP(k)2αk/2.
Condition (AAU2) is shown similarly by using Lemma 3.10, Theorem 3.7 and by defining
C
(l)
n
..= 4α#PP(2l)
n4α
, which are summable over n iff α > 1/4. For condition (AAU3) we use that
Lemma 3.11 implies by a similar reasoning that the hypotheses of Lemma 3.6 are satisfied with
K = 3 and D˜
(l)
n = 4α
#PP(2l+2)
n4α
. Hence (AAU3) holds with D
(l)
n = 4α
#PP(2l+2)+#PP(4)
n4α
, which
again is summable over n iff α > 1/4.
To prove the last claim of the theorem choose Σn(i, j) = 1/n
α for all n ∈ N and i 6= j ∈ [n].
Observe that Σn is positive definite as a sum of a positive semi-definite matrix and a positive
multiple of the identity matrix. We obtain |Ean(1, 1)an(1, 2)| = ∆−αn for all n ≥ 2. Thus
(AAU1) cannot hold for any α′ > α in the case l = 2 with δ1 = δ2 = 1.
The following theorem summarizes our main results for correlated Gaussian entries. These
are novel results when compared with previous work on Gaussian entries, such as [20], [6] and
[9], where different correlation structures are assumed.
Theorem 3.13. Let α > 0 and (Σn)n ∈ CovMat(α) be arbitrary, and let (an)n be the triangular
scheme filled with correlated Gaussian entries as described in Example 3.8. Let b = (bn)n be a
sequence of bandwidths with bn → ∞ and (Xn)n be the periodic random band matrices based
on (an)n with bandwidth b. Then the following statements hold:
i) If α ≥ 1/2, then the semicircle law holds in probability for (Xn)n.
ii) If α > 1/2, and ( 1
b2n
)n is summable then the semicircle law holds almost surely for (Xn)n.
Observe that this statement implies in particular to full matrices (bn = n).
Proof. By Theorem 3.12, (an)n∈N is strongly α-almost uncorrelated. For α > 1/4 the sequences
C
(l)
n and D
(l)
n can be chosen to be summable over n for all l ∈ N. Then both claims follow
directly from statements 1. and 3. of Theorem 2.5.
4 Proof of Theorem 2.5
Our main result of this paper, Theorem 2.5 follows directly from Theorems 4.1, 4.10, and 4.11
below. The proof is based on the method of moments, a principle which was already used by E.
Wigner [31] in his proof of the semicircle law. Since then refined versions of Wigner‘s argument
have continually led to new results in random matrix theory, even at the sophisticated level
of local laws [26]. See e.g. [19, 25] for recent overviews about the applications of the moment
method to random matrix theory.
The method of moments is based on the fact that if µ is uniquely determined by its moments
and (µn)n is a sequence of probability measures with
〈
µn, x
k
〉 → 〈µ, xk〉 for all k ∈ N, then
µn → µ weakly. This notion carries over one-to-one to all probabilistic weak convergence types
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as in Definition 2.4 (see e.g. [12] for a proof): If (σn)n is a sequence of ESDs, then if for all
k ∈ N, 〈σn, xk〉 →n 〈σ, xk〉 in expectation resp. in probability resp. almost surely, then also
σn → σ weakly in expectation resp. in probability resp. almost surely. With these insights, the
following theorem – which we will use for our proof – is immediate:
Theorem 4.1. Let (σn)n be the empirical spectral distributions of random matrices (Xn)n,
whose entries have moments of all orders. Denote by σ the semicircle distribution. Then
i) σn converges to σ weakly in expectation, if
∀ k ∈ N : E
〈
σn, x
k
〉
−−−→
n→∞
〈
σ, xk
〉
, (5)
ii) σn converges to σ weakly in probability, if i) holds and
∀ k ∈ N : V
〈
σn, x
k
〉
−−−→
n→∞ 0, (6)
iii) σn converges to σ weakly almost surely, if i) holds and
∀ k ∈ N : V
〈
σn, x
k
〉
−−−→
n→∞ 0 summably fast.
Since all random variables in α-almost uncorrelated triangular schemes have moments of all
orders, Theorem 4.1 is applicable to the ensembles in this paper. The usefulness of Theorem 4.1
is based on two observations. First, the moments of the semicircle distribution can be expressed
in terms of the Catalan numbers (Cn)n∈N0 that are given by Cn =
1
n+1
(2n
n
)
. Indeed,
∀ k ∈ N :
〈
σ, xk
〉
=
{
C k
2
for even k,
0 for odd k.
(7)
Second, for the ensembles (Xn)n considered in Theorem 2.5, the moments of the empirical
spectral distributions σn satisfy
〈
σn, x
k
〉
=
1
n
tr(Xkn) =
1
nb
k/2
n
n∑
t1,...,tk=1
abn(t1, t2)a
b
n(t2, t3) · · · abn(tk, t1). (8)
The remainder of this section is subdivided in three parts. First we develop the combinatorics
to deal with the sum in (8). Then we show (5). Lastly, we prove (6) and investigate in which
cases the convergence is summably fast.
4.1 Combinatorics
In this subsection we present a refined version of the combinatorics introduced in [16] in order
to deal with approximately uncorrelated entries. It is common practice to analyze the right
hand side of (8) using the language of graph theory. We begin by summarizing all the graph
theoretical notions we need. As in the first author’s previous work [13] we follow the expositions
[27, 30].
Definition 4.2. Let M be a finite set, k ∈ N0 be arbitrary, then we denote by
(
M
k
)
the set of
all k-element subsets of M . A graph G is a triple G = (V,E, φ), where the following holds:
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i) V is a finite set, whose elements are called vertices, or nodes.
ii) E is a finite set, whose elements are called edges.
iii) φ : E −→ (V1) ∪ (V2) is a function, which is called incidence function.
Given arbitrary elements e ∈ E and u, v ∈ V , such that φ(e) = {u, v}, then it is the underlying
view that the edge e connects the vertices u and v. In this situation, if u = v, then e is called
loop. If u 6= v, then e is called proper edge. Two different edges e 6= f ∈ E are called parallel if
they connect the same nodes, so if φ(e) = φ(f). If there are edges e1, . . . , ek ∈ E which are all
parallel to one another, but not parallel to any other edge in E, then we call each of the ei a
k-fold edge. For k = 2 we use the term double edge. If an edge e does not have a parallel edge,
e is called a single edge. An edge is called even, if it is a k-fold edge with k even, and odd, if
it is a k-fold edge with k odd. A path is a finite sequence of the form
v1, e1, v2, e2, v3, e3, . . . , vk, ek, vk+1
for some k ∈ N, vertices v1, . . . , vk+1 ∈ V and edges e1, . . . , ek ∈ E, so that each two neighboring
vertices are connected by the edge in between, so φ(ei) = {vi, vi+1} for all i = 1, . . . , k. If we
also have v1 = vk+1, then we call the path a cycle.
In order to connect the sum in (8) to graphs we introduce for t = (t1, . . . , tk) ∈ [n]k the
notation abn(t)
..= abn(t1, t2)a
b
n(t2, t3) · · · abn(tk, t1). To account for the band structure we call a
tuple t ∈ [n]k bn-relevant, if each pair (ti, ti+1) (with i = 1, . . . , k and k + 1 ≡ 1) is bn-relevant
(see discussion right before Definition 2.2). Setting
[n]kb
..=
{
t ∈ [n]k : t is bn-relevant
}
we obtain 〈
σn, x
k
〉
=
1
nb
k/2
n
∑
t∈[n]k
b
abn(t). (9)
The connection to graphs is as follows. Each tuple t ∈ [n]k is identified with the graph
Gt = (Vt, Et, φt) with vertices Vt = {t1, . . . , tk} and (abstract) edges Et = {e1, . . . , ek}, where
φt(ei) = {ti, ti+1} (i = 1, . . . , k and k + 1 ≡ 1), as well as with its cycle
t1, e1, t2, e2, . . . tk−1, ek−1, tk, ek, t1 . (10)
Our first combinatorial task is to bound the number of vertices using information on the
edges. To this end we introduce for t ∈ [n]k its profile κ(t) ∈ Nk0 that records for 1 ≤ l ≤ k
how many different l-fold edges t contains, and the number ℓ(t) of different loops in t:
κl(t) ..= #{φt(e) | e ∈ Et is an l-fold edge}, l ∈ {1, . . . , k},
ℓ(t) ..= #{φt(e) | e is a loop in Et}.
To illustrate these definitions consider the tuple t = (1, 1, 2, 3, 2, 6, 7, 6, 2, 6, 2). It has one single
edge {1}, three different double edges, {1, 2}, {2, 3} and {6, 7}, and one 4-fold edge, {2, 6}.
Therefore, κ(t) = (1, 3, 0, 1, 0, 0, 0, 0, 0, 0, 0) and ℓ(t) = 1.
Note that counting the number of edges yields k =
∑k
l=1 l · κl(t) for each t ∈ [n]k.
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Lemma 4.3. Let n, k ∈ N and t ∈ [n]k be arbitrary, then
i) #Vt ≤ 1 + κ1(t) + . . .+ κk(t)− ℓ(t).
ii) If t contains at least one odd edge, then #Vt ≤ κ1(t) + . . .+ κk(t).
Remark 4.4. We also use a weaker version of statement i) of the above lemma by dropping
the term ℓ(t) on the right hand side of the inequality.
Proof of Lemma 4.3. Let t ∈ [n]k be arbitrary. For the proofs we travel the cycle
t1, e1, t2, e2, . . . , tk, ek, t1 (11)
by picking an initial node ti and then traversing the edges in (increasing) cyclic order until
reaching ti again. Along the path we count the different nodes that we discover. Observe that
loops never discover new vertices and that proper k-fold edges discover them only at their first
passage.
i) Writing ℓ(t) = ℓ1(t) + . . . + ℓk(t), where ℓm(t) denotes the number of different m-fold
loops in t, and starting our tour at the initial vertex t1 we obtain in this way the estimate
#Vt ≤ 1 +
∑k
s=1 κs(t)− ℓs(t) that yields the desired inequality.
ii) By statement i) it is enough to consider the case ℓ(t) = 0. Reasoning as above it suffices
to identify one edge that does not encounter a new node upon first passage. By assumption
there exists an odd integer m with κm(t) ≥ 1 so that we have m parallel edges ei1 , . . . , eim . If
m = 1 we start our tour at ti1+1 (with the cyclic interpretation if ti1 = k). Then the edge ei1
is last on the cycle and cannot discover a new vertex.
For any oddm ≥ 3 there must be an index l ∈ {1, . . . ,m} such that eil and eil+1 are traversed
in the same direction, where im+1 cyclicly becomes i1. Then, start the tour at the vertex til+1
(with the cyclic interpretation if til = k). Again we have that none of the edges ei1 , . . . , eim of
our m-fold edge discovers a new node.
Next we provide an upper bound on the number of bn-relevant tuples t ∈ [n]kb depending on
an upper bound on the number of different vertices in t.
Lemma 4.5. Let b = (bn)n be a sequence of n-bandwidths. If k, n ∈ N are arbitrary and
l ∈ {1, . . . , k}, then
#{t ∈ [n]kb |#Vt ≤ l} ≤ kk · nbl−1n
Proof. By the color structure of a k-tuple t we understand the information which entries of t
agree with each other. For t ∈ {t′ ∈ [n]kb |#Vt′ ≤ l} each color structure may be encoded by a
map f : {1, . . . , k} −→ {1, . . . , l} so that there are lk ≤ kk possible color structures. Clearly,
the number of different tuples t with a given color structure is bounded by nbl−1n because we
have n choices for the first color that appears at t1 and at most bn − 1 choices for any color
that appears later. This proves the lemma.
In our analysis of (9) we partition the summing indices t into equivalence classes. We call
two tuples s, t ∈ [n]kb equivalent, if their profiles agree. The equivalence class generated by a
tuple s ∈ [n]kb is therefore given by
T (s) ..= {t ∈ [n]kb : κ(t) = κ(s)}.
Bounds on the number of equivalence classes and on their respective cardinalities are:
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Lemma 4.6. Let n, k ∈ N be fixed.
i) There are at most (k + 1)k equivalence classes in [n]kb .
ii) Let s ∈ [n]kb be arbitrary, then
a) #T (s) ≤ kk · nbκ1(s)+...+κk(s)n .
b) If s contains at least one odd edge, we have #T (s) ≤ kk · nbκ1(s)+...+κk(s)−1n .
Proof. The first statement is a consequence of the fact that each profile is contained in
{0, . . . , k}k. The second claim follows immediately from Lemma 4.5 and Lemma 4.3. Note
that the improved estimates of Lemma 4.3 i) cannot be used here because the number of loops
are not determined by the profile.
When dealing with the variance of moments we need to consider pairs of tuples. We now
define the corresponding equivalence classes. For s, s′ ∈ [n]kb we set
T (s, s′) ..= {(t, t′) | t, t′ ∈ [n]kb , κ(t) = κ(s), κ(t′) = κ(s′)}
and partition this set into edge disjoint tuple pairs
T d(s, s′) ..= {(t, t′) ∈ T (s, s′) | φt(Et) ∩ φt′(Et′) = ∅}
and into tuples pairs with at least one common edge
T c(s, s′) ..= {(t, t′) ∈ T (s, s′) | φt(Et) ∩ φt′(Et′) 6= ∅}.
We further partition the set T c(s, s′) into the subsets of equivalent tuples that have exactly l
edges in common. So for each l ∈ {1, . . . , k} we define
T cl (s, s′) ..= {(t, t′) ∈ T c(s, s′) | #[φt(Et) ∩ φt′(Et′)] = l}.
We are now interested in bounds for #T d(s, s′), #T c(s, s′) and #T cl (s, s′). The first quantity
can be trivially bounded by
#T d(s, s′) ≤ #T (s, s′) = #T (s) ·#T (s′). (12)
To bound the latter two quantities we use the common edge to join the paths t and t′ in a
specific way. Here we use the notion of cyclic permutations of tupels that we define by example.
The cyclic permutations of (2, 8, 6, 3) are given by (3, 2, 8, 6), (6, 3, 2, 8), and (8, 6, 3, 2).
Lemma 4.7. Let t and t′ in [n]k have a common edge. Then there exists u ∈ [n]2k with
i) (u1, . . . , uk) is a cyclic permutation of (t1, . . . , tk) and (uk+1, . . . , u2k) is a cyclic permuta-
tion of (t′1, . . . , t
′
k).
ii) ((u1, u2), . . . , (uk, uk+1)) is a cyclic permutation of ((t1, t2), . . . , (tk, t1)) and
((uk+1, uk+2), . . . , (u2k, u1)) is a cyclic permutation of ((t
′
1, t
′
2), . . . , (t
′
k, t
′
1)).
In particular, the cycle u spans the graph obtained through superposition of the graphs of t and
t′. It travels first through all the edges of t and then through all the edges of t′.
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Proof. Let t and t′ be as in the statement of the lemma. Then they have a common node.
Therefore, there exist cyclic permutations t˜ of t and t˜′ of t′ such that t˜1 = t˜′1. Set u ..=
(t˜1, . . . , t˜k, t˜
′
1, . . . , t˜
′
k). It is straight forward to verify claims i) and ii).
The following two lemmas provide our estimates on #T c(s, s′) and #T cl (s, s′).
Lemma 4.8. Let b = (bn)n be a sequence of n-bandwidths and n, k ∈ N be fixed. Let s, s′ ∈ [n]kb .
Then the following statements hold:
1. If s and s′ have only even edges, we have for each (t, t′) ∈ T c(s, s′) that
#(Vt ∪ Vt′) ≤ k.
2. Assume that one of the tuples s or s′ contains at least one odd edge and let l ∈ {1, . . . , k}.
Then for each (t, t′) ∈ T cl (s, s′) we have
#(Vt ∪ Vt′) ≤
k∑
j=1
κj(s) +
k∑
j=1
κj(s
′)− l.
Proof. 1. Let (t, t′) ∈ T c(s, s′). Then both t and t′ each span at most k2+1 nodes by Lemma 4.3.
The only case that needs some thought is if at least one of them, say t, contains exactly k2 +1
different vertices. Then t consists of double edges only, all of them proper. In particular, since
having a proper edge with t in common, t′ can span at most k2 +1−2 additional nodes, leading
to a total of at most k different nodes.
2. We begin with the case that s contains an odd edge. Since t and t′ have at least one edge
in common we may define u ∈ [n]2k as in Lemma 4.7. Obviously, #(Vt ∪ Vt′) = #Vu. Let us
travel along the cycle u and observe how many different nodes we discover. By travelling the
first k edges of u we actually travel the edges of t by Lemma 4.7 ii) and may at most discover
κ1(t) + . . . + κk(t) nodes by Lemma 4.3 ii). Travelling the remaining k edges of u we may
subtract 1 + l from the general upper bound 1 + κ1(t
′) + . . .+ κk(t′) (cf. proof of Lemma 4.3)
because the first node is not new and because all first passages along edges that are common
edges with t (there are l of them) do not discover a new node. This proves the second claim.
In case s does not contain an odd edge, s′ does. Interchanging the roles of t and t′ allows to
use the same argument for the proof.
Lemma 4.9. Let b = (bn)n be a sequence of n-bandwidths. Fix n, k ∈ N and let s and s′ in
[n]kb be arbitrary, then
a) If both s and s′ contain only even edges, then #T c(s, s′) ≤ k2 · (2k)2k · nbk−1n .
b) If s or s′ contains at least one odd edge, we have
#T c(s, s′) ≤ k2 · (2k)2k · nbκ1(s)+...+κk(s)+κ1(s′)+...+κk(s′)−2n .
c) If s or s′ contains at least one odd edge, we have for all l ∈ {1, . . . , k}, that
#T cl (s, s′) ≤ k2 · (2k)2k · nbκ1(s)+...+κk(s)+κ1(s
′)+...+κk(s
′)−l−1
n .
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Proof. a) Pick s and s′ in [n]kb with only even edges. In order to bound the number of tuple
pairs (t, t′) ∈ T c(s, s′) we first estimate the number of cycles u ∈ [n]2kb that can be constructed
from t and t′ via Lemma 4.7. Statement 1. of Lemma 4.8 together with Lemma 4.5 yield the
upper bound (2k)2k · nbk−1n . Statement a) follows since each of these cycles u ∈ [n]2kb can be
generated by at most k2 different tuple pairs (t, t′) ∈ T c(s, s′).
Claims b) and c) are proved in a similar way, employing statement 2. of Lemma 4.8.
4.2 Convergence of Expected Moments
In this subsection we show relation (5) of Theorem 4.1 and consequently the semicircle law
in expectation for the ensembles considered in our main Theorem 2.5. The proof is a combi-
nation of arguments presented in [7] and [16]. We include the proof here to keep the paper
self-contained and as an opportunity for the reader to familiarize herself or himself with the
language and method of proof in a situation that is less involved than in the next subsection.
Theorem 4.10. Let (Xn)n be a sequence of periodic random band matrices which is based on
an α-almost uncorrelated triangular array (an)n with α ≥ 12 and bandwidth b = (bn)n. Then if
bn →∞, we have for all k ∈ N, that
E
〈
σn, x
k
〉
−−−→
n→∞
〈
σ, xk
〉
.
Proof. Keeping relation (9) in mind the basic approach to the proof is to sum Eabn(t) over
equivalence classes t ∈ T (s) and to perform the n-limit for these partial sums. This suffices as
the number of equivalence classes is bounded by (k + 1)k (see Lemma 4.6).
Step 1: Let k ∈ N be odd.
For s ∈ [n]kb condition (AAU1) implies |Eabn(t)| ≤ Ck/nα·κ1(s) ≤ Ck/bα·κ1(s)n for all t ∈ T (s).
As s must have at least one odd edge, Lemma 4.6 yields∣∣∣∣∣∣
1
nb
k/2
n
∑
t∈T (s)
Eabn(t)
∣∣∣∣∣∣ ≤
Ck
nb
k/2
n
· kk · nb(1−α)·κ1(s)+κ2(s)+...+κk(s)−1n .
For α ≥ 12 , the last exponent is maximal if s consists of one single edge and double edges
otherwise due to the constraint k =
∑k
l=1 l · κl(t) (see line above Lemma 4.3). Thus the
exponent is at most (1− α) + k−12 − 1 ≤ k2 − 1 and we have∣∣∣∣∣∣
1
nb
k/2
n
∑
t∈T (s)
Eabn(t)
∣∣∣∣∣∣ ≤
Ck
b
k/2
n
· kk · bk/2−1n −−−→n→∞ 0. (13)
Summation over all relevant equivalence classes shows E
〈
σn, x
k
〉 −−−→
n→∞ 0 as required by rela-
tion (7).
Step 2: Let k ∈ N be even.
We distinguish three different types of equivalence classes.
Case 1: Let s ∈ [n]kb , so that s contains an odd edge. We can derive statement (13) with the
same line of reasoning as in Step 1, except for the maximization argument for the exponent.
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Now, as k is even, the exponent is maximal if s consists of double edges only. Nevertheless the
exponent is still bounded above by k2 − 1.
Case 2: Let s ∈ [n]k have only even edges, but at least one m-fold edge with m ≥ 4. In this
case Lemma 4.6 implies
#T (s) ≤ kk · nbκ2(s)+κ4(s)...+κk(s)n .
The exponent is maximized when s has one 4-fold edge and just double edges otherwise, and
then we obtain the exponent 1 + (k − 4)/2 = k/2 − 1. Using |Eabn(t)| ≤ Ck from (AAU1) we
again may conclude statement (13).
Case 3: Let s ∈ [n]kb consist of double edges only and partition the set T (s) into sets
T k
2
+1(s)
..=
{
t ∈ T (s) : #Vt = k
2
+ 1
}
and T≤ k
2
(s) ..=
{
t ∈ T (s) : #Vt ≤ k
2
}
.
By Lemma 4.5 we have
#T≤ k
2
(s) ≤ kknb
k
2
−1
n .
Again condition (AAU1) leads to the same estimate as in line (13) for the partial sum over
t ∈ T≤ k
2
(s). Finally, we turn to those summands that contribute in the limit. A version of the
following argument was already at the heart of Wigner’s proof in [31]. To count the possibilities
to construct a t ∈ T k
2
+1(s), we first pick an appropriate coloring f : {1, . . . , k} −→ {1, . . . , k/2+
1} in standard form. This means f(1) = 1 and for l > 1 we have that if f(l) 6= f(j) for all
j < l, then f(l) = max{f(j) : j < l} + 1. The possible standard colorings for k-tuples with
only proper double edges and k/2+1 different vertices are in bijective correspondence to Dyck
paths of length k, and there are exactly C k
2
of them. For example, the tuple (8, 5, 6, 9, 6, 2, 6, 5)
has the standard coloring scheme (1, 2, 3, 4, 3, 5, 3, 2), which is associated with the difference
sequence of the Dyck path (1, 1, 1,−1, 1,−1,−1,−1). For a formal proof of this we refer the
reader to [4, p. 15]: There, we note that given a coloring f as above, we obtain the associated
Wigner word representative (f(1), f(2), . . . , f(k), f(1)) (and vice versa) as in the proof of their
Lemma 2.1.6.
Given such a standard coloring f , to construct a bn-relevant tuple in [n]
k matching this
coloring we have at least n · (bn − 1) · · · (bn − k2 ) and at most n · b
k
2
n possibilities. Thus
1
nb
k/2
n
#T k
2
+1(s) −−−→n→∞ C k2 .
In addition, the second moment property (AAU2) implies for all t ∈ T (s) that
|Ean(t)− 1| ≤ C(k/2)n
where C
(k/2)
n converges to 0 as n→∞. Combining the last two statements we obtain∣∣∣∣∣∣∣C k2 −
1
nb
k/2
n
∑
t∈T k
2
+1
(s)
Eabn(t)
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣C k2 −
#T k
2
+1(s)
nb
k/2
n
∣∣∣∣∣+ C(k/2)n
#T k
2
+1(s)
nb
k/2
n
−−−→
n→∞ 0.
Conclusion of Step 2: Adding all contributions from the three types of equivalence classes
we arrive at E
〈
σn, x
k
〉 −−−→
n→∞ C k2 in accordance with relation (7).
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4.3 Decay of Variance of Moments
Finally, we analyze the variances of the moments of the empirical spectral distributions and
their limiting bahavior as the matrix dimension tends to infinity.
Theorem 4.11. Let (Xn)n be a sequence of periodic random band matrices which is based on
an α-almost uncorrelated triangular array (an)n with α ≥ 12 and bandwidth b = (bn)n. Denote
by (σn)n the ESDs of (Xn)n. Then the following holds:
i) If bn →∞, then V
〈
σn, x
k
〉 −−−→
n→∞ 0 for all k ∈ N.
If, in addition, at least one of the conditions ii)-iv) is satisfied then
V
〈
σn, x
k
〉
−−−→
n→∞ 0 summably fast for all k ∈ N.
ii) All random variables of (an)n are {+1,−1}-valued and 1b3n is summable over n.
iii) (an)n is strongly α-almost uncorrelated with α >
1
2 , and the sequences
1
b2n
, 1bnD
(l)
n and
C
(l)
n are summable over n for all l ∈ N .
iv) (an)n∈N is a Wigner scheme and 1nbn is summable over n.
Before we begin with the proof of Theorem 4.11, let us formulate a lemma which facilitates
the use of condition (AAU3).
Lemma 4.12. Let (an)n be a strongly α-almost uncorrelated triangular scheme. Then for all
l,N ∈ N, l ≥ 3 odd, and fundamentally different pairs P1, . . . , Pl in N we have for all n ≥ N :∣∣E [an(P1)4an(P2)2 · · · an(Pl)2] − E [an(P1)4an(P2)2 · · · an(Pl1)2] ·E [an(Pl2)2 · · · an(Pl)2]∣∣
≤ D(l)n + C4 · C(l2)n +D(l1)n · C2l2 ,
where we set l1 ..=
l−1
2 and l2
.
.= l+12 (thus l − l2 = l1).
Proof. Adding and subtracting Ean(P1)
4 − Ean(P1)4 ·Ean(Pl2)2 · · · an(Pl)2 we obtain∣∣E [an(P1)4an(P2)2 · · · an(Pl)2] − E [an(P1)4an(P2)2 · · · an(Pl1)2] ·E [an(Pl2)2 · · · an(Pl)2]∣∣
= |E [an(P1)4[an(P2)2 · · · an(Pl)2 − 1]] + E [an(P1)4]
− E [an(P1)4[an(P2)2 · · · an(Pl1)2 − 1]] ·E [an(Pl2)2 · · · an(Pl)2]
− E [an(P1)4] ·E [an(Pl2)2 · · · an(Pl)2] |
≤ D(l)n + |E
[
an(P1)
4
]||E [an(Pl2)2 · · · an(Pl)2 − 1]| + D(l1)n · C2l2
≤ D(l)n + C4 · C(l2)n + D(l1)n · C2l2 .
Proof of Theorem 4.11. Since V
〈
σn, x
k
〉
= E
(〈
σn, x
k
〉2)− (E 〈σn, xk〉)2 it suffices to show
1
n2bkn
∑
t,t′∈[n]k
b
(
Ean(t)an(t
′)− Ean(t)Ean(t′)
) −−−→
n→∞ 0 (14)
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and to determine when this convergence is summably fast.
To analyze the sum in (14) we proceed in a similar fashion as in the proof of Theorem 4.10.
We identify different cases of profiles for s and s′ such that bounds on the partial sums over
(t, t′) in the subsets T d(s, s′), T c(s, s′) of the corresponding equivalence classes T (s, s′) (see
discussion below Lemma 4.6) can be derived by the same reasoning. Since the total number of
equivalence classes is bounded by the n-independent number (k + 1)2k (cf. Lemma 4.6 i) the
bounds on the partial sums suffice to prove the theorem.
In each of the following cases, we determine which conditions in addition to (an)n being
an α-almost uncorrelated triangular array with α ≥ 1/2 are needed for regular convergence
(i.e. convergence per se) and for summable convergence. Our findings are summarized at the
beginning of each case. We close by discussing the statements i) through iv) of Theorem 4.11
separately.
1. Step: Disjoint edge sets
In view of (14) we need to derive upper bounds on
Pd(s, s
′) ..=
∣∣∣∣∣∣
1
n2bkn
∑
(t,t′)∈T d(s,s′)
(
Eabn(t)a
b
n(t
′)− Eabn(t)Eabn(t′)
)∣∣∣∣∣∣
1. Case: Both s and s′ have only even edges.
1. Subcase: κ2(s) = k/2 = κ2(s
′)
[Claim: We achieve regular convergence if the sequences (C
(l)
n )n converge to zero and summable
convergence if the sequences (C
(l)
n )n are summable.] Due to conditions (AAU1) and (AAU2)
we have for all (t, t′) ∈ T d(s, s′)
|Eabn(t)abn(t′)− Eabn(t)Eabn(t′)|
≤ |Eabn(t)abn(t′)− 1|+ |Eabn(t)− 1| · |Eabn(t′)|+ |Eabn(t′)− 1| ≤ Dn
with Dn ..= C
(k)
n + C
(k/2)
n · Ck + C(k/2)n . Moreover, Lemma 4.6 and (12) imply #T d(s, s′) ≤
k2k · n2bkn. Hence Pd(s, s′) ≤ k2kDn and the claim follows.
2. Subcase: We have κl(s) ≥ 1 or κl(s′) ≥ 1 for some even l ≥ 4.
[Claim: We achieve regular convergence if bn → ∞, and summable convergence if (AAU3)
holds and 1/b2n, D
(l)
n · 1/bn, C(l)n are summable for all l.] Condition (AAU1) provides the
following basic bound on |Eabn(t)abn(t′)− Eabn(t)Eabn(t′)| for all (t, t′) ∈ T (s, s′)
|Eabn(t)abn(t′)|+ |Eabn(t)| · |Eabn(t′)| ≤ C2k + C2k =: B. (15)
In view of Lemma 4.6 the following observation is useful. For s ∈ [n]kb with only even edges
the sum of the entries of its profil satisfies
κ2(s) + κ4(s) + . . .+ κk(s)


= k/2, if κ2(s) = k/2,
= k/2− 1, if κ2(s) = k/2− 2 and κ4(s) = 1,
≤ k/2− 2, else.
Thus Pd(s, s
′) ≤ k2k ·B · b−1n holds always in this subcase proving the claim on regular conver-
gence.
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Observe that the bound Pd(s, s
′) ≤ k2k ·B ·b−2n would prove the remaining claim on summable
convergence. By the reasoning above the only cases where this bound does not hold is if
κ4(s) = 1, κ2(s) = (k − 4)/2 and κ2(s′) = k/2 or vice versa (that is, we have one 4-fold
edge and double edges otherwise). Then we must resort to (AAU3) and Lemma 4.12 (note
that abn(t) = an(t) for bn-relevant tuples t) with l = k − 1. All in all we obtain in these two
exceptional cases the estimate
Pd(s, s
′) ≤ k2k ·
(
D(k−1)n + C4 · C(k/2)n +D(k/2−1)n · Ck
)
· b−1n
which converges summably fast if 1bnD
(l)
n and C
(l)
n are summable for all l. This completes the
discussion of Case 1. in which s and s′ have only even edges.
2. Case: s has at least one odd edge and s′ has only even edges, or vice versa.
Throughout this case, we assume that s has at least one odd edge and s′ has only even edges.
Then, actually, s has at least two odd edges, since the total number of edges must be even.
Moreover, it suffices to use the following estimate on the summands that immediately follows
for all (t, t′) ∈ T (s, s′) from condition (AAU1) and from the definition of B in (15)
|Eabn(t)abn(t′)− Eabn(t)Eabn(t′)| ≤ Bn−α·κ1(s). (16)
Observe in addition that the number of summands in Pd(s, s
′) is bounded by
#T d(s, s′) ≤ k2k · n2bK(s)+K(s′)−1n with K(s) ..= κ1(s) + κ2(s) + . . .+ κk(s) (17)
due to Lemma 4.6 and (12).
1. Subcase: s has no m-fold edge with m ≥ 3
[Claim: We always have regular convergence. Summable convergence holds for α > 1/2.] In
this subcase we have K(s′) ≤ k/2 and K(s) = κ1(s) + (k − κ1(s))/2 with κ1(s) ≥ 2 even.
Combining the estimates (16) and (17) yields for α ≥ 1/2
Pd(s, s
′) ≤ k2k · B · bκ1(s)/2−1n n−α·κ1(s) ≤ k2k · B · b2/2−1n n−α·2 = k2k ·B · n−2α
proving the claim.
2. Subcase: s has an m-fold edge, m ≥ 3.
[Claim: We achieve regular convergence if bn → ∞ and summable convergence if 1/b2n is
summable and α > 1/2.] Again we use K(s′) ≤ k/2. In order to bound K(s) we distinguish
the cases of even and odd values for κ1(s).
If κ1(s) is odd then K(s) is maximal if there is exactly one 3-fold edge and all remaining
edges are double edges leading to
K(s) ≤ κ1(s) + k − κ1(s)− 3
2
+ 1.
For α ≥ 1/2 we obtain with estimates (16) and (17)
Pd(s, s
′) ≤ k2k ·B · b(κ1(s)−3)/2n n−α·κ1(s) ≤ k2k ·B · b(1−3)/2n n−α·1 = k2k ·B · b−1n n−α.
Thus regular convergence is established and convergence in summability follows via the Cauchy-
Schwarz inequality from the summability of 1/b2n and of n
−2α.
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If κ1(s) is even then there exist at least two odd edges that are each at least 3-fold. Conse-
quently,
K(s) ≤ κ1(s) + k − κ1(s)− 6
2
+ 2 =
k + κ1(s)
2
− 1
and we obtain for α ≥ 1/2
Pd(s, s
′) ≤ k2k ·B · bκ1(s)/2−2n n−α·κ1(s) ≤ k2k ·B · b0/2−2n n−α·0 = k2k ·B · b−2n
from the estimates (16) and (17). This completes the proof of the claim and closes our discus-
sion of Case 2.
3. Case: Both s and s′ have at least one odd edge.
[Claim: We achieve regular convergence if bn → ∞ and summable convergence if 1/b3n is
summable.] In this case application of (AAU1), Lemma 4.6, and (12) gives
Pd(s, s
′) ≤ k2k ·B · (bK(s)−1−k/2n n−α·κ1(s)) · (bK(s′)−1−k/2n n−α·κ1(s′)) (18)
Observe that in this case k may be odd. To bound the last two factors in (18) we now justify
the estimate
b
K(s)−1−k/2
n
nα·κ1(s)
≤ max
(
1
b
3/2
n
,
1
b
1/2
n nα
)
(19)
The first bound in the maximum applies to the case κ1(s) = 0. In this case, one has K(s) ≤
⌊(k− 1)/2⌋ because there has to be at least one odd edge. The second bound in the maximum
applies to the case κ1(s) > 0. In this case, K(s) ≤ κ1(s) + ⌊(k − κ1(s))/2⌋, so the l.h.s. of
(19) is bounded by b
κ1(s)/2−1
n /nακ1(s), which is maximal at κ1(s) = 1, since α ≥ 1/2. The
same bound (19) applies to the last factor in (18), and regular convergence follows. It remains
to argue the summability of b−3n , b−2n n−α, and b−1n n−2α. The first sequence is summable by
assumption, the second using the Ho¨lder estimate ‖b−2n n−α‖1 ≤ ‖b−2n ‖3/2‖n−α‖3, the third
using ‖b−1n n−2α‖1 ≤ ‖b−1n ‖3‖n−2α‖3/2.
2. Step: Non-disjoint edge sets
In this second step we need to analyze
Pc(s, s
′) ..=
∣∣∣∣∣∣
1
n2bkn
∑
(t,t′)∈T c(s,s′)
(
Eabn(t)a
b
n(t
′)− Eabn(t)Eabn(t′)
)∣∣∣∣∣∣ .
1. Case: s, s′ have only even edges.
[Claim: We always have regular convergence. Summable convergence holds if 1/(nbn) is
summable.] Bounding each summand using condition (AAU1) and estimate (15) we find
∀ (t, t′) ∈ T c(s, s′) : |Eabn(t)abn(t′)− Eabn(t)Eabn(t′)| ≤ B.
Then Lemma 4.9 gives Pc(s, s
′) ≤ k2 · k2k ·B · (nbn)−1 and the claim follows.
2. Case: s or s′ contains at least one odd edge
[Claim: We always have regular convergence. Summable convergence holds if 1/(nbn) is
summable.] We start with the basic estimate
Pc(s, s
′) ≤
k∑
l=1
1
n2bkn
∑
(t,t′)∈T c
l
(s,s′)
(|Eabn(t)abn(t′)|+ |Eabn(t)| · |Eabn(t′)|).
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Thus, it suffices to show that each of the k summands converges to zero, and that this conver-
gence is summably fast provided (nbn)
−1 is summable. To this end, pick an l ∈ {1, . . . , k} and
a (t, t′) ∈ T cl (s, s′). We bound |Eabn(t)| · |Eabn(t′)| by condition (AAU1)
|Eabn(t)| · |Eabn(t′)| ≤
C2k
nα·(κ1(s)+κ1(s′))
≤ C
2
k
b
1
2
·(κ1(s)+κ1(s′))
n
.
Now, to deal with |Eabn(t)abn(t)| we first define a cycle u ∈ [n]2k according to Lemma 4.7 which
passes through the graph obtained by superposition of the graphs of t and t′. Then we obtain
κ1(u) ≥ max(κ1(t) + κ1(t′)− 2l, 0) = max(κ1(s) + κ1(s′)− 2l, 0)
because for each common edge of t and t′, the number of single edges can be reduced by at
most 2 after superposition of the graphs. We conclude
|Eabn(t)abn(t)| = |Eabn(u)| ≤
C2k
nα·κ1(u)
≤ C2k
b
1
2
·κ1(u)
n
≤ C2k
b
1
2
·max(κ1(s)+κ1(s′)−2l,0)
n
,
Lemma 4.9 yields #T cl (s, s) ≤ k2 · (2k)2k · nbK(s)+K(s
′)−l−1
n , where K(s) =
∑
j κj(s) ≤ (k +
κ1(s))/2 is defined as in (17). Recalling the definition of B in (15) we obtain
Pc(s, s
′) ≤ k
2(2k)2k
n
b
1
2
(κ1(s)+κ1(s′))−l−1
n
(
C2k
b
1
2
·max(κ1(s)+κ1(s′)−2l,0)
n
+
C2k
b
1
2
·(κ1(s)+κ1(s′))
n
)
≤ k
2(2k)2k
n
·B · b
1
2
(κ1(s)+κ1(s′)−2l)−1
n
b
1
2
·max(κ1(s)+κ1(s′)−2l,0)
n
≤ B · k
2(2k)2k
nbn
and the claim follows. We have now gathered all the information that we need to prove
statements of i) through iv) of Theorem 4.11:
i) As can be seen from the outcome of each of the cases, the condition that bn →∞ suffices
for regular convergence of the variance to zero.
ii) Assuming {+1,−1}-valued entries, we observe that the term in (14) vanishes for each
subsum in our case distinction except in ”Step 1, Case 3” and ”Step 2, Case 2” (since
if t, say, consists of only even edges, we have an(t) = 1). In those cases we need for a
summable convergence that 1
b3n
is summable and that 1nbn is summable. Since the former
implies the latter, it is enough to assume that 1
b3n
is summable.
iii) Without extra assumptions on the entries of (an)n, all of the above subcases are relevant.
Therefore, for a summable convergence of the variance we need α > 12 and the sequences
( 1
b2n
)n, (
1
nD
(l)
n )n and (C
(l)
n )n for all l ∈ N to be summable over n. In particular, we use
condition (AAU3).
iv) Assuming i.i.d. entries in (an)n with existing moments, zero expectation and unit variance,
we see that Eabn(t)a
b
n(t
′) − Eabn(t)Eabn(t′) = 0 for all tuples (t, t′) with disjoint edge sets.
Therefore, only the partial sums of ”Step 2” contribute in (14). The two cases there
require summability of ( 1nbn )n to conclude summable convergence.
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