In this paper we consider file organization schemes for binary-valued records and a selected set Q(k~ of queries, each specifying k attributes. We let a partition of Q~k~ into non-empty subsets correspond to the directory of a file organization scheme in such a manner that each area (bucket) in the directory is associated with one of those subsets. Then we consider the redundancy of the scheme which is defined as the average number of times the accession number of a record is stored. The record distribution used to estimate redundancies has the invariant property relative to the permutation of the attributes. A bucket corresponding to a set of queries in Q~k~ which specify k -1 attributes in common is called k-hyperclaw (k -HC) type. It is shown that the redundancy of a file organization scheme (called a k-HC-type scheme) whose buckets all are k-HC type is not greater than that of every possible file organization scheme with the same parameters. Furthermore, given the number of buckets a procedure for obtaining a k-HC type scheme with less redundancy than that of the other is also shown. Finally, in the case k = 2 a balanced file organization scheme having the least redundancy among all possible balanced file organization schemes with the same parameters is given from the graph-theoretic approach.
INTRODUCTION
In an information storage and retrieval system, each record stored in a file consists of two parts. One part is provided to store the accession number of the record. In another part some attribute values which characterize the record and some other information, if necessary, are stored. A file organization scheme is viewed as a combination of the directory and the file. The directory provides indexes for locating the subsets of records. Suppose that we want records possessing the specified values of a given set of attributes. Then we first have an access to the directory, so that we obtain the access method for all records required. We obtain those records from the file via this access method. The structure of directory has been discussed in many situations.
In this paper we shall restrict our discussion to binary-valued records, that is, each record co of the file is characterized by an m-dimensional 0-1 vector X(co) = (x1, x 2 ..... Xm) (1.1) with respect to m attributes A~, A 2 ..... Am, where x; takes 1 when the record has the ith attribute A g and takes 0 otherwise. A retrieval request or a query is a request to retrieve from the file the subset of all records having certain specific attributes. The query is denoted by qgliv..~k, called a kth order query, if it requires to retrieve all records having k distinct attributes A~, A i ..... and A~ simultaneously. Let Qek) be a set of kth order queries. If the car~tinality ]Q0,)[ of QCk> is (~'), that is, if we deal with all kth order queries, we denote the set by Q~0 k).
We consider a partition b Q<k) U i=lKi of into b subsets, where the cardinality [K,.[ = e i of K~ is positive for i = 1, 2 ..... b. To this partition there corresponds a file organization scheme, where the directory is composed of b areas B1, B2 ..... B b which correspond to KI, K 2 ..... K b,  respectively. Each area is called a bucket and the cardinality of the query subset corresponding to a bucket is called a degree of the bucket. In the bucket B~ associated with a subset K t the accession number of a record is stored once if and only if the record is pertinent to at least one query in K i. Then we consider the redundancy of the scheme as a measure of storage requirement. The redundancy of a file organization scheme is defined as the average number of times the accession number of a record to be stored in the scheme. A file organization scheme is much preferable to another if the redundancy of the former is less than that of the latter, since greater redundancy requires more storage space and time needed in the organization of the file. It is assumed in this paper that the record distribution used to estimate redundancies has the invariant property in permutation of attributes. This paper is concerned with two kinds of file organization schemes. One is a file organization scheme F k which is called a k-hyperclaw (k -HC) type scheme, where each bucket in the scheme corresponds to a set of queries in Q~) which specify k-1 attributes in common. Another one is a file organization scheme the degrees of whose buckets are all equal, i.e., e I = e 2 ..... e b = e. The latter scheme is called a balanced file organization scheme with degree c and is denoted by BFS(c; m, Q~k) ). In Section 3, it is shown that the redundancy of a k --HC type scheme is not greater than that of every possible file organization scheme with the same parameters. Furthermore, given the number of buckets a procedure for obtaining a k-HC type scheme with less redundancy than that of the other is also shown. In Section 4, in the case k = 2 a balanced file organization scheme having the least redundancy among all possible balanced file organization schemes with the same parameters is given from the graph-theoretic approach.
Balanced file organization schemes have been investigated in the literature. A query set is often assumed to be the set consisting of all kth order queries, i.e., Q(0 k). Abraham et al. (1968) showed that for k = 2, 3 BFS(c; m, Q~o 2)) and BFS(c; m, Q(03) ) can be constructed by using projective geometry as a basis of the query set Q(0 k) for certain values of m and e. Chow (1969) proposed a BFS(e; m, Q(0k)), called the new balanced file organization scheme of order k (NBFSk). Yamamoto et al. (1975) proposed a BFS(e; m,Q~02)), called Hiroshima University balanced file organization scheme of order two (HUBFS2). Yamamoto and Tazawa (1979) considered for general k a new BFS(c; m, Q~0k)), called HUBFS,. HUBFS k is an optimal scheme in that it has the least redundancy among all possible BFS(c; m, Q(0k))'s, provided that a distribution of records is one having the invariance property in permutation of attributes. An experimental system of HUBFS 2 organized for every query specifying an attribute as well as two attributes has been implemented and reported by Ikeda (1978) .
FILE ORGANIZATION SCHEME AND DECOMPOSITION OF k-GRAPH
In this section we shall observe that a file organization scheme corresponding to a partition of query set can be considered as a decomposition of k-graph. Let V= {viii = 1, 2 ..... m} be a finite set and let g(k)_ {Eil IEil = k, i C I} be a family of distinct subsets of V, where k is a positive integer. The couple
The elements of V are called vertices and the elements of g(k) are called kedges. A 2-graph is a simple undirected graph without isolated vertices. The vertices and the 2-edges of 2-graph are sometimes referred to as points and lines, respectively. A k-graph on V, written as Km,k, is said to be complete if N(k) is composed of all (~') k-edges. A complete 2-graph on V is a complete graph with m points and (~) lines. Consider, for example, ~(3){{1,2, 3}, {1, 2, 4}, {2, 3, 4}}. Then H (3) = ({ 1, 2, 3, 4}, g, (3)) is a complete 3-graph. For a collection f of all elements in the g,(3) and {1, 2, 3}, however, the couple ({ 1, 2, 3, 4 }, f) is not 3-graph since { 1, 2, 3 } is contained twice in f.
Let e be a positive integer. A collection of distinct k-edges E l, E 2 ... Yamamoto and Tazawa (1980) gave a necessary condition and some sufficient conditions for a complete k-graph to have a k-hyperelawdecomposition of degree set [~] , where b is the number of k-hyperclaws.
If an attribute A t is identified with a vertex v i for each i = 1, 2 ..... m, a kth order query qi i2 i can be translated as k-edge E i = {v i , v i , , v i } and the Q(k)) Fnc ([b~,~2 ..... or], m, reduces to a file organization scheme HUBFS k proposed by Yamamoto et al. (1975) for k= 2 and by Yamamoto and Tazawa (1979) for general k.
REDUNDANCY AND k-HYPERCLAW. TYPE FILE ORGANIZATION SCHEME
We introduce the concept of redundancy, which is a measure of storage requirement in a file organization scheme and which is defined as the average number of times the accession numbers are repeated in the directory of the scheme. Consider a file organization scheme F with b buckets B1, B2,..., B b corresponding, respectively, to K~, K 2 ..... K b, where K i is the ith part in a partition of Q(k) into b non-empty subsets. Under a distribution of records, which may be the actual distribution in a given situation or which may be assumed a priori, the redundancy ~r is then expressed by
where 3(Bi) is the probability of storing a record being pertinent to at least one query corresponding to the ith bucket B~, and is called the redundancy of the bucket B~.
If it is assumed that the distribution of records is invariant relative to the permutation of the attributes, that is, if we consider a distribution of records satisfying
where w=Y~x i and Pw are m+ 1 non-negative parameters with Y~m= 0 (wm)pw = 1, then it is seen that the redundancy of a bucket depends on the set of corresponding k-edges only through its graphical structure. The following theorem was given with graph-theoretic approach by Yamamoto et al. (1975) for k= 2 and by Yamamoto and Tazawa (1979) for general k.
THEOREM 3.1. Let B be a bucket which corresponds to e kth order queries (k >/2). Then the redundancy ~(B) of the bucket B has the lower bound
l(: (m ~=0 k+l - w-k+1 Pw. (3.3)
This lower bound is attained by a k -HC type bucket of degree c. Moreover, this bound can be attained only by such a k-HC type bucket of degree c, provided at least one of pk+l,pk+z ..... Pm-~ is pos#ive.
Note that the usual boundary conventions, i.e., (~) = 0 for those integers n and r satisfying r < 0 or r > n, are used. The left-hand side of (3.3) is denoted by c~Hc(e, m, k), which is the redundancy of a k -HC type bucket of degree c. It follows from (3.1) that the redundancy of FHC ([bl.b 2c1' c2 
~-~F,~>o.
This theorem states that the larger the difference between c; and c i becomes, the smaller the redundancy becomes. This also gives a procedure for finding a k-HC type scheme having less redundancy than a given k-HC type scheme. If we assume the uniform distribution of records, i.e., Pw = (1/2) m, which is, of course, invariant with respect to the permutation of attributes, then the expression (3.5) can be written as ~v-~i~:,= d(ci, c:)/2 ~, where d(c i, cj) = (1/2) cj-I -(1/2) ci and e i • cj ) 2. Table I shows corresponding values d(c i, e:) of c i and c i as a numerical example. EXAMPLE 2. In this example we use the query set Q~3) and the scheme which was given in Example 1. The scheme has four buckets B~,Bz,B 3, and B 4 corresponding to K 1 = {q123,q124,q125}, K2= {q134,q136}, K3 = {q146,q126}, and K4= {q257}, respectively. By applying the parameter'set (m, k, l, e l, e2, c 3, b~, b 2, b3) = (7, 3, 3, 3, 2, 1, 1, 2, 1) to the last expression of (3.4), it can be shown that the redundancy of the 3 -HC type scheme Table I shows that 2p4 + 3p~-}-P6 = d(3, 2)/23 = 0.0469 since k = 3.
In Table II and Tazawa (1979); F(6)=FHc([9"~;~ "46;5 6 5,z2"~ " ..... 27], 11, Q~3)), having the same number of buckets as that of F tS). ,,a~(~) in Table II denotes the In the case where k = 2 we have the following result, which can easily be derived from Theorems 3.2 and 3.3 and the expression (3.4). Suppose that Q(o 2) is the set of all second order queries, i.e., [Q(o2) [=(~) and that b--m-1.
Then a 2--HC type scheme Fttc ([mll;m?2;...;~;11] ; m, Q~o 2)) has the least redundancy among all possible file organization schemes with m-1 buckets. Moreover, the least redundancy is given by c ([m-Xm-2 2 1] ) ;...; ; We shall restriCt our discussion in this section to the case k = 2 and we consider a balanced file organization scheme with buckets of the same degree. second order queries, uc ([b] , m, Q(2)) reduces to HUBFS2 with parameters m and c which has been given by Yamamoto et al. (1975) . EXAMPLE 3. Consider the graph G (regular graph of degree 4) seen in Fig. l , where for example, the line (v 1, v2)joining points v 1 and v2 represents the query q12 specifying attributes A~ and A2. Let Q(2) be the query set on seven attributes which corresponds to G. Now, since the degree of every point of G is even, G is eulerian. Thus we have a sequence vl ~ v2 ~ u3
V4-..~ U5---~ U6---~ U7-.4 UI---~ U3---~ U5-.-~ U7--~x U2--~ U4---~ U6---~ UI~
where Vi--4 U j indicates a directed edge from v i to vj. As shown in Fig. 2 , this sequence corresponds to a directed graph D. By taking out the two lines going from each point in the directed graph D and letting those lines correspond to -F 2 buckets, we obtain a 2 HC type scheme Hc ([7] ; 7, Q~2~). In Table III , the seven buckets in the scheme and the corresponding query subsets are listed.
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