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Les varie´te´s de Shimura les plus e´tudie´es sont celles associe´es au groupe GL2,
autrement dit les courbes modulaires. Si Y est une courbe modulaire, on obtient sa
compactification de Baily-Borel j : Y → Y ∗ en ajoutant un nombre fini de pointes
(car GL2 est de rang semi-simple 1). Comme Y
∗ est lisse, le complexe d’intersection
associe´ a` un syste`me de coefficients F sur Y est j∗F . Il est possible dans ce cas
de calculer la fonction L de Y ∗ a` coefficients dans j∗F , et il a e´te´ prouve´ dans des
travaux d’Eichler, Shimura, Deligne et Ihara (entre autres) qu’elle s’e´crit comme
un produit alterne´ de fonctions L de formes modulaires cuspidales et de fonctions
zeˆta.
La fonction L est un produit de facteurs locaux Lp, ou` p parcourt l’ensemble des
nombres premiers, et ce sont les Lp que l’on calcule. Le cas essentiel est celui ou`
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2 SOPHIE MOREL
Y ∗ et j∗F ont bonne re´duction en p. Le facteur local Lp ne de´pend alors que des
re´ductions modulo p de Y ∗ et j∗F .
Pour calculer Lp dans le cas des courbes modulaires, il existe deux me´thodes :
la me´thode des congruences, qui ne se ge´ne´ralise pas en dimension supe´rieure, et la
comparaison de la formule des traces d’Arthur-Selberg et de la formule des points
fixes de Grothendieck-Lefschetz. C’est cette deuxie`me me´thode que l’on cherche a`
ge´ne´raliser.
Pour une varie´te´ de Shimura ge´ne´rale MK(G,X ) , l’application de cette me´thode
au calcul de Lp est plus de´licate. Un premier pas est le calcul de la trace d’une
correspondance de Hecke compose´e avec une puissance du morphisme de Frobenius
sur la cohomologie du complexe d’intersection de la compactification de Baily-Borel,
ou, ce qui suffit graˆce a` la conjecture de Deligne si la puissance de Frobenius est
assez grande (cf [P3], [F] et [V]), des termes locaux na¨ıfs de ces correspondances.
Brylinski et Labesse ([BL]) ont effectue´ ce calcul pour G = RE/QGL2, avec E
une extension totalement re´elle de Q de degre´ supe´rieur ou e´gal a` 2, et ils en ont
de´duit que la fonction L du complexe d’intersection e´tait bien de la forme attendue.
Pour G = GU(2, 1), le calcul a e´te´ fait par Kottwitz et Rapoport dans l’article
[KR] du livre [LR] (dans ce cas, on peut aussi montrer que la fonction L a` coefficients
dans le complexe d’intersection est un produit alterne´ de fonctions L automorphes,
voir l’article de Langlands et Ramakrishnan dans le meˆme livre [LR]). Le cas d’un
groupe G de rang 1 et d’une correspondance de Hecke triviale a e´te´ traite´ par
Rapoport dans son article [R], paru aussi dans [LR].
Signalons enfin que le cas d’un groupe unitaire sur Q de rang quelconque et d’une
correspondance de Hecke triviale a e´te´ traite´ dans [M].
Dans cet article, nous calculons les termes locaux na¨ıfs d’une correspondance
de Hecke compose´e avec une puissance du morphisme de Frobenius pour le com-
plexe d’intersection de la compactification de Baily-Borel des varie´te´s de Shimura
associe´es aux groupes symplectiques sur Q (de rang arbitraire).
Notre outil principal est le the´ore`me de Pink calculant les restrictions aux strates
de la compactification de Baily-Borel du prolongement d’un syste`me de coeffi-
cients sur la varie´te´ de Shimura (cf [P2]). Pour les varie´te´s de Shimura MK(G,X )
conside´re´es dans cet article, le the´ore`me de Pink s’e´crit (cf le the´ore`me 2.2.1)
i∗Rj∗FKV ' FK′RΓ(Γ`, RΓ(Lie(N), V )).
j est l’inclusion de la varie´te´ de Shimura dans sa compactification de Baily-Borel
MK(G,X )∗, V est une repre´sentation alge´brique du groupe G, FKV est le syste`me
de coefficients associe´ a` V , i est l’inclusion d’une strate associe´e a` un parabolique
maximal P, N est le radical unipotent de P et Γ` est un sous-groupe arithme´tique
de la parte line´aire du quotient de Levi de P.
Pour pouvoir utiliser ce the´ore`me, nous donnons une nouvelle construction du
prolongement interme´diaire d’un faisceau pervers pur : Si j : U → X est l’inclusion
d’un ouvert non vide dans un sche´ma X se´pare´ de type fini sur un corps fini et K
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un faisceau pervers pur de poids a sur U , alors
j!∗K = w≤aRj∗K.
Dans cette formule, w≤a est le tronque´ pour la t-structure (wD≤a(X),wD>a(X)),
ou` wD≤a(X) (resp. wD>a(X)) est la sous-cate´gorie pleine de la cate´gorie des com-
plexes mixtes sur X dont les objets sont les complexes qui ont tous leurs faisceaux
de cohomologie perverse de poids ≤ a (resp. > a). Cette t-structure est assez inha-
bituelle, puisqu’elle est de´ge´ne´re´e et de coeur nul.
De plus, la t-structure (wD≤a,wD≥a+1) sur un sche´ma stratifie´ s’obtient en
recollant les t-structures analogues sur les strates.
En combinant la formule ci-dessus et le the´ore`me de Pink, on obtient le the´ore`me
principal de cet article (the´ore`me 4.2.1) :
The´ore`me . On note c la dimension de MK(G,X ). Soit V une repre´sentation
alge´brique de G sur laquelle le centre de´ploye´ de G agit trivialement. Si i est l’in-
clusion d’une strate de bord de MK(G,X )∗, on a l’e´galite´ virtuelle :
[i∗ICV ] = FKr
(∑
S
∑
i∈IS
(−1)card(S)−1 [RΓ (ΓS , RΓ(Lie(NS), gig.V )≥tr,<ts,s∈S\{r})]
)
,
ou` ICV est le complexe d’intersection sur M
K(G,X )∗ a` coefficients dans V , de´fini
par la formule suivante :
ICV = (j!∗(FKV [c]))[−c].
Les notations pre´cises sont explique´es dans 4.2. Disons seulement que les ti sont
des entiers qui ne de´pendent que des dimensions des diffe´rentes strates (on peut
prendre par exemple ti e´gal a` l’oppose´ de la codimension de la i-ie`me strate), que
S parcourt un syste`me d’indices des sous-groupes paraboliques standard dont les
strates de bord associe´es dans la compactification de Borel-Serre re´ductive s’en-
voient sur la strate de la compactification de Baily-Borel conside´re´e, que, si PS est
le sous-groupe parabolique correspondant a` S, alors NS est le radical unipotent de
PS et ΓS est un sous-groupe arithme´tique de la partie line´aire du quotient de Levi
PS/NS de PS , et enfin que RΓ(Lie(NS), gig.V )≥td−r,<td−s,s∈S\{r} est un tronque´
pour les poids de certains tores centraux de PS/NS .
L’action des correspondances de Hecke sur les complexes de syste`mes locaux
qui apparaissent dans ce the´ore`me est donne´e par le the´ore`me 5.2.2. Graˆce a` ce
the´ore`me, a` un re´sultat de Kottwitz sur le comptage des points a` valeurs dans
un corps fini ([K]) et a` la conjecture de Deligne e´voque´e plus haut, on peut en
de´duire une formule pour la trace sur la cohomologie du complexe d’intersection
a` coefficients dans V d’une correspondance de Hecke compose´e avec une puissance
assez grande du morphisme de Frobenius.
Du point de vue topologique, le complexe d’intersection peut eˆtre calcule´ en
utilisant la compactification de Borel-Serre re´ductive. Plus pre´cise´ment, Goresky,
Harder et MacPherson construisent une famille de complexes ponde´re´s sur la com-
pactification de Borel-Serre re´ductive et montrent que le complexe d’intersection
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sur la compactification de Baily-Borel est l’image directe de deux de ces complexes
ponde´re´s par le morphisme naturel de la compactification de Borel-Serre re´ductive
sur la compactification de Baily-Borel (cf [GHM]).
Nous de´finissons en caracte´ristique finie des complexes ponde´re´s analogues aux
images directes des complexes ponde´re´s de Goresky, Harder et MacPherson, en rem-
plac¸ant les troncatures par les poids pour les actions des tores centraux des groupes
associe´s aux composantes de bord par les troncatures par les poids de l’endomor-
phisme de Frobenius sur les strates de bord. Les premiers, a` notre connaissance, a`
utiliser ce type de me´thode sont Looijenga et Rapoport dans [LR2]. Le the´ore`me
ci-dessus vaut en fait pour un complexe ponde´re´ quelconque.
Passons en revue les diffe´rentes parties.
Les deux premie`res parties contiennent des rappels.
Dans la partie 1, nous introduisons les varie´te´s de Shimura que nous comptons
e´tudier et leurs mode`les entiers, puis nous rappelons les the´ore`mes d’existence des
mode`les canoniques sur Q de la compactification de Baily-Borel et des compactifi-
cations toro¨ıdales. En suivant Pink ([P2] 3.7), nous de´finissons une stratification du
bord de la compactification de Baily-Borel par des varie´te´s de Shimura associe´es a`
des groupes symplectiques plus petits. Enfin, nous rappelons rapidement certains
des re´sultats de Chai et Faltings sur les mode`les entiers des compactifications.
La partie 2 pre´sente la construction des syste`mes de coefficients sur la varie´te´
de Shimura provenant de repre´sentations du groupe. Nous rappelons d’abord la
construction de ces syste`mes de coefficients sur les points complexes, puis nous
expliquons une me´thode, due a` Pink ([P2] 1), pour montrer que ces syste`mes de
coefficients proviennent de faisceaux e´tales sur les mode`les canoniques. Ensuite,
nous e´nonc¸ons le the´ore`me de Pink sur le prolongement de ces faisceaux e´tales a` la
compactification de Baily-Borel.
La partie 3 est inde´pendante des autres. Dans un premier temps, nous y e´tudions
la t-structure (wD≤a(X),wD>a(X)) de´finie plus haut et y montrons la formule pour
le prolongement interme´diaire d’un faisceau pervers pur K de poids a sur un ouvert
non vide j : U → X. Dans un deuxie`me temps, nous conside´rons des t-structures sur
un sche´ma stratifie´ X qui s’obtiennent en recollant des t-structures (wD≤a
′
,wD>a
′
)
sur les strates (avec un a′ qui de´pend de la strate). Graˆce aux proprie´te´s de ces
t-structures, nous obtenons si l’ouvert U est re´union de strates une e´galite´ entre
les classes dans le groupe de Grothendieck d’un w≤aRj∗K et d’une somme alterne´e
de tronque´s par le poids qui se calculent sur les strates contenues dans X − U
(the´ore`me 3.3.5).
Dans la partie 4, nous appliquons les re´sultats de la partie 3 aux varie´te´s de
Shimura. Dans 4.1, nous de´finissons les complexes ponde´re´s et montrons que deux
de ces complexes sont isomorphes au complexe d’intersection. Dans 4.2, a` l’aide
du the´ore`me de Pink et du the´ore`me 3.3.5, nous obtenons une formule explicite,
dans le groupe de Grothendieck, pour la restriction a` une strate de bord de la
compactification de Baily-Borel d’un complexe ponde´re´.
Dans la partie 5, nous traitons le cas des correspondances de Hecke. Nous com-
menc¸ons par montrer, dans 5.1, quelques re´sultats ge´ne´raux sur les correspondances
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cohomologiques entre tronque´s par le poids, en particulier un analogue pour les cor-
respondances du the´ore`me 3.3.5 (proposition 5.1.5). Dans 5.2, nous calculons expli-
citement les correspondances cohomologiques qui apparaissent au second membre
dans la proposition 5.1.5. Ce calcul ressemble beaucoup a` celui fait dans 4.2, mais
il faut d’abord comple´ter le the´ore`me de Pink par la proposition 5.2.3.
C’est un plaisir de remercier G. Laumon, qui a passe´ beaucoup de temps a`
discuter avec moi. Je remercie e´galement M. Harris pour ses critiques d’une premie`re
version de mon texte, et R. Kottwitz, qui a corrige´ ou simplifie´ les de´monstrations
de certains re´sultats de la partie 3.
1. Varie´te´s de Shimura et leurs compactifications
1.1. Varie´te´s de Shimura.
Pour tout d ∈ N, on note
Jd =
 0 1. . .
1 0
 ∈ GLd(Z)
et
Jd,d =
(
0 Jd
−Jd 0
)
∈ GL2d(Z).
Le groupe ge´ne´ral symplectique GSp2d est le sche´ma en groupes sur Z dont
l’ensemble des points a` valeurs dans une Z-alge`bre A est
GSp2d(A) = {g ∈ GL2d(A) tq tgJd,dg = c(g)Jd,d, c(g) ∈ A×}.
G = GSp2d,Q est un groupe re´ductif connexe de´ploye´ sur Q, de Q-rang semi-simple
d, c : G→ Gm,Q est un caracte`re de G, et le groupe de´rive´ de G est Sp2d,Q = ker(c).
On note X+d ou X+ (resp. X−d ou X−) l’ensemble des morphismes h : S → GR
(ou` S = RC/RGm est le tore de Serre) qui induisent une structure de Hodge pure
de type {(0, 1), (1, 0)} sur Q2d, et tels que la forme biline´aire R2d × R2d → R,
(v, w) 7→ tvJd,dh(i)w soit syme´trique de´finie positive (resp. ne´gative). G(R) agit
transitivement (par conjugaison) sur X = X+ ∪ X−, et le morphisme
h0 : z = a+ ib 7→
(
aId −bJd
bJd aId
)
est dans X+, donc X ' G(R)/StabG(R)(h0).
De´finition 1.1.1. Soient d, n ∈ N∗, S un sche´ma sur Z[1/n] et (A → S, λ) un
sche´ma abe´lien sur S principalement polarise´ et de dimension relative d. On note
A[n] le sche´ma en groupes fini e´tale sur S des points de n-torsion de A. Une structure
de niveau n sur A est un isomorphisme (au-dessus de S) η : A[n]
∼→ (Z/nZ)2d
S
qui,
a` un automorphisme du S-sche´ma en groupes Z/nZ
S
pre`s, envoie l’accouplement de
Weil A[n]×A[n]→ Z/nZ
S
associe´ a` λ sur la forme biline´aire alterne´e sur (Z/nZ)2d
de matrice Jd,d.
De´finition 1.1.2. On note Md,n le champ sur Z[1/n] des sche´mas abe´liens prin-
cipalement polarise´s de dimension relative d avec structure de niveau n.
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Md,n est au choix de la forme alterne´e pre`s le champ de´fini par Chai et Faltings
dans [CF] IV.6.1, mais vu comme champ sur Z[1/n] (au lieu de Z[1/n, e2ipi/n], cf la
remarque [CF] IV.6.12). C’est un champ de Deligne-Mumford, lisse et de dimension
relative d(d + 1)/2 sur Z[1/n]. Si n ≥ 3, Md,n est un espace alge´brique, et meˆme
un sche´ma quasi-projectif sur Z[1/n]. La fibre ge´ne´rique de Md,n est la varie´te´ de
Shimura MKd(n)(G,X ) associe´e a` la donne´e de Shimura pure (G,X ) et au sous-
groupe ouvert compact Kd(n) = Ker(GSp2d(Ẑ) → GSp2d(Z/nZ)) de G(Af ). En
particulier, l’ensemble des points complexes de Md,n est
Md,n(C) = MKd(n)(G,X )(C) = G(Q) \ (X ×G(Af )/Kd(n)).
Comme Gder = Ker(c) et c : G→ Gm,Q est surjectif, on a
pi0(Md,n(C)) ' R+×Q× \ A×/c(Kd(n)) = Q+× \ A×f /c(Kd(n)) ' (Z/nZ)×.
Si d = 0, on a G = Gm,Q, X0 = {±1} = pi0(R×) avec l’action e´vidente de
G(R) = R×, et
M0,n = Spec(Z[1/n, e2ipi/n]),
vu comme un sche´ma sur Z[1/n].
Soit d ∈ N. Si n divisem, on a un morphisme e´vident T1 :Md,m →Md,n|Spec(Z[1/m])
(qui est un morphisme d’oubli d’une partie de la structure de niveau). Ce mor-
phisme est fini e´tale galoisien de groupe Kd(n)/Kd(m). De plus, GSp2d(Z/nZ)
agit surMd,n : l’image par g ∈ GSp2d(Z/nZ) d’un sche´ma abe´lien principalement
polarise´ de dimension relative d avec structure de niveau n (A, λ, η) est (A, λ, g ◦η).
Pour g ∈ GSp2d(Ẑ) et pour n divisant m, on note Tg :Md,m →Md,n le compose´
du morphisme T1 :Md,m →Md,n de´fini ci-dessus et de l’endomorphisme deMd,n
induit par l’image de g dans GSp2d(Z/nZ).
Soit p un nombre premier qui ne divise pas m. On note Apf l’anneau des ade`les
finies dont la composante en p est triviale, et Z(p) le localise´ de Z en p. En utilisant
le proble`me de modules de [K] 5 au lieu de celui de´crit plus haut, on peut de´finir
pour g ∈ G(Apf ) tel que g−1Kd(m)g ⊂ Kd(n) un morphisme fini e´tale (de degre´
[Kd(n) : g
−1Kd(m)g]) Tg : Md,m|Z(p) → Md,n|Z(p) (cf le de´but de [K] 6), qui est
e´gal a` la restriction du morphisme de´fini ci-dessus si g ∈ GSp2d(Ẑ). Si g−1Kd(m)g
est un sous-groupe distingue´ de Kd(n), le morphisme Tg est galoisien de groupe
Kd(n)/g
−1Kd(m)g.
Sur les points complexes, ce morphisme Tg est le morphisme
G(Q) \ (X ×G(Af )/Kd(m)) → G(Q) \ (X ×G(Af )/Kd(n))
[(x, h)] 7→ [(x, hg)].
Dans la suite, on suppose toujours n ≥ 3 et on note G(Z), G(Ẑ), etc, au lieu de
GSp2d(Z), GSp2d(Ẑ), etc.
1.2. Compactifications sur Q.
Nous allons e´noncer quelques-uns des re´sultats de Pink ([P1]) dans le cas par-
ticulier conside´re´. Commenc¸ons par rappeler la description des sous-groupes para-
boliques maximaux de G. Le tore diagonal
T =
λ
 λ1 0 00 . . . 0
0 0 λ2d
 , λ, λ1, . . . , λ2d ∈ Gm,Q, λrλ2d−r+1 = 1

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est un tore maximal de G, et l’intersection B de G avec le groupe des matrices
triangulaires supe´rieures de GL2d,Q est un sous-groupe de Borel de G. On appelle
sous-groupes paraboliques standard de G les sous-groupes paraboliques de G qui
contiennent B. Tout sous-groupe parabolique de G est conjugue´ par G(Q) a` un
unique sous-groupe parabolique standard, et les sous-groupes paraboliques standard
maximaux sont P0, . . . ,Pd−1, avec
Pr =

 A ∗ ∗0 B ∗
0 0 C
 , A,C ∈ GLd−r,Q, B ∈ GSp2r,Q, tAJd−rC = c(B)Jd−r
 .
Soit r ∈ {0, . . . , d− 1}. On note Nr le radical unipotent de Pr,
Ur =
 Id−r 0 ∗0 I2r 0
0 0 Id−r

le centre de Nr, Lr = Pr/Nr,
Qr =

 c(B)Id−r ∗ ∗0 B ∗
0 0 Id−r
 , B ∈ GSp2r,Q
 ⊂ Pr
si r > 0,
Q0 =
(
Gm,QId ∗
0 Id
)
⊂ P0,
Gr = Qr/Nr et
L`,r =

 A 0 00 I2r 0
0 0 C
 , A,C ∈ GLd−r,Q, tAJd−rC = Jd−r
 ⊂ Lr.
On a Lr = L`,r × Gr, avec L`,r ' GLd−r,Q et Gr ' GSp2r,Q. Si A est une Z-
alge`bre, on note L`,r(A) et Gr(A) les images re´ciproques par ces isomorphismes de
GLd−r(A) et GSp2r(A).
Qr est le sous-groupe distingue´ de Pr de´fini par Pink dans [P1] 4.7 (cf [P1]
4.25). On peut donc construire comme dans [P1] 4.11 un espace homoge`ne Yr sous
Qr(R)Ur(C) et une application hr : Yr → Hom(SC,Qr,C) tels que (Qr,Yr) soit
une donne´e de Shimura mixte.
On note (Gr,Xr) la donne´e de Shimura pure (Qr,Yr)/Nr (cf [P1] 2.9). Elle est
isomorphe a` la donne´e (GSp2r,Q,Xr) de la section 1.1.
On a une application “partie imaginaire” de Yr dans Ur(R)(−1) = (2ipi)−1Ur(R)
([P1] 4.14), et X+ (resp. X−) est l’image re´ciproque d’un coˆne ouvert convexe
C(X+,Qr) (resp. C(X−,Qr)) de Ur(R)(−1) ([P1] 4.15). Identifions Ur(R)(−1) a`
Md−r(R). Alors, d’apre`s [P1] 4.26, le coˆne C(X+,Qr) (resp. C(X−,Qr)) est l’en-
semble des matrices de la forme AJd−r, avec A syme´trique de´finie positive (resp.
ne´gative).
Si P est un sous-groupe parabolique maximal quelconque de G, il est conjugue´
par G(Q) a` l’un des Pr, et on peut donc associer a` P une donne´e de Shimura mixte
(Q,Y), et une donne´e de Shimura pure (GP ,XP ) = (Q,Y)/N, ou` N est le radical
unipotent de P. Les donne´es de Shimura mixtes (Q,Y) sont appele´es composantes
rationnelles de bord de (G,X ) ([P1] 4.11).
On fixe n ≥ 3, et on note K = Kd(n).
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La compactification de Baily-Borel partielle de X est
X ∗ = X unionsq
∐
P
XP ,
ou` P parcourt l’ensemble des sous-groupes paraboliques maximaux de G ; on munit
X ∗ de la topologie de Satake (cf par exemple [P1] 6.2). L’action de G(Q) sur X se
prolonge en une action continue sur X ∗, et la compactification de Baily-Borel de
MK(G,X )(C) est
MK(G,X )∗(C) = G(Q) \ (X ∗ ×G(Af )/K).
Elle a une structure canonique de varie´te´ complexe projective normale ([BB] 10.11).
Pink a montre´ que MK(G,X )∗(C) a un mode`le canonique MK(G,X )∗ sur
Q ([P1] 12.3), qui est un sche´ma projectif normal sur Q. Le mode`le canonique
MK(G,X ) de MK(G,X )(C) est un ouvert dense de MK(G,X )∗. De plus, toujours
d’apre`s [P1] 12.3, la stratification du bord de MK(G,X )∗ de [P1] 6.3 et [P2] 3.7 est
de´finie sur Q.
Rappelons la de´finition de cette stratification (on suit [P2] 3.7). Soient r ∈
{0, . . . , d − 1} et g ∈ G(Af ). On pose Hg,r = gKg−1 ∩ Pr(Q)Qr(Af ), H`,g,r =
gKg−1 ∩ L`,r(Q)Nr(Af ), KQ,g,r = gKg−1 ∩ Qr(Af ), KN,g,r = gKg−1 ∩ Nr(Af ),
Γ`,g,r = H`,g,r/KN,g,r et Kg,r = KQ,g,r/KN,g,r ⊂ Gr(Af ). Le groupe Hg,r agit
sur MKg,r (Gr,Xr) et son sous-groupe distingue´ d’indice fini H`,g,rKQ,g,r agit tri-
vialement. On note MKg,r (Gr,Xr)/Hg,r le quotient de la varie´te´ quasi-projective
MKg,r (Gr,Xr) par le groupe fini Hg,r/H`,g,rKQ,g,r. On a un morphisme
ig,r : M
Kg,r (Gr,Xr)→MK(G,X )∗
qui est le compose´ du morphisme fini MKg,r (Gr,Xr) → MKg,r (Gr,Xr)/Hg,r et
d’une immersion localement ferme´e. Sur les points complexes, ig,r est donne´ par le
diagramme suivant :
MKg,r (Gr,Xr)(C) Gr(Q) \ (Xr ×Gr(Af )/Kg,r) [(x, qNr(Af ))]
Qr(Af ) \ (Xr ×Qr(Af )/KQ,g,r)
o
OO

[(x, q)]
_
OO
_

MKg,r (Gr,Xr)(C)/Hg,r Pr(Q) \ (Xr ×Pr(Q)Qr(Af )/Hg,r)

[(x, q)]
_

MK(G,X )∗(C) G(Q) \ (X ∗ ×G(Af )/K) [(x, qg)]
ig,r s’e´tend en un morphisme fini ig,r : M
Kg,r (Gr,Xr)∗ →MK(G,X )∗. Les images
des morphismes ig,r forment une stratification du bord de M
K(G,X )∗, et on a
Im(ig,r) = Im(ig′,r′) si et seulement si r = r
′ et Pr(Q)Qr(Af )gK = Pr(Q)Qr(Af )g′K.
Nous allons voir que ig,r est une immersion.
Lemme 1.2.1. Le double quotient Pr(Q)Qr(Af ) \G(Af )/G(Ẑ) est un singleton.
Il existe donc un syste`me de repre´sentants (gj)j∈J dans G(Ẑ) du double quotient
Pr(Q)Qr(Af ) \G(Af )/K. Comme K est distingue´ dans G(Ẑ), les groupes Hgj ,r,
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H`,gj ,r, etc, ne de´pendent pas de j ; on les note donc Hr, H`,r, etc. Comme K =
Ker(G(Ẑ)→ G(Z/nZ)), on voit que Hr/KN,r = Γ`,r×Kr, avec Γ`,r = Ker(L`,r(Z)→
L`,r(Z/nZ)) et Kr = Ker(Gr(Ẑ) → Gr(Z/nZ)). En particulier, Hr = H`,rKQ,r,
et les igj ,r, j ∈ J , sont des immersions localement ferme´es. De plus, les strates
MKr (Gr,Xr) sont isomorphes a` la varie´te´ de Shimura Mr,n,Q de la section 1.1.
La compactification de Baily-Borel MK(G,X )∗ n’est pas lisse si d ≥ 3, mais elle
admet une famille de re´solutions des singularite´s, les compactifications toro¨ıdales
(cf [AMRT] ou [P1] chapitres 6-9 pour la construction sur C, [P1] chapitre 12 pour
les mode`les canoniques). Ces compactifications de´pendent d’une de´composition en
coˆnes admissible pour (G,X ) ([P1] 6.4). Nous allons de´finir certaines de´compositions
particulie`res.
Il faut d’abord rappeler quelques de´finitions.
Soit (Q,Y) une composante rationnelle de bord de (G,X ). On note (cf [P1] 4.22)
C∗(X+,Q) (resp. C∗(X−,Q)) l’union des coˆnes C(X+,Q′) (resp. C(X−,Q′)) pour
(Q′,Y ′) parcourant l’ensemble des composantes rationnelles de bord entre (Q,Y)
et (G,X ) (ie telles que Q ⊂ Q′). D’apre`s [P1] 4.26, pour tout r ∈ {0, . . . , d − 1},
C∗(X+,Qr) ⊂ Ur(R)(−1) (resp. C∗(X−,Qr) ⊂ Ur(R)(−1)) est e´gal a` l’ensemble
des matrices AJd−r, ou` A est syme´trique positive (resp. ne´gative) et le noyau de A
est de´fini sur Q.
Le complexe conique C(G,X ) de (G,X ) est le quotient de l’union disjointe sur
l’ensemble des composantes rationnelles de bord (Q,Y) des C∗(X+,Q)unionsqC∗(X−,Q)
par la relation d’e´quivalence engendre´e par les graphes des inclusions C∗(X+,Q′)unionsq
C∗(X−,Q′) ⊂ C∗(X+,Q) unionsq C∗(X−,Q) pour Q ⊂ Q′ ([P1] 4.24).
Une de´composition en coˆnes K-admissible Sad pour (G,X ) est une collection de
sous-ensembles de C(G,X )×G(Af ) qui ve´rifie les conditions (i) a` (v) de [P1] 6.4.
En particulier, on demande que pour toute composante rationnelle de bord (Q,Y),
pour toute composante connexe X ◦ de X et pour tout g ∈ G(Af ),
Sad(X ◦,Q, g) = {σ ∈ Sad, σ ⊂ C∗(X ◦,Q)× {g}}
soit une de´composition (partielle) en coˆnes polye´draux rationnels du coˆne C∗(X ◦,Q)×
{g}.
On note C le coˆne convexe de Md(R) des matrices syme´triques positives dont
le noyau est de´fini sur Q ; on fait agir GLd(Z) sur C par (g,A) 7→ gAtg. Soit S
une de´composition en coˆnes polye´draux de C invariante par l’action de GLd(Z)
et telle que GLd(Z) \ S soit fini. On veut lui associer une de´composition en coˆnes
admissible Sad pour (G,X ).
Il suffit de de´finir Sad(X±,Q, g) pour les composantes de bord minimales (Q,Y)
de (G,X ). Soit (Q,Y) une telle composante. On se rame`ne par conjugaison au
cas ou` (Q,Y) = (Q0,Y0). On a vu plus haut que le coˆne C∗(X+,Q0) (resp.
C∗(X−,Q0)) e´tait e´gal a` CJd (resp. −CJd). Pour tout g ∈ G(Af ), on pose
Sad(X+,Q0, g) = {σ.Jd, σ ∈ S} × {g}
Sad(X−,Q0, g) = {−σ.Jd, σ ∈ S} × {g}.
Il est clair qu’on obtient bien une de´composition en coˆnes admissible pour (G,X ).
De plus, cette de´composition est comple`te (resp. lisse pour K) si et seulement si S
est comple`te (resp. lisse pour le re´seau nMd(Z) ⊂Md(R), cf [P1] 5.2).
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On note MK(G,X ,S) la compactification toro¨ıdale associe´e. Si S est comple`te
et lisse, MK(G,X ,S) est projective et le bord MK(G,X ,S) −MK(G,X ) est une
union de diviseurs lisses a` croisements normaux.
L’identite´MK(G,X ) s’e´tend en un morphisme surjectifMK(G,X ,S)→MK(G,X )∗.
Les images inverses des strates de MK(G,X )∗ forment une stratification du bord de
MK(G,X ,S), et on sait de´crire ces strates et les comple´te´s formels de MK(G,X ,S)
le long de ces strates en termes de certains plongements toriques ([P2] 3.10).
1.3. Compactifications sur Z.
Dans cette section, (G,X ) est la donne´e de Shimura (GSp2d,Q,Xd) de la section
1.1. On suppose toujours n ≥ 3, et on note K = K(n).
Soit S une de´composition en coˆnes polye´draux du coˆne C de la section 1.2. On
suppose que S est invariante par l’action de GLd(Z), comple`te et lisse pour le re´seau
Md(Z), et que GLd(Z) \ S est fini. Chai et Faltings ([CF] IV.6.7) ont montre´ que
la compactification toro¨ıdale MK(G,X ,S) a un mode`le entier Md,n(S) ⊃ Md,n :
Md,n(S) est un espace alge´brique propre et lisse sur Z[1/n] dont la fibre ge´ne´rique
est MK(G,X ,S), et le bordMd,n(S)−Md,n est un diviseur a` croisements normaux
relatif sur Z[1/n]. Si n divise m, le morphisme T1 :Md,m →Md,n se prolonge en
un morphisme Md,m(S)→Md,n(S), qu’on notera T˜1.
En utilisant les compactifications toro¨ıdales, Chai et Faltings ont aussi construit
un mode`le entier de MK(G,X )∗ ([CF] V.2.5) : un sche´ma M∗d,n ⊃ Md,n normal
et projectif sur Z[1/n], dont la fibre ge´ne´rique est MK(G,X )∗. De plus, on a une
stratification deM∗d,n−Md,n par desMr,n, 0 ≤ r ≤ d−1, qui e´tend la stratification
de la section 1.2, et l’adhe´rence d’une strate est isomorphe a` sa compactification de
Baily-Borel ([CF] V.2.5 (4)). On notera toujours ig,r et ig,r les prolongements des
morphismes ig,r et ig,r de 1.2. L’action de GSp2d(Z/nZ) surMd,n s’e´tend a`M∗d,n
([CF] V.2.5 (3)), donc les morphismes Tg de´finis dans la section 1.1 se prolongent
aux compactifications de Baily-Borel. Nous noterons T g ces prolongements.
Lemme 1.3.1. Soient n,m ≥ 3 deux entiers tels que n divise m et p un nombre pre-
mier qui ne divise pas m. Alors, pour tout g ∈ G(Apf ) tel que g−1Kd(m)g ⊂ Kd(n),
le morphisme Tg : Md,m|Z(p) → Md,n|Z(p) de 1.1 se prolonge en un morphisme
T g :M∗d,m|Z(p) →M∗d,n|Z(p) .
De´monstration. Supposons d’abord d ≥ 2. On note ω le faisceau canonique sur
Md,n et sur Md,m (cf [CF] I.4.11). D’apre`s le principe de Koecher ([CF] V.1.8
(iii)) et le point (3) du the´ore`me V.2.5 de [CF], le sche´maM∗d,n est canoniquement
isomorphe a` Proj(
⊕
k∈N
Γ(Md,n, ω⊗k)), et on a une formule analogue pourM∗d,m. Le
lemme en re´sulte.
Si d = 1, il n’existe qu’une seule de´composition en coˆnes polye´draux comple`te
S, et on aM∗d,n =Md,n(S),M∗d,m =Md,m(S). Le lemme est une conse´quence du
corollaire V.6.11 de [CF].
Si d = 0, on a Md,n =M∗d,n et Md,m =M∗d,m, donc il n’y a rien a` prouver.

Enfin, le morphisme MK(G,X ,S)→MK(G,X )∗ se prolonge en un morphisme
Md,n(S) → M∗d,n ([CF] IV.2.5 (2)), et on a une description analogue a` celle de
[P2] 3.10 des images inverses des strates deM∗d,n ([CF] IV.6.7 (4), IV.6.11 et V.2.5
(5)).
COMPLEXES D’INTERSECTION DES COMPACTIFICATIONS DE BAILY-BORE 11
2. Syste`mes de coefficients et the´ore`me de Pink
Dans cette section, (G,X ) est la donne´e de Shimura (GSp2d,Q,Xd) de la section
1.1, n est un entier ≥ 3, K = Kd(n) ⊂ G(Af ), et ` est un nombre premier.
2.1. Syste`mes de coefficients.
Si V est une repre´sentation alge´brique de G(Q`) dans un Q`-espace vectoriel de
dimension finie, on peut lui associer un syste`me local de Q`-espaces vectoriels sur
MK(G,X )(C),
G(Q) \ (V ×X ×G(Af )/K)→ G(Q) \ (X ×G(Af )/K) = MK(G,X )(C)
(G(Q) agit diagonalement). Langlands a montre´ que ces syste`mes de coefficients
provenaient de faisceaux `-adiques lisses sur MK(G,X )C (cf [L] p 34-38). Nous
allons rappeler ici la me´thode de Pink pour e´tendre ces syste`mes de coefficients au
mode`le entier.
Soit ϕ : X̂ → X un reveˆtement e´tale galoisien de groupe profini Γ. Pink a
construit dans [P1] 1.10 un foncteur exact
µΓ,ϕ : ModΓ → E´tX
de la cate´gorie ModΓ des Γ-modules a` gauche continus (discrets) dans la cate´gorie
E´tX des faisceaux abe´liens e´tales sur X. Pour tout M ∈ModΓ, on a
µΓ,ϕM = (M ⊗ lim−−→
∆
ϕ∆∗Z)Γ,
ou` ∆ parcourt l’ensemble des sous-groupes ouverts distingue´s de Γ et ϕ∆ est le
reveˆtement e´tale fini X̂/∆→ X. Les fibres de µΓ,ϕM sont donne´es par la proposi-
tion suivante :
Proposition 2.1.1. ([P2] 1.10.4) Soit M un objet de ModΓ. Soit x0 un point
de X, k son corps re´siduel, k une cloˆture se´parable de k, x : Spec(k) → X le
point ge´ome´trique de X correspondant, x̂ : Spec(k) → X̂ un point ge´ome´trique de
X̂ au-dessus de x. Pour tout σ ∈ Gal(k/k), on note ψ(σ) l’unique e´le´ment de Γ
tel que σ.x̂ = x̂.ψ(σ). Alors ψ : Gal(k/k) → Γ est un morphisme continu, et la
fibre de µΓ,ϕ(M) en x est isomorphe a` M avec l’action de Gal(k/k) donne´e par
σ.m = ψ(σ).m.
De plus, on sait calculer les images inverses des µΓ,ϕM par certains reveˆtements
e´tales, graˆce au lemme ci-dessous, qui est un cas particulier de [P2] 1.11.5 :
Lemme 2.1.2. Soit Γ′ un sous-groupe ferme´ de Γ. On note ϕ′ : X̂ → X ′ = X̂/Γ′
et f : X ′ → X les morphismes e´vidents.
Alors, pour tout M ∈ModΓ, on a un isomorphisme canonique
f∗µΓ,ϕM ' µΓ′,ϕ′ResΓΓ′M.
Revenons a` la situation du de´but. On noteRepG(Q`) la cate´gorie des repre´sentations
alge´briques de G(Q`) dans des Q`-espaces vectoriels de dimension finie, et K`
l’image de K dans G(Q`). On fait agir G(Af ) sur les objets de G(Q`) via la pro-
jection G(Af )→ G(Q`).
Soit
M̂d,n = lim←−−
r∈N
Md,`rn.
12 SOPHIE MOREL
M̂d,n est un sche´ma sur Z[1/`n] (il n’est pas localement de type fini), et le mor-
phisme e´vident ϕ : M̂d,n →Md,n[1/`] =Md,n|Spec(Z[1/n`]) est un reveˆtement e´tale
galoisien de groupe K`.
De´finition 2.1.3. Soit V ∈ RepG(Q`). On choisit un Z`-re´seau Λ ⊂ V invariant
par K`, et on pose
FKV = Q` ⊗ lim←−−−
m∈N
µK`,ϕ(Λ/`
mΛ).
C’est un faisceau `-adique lisse sur Md,n[1/`], qui a` isomorphisme pre`s ne de´pend
pas du choix de Λ. On obtient donc un foncteur exact FK de RepG(Q`) dans la
cate´gorie des faisceaux `-adiques surMd,n[1/`], et on notera encore FK son foncteur
de´rive´.
Pour toute V ∈ RepG(Q`), l’analytise´ de l’image re´ciproque de FKV surMK(G,X )C
est le syste`me de coefficients de´fini au de´but de cette section (cf [P2] 5.1).
On s’inte´resse enfin aux poids des faisceaux obtenus. On dira qu’une repre´sentation
V de G(Q`) est pure de poids t si le centre Gm,Q.I2d de G agit sur V par le ca-
racte`re x 7→ xt, et qu’elle est de poids < t (resp. ≥ t) si elle est somme de sous-
repre´sentations pures dont les poids t′ ve´rifient t′ < t (resp. t′ ≥ t).
Proposition 2.1.4. ([P2] 5.6.6, voir aussi [LR2] 6) Pour toute repre´sentation
V ∈ RepG(Q`), le faisceau `-adique lisse FKV est mixte (au sens de [D] 1.2.2), et
il est pur de poids −t si V est pure de poids t.
2.2. Prolongements des syste`mes de coefficients a` la compactification de
Baily-Borel.
Dans cette section, on utilise les notations des sections 1.2 et 2.1. En par-
ticulier, pour tout r ∈ {0, . . . , d − 1}, on note H`,r = K ∩ P`,r(Q)Nr(Af ) et
Γ`,r = H`,r/(H`,r∩Nr(Af )) (c’est un sous-groupe arithme´tique de la partie line´aire
L`,r de Lr).
Nous allons e´noncer le the´ore`me principal de [P2] pour les varie´te´s de Shimura
conside´re´es. Remarquons d’abord que, comme explique´ dans [P2] 4.9, comme on
dispose des mode`les entiers Md,`rn, r ∈ N, et de compactifications de Baily-Borel
et toro¨ıdales de ces mode`les sur Z[1/`n] qui ve´rifient les proprie´te´s de [P2] 3.7-3.11,
la preuve du the´ore`me [P2] 4.2.1 s’e´tend aux mode`les entiers si on ne conside`re que
des faisceaux de Z`-torsion. On obtient donc le the´ore`me suivant :
The´ore`me 2.2.1. On note j l’immersion ouverte Md,n[1/`] → M∗d,n[1/`]. Pour
tout V ∈ Db(RepG(Q`)), pour tous r ∈ {0, . . . , d− 1} et g ∈ G(Ẑ), on a un isomor-
phisme canonique
i∗g,rRj∗FKV ' FKrRΓ(H`,r, g.V )
' FKrRΓ(Γ`,r, RΓ(Lie(Nr), g.V )),
ou` g.V est V avec l’action de G(Q`) donne´e par (h, v) 7→ (g−1` hg`).v.
De´monstration. Le premier isomorphisme est celui de [P2] 4.2.1, compte tenu des
remarques ci-dessus et du fait que Hr/H`,r = Kr. Le deuxie`me isomorphisme vient
de l’isomorphisme canonique RΓ(H`,r, ) ' RΓ(Γ`,r, RΓ(KN,r, )), du lemme 5.2.2
de [P2] (qui dit que la cohomologie continue de KN,r est e´gale a` la cohomologie du
groupe discret KN,r∩Nr(Q)) et du lemme ci-dessous, qui est une version alge´brique
du the´ore`me de van Est.

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Lemme 2.2.2. Soient U un groupe alge´brique unipotent connexe sur Q et ΓU un
sous-groupe arithme´tique de U(Q). On note ModU la cate´gorie des limites induc-
tives de repre´sentations alge´briques rationnelles de dimension finie de U (ou, ce
qui revient au meˆme, de Lie(U)), et AU la Q-alge`bre des polynoˆmes a` coefficients
rationnels sur U(Q), qui contient la sous-alge`bre Q des constantes. Pour tout M ,
on de´finit une suite exacte
0→M u0→ I0(M) u1→ I1(M) u2→ I2(M) u3→ . . .
par :
• u0 : M → I0(M) est l’injection e´vidente M 'M ⊗Q→M ⊗AU = I0(M) ;
• pour tout i ∈ N, ui+1 : Ii(M)→ Ii+1(M) est le morphisme e´vident Ii(M)→
Coker(ui)→ Coker(ui)⊗AU = Ii+1(M).
Alors :
(i) Pour tout M ∈ ModU, M ⊗ AU est un objet injectif de ModU et un objet
acyclique pour le foncteur ( )ΓU (invariants par ΓU ).
(ii) Pour tout M ∈ModU, le morphisme suivant est un isomorphisme :
RΓ(Lie(U),M) = RΓ(U(Q),M) ' I•(M)U(Q) → I•(M)ΓU ' RΓ(ΓU ,M).
Ce lemme est prouve´ dans [GHM] 24.
Enfin, la compatibilite´ de l’isomorphisme du the´ore`me de Pink avec les mor-
phismes Tg de la section 1.1 est explicite´e dans la proposition ci-dessous :
Proposition 2.2.3. ([P2] 4.8.5) On suppose que n divise m, on fixe un nombre
premier p 6= ` qui ne divise pas m et on note K′ = Kd(m) et j′ : Md,m[1/`] →
M∗d,m[1/`] l’inclusion. Soient g ∈ G(Apf ) tel que g−1K′g ⊂ K, h ∈ G(Ẑ) et r ∈
{0, . . . , d − 1}. On fixe h′ ∈ G(Ẑ), q ∈ ¶r(Q)Qr(Af ) ∩G(Apf ) et k ∈ K tels que
hg = qh′k. On note i′h,r l’inclusion de la strate Mr,m dans M∗d,m de´finie par h.
Alors le morphisme T g :M∗d,m|Z(p) →M∗d,n|Z(p) envoie l’image de i′h,r dans celle
de ih′,r, et le morphisme Mr,m|Z(p) → Mr,n|Z(p) obtenu en restreignant T g a` ces
images est Tq, ou` q est l’image de q dans Gr(Apf ).
Soit V ∈ Db(RepG(Q`)). D’apre`s le the´ore`me de Pink et le lemme 2.1.2, on a
des isomorphismes canoniques
T ∗q i
∗
h′,rRj∗FKV ' T ∗q FKrRΓ(H`,r, h′.V ) ' FK
′
rRΓ(H`,r, qh
′.V ) ' FK′rRΓ(H`,r, hg.V )
i′h,r
∗
Rj′∗T
∗
gFKV ' i′h,r∗Rj′∗FK
′
g.V ' FK′rRΓ(H′`,r, hg.V ),
ou` le dernier isomorphisme de la premie`re ligne vient de l’isomorphisme qh′.V ∼→
qh′k.V = hg.V , v 7→ k.v. Par ces isomorphismes, le morphisme de changement de
base
T ∗q i
∗
h′,rRj∗FKV = i′h,r∗T
∗
gRj∗FK(V ) CB→ i′h,r∗Rj′∗T ∗gFK(V )
correspond au morphisme induit par l’inclusion H′`,r ⊂ H`,r
FK′rRΓ(H`,r, hg.V )→ FK′rRΓ(H′`,r, hg.V ).
3. Prolongement interme´diaire des faisceaux pervers purs
Cette partie est inde´pendante des autres.
On fixe un corps fini Fq et un nombre premier ` inversible dans Fq. Tous les
sche´mas sont se´pare´s de type fini sur Fq. Si X est un sche´ma, on note Dbm(X,Q`)
la cate´gorie des complexes `-adiques mixtes sur X (au sens de [BBD] 5.1.5 ; en
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particulier, les complexes sont a` poids entiers), munie de la t-structure donne´e par
la perversite´ autoduale.
Soient X un sche´ma et j : U → X un ouvert non vide de X. Le premier objectif
de cette partie est d’e´crire j!∗K, ou` K est un faisceau pervers pur sur U , comme
un certain tronque´ par le poids de Rj∗K (the´ore`me 3.1.4). Le deuxie`me objectif
est de calculer la trace d’une puissance Φ de l’endomorphisme de Frobenius sur la
cohomologie de j!∗K en fonction de la trace de Φ sur la cohomologie de Rj∗K et
de complexes de meˆme type supporte´s par X − U (the´ore`me 3.3.5).
3.1. Troncature par le poids dans Dbm(X,Q`).
Proposition 3.1.1. Soit X un sche´ma sur Fq. Pour tout a ∈ Z ∪ {±∞}, on note
wD≤a(X), ou wD≤a s’il n’y a pas d’ambigu¨ıte´ sur X, (resp. wD≥a(X) ou wD≥a)
la sous-cate´gorie pleine de Dbm(X,Q`) dont les objets sont les complexes mixtes K
tels que pour tout i ∈ Z, pHiK soit de poids ≤ a (resp. ≥ a). Alors :
(i) wD≤a et wD≥a sont des sous-cate´gories stables par de´calage et extensions
(cf [BBD] 1.2.6) de Dbm(X,Q`) (en particulier, ce sont des sous-cate´gories
triangule´es).
La dualite´ de Poincare´ e´change wD≤a et wD≥−a.
Si a < a′, on a wD≤a ∩ wD≥a′ = 0.
(ii) On a wD≤a(1) = wD≤a−2 et wD≥a(1) = wD≥a−2 (ou` (1) est le twist a` la
Tate).
(iii) Pour tous K ∈ wD≤a et L ∈ wD≥a+1, on a RHom(K,L) = 0.
(iv) Pour tout a ∈ Z∪{±∞}, (wD≤a,wD≥a+1) est une t-structure sur Dbm(X,Q`).
Cette proposition sera de´montre´e dans la section 3.2.
D’apre`s [BBD] 1.3.3, l’inclusion wD≤a ⊂ Dbm(X,Q`) (resp. wD≥a ⊂ Dbm(X,Q`))
admet un adjoint a` droite (resp. a` gauche), qu’on notera w≤a (resp. w≥a), et pour
tout K ∈ Dbm(X,Q`), il existe un unique morphisme w≥a+1K → (w≤a)K[1] qui
fait du triangle suivant un triangle distingue´
w≤aK → K → w≥a+1K → (w≤aK)[1].
Ce triangle est, a` isomorphisme unique pre`s, l’unique triangle distingue´ A→ K →
B
+1→ avec A ∈ wD≤a et B ∈ wD≥a+1 (toujours d’apre`s [BBD] 1.3.3).
Comme la dualite´ de Poincare´ e´change wD≤a et wD≥−a, elle e´change aussi w≤a
et w≥−a.
Remarques 3.1.2. (1) wD≤a n’est pas la cate´gorie des complexes mixtes de poids
≤ a : un complexe mixte K est de poids ≤ a si et seulement si pHiK est de
poids ≤ a+ i pour tout i ∈ Z ([BBD] 5.4.1), et cette condition est diffe´rente
de la condition qui caracte´rise les objets de wD≤a.
(2) Le de´calage de 1 dans la de´finition de la t-structure est ne´cessaire : (wD≤a,wD≥a)
n’est pas une t-structure.
(3) (wD≤a,wD≥a+1) est une t-structure quelque peu e´trange : son coeur est nul,
et elle ne donne donc pas lieu a` une the´orie cohomologique inte´ressante. De
plus, wD≤a et wD≥a+1 sont des sous-cate´gories triangule´es de Dbm(X,Q`)
(en particulier, elles sont stables par le foncteur [1]), ce qui est inhabituel.
(4) Si K est un faisceau pervers mixte, w≤a est simplement le plus grand sous-
faisceau pervers de K de poids ≤ a, et w≥aK est le plus grand quotient
pervers de K de poids ≥ a ([BBD] 5.3.5).
Beilinson a montre´ dans [B] que le foncteur “re´alisation” ([BBD] 3.1.9) de
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la cate´gorie de´rive´e borne´e de la cate´gorie des faisceaux pervers mixtes sur
X dans Dbm(X,Q`) est une e´quivalence de cate´gories. Si K ∈ Dbm(X,Q`)
est repre´sente´ par un complexe C• de faisceaux pervers mixtes, alors w≤aK
(resp. w≥aK) est repre´sente´ par le complexe (w≤aCn) (resp. (w≥aCn)).
La proposition suivante donne quelques proprie´te´s des foncteurs w≤a et w≥a.
Proposition 3.1.3. (i) Pour tout K ∈ Dbm(X,Q`), on a w≤a(K(1)) = (w≤a+2K)(1)
et w>a(K(1)) = (w>a+2K)(1).
(ii) Soit K ∈ Dbm(X,Q`). L’image par pHi de la fle`che de cobord w≥a+1K →
(w≤aK)[1] est nulle pour tout i ∈ Z, donc la suite exacte longue de cohomo-
logie perverse du triangle distingue´
w≤aK → K → w≥a+1K +1→
donne des suites exactes courtes de faisceaux pervers
0→ pHiw≤aK → pHiK → pHiw≥a+1K → 0.
(iii) w≤a et w≥a commutent au foncteur de de´calage [1], et ils envoient les tri-
angles distingue´s de Dbm(X,Q`) sur des triangles distingue´s.
(iv) w≤a et w≥a envoient la cate´gorie abe´lienne des faisceaux pervers mixtes dans
elle-meˆme, et leurs restrictions a` cette cate´gorie sont des foncteurs exacts.
Pour tout K ∈ Dbm(X,Q`), pour tout i ∈ Z, on a
w≤a(pHiK) = pHiw≤aK
w≥a(pHiK) = pHiw≥aK.
(v) Soit f : X → Y un morphisme. Si la dimension des fibres de f est infe´rieure
ou e´gale a` d, alors
Rf!(
wD≤a(X)) ⊂ wD≤a+d(Y )
Rf∗(wD≥a(X)) ⊂ wD≥a−d(Y )
f∗(wD≤a(Y )) ⊂ wD≤a+d(X)
f !(wD≥a(Y )) ⊂ wD≥a−d(X).
La de´monstration des propositions 3.1.1 et 3.1.3 sera donne´e dans la section 3.2.
The´ore`me 3.1.4. Soient a ∈ Z, X un sche´ma se´pare´ de type fini sur Fq, j : U → X
un ouvert non vide de X, et K un faisceau pervers pur de poids a sur U . Alors les
fle`ches canoniques
w≥aj!K → j!∗K → w≤aRj∗K
sont des isomorphismes.
Si K est le faisceau constant Q`, cette formule est a` rapprocher des formules
4.5.7 et 4.5.9 de l’article [S] de Morihiko Saito.
De´monstration. Il suffit de montrer que la deuxie`me fle`che est un isomorphisme (le
cas de la premie`re fle`che en re´sulte par dualite´).
Cela de´coule des trois points suivants (i est l’inclusion de X − U dans X) :
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(1) Un complexe K ∈ Dbm(U,Q`) a au plus un prolongement L ∈ Dbm(X,Q`) tel
que i∗L ∈ wD≤a et i!L ∈ wD≥a+1.
En effet, soient L,L′ ∈ Dbm(X,Q`). On a un triangle distingue´
RHom(i∗L, i!L′)→ RHom(L,L′)→ RHom(j∗L, j∗L′) +1→ .
Si i∗L ∈ wD≤a et i!L ∈ wD≥a+1, alors RHom(i∗L, i!L′) = 0 d’apre`s le (iii)
de la proposition 3.1.1, donc on a un isomorphisme
RHom(L,L′) ∼→ RHom(j∗L, j∗L′).
(2) Soit K ∈ Dbm(U,Q`). On note L = w≤aRj∗K. Alors i∗L ∈ wD≤a par le (iv)
de la proposition 3.1.3. De plus, on a un triangle distingue´
L→ Rj∗K → w≥a+1Rj∗K +1→,
d’ou` un isomorphisme
i!w≥a+1Rj∗K[−1] ∼→ i!L.
D’apre`s le (iv) de la proposition 3.1.3, i!L ∈ wD≥a+1.
(3) Soit K un faisceau pervers pur de poids a sur U . Alors j!∗K est pervers pur
de poids a sur X par [BBD] 5.4.3, donc, par [BBD] 5.1.14 et 5.4.1, pour tout
k ∈ Z, pHki∗j!∗K est de poids ≤ a + k et pHki!j!∗K est de poids ≥ a + k.
D’apre`s le lemme 3.5.1 de la section 5 a` la fin de cette partie, pHki∗j!∗K = 0
si k ≥ 0 et pHki!j!∗K = 0 si k ≤ 0, donc, pour tout k ∈ Z, pHki∗j!∗K
est de poids ≤ a − 1 et pHik!j!∗K est de poids ≥ a + 1. Autrement dit,
i∗j!∗K ∈ wD≤a−1 ⊂ wD≤a et i!j!∗K ∈ wD≥a+1.

3.2. Preuve des propositions de la section 3.1.
Dans cette section, nous allons prouver les propositions 3.1.1 et 3.1.3 de la section
pre´ce´dente.
De´monstration de la proposition 3.1.1. (i) Il est clair que wD≤a et wD≥a sont
stables par de´calage et que la dualite´ de Poincare´ e´change wD≤a et wD≥−a.
Pour montrer la stabilite´ par extensions de wD≤a (resp. wD≥a), il suffit de
prouver que la cate´gorie des faisceaux pervers de poids ≤ a (resp. ≥ a) est
une sous-cate´gorie e´paisse de la cate´gorie des faisceaux pervers, c’est-a`-dire
stable par noyaux, conoyaux et extensions. Par dualite´, il suffit de traiter le
premier cas. La stabilite´ par noyaux et conoyaux re´sulte de [BBD] 5.3.1, et
la stabilite´ par extensions se prouve facilement a` partir de [BBD] 5.1.9.
Supposons que a < a′. En appliquant la fin de [BBD] 5.1.8 aux objets de
cohomologie perverse, on voit que wD≤a ∩ wD≥a′ = 0.
(ii) E´vident.
(iii) Voir le premier des lemmes ci-dessous.
(iv) La condition (ii) de [BBD] 1.3.1 est e´vidente. La condition (i) re´sulte du
point (iii) ci-dessus, et la condition (iii) est prouve´e dans le deuxie`me des
lemmes ci-dessous.

Lemme 3.2.1. Soient X un sche´ma se´pare´ de type fini sur Fq, K,L ∈ Dbm(X,Q`)
et a ∈ Z. On suppose que pour tout i ∈ Z, pHi(K) est de poids ≤ a et pHi(L) de
poids ≥ a+ 1. Alors RHom(K,L) = 0.
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De´monstration. Pour tout i ∈ Z, on a un triangle distingue´
pτ≤i−1L→ pτ≤iL→ pHiL[−i] +1→,
d’ou` un triangle distingue´
RHom(K, pτ≤i−1L)→ RHom(K, pτ≤iL)→ RHom(K, pHiL)[−i] +1→ .
Si on montre le re´sultat pour L pervers, on pourra, graˆce a` ces triangles, en de´duire
le re´sultat pour L quelconque en faisant une re´currence sur le cardinal de {i ∈
Z tq pHiL 6= 0}. On peut donc supposer L pervers. On se rame`ne de meˆme au cas
ou` K est pervers.
Notons F le morphisme de Frobenius ge´ome´trique. D’apre`s [BBD] 5.1.2.5, on a
pour tout i ∈ Z une suite exacte
0→ Exti−1(KFq , LFq )F → Exti(K,L)→ Exti(KFq , LFq )F → 0.
K est de poids ≤ a et L de poids ≥ a+ 1, donc Exti(KFq , LFq ) est de poids > i
pour tout i ∈ Z ([BBD] 5.1.15 (i)). On en de´duit que si i ≥ 0, Exti(KFq , LFq ) est
de poids > 0, donc que
Exti(KFq , LFq )F = Ext
i(KFq , LFq )
F = 0
(comme dans la preuve de [BBD] 5.1.15).
D’autre part, K et L sont pervers (donc KFq et LFq aussi), d’ou` Ext
i(KFq , LFq ) =
0 pour i < 0.
Finalement, on a obtenu : pour tout i ∈ Z,
Exti(KFq , LFq )F = Ext
i(KFq , LFq )
F = 0.
Les suites exactes ci-dessus impliquent que, pour tout i ∈ Z,
Exti(K,L) = 0,
ce qui est le re´sultat cherche´.

Remarque 3.2.2. Le lemme ci-dessus reste valable, avec la meˆme preuve, pour une
perversite´ arbitraire (ve´rifiant les conditions de [BBD] 2.2.1).
Lemme 3.2.3. Soit X un sche´ma se´pare´ de type fini sur Fq. Alors pour tout a ∈ Z
et tout K ∈ Dbm(X,Q`), il existe un triangle distingue´ dans Dbm(X,Q`)
K1 → K → K2 +1→
tel que pour tout i ∈ Z, pHiK1 soit de poids ≤ a et pHiK2 de poids ≥ a+ 1.
De´monstration. On fixe a ∈ Z et on raisonne par re´currence sur card({i ∈ Z tq pHiK 6=
0}).
Supposons qu’il existe i ∈ Z tel que K ' pHiK[−i]. Alors, d’apre`s [BBD] 5.3.5,
il existe un sous-faisceau pervers L ⊂ pHiK de poids ≤ a tel que pHiK/L soit de
poids ≥ a+ 1. Il suffit de poser K1 = L[−i] et K2 = (pHiK/L)[−i].
Soit K ∈ Dbm(X,Q`) tel que n = card{i ∈ Z tq pHiK 6= 0} ≥ 2. Supposons
le lemme prouve´ pour tous les K ′ ∈ Dbm(X,Q`) tels que card{i ∈ Z tq pHiK ′ 6=
0} < n, et montrons-le pour K. Il suffit de montrer le re´sultat suivant : si on a un
triangle distingue´ de Dbm(X,Q`)
K ′ → K → K ′′ +1→
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et que la conclusion du lemme vaut pour K ′ et K ′′, alors elle vaut aussi pour K.
On se donne donc des triangles distingue´s dans Dbm(X,Q`)
K ′2
+1
OO
K ′′2
+1
OO
K ′ //
OO
K // K ′′
+1 //
OO
K ′1
OO
K ′′1
OO
et on suppose que pour tout i ∈ Z, pHiK ′1 et pHiK ′′1 sont de poids ≤ a et pHiK ′2
et pHiK ′′2 de poids ≥ a+ 1 ; autrement dit, K ′1 et K ′′1 sont dans wD≤a et K ′2 et K ′′2
sont dans wD≥a+1. D’apre`s le lemme 3.2.1, RHom(K ′′1 ,K
′
2[1]) = 0, donc il existe
un unique morphisme K ′′1 → K ′1[1] qui fait commuter le carre´
K ′′1 //

K ′1[1]

K ′′ // K ′[1]
D’apre`s [BBD] 1.1.11, on peut comple´ter le diagramme commutatif en traits pleins
pour obtenir un diagramme dont les lignes et les colonnes sont des triangles dis-
tingue´s et dont tous les carre´s sont commutatifs, sauf le carre´ marque´ −, qui est
anticommutatif :
K ′′1 [1] // K
′
1[2] // K1[2] //
−
K ′′1 [2]
K ′′2 //
OO
K ′2[1] //
OO
K2[1] //
OO
K ′′2 [1]
OO
K ′′ //
OO
K ′[1] //
OO
K[1] //
OO
K ′′[1]
OO
K ′′1
OO
// K ′1[1] //
OO
K1[1] //
OO
K ′′1 [1]
OO
Comme wD≤a et wD≥a+1 sont stables par extensions (proposition 3.1.1 (i)), K1 ∈
wD≤a et K2 ∈ wD≥a+1.

De´monstration de la proposition 3.1.3. (i) Soit K ∈ Dbm(X,Q`). On a un tri-
angle distingue´
(w≤a+2K)(1)→ K(1)→ (w>a+2K)(1) +1→
avec (w≤a+2K)(1) ∈ wD≤a et (w>a+2K)(1) ∈ wD>a, d’ou` des isomorphismes
canoniques w≤a(K(1)) = (w≤a+2K)(1) et w>a(K(1)) = (w>a+2K)(1).
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(ii) Soient K ∈ Dbm(X,Q`) et i ∈ Z. Comme pHiw≥a+1K est de poids ≥ a + 1
et que pHi+1w≤aK est de poids ≤ a, la fle`che pHiw≥a+1K → pHi+1w≤aK
est nulle par [BBD] 5.3.1.
(iii) et (iv) Il suffit de prouver les assertions pour w≤a, celles pour w≥a en
re´sultant par dualite´.
w≤a commute au de´calage parce que wD≤a est invariante par de´calage.
Soit K un faisceau pervers mixte. Si L est le plus grand sous-faisceau pervers
de K de poids ≤ a, alors K/L est de poids ≥ a + 1 ([BBD] 5.3.5). Donc
w≤aK = L, et w≤aK est pervers.
L’exactitude de la restriction de w≤a a` la cate´gorie des faisceaux pervers
mixtes provient de la fin de [BBD] 5.3.5 (le fait que les morphismes sont
strictement compatibles a` la filtration par le poids).
Soient K ∈ Dbm(X,Q`) et i ∈ Z. D’apre`s (ii), on a une suite exacte de fais-
ceaux pervers
0→ pHiw≤aK → pHiK → pHiw≥a+1K → 0
avec pHiw≤aK de poids≤ a et pHiw≥a+1K de poids≥ a+1, donc pHiw≤aK =
w≤a(pHiK).
Le fait que w≤a envoie les triangles distingue´s sur des triangles distingue´s
re´sulte de la preuve du lemme 3.2.3.
(v) Les inclusions re´sultent de [BBD] 4.2.4 et 5.1.14.
Traitons par exemple le cas de Rf!. Soit K ∈ wD≤a(X). Pour tous i, j ∈ Z,
pHjK est de poids ≤ a par de´finition de wD≤a(X), donc Rf!pHjK est de
poids ≤ a par [BBD] 5.1.14, et pHi(Rf!pHjK) est de poids ≤ a+i par [BBD]
5.4.1. Or, par [BBD] 4.2.4, pHi(Rf!
pHjK) = 0 si i > d, donc pHi(Rf!
pHjK)
est de poids ≤ a+ d pour tous i, j ∈ Z. En utilisant la suite spectrale
Eij2 =
pHi(Rf!
pHjK) =⇒ pHi+jRf!K,
on voit que pHkRf!K est de poids ≤ a+ d pour tout k ∈ Z.

3.3. t-structures recolle´es.
Nous utiliserons la notion suivante de stratification :
De´finition 3.3.1. Soit X un sche´ma se´pare´ de type fini sur Fq. Une stratification
de X est une partition finie (Si)0≤i≤n de X par des sous-sche´mas localement ferme´s
(les strates) telle que pour tout i ∈ {0, . . . , n}, Si est ouvert dans X −
⋃
0≤j<i
Sj .
Soit X un sche´ma muni d’une stratification (Sk)0≤k≤n. Pour tout k ∈ {0, . . . , n},
on note ik l’inclusion de Sk dans X. U = S0 est un ouvert de X ; on note j = i0 :
U → X l’inclusion.
La proposition suivante est un cas particulier de [BBD] 1.4.10.
Proposition 3.3.2. Soit a = (a0, . . . , an) ∈ (Z ∪ {±∞})n+1. On note wD≤a(X)
ou wD≤a (resp. wD>a(X) ou wD>a) la sous-cate´gorie pleine de Dbm(X,Q`) dont
les objets sont les complexes mixtes K tels que pour tout k ∈ {0, . . . , n}, i∗kK ∈
wD≤ak(Sk) (resp. i!kK ∈ wD>ak(Sk)).
Alors (wD≤a,wD>a) est une t-structure sur Dbm(X,Q`).
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On note aussi wD≥(a0,...,an) = wD>(a0−1,...,an−1). Il est e´vident d’apre`s la de´finition
de wD≤a et wD>a que ce sont des sous-cate´gories stables par de´calage et extensions
de Dbm(X,Q`), que la dualite´ de Poincare´ e´change wD≤a et wD≥−a, et que
wD≤(a0,...,an)(1) = wD≤(a0−2,...,an−2)
wD>(a0,...,an)(1) = wD>(a0−2,...,an−2).
D’apre`s [BBD] 1.3.3, l’inclusion wD≤a ⊂ Dbm(X,Q`) (resp. wD>a ⊂ Dbm(X,Q`))
admet un adjoint a` droite (resp. a` gauche), qu’on note w≤a (resp. w>a). Pour tout
K ∈ Dbm(X,Q`), il existe un unique morphisme w>aK → (w≤aK)[1] tel que le
triangle
w≤aK → K → w>aK → (w≤aK)[1]
soit distingue´.
De plus, a` isomorphisme unique pre`s, il existe un unique triangle distingue´ K ′ →
K → K ′′ +1→ avec K ′ ∈ wD≤a et K ′′ ∈ wD>a.
Enfin, la dualite´ de Poincare´ e´change w≤a et w≥−a (car elle e´change wD≤a et
wD≥−a).
Lemme 3.3.3. Si a0 = · · · = an = a, alors (wD≤a,wD>a) est la t-structure
(wD≤a(X),wD>a(X)) de la section 3.1.
De´monstration. Soit K ∈ wD≤a. D’apre`s le (iv) de la proposition 3.1.3, pour tout
k ∈ {0, . . . , n}, i∗kK ∈ wD≤a(Sk). Donc K ∈ wD≤a. Par dualite´, on a wD>a ⊂
wD>a.
Soit K ∈ wD≤a. On a un triangle distingue´
w≤aK → K → w>aK +1→ .
D’apre`s ce qui pre´ce`de, w≤aK ∈ wD≤a et w>a ∈ wD>a, donc w≤aK = w≤aK = K,
et K ∈ wD≤a. Par dualite´, on a wD>a ⊂ wD>a.

Proposition 3.3.4. Pour tous a ∈ Z ∪ {±∞} et k ∈ {0, . . . , n}, on note
wk≤a = w≤(+∞,...,+∞,a,+∞,...,+∞)
wk≥a = w≥(−∞,...,−∞,a,−∞,...,−∞)
ou`, dans les deux formules, le a est en k-ie`me position (et on commence a` compter
a` 0).
(i) On a
w≤a = wn≤an ◦ · · · ◦ w0≤a0
w≥a = wn≥an ◦ · · · ◦ w0≥a0 .
(ii) Soient a ∈ Z ∪ {±∞}, k ∈ {0, . . . , n} et K ∈ Dbm(X,Q`). Alors on a des
triangles distingue´s (uniques a` isomorphisme unique pre`s)
wk≤aK → K → Rik∗w>ai∗kK +1→
ik!w≤ai!kK → K → wk>aK +1→ .
De´monstration. (i) Il suffit d’appliquer plusieurs fois [BBD] 1.4.13.1.
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(ii) Il suffit de traiter le cas de wk≤a (celui de w
k
>a en re´sulte par dualite´). On
de´finit a ∈ (Z ∪ {±∞})n+1 par : ar = +∞ et si r 6= k, et ak = a.
On note L = Rik∗w>ai∗kK ∈ wD>a, et on comple`te le morphisme e´vident
K
adj→ Rik∗i∗kK → L en un triangle distingue´ L′ → K → L +1→.
Il suffit de montrer que L ∈ wD>a et que L′ ∈ wD≤a. Si r 6= k, i!rL = 0, car
i!rRik∗ = 0, donc i
!
rL ∈ wD>ar (Sr) (et il est e´vident que i∗rL′ ∈ wD≤ar (Sr)).
De plus, i∗kL = i
!
kL = w>ai
∗
kK ∈ wD>ak(Sk) et on a un triangle distingue´
i∗kL
′ → i∗kK → i∗kL = w>ai∗kK +1→, donc i∗kL′ ' w≤ai∗kK ∈ wD≤ak(Sk).

The´ore`me 3.3.5. Pour tout a ∈ (Z ∪ {±∞})n+1, pour tout K ∈ wD≤a0(U) on a
[w≤aRj∗K] =
∑
1≤n1<···<nr≤n
(−1)r[Rinr∗w>anr i∗nr . . . Rin1∗w>an1 i∗n1Rj∗K]
dans le groupe de Grothendieck de Dbm(X,Q`).
De´monstration. D’apre`s la proposition ci-dessus, on a, dans l’anneau des endomor-
phismes du groupe de Grothendieck de Dbm(X,Q`) :
w≤a = wn≤an◦· · ·◦w0≤a0 = (1−Rin∗w>ani∗n)◦· · ·◦(1−Ri1∗w>a1i∗1)◦(1−Rj∗w>a0j∗).
Le the´ore`me re´sulte de cette e´galite´ et du fait que Rj∗w>a0j
∗Rj∗K = 0 (car K ∈
wD≤a0(U)).

3.4. Proprie´te´s supple´mentaires des t-structures recolle´es.
Proposition 3.4.1. (i) Si K ∈ D≤a et L ∈ wD>a, alors RHom(K,L) = 0.
(ii) w≤a et w>a commutent au foncteur de de´calage [1], et ils envoient les tri-
angles distingue´s sur des triangles distingue´s.
Pour tout K ∈ Dbm(X,Q`), on a
w≤(a0,...,an)(K(1)) = (w≤(a0+2,...,an+2)K)(1)
w>(a0,...,an)(K(1)) = (w>(a0+2,...,an+2)K)(1).
(iii) Soit a′ = (a′0, . . . , a
′
n) ∈ (Z ∪ {±∞})n+1 tel que ak ≤ a′k pour tout k ∈
{1, . . . , n}. Alors, pour tous K ∈ wD≤a et L ∈ wD>a′ , le morphisme cano-
nique
RHom(K,L)→ RHom(j∗K, j∗L)
est un isomorphisme.
(iv) Soient f : Y → X un morphisme et (S′k)0≤k≤n une stratification de Y telle
que, pour tout k ∈ {0, . . . , n}, f(S′k) ⊂ Sk. On suppose que la dimension des
fibres de f est infe´rieure ou e´gale a` d. Alors
f∗(wD≤(a0,...,an)(X)) ⊂ wD≤(a0+d,...,an+d)(Y )
f !(wD>(a0,...,an)(X)) ⊂ wD>(a0−d,...,an−d)(Y )
Rf∗(wD>(a0,...,an)(Y )) ⊂ wD>(a0−d,...,an−d)(X)
Rf!(
wD≤(a0,...,an)(Y )) ⊂ wD≤(a0+d,...,an+d)(X).
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De´monstration. (i) Montrons le re´sultat par re´currence sur n. Si n = 0, c’est le
lemme 3.2.1. Soit n ≥ 1, et supposons le re´sultat vrai pour n′ < n. On note
a′ = (a0, . . . , an−1), V =
n−1⋃
k=0
Sk, Y = Sn = X − V , j1 l’immersion ouverte
de V dans X et i l’immersion ferme´e de Sn dans X. Soient K ∈ wD≤a et
L ∈ wD>a. On a un triangle distingue´
RHom(i∗K, i!L)→ RHom(K,L)→ RHom(j∗1K, j∗1L) +1→ .
Or j∗1K ∈ wD≤a
′
(U), j∗1L ∈ wD>a
′
(U), i∗K ∈ wD≤an(Y ) et i!kL ∈ wD>an(Y ),
donc, d’apre`s l’hypothe`se de re´currence,
RHom(j∗1K, j
∗
1L) = RHom(i
∗K, i!L) = 0,
d’ou`
RHom(K,L) = 0.
(ii) w≤a et w>a commutent au foncteur de de´calage car wD≤a et wD>a sont
stables par de´calage. Soit K → K ′ → K ′′ +1→ un triangle distingue´. D’apre`s
[BBD] 1.1.11, on peut construire un diagramme commutatif dont les lignes
et les colonnes sont distingue´es
w≤aK //

w≤aK ′ //

L
+1 //

K //

K ′ //

K ′′
+1 //

w>aK //
+1

w>aK
′ //
+1

L′
+1 //
+1

Comme wD≤a et wD>a sont des sous-cate´gories stables par extensions de
Dbm(X,Q`), L ∈ wD≤a et L′ ∈ wD>a, donc L = w≤aK ′′ et L′ = w>aK ′′.
La dernie`re assertion se prouve exactement comme la proprie´te´ analogue dans
le (i) de la proposition 3.1.3.
(iii) Notons i l’immersion ferme´e X−U = S1∪ · · ·∪Sn ⊂ X, b = (a1, . . . , an) et
b′ = (a′1, . . . , a
′
n). Soient K ∈ wD≤a et L ∈ wD>a
′
. On a un triangle distingue´
canonique
RHom(i∗K, i!L)→ RHom(K,L)→ RHom(j∗K, j∗L) +1→ .
Or i∗K ∈ wD≤b(X − U) et i!L ∈ wD>b′(X − U), donc, d’apre`s le point (i),
RHom(i∗K, i!L) = 0.
(iv) Il suffit de traiter les cas de f∗ et Rf!, car ceux de f ! et Rf∗ en re´sultent
par dualite´.
Pour tout k ∈ {0, . . . , n}, on note i′k l’inclusion S′k ⊂ Y et fk : S′k → Sk la
restriction de f . Soit K ∈ wD≤a(X). Pour tout k ∈ {0, . . . , n}, i′k∗f∗K =
f∗k i
∗
kK ; i
∗
kK ∈ wD≤ak(Sk) par la de´finition de wD≤a(X), donc, d’apre`s le
(iv) de la proposition 3.1.3, f∗k i
∗
kK ∈ wD≤a+d(S′k). On a donc bien f∗K ∈
wD≤(a0+d,...,an+d)(Y ).
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Soit K ∈ wD≤a(Y ). Fixons k ∈ {0, . . . , n}. Comme S′k = f−1(Sk), le
diagramme suivant est carte´sien aux nilpotents pre`s
S′k
i′k //
fk

Y
f

Sk
ik // X
donc, d’apre`s le the´ore`me de changement de base propre, ik
∗Rf!K ' Rfk!i′k∗K.
Or i′k
∗
K ∈ wD≤ak(S′k), donc, d’apre`s le (iv) de la proposition 3.1.3, i∗kRf!K '
Rfk!i
′
k
∗
K ∈ wD≤ak+d(Sk). On a donc bien Rf!K ∈ wD≤(a0+d,...,an+d)(X).

La proposition suivante est une reformulation de [BBD] 1.4.14 dans le cas parti-
culier conside´re´.
Proposition 3.4.2. Soit a = (a0, . . . , an) ∈ (Z∪{±∞})n+1. On note a′=(a0, a1 + 1, . . . , an + 1).
Alors, pour tout K ∈ wD≤a0(U) ∩ wD≥a0(U), w≥a′j!K = w≤aRj∗K est l’unique
prolongement de K dans wD≤a ∩ wD≥a′ .
En particulier, si K est pervers pur de poids a sur U , on a
w≥(a,a+1,...,a+1)j!K = j!∗K = w≤aRj∗K,
et par dualite´ on obtient aussi
w≥aj!K = j!∗K = w≤(a,a−1,...,a−1)Rj∗K.
(On retrouve le re´sultat du the´ore`me 3.1.4.)
3.5. Quelques lemmes techniques.
Ce paragraphe contient quelques lemmes utilise´s dans les preuves des re´sultats
des parties 3 et 4.
Lemme 3.5.1. Soient X un sche´ma se´pare´ de type fini sur Fq et (Sα) une partition
finie de X par des sous-sche´mas localement ferme´s. Pour tout α, on note iα : Sα →
X l’inclusion. Alors, pour tout K ∈ Dbc(X,Q`), on a
(a) K ∈ pD≤0c si et seulement si pour tout α, pour tout i ≥ 1, on a pHi(i∗αK) =
0 ;
(b) K ∈ pD≥0c si et seulement si pour tout α, pour tout i ≤ −1, on a pHi(i!αK) =
0.
De plus, si U est un ouvert de X re´union de strates, si j : U → X est l’inclusion
et si K est un faisceau pervers sur U , alors j!∗K est l’unique prolongement L ∈
Dbc(X,Q`) de K tel que : pour tout α tel que Sα ⊂ X − U , on a{
pHi(i∗αL) = 0 pour i ≥ 0
pHi(i!αL) = 0 pour i ≤ 0 .
De´monstration. Il suffit de montrer (a), car (b) en re´sulte par dualite´. D’apre`s
[BBD] 2.2.5, les i∗α sont t-exacts a` droite, donc, si K ∈ pD≤0c , on a bien pHi(i∗αK) =
0 pour tout α et pour i ≥ 1.
Re´ciproquement, soit K ∈ Dbc(X,Q`) tel que pour tout α, pour tout i ≥ 1,
pHi(i∗αK) = 0. On sait par [BBD] 2.2.12 qu’un complexe L est dans
pD≤0c si et
seulement si pour tout point x de X, notant ix : x → X et dim(x) = dim({x}),
on a Hi(i∗xL) = 0 pour i < p(2dim(x)). On va utiliser cette caracte´risation pour
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montrer que K ∈ pD≤0c . Soit x un point de X, et soit α tel que x ∈ Sα. Comme Sα
est localement ferme´ dans X, {x} ∩Sα est ouvert dans {x}, donc dim({x} ∩Sα) =
dim({x}) ({x} est irre´ductible), et dim(x) ne change pas si on conside`re x comme
un point de Sα. Comme par hypothe`se i
∗
αK ∈ pD≤0c (Sα), on a bien Hi(i∗xK) = 0
si i < p(2dim(x)).
Montrons enfin la dernie`re assertion du lemme. U est un ouvert de X re´union de
strates, j : U → X est l’inclusion, K est un faisceau pervers sur U . D’apre`s [BBD]
1.4.24 (qui s’applique par [BBD] 2.2.3 et 2.2.11), on a pH0(i∗αj!∗K) = 0 pour tout
α tel que Sα ⊂ X − U . L’annulation des pH0(i!αj!∗K) s’en de´duit par dualite´.
Soit L ∈ Dbc(X,Q`), muni d’un isomorphisme j∗L ' K, tel que, pour tout α tel
que Sα ⊂ X − U , on ait pHi(i∗αL) = 0 pour i ≥ 0 et pHi(i!αL) = 0 pour i ≤ 0.
D’apre`s ce qui pre´ce`de, on sait que L est pervers. En raisonnant par re´currence sur
le cardinal de {α tq Sα ⊂ X − U}, on se rame`ne au cas ou` X − U = Sα est une
strate. Notons i = iα. On a un triangle distingue´
i∗i!L→ L→ Rj∗j∗L ' Rj∗K +1→,
d’ou` une suite exacte
pH0(i∗i!L)→ pH0(L) = L→ pH0(Rj∗K).
Comme i∗ est t-exact ([BBD] 2.2.6), pH0(i∗i!L) = i∗pH0(i!L) = 0, et le morphisme
L→ pH0(Rj∗K) est injectif. D’autre part, on a un triangle distingue´
j!j
∗L ' j!K → L→ i∗i∗L +1→,
d’ou` une suite exacte
pH0(j!K)→ L→ pH0(i∗i∗L) = i∗pH0(i∗L) = 0.
Le morphisme pH0(j!K)→ L est donc surjectif, ce qui finit la de´monstration.

Lemme 3.5.2. Soient X un sche´ma de type fini lisse purement de dimension d
sur un corps k de caracte´ristique 0 ou fini et K ∈ Dbc(X,Q`). On suppose que les
Hi(K) sont lisses. Alors, pour tout i ∈ Z, pHi(K) = Hi−d(K)[d].
De´monstration. On montre le re´sultat par re´currence sur le cardinal N(K) de
{i ∈ Z tq Hi(K) 6= 0}.
Si N(K) = 1, on a K ' Hi(K)[−i] pour un i ∈ Z, donc K[i+ d] est pervers, et
pHj(K) =
{
0 si j 6= i+ d
Hi(K)[d] si j = i+ d
.
Soit K tel que N(K) > 1, et supposons le re´sultat prouve´ pour tous les L tels
que
N(L) < N(K). Soit i = max{k ∈ Z tq Hk(K) 6= 0}. Comme Hi(K)[−i] est lisse,
on a comme plus haut
pHj(Hi(K)[−i]) =
{
0 si j 6= i+ d
Hi(K)[d] si j = i+ d
.
D’autre part, d’apre`s l’hypothe`se de re´currence, on a
pHj(τ≤i−1K) = Hj−d(τ≤i−1K)[d] =
{
0 si j ≥ i+ d
Hj−d(K)[d] si j < i+ d .
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On conclut en utilisant la suite exacte longue de cohomologie perverse du triangle
distingue´
τ≤i−1K → τ≤iK ' K → Hi(K)[−i] +1→ .

4. Complexes ponde´re´s sur les compactifications de Baily-Borel
Dans la suite, (G,X ) est une des donne´es de Shimura (GSp2d,Q,Xd) de la section
1.1, K = Kd(n) avec n ≥ 3, et ` est un nombre premier. On choisit un nombre
premier p 6= ` qui ne divise pas n et on travaille sur les re´ductions modulo p des
sche´mas de la partie 1, qu’on notera MK(G,X ), MK(G,X )∗, etc. Pour tout V ∈
Db(RepG(Q`)), on notera encore FKV le complexe `-adique mixte sur MK(G,X )
obtenu en re´duisant le complexe FKV sur Md,n[1/`].
4.1. Complexes ponde´re´s.
Dans cette section, on de´finit a` l’aide des foncteurs w≤a de 3.3 une famille
de complexes sur la compactification de Baily-Borel, qu’on appellera complexes
ponde´re´s, et dont les complexes d’intersection sont des cas particuliers. Ces com-
plexes ponde´re´s sont des analogues en caracte´ristique finie des complexes ponde´re´s
de´finis sur MK(G,X )∗(C) par Goresky, Harder et MacPherson dans [GHM].
Notation 4.1.1. Soit t ∈ Z. Pour tout V ∈ RepG(Q`), on note w<tV (resp. w≥tV )
la plus grande sous-repre´sentation de V de poids < t (resp. ≥ t).
Les foncteurs exacts w<t et w≥t s’e´tendent trivialement a` la cate´gorie de´rive´e
Db(RepG(Q`)). En effet, comme RepG(Q`) est une cate´gorie semi-simple (car G
est re´ductif), le foncteur de cohomologie H∗ est une e´quivalence de cate´gories de
Db(RepG(Q`)) avec la cate´gorie des objets gradue´s de RepG(Q`) qui sont nuls en
degre´ assez grand et en degre´ assez petit.
Pour tout V ∈ Db(RepG(Q`)), on a
V = w<tV ⊕ w≥tV,
et, pour tout i ∈ Z, Hi(w<tV ) = w<tHi(V ) est de poids < t et Hi(w≥tV ) =
w≥tHi(V ) de poids ≥ t.
Lemme 4.1.2. On note c = d(d+ 1)/2 (c’est la dimension de MK(G,X )). Alors,
pour tous V ∈ Db(RepG(Q`)) et a ∈ Z ∪ {±∞},
w≤aFKV = FKw≥c−aV
w>aFKV = FKw<c−aV.
De´monstration. Notons t = c − a, K = FKV , K1 = FKw≥tV et K2 = FKw<tV .
Comme V = w<tV ⊕ w≥tV , on a K = K1 ⊕ K2. Il suffit de montrer que K1 est
dans wD≤a(MK(G,X )) et K2 dans wD>a(MK(G,X )).
MK(G,X ) est lisse et pour tout i ∈ Z, Hi(K1) = FKHi(w≥tV ) et Hi(K2) =
FKHi(w<tV ) sont lisses, donc, d’apre`s le lemme 3.5.2, pour tout i ∈ Z, pHi(K1) =
Hi−c(K1)[c] et pHi(K2) = Hi−c(K2)[c].
Soit i ∈ Z. D’apre`s la proposition 2.1.4, Hi−c(K1) est de poids ≤ −t et Hi−c(K2)
est de poids > −t. On en de´duit que pHi(K1) = Hi−c(K1)[c] est de poids ≤ −t+c =
a et que pHi(K2) = H
i−c(K2)[c] est de poids > −t+ c = a.

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On pose M∗ = MK(G,X )∗, M0 = MK(G,X ) et, pour tout r ∈ {1, . . . , d},
on note Mr l’union des strates de bord correspondant a` (Qd−r,Yd−r). Pour tout
r ∈ {0, . . . , d}, on pose cr = dim(Mr) = (d− r)(d+ 1− r)/2.
(M0,M1, . . . ,Mq) est une stratification de M
∗ (au sens de la de´finition 3.3.1) ,
et c’est toujours celle qu’on utilisera dans la suite.
De´finition 4.1.3. Soient t0, . . . , td−1 ∈ Z ∪ {±∞}. Pour tout r ∈ {1, . . . , d}, on
pose ar = −td−r + cr. On de´finit un foncteur additif triangule´
W≥t0,...,≥td−1 : Db(RepG(Q`))→ Dbm(MK(G,X )∗)
de la manie`re suivante : pour tout m ∈ Z, si V ∈ Db(RepG(Q`)) est tel que Hi(V )
soit de poids m pour tout i ∈ Z, alors
W≥t0,...,≥td−1V = w≤(−m+c0,−m+a1,...,−m+ad)Rj∗FKV.
De´finition 4.1.4. Soit V ∈ RepG(Q`). Comme MK(G,X ) est de dimension c0,
FKV [c0] est un faisceau pervers sur MK(G,X ). On pose
ICKV = (j!∗(FKV [c0]))[−c0].
Proposition 4.1.5. (1) Pour tous t0, . . . , td−1 ∈ Z ∪ {±∞} et pour tout V ∈
Db(RepG(Q`)), on a un isomorphisme canonique
D(W≥t0,...,≥td−1V ) 'W≥s0,...,≥sd−1(V ∗)[2c0](c0),
ou` V ∗ = RHom(V,Q`) est la repre´sentation duale de V et sr = 1 − tr +
2(cd−r − c0) pour tout r ∈ {0, . . . , d− 1}.
(2) Notons, pour tout r ∈ {0, . . . , d− 1}, tr = 1 + cd−r − c0 = 1− codim(Md−r)
et sr = cd−r− c0 = −codim(Md−r). Alors, pour tout V ∈ RepG(Q`), on a des
isomorphismes canoniques
ICKV 'W≥t0,...,≥td−1V ∼→W≥s0,...,≥sd−1V.
De´monstration. (1) On peut supposer que V ∈ RepG(Q`) et que V est pure de
poids m ∈ Z. V ∗ est alors une repre´sentation de G(Q`) pure de poids −m.
On pose a0 = −m+ c0 et, pour tout r ∈ {1, . . . , d}, ar = −(td−r +m) + cr.
Alors
W≥t0,...,≥td−1V = w≤(a0,...,ad)Rj∗FKV,
donc
D(W≥t0,...,≥td−1V ) = w≥(−a0,...,−ad)(j!FKV ∗[2c0](c0))
= (w≥(−a0+2c0,...,−ad+2c0)j!FKV ∗)[2c0](c0).
D’apre`s la proposition 3.4.2,
w≥(−a0+2c0,...,−ad+2c0)j!FKV ∗ = w≤(−a0+2c0,−a1+2c0−1,...,−ad+2c0−1)Rj∗FKV ∗.
Notons b0 = m+c0 et, pour tout r ∈ {1, . . . , d}, br = −(sd−r−m)+cr. Alors
b0 = −a0 + 2c0 et, pour tout r ∈ {1, . . . , d}, br = −ar − 1 + 2c0. Donc
D(W≥t0,...,≥td−1V ) = (w≤(b0,...,bd)Rj∗FKV ∗)[2c0](c0)
= W≥s0,...,≥sd−1(V ∗)[2c0](c0).
(2) On peut supposer que V est pure. Soit m son poids. FKV est lisse pur de
poids −m sur M0, qui est lisse de dimension c0, donc le seul faisceau de
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cohomologie perverse non nul de FKV est pHc0FKV = FKV [c0], qui est pur
de poids −m+ c0. D’apre`s la proposition 3.4.2,
ICKV [c0] = j!∗(FKV [c0])
= w≤(−m+c0,...,−m+c0)Rj∗FKV [c0]
= w≤(−m+c0,−m−1+c0,...,−m−1+c0)Rj∗FKV [c0],
donc
ICKV = w≤(−m+c0,...,−m+c0)Rj∗FKV
= w≤(−m+c0,−m−1+c0,...,−m−1+c0)Rj∗FKV.
Pour conclure, il suffit de remarquer que, pour tout r ∈ {1, . . . , d},
−td−r −m+ cr = −m− 1 + c0 et −sd−r −m+ cr = −m+ c0.

4.2. Restrictions des complexes ponde´re´s aux strates.
On note S = Gm,Q.I2d le centre de G, pour tout r ∈ {1, . . . , d− 1},
Sr =

 λ2Id−r 0 00 λI2r 0
0 0 Id−r
 , λ ∈ Gm,Q

et
S0 =
(
Gm,Q.Id 0
0 Id
)
.
Pour tout r ∈ {0, . . . , d− 1}, Sr ' Gm,Q est le centre de Gr.
On utilisera les notations de 1.2 et les notations suivantes : Soit S ⊂ {0, . . . , d−1}
non vide. On pose
PS =
⋂
s∈S
Ps.
C’est un sous-groupe parabolique standard de G, dont on note NS le radical uni-
potent et LS = PS/NS le quotient de Levi. Soit r = min(S). On a Qr ⊂ PS ⊂ Pr,
donc PS/Nr est produit direct de Gr et d’un sous-groupe parabolique P`,S de L`,r,
dont on note L`,S le quotient de Levi.
On pose
HS = K ∩PS(Q)Qr(Af ) = K ∩P`,S(Q)Qr(Af )
H`,S = K ∩P`,S(Q)Nr(Af )
Γ`,S = H`,S/(K ∩NS(Q)Nr(Af )) = (K ∩P`,S(Q)NS(Af ))/(K ∩NS(Af )).
On a Kr = HS/H`,S , et Γ`,S = Ker(L`,S(Z) → L`,S(Z/nZ)) est un sous-groupe
arithme´tique net de L`,S(Q).
Soit V ∈ RepLS(Q`). Si (ts)s∈S ∈ (Z ∪ {±∞})S , on note
V<ts,s∈S
le sous-espace vectoriel de V sur lequel, pour tout s ∈ S, Ss agit par des caracte`res
x 7→ xt avec t < ts. Comme les Ss sont centraux dans LS , V<ts,s∈S est stable par
LS(Q`).
La de´finition ci-dessus s’e´tend trivialement aux complexes et donne un foncteur
exact {
Db(RepLS(Q`)) → Db(RepLS(Q`))
V 7→ V<ts,s∈S .
On de´finit de meˆme V≥ts,s∈S .
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The´ore`me 4.2.1. Soient t0, . . . , td−1 ∈ Z ∪ {±∞} et V ∈ Db(RepG(Q`)). On
suppose que tous les Hi(V ) sont purs de meˆme poids m ∈ Z. On fixe r ∈ {0, . . . , d−
1} et g ∈ G(Ẑ). Alors
[i∗g,rW
≥t0,...,≥td−1(V )] =
FKr
(∑
S
∑
i∈IS
(−1)card(S)−1 [RΓ (ΓS , RΓ(Lie(NS), gig.V )≥tr,<ts,s∈S\{r})]
)
ou` S parcourt les sous-ensembles de {r, . . . , d − 1} contenant r et, pour tout r ∈
S ⊂ {r, . . . , d − 1}, (gi)i∈IS est un syste`me de repre´sentants dans Pr(Z)Qr(Ẑ) du
double quotient PS(Q)Qr(Af ) \Pr(Q)Qr(Af )/Hr.
Supposons que V est concentre´ en degre´ 0. Alors, si ts = [s(s+ 1)− d(d+ 1)]/2
pour tout s ∈ {0, . . . , d − 1}, ou si ts = 1 + [s(s + 1) − d(d + 1)]/2 pour tout
s ∈ {0, . . . , d − 1}, on a ICKV = W≥t0,...,≥td−1(V ) (proposition 4.1.5 (2)). On
obtient donc en particulier une formule pour [i∗g,rIC
KV ].
De´monstration. Le the´ore`me re´sulte du the´ore`me 3.3.5 et de la proposition ci-
dessous.

Remarque 4.2.2. Graˆce a` ce the´ore`me et aux re´sultats de [K], on peut calculer la
fonction trace de Frobenius pour un complexe ponde´re´ (et en particulier pour les
complexes d’intersection a` coefficients dans une repre´sentation V de G(Q`)).
Rappelons qu’on a note´, pour tout r ∈ {1, . . . , d},Mr l’union des strates Im(ig,d−r),
g ∈ G(Ẑ) (c’est-a`-dire l’union des strates de MK(G;X )∗ associe´es au sous-groupe
parabolique maximal Pd−r de G). On note ir l’inclusion de Mr dans MK(G,X )∗.
Proposition 4.2.3. Soient r1, . . . , rc ∈ {0, . . . , d − 1} tels que r1 > · · · > rc,
a1, . . . , ac ∈ Z ∪ {±∞}, V ∈ Db(RepG(Q`)), r ∈ {0, . . . , rc} et g ∈ G(Ẑ). Pour tout
i ∈ {1, . . . , c}, on pose ti = −ai + ri(ri + 1)/2. On note
L = Rid−rc,∗w>aci
∗
d−rc . . . Rid−r1,∗w>a1i
∗
d−r1Rj∗FK(V )
et i = ig,r. Soit S = {r1, . . . , rc, r}.
Alors on a un isomorphisme canonique
i∗L '
⊕
C
LC ,
ou` C parcourt l’ensemble des doubles classes de PS(Q)Qr(Af ) \Pr(Q)Qr(Af )/Hr,
et de plus, si h est un repre´sentant dans Pr(Z)Qr(Ẑ) de la double classe C, on a
un isomorphisme
LC ' FKrRΓ(ΓS , RΓ(Lie(NS), hg.V )<t1,...,<tc).
De´monstration. Si r < rc, on pose c
′ = c + 1, rc′ = r, ac′ = −∞ et tc′ = +∞ ;
si r = rc, on pose c
′ = c. On a donc S = {r1, . . . , rc′}, avec r1 > · · · > rc′ = r.
D’apre`s la de´finition de L, on a une de´composition
i∗L =
⊕
LX1,...,Xc′ ,
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ou` (X1, . . . , Xc′) parcourt les c
′-uplets de strates de MK(G,X )∗ de la forme Xi =
Im(ibi,ri) tels que Xi+1 ⊂ Xi pour 1 ≤ i ≤ c′ − 1 et Xc′ = Im(ig,r), et
LX1,...,Xc′ = w>ac′ i
∗Ribc′−1,rc′−1∗w>ac′−1i
∗
bc′−1,rc′−1 . . . Rib1,r1∗w>a1i
∗
b1,r1Rj∗FKV.
Soit (X1, . . . , Xc′) un tel c
′-uplet. On choisit g1 ∈ G(Ẑ) tel que X1 = Im(ig1,r1).
Pour tout i ∈ {1, . . . , c′−1}, Xi+1 ⊂ Xi MKri (Gri ,Xri)∗∼
igi...g1,rioo est la strate
correspondant au sous-groupe parabolique maximal Ri+1 = (Pri+1 ∩Qri)/Nri de
Gri et a` un hi+1 ∈ Gri(Ẑ) ; on choisit gi+1 ∈ Qri(Ẑ) relevant hi+1.
Comme Xc′ = Im(ig,r), il existe h ∈ Pr(Q)Qr(Af ) tel que hgK = gc′ . . . g1K,
et h est dans Pr(Z)Qr(Ẑ) = Pr(Q)Qr(Af ) ∩ G(Ẑ) car g, g1, . . . , gc′ ∈ G(Ẑ) et
K ⊂ G(Ẑ).
Notons, pour tout i ∈ {1, . . . , c′}, Si = {r1, . . . , ri}.
Soit i ∈ {1, . . . , c′ − 1}. Le sous-groupe distingue´ QRi+1 de Ri+1 de´fini par Pink
est QRi+1 = Qri+1/(Qri+1 ∩ Nri), le radical unipotent de Ri+1 est NRi+1 =
Nri+1/(Nri+1 ∩ Nri) = Nri+1Nri/Nri , on a QRi+1/NRi+1 = Gri+1 , et le quo-
tient de Levi LRi+1 = Ri+1/NRi+1 s’e´crit LRi+1 = L`,Ri+1 ×Gri+1 , avec L`,Ri+1 =
(Pri+1 ∩ Qri)/Qri+1Nri . On voit facilement que L`,Si+1 = L`,Si × L`,Ri+1 et que
NRi+1 = NSi+1/NSi . On en de´duit en particulier que le groupe
ΓRi+1 = (Kri ∩ L`,Ri+1(Q)NRi+1(Af ))/(Kri ∩NRi+1(Af ))
= Ker(L`,Ri+1(Z)→ L`,Ri+1(Z/nZ))
ve´rifie ΓSi+1 = ΓSi × ΓRi+1 . Comme L`,Si ⊂ L`,ri et Gri commutent et que
S1, . . . ,Sri agissent trivialement sur NRi+1 , on a un isomorphisme canonique
RΓ(ΓRi+1 , RΓ(Lie(NRi+1), gi+1.RΓ(ΓSi , RΓ(Lie(NSi), gi . . . g1.V )<t1,...,<ti))<ti+1) '
RΓ(ΓSi+1 , RΓ(Lie(NSi+1), gi+1 . . . g1.V )<t1,...,<ti+1),
d’ou`, graˆce au the´ore`me de Pink et au lemme 4.1.2, un isomorphisme canonique
w>ai+1i
∗
gi+1...g1,ri+1Rigi...g1,ri∗FKriRΓ(ΓSi , RΓ(Lie(NSi), gi . . . g1.V )<t1,...,<ti) '
FKri+1RΓ(ΓSi+1 , RΓ(Lie(NSi+1), gi+1 . . . g1.V )<t1,...,<ti+1).
Une re´currence sur i donne alors un isomorphisme canonique
LX1,...,Xc′ ' FKrRΓ(ΓS , RΓ(Lie(NS), gc′ . . . g1.V )<t1,...,<tc′ )
' FKrRΓ(ΓS , RΓ(Lie(NS), hg.V )<t1,...,<tc′ )
= FKrRΓ(ΓS , RΓ(Lie(NS), hg.V )<t1,...,<tc).
Il reste a` compter les c′-uplets (X1, . . . , Xc′). On a associe´ a` (X1, . . . , Xc′) (de
manie`re non unique) un (c′+1)-uplet (g1, . . . , gc′ , h), avec g1 ∈ G(Ẑ), gi ∈ Qri−1(Ẑ)
pour i ≥ 2 et h ∈ Pr(Z)Qr(Ẑ) tels que hgK = gc′ . . . g1K. On note (X1, . . . , Xc′) =
Xg1,...,gc′ ,h.
On a Xg1,...,gc′ ,h = Xg′1,...,g′c′ ,h
′ si et seulement si
Pr1(Q)Qr1(Af )g1K = Pr1(Q)Qr1(Af )g′1K
P{r1,r2}(Q)Qr2(Af )g2g1K = P{r1,r2}(Q)Qr2(Af )g
′
2g
′
1K
. . .
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P{r1,...,rc′}(Q)Qrc′ (Af )gc′ . . . g1K = P{r1,...,rc′}(Q)Qrc′ (Af )g
′
c′ . . . , g
′
1K.
Il est e´vident que chaque ligne implique la pre´ce´dente, et que la dernie`re condition
est e´quivalente a`
PS(Q)Qr(Af )hgK = PS(Q)Qr(Af )h′gK,
elle-meˆme e´quivalente a`
PS(Q)Qr(Af )hHr = PS(Q)Qr(Af )h′Hr,
car gKg−1 = K (g ∈ G(Ẑ)).
On en de´duit finalement que l’application Xg1,...,gc′ ,h 7→ PS(Q)Qr(Af )hHr induit
une bijection entre l’ensemble des c′-uplets (X1, . . . , Xc′) et le double quotient
PS(Q)Qr(Af ) \Pr(Q)Qr(Af )/Hr.

Remarque 4.2.4. Nous pouvons maintenant rendre plus explicite le rapport entre les
complexes ponde´re´s de´finis ici et ceux de [GHM]. Soient t0, . . . , td−1 ∈ Z ∪ {±∞}
et V une repre´sentation alge´brique de G, qu’on suppose pure de poids 0 pour
simplifier. Pour tout r ∈ {1, . . . , d}, on note ar = −td−r + (d − r)(d + 1 − r)/2.
Alors, d’apre`s le the´ore`me 3.3.5, on a une e´galite´ dans le groupe de Grothendieck
de Dbm(M
K(G,X )∗,Q`)
[W≥t0,...,≥td−1V (Q`)] =
∑
1≤r1<···<rc≤d
(−1)c[Rirc∗w>arc i∗rc . . . Rir1∗w>a1i∗r1Rj∗FKV (Q`)].
Or, d’apre`s le calcul explicite des
Lr1,...,rc = Rirc∗w>arc i
∗
rc . . . Rir1∗w>ar1 i
∗
r1Rj∗FKV (Q`)
qui a e´te´ fait dans la proposition ci-dessus, il existe une manie`re naturelle de relever
ces complexes en des complexes surM∗d,n[1/`], qu’on notera encore Lr1,...,rc . Notons
Lr1,...,rc(C) le complexe de faisceaux de Q`-espaces vectoriels sur M∗d,n(C) de´duit
du complexe Lr1,...,rc sur M∗d,n[1/`]. Alors la somme alterne´e∑
1≤r1<···<rc≤d
(−1)c[Lr1,...,rc(C)]
est e´gale a` la classe (dans le groupe de Grothendieck de la cate´gorie de´rive´e de la
cate´gorie des faisceaux de Q`-espaces vectoriels sur M∗d,n(C)) de l’image directe
par le morphisme canonique de la compactification de Borel-Serre re´ductive de
MK(G,X )(C) sur M∗d,n(C) = MK(G,X )∗(C) du complexe ponde´re´ de [GHM]
associe´ au profil de poids (t0, . . . , td−1) et a` coefficients dans V .
5. Correspondances de Hecke
Dans toute cette partie, les fle`ches marque´es “CB” seront des fle`ches de change-
ment de base.
5.1. Correspondances cohomologiques et troncature par le poids. Soient
c1 : X
′ → X1, c2 : X ′ → X2 deux morphismes finis entre des sche´mas se´pare´s de
type fini sur Fq.
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De´finition 5.1.1. Soient j1 : Y1 → X1, j2 : Y2 → X2, j′ : Y ′ → X ′ des immersions
localement ferme´es. On suppose que c1(Y
′) ⊂ Y1 et c2(Y ′) ⊂ Y2, et on note c1 :
Y ′ → Y1 et c2 : Y ′ → Y2 les morphismes obtenus par restriction.
Alors, pour tous K ∈ Dbc(Y1,Q`), L ∈ Dbc(Y2,Q`) et pour toute correspondance
cohomologique u : c∗1K → c!2L de K a` L a` support dans (c1, c2), on appelle image
de u par (j1, j2) la correspondance cohomologique de Rj1∗K a` Rj2∗L a` support
dans (c1, c2) suivante :
c∗1Rj1∗K
CB→ Rj′∗c∗1K u→ Rj′∗c!2L CB→ c!2Rj2∗L.
Si X1 = X2 et j1 = j2 = j, on note aussi u = Rj∗u.
Lemme 5.1.2. ([F] 1.3.1) Supposons que X1 = X2 et que j = j1 = j2 et j
′
sont des immersions ouvertes. Alors, pour toute u : c∗1K → c!2L, Rj∗u est l’unique
prolongement de u en une correspondance cohomologique c∗1Rj∗K → c!2Rj∗L.
Dans la suite, on suppose que X1 = X2 = X. Soient (Sk)0≤k≤n et (S′k)0≤k≤n
des stratifications de X et X ′ (au sens de la de´finition 3.3.1). On note ik : Sk → X
(resp. i′k : S
′
k → X ′) l’inclusion, U = S0 (resp. U ′ = S′0) et j = i0 (resp. j′ = i′0).
On suppose que, pour tout k ∈ {0, . . . , n}, c1 et c2 envoient S′k dans Sk.
On note ck1 , c
k
2 : S
′
k → Sk les morphismes obtenus ; si k = 0, on note aussi c1 = c01
et c2 = c
0
2.
Lemme 5.1.3. Soient K,L ∈ Dbm(X,Q`), u : c∗1K → c!2L une correspondance
cohomologique a` support dans (c1, c2) et a ∈ (Z∪ {±∞})n+1. Alors il existe une et
une seule correspondance cohomologique w≤au : c∗1w≤aK → c!2w≤aL (resp. w>au :
c∗1w>aK → c!2w>aL) qui fait commuter le diagramme
c∗1w≤aK //
w≤au

c∗1K
u

c!2w≤aL // c
!
2Lresp.
c∗1K //
u

c∗1w>aK
w>au

c!2L // c
!
2w>aL

De´monstration. Il suffit de traiter le cas de w≤a, car celui de w>a s’en de´duit par
dualite´. Conside´rons le diagramme suivant, dont les lignes sont distingue´es
c∗1w≤aK // c
∗
1K //
u

c∗1w>aK
+1 //
c!2w≤aL // c
!
2L // c
!
2w>aL
+1 //
D’apre`s le (iv) de la proposition 3.4.1, c∗1w≤aK ∈ wD≤a(X ′) et c!2w>aL ∈ wD>a(X ′).
En appliquant le (i) de la meˆme proposition, on trouve RHom(c∗1w≤aK, c
!
2w>aL) =
0, donc le morphisme canonique
RHom(c∗1w≤aK, c
!
2w≤aL)→ RHom(c∗1w≤aK, c!2L)
est un isomorphisme, ce qui donne l’existence et l’unicite´ de w≤au.
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
Nous allons expliciter les correspondances w≤au et w>au dans deux cas par-
ticuliers. On aura besoin d’un morphisme fonctoriel de´duit de l’isomorphisme de
changement de base propre. Conside´rons un diagramme carte´sien aux e´le´ments nil-
potents pre`s
Y ′
f ′ //
g′

X ′
g

Y
f
// X
On a un isomorphisme de changement de base Rf ′∗g
′! ∼→ g!Rf∗, d’ou` un morphisme
fonctoriel
f ′∗g!
adj→ f ′∗g!Rf∗f∗ ∼←− f ′∗Rf ′∗g′!f∗ adj→ g′!f∗.
Si j : U → Y ′ est un morphisme e´tale, on en de´duit un morphisme fonctoriel
(f ′j)∗g! = j!f ′∗g! → j!g′!f∗ = (g′j)!f∗.
Revenons au calcul de w≤au et w>au.
Lemme 5.1.4. Soient a ∈ Z ∪ {±∞} et k ∈ {0, . . . , n}. On de´finit a, a′ ∈ (Z ∪
{±∞})n+1 par ar = −a′r = +∞ si r 6= k et ak = a′k = a. On suppose que ck1 et
ck2 sont e´tales. Alors, pour tous K,L ∈ Dbm(X,Q`) et pour toute correspondance
cohomologique u : c∗1K → c!2L, w>au est e´gal au compose´
c∗1w>aK c
∗
1Rik∗w>ai
∗
kK
CB // Ri′k∗c
k∗
1 w>ai
∗
kK Ri
′
k∗w>ac
k∗
1 i
∗
kK Ri
′
k∗w>ai
′
k
∗
c∗1K
u
c!2w>aL c
!
2Rik∗w>ai
∗
kL Ri
′
k∗c
k!
2 w>ai
∗
kL
CBoo Ri′k∗w>ac
k!
2 i
∗
kL R
′
k∗w>ai
′
k
∗
c!2Loo
et w≤a′u est e´gal au compose´
c∗1w≤a′K c
∗
1ik!w≤ai
!
kK
CB // i′k!c
k∗
1 w≤ai
!
kK i
′
k!w≤ac
k∗
1 i
!
kK
// i′k!w≤ai
′
k
!
c∗1K
u
c!2w≤a′L c
!
2ik!w≤ai
!
kL i
′
k!c
k!
2 w≤ai
!
kL
CBoo i′k!w≤ac
k!
2 i
!
kL i
′
k!w≤ai
′
k
!
c!2L
De´monstration. Il suffit de traiter le cas de w>au, l’autre cas s’en de´duisant par
dualite´. Notons v : c∗1w>aK → c!2w>aL le morphisme de´fini dans l’e´nonce´. D’apre`s
le lemme 5.1.3, il suffit de montrer que le diagramme suivant est commutatif
c∗1K
u

// c∗1w>aK
v

c!2L // c
!
2w>aL
Le morphisme v est le compose´ de trois morphismes :
(1) un morphisme v1 : c
∗
1w>aK → Ri′k∗w>ai′k∗c∗1K = w>ac∗1K ;
(2) un morphisme w>ac
∗
1K → w>ac!2L, obtenu en appliquant a` u le foncteur
w>a ;
(3) un morphisme v2 : w>ac
!
2L = Ri
′
k∗w>ai
′
k
∗
c!2L→ c!2w>aL.
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Il suffit de montrer que les deux diagrammes suivants commutent
c∗1K //
##
c∗1w>aK
v1

c!2L //
##
w>ac
!
2L
v2

w>ac
∗
1K c
!
2w>aL
Le premier diagramme se re´e´crit
c∗1K
adj //
CB

(1)
c∗1Rik∗i
∗
kK
CB

//
(2)
c∗1Rik∗w>ai
∗
kK
CB

Ri′k∗c
k∗
1 i
∗
kK
//
(3)
Ri′k∗c
k∗
1 w>ai
∗
kK
o

Ri′k∗i
′
k
∗
c∗1K // Ri
′
k∗w>ai
′
k
∗
c∗1K
(1) est commutatif par des arguments standard, (2) et (3) sont clairement commu-
tatifs. Pour prouver que le deuxie`me diagramme est commutatif, on se rame`ne de
la meˆme manie`re a` montrer la commutativite´ du diagramme
c!2L
adj //
adj

Ri′k∗i
′
k
∗
c!2L

c!2Rik∗i
∗
kL Ri
′
k∗c
k!
2 i
∗
kL
CBoo
Si on remplace la fle`che de droite par sa de´finition, ce diagramme se re´e´crit
c!2L
adj //
adj

Ri′k∗i
′
k
∗
c!2L
adj // Ri′k∗i
′
k
∗
c!2L
c!2Rik∗i
∗
kL Ri
′
k∗c
k
2
!
i∗kL
CBoo Ri′k∗i
′
k
∗
Ri′k∗c
k
2
!
i∗kL
adjoo
CBo
OO
En de´veloppant les fle`ches de changement de base, on obtient le diagramme ci-
dessous (ou` toutes les fle`ches sont des fle`ches d’adjonction), qui est clairement
commutatif
c!2L //

Ri′k∗i
′
k
∗
c!2L // Ri
′
k∗i
′
k
∗
c!2Rik∗i
∗
kL Ri
′
k∗i
′
k
∗
c!2Rik∗c
k
2∗c
k
2
!
i∗kLoo
c!2Rik∗i
∗
kL
33
Ri′k∗i
′
k
∗
c!2c2∗Ri
′
k∗c
k
2
!
i∗kL
c!2Rik∗c
k
2∗c
k
2
!
i∗kL
OO
44
c!2c2∗Ri
′
k∗c
k
2
!
i∗kL
22
Ri′k∗c
k
2
!
i∗kL //oo Ri
′
k∗i
′
k
∗
Ri′k∗c
k
2
!
i∗kL
OO
uu

Nous appelons “groupe de Grothendieck des correspondances cohomologiques a`
support dans (c1, c2)” le groupe engendre´ par les classes d’isomorphisme de triplets
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(K,L, u), ou` K,L ∈ Dbm(X,Q`) et u est un morphisme c∗1K → c!2L (un isomor-
phisme (K,L, u)
∼→ (K ′, L′, u′) est un couple d’isomorphismes (f : K ∼→ K ′, g :
L
∼→ L′) tel que c!2(g) ◦ u = u′ ◦ c∗1(f)), soumis aux relations : [(K ′, L′, u′)] =
[(K,L, u)] + [(K ′′, L′′, u′′)] s’il existe des triangles distingue´s K → K ′ → K ′′ +1→ et
L→ L′ → L′′ +1→ tels que le diagramme suivant commute
c∗1K //
u

c∗1K
′ //
u′

c∗1K
′′ +1 //
u′′

c!2L // c
!
2L
′ // c!2L
′′ +1 //
La proposition suivante se prouve exactement comme le the´ore`me 3.3.5.
Proposition 5.1.5. Pour tout a ∈ (Z ∪ {±∞})n+1, pour tous K,L ∈ wD≤a0(U)
et pour toute correspondance cohomologique u : c∗1K → c!2L, on a
[w≤aRj∗u] =
∑
1≤n1<...nr≤n
(−1)r[Rinr∗w>ar i∗nr . . . Rin1∗w>a1i∗n1Rj∗u]
dans le groupe de Grothendieck des correspondances cohomologiques a` support dans
(c1, c2).
5.2. Correspondances de Hecke sur les complexes ponde´re´s. Dans cette
section, (G,X ) est la donne´e de Shimura (GSp2d,Q,Xd) de la section 1.1, et on
utilise les notations de la partie 4. On fixe deux entiers n,m ≥ 3 tels que n divise
m, et un nombre premier p 6= ` qui ne divise pas m. On note K = Kd(n) et
K′ = Kd(m) et, comme dans la partie 4, on travaille sur les re´ductions modulo p
des varie´te´s de Shimura.
De´finition 5.2.1. Soient g ∈ G(Apf ) tel que g−1K′g ⊂ K et V ∈ Db(RepG(Q`)). La
multiplication par g induit un isomorphisme g.V
∼→ V , d’ou` une correspondance
cohomologique sur FKV a` support dans (Tg, T1),
ug : T
∗
gFKV ' FK
′
g.V
∼→ FK′V ' T ∗1FKV,
qu’on appelle correspondance de Hecke associe´e a` g.
Dans cette section, nous allons calculer, pour V ∈ Db(RepG(Q`)), 0 ≤ rc < · · · <
r1 ≤ d−1 et a1, . . . , ac ∈ Z∪{±∞}, la correspondanceRid−rc,∗w>aci∗d−rc . . . Rid−r1,∗w>a1i∗d−r1Rj∗ug
(d’apre`s la proposition 5.1.5, on pourra en de´duire la classe dans le groupe de Gro-
thendieck d’une correspondance w≤aRj∗ug). Pour tout s ∈ {1, . . . , c}, on pose
ts = −as + rs(rs + 1)/2.
Notons S = {r1, . . . , rc} et E l’ensemble des c-uplets (X1, . . . , Xc) tels que Xi ⊂
MK(G,X )∗ soit de la forme Im(ibi,ri), bi ∈ G(Ẑ), et Xi+1 ⊂ Xi pour 1 ≤ i ≤ c−1.
On de´finit une application{
G(Ẑ)×Qr1(Ẑ)× · · · ×Qrc−1(Ẑ) → E
(g1, . . . , gc) 7→ Xg1,...,gc
de la manie`re suivante : Xg1,...,gc = (X1, . . . , Xc) avec X1 = Im(ig1,r1), et, pour
tout j ∈ {1, . . . , c− 1}, Xj+1 la strate de bord de MKrj (Grj ,Xrj )∗
igj...g1,rj
∼ // Xj
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associe´e au sous-groupe parabolique maximal (Prj+1∩Qrj )/Nrj de Grj et a` l’image
de gj+1 dans Grj (Ẑ).
Cette application est surjective, et on a Xg1,...,gc = Xg′1,...,g′c si et seulement si
Pr1(Q)Qr1(Af )g1K = Pr1(Q)Qr1(Af )g′1K
P{r1,r2}(Q)Qr2(Af )g2g1K = P{r1,r2}(Q)Qr2(Af )g
′
2g
′
1K
. . .
P{r1,...,rc}(Q)Qrc(Af )gc . . . g1K = P{r1,...,rc}(Q)Qrc(Af )g
′
c . . . g
′
1K.
Comme chaque ligne implique la pre´ce´dente, on en de´duit queXg1,...,gc = Xgc...g1,1,...,1,
et que g 7→ X(g,1,...,1) induit une bijection ϕ : PS(Q)Qrc(Af ) \G(Af )/K ∼→ E .
D’apre`s la proposition 4.2.3, on a un isomorphisme canonique
Rid−rc,∗w>aci
∗
d−rc . . . Rid−r1,∗w>a1i
∗
d−r1Rj∗FKV '
⊕
C∈PS(Q)Qrc (Af )\G(Af )/K
LC ,
ou`, pour tout C, si ϕ(C) = (Im(ib1,r1), . . . , Im(ibc,rc)) ∈ E , alors
LC = Ribc,rc,∗w>aci
∗
bc,rc . . . Rib1,r1,∗w>a1i
∗
b1,r1Rj∗FKV.
La correspondanceRid−rc,∗w>aci
∗
d−rc . . . Rid−r1,∗w>a1i
∗
d−r1Rj∗ug est donc donne´e
par une matrice (uC1,C2)C1,C2∈PS(Q)Qrc (Af )\G(Af )/K, dont nous allons calculer les
coefficients.
Dans la suite, on utilisera les notations de la section 1.2 (en particulier Hr, H`,r,
etc) et on notera avec un ′ les groupes analogues obtenus en remplac¸ant K par K′.
Soient C1, C2 ∈ PS(Q)Qrc(Af ) \ G(Af )/K. On fixe h1 ∈ C1 ∩ G(Ẑ) et h2 ∈
C2 ∩G(Ẑ). D’apre`s la proposition 4.2.3, on a des isomorphismes
LC1 ' Rih1,rc,∗FKrcRΓ(ΓS , RΓ(Lie(NS), h1.V )<t1,...,<tc)
LC2 ' Rih2,rc,∗FKrcRΓ(ΓS , RΓ(Lie(NS), h2.V )<t1,...,<tc).
Soient C ′ une double classe dans PS(Q)Qrc(Af )\G(Af )/K′ et h ∈ C ′∩G(Ẑ). On
suppose que C1 = C
′gK et C2 = C ′K. Il existe donc q1, q2 ∈ PS(Q)Qrc(Af )∩G(Apf )
tels que q1h1 ∈ hgK et q2h2 ∈ hK, et les diagrammes suivants sont commutatifs
MK
′
rc (Grc ,Xrc)
i′h,rc //
Tq1

MK
′
(G,X )∗
T g

MK
′
rc (Grc ,Xrc)
i′h,rc //
Tq2

MK
′
(G,X )∗
T 1

MKrc (Grc ,Xrc)
ih1,rc // MK(G,X )∗ MKrc (Grc ,Xrc)
ih2,rc // MK(G,X )∗
ou` q1 (resp. q2) est l’image de q1 (resp. q2) dans Grc(A
p
f ).
On note vC′ la correspondance cohomologique de LC1 a` LC2 a` support dans
(T g, T 1) image par (ih1,rc , ih2,rc) de la correspondance
T ∗q1i
∗
h1,rcLC1 ' FK
′
rcRΓ(ΓS , RΓ(Lie(NS), q1h1.V )<t1,...,<tc)
q−12 h
−1
2 q1h1−−−−−−−−−→ FK′rcRΓ(ΓS , RΓ(Lie(NS), q2h2.V )<t1,...,<tc) ' T ∗q2i∗h2,rcLC2 ,
ou` la fle`che du milieu est induite par l’isomorphisme q1h1.V
∼→ q2h2.V, v 7→ q−12,`h−12,`q1,`h1,`.v.
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The´ore`me 5.2.2. On a
uC1,C2 = [H`,S : H
′
`,S ]
∑
C′
vC′ ,
ou` la somme est sur les doubles classes C ′ dans PS(Q)Qr(Af ) \G(Af )/K′ telles
que C1 = C
′gK et C2 = C ′K.
De´monstration. On note E ′ l’ensemble des c-uplets (X ′1, . . . , X ′c) tels que, pour tout
i ∈ {1, . . . , c}, X ′i ⊂ MK
′
(G,X )∗ soit de la forme Im(i′bi,ri), bi ∈ G(Ẑ), et, pour
tout i ∈ {1, . . . , c − 1}, X ′i+1 ⊂ X ′i. On construit comme plus haut une bijection
PS(Q)Qrc(Af ) \G(Af )/K′ ∼→ E ′ et, pour tout C ′ ∈ PS(Q)Qrc(Af ) \G(Af )/K′,
un complexe L′C′ , qui, si h ∈ C ′ ∩G(Ẑ), est isomorphe a`
FK′rcRΓ(ΓS , RΓ(Lie(NS), h.V )<t1,...,<tc).
Les morphismes T g et T 1 induisent de manie`re e´vidente des applications E ′ → E ,
qu’on notera encore T g et T 1. Si on identifie E (resp. E ′) a` PS(Q)Qrc(Af )\G(Af )/K
(resp. PS(Q)Qrc(Af )\G(Af )/K′), T g et T 1 sont simplement les applications C ′ 7→
C ′gK et C ′ 7→ C ′K.
D’apre`s le lemme 5.1.4, uC1,C2 s’e´crit
∑
uC′ , pour C
′ parcourant T
−1
g (C1) ∩
T
−1
1 (C2), ou` uC′ est de la forme T
∗
gLC1 → L′C′ → T
∗
1LC2 . Pour voir que uC′ =
[H`,S : H
′
`,S ]vC′ , il suffit de raisonner par re´currence sur c comme dans la preuve de
la proposition 4.2.3, en utilisant la description du lemme 5.1.4 et le corollaire de la
proposition ci-dessous.

Proposition 5.2.3. Soient h, h′ ∈ G(Ẑ), g ∈ G(Apf ) tel que g−1K′g ⊂ K et
r ∈ {0, . . . , d−1}. On note i = ih,r : M1 = MKr (Gr,Xr)→MK(G,X )∗ (resp. i′ =
i′h′,r : M
′
1 = M
K′r (Gr,Xr) → MK′(G,X )∗). On suppose que T g(i′(M ′1)) = i(M1),
c’est-a`-dire que Pr(Q)Qr(Af )hK = Pr(Q)Qr(Af )h′gK. On a un diagramme com-
mutatif
M ′1
d

i′ // MK
′
(G,X )∗
T g

MK
′
(G,X )j
′
oo
Tg

M1
i // MK(G,X )∗ MK(G,X )joo
Le carre´ de droite est carte´sien, et Tg et d sont finis e´tales. Alors, pour tout L ∈
Dbc(M
K(G,X ),Q`), la fle`che compose´e
u : d∗i∗Rj∗L = i′
∗
T
∗
gRj∗L
CB→ i′∗Rj′∗T ∗g L = i′∗Rj′∗T !gL
CB→ i′∗T !gRj∗L
→ d!i∗Rj∗L = d∗i∗Rj∗L
(ou` la dernie`re fle`che est celle de´finie avant le lemme 5.1.4) est e´gale a` [H`,r :
H′`,r].id.
Corollaire 5.2.4. r est comme dans la proposition ci-dessus, et on se donne
h1, h2, h
′ ∈ G(Ẑ), g1, g2 ∈ G(Apf ) tels que g−11 K′g1 ⊂ K, g−12 K′g2 ⊂ K et T g1
(resp. T g2) envoie Im(i
′
h′,r) dans Im(ih1,r) (resp. Im(ih2,r)). Il existe donc q1, q2 ∈
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Pr(Q)Qr(Af ) ∩G(Apf ) et k1, k2 ∈ K tels que q1h1 = h′g1k1 et q2h2 = h′g2k2, et
les diagrammes suivants sont commutatifs
MK
′
r (Gr,Xr)
i′
h′,r //
Tq1

MK
′
(G,X )∗
T g1

MK
′
r (Gr,Xr)
i′
h′,r //
Tq2

MK
′
(G,X )∗
T g2

MKr (Gr,Xr)
ih1,r // MK(G,X )∗ MKr (Gr,Xr)
ih2,r // MK(G,X )∗
ou` q1 et q2 sont les images dans Gr(A
p
f ) de q1 et q2.
Soit V ∈ Db(RepG(Q`)). Alors la correspondance cohomologique v1 : T ∗q1i∗h1,rRj∗FKV →
T ∗q2i
∗
h2,r
Rj∗FKV de´finie par
T ∗q1i
∗
h1,r
Rj∗FKV = i′h′,r∗T
∗
gRj∗FKV
Rj∗ug→ i′h′,r∗T
!
1Rj∗FKV
→ T !q2i∗h2,rRj∗FK(V )
= T ∗q2i
∗
h2,r
Rj∗FKV
est e´gale a` [H`,r : H
′
`,r] fois la correspondance
v2 : T
∗
q1
i∗h1,rRj∗FKV ' FK
′
rRΓ(Γ`,r, RΓ(Lie(Nr), q1h1.V ))
q−12 h
−1
2 q1h1−−−−−−−−−→ FK′rRΓ(Γ`,r, RΓ(Lie(Nr), q2h2.V )) ' T ∗q2i∗h2,rRj∗FKV.
De´monstration. Notons
ϕj : T
∗
qj
i∗hj ,rRj∗FKV = i′h′,r
∗
T
∗
gjRj∗FKV
CB→ i′h′,r∗Rj′∗T ∗gjFKV
' i′h′,r∗Rj′∗FK
′
gj .V
gj→ i′h′,r∗Rj′∗FK
′
V
pour j = 1, 2, et
ψ : i′h′,r
∗
Rj′∗FK
′
V
g−12→ i′h′,r∗Rj′∗FK
′
g2.V
' i′h′,r∗Rj′∗T !g2FKV
CB→ i′h′,r∗T
!
g2Rj∗FKV
→ T !q2i∗h2,rRj∗FKV
On a v1 = ψϕ1 par de´finition de Rj∗ug, ϕ2v2 = ϕ1 d’apre`s la proposition 2.2.3
et ψϕ2 = [H`,r : H
′
`,r]id d’apre`s la proposition ci-dessus, donc
v1 = ψϕ1 = ψϕ2v2 = [H`,r : H
′
`,r]v2.

De´monstration de la proposition. On peut supposer que g = 1, et on le fera pour
simplifier les notations.
Comme T 1 est un morphisme fini entre sche´mas normaux, on dispose d’un mor-
phisme fonctoriel trace TrT 1 : T 1∗T
∗
1 → id (SGA XVII 6.2.5 et 6.2.6). On notera
encore TrT 1 le morphisme fonctoriel T
∗
1 → T
!
1 qui s’en de´duit par adjonction.
D’apre`s le lemme 5.1.2, le morphisme
T
∗
1Rj∗L
CB→ Rj′∗T ∗1L = Rj′∗T !1L CB→ T
!
1Rj∗L
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est e´gal a`
TrT 1 : T
∗
1Rj∗L→ T
!
1Rj∗L.
Soit Z = (M1 ×MK(G,X )∗ MK′(G,X )∗)red (c’est l’union disjointe des strates
Im(i′b,r) de M
K′(G,X )∗ au-dessus de M1). On a un diagramme commutatif dont
le carre´ du bas est carte´sien aux nilpotents pre`s
M ′1
i′
))
k

d

Z
I //
c

MK
′
(G,X )∗
T 1

M1
i
// MK(G,X )∗
ou` c est fini e´tale et k est une immersion ouverte.
Notons nT la ponde´ration de T 1 de´finie dans SGA XVII 6.2.6 : si x
′ est un
point ge´ome´trique de MK
′
(G,X )∗ d’image x dans MK(G,X )∗, et si Kx′ (resp.
Kx) est le corps des fractions de l’anneau strictement local de M
K′(G,X )∗ en x′
(resp. de MK(G,X )∗ en x), alors nT (x′) = [Kx′ : Kx]. En particulier, si l’image de
x′ est dans MK
′
(G,X ), alors nT (x′) = 1 (puisque T1 est e´tale). Pour tout point
ge´ome´trique x de MK(G,X ), on a donc
(+)
∑
x′∈T−11 (x)
nT (x
′) = deg(T1) = [K : K′].
nT donne par changement de base une ponde´ration de c, d’ou` des morphismes
trace Trc : c∗c∗ → id et Trc : c∗ → c!. D’apre`s la compatibilite´ aux changements
de base du morphisme trace, le morphisme fonctoriel
c∗i∗ = I∗T
∗
1
I∗TrT1−−−−−−→ I∗T !1 → c!i∗
est e´gal au morphisme Trc : c
∗i∗ → c!i∗, donc l’endomorphisme u de d∗i∗Rj∗L
qu’on veut calculer est e´gal au morphisme
d∗i∗Rj∗L = k∗c∗i∗Rj∗L
Trc→ k∗c!i∗Rj∗L = d∗i∗Rj∗L.
Pour conclure, il suffit donc de montrer que si x′ est un point ge´ome´trique de
MK
′
(G,X )∗ qui se factorise par i′ : M ′1 →MK
′
(G,X )∗, alors nT (x′) = [H`,r : H′`,r].
Soit x′ un tel point. Son image x dans MK(G,X )∗ se factorise e´videmment par
i : M1 → MK(G,X )∗. D’apre`s la proprie´te´ SGA XVII 6.2.4 (*) des ponde´rations
et l’e´galite´ (+) ci-dessus, on a∑
x′′∈T−11 (x)
nT (x
′′) = [K : K′].
Or le groupe K/K′ agit transitivement sur T
−1
1 (x), donc les nT (x
′′), x′′ ∈ T−1(x),
sont tous e´gaux. On en de´duit que nT (x
′) = [K : K′]/ card(T
−1
1 (x)).
Il reste a` calculer card(T
−1
1 (x)). Notons N le nombre de strates de M
K′(G,X )∗
de la forme Im(i′b,r) qui sont envoye´es sur M1 par T 1. Comme on a Im(i
′
b1,r
) =
Im(i′b2,r) si et seulement si Pr(Q)Qr(Af )b1K
′ = Pr(Q)Qr(Af )b2K′, N est e´gal au
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cardinal de la fibre en Pr(Q)Qr(Af )hK de l’application e´vidente
Pr(Q)Qr(Af ) \G(Af )/K′ → Pr(Q)Qr(Af ) \G(Af )/K, c’est-a`-dire a` [K : K′]/[Hr :
H′r]. Comme chaque strate Im(i
′
b,r) de M
K′(G,X )∗ qui s’envoie sur M1 a [Kr : K′r]
points ge´ome´triques au-dessus de x, on trouve finalement
card(T
−1
1 (x)) = [Kr : K
′
r]
[K : K′]
[Hr : H′r]
=
[K : K′]
[H`,r : H′`,r]
,
ce qui finit la preuve.

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Re´sume´. In this work, we calculate the trace of a Hecke correspondance com-
posed with a power of the Frobenius endomorphism on the fibre of the in-
tersection complexes of the Baily-Borel compactification of a Siegel modular
variety.
Our main tool is Pink’s theorem about the restriction to the strata of
the Baily-Borel compactification of the direct image of a local system on the
Shimura variety. To use this theorem, we give a new construction of the inter-
mediate extension of a pure perverse sheaf as a weight truncation of the full
direct image.
More generally, we are able to define analogs in positive characteristic of
the weighted cohomology complexes introduced by Goresky, Harder and Mac-
Pherson.
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