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We determine equation of state of stoichiometric FeO by employing the diﬀusion Monte
Carlo method. The fermionic nodes of the many-body wave function are ﬁxed by a single
Slater determinant of one-particle orbitals extracted from spin-unrestricted Kohn-Sham
equations utilizing a hybrid exchange-correlation functional. The calculated ambient pres-
sure properties agree very well with available experimental data. At approximately 65
GPa, the atomic lattice is found to change from the rocksalt B1 to the NiAs-type inverse
B8 structure.
Understanding high-pressure behavior of transition metal oxides is of particular impor-
tance for condensed matter physics, since amount of electronic correlations changes with
compression and it is, therefore, an experimentally tunable quantity. These oxides are
among the simplest compounds exhibiting non-trivial eﬀects of correlations, which makes
them an ideal medium for investigation of these phenomena. Moreover, iron oxide subject
to large pressures is relevant for geophysical applications, since it is an end-member of an
important constituent of the Earth’s interior, Fe1−xMgxO.
At ambient conditions, FeO crystallizes in the B1 (NaCl-type) structure. It is paramag-
netic at high temperatures and antiferromagnetically ordered below 198 K. This ordering
is accompanied by a small rhombohedral distortion—the unit cell is stretched along the
[111] body diagonal. Shock-wave studies showed that around 70 GPa the oxide transforms
to a diﬀerent structure [1]. X-ray diﬀraction performed during the high-temperature static
compression revealed that the high-pressure structure is inverse B8 (NiAs-type), iB8 for
short [2, 3]. Assessing the correct energy ordering of structural phases of FeO proved to
be diﬃcult for the density functional theory (DFT) in the local density and generalized
gradient approximations (LDA and GGA). These approaches predict the iB8 phase more
stable than B1 at all pressures, clearly contradicting experimental ﬁndings [3–5]. It has
been demonstrated that inclusion of Coulomb U alleviates this problem [4, 5].
In this paper, we present equation of state of stoichiometric FeO obtained with the ﬁxed-
node diﬀusion Monte Carlo (DMC) method [6], a many-body computational approach
that is well suited for strongly correlated systems. Main lines of this calculation were
previously reported in Ref. 7. We focus on the two key lattice structures identiﬁed in
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Figure 1. DMC total energy as a function of the exact-exchange weight w calculated in
simulation cells containing 8 FeO units. Compressed B1 (red, V = 17.3 A˚3/FeO) and
iB8 (blue, V = 17.0 A˚3/FeO) phases on the left, B1 phase at ambient conditions (red,
V = 20.4 A˚3/FeO) on the right.
experiments—B1 with the type-II antiferromagnetic (AFM) ordering (space group R3¯m)
and iB8 also in the AFM state (group P6¯m2)—and show that the DMC method provides
a consistent picture that closely follows experimental data.
The guiding wave function that determines (ﬁxes) the fermionic nodes in our DMC
simulations is of the Slater–Jastrow type, ΨG = ΨS exp[J ], where
ΨS(r1, . . . , rN) = det{ψσ} = det{φ↑α} det{φ↓β} , (1a)
J(r1, . . . , rN) =
∑
i,j
f(ri − rj) +
∑
i,I
g(ri −RI) . (1b)
The lower-case indices in Eq. (1b) run over electrons, the upper-case index denotes ions.
The Jastrow correlation factor J contains electron–electron and electron–ion terms, f
and g, that have the same form as in Ref. 8 and include 17 parameters optimized within
the variational Monte Carlo framework. The determinant of spinorbitals ψσ becomes
a product of determinants of spin-up and spin-down spatial orbitals
{
φ↑α, φ
↓
β
}
after ﬁx-
ing the electron spins, N↑ = N↓ = N/2, while the overall state is a spin-unrestricted
antiferromagnet.
The quality of the ﬁxed-node DMC total energy is entirely determined by fermionic
nodes of the guiding wave function. The closer these nodes approximate the exact ones,
the lower (and therefore more accurate) is the DMC estimate of the ground state energy.
The fermionic nodes of a wave function given by Eq. (1) are controlled by the one-particle
orbitals
{
φ↑α, φ
↓
β
}
, which we extract from Kohn-Sham equations corresponding to the
hybrid exchange-correlation functional PBE0 given as [9]
EPBE0xc = wE
HF
x + (1− w)EPBEx + EPBEc . (2)
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Figure 2. E(V ) and P (V ) equations of state. Shown are DMC total energies of the B1
(red squares) and the iB8 (blue circles) phases. Statistical error bars are smaller than
the symbol sizes. Solid lines are ﬁts with Murnaghan equation of state. Black points
represent experiments: circles [15] (B1, Fe0.98O), triangles [16] (B1, Fe0.94O), squares [2]
(iB8, Fe0.98O). All B1 data were taken at room temperature, the iB8 data at 900 K. B1
datasets are shown relative to the equilibrium volume to reduce non-stoichiometry eﬀects.
Here EPBEx and E
PBE
c are exchange and correlation parts of the PBE-GGA [10], E
HF
x is
the exact exchange from Hartree–Fock theory and the weight w is in the range 0 < w < 1.
The functional of Eq. (2) deﬁnes a class of one-particle orbitals
{
φ
↑(w)
α , φ
↓(w)
β
}
than can be
used to minimize the DMC ﬁxed-node error by varying the weight w [11]. The DMC total
energy as a function of the weight w is plotted in Fig. 1. The optimum is close to 0.25 at
ambient conditions and slightly decreases with compression. Since detailed optimization
at each volume is computationally expensive, we have ﬁxed the weight w to a reasonable
compromise value w = 0.2 in our calculation of the equation of state.
The large energy scale associated with core electrons severely limits eﬃciency of all-
electron DMC simulations. Consequently, we replace the atomic cores by norm-conserving
pseudopotentials within the so-called localization approximation [12]. We employ small-
core pseudopotentials [13, 14] to minimize biases caused by elimination of the core states.
We represent the inﬁnite crystal by a periodically repeated simulation cell containing
8 FeO units, i.e., 176 valence and semi-core electrons. Despite such a large number of
electrons, ﬁnite-size errors turn out to be signiﬁcant if not treated properly. One part
of these errors is related to incorrect momentum quantization due to conﬁnement of
electrons into the simulation cell, the second part comes from the artiﬁcial periodicity
of the exchange-correlation hole introduced by Ewald sum. To eliminate the ﬁrst part
of the bias, we average over the so-called twisted boundary conditions as proposed in
Ref. 17. We have found that in our simulation cells it is suﬃcient to consider only as
few as 8 twists. The second part of the ﬁnite-size errors is accounted for by a correction
introduced in Ref. 18. This correction is quite eﬀective in the present case, residual errors
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4Table 1
Equilibrium lattice constant a0, bulk modulus K0 and its derivative K
′
0 = (∂K0/∂P )T
calculated in this work (DMC and PBE0 with w = 0.2) compared to selected theories and
room-temperature experiments. The experimental a0 is extrapolated to the stoichiometric
FeO, the experimental K0 and K
′
0 correspond to Fe0.943O [19] or Fe0.99O [20].
a0 (A˚) K0 (GPa) K
′
0
LDA [21] 4.136 173 4.2
GGA [5] 4.28 180 3.6
PBE0 (w = 0.2) 4.328 182 3.7
DMC 4.324(6) 170(10) 5.3(7)
experiment 4.334 [22] 152.3 [19], 175(5) [20] 4.92 [19]
are below statistical uncertainty of our simulations (≈ 0.02 eV/FeO) as demonstrated in
Ref. 7.
We impose the cubic symmetry for the low-pressure B1 phase, i.e., the rhombohedral
distortion accompanying the antiferromagnetic ordering is neglected. We have checked
the impact of this restriction on the DMC total energies at high compression, where the
eﬀect is enhanced. Allowing the distortion lowered the total energy only by an amount
comparable to the statistical error bars on our data. In the high-pressure iB8 phase, the
c/a ratio has been optimized within the DFT utilizing the PBE0 functional with w = 0.2.
Results. The DMC energy is plotted as a function of volume in Fig. 2 together with
ﬁtted Murnaghan equations of state. Parameters of the least-square ﬁts are compared with
other electronic structure methods and with experiments in Tab. 1. The DMC estimates
are in very good agreement with experimental values and the Monte Carlo method is
consistently accurate for all quantities.
The pressure Pc = 65 ± 5 GPa of the structural transition from the B1 to the iB8
phase has been determined from equality of Gibbs potentials, GB1(Pc) = GiB8(Pc). The
error bar is given by statistical uncertainties of the Monte Carlo data. Our result cor-
responds to low temperatures, where experiments suggest considerably higher transition
pressure. Relative stability of the B1 and the iB8 phases could be altered by iron deﬁciency
(non-stoichiometry) and associated lattice defects that are always present in experimen-
tal samples. Properties of equation of state around ambient conditions illustrate that
eﬀects of non-stoichiometry can be quite sizeable [20]. A reduced stability of the iB8
phase caused by departure from the ideal FeO lattice can be deduced from experiments
on closely related materials. For instance, no iB8 is observed in Fe1−xMgxO even with as
little as 5% of Mg in the sample [23].
In summary, we have used the diﬀusion Monte Carlo method to study stoichiometric
iron oxide at elevated pressures and low temperatures. We have shown that this essentially
parameter-free ﬁrst-principles approach to electronic structure provides an equation of
state of FeO that agrees very well with many aspects of available experimental data.
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5NCSA. Monte Carlo simulations were done using QWalk code [24], the one-particle or-
bitals were calculated with Crystal2003 [25]. The gaussian basis used in Crystal2003
was saturated so that the LDA equation of state from Crystal2003 matched the LDA
equation of state determined within the linearized augmented plane wave method.
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