Abstract
Introduction
Over the last few decades statistical techniques such as regression and Bayesian models and econometric techniques have dominated the research activities in prediction. During the last two decades data mining [10] and computational intelligence techniques such as neural networks, fuzzy set, evolutionary algorithms, rough set theory, machine learning, rough sets, multi-criteria decision aid (MCDA), etc., emerged as alternative techniques to the conventional statistical and econometric models and techniques that have dominated this field since the 1930s [23] and have paved the road for the increased usage of these techniques in various areas of economics and finance [7, 6, 4] . Examples of the utilization of these techniques are the applications of genetic algorithms and genetic programming [20] for portfolio optimization [1] , neural network in stocks selection [2] and predicting the S&P 100 index using rough sets [3] and various types of intelligent systems for making trading decisions [17, 19] . And other real world applications in the field of finance such as credit cards assessment, country risk evaluation, credit risk assessment, corporate acquisitions [23] , business failure prediction, [25, 23] , prediction of the financial health of the dot.com firms. [21] and bankruptcy prediction [22] , customer segmentation [24] are but few examples showing the diversity of the coverage of these new techniques.
In recent years, and since its inception, rough set theory has gained momentum and has been widely used as a viable intelligent data mining and knowledge discovery techniques in many applications including economic, financial and investment areas. Applications of rough sets in economic and financial prediction can be divided into three main areas: database marketing, business failure prediction and financial investment [5, 8] .
This paper is organized as follows. Section 2 gives a brief introduction to rough sets. Section 3 discusses the proposed rough set prediction model in detail. Experimentation is covered in Section 4 including data preparation and its characteristic, analysis, results and discussion of the results and finally, conclusions are provided in Section 5.
mation spaces and models of the sets and concepts. In rough sets theory, the data is collected in a table, called a decision  table. Rows of a decision table correspond to objects, and columns correspond to features. In the data set, we assume that the a set of examples with a class label to indicate the class to which each example belongs are given. We call the class label a decision feature, the rest of the features are conditional. Let O, F denote a set of sample objects and a set of functions representing object features, respectively. Here we provide a brief explanation of the basic framework of rough set theory, along with some of the key definitions. A review of this basic material can be found in sources such as [26, ?] .
Rough Sets Prediction Model (RSPM)
Figure (1) illustrates the overall steps in the proposed Rough Set Prediction Model(RSPM) using a UML Activity Diagram where a square or rectangular represents a data object, a rounded rectangular represents an activity, solid and dashed directed lines indicate control flow and data object flow respectively. Functionally, RSPM can be partitioned into three distinct phases: (1) Pre-processing phase(Activities in Dark Gray). This phase includes tasks such as extra variables addition and computation, decision classes assignments, data cleansing, completeness, correctness, attribute creation, attribute selection and discretization, (2) Analysis and Rule Generating Phase(Activities in
Fig. 1 Rough Sets Prediction Model
Light Gray). This phase includes the generation of preliminary knowledge, such as computation of object reducts from data, derivation of rules from reducts, rule evaluation and prediction processes., and (3) Classification and Prediction phase(Activities in Lighter Gray). This phase utilize the rules generated from the previous phase to predict the stock price movement.
Pre-processing phase
In this phase, the decision table required for rough set analysis is created. In doing so, a number of data preparation tasks such as data conversion, data cleansing, data completion checks, conditional attribute creation, decision attribute generation, discretization of attributes are performed. Data splitting is also performed which created two randomly generated subsets, one subset for analysis containing %75 of the objects in the data set and one validation containing the remainder %25 of the objects. It must be emphasized that data conversion performed on the initial data must generate a form in which specific rough set tools can be applied.
Often, real world data contain missing values. Since rough set classification involves mining for rules from the data, objects with missing values in the data set may have undesirable effects on the rules that are constructed. The aim of the data completion procedure is to remove all ob-jects that have one or more missing values. Incomplete data or information systems exist broadly in practical data analysis, and approaches to complete the incomplete information system through various completion methods in the preprocessing stage are normal in data mining and knowledge discovery. However, these methods may result in distorting the original data and knowledge, and can even render the original data to be un-minable. To overcome these shortcomings inherent in the traditional methods, we used the decomposition approach for incomplete information system ( i.e. decision table )proposed in [12] . Some strategies for discretization of real valued features must be used when we need to apply learning strategies for data classification (e.g., equal width and equal frequency intervals). It has been shown that the quality of learning algorithm is dependent on this strategy, which has been used for real-valued data discretization [27] . It uses data transformation procedure which involves finding cuts in the data sets that divide the data into intervals. Values lying within an interval are then mapped to the same value. Performing this process leads to reducing the size of the attributes value set and ensures that the rules that are mined are not too specific. For the discretization of continuous-valued attributes, we adopt, in this paper, rough sets with boolean reasoning (RSBR) algorithm proposed by Zhong et al. [12] The main advantage of RSBR is that it combines discretization of real valued attributes and classification. The main steps of the RSBR discretization algorithm can be found on [8] .
Analysis and Rule Generating Phase
As we mentioned before, Analysis and Rule Generating Phase includes generating preliminary knowledge, such as computation of object reducts from data, derivation of rules from reducts, and prediction processes. These stages lead towards the final goal of generating rules from information system or decision table. One of the important aspects in the analysis of decision tables is the extraction and elimination of redundant attributes and also the identification of the most important attributes from the data set. Redundant attributes are attributes that could be eliminated without affecting the degree of dependency between the remaining attributes and the decision. The degree of dependency is a measure used to convey the ability to discern objects from each other. The minimum subset of attributes preserving the dependency degree is called reduct. The computation of the core and reducts from a decision table is, in a way, selecting relevant attributes [9, 15] .
In decision tables, there often exist conditional attributes that do not provide (almost) any additional information about the objects. These attributes need to be removed in order to reduce the complexity and cost of decision process [9, 11, 14, 15] . A decision table may have more than one reduct. And any of these reducts could be used to replace the original table. However, finding all the reducts from a decision table is NP-complete but fortunately, in applications, it is usually not necessary to find all of them -one or a few of them are sufficient. Selecting the best reduct is important. The selection depends on the optimality criterion associated with the attributes. If a cost function could be assigned to attributes, then the selection can be based on the combined minimum cost criteria. But in the absence of such cost function, the only source of information to select the reduct from is the contents of the table. In this paper, we adopt the criteria that the best reducts are the those with minimal number of attributes and -if there are more such reducts -with the least number of combinations of values of its attributes cf. [9, 13] .
A reduced table can be seen as a rule set where each rule corresponds to one object of the table. The rule set can be generalized further by applying rough set value reduction method. The main idea behind this method is to drop those redundant condition values of rules and to unite those rules in the same class. Unlike most value reduction methods, which neglect the difference among the classification capabilities of condition attributes, we first remove values of those attributes that have less discrimination factors. Thus more redundant values can be reduced from decision table and more concise rules can be generated. The generated reducts are used to generate decision rules. The decision rule, at its left side, is a combination of values of attributes such that the set of (almost) all objects matching this combination have the decision value given at the rule's right side. The rule derived from reducts can be used to classify the data. The set of rules is referred to as a classifier and can be used to classify new and unseen data.
Classification and Prediction Phase
Classification and prediction is the last phase of our proposed approach. We present a classification and prediction scheme based on the methods and techniques described in the previous sections. To transform a reduct into a rule, one only has to bind the condition feature values of the object class from which the reduct originated to the corresponding features of the reduct. Then, to complete the rule, a decision part comprising the resulting part of the rule is added. This is done in the same way as for the condition features. To classify objects, which has never been seen before, rules generated from a training set will be used. These rules represent the actual classifier. This classifier is used to predict to which classes new objects are attached. The nearest matching rule is determined as the one whose condition part differs from the feature vector of re-object by the minimum number of features. When there is more than one matching rule, we use a voting mechanism to choose the decision value. Every matched rule contributes votes to its decision value, which are equal to the t times number of objects matched by the rule. The votes are added and the decision with the largest number of votes is chosen as the correct class. Quality measures associated with decision rules can be used to eliminate some of the decision rules. Global strength measure of strengths of rules defined in [9] is applied in constructing classification algorithm. To classify a new case, rules are first selected matching the new object. The strength of the selected rule sets is calculated for any decision class, and then the decision class with maximal strength is selected, with the new object being classified to this class.
Experimentation

Data Set and its Characteristics
To test and verify the prediction capability of the proposed RSPM, the daily stock movement of a banking stock traded in Kuwait Stock Exchange and spanning over a period of 7 years ( 2000-2006), were captured.
Analysis, Results and Discussion
For many data mining tasks, it is useful to learn about the general characteristics of the given data set and to identify the outliers -samples that are not consistent with the general behavior of the data model. Outlier detection is important because it may affect the classifier accuracy. As such we performed several descriptive statistical analysis, such as measures of central tendency and data dispersion. And in our statistical analysis we used the mean and the median to detect the outliers in our data set. We reach the minimal number of reducts that contains a combination of attributes which has the same discrimination factor. The final generated reduct sets which are used to generate the list of rules for the classification are:
{high, low, last, momentum, disparity in 5 days, Roc} A natural use of a set of rules is to measure how well the ensemble of rules is able to classify new and unseen objects. To measure the performance of the rules is to assess how well the rules do in classifying new cases. So we apply the rules produced from the training set data to the test set data.
Table (1) shows a partial set of the generated rules. These obtained rules are used to build the prediction system. Several runs were conducted using different setting with strength rule threshold. Rule importance and rule strength measures are used to obtain a sense of the quality of the extracted rules. These measures are chosen according to the number of times a rule appears in all reducts, number of generated reducts, and the support the strength of a rule. Table ( 2) shows the number of generated rules using rough sets and for the sake of comparison we have also generated rules using neural network. Table ( 2) indicates that the number of rules generated using neural networks is much larger than the rough sets.
Measuring the performance of the rules generated from the training data set in terms of their ability to classify new and unseen objects is also important. Our measuring criteria were Rule Strength and Rule Importance [18] and to check the performance of our method, we calculated the confusion matrix between the predicted classes and the actual classes as shown in Table ( 3). The confusion matrix is a table sum- (2) shows the overall prediction accuracy of well known two approaches compared with our rough set approach. It shows that the rough sets approach is much better than neural networks and ID3 decision tree. Moreover, for the neural networks and the decision tree classifiers, more robust features are required to improve their performance.
Conclusions
The paper presented prediction rules for stock price movement model using rough set theory. The model was able to extract knowledge in the form of rules from daily stock movements. These rules then could be used to guide investors whether to buy, sell or hold a stock. To increase the efficiency of the prediction process, rough sets with Boolean reasoning discretization algorithm is used to discretize the data. Rough set reduction technique is, then, applied to find all reducts of the data which contains the minimal subset of attributes that are associated with a class used label for prediction. Finally, rough sets dependency rules are generated directly from all generated reducts. Rough confusion matrix is used to evaluate the performance of the predicted reducts and classes.
