Abstract. In this lecture we survey the present status of the additivity problem for the classical capacity and related characteristics of quantum channels -one of the most profound mathematical problems of quantum information theory.
Introduction
The problems of data transmission and storage by quantum information carriers received increasing attention during past decade, owing to the burst of activity in the field of quantum information and computation [42] , [22] . At present we are witnessing emergence of theoretical and experimental foundations of the quantum information science. It represents a new exciting research field addressing a number of fundamental issues both in quantum physics and in information and computer sciences. On the other hand, it provides a rich source of well-motivated mathematical problems, often having simple formulations but hard solutions.
A central result in the classical information theory is the coding theorem, establishing the possibility of reliable data transmission and processing at rates lower than the capacity of the communication channel. The issue of the information capacity of quantum channels arose soon after publication of Shannon's pioneering paper and goes back to the works of Gabor, Brillouin and Gordon, asking for fundamental limits on the rate and quality of information transmission. These works laid a physical foundation and raised the question of consistent mathematical treatment of the problem. Important steps in this direction were made in the seventies when quantum statistical decision theory was created, making a noncommutative probability frame for this circle of problems, see [21] for a survey.
A dramatic progress has been achieved during the past decade [42] , [6] , [22] . In particular, a number of coding theorems was discovered, moreover, it was realized that the quantum channel is characterized by the whole spectrum of capacities depending on the nature of the information resources and the specific protocols used for the transmission, see [6] , [14] . This new age of quantum information science is characterized by emphasis onto the new possibilities (rather than mere restrictions) inherent in the quantum nature of the information processing agent. On the other hand, the questions of information capacities turned out to be relevant to the theory of quantum computations, particularly in connection with quantum error-correction, communication protocols, algorithmic complexity and a number of other important issues.
The quantum information processing systems have a specifically novel resource, entanglement, a kind of non-classical correlation between parts of the composite quantum system. Among many other unusual features it underlies the strict superadditivity of Shannon information due to entangled decodings in a situation formally similar to the classical memoryless channels [20] , [22] , [6] . Namely, for independent quantum systems there are entangled measurements which can bear more information than the arithmetic sum of information from these systems. This property has profound consequences for the theory of quantum communication channels and their capacities.
A closely related issue is the additivity of the capacity-related quantities for the memoryless quantum channels with respect to entangled encodings. Should the additivity fail, this would mean that applying entangled inputs to several independent uses of a quantum channel may result in superadditive increase of its capacity for transmission of classical information. However so far there is neither a single evidence of such a non-additivity, nor a general proof for the additivity. In this lecture we survey the present status of this problem.
We start in Section 2 with the classical case, where the additivity holds for almost obvious reasons. We then describe the problem in the finite-dimensional quantum setting in Section 3, discussing also the various formulations of the additivity conjecture and connections between them. Positive results for several concrete classes of channels are briefly surveyed in Section 4, where also an important counterexample to the additivity of the minimal output quantum Rényi entropy is discussed. Since quantum communication channels are described mathematically as completely positive maps, we devote Subsection 4.1 to the description of their structure paying attention to the notion of complementary maps which leads to new examples of additivity. Section 5 is devoted to different formulations of the additivity conjecture using tools from convex analysis. In Subsection 5.4 we present an argument, essentially due to P. Shor, implying the global equivalence of different forms of the additivity conjecture. We conclude with Section 6, where we briefly outline the works treating the infinite-dimensional case.
Additivity in the classical information theory
Let X, Y be two finite sets (alphabets), and let [ (x, y)] x∈X,y∈Y be a stochastic matrix, i.e.,
2.
y∈Y (x, y) = 1, x ∈ X.
In information theory a stochastic matrix describes a (noisy) channel from X to Y. It transforms an input probability distribution π on X into the output probability distribution π = π on Y. Denote by
the simplex of all probability distributions π on X. Extreme points of P (X) are the degenerate probability distributions δ x on X. Notice the following obvious property:
For a direct product X 1 × X 2 of two alphabets, extreme points of P (X 1 × X 2 ) are precisely the products of extreme points of P (X j ):
The most important characteristic of a channel is its capacity
where the expression in curly brackets is equal to the Shannon mutual information between the input and the output of the channel. Here
is the entropy of the probability distribution π. One of the main results of information theory -the coding theorem for memoryless channels, see e.g. [10] -says that the quantity (2) is the ultimate rate of asymptotically perfect transmission of information by n independent uses of the channel , when n → ∞. The capacity has the fundamental additivity property
Here the inequality ≥ (superadditivity) follows by restricting to the independent inputs, while the opposite inequality can be proved by using subadditivity of the output entropy H ( π) and the property (1) for the second term in the Shannon information (which is equal to minus the conditional output entropy). The additivity is an important ingredient of the proof of the coding theorem, implying
where ⊗n = ⊗ · · · ⊗ n . It expresses the "memoryless" character of the information transmission scheme based on the independent uses of the channel. For schemes with memory the capacity can be strictly superadditive.
In what follows we are going to describe the noncommutative analog of the quantity C( ), as well as several other related quantities playing a basic role in quantum information theory. The corresponding additivity property was conjectured to hold also in the noncommutative case, although so far there is neither a general proof, nor a counterexample; moreover the additivity is no longer "natural" since an analog of the underlying basic fact (1) breaks dramatically in the noncommutative case. We shall consider linear maps which take operators F in d-dimensional unitary space H to operators F = (F ) in a d -dimensional space H . Sometimes these are called "superoperators" or "supermatrices" because they can be described as matrices with d 2 × d 2 entries [9] .
, be two such maps, and let 1 ⊗ 2 :
be their tensor product defined by the natural action on product operators and then extended by linearity.
An operator F ∈ M(H) is called positive, F ≥ 0, if the corresponding matrix is positive semidefinite and the map :
Especially important for us will be the class of completely positive (CP) maps [51] , [9] , [43] 
There are positive maps that are not CP, a basic example being provided by the matrix transposition F → F in a fixed basis. Finite quantum system is described by a unitary space H. The convex subset 
Thus extreme points of S(H), which are also called pure states, are one-dimensional projectors, ρ = P ψ for a vector ψ ∈ H with unit norm, see, e.g. [42] , [22] . Instead of the classical relation (1), one has the following relation for a tensor product H 1 ⊗ H 2 of two unitary spaces
since apparently there are continually many pure states P ψ in H 1 ⊗ H 2 , given by vectors ψ not representable as a tensor product ψ 1 ⊗ ψ 2 . In quantum theory the tensor product H 1 ⊗ H 2 describes the composite (bipartite) system. Vectors that are not of the form ψ 1 ⊗ψ 2 , as well as the corresponding pure states, are called entangled.
In an entangled pure state of a bipartite quantum system, neither of the parts is in a pure state, in a sharp contrast to the classical systems. (2) is the χ -capacity [20] , [22] of the channel ,
where the maximum is taken over all state ensembles i.e. finite probability distributions π on the quantum state space S(H) ascribing probabilities π(x) to density operators ρ(x) 1 . The additivity conjecture is whether the analog of the property (3) holds for quantum channels, i.e.
Here again ⊗ is the tensor product of the two channels describing independent uses of the channels on the states of the composite system. This is the earliest additivity conjecture in quantum information theory which can be traced back to [5] , see also [20] , [6] .
In physical terms this problem can also be formulated as: "Can entanglement between input states help to send classical information through quantum channels?" The classical capacity of a quantum channel is defined as the maximal transmission rate per use of the channel, with coding and decoding chosen for an increasing number n of independent uses of the channel ⊗n = ⊗ · · · ⊗ n such that the error probability goes to zero as n → ∞. A basic result of quantum information theory -the quantum coding theorem [19] , [49] -implies that the classical capacity C( ) and the χ-capacity C χ ( ) are connected by the formula
Since C χ ( ) is easily seen to be superadditive, i.e.
If the additivity (6) holds, then C χ ( ⊗n ) = nC χ ( ), and this would imply C( ) = C χ ( ). Such a result would be very much welcome from a mathematical point of view, giving a relatively easily computable "single-letter" expression for the classical capacity of a quantum channel.
On the other hand, such an equality is rather counter-intuitive in view of the relation (4) and existence of waste variety of pure entangled states. In fact, there are several quantities that are nonadditive under the tensor product of quantum channels such as: a) the Shannon information maximized over entangled outputs [20] ; b) the quantum capacity [6] ; c) the minimal output Rényi entropy [53] and some others, the classical counterparts of which are additive. In the following we shall consider the case c) which is most relevant to our main problem (6).
Entropic characteristics of CP maps and channels.
The quantum Rényi entropy of order p > 1 of a density operator ρ is defined as
so that the minimal output Rényi entropy of the channel iš
where
is a "measure of output purity" of the channel introduced in [3] 2 . In the limit p ↓ 1 the quantum Rényi entropies monotonically increase and uniformly converge to the entropy of a density operator ρ,
so that introducing the minimal output entropy
of the quantum channel , one has lim p↓1Řp ( ) =Ȟ ( ). The classical analog of the quantity (8) is
π p is convex continuous and hence attains the maximum at an extreme point of P (X), i.e. on a degenerate probability distribution δ x . Hence the basic property (1) implies the multiplicativity relation
which is equivalent to the additivity property of the minimal output Rényi entropieš
implying in turnȞ
in the limit p ↓ 1. Notice that the inequality ≤ is obvious in (11), (12) . Unlike the classical case, there is no apparent reason for these multiplicativity/additivity properties to hold in the case of quantum channels. Nevertheless there are several important classes of channels for which the multiplicativity (10) can be proved for all p > 1, although there is also an example where it breaks for sufficiently large p. This, however, does not preclude that it can hold for p close to 1, and the validity of (10) for p ∈ (1, 1 + ε), with ε > 0, implies validity of the additivity property (12) , which, as we shall see, is closely related to the additivity of the χ-capacity (6).
Here we would also like to mention that multiplicativity of more general (q → p)-norms was studied for the cases where at least some of the maps 1 , 2 is not CP, see [38] , [37] , [35] . Basing on the advanced theory of the operator L p -spaces [44] , [43] , there is an interesting study concerning the multiplicativity of completely bounded p-norms, which however is related to the additivity of a completely different entropic quantity [15] .
Some classes of CP maps and channels

Representations of CP maps.
Here we recollect some facts concerning the structure of CP maps and channels. Given three unitary spaces H A , H B , H C and a linear operator V :
defines two CP maps :
, which are called mutually complementary [25] (or conjugate [36] ). If V is an isometry then both maps are channels. For any linear map :
If is CP, then * is also CP. The relations (13) are equivalent to
The Stinespring dilation theorem [51] concerning CP maps on arbitrary C * -algebras, for the particular case in question amounts to the statement that for a given CP map there are a space H C and an operator V satisfying (14) . This implies that given a CP map , a complementary map˜ always exists. By introducing a basis {e C j } in H C and operators V j :
the first relation in (13) can be rewritten as
The map (16) Validity of the multiplicativity conjecture (10) for all p ≥ 1 and of the additivity conjectures (12), (6) was established in a number of cases where one channel is arbitrary and the other belongs to one of the classes we are going to discuss.
Entanglement-breaking maps and their complementary maps. Any linear map
where {M j }, {N j } are finite collections of operators in H and H , respectively. This simply follows from the finite dimensionality of H, H and the fact that any linear functional on M(H) has the form X → TrXM, where M ∈ M(H). 
where A α ≥ 0 and B α ≥ 0.
Channels satisfying the condition (i) were introduced in [20] , and the above characterization was obtained in [29] where such maps were termed entanglement-breaking. In the case of channels, (18) means that the output state ( ⊗ Id d )(ρ 12 ) is always separable, i.e. a convex combination of (unentangled) product states. Entanglementbreaking channels can be written in the form
where {ρ j } is a finite collection of states in H , and {M j } a resolution of the identity in H, i.e. a collection of operators satisfying
Resolutions of the identity describe quantum observables [22] , and the channel (19) corresponds to a measurement of the observable {M j } over an input state ρ resulting in a probability distribution {Tr ρM j }, which is followed by preparation of the output state ρ j . Thus, there is a classical information processing stage inside the channel which is responsible for the entanglement-breaking. The simplest example is the completely depolarizing channel
which maps an arbitrary state to the chaotic state
As shown in [25] , [36] , the complementary maps to the entanglement-breaking maps have the form
where [c jk ] is a nonnegative definite matrix, {ψ j } j =1,d C a system of vectors in H A , and the E jk 's are the matrix units in H C . In the special case where {ψ j } j =1,d C is an orthonormal basis, (20) is the diagonal CP map in the sense of [31] . Diagonal channels are characterized by the additional property c jj ≡ 1. A simplest example of the diagonal channel is the ideal channel Id, which is complementary to the completely depolarizing channel.
For general entanglement-breaking channels the additivity property (12) with arbitrary second channel was established by Shor [47] , preceded by results in [20] on special subclasses of such channels. The multiplicativity property (10) for all p > 1 was established by King [32] , basing on the Lieb-Thirring inequality [40] : for A, B ∈ M(H), A, B ≥ 0, and p ≥ 1
By Theorem 4.1 this implies the corresponding properties for the complementary maps and channels of the form (20).
Covariant channels. Let G be a group (either finite or continuous) and let
for all g ∈ G and all ρ. For a covariant CP map there exists a covariant Stinespring dilation: namely, there is a projective representation g → U C g in H B , such that
g , see e.g. [24] . It follows that the complementary map is also covariant:
Lemma 4.3. If the representation U A g is irreducible, then
Since the tensor product of irreducible representations of possibly different groups G 1 , G 2 is an irreducible representation of the group G 1 × G 2 , it follows that the additivity properties (12) and (6) are equivalent for channels satisfying the condition of Lemma 4.3. Symmetry considerations also help to compute explicitly the entropic characteristics of covariant channels. Then, in the case of additivity, C = C χ gives an explicit expression for the classical capacity of the channel.
The unital qubit channels.
The simplest and yet fundamental quantum system is the qubit (quantum bit), where dimH = 2. A convenient basis in M 2 is formed by the Pauli matrices
It is known [45] that an arbitrary unital channel :
where U 1 , U 2 are unitary matrices and has the following canonical Kraus representation:
where {μ γ } is a probability distribution. The unital qubit channels (25) are covariant with respect to the projective representation of the group Z 2 × Z 2 defined by
Therefore the relation (23) holds for this class of channels. By using a convex decomposition into diagonal channels of special form and applying to these the Lieb-Thirring inequality (21), King [33] established (10) for all p > 1, (12) and (6) for the case where 1 is an arbitrary unital qubit channel and 2 is an arbitrary channel. There are recent positive results concerning nonunital qubit channels [35] .
Depolarizing channel. The depolarizing channel in
If p ≤ 1 this describes a mixture of the ideal channel Id and the completely depolarizing channel. For the whole range 0
complete positivity can be proven by using the Kraus decomposition, see e.g. [42] . The depolarizing channel is characterized by the property of unitary covariance,
for an arbitrary unitary operator U in H. The properties (10) for all p > 1, (12) and (6) were proved in [34] for the case where 1 is a depolarizing channel and 2 is arbitrary, using a method similar to the case of the unital qubit channels.
Complementarity for depolarizing channels is computed in [11] .
A transpose-depolarizing channel.
Let us consider in some detail the extreme transpose-depolarizing channel
where ρ is the transpose of ρ in an orthonormal basis {e j } in H d . Complete positivity of the map (27) follows from the representation
It has the covariance property
for an arbitrary unitary U , where U is complex conjugate in the basis {e j }. It follows that the relation (23) holds for this channel. This channel is interesting in that it breaks the additivity of the minimal Rényi entropy (11) with 1 = 2 = for d > 3 and large enough p [53] . At the same time it fulfills (12), see [41] , [12] , and even (11) for 1 ≤ p ≤ 2 [13] . For generalizations to broader classes of channels as well as to the more general forms of additivity, see [41] , [1] , [54] . This example also shows that although the Lieb-Thirring inequality can be used in several cases to prove the additivity conjecture (11) for all p > 1, it cannot serve for a general proof. Moreover, there is even no general proof covering all these cases, since each time application of the Lieb-Thirring inequality is supplied with an argument specific to the case under consideration.
The complementary channel which shares the multiplicativity/additivity properties with the channel (27) is˜
(see [25] for more details). Here P − is the projector onto the antisymmetric subspace of H ⊗ H of dimension
2 . The covariance property of the channel (29) is (UρU
as follows from the fact that
A hierarchy of the additivity conjectures
5.1. Convex closure. To find out the intrinsic connection between the output entropy and the χ -capacity, let us define the averageρ π = x π(x)ρ(x) of the ensemble π and rewrite the expression (5) in the form
is the convex closure [30] of the output entropy H ( (ρ)) 3 . The functionĤ (ρ) is a natural generalization of another important quantity in quantum information theory, namely the "entanglement of formation" [6] and reduces to it when the channel is a partial trace. This quantity has the conjectured superadditivity property: for an arbitrary state ρ 12 ∈ S(H 1 ⊗ H 2 ) and arbitrary channels 1 , 2 ,
where ρ 1 , ρ 2 are the partial traces of ρ 12 in
It is not difficult to see that this property implies additivity of both the minimal output entropy and the χ -capacity: Proposition 5.1. The superadditivity property (31) implies the additivity properties (12) and (6) for given channels 1 , 2 .
In the spirit of Theorem 4.1, one can prove ( [25] Let {p j } be a finite probability distribution and let j : M(H) → M(H j ) be a collection of channels. The channel : M(H) → M j ⊕H j is called orthogonal convex sum of the channels j , if (ρ) = j ⊕p j j (ρ) for all ρ ∈ S(H).
Proposition 5.2 ([26])
. Let 2 be an arbitrary channel. The properties (11) , (12) , (31) hold if 1 is an orthogonal convex sum of either an ideal channel or completely depolarizing channel and a channel (0) such that the corresponding property holds for (0) and 2 .
It follows that such a 1 fulfils the additivity of χ-capacity (6) . In this way, for example, one obtains all the additivity properties for the important case of the erasure channel
as it is the orthogonal convex sum of an ideal and a completely depolarizing channel.
Additivity for constrained channels.
In this section we consider several equivalent formulations of the additivity conjecture for channels with arbitrarily constrained inputs [26] , which formally is substantially stronger than additivity of the unconstrained χ-capacity. Let us denote 
Note that the χ -capacity for the unconstrained channel is C χ ( ) = C( ; S(H)).
On the other hand, χ (ρ) = C χ ( ; {ρ}). Let 1 , 2 be two channels with the constraints A 1 , A 2 . For the channel 1 ⊗ 2 we introduce the constraint A 1 ⊗ A 2 ≡ {ρ : Tr H 2 ρ ∈ A 1 , Tr H 1 ρ ∈ A 2 } and consider the conjecture
which apparently implies (6). (ii) Equality (34) holds for arbitrary closed A 1 , A 2 .
(iv) Inequality (31) holds for arbitrary ρ 12 ∈ S(H 1 ⊗ H 2 ).
Here each property is easily seen to imply the preceding one, while the implication (i) ⇒ (iv) is nontrivial. By Proposition 5.1 any of these properties imply the additivity properties (12), (6).
The convex duality formulation.
In [4] , tools from convex analysis were applied to study the relation of the additivity problem to superadditivity of entanglement of formation. Here we apply a similar approach to the conjecture (31) . Given a channel , its output entropy H ( (ρ)) is a continuous concave function on the state space S(H). Consider its modified Legendre transform
where M h (H) is a real normed space of Hermitian operators in H. Now let 1 , 2 be two channels. 
Since H * (0) =Ȟ ( ), by letting X 1 = X 2 = 0, the relation (37) implies additivity of the minimal output entropy (12).
The global equivalence.
A remarkable result was obtained by Shor [48] who showed that different forms of the additivity conjecture become equivalent if one considers their validity for all channels. Here we describe a basic construction from [48] which in combination with Proposition 5.1 and Theorem 5.3 suffices for the proof of the following result.
Theorem 5.5. The conjectures (6) , (12) , (31) , (34) are globally equivalent in the sense that if one of them holds true for all channels 1 , 2 , then any of the others is also true for all channels.
Let us argue that if additivity of the minimal output entropy (12) holds for all channels, then (37) holds for all channels. By Lemma 5.4 this will imply (31) and hence, by Theorem 5.3, all the other properties.
First of all we observe that H * (X + λI ) = H * (X) + λ, which implies that it is sufficient to establish (37) only for X 1 , X 2 ≥ 0. The idea of proof is to build, for any channel and X ≥ 0, a sequence of channels X,n such that
One can then apply the convex duality argument to deduce for the original channels the additivity property (37), which is equivalent to (31) , from the additivity of the minimal output entropy for channels X,n . Given a channel : M(H) → M(H ) and a positive X ∈ H, the new channel X,n is constructed as follows. Choose a constant c ≥ X , then E = c −1 X satisfies 0 ≤ E ≤ I . Let q n ∈ (0, 1) be such that
This is an orthogonal convex sum of CP maps, preserving trace, and hence is a channel. The intuition is that the action of X,n (ρ) can be described as follows. With probability q n (which tends to 1 as n → ∞) it acts as the channel , resulting in the state (ρ). With probability (1 − q n ), however, a quantum measurement described by the resolution of the identity (the quantum observable) {E, I − E} is made, so that the first outcome appears with probability Tr ρE, while the second appears with probability Tr ρ(I − E). In the first case the output is the chaotic state I n n in the n-dimensional unitary space H n ; in the second case the output is a pure state orthogonal to H ⊕H n . In this way the channel X,n (ρ) with high probability q n acts as the initial channel, while with a small probability (1 − q n )(Tr ρE) outputs a high dimensional chaotic state I n n , providing the knowledge about the value of Tr ρE = c −1 Tr ρX involved in the definition of H * (X). This is formalized by proving the uniform estimate
double application of which reduces the property (37) for initial channels to the additivity of the minimal output entropy for the channels X,n .
A modification of this construction can be also used to show that if the unconstrained additivity (6) holds for all channels, then additivity (34) for all channels with arbitrary constraints holds as well [26] . This completes the global equivalence.
Infinite-dimensional channels
We have seen that the additivity problem is not completely solved even for the minimal dimension 2. Nevertheless there are several good reasons to consider the problem in infinite dimensions.
There is an important and interesting class of Bosonic Gaussian channels, see [28] , which act in infinite dimensional Hilbert space. Analysis of continuity properties of the entropic characteristics of an infinite-dimensional channel becomes important since, as is well known, the entropy may then have a rather pathological behavior. It is only lower semicontinuous and "almost everywhere" infinite in the infinitedimensional case [52] . Another issue is the study of conditions for compactness of subsets of quantum states and ensembles, giving a key for attainability of extrema in expressions for the capacity and the convex closure of the output entropy.
The proof of global equivalence of different forms of the additivity conjecture for finite dimensional channels (Section 5.4), using infinitely growing channel extensions in fact relies upon the discontinuity of the χ-capacity as a function of the channel in infinite dimensions. This also calls for a study of continuity properties of the entropic quantities related to the classical capacity of infinite dimensional channels. Such a study was undertaken in a series of works [23] , [27] , [46] . In particular it was shown that in spite of the aforementioned discontinuities, additivity for all finite-dimensional channels implies additivity of the χ-capacity of infinite-dimensional channels with arbitrary constraints [46] .
There are two important features essential for channels in infinite dimensions. One is the necessity of the input constraints (such as mean energy constraint for Gaussian channels) to prevent from infinite capacities (although considering input constraints was shown quite useful also in the study of the additivity conjecture for channels in finite dimensions [26] ). The other is the natural appearance of infinite, and, in general, "continuous" state ensembles understood as probability measures on the set of all quantum states. By using compactness criteria from probability and operator theory one can show that the set of all such generalized ensembles with the barycenter in a compact set of states is itself weakly compact. With this in hand a sufficient condition for existence of an optimal generalized ensemble for a constrained quantum channel can be given. This condition can be efficiently verified in the case of Bosonic Gaussian channels with constrained mean energy [27] .
However apart from mere existence one would like to have an explicit description of the optimal states and ensembles in the case of quantum Gaussian channels. In classical information theory Gaussian channels have Gaussian maximizers, and there is an analytical counterpart of this phenomenon for (q → p)-norms of integral operators with Gaussian kernels, see [39] . Whether a similar description holds true for Bosonic Gaussian channels is another open question (for some partial results in this direction see [28] , [17] , [18] , [55] ). We only mention here that a positive solution of this question may also depend on the validity of the multiplicativity/ additivity conjecture [39] , [55] .
