Abstract. We show that 4-dimensional Riemannian manifolds which satisfy the Rakić duality principle are Osserman (i.e. the eigenvalues of the Jacobi operator are constant), thus both conditions are equivalent.
dimension three the Rakić duality principle implies the Osserman condition, thus showing that an analogous of Theorem 1 is also true in a lower dimension. Finally, in Section 3, we prove Theorem 1.
Preliminaries
We work at a purely algebraic level. Let V be a vector space of dimension n, ·, · a positive definite inner product and A an algebraic curvature tensor, i.e. a (0, 4)-tensor which satisfies the following relations: (2) A(x, y, z, w) = −A(y, x, z, w) = A(z, w, x, y), A(x, y, z, w) + A(y, z, x, w) + A(z, x, y, w) = 0 .
We refer to the triple (V, ·, · , A) as an algebraic model. We use the inner product to upper indices and define the curvature operator by A(x, y)z, w := A(x, y, z, w) for any vectors x, y, z, w ∈ V . Thus the Jacobi operator is defined as J (x)y := A(y, x)x. Note that J (x)x = 0, so we restrict J (x) to x ⊥ henceforth. Using analogy with the pointwise geometric setting, we say that the model (V, ·, · , A) is Osserman if the eigenvalues of J (x) do not depend on the unit vector x ∈ V . Similarly, we say that (V, ·, · , A) satisfies the Rakić duality principle if for any eigenvalue λ we have that J (x)y = λy if and only if J (y)x = λx.
A model is said to be Einstein if ρ(·, ·) = c ·, · , where ρ(x, y) := T r{z → A(z, x)y} is the Ricci tensor and c is a real number. Contract this identity to see that c = τ n , where τ denotes the scalar curvature. Every Osserman model is Einstein (see [3, 4] ).
A particular feature of 4-dimensional models is that the Hodge star operator ⋆ acts on the space of bi-vectors Λ = {x ∧ y : x, y ∈ V } satisfying ⋆ 2 = Id, where Id stands for the identity map. This induces a splitting Λ = Λ + ⊕ Λ − into the eigenspaces associated to the +1 and −1 eigenvalues. For an orthonormal basis {e 1 , e 2 , e 3 , e 4 } of V , an orthonormal basis of Λ ± is given by
The Weyl tensor in dimension four is given by
Denote by W ± the restriction of the Weyl tensor acting on bi-vectors to Λ ± . A model (V, ·, · , A) is said to be self-dual if W − = 0 and anti-self-dual if W + = 0. In Section 3 we will use the following well-known characterization of Osserman models in dimension four [5] .
Theorem 2. A model (V, ·, · , A) of dimension 4 is Osserman if and only if it is Einstein and self-dual (or anti-self-dual).

The Rakić duality principle in dimension 3
We begin by showing that the Rakić duality principle implies the Osserman condition for an algebraic model (V, ·, · , A) of dimension 3; thus we have the following:
(ii) (V, ·, · , A) satisfies the Rakić duality principle.
Since x and y are linearly independent we get that α = µ = γ. We repeat the same argument for cos θy + sin θz to see that, indeed, λ = µ = γ. Since x was chosen arbitrarily we have just shown that J (x) = λ(x) Id for every unit vector x ∈ V , where λ(x) is a function of x. In order to finish the proof we must show that λ is constant. Take x and y unit vectors. There exists z ⊥ x, y so that J (x)z = λ(x)z and J (y)z = λ(y)z. By the Rakić duality principle we have that J (z)x = λ(z)x = λ(x)x and that J (z)y = λ(z)y = λ(y)y. Hence λ(x) = λ(z) = λ(y) and (V, ·, · , A) is Osserman.
Proof of Theorem 1
Theorem 1 will be a consequence of the following sequence of lemmas. We begin by choosing an appropriate basis for our subsequent analysis.
By the Rakić duality principle
Sum both equation to get
We already had that J (z)y, x = J (w)y, x = 0 because x is an eigenvector for J (z) and J (w), and these are self-adjoint. Take the inner product of the previous expression with respect to z and w to see that J (z)y, w = J (w)y, z = 0. Therefore, J (z)y = λ 4 y and J (w)y = λ 5 y for certain λ 4 , λ 5 ∈ R. Now the Rakić duality principle implies that J (y)z = λ 4 z and J (y)w = λ 5 w. Finally, since x and y are eigenvectors for J (z), so is w which generates the orthogonal complement of span{x, y} in z ⊥ . Hence J (z)w = λ 6 w for a certain λ 6 ∈ R. Proof. We adopt notation in Lemma 4. For any θ ∈ [0, 2π), set r θ = cos θx + sin θy. Note that J (r θ )(sin θx − cos θy) = λ 1 (sin θx − cos θy). Hence J (r θ ) span{z, w} ⊂ span{z, w} and there exist a, b ∈ R with a 2 + b 2 = 1 such that
for certain α and β real numbers. Expand Since x and y are linearly independent we obtain α + β = λ 2 + λ 3 = λ 4 + λ 5 , so
Take the inner product with x and y in the expressions above to obtain:
Compute (8)- (9)-(10)+(11) to obtain the following equation:
Now, from (7) and (12) we get two possibilities:
• a 2 = b 2 , which implies λ 2 = λ 5 and λ 3 = λ 4 by (6), or • λ 2 = λ 4 and λ 3 = λ 5 .
Repeat the previous argument interchanging y by z to see that:
• λ 1 = λ 4 and λ 3 = λ 6 , or • λ 1 = λ 6 and λ 3 = λ 4 , and interchanging y by w to see that
• λ 1 = λ 5 and λ 2 = λ 6 , or • λ 1 = λ 6 and λ 2 = λ 5 .
In summary, combine the possibilities above to see that the possible eigenvalue structures are:
y, z, w} with u = v. Also, since ρ(v, v) = T r{J (v)}, it is straightforward to see that the diagonal components of the Ricci tensor ρ are given by
We continue our study of an Einstein model taking advantage of the previous results. Our current task is to find out the mixed terms of the curvature, this is, those which involve vectors x, y, z and w. Observe that Case e) in the proof of Lemma 5 is more general than Cases a), b), c), d). Thus, we assume henceforth that λ 1 = λ 6 , λ 2 = λ 5 and λ 3 = λ 4 so all the possible cases are considered at once. Proof of Theorem 1. That (i) implies (ii) was proved in [10] (see [4] for an alternative proof). That (ii) implies (i) is a direct consequence of Theorem 2 and Lemmas 5 and 6.
