Phase properties of light propagating in a Kerr medium: Stokes parameters versus Pegg-Barnett predictions by Luis Aina, Alfredo et al.
PHYSICAL REVIEW A VOLUME 51, NUMBER 2 FEBRUARY 1995
Phase properties of light propagating in a Kerr medium:
Stokes parameters versus Pegg-Barnett predictions
A. Luis, * L. L. Sanchez-Soto, * and R. Tanas
Nonlinear Optics Division, Institute of Physics, Adam Mickieivicz University, 60 780-Poznan, Poland
(Received 9 June 1994)
The quantum theory of light propagation in a Kerr medium is applied to describe changes in
the polarization state of light. A number of purely quantum effects arising during the propagation
are analyzed. Stokes operators and Pegg-Barnett formalism are used to describe the evolution of
the polarization ellipse. The predictions of these approaches are compared, showing some striking
differences in the quantum regime of small photon numbers.
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I. INTRODUCTION
Recently the nonlinear interaction of a radiation Geld
with a Kerr medium has attracted a great deal of at-
tention. It is well known that when strong elliptically
polarized light propagates through an isotropic nonlinear
medium, the medium becomes birefringent, which results
in the self-induced rotation of the polarization ellipse [1].
This effect can be understood in terms of the classical
behavior of field amplitudes; however, if quantum Huctu-
ations are taken into account some new effects can occur,
such as photon antibunching [2,3], squeezing [4], or the
generation of discrete superpositions of coherent states
[5—7]. In addition, a Kerr medium is a good candidate
to perform quantum nondemolition measurements of the
photon number [8]. So there is a growing interest in re-
vealing those aspects of nonlinear propagation which are
directly related to the quantum properties of the field.
The purpose of this paper is to describe the effects
associated with the propagation of elliptically polarized
light through a lossless Kerr medium. To this end, a
two-mode description of the field is needed, although for
circularly polarized light the problem can be reduced to
a one-mode problem [9—ll], which is equivalent to the
anharmonic oscillator model so widely studied [12].
To discuss the phase properties of the field, we first
need a convenient description of the phase at the quan-
tum level. Unfortunately, until now there is not a com-
pletely accepted phase operator and a number of different
solutions have been proposed [13—15]. In this context,
the propagation through a Kerr medium can be quite
interesting since, even in the classical domain, it shows
a nontrivial evolution of the phase, while the intensity
corresponding to the circularly polarized amplitudes re-
mains a constant of motion. Thus the propagation can
be ascribed just to phase changes.
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The polarization state of the field can be described by
the Stokes parameters, which are the expectation values
of the corresponding Stokes operators when the quan-
tum description of the field is used. These parameters
are related to the phase difference of the two circularly
orthogonal polarizations. Since they are directly measur-
able quantities, they can be used to define an operational
way of measuring the phase difference. Moreover, a po-
lar decomposition of these Stokes operators has been used
recently to define a phase-difFerence operator [16,17].
On the other hand, the Hermitian phase formalism in-
troduced by Pegg and Barnett [18], which has received a
lot of attention in recent years, allows a direct calculation
of the mean values and variances of the phase for the two
modes of the polarized light as well as their correlations.
Its consequences for the problem at hand have been fully
analyzed by Gantsog and Tanas [19].
The main purpose of this work is to compare these
two ways of evaluating the phase-difference changes dur-
ing propagation. We will show that their structure is
quite similar but, while the Pegg-Barnett approach deals
with a continuous phase difference, the other one takes
values only on a numerable set, which brings about some
differences for fields with a small number of photons.
II. DYNAMICAL EVOLUTION OF THE FIELD
PROPAGATING IN A KERR MEDIUM
A. Summary of the classical results
The induced polarization in a Kerr medium can be
written in the form [20]
P = yE + A(E K*)E + B(E K)E", (2 1)
where y is the linear susceptibility of the medium and A
and B constants characterizing the nonlinearity.
In order to obtain the evolution of the Geld ampli-
tudes of a plane wave of frequency w, we consider one-
dimensional propagation and thus express the electric
field as
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E = (e e + e'„e„)e'l"' (2.2) B. Quantum evolution
C~ + 'LBy (2.3)
where k = (u/c)gl + 4zry, and e and e„are the unit
vectors of a Cartesian basis. Usually it is more convenient
to work in a circular basis for the polarization of the field
As we did in the classical case, we are going to con-
sider the evolution of a two-mode monochromatic field of
frequency u. The electric-field operator can be expressed
as
(a+e+ + a e )ei(A:z —~t) (2.10)
Accordingly, the amplitudes of these circularly polarized
modes can be written as
8'~ + XE'y
and satisfy
I&*I'+ le&i' = le+ I'+ le- I'
2c+c = c +z„.
(2.5)
2%(d
z+(z) = exr Iz „,, ~(lze(0)I'+ Iz-(0)I')
It is easy to check that the intensities of both circular
components Is~I are constants of the motion and then
the Maxwell equations in terms of these amplitudes can
easily be solved in the slowly varying approximation, ob-
taining
where n(~) is the linear refractive index, V is the quan-
tization volume, e+, e the unit vectors associated with
circularly right- and. left-polarized light, and a+ and a
the annihilation operators for the corresponding polar-
ized mode. The evolution of the field can be described
by the following effective interaction Hamiltonian:
H = — ri
I a+ a+ + a a I + 2r2a+a+a a, (211)( t02
where
4vr2@u2
n4(~) V
47r2fgu2 (A+ 2B).n4~V (2.12)
a~(t) = Ut(t)a~(O) U(t). (2.13)
The evolution of the field amplitudes can be solved
in terms of the unitary evolution operator U(t)
exp (—it H/6)
+2R~zz(0)~')z za(0). (2 6) After replacing the time t by —w where 7 = n(w) z/c, todeal with propagation rather than a field in a cavity, we
get
The effect of the nonlinear term appears as an
intensity-dependent phase of the field (self-phase mod-
ulation or intensity-dependent refractive index). Thus
the polarization changes due to the nonlinear interaction,
which results in the self-induced rotation of the polariza-
tion ellipse. This change can easily be accounted for with
the use of the Stokes parameters, which in terms of the
circular amplitudes can be expressed as I21]
so = I&+I'+ I&-l' = I&I'
si —e+e + e* e+ = Iel' cos 2z1 cos p,
s2 —z(e* e+ —e+e ) = —Ie I' cos 2' sin P,
ss = I&+
I
—I& —
I
= I&l sin 2n
(2 7)
where IEI is the total intensity, P is the phase differ-
ence between the z~ amplitudes and defines the azimuth
of the polarization ellipse, and g describes the ellipticity
parameter with the sign defining its handedness. These
Stokes parameters are the more convenient characteriza-
tion of the state of polarization of the Beld. In particular,
the change in the phase difference can be obtained as
fs2&
(t) = —arctan I— (2.8)0si)
Equation (2.6) gives then for the phase difFerence at any
point z
aa (z) = exp (zz azaa(0)aa(0) + azaa (0)aa (0)
x a~ (0). (2.14)
The close correspondence can be seen between this
quantum solution for the annihilation operators and the
classical solution (2.6). However, as we are going to see,
the expectation values of the field operators will have
different properties than their classical counterparts.
III. PHASE PROPERTIES OF THE FIEI D
A. Stokes parameters
To discuss the quantum properties of the field, it is
convenient to define the Hermitian Stokes operators as
I22]
So = ++++ G G
Si — a+a + a a+
S2 ——i a a+ —a+at
S3 — a+~a+ —at a
27r M
&(z) = &(0) —,» [le+(0) I' —le-(0) I'] z (2.9) satisfying the commutation relations
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[S, , Sg] = 2ie, I,)SI, [S~, Sp] = 0. (3.2)
The noncommutability of the Stokes operators precludes
the simultaneous measurement of the physical quantities
represented by them. Apart from a factor of 2, the opera-
tors Si (j = 1, 2, 3) coincide with an angular momentum,
while Sp represents the total number operator.
In order to show that the operators (3.1) are the quan-
tum analog of the classical Stokes parameters, i.e.,
e
—(l~+]'+l~-]')/2 ) ( +)p+A+AA+ )A
K]
x exp
l
ir —n+(n+ —1)2
+n (n —1) +~,n~n ) ~~n~, n ).
(3 8)
s„= (S„), (3.3) Therefore we can calculate the Stokes parameters for the
resulting field. The results are
where p = 0, . . . , 3, let us compute their mean value for
a two-mode coherent state
OO YL+ fl,
) e
—(]~+I'+l~-I')/2 ) + — ln+ n )t " '"
p Q A+ 0n+n = V
(3.4)
which has a special signiBcance in describing the classical
limit of the system, and where In+, n ) is an eigenstate
of both a+o+ and at a . It is easy to get [23]
so = la+I'+ la-I' = lal',
» = 2la+lla-I cos(y+ —@-)
= Ial cos((b~ —(b ) cos2rl,
sin(P+ —P )
= —lnl'sin(y+ —y ) cos2g,
» = la+ I' —la-I' = lal'»n 2~
where a, = ln, l exp(i(b, ), (b; being the classical phase of
the state, lal is the total mean number of photons in
the field, and g deBnes the ellipticity. It is evident that
(3.5) are exactly the Stokes parameters for two classical
oscillations of amplitudes ln, l and phases P, .
One possible and natural way to characterize the phase
difference in this quantum case would be through the
analogous classical relation (2.8) as
/s2)
P = —arctan I (, ») (3.6)
Sy
cosP = gs'+ s' (3.7)
As discussed in detail in Ref. [23] the proper normaliza-
tion is [si(0) + s2(0)] /, which leads to results close to
the expectation value of the phase-difference cosine.
Next, we need to examine the dynamical evolution
of the system. If the solutions (2.14) are inserted into
(3.1) exact solutions are obtained for the evolution of the
Stokes operators. If at v = 0 the field is in a coherent
state Ia+, a ), then the field at time 7 can be obtained
as
however, we should note that this is not the mean value
of any phase-difference operator. One may think also in
terms of the normalized parameter s~ as a measure of the
phase-difference cosine deBned as
»(r) = la+ I'+ la-I' = lal'
s, (r) = 2Re(a+a exp[(e"(" -" ) —1) la+I'
+(e "'"' "' —1)la-I'0
,
(3 9)
s2(r) = 21m(a+a exp[(e' ("' "') —1)la+I'
+( --' -")—»I--I']~,
»(r) = la+I' —la-I'.
The phase difference defined by (3.6) gives in this case
@(r) = Po —(la+I' —la-I')»n[r(~2 K'1)]. (3.10)
We can see here a Brst difference with the classical
results. The classical solution is obtained when only the
linear term in r(K2 —r i) of a series expansion of sin[7. (K2-
Ki)] is retained. Thus the classical limit (2.6) is recovered
for small values of r(K2 —ri), but not in the limit of high
intensities as could be expected.
According to (3.7), we have for the cosine of the phase
difference
( y)( ) {cos[T(Kg—Ky)] —1}]cx]
x cos(go —(la+ I la —I ) sin[r(r2 —ei)]).
(3.11)
B. Phase difFerence via Stokes operators
The Stokes operators contain all the relevant informa-
tion to characterize the polarization of the Beld. How-
ever, until now we have not yet characterized the phase
difference itself; that is, we have not extracted a phase-
difference operator from the Stokes operators.
In fact, the variable canonically conjugated to the
phase-difference operator is the number difference, which
is not bounded from belongs. So it is reasonable to expect
the existence of a phase-difference operator free from the
problems arising in the one-mode case where, as is well
The classical solution can be recovered again in the same
conditions as above. Also, this expression is not the co-
sine of (3.10). In general, for any operator, a function
of its mean value is different from the mean value of the
function. However, it should be noted that these quanti-
ties are not the quantum expectation values of a phase-
difference operator, although they are defined in terms of
measurable quantities (but noncommuting).
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known, the absence of a proper phase operator in the
infinite-dimensional Hilbert space is usually ascribed to
the semiboundedness of the spectrum of the number op-
erator.
If we denote s~ = (si+is2)/2, then the classical phase
difFerence between the two modes is unambiguously ob-
tained as
(„) Ar
n+1 (3.18)
8 being an integer. In each subspace '8 there are n + 1
orthonormal states verifying that
classical level. Imposing now condition (3.17) on (3.15),
we easily get that the allowed values of Po" are
s+ —e *~ps s+, (3.12) E(n) Iy(n)) iP~" ~ Iy(n)) (3.19)
where P = (t+ —P . It might be supposed that there is
an operator decomposition corresponding to (3.12). The
quantum analog of the separation of a complex amplitude
into a real part and a phase factor is a polar decompo-
sition. So let us try to decompose the quantum Stokes
operators S~ = (Si + iS2)/2 in the form
1 ~ 4 (n)e'"+&- n+, n —n+, (3.2o)
with r = 0, . . . , n. These states can be expressed in the
number basis as
S = EQS+S, S+ ——Et QS S+. (3.13) ~here y(") = (t(") + '- .
The expression for E on the whole space is
[E,s, ] = o, (3.i4)
which translates the fact that in the classical domain the
form of the polarization ellipse is independent of the in-
tensity. Therefore we shall consider the polar decompo-
sition (3.13) together with the condition (3.14).
Since the operator E commutes with the total num-
ber a+a+ + a a, we may rather study its restriction to
each subspace Q having n quanta. Calling this restric-
tion E( ), Eq. (3.13) can easily be solved, obtaining the
unitary operator [16]
E = ) Im —l, n —m+ 1)(m, n —mI
m=1
When E is unitary, it defines a Hermitian phase-
difference operator by E = e' . As in the one-
dimensional case, this polar decomposition does not com-
pletely define the exponential of phase. In our case, the
matrix elements (n+, OIEIo, n ) are undefined and thus
E cannot be uniquely determined by the unitarity re-
quirement. We must impose then further conditions,
the most adequate being commutation relations. Among
them, the unique condition compatible with (3.13) and
unitarity is
oo oo n) E(n) ) ) Iy(n)) i/&" ~ (y(n) I
n=o n=O r=O
(3.21)
which is the operator recently introduced by Luis and
Sanchez-Soto [16].
Since E is unitary, it defines a Hermitian phase-
difference operator
oo n) ) ~ Iy(n)) y(n) (y(n) I
n=o v'=0
(3.22)
In order to have the eigenvalues for C in the interval
(—m, vr) (and then II@ilt = —4) we must take
(n)
n+ 1
There are some differences between this operator and
other approaches. In the first place (3.21) is constructed
from the start on the whole infinite-dimensional space. It
is unitary and allows the definition of the phase-difference
operator (3.22), and, finally, its spectrum is discrete, al-
though in the limit of high n it becomes dense, as might
be expected.
With all this in mind, we can give the evolution of the
phase difFerence for the state (3.8) as
(3.i5)
where (to is an arbitrary phase. Since it seems reason-
able that the phase difference between two states should
be independent of any phase of reference, we must impose
further conditions on E. To this end, let us introduce the
exchange operator II, such that
oo n
(c'(~)) = ) ).&.(") I(&.("'I&(&))I
n=o x=0
and similarly for its cosine
(3.24)
(3.25)
III~, m) = Im, ~). (3.16)
It is easy to see that IIS II~ = S+ and therefore we must
have
IIEIIt = E~, (3.17)
which is the expected action of the exchange operator
on the exponential of the phase difference, even at the
C. Pegg-Barnett phase difFerence
The Pegg-Barnett approach avoids the problems in the
definition of a phase operator for a one-mode field by con-
sidering, as a first step, a finite-dimensional Hilbert space
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for the system. Their procedure results in a prescription
of a phase probability distribution for a given state of
the field in terms of the Susskind-Glogower phase states.
The phase difference is obtained simply in terms of the
difference of the phases for the modes involved. Then the
mean value of an arbitrary function of the phase differ-
ence for a state lg) is given by
(f(@pH)) = f ~'tt+ A f(?+-—0 )&y(4+-, 0-),
(3.26)
where P+ and P refer to the phases of individual modes
and for physical states the continuous joint phase distri-
bution function Py(P+, P ) is obtained in terms of the
Susskind-Glogower phase states
14'+ 4-) = 2 ).
-.,-=
e' +~++" ~ ln+, n ) (3.27)
as [18]
P~(4+, 0-) = l(4+, 0-I@)I' (3.28)
Note that integrating the distribution Py(P+, P ) over
one of the phases P+ or P leads to a marginal dis-
tribution for individual phases. The behavior of these
marginal distributions has been fully investigated in
Ref. [19].
It is worth mentioning that in this formalism the phase-
difference operator is defined in a natural way as the
difference of the single-mode phases. However, the 4'
eigenvalue range of the phase difFerence adds further sub-
tlety to the interpretation of the joint phase distribution.
When we are interested only in the difference of the two
single-mode phases (and not in the individual phases),
then it is more meaningful to restrict the difference to
a single 27t range, which makes it easier to interpret the
results. In the Appendix we further discuss this casting
procedure [24].
In this spirit, we obtain for the mean value of the phase
difference
IV. DISCUSSION
Before making any comparison among the evolutions
of the phase difference according to the approaches dis-
cussed earlier, we want to pay special attention to the
results of the casting procedure in the Pegg-Barnett for-
malism.
Of course it has no consequences when evaluating a pe-
riodic function of the phase difference, but for the phase
di6'erence itself and its variance the situation is quite dif-
ferent. We must stress that, after the restriction to a
2' range, the mean value of the phase difference is not
the difference of the mean values of the individual phases.
Also, its variance cannot be obtained in terms of the vari-
ances and correlation of the one-mode phases. All this
occurs due to the special character of this variable, and
we can note that after the casting procedure the mean
value and variance of the phase difference in the Pegg-
Barnett formalism are closer to the ones obtained from
the operator (3.22).
As a clear and important example of this discussion,
we can consider the situation when one of the modes is
in a state of random phase (for example, lg+, n ) where
g+ is arbitrary). It can be seen that its phase-difference
probability distribution is uniform (because if one of the
phases is random it seems that its difference with another
one must also be random no matter how much the second
one fluctuates) and time independent when the evolution
is given by the Hamiltonian (2.11). So the mean value
of any function of the phase difference is constant all
through the propagation in the Kerr medium. However,
each phase evolves differently when it is considered in-
dividually according to the Pegg-Barnett approach. In
Fig. 1 we have represented this situation when the initial
state is a coherent one with lo.+l = 1 in mode + and the
vacuum in mode —.We can see that the expected be-
havior is satisfied by the two operators while the Stokes
parameters predict a very different time variation.
The main differences between the Pegg-Barnett ap-
proach and the operator (3.22) are due to the discrete
character of the possible phase values for the latter. Let
us compare the mean values
(4pB) = dp'P2 (p) p, (3.29)
oo n(-)= ) )
n=0 +, ' —0
where P2 is the Pegg-Barnett phase probability distri-
bution cast to the 2' interval. In a similar way, the mean
value of the cosine of the phase difference is
x ln+, n —n+)(n+, n —n+l
(4 1)
(cos 4?pB) = dP P2 (P) cos P. (3.30)
oo n n
~{n) ip(") {n'+ n+)—
n=O n+, n+ —0 &=0
Finally, note that for the exponential of the phase
difference (and similarly for the cosine and sine opera-
tors) the Pegg-Barnett approach gives just the Susskind-
Glogower phase-difference operator E+E, where E+
and E are the Susskind-Glogower operators for each
mode.
x ln~, n —n+)(n+, n —n+l
and similarly for the powers of the exponential of the
phase. We can note their similar structure, and we can
expect that both formalisms will get coincident results
when the r sum can be properly approximated by the
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FIG. 1. Evolution of the mean phase difference for a coher-
ent state with ~o.+
~
= 1 and
~n
~
= 0. The solid line repre-
sents the identical predictions of the phase-difference operator
(3.22) and of the Pegg-Barnett approach, while the broken
line is the values obtained from the Stokes parameters. 2.04
(b)
(4.2)
for the Pegg-Barnett approach, where
for any P, and
e'& + n+, n —n+
27r
n+ —0
(4.3)
) (y(~) ~y) if y y(~)&(4) = &
otherwise,
(4.4)
integral. This is tantamount to neglecting the discrete
character and assuming a continuous one. A requirement
to justify this replacement is that the mean values must
involve only high n terms in the summations; that is,
when we are in the regime of high total photon numbers.
This does not mean that both modes are highly excited,
because this condition can be reached when only one of
the modes is intense. On the other hand, we should ex-
pect difFerences in the regime where the discrete charac-
ter becomes noticeable; that is, in the limit of small total
photon numbers. As long as the total photon number is
conserved by the evolution operator, if one of these con-
ditions is satisfied initially, it is also satisfied all through
the propagation in the Kerr medium.
According to this, we can expect similar results &om
both approaches in the limit of high photon numbers, as
is shown in Fig. 2, where the initial state is a coherent one
with
~n+~ = 6 and ~n
~
= 1. It can also be seen how
the mean values and variances refiect the randomization
of the phase difFerence. It can be checked that appre-
ciable oscillations in the variances occur when we are in
conditions to observe the appearance of macroscopically
distinguishable states or Schrodinger cat states [6,7].
This discussion concerning their similarity in this limit
can also be done in terms of the phase-difFerence proba-
bility distributions
1.79—
1.04—
0.79
0 1 2 3 4
I
6 7 8 9 10
FIG. 2. (a) Evolution of the mean phase difference for a
coherent state with ~o.+~ = 6 and ~o.
~
= 1. The lines have
the same meaning as in Fig. 1. (b) Evolution of the variances
for the phase-difFerence operator (solid) and the Pegg-Barnett
phase difference (dotted).
for the phase operator (3.22), where in the sum n and r
run only over those values for which
(4.5)
We can see again that their structure is quite similar,
but while the first probability distribution is a function of
the continuous variable P, the second one can only take
values difFerent &om zero over a dense numerable set. So
their form should look difFerent, as is shown in Fig. 3,
and this occurs in this case despite the fact that we are
in the same limit of high photon numbers.
However, their common structure and the agreement
of mean values just shown tell us that somehow they
must be very close in this limit. To see more clearly how
they can lead to the same results we can look at the P
axis with a finite resolution, dividing the whole range into
intervals of the same length, and adding the points falling
in the same (small but Rnite) interval. This smoothing
procedure is actually done when we take the mean value
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(a) 0.65
0.65 0.52—
0.52- 0.39-
0.39— 0.26—
0.1 3—
0.1 3—
0.00
-3.6 -2.4 -1.2 0.0 1.2 2.4 3.6
0.00
-3.6 -2.4 -1.2 -0.0 1.2
QwlAA7I
2.4 3.6
0.30
FIG. 4. Smoothed phase-difference distribution obtained
from Fig. 3(b) by adding the points falling in intervals of
length 7r/7 and compared with the Pegg-Barnett distribution
for the same state as in Fig. 3.
0.24—
0.1 8—
where E+E+ is the Susskind-Glogower phase diff'erence
for both modes, which coincides with the result obtained
in the Pegg-Barnett approach. Furthermore, since the
mean value of the extra term
0.1 2— (4.7)
0.06—
0.00
-3.6
I. l J.l gg).
-2.4 -1.2 -0.0 1.2 2.4 3.6
0.80
0.48—
(a)
FIG. 3. Phase-difference probability distribution functions
in r = 0 for a coherent state with ~n+
~
= 6 and
~n
~
= 1.
(a) Probability distribution cast to the interval 2vr for the
Pegg-Barnett phase diiference. (b) Discrete probability dis-
tribution for the phase-difFerence operator (3.22).
of a slowly varying function of the phase diKerence. It
also could be considered as the efFect of the always Bnite
resolution of a measuring device. After this handling we
get some effective phase distribution in Fig. 4 (in which
we have divided the whole range into 14 intervals) that
looks closer to the Pegg-Barnett distribution. For higher
photon numbers the length of the intervals needed to get
a smoothed phase distribution closer to the Pegg-Barnett
one is correspondingly less.
In the other limit of small total photon number it is
clear that the discrete character will establish the dif-
ferences between the two approaches. In Fig. 5 we have
plotted the time evolution when the initial state is coher-
ent with ~o+~2 = 1 and ~n ~2 = 0.25. We can see that,
although they have diferent values, both curves follow
the same qualitative behavior, despite the fact that they
should have diferent properties in this regime.
It is easy to see that
0.1 6
-0.1 6
-0.48-
/
&.r
-080 '
0 1 2
1.84
1.69—
~1.54—
~1.39
1.24
0 1 2
3 4 5 6 7 8 9 10
(b)
3 4 5 6 7 8 9 10
(4.6) FIG. 5. The same as in Fig. 2 but now in the quantum
regime of small photon numbers:
~n+~ = 1 and ~n
~
= 0.25.
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is constant in the evolution, the differences between the
exponential of the phase difference (and, in particular,
the cosine) reduce to a constant for both approaches (as
is clearly seen in Fig. 6). This constant tends to zero in
the limit of high photon numbers.
It is worth mentioning that, as seen in the figures,
the phase fIuctuations calculated by means of the Pegg-
Barnett approach are larger than those obtained by the
phase-difFerence operator. Since in general a coarse-
graining procedure enhances fIuctuations, this is consis-
tent with the fact that, after smoothing, the phase dis-
tribution by the phase-difference operator method ap-
proaches the Pegg-Barnett phase distribution function.
We should note as well the periodic character of the
evolution of the phase difference. This is a common fea-
ture of the three approaches discussed. For the Stokes
operators we can see that
1.0
0.8—
& 0.6—
0.2—
0.0
0 1 2 3 4
/
/
j
j
6 7 8 9 10
U (r)a+a U(r) = a+ exp[i'(rz —rq)
x (a+a+ —a a )]a (4.8) 0.77
(b)
and therefore the Stokes parameters are 2m periodic on
w(fez —Kq) due to the integer nature of the spectrum of
a+a+ and a a in the quantum case.
To show this behavior in the Pegg-Barnett formalism
and on the operator (3.22), we can make use of their sim-
ilar structure for the probability distribution function. In
both cases, they are obtained from the projection opera-
tors lP("))(P(")l, where
0.72
& 0.67
O
0.62OCI
0.57
) "~"+ln+, n n+). —(4.9) 0.52 0 1 3 4 5 6 7 8 9 10
In the Pegg-Barnett formalism (t( ) can take any value,
while in the other case P( ) takes only n + 1 values for
each n. The evolution of this projection operator is
FIG. 6. (a) Mean values of the cosine of the phase difference
for a coherent state with ln~ l = 1 and ln l = 0.25. (b)
Variances of the cosine of the phase difference.
i(n~ ~'+)P i7.(~~ —~q)[n (n +—n+) —n+(n n+)]
l
n
Ut(+)I&( ))(&( )IU'(+) = ) . Ut(+)In+, n —n+)e'( + +)~(n+, n —n'+I+(r)
In+ %+=0
1 ).
n+, n+ —0
(4.10)
It is evident that the evolution is 2' periodic in
w(rz —Kq), and so will be the corresponding probability
distribution function, regardless of the discrete or con-
tinuous character of the P variable.
It should be pointed out that this periodicity in the
evolution of the phase difference is present regardless of
the particular values of m~ and v.q, because they always
appear in the form vq —Kq. In particular, in all the
figures we have taken Kq —ri —1. Contrary to the
classical solution (2.9), this periodicity does not depend
on the intensity of the fields, because its origin lies in the
discrete nature of the corresponding operators.
Equivalently, the Hamiltoman (2.11) can be rearranged
as
II = —(r g (n+ + n ) ' —(n+ + n )
+ 2(Kg —Ic,)n+n ) . (4.11)
Since the phase difference commutes with the total num-
ber, the relevant part for the evolution is given by the
last term, which depends just on the difference between
r~ and rq. Thus the evolution will be periodic due to
the integer character of n+ and. n for any value of K~
and vq. When r~ —vq there is no evolution at all for the
phase difference.
In summary, what we expect to have accomplished is a
complete quantum description of the phase properties of
light propagating in a Kerr medium. Starting from the
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Stokes operators, we have extracted, via a polar decom-
position, a unitary phase-difference operator allowing a
clear description of the polarization state of the Beld.
These predictions have been compared with those based
on the Pegg-Barnett approach. Although for large num-
bers of photons both operators give equivalent results
(the agreement is fairly good even for n & 4), quite dif-
. ferent from the classical Stokes parameters, in the regime
of small photon numbers some subtle differences appear,
associated with the discrete eigenvalue spectrum of the
phase-difFerence operator.
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However, due to the 2'-periodic character of all these
variables, the probability distribution corresponding to
(0, P) cannot be obtained simply by putting (A4) into
(A2). Note that in (A3) it seems that the range of (0, P)
should be a 4vr interval, or, equivalently, that (A4) is
not compatible with the 2m periodicity. Then the sub-
stitution of (A4) into (A2) must be followed by a pro-
cedure casting 0 and P into 2m ranges. To do so one
has to deal very carefully with the regions for all these
phases. The reason is that the same mod(2n) value for
(0, P) is obtained from two different values of (P+, P );
specifically, we will get the same (0, P) f'rom (P+, P ) and
(P+ + vr, P + 7r) [this last pair must be understood as
mod(2')]. So to obtain the probability for the (0, P) val-
ues we must add the probabilities corresponding to indi-
vidual phases (P+, P ) and (P++n', P +vr) in such a way
that [taking into account the Jacobian of transformation
(A4)]
APPENDIX: CASTING PROCEDURE FOR THE
PEGG-BARNETT PHASE-DIFFERENCE
DISTRIBUTION
I4+, (t-) = 2 ).
n+, n =0
&y(4+ 0-) = I(&+ &-I@)l'. (A2)
The Pegg-Barnett formalism for the phase properties
of a two-mode field is constructed from the individual
phases corresponding to each mode. The procedure can
be summarized by the joint probability distribution func-
tion obtained in terms of the Susskind-Glogower phase
states
1 0+ 0—
(0+y 0 —y
+&y
I
+~, —+7r
I2 2 (A5)
'P2 (0, $) being now 2a periodic over the 0 and (t vari-
ables.
In this work, we are interested in the marginal distribu-
tion for the phase difference, which can be obtained just
by integrating (A5) over the phase-sum variable 0. This
probability distribution can also be obtained in a very
simple way just by noting that it must give the same
mean value of any periodic function of the phase differ-
ence as the joint probability distribution (A2) (for an
alternative and careful derivation, see the original work
of Barnett and Pegg [24]).
Then we can impose the requirement
In our case we are interested not in the phase of each
mode but in the phase difference, which is the relevant
variable in a lot of two-mode problems. So we can ask
for the probability distribution function corresponding to
the phase-sum and phase-difference variables
kP p (y) e &(4+ —4'-)P (y
(A6)
that is,
0 = 4'++4—
4 =4+ —0—
0+$
2
(A3)
(A4)
for any integer k. 7 2 (P) is then completely fixed by this
requirement as well as from the 0 integration of (A5),
and can be expressed as
OO
d0 I(&+ 0 01&) I = ) . (&'"'I&) (A7)
n=0
where IP( )) is the same as (4.3), as can be shown by
direct computation.
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