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Abstract
In this article we study the discretization of the Maxwell-Klein-Gordon equation from a vari-
ational point of view. We first solve the problem with an action corresponding to the Yee scheme
for the Maxwell part, which is automatically gauge invariant, and a gauge invariant action for the
Klein-Gordon part given by the Lattice Gauge Theory. The action is showed to be consistent with
the continuous formulation, and the equations to be solved are derived from a discrete stationary
action principle.
Due to the gauge invariance, the local electric charge can be shown to be conserved through
Noether’s theorem. As this is an essential feature of the continuous model, this conservation can
be viewed as the great achievement of this scheme.
Thereafter we compare the above described scheme with a scheme that uses a standard finite
difference approximation of the derivatives, and where the coupling between the scalar field and
the gauge field is done in the simplest way. This scheme will posess a global gauge symmetry
which ensures the conservation of global charge as in the hybrid case, but the scheme has no local
symmetry and no locally conserved charge.
At last we present some numerical results in the temporal gauge, shedding light on the theo-
retical discussion.
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1 Introduction
The Standard model of physics describes the fundamental particles and the forces of nature, except
gravity. It is a theory described by a Lagrangian formulation, and the fundamental quantities are
described by fields. A key property of the theory is that the Lagrangian is invariant under so called
continuous local gauge transformations, i.e. rotations in the phase space where the fundamental fields
live. The gauge symmetry can be viewed as an analogue to the equivalence principle of general
relativity in which each point in spacetime is allowed a choice of local reference (coordinate) frame.
Symmetries are regarded as a very important feature of almost every physical theory, and continuous
symmetries give rise to conserved quantities through Noether’s theorem. The continuous local gauge
transformations will for instance lead to a conserved charge, and maybe the most common example is
the U(1)-symmetry which ensures the conservation of electric charge.
The Lagrangian in the Standard model gives rise to the evolution equations of the gauge fields,
called the Yang-Mills equations (actually the name Yang-Mills is most often used in the context of
gauge group SU(2) or SU(3), a generalization of the U(1) case). In physics the primary aim is not to
find classical solutions to these equations, but rather to quantize the theory (hence the name quantum
mechanics) with the Lagrangian as the starting point, and from there on calculate correlation functions
and cross sections in order to describe how the particles and fields in the theory behave. This is done
via the (ill-defined) path integral formalism, ”integration over every possible path”, which especially
in Quantum ElectroDynamics (QED), the U(1)×SU(2) part of the Standard model, yields extremely
sucessfull perturbation calculations.
In the SU(3) part of the Standard model (Quantum ChromoDynamics, or QCD), the description
of the nuclear force, perturbation calculations are more troublesome, and even if it works on some
occasions, it breaks down especially in the high energy regime. This fact motivated Kenneth Wilson
to develop Lattice Gauge Theory (LGT)[1]. In the continuum formulation, ultraviolet divergences
occur, i.e. divergences at high energy/small distances. To remove these divergences Wilson wanted
to construct the theory on a space-time lattice, which effectively introduces a cut off, i.e. a smallest
length determined by the lattice constant. Since the continuous local gauge symmetry is fundamental
in the theory, Wilson wanted the discrete theory to also possess this property, and in an ingenious way
he developed what is now called Lattice Gauge Theory. This theory abides the gauge symmetry and is
also consistent with the continuum formulation. P.t. this is the only theory that gives non-perturbative
results in QCD, and calculations using LGT give both asymptotic freedom and confinement[1, 2, 3, 4].
The theory is therefore regarded as a great success.
This gave us the motivation to use this theory in the field of numerical analysis to find classical
solutions of the fields. We started out with the simplest gauge group, the U(1) group, which corre-
sponds to pure electromagnetism, and compared the results with the classical Yee-scheme[5]. One
peculiar fact in this case is that LGT with gauge group U(1) gives you a set of non-linear equations to
solve, while Maxwell’s equations describing the electromagnetic field are linear. However, numerical
experiments indicate a good agreement between the LGT-scheme and the Yee-scheme.
General Relativity can be viewed as a gauge theory, with the Poincare group as gauge group,
and should have wave-like solutions. One would like a geometric discretization of these nonlinear
equations. This is exactly what LGT provides for the Yang-Mills equations, so this is an attempt
towards creating a good numerical scheme for GR. In view of that, some of the purpose of this article
is to bring LGT to the attention of numerical analysts, and as such the paper is partly expository.
In this article we expand the earlier work to also include a complex scalar field, implying that the
equations to be solved are the Maxwell-Klein-Gordon equations. Since it may seem a bit too much to
use the Lattice Gauge Theory formalism on the Maxwell part of the action, which in any case is gauge
2
invariant, we will instead study a hybrid scheme, consisting of the 2. order Yee action for the Maxwell
part and the LGT-action for the Klein-Gordon part. The scheme we then end up with is locally gauge
invariant. Because of this symmetry we can use a discrete version of Noether’s theorem to extract
the conserved quantity. As in the continuous case, we get a locally conserved charge consistent with
Maxwell’s equations. The conservation of the local charge implies of course the conservation of a
global charge as well.
We will also compare this hybrid scheme with a more standard finite difference scheme for solving
the Maxwell-Klein-Gordon-equations. This scheme uses the 2. order Yee action for the Maxwell part
of the action, as the hybrid scheme does, and a finite difference approximation of the derivatives in
the KG action. This scheme does not possess a local U(1) symmetry, hence Noether’s theorem can
not be used to deduce a locally conserved charge. However, the scheme is invariant with respect to
global U(1) transformations, implying a globally conserved charge.
The paper is organized as follows: In §2 we introduce the continuous Maxwell-Klein-Gordon
equation from a variational point of view and prove constraint preservation. In §3 we discretize the
MKG-action using an LGT inspired action for the Klein-Gordon part and a Yee-action for the Maxwell
part, and we show that the resulting discrete action is indeed gauge invariant. In §4 a numerical scheme
which uses standard finite difference discretization is discussed. This scheme does not possess the
local gauge symmetry, so it does not preserve the constraint. In §5 a discussion of the energy of the
schemes is included. Finally in §6 we present some numerical results.
2 The continuum equations
The domain we are looking at is Σ = R × R3 with coordinates x = (t,x) (R3, which describes the
spatial domain, can in general be interchanged with a Riemannian manifold). The unknowns in the
theory are a gauge potential x 7→ A0(x)dt + A(x) = Aµ(x), where A0 is a real-valued function
and A is a real-valued one-form, and a complex scalar function x 7→ φ(x). Actually, in physics one
considers φ and φ∗ to be independent degrees of freedom, with φ describing the particle (a boson) and
φ∗ its anti-particle. This is equivalent to consider two real fields φ1 and φ2 with equal mass, and write
φ = 1/
√
2(φ1+ iφ2). However, considering only φ as an independent degree of freedom provides all
information necessary, and this is the point of view we choose here. The action is given by [6, 7] (we
are using the Minkowski space-time metric ηµν =diag(−1, 1, 1, 1) to raise and lower indices)
S[A,φ] = −
∫
dtd3x(1
4
FµνF
µν + (Dµφ)(D
µφ)∗ +m2|φ|2) =
∫
dtd3xL, (1)
where Einstein’s summation convention is assumed, Fµν = ∂µAν − ∂νAµ is the field strenght and
Dµ = ∂µ − iqAµ is the covariant derivative where q is the coupling constant between the scalar field
and the gauge field. In the limit q = 0 we are left with free field theory. We observe that the action is
invariant under local transformations of the type
φ(x) 7→ eiλ(x)φ(x)
Aµ(x) 7→ Aµ(x) + 1
q
∂µλ(x).
(2)
where iλ(x) ∈ iR is in the Lie-algebra u(1) of U(1), so that eiλ(x) ∈ U(1). Aµ transforms in the
adjoint representation of the Lie-algebra.
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Introducing the notation ∂µψ := ψ,µ := ∂ψ∂xµ , the Euler-Lagrange-equations are given by
∂µ
(
∂L
∂ψµ
)
− ∂L
∂ψ
= 0, (3)
for each independent field ψ. The independent fields in the Maxwell-Klein-Gordon case are φ and
Aµ, and we get the following partial differential equations
φ: (
DµD
µ −m2)φ = 0, (4)
Aµ:
∂νF
µν + qJµ = 0, (5)
where Jµ = i(φ∗Dµφ− φD∗µφ∗). We also have the Bianchi identity for the field strengt Fµν
∂λFµν + ∂µF νλ + ∂νF λµ = 0, (6)
which is satisfied automatically by construction of F from A. The above equations, (4)-(6), comprise
the complete set of the Maxwell-Klein-Gordon-equations.
Equation (5) can further be divided into two types of equations, one considered as a constraint (no
time derivative), i.e. choosing µ = 0 (the temporal component of Aµ) we get
∂iF
0i + qJ0 = 0, (7)
which is, upon defining the electric field as Ei = F 0i, nothing but the Maxwell equation with source
divE+ qJ0 = 0. (8)
The other type is an evolution equation, i.e. choosing µ = j we get
∂0F
j0 + ∂iF
ji + qJ j = 0. (9)
Defining the magnetic field as Bi = 12ǫijkF
jk
, where ǫijk is the antisymmetric Levi-Civita tensor
with ǫ123 = 1, the above equation is the evolution equation for the electric field
curlB = ∂E
∂t
− qJ, (10)
where J = (Jx, Jy, Jz). The Bianchi identity provides the evolution of the magnetic field and a
similar constraint as (7), divB = 0.
An important result regarding the constraint equation, eq. (7), is
Proposition 1 Suppose (φ,Aµ) solves the equations (4, 9) on a time interval [0,T]. Suppose further-
more that the constraint (7) is satisfied at t = 0. Then the constraint (7) is satisfied for all t ∈ [0, T ].
-Proof: Observe first that upon differentiating (9) (a summation over j is assumed)
∂j∂0F
j0 + ∂j∂iF
ji + q∂jJ
j = ∂j∂0F
j0 + q∂jJ
j = 0. (11)
Furthermore, differentiating eq. (7) with respect to t gives
∂0(∂iF
0i + qJ0) = −∂i∂0F i0 + q∂0J0, (12)
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which combined with (11) gives
∂0(∂iF
0i + qJ0) = q(∂0J
0 + ∂iJ
i) = q∂µJ
µ. (13)
Since (φ) satisfies (4), we have that
∂µJ
µ = i(φ∗DµD
µφ− φD∗µD∗µφ∗) = 0. (14)

The result above can be seen as a direct consequence of the local gauge invariance. The connection
can be made explicit through Noether’s theorem, which states that to every continuous symmetry there
exists a conserved charge.
2.1 Noether’s theorem and constraint preservation
Since the Lagrangian is invariant under gauge transformations, given by eq. 2, it is possible to reduce
the number of Euler-Lagrange equations by choosing a particular gauge. Physical observables are
of course independent of this choice of gauge, so doing this will not alter the physics, it will only
simplify the equations to be solved. In other words, physical initial and boundary values determine
(φ,A) only up to gauge transformations.
By choosing for instance the temporal gauge, A0 = 0, the Euler-Lagrange equations are reduced
to the evolution equation for the electric field, eq. 9. The constraint equation, eq. 7, has in effect
been eliminated, i.e. is no longer an Euler-Lagrange equation since variation of A0 is excluded. The
temporal gauge is an incomplete gauge, meaning that there is a remaining gauge symmetry in the
system, i.e. the reduced Lagrangian with A0 = 0 is still invariant under the gauge transformations,
eq. 2, with λ a constant in time. Due to this remaining symmetry, Noether’s theorem [8, 9, 10] states
that the following current is conserved
Kµ = iλ (φ∗Dµφ− φ(Dµφ)∗) + 1
q
F iµ∂iλ, (15)
i.e. ∂µKµ = 0, and from the conservative nature of the above quantity, one can give an alternative
proof of proposition 1.
Proposition 2 Given the Lagrangian from equation 1 in temporal gauge, and suppose that (φ,A)
solves the equations (4, 9) on a time interval [0,T]. Suppose furthermore that the constraint (7) is
satisfied at t = 0. Then the constraint (7) is satisfied for all t ∈ [0, T ].
-Proof (By Noether’s theorem) Define the charge
Q =
∫
d3xK0. (16)
From Noether’s theorem, Q is conserved since
∂0Q =
∫
d3x∂0K0 = −
∫
d3x∂iKi = 0 (17)
(where we have assumed as always that the fields diminish fast enough when |x| → ∞). From the
definition of K , we get that
Q =
∫
d3xλ
[
i
(
φ∗∂0φ− φ∂0φ∗)− 1
q
∂iF
i0
]
, (18)
5
and since this should be valid for any choice of λ we can conclude that[
i
(
φ∗∂0φ− φ∂0φ∗)− 1
q
∂iF
i0
]
=
1
q
divE+ J0 (19)
is conserved.

The same procedure of reducing the Euler-Lagrange equations by choosing the temporal gauge,
and then using the remaining symmetry and Noether’s theorem to show that the constraint is conserved
can be found in [11, 12]
If λ is a constant, which is the case when only a global U(1) symmetry is present, the conserved
charge is given by
Q =
∫
d3x i
(
φ∗∂0φ− φ∂0φ∗) . (20)
This is the quantity that physicist usually call the total charge of the system.
3 Lattice Gauge Theory
We are now going to develop the gauge invariant lattice action for the Maxwell-Klein-Gordon case[1,
13, 14, 15, 16, 2]. One starts out with the continuum action for the complex Klein-Gordon field which
reads
S[φ] = −
∫
dtd3x (∂µφ)(∂µφ∗) +m2φφ∗ =
∫
dtd3xL(φ). (21)
We then define this action on a space-time lattice with lattice points n = (nt,n) = (nt, nx, ny, nz),
convert the integral to a summation and approximate the derivative by ∂µφ(x) ≈ 1aµ (φ(n + aµ) −
φ(n)), where aµ is the lattice spacing in the direction eµ. We also write out the summation in the ac-
tion, (∂µφ)(∂µφ∗) = −∂tφ∂tφ∗+∇φ·∇φ∗ (we use the Minkowski space-time metric ηµν =diag(−1, 1, 1, 1)).
The discrete action can therefore be written as
S[φ] =
∑
n
[
h(a)
∣∣∣∣ 1at (φ(n + at)− φ(n))
∣∣∣∣
2
−
∣∣∣∣ 1ai (φ(n + ai)− φ(n))
∣∣∣∣
2
−m2|φ(n)|2
]
(22)
where h(a) = ataxayaz , and a summation over i is assumed. We now want to impose a continuous
local U(1) gauge invariance, i.e. we want the theory to be invariant under the set of transformations
φ(n) 7→ G(n)φ(n) (23)
where G(n) = eiλ(n), λ(n) ∈ R. We clearly see that the above action (22) does not satisfy this, due to
non-local terms. Hence we have to modify the action, and we do this by inspiration from the Wilson
line.
3.1 The Wilson line and loop
In the continuous theory terms that are non-local need to be modified in order to be gauge invariant[7].
The way this is done is by using the transformation property of the Wilson line defined by
U(x, y) = eiq
R
P Aα(z)dz
α
, (24)
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where P is a path between x and y. We see that under a local U(1) gauge transformation, where
the gauge field transforms in the adjoint representation of the Lie-algebra, i.e. Aµ(x) → Aµ(x) +
1
q∂µλ(x), the Wilson line transforms as
U(x, y) 7→ G−1(x)U(x, y)G(y), G(x) = eiλ(x). (25)
This means that expressions like φ(x)U(x, y)φ∗(y) will transform as
φ(x)G(x)G−1(x)U(x, y)G(y)G−1(y)φ∗(y) = φ(x)U(x, y)φ∗(y), meaning that they are gauge in-
variant.
If x = y, the path P is a closed loop, U(x, x) is called the Wilson loop, and we see that it
transforms as U(x, x) 7→ U(x, x), so it is gauge invariant.
The above considerations suggest that to arrive at a gauge invariant expression for the Klein-
Gordon action on the lattice, we should make the following substitutions in (22)
|φ(n + aµ)− φ(n)| 7−→ |φ(n + aµ)− Un;n+aµφ(n)| (26)
where Un+aµ;n = U
†
n;n+aµ , and Un;n+aµ is an element of the U(1) gauge group. Hence it can be
written as
Un;n+aµ = e
iψµ(n+
1
2
aµ), (27)
where ψµ(n + 12aµ) is in the compact domain [0, 2π]. The right hand side of (26) is now invariant
under the following set of local transformations
φ(n) 7→ G(n)φ(n)
Un;n+aµ 7→ G−1(n)Un;n+aµG(n + aµ), G(n) = eiλ(n)
(28)
As we see, the group elements Un;n+aµ live on the links connecting two neighbouring lattice sites,
hence they are often called link variables.
Let us write ψµ(n + 12aµ) = qaµAµ(n +
1
2aµ). This means that A0 is defined at (n +
1
2at) =
(n, t+ 12at), and the spatial part Ai at (n+
1
2ai) = (n+
1
2ai, t). If we now make the substitution
Un;n+aµ → 1 + iqaµAµ(n+
1
2
aµ), (29)
we see that (22) with the substitution from (26) reduces to a possible discretization of (1) minus the
kinetic term of the gauge potential Aµ. Because of this connection between Un,n+aµ and Aµ(n+ 12aµ)
we write from here on
Uµ(n) ≡ Un;n+aµ = eiqaµAµ(n+
1
2
aµ). (30)
With this identification it is an easy matter to verify that Uµ(n) transforms as follows under gauge
transformations
Uµ(n) 7→ G−1(n)Uµ(n)G(n + aµ) = eiqaµAGµ (n+
1
2
aµ), (31)
where AGµ (n+ 12aµ) is the discretized version of Aµ(x+
1
2aµ) +
1
q∂µλ(x). Hence, a gauge invariant
action for the complex scalar field can be expressed as
SLGT[φ,A] = h(a)
∑
n
[ ∣∣∣∣ 1at
(
φ(n + at)− eiqatA0(n+
1
2
at)φ(n)
)∣∣∣∣
2
−
∣∣∣∣ 1ai
(
φ(n+ ai)− eiqaiAi(n+
1
2
ai)φ(n)
)∣∣∣∣
2
−m2|φ(n)|2
]
.
(32)
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To complete the construction of the Maxwell-Klein-Gordon action we need to construct a gauge
invariant action for the gauge potential Aµ. One possibility is to use the action from LGT, which is
motivated from the fact that the Wilson loop is gauge invariant. We are not going to use this action,
and the main reason is that while Maxwell’s equations in vacuum are linear, the Maxwell-action from
LGT gives a nonlinear evolution equation for the electric field. Instead we will use the gauge invariant
2. order Yee action described in the next section.
3.2 A 2. order Yee-type action
In this section a 2. order Yee-type action for the gauge potential will be developed [17, 18]. This
action will be motivated by the classical Yee-scheme [5].
Maxwell’s equations in vacuum are formulated through a gauge potential Aµ = (A0,A) as
∂20A−∆A+∇(∇ ·A)−∇∂0A0 = 0, −∂0Fi0 + ∂jFij = 0
−∆A0 + ∂0∇ ·A = 0, ∂iF0i = 0,
(33)
where Fµν = ∂µAν − ∂νAµ is the field strength, and with the identification
E = ∇A0 − ∂0A, B = ∇×A. (34)
From the above equation we see that in the discretized version:
• E and A should have the same spatial dependence.
• E and A0 should have the same temporal dependence.
• B and A should have the same temporal dependence.
Comparing with the classical Yee-scheme, (33) should be discretized as
− 1
at
δ¯tFi0(n) +
1
aj
δ¯jFij(n) = 0,
1
ai
δ¯iF0i(n) = 0,
Fµν(n) =
1
aµ
δµAν(n +
1
2
aν)− 1
aν
δνAµ(n+
1
2
aµ),
(35)
where we have introduced forward and backward difference operators δ¯if(n) = f(n)−f(n−ai) and
δif(n) = f(n+ ai)− f(n). Observe that the field strength also satisfies a discrete Bianchi identity
1
aλ
δλFµν(n) +
1
aµ
δµFνλ(n) +
1
aν
δνFλµ(n) = 0. (36)
The action corresponding to (35) is
SYee[A] = −
∑
n
h(a)
(
1
4
Fµν(n)F
µν(n)
)
, (37)
where h(a) = axayazat and summations over repeated indices are assumed. In this article we are
going to use this action in combination with the Klein-Gordon action (32), i.e.
SMKG[φ,A] = SLGT[φ,A] + SYee[A]. (38)
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It is easy to verify that this action is locally gauge invariant, i.e. invariant under the following set of
transformations
φ(n) 7→ φ(n)eiλ(n)
Aµ(n+
1
2
aµ) 7→ Aµ(n+ 1
2
aµ) +
1
q
1
aµ
(λ(n+ aµ)− λ(n)) .
(39)
We also want to make sure that the action we are using is consistent with the continuous action
in some sence. That is, making sure that we approximate the right equations. We define consistency
through the action as follows[19]
Definition 1 Let S[u] be an action describing a set of fields u on a space domain Ω. We say that a
discrete action Sh[·], defined on a discretization Th of Ω with lattice spacing h, is consistent with S[·]
if for any smooth enough u
sup
u′∈Xh
|DS[u]u′ −DSh[πhu]u′|
||u′|| −→h→0 0 (40)
where πhu is some given projection of u on the lattice, and Xh is the element space where we seek
solutions. || · || is the natural norm for S.
The appropriate element spaces in the MKG-case are (Th is a mesh made of equal cubes K ∈ Th
of equal side h){
Uh = {φh ∈ U = H1(Ω) | ∀K ∈ Th, φh|K ∈ Q1,1,1}
Vh = {Ah ∈ H(curl,Ω) | ∀K ∈ Th, Ah|K ∈ Q0,1,1 ×Q1,0,1 ×Q1,1,0},
(41)
where we recall that by definition Qi1,i2,i3 is the set of polynomials of three variables whose degree
with respect to the k’th variable is less than or equal to ik. Concerning our MKG-action, the scalar
field is projected down on the lattice points (standard nodal interpolation) while the gauge potential is
projected as an integral of the tangential component along each edge, i.e.
(πhφ)(n) = φ(n) (πhAi)(n +
1
2
ai) =
1
ai
∫ n+ai
n
Ai(y)dy. (42)
These projections correspond to the interpolations used in Finite Element theory [18]. With these
projections we get
Theorem 1 If (φ,A) defined on Ω is smooth enough, and Ω is a bounded domain in R3 (alternatively,
(φ,A) has compact support in R3), and if we use the projections from equation 42, then the action
from equation 38 is consistent with the continuous MKG-action, equation 1.
-Proof: The differential of the space part of the continuous and discrete action in direction u′ =
(φ′,A′) are given by (u = (φ,A), and for simplicity we assume a uniform lattice with periodic
boundary conditions and |ai| = h∀i)
DS[u]u′ = −
∫
Ω
d3x
{
Diφ
′
D∗i φ
∗ +DiφD
∗
i φ
∗′ +m2(φ
′
φ∗ + φφ∗
′
)+
1
2
FijF
′
ij + iqA
′
i(φ
∗Diφ− φD∗i φ∗)
} (43)
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DSh[πhu]u
′ = −
∑
n
h3
{
D˜iφ(n)
′
D˜∗i φ(n)
∗ + D˜iφ(n)D˜
∗
i φ(n)
∗′ +m2(φ(n)
′
φ(n)∗ + φ(n)φ(n)∗
′
)+
1
2
F˜ij(n)F˜ij(n)
′
+ iq
( 1
ai
∫ n+ai
n
Ai(y)
′
dy
)
(e−iq
R n+ai
n Ai(y)dyφ(n)∗D˜iφ(n)− eiq
R n+ai
n Ai(y)dyφ(n)D˜∗i φ(n)
∗)
}
(44)
where we have defined
D˜iφ(n) =
1
ai
δiφ(n) + φ(n)
1
ai
(1− eiq
R n+ai
n Ai(y)dy)
F˜ij(n) =
1
ai
δi
∫ n+aj
n
Aj(y)dy − 1
aj
δj
∫ n+ai
n
Ai(y)dy.
(45)
We observe that due to the definition of the element spaces
1
ai
∫ n+ai
n
Ai(y)
′
dy = Ai(n+
1
2
ai)
′
,
1
aj
δjAi(n+
1
2
ai)
′
= ∂jAi(n+
1
2
ai)
′ 1
ai
δiφ(n)
′
= ∂iφ(n)
′
.
(46)
In addition, because our numerical quadrature scheme is exact for Q1,1,1 the Bramble-Hilbert lemma
gives us the estimate[19]
|
∫
Ω
fv −
∑
n
h3fv| ≤ Ch||f ||H5/2 |v|L2 , (47)
for v of finite element type and f ∈ H5/2. C is a constant independent of h. Furthermore since (φ,A)
is assumed smooth enough, we can write
F˜ij(n) =
1
ai
δi
∫ n+aj
n
Aj(y)dy − 1
aj
δj
∫ n+ai
n
Ai(y)dy = Fij(n) +O(h)
e−iq
R n+ai
n
Ai(y)dyD˜iφ(n) = Diφ(n) +O(h)
D˜iφ(n)
′ = Diφ(n)
′ + Chφ(n)′,
(48)
where C depends on A but not on φ′.
Now, with u′ = (φ′ ,A′ = 0)
|DS[u]u′−DS[πhu]u′| ≤
|
∫
Ω
d3xDiφ
′
D∗i φ
∗ −
∑
n
h3Diφ
′
D∗i φ
∗|+
|
∫
Ω
d3xDiφD
∗
i φ
∗′ −
∑
n
h3DiφD
∗
i φ
∗′ |+
|
∫
Ω
d3xm2(φ
′
φ∗ + φφ∗
′
)−m2
∑
n
h3(φ
′
φ∗ + φφ∗
′
)|+Ch(|Diφ′ |L2 + |φ
′ |L2)
≤ Ch(||Diφ||H5/2 + ||φ||H5/2 + 2)||φ
′ ||H1 ,
(49)
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and by choosing u′ = (φ′ = 0,A′)
|DS[u]u′−DS[πhu]u′| ≤
|
∫
Ω
d3xiqA
′
i(φ
∗Diφ− φD∗i φ∗)−
∑
n
h3iqA
′
i(φ
∗Diφ− φD∗i φ∗)|+
|
∫
Ω
d3x
1
2
FijF
′
ij −
∑
n
h3
1
2
FijF
′
ij |+ Ch(|A
′ |L2 + |F
′ |L2)
≤ Ch(||φ∗Diφ− φD∗i φ∗||H5/2 + ||F ||H5/2 + 2)||A
′ ||H(curl).
(50)
Equations (49) and (50) imply the desired result.

This is not the only way of defining consistency, and one could equally well define it through the
finite difference equations approximating the partial differential equations. However, consistency as
we have defined it, implies that the finite difference equations to be derived are an approximation of
the continuous equations.
3.3 The discretized equations
Next we are going to use (38) to find the discrete E-L equations, i.e. we are going to vary the action
with respect to the independent fields and demand the variation to be extremal. Variation with respect
to the scalar field gives the generalized discrete wave equation
φ :
1
a2t
(
φ(n+ at)e
−iqatA0(n+
1
2
at) + φ(n − at)eiqatA0(n−
1
2
at) − 2φ(n)
)
−
1
a2i
(
φ(n+ ai)e
−iqaiAi(n+
1
2
ai) + φ(n− ai)eiqaiAi(n−
1
2
ai) − 2φ(n)
)
+m2φ(n) = 0,
(51)
where a summation over i is understood.
Variation with respect to A0 gives the constraint equation
A0 :∑
i
1
ai
δ¯iF0i(n))+q
1
at
i
(
φ(n+at)φ
∗(n)e−iqatA0(n+
1
2
at)−φ(n)φ∗(n+at)eiqatA0(n+
1
2
at)
)
= 0, (52)
which is the equivalent of (7).
Finally, variation with respect to Ai gives the evolution equation
Ai :
1
at
δ¯tF0i(n)−
∑
j
1
aj
δ¯jFji(n)+
q
1
ai
i
(
φ(n+ ai)φ
∗(n)e−iqaiAi(n+
1
2
ai) − φ(n)φ∗(n+ ai)eiqaiAi(n+
1
2
ai)
)
= 0,
(53)
which is the equivalent of (9). Equations (51), (52), (53) and the discrete version of the Bianchi
identity comprise the discrete version of the Maxwell-Klein-Gordon equations.
An important result is the following (the equivalent of proposition 1)
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Proposition 3 Suppose (φ,Aµ) solves the equations (51, 53) on a time interval [0,T] at the lattice
points. Suppose furthermore that the constraint (52) is satisfied at t = 0. Then the constraint (52) is
satisfied for all nt ∈ [0, T ] at the lattice points.
-Proof: Define
Cµ(n) = qaµAµ(n), (54)
J0(n) = i
1
at
(
φ(n+ at)e
−iC0(n+
1
2
at)φ∗(n)− φ(n)eiC0(n+ 12at)φ∗(n+ at)
)
, (55)
Ji(n) = i
1
ai
(
φ(n)eiCi(n+
1
2
ai)φ∗(n+ ai)− φ(n + ai)e−iCi(n+
1
2
ai)φ∗(n)
)
, (56)
and
D(n) =
∑
i
1
ai
δ¯iF0i(n) + qJ0(n). (57)
We see that (52) is equivalent to D(n) = 0. We then calculate the discrete backward time derivative
of (57) with the use of (53)
1
at
δ¯tD(n) =
∑
i
1
atai
δ¯tδ¯iF0i(n) + q
1
at
δ¯tJ0(n)
=
∑
i
1
ai
δ¯i
(∑
j
1
aj
δ¯jFji(n) + qJi(n)
)
+ q
1
at
δ¯tJ0(n)
= q
∑
i
1
ai
δ¯iJi(n) + q
1
at
δ¯tJ0(n) , Fij = −Fji.
(58)
Since we have assumed that (51) is satisfied, we have (multiply (51) with φ∗(n))
1
at
δ¯tJ0(n) = i
1
a2t
(
φ(n+ at)e
−iC0(n+
1
2
at)φ∗(n)− φ(n)eiC0(n+ 12at)φ∗(n+ at)−
φ(n)e−iC0(n−
1
2
at)φ∗(n− at) + φ(n − at)eiC0(n−
1
2
at)φ∗(n)
)
= i
∑
i
[
1
a2i
(
φ(n+ ai)e
−iCi(n+
1
2
ai)φ∗(n)− φ(n)eiCi(n+ 12ai)φ∗(n+ ai)
)
−
1
a2i
(
φ(n)e−iCi(n−
1
2
ai)φ∗(n− ai)− φ(n− ai)eiCi(n−
1
2
ai)φ∗(n)
)]
= −
∑
i
1
ai
δ¯iJi(n),
(59)
implying that
1
at
δ¯tD(n) = 0. (60)

Again this can be seen as a consequence of the local gauge invariance, and we will, as in the continuous
case, show this connection through Noether’s theorem.
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3.4 Noether’s theorem and constraint preservation on the lattice
The discrete Lagrangian, eq. 38, is U(1) gauge invariant, and by choosing the temporal gauge, A0 = 0,
the discrete Euler-Lagrange equations are reduced in the same manner as in the continuous case,
meaning that the constraint equation has been eliminated. Again, this is an incomplete gauge, and due
to the remaining symmetry, i.e. transformations with λ a constant of time in eq. 39, a discrete version
of Noether’s theorem [20] provides the following divergence free current
K0 = iλ(n)
1
at
(
φ(n)φ∗(n+ at)− φ(n + at)φ∗(n)
)
+
1
q
F0k(n)
1
ak
δkλ(n)
Ki = iλ(n+ ai)
1
ai
(
φ(n+ ai)e
−iqaiAi(n+
1
2
ai)φ∗(n)− φ(n)eiqaiAi(n+ 12ai)φ∗(n+ ai)
)
+
+
1
q
Fki(n)
1
ak
δkλ(n+ ai),
(61)
i.e. 1at δ¯0K0 +
1
ai
δ¯iKi = 0.
This conserved current can be used to give an alternative proof of proposition 3.
Proposition 4 Given the Lagrangian from equation 38 in temporal gauge, and suppose that (φ,A)
solves the equations (51, 53) at the lattice points on a time interval [0,T]. Suppose furthermore that
the constraint (52) is satisfied at t = 0. Then the constraint (52) is satisfied at the lattice points for
all nt ∈ [0, T ].
-Proof(By Noether’s theorem) The proof has the same structure as in the continuous case. We start
out by defining the charge
Q = a3xi
∑
n
K0, (62)
which is conserved due to Noether’s theorem and the fact that we consider a lattice with periodic
boundary conditions;
1
at
δ¯0Q = a
3
xi
∑
n
1
at
δ¯0K0 = −a3xi
∑
n,i
1
ai
δ¯iKi = 0. (63)
From the definition of K and a partial integration on the lattice, the charge can be rewritten as
Q = a3xi
∑
n
λ(n)
[
i
1
at
(
φ(n)φ∗(n + at)− φ(n+ at)φ∗(n)
)
− 1
q
1
ak
δ¯kF0k(n)
]
, (64)
and since this should be valid for any choice of λ we can conclude that the constraint, (52), is con-
served.

If λ is a constant, the conserved charge is given by
Q = a3xi
∑
n
i
1
at
(
φ(n)φ∗(n+ at)− φ(n + at)φ∗(n)
)
, (65)
and this is again the quantity that physicist call the total charge of the system. We will see later on that
this charge is also conserved for the standard scheme, as can be seen from the global U(1) invariance.
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4 Standard finite difference discretization
In this section we are going to present the more standard scheme for dealing with the Maxwell-Klein-
Gordon-equations, which we will compare with our hybrid scheme. The standard scheme consists of
the 2. order Yee action for the Maxwell part, as for the hybrid scheme, and a standard finite difference
discretization of the Klein-Gordon part.
To find the discrete action for the Klein-Gordon part, we start out with the continuous action
SKG[φ,A] = −
∫
dtd3x
(
(Dµφ)(D
µφ)∗ +m2|φ|2) = ∫ dtd3x (|D0φ|2 − |Diφ|2 −m2|φ|2) .
(66)
This action is then defined on a space-time lattice. The integral is converted to a summation and the
derivatives are approximated by δµφ(x) ≈ 1aµ (φ(n + aµ)− φ(n)), where aµ is the lattice spacing in
the direction eµ. The fields are of course defined at the same points as for the hybrid scheme. The
discrete Klein-Gordon action is therefore given by
SKG[φ,A] = h(a)
∑
n
[ ∣∣∣∣ 1at
(
φ(n + at)− φ(n)
)
− iqA0(n + 1
2
at)φ(n)
∣∣∣∣
2
−
−
∣∣∣∣ 1ai
(
φ(n+ ai)− φ(n)
)
− iqAi(n+ 1
2
ai)φ(n)
∣∣∣∣
2
−m2|φ(n)|2
]
.
(67)
Hence, the total action is
SMKG[φ,A] = SKG[φ,A] + SYee[A], (68)
where SYee[A] is given by equation (37). It is an easy matter to verify that
Theorem 2 If (φ,A) defined on Ω is smooth enough, and Ω is a bounded domain in R3 (alternatively,
(φ,A) has compact support in R3), and if we use the projections from equation 42, then the action
from equation 68 is consistent with the continuous MKG-action, equation 1.
4.1 The discretized equations
This action, equation 68, implies the following discrete Euler-Lagrange equations:
φ :
1
a2t
δ¯tδtφ(n)− 1
a2i
δ¯iδiφ(n)− iqA0(n+ 1
2
at)
1
at
δtφ(n)−
iq
1
at
(
φ(n)δ¯tA0(n+
1
2
at) +A0(n)δ¯tφ(n)
)
−
q2A20(n+
1
2
at)φ(n) + iqAi(n+
1
2
ai)
1
ai
δiφ(n)+
iq
1
ai
(
φ(n)δ¯iAi(n+
1
2
ai) +Ai(n− 1
2
ai)δ¯iφ(n)
)
+
q2A2i (n+
1
2
ai)φ(n) +m
2φ(n) = 0
(69)
A0 :∑
i
1
ai
δ¯iF0i(n) + iq
1
at
(
φ∗(n)δtφ(n)− φ(n)δtφ∗(n)
)
+ 2q2A0(n +
1
2
at)|φ(n)|2 = 0. (70)
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Ai :
1
at
δ¯tF0i(n)−
∑
j
1
aj
δ¯jFji(n) + iq
1
ai
(φ∗(n)δiφ(n)− φ(n)δiφ∗(n))+
+ 2q2Ai(n+
1
2
ai)|φ(n)|2 = 0.
(71)
The important difference between this scheme and the hybrid scheme is concerning the constraint, eq.
(52) and eq. (70). For the hybrid scheme we showed that the constraint is preserved, both through a
direct calculation, proposition 3, and through Noether’s theorem, proposition 4. The more standard
scheme, presented in this section, does not possess this property, as can be related to the lack of a
continuous local gauge symmetry.
Proposition 5 The constraint, equation (70), is not conserved for the standard scheme.
-Proof: Define
D(n) =
∑
i
1
ai
δ¯iF0i(n)) + iq
1
at
(φ∗(n)δtφ(n)− φ(n)δtφ∗(n)) + 2q2A0(n+ 1
2
at)|φ(n)|2. (72)
A direct calculation shows that
1
at
δ¯tD(n) = q
2 (−atIt + aiIi) 6= 0
It =
1
at
δ¯t
{
A0(n+
1
2
at)
1
at
(φ∗(n)δtφ(n) + φ(n)δtφ
∗(n))
}
Ii =
1
ai
δ¯i
{
Ai(n+
1
2
ai)
1
ai
(φ∗(n)δiφ(n) + φ(n)δiφ
∗(n))
} (73)

Although this scheme is lacking a continuous local gauge symmetry, it admits global U(1) transfor-
mations, which implies a conserved global charge. This can be seen directly from Noether’s theorem
with λ equal a constant in equation (39). With λ a constant, Noether’s theorem predicts the following
divergence free current
K0 = i
[
1
at
(
φ(n)φ∗(n+ at)− φ(n+ at)φ∗(n)
)
+
iqA0(n +
1
2
at)(φ(n+ at)φ
∗(n) + φ(n)φ∗(n + at))
]
Ki = i
[
1
ai
(
φ(n+ ai)φ
∗(n)− φ(n)φ∗(n+ ai)
)
−
iqAi(n+
1
2
ai)(φ(n + ai)φ
∗(n) + φ(n)φ∗(n+ ai))
]
.
(74)
In the same way as in the continuous theory and for the hybrid scheme, this conserved current leads
to a conserved global charge given by
Q = a3xi
∑
n
K0. (75)
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This means that although the local charge may fluctuate, the total charge in the system is a constant
of motion, meaning that there is no dissipation of charge from the system.
5 Energy
Results concerning the energy of the system are of course of interest. In the continuous case the
energy is conserved, as a direct consequence of Noether’s theorem and the fact that the system admits
continuous time translation symmetry and a continuous gauge symmetry, i.e. t 7→ t + s s ≥ 0 and
Aµ 7→ Aµ + 1q∂µA0. The conserved energy in the Maxwell-Klein-Gordon case is
H =
∫
dx H =
∫
dx
(
1
2
F 20i +
1
4
F 2ij + (D0φ)(D0φ)
∗ + (Diφ)(Diφ)
∗ +m2φφ∗
)
. (76)
On the lattice we don’t have a continuous time translation symmetry, and for that reason one
cannot use Noether’s theorem to find a conserved energy. In spite of this, we have for both the hybrid
scheme and the standard scheme calculated a discrete energy. The energy which we calculated for
the hybrid scheme was found in a similar manner as the discrete Lagrangian was found. I.e. we
discretized the Hamiltonian for a complex scalar field, and then made it gauge invariant through the
link variables Uµ. In addition we added the Maxwell energy from the Yee-scheme, which in the
free Maxwell theory actually is conserved. Concerning the standard scheme, we just discretized the
continuous Hamiltonian, and used that for the energy.
Both of these energies are not conserved as can be seen from a direct calculation, but both their
values and their fluctuations are comparable. It should also be said that in continuous time the energies
are conserved.
6 Numerical results
We have implemented both of these schemes in the temporal gauge, A0 = 0, on a space-time lattice
with periodic boundary conditions in space. One may be tempted to ask wether a gauge condition
can be introduced for the standard scheme since it isn’t gauge invariant, but since the starting point
of our calculations concerning the standard scheme is the continuous equations, a discretization with
an imposed gauge condition can be justified. The reason for this choice of gauge is that the Finite
Difference Equations we need to solve are considerably simplified. For instance, one does not have to
think about the time evolution of A0 which is somewhat problematic, because there isn’t an evolution
equation for A0. If another gauge is chosen, the evolution of A0 has to be calculated either through the
gauge condition, or through the constraint equation. We see that this is problematic for the standard
scheme, since the constraint is not conserved.
For both the schemes the vector potential, A, and the complex scalar field, φ, were initialized
as plane waves with the right periodicity. We used a lattice restricted to the spatial domain [0, 1] ×
[0, 1] × [0, 1] and solved the equations in the time domain t ∈ [0, 1]. N = 30 lattice points in the
spatial directions and Nt = 100 lattice points in the temporal direction were used
The quantities we calculated were
• The local charge, i.e. the constraint equation divE + qJ0, equations (52) and (70) as a function
of both space and time and the L2-norm of the same quantity. For comparison we also calculated
the L2-norm of the divergence of the electric field, ‖divE‖L2 .
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Figure 1: divE + qJ0 for the standard MKG-scheme.
• The global charge, equations (65) and (75).
• The discrete energy of the system.
The constraint equation is shown in Fig. (1) and (2) at constant y and z, while the L2-norm of the
same quantity is depicted in Fig. (3) and (4). The L2-norm of the constraint together with the L2-norm
of the divergence of the electric field are shown in Fig. (5) and (6). The global charge is shown in Fig.
(7) and (8). Last, but not least the energy as function of time is shown in Fig. (9) and (10).
We observe that the constraint is preserved for the hybrid scheme as predicted, Fig. (2) (the
fluctuations are due to numerical errors). As we see, this is not the case for the standard scheme Fig.
(1), and the deviation from zero is actually quite large.
Concerning the L2-norm of the constraint, we again see from Fig. (4) that it is conserved for the
hybrid scheme while it is becoming substantially different from zero for the standard scheme, Fig.
(3). Comparing Fig. (5) and (6) we see that the L2-norm of the divergence of the electric field is
comparable for the two schemes.
From Fig. (7) and (8) we see that the total charge is conserved for both schemes, as predicted by
the theory. The value is also equal for the two schemes, since they have the same initial condition.
The energy of the two schemes is also comparable, and as wee see from Fig. (9) and (10) it fluc-
tuates with the same period and amplitude. However, the fluctuations are in the order of 10%, hence
our approximation of the energy is certainly not the optimal one. On the other hand, the similarity
indicates that the schemes are correctly implemented.
The conservation of the divergence of the magnetic field divB = 0, which also can be viewed as
a constraint is ommited because it is satisfied by the construction of the field strenght Fµν .
7 Conclusion
We have in this article examined two possible discretizations of the Maxwell-Klein-Gordon equa-
tions. First we looked at a hybrid scheme, based on a 2. order Yee-type action for the Maxwell part,
which is gauge invariant, and a gauge invariant action for the Klein-Gordon part, inspired by Lattice
Gauge Theory. Symmetries will give rise to conserved quantities through Noether’s theorem, and we
showed that the local electric charge, i.e. the constraint equation, is conserved for this scheme as a
consequence of the local gauge invariance.
We carried on by investigating a more standard scheme for this type of equations. This ”standard”
scheme uses a standard finite difference approximation of the derivatives, and for that reason it does
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Figure 2: divE + qJ0 for the hybrid MKG-scheme. Note the scale on the z-axis which indicates that
divE + qJ0 = 0. The fluctuations are due to numerical errors.
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Figure 3: ‖divE+ qJ0‖L2 as a function of time for the standard MKG-scheme.
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Figure 4: ‖divE + qJ0‖L2 as a function of time for the hybrid MKG-scheme. Again, note the scale
on the y-axis
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Figure 5: ‖divE+ qJ0‖L2 and ‖divE‖L2 as a function of time for the standard MKG-scheme.
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Figure 6: ‖divE+ qJ0‖L2 and ‖divE‖L2 as a function of time for the hybrid MKG-scheme.
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Figure 7: The total charge Q as a function of time for the standard MKG-scheme.
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Figure 8: The total charge Q as a function of time for the hybrid MKG-scheme.
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Figure 9: The energy as a function of time for the standard MKG-scheme. The fluctuations are roughly
10%.
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Figure 10: The energy as a function of time for the hybrid MKG-scheme. The fluctuations are roughly
10%.
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not possess the local gauge symmetry as the hybrid scheme does. As a consequence of this the local
charge is not conserved. However, this scheme possesses a global symmetry so the global charge is
conserved.
The conservation of the constraint for the hybrid scheme and the lack of the same for the standard
scheme were shown through figures. The global charge was also pictured, showing the conservation
property of both schemes.
The great advantage of the hybrid scheme is hence that the constraint, which is one of Maxwell’s
equations, is conserved through the propagation of the solution. Actually, it shows off that the conser-
vation of this constraint is somewhat problematic on the discrete level for other types of schemes, and
this concerns not only the standard Finite Difference scheme, but also Finite Element type of schemes
[21].
The key to the success of the hybrid scheme is the approximation of the derivatives through the
link variables Uµ. This method, inspired by how one makes nonlocal terms gauge invariant in the
continuous theory, is a general procedure, and hence should be applicable to other types of equations
with gauge symmetry, e.g. the Schro¨dinger equation or the Dirac equation.
As with every other scheme, the hybrid scheme has an improvement potential, and maybe the
biggest one is to formulate Lattice Gauge Theory on a general Riemannian manifold. Stability of the
scheme has not been proved either though conservation of energy (in continuous time) and constraint
are good indicators of stability. These are questions which are naturally to proceed with. It is also
tempting to use the procedure on the more general Yang-Mills-Higgs equations, but these equations
are fare more complicated than the Maxwell-Klein-Gordon equations due to nonabelian gauge groups.
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