Diagonal sum of infinite image partition regular matrices by Patra, Sourav Kanti & Shyamal, Ananya
ar
X
iv
:1
70
7.
00
78
7v
1 
 [m
ath
.C
O]
  4
 Ju
l 2
01
7
DIAGONAL SUM OF INFINITE IMAGE PARTITION
REGULAR MATRICES
SOURAV KANTI PATRA AND ANANYA SHYAMAL
Abstract. A finite or infinite matrix A is image partition regular pro-
vided that whenever N is finitely colored, there must be some ~x with
entries from N such that all entries of A~x are in some color class. In
[6], it was proved that the diagonal sum of a finite and an infinite im-
age partition regular matrix is also image partition regular. It was also
shown there that centrally image partition regular matrices are closed
under diagonal sum. Using Theorem 3.3 of [2], one can conclude that
diagonal sum of two infinite image partition regular matrices may not
be image partition regular. In this paper we shall study the image par-
tition regularity of diagonal sum of some infinite image partition regular
matrices. In many cases it will produce more infinite image partition
regular matrices.
AMS subjclass [2010] : Primary : 05D10 Secondary : 22A15
1. introduction
Let us start this article with the following well known definition of image
partition regularity.
Definition1.1. Let u, v ∈ N∪{ω} and let A be a u×v matrix with entries
from Q. The matrix A is image partition regular over N if whenever r ∈ N
and N =
⋃r
i=1 Ci, there exist i ∈ {1, 2, ....., r} and ~x ∈ N
v such that A~x ∈ Cui .
Image partition regular matrices generalize many of the classical theo-
rems of Ramsey Theory. For example, Schur’s Theorem [11] and the van
der Waerden’s Theorem [12] are equivalent to say that the matrices

1 00 1
1 1


and for each n ∈ N,


1 0
1 1
...
...
1 n− 1

 are image partition regular respectively.
It is well known that for finite matrices, image partition regularity be-
haves well with respect to central subsets of underlying semigroup. Central
Key words and phrases. Algebra in the Stone-C˘ech compactification, central set, image
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sets were introduce by Furstenberg and defined in terms of notion of topo-
logical dynamics. A nice characterization of central sets in terms of algebraic
structure of βN, the Stone-C˘ech compactification of N is given in Definition
1.3. Central sets are very rich in combinatorial properties. The basic fact
that we need about central sets is given by the Central Sets Theorem, which
is due to Furstenberg [3, Proposition 8.21] for the case S = Z.
Theorem 1.2.(Central Sets Theorem)Let (S,+) be a commutative semi-
group. Let τ be the set of sequences 〈yt〉
∞
t=1 in S. Let C be a sub-
set of S which is central and let F ∈ Pf (τ). Then there exist a se-
quence 〈at〉
∞
t=1 in S and a sequence 〈Ht〉
∞
t=1 in Pf (N) such that for each
n ∈ N, maxHn < minHn+1 and for each L ∈ Pf (N) and each f ∈ F ,∑
n∈L(an +
∑
t∈Hn
f(t)) ∈ C.
We shall present this characterization of central sets below, after intro-
ducing the necessary background information.
Let (S, ·) be an infinite discrete semigroup. Now the points of βS are
taken to be the ultrafilters on S, the principal ultrafilters being identified
with the points of S. Given A ⊆ S let us set, A¯ = {p ∈ βS : A ∈ p}.
Then the set {A¯ : A ⊆ S} will become a basis for a topology on βS. The
operation · on S can be extended to the Stone-C˘ech compactification βS of
S so that (βS, ·) is a compact right topological semigroup (meaning that for
any p ∈ βS, the function ρp : βS → βS defined by ρp(q) = q · p is continu-
ous) with S contained in its topological center (meaning that for any x ∈ S,
the function λx : βS → βS defined by λx(q) = x · q is continuous). Given
p, q ∈ βS and A ⊆ S,A ∈ p · q if and only if {x ∈ S : x−1A ∈ q} ∈ p, where
x−1A = {y ∈ S : x · y ∈ A}.
A nonempty subset I of a semigroup (T, ·) is called a left ideal of T if
T · I ⊆ I, a right ideal if I.T ⊆ I, and a two-sided ideal (or simply an ideal)
if it is both a left and a right ideal. A minimal left ideal is a left ideal that
does not contain any proper left ideal. Similarly, we can define minimal right
ideal and smallest ideal. Any compact Hausdorff right topological semigroup
(T, ·) has the unique smallest two-sided ideal
K(T ) =
⋃
{L : L is a minimal left ideal of T}
=
⋃
{R : R is a minimal right ideal of T}
Given a minimal left ideal L and a minimal right ideal R of T , L∩R is a
group, and in particular K(T ) contains an idempotent. An idempotent that
belongs to K(T ) is called a minimal idempotent. We shall use the notation
N∗ for βN \ N
Definition 1.3. Let S be a semigroup and let C ⊆ S. C is called central
in S if there is some idempotent p ∈ K(βS) such that C ∈ p (Definition
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4.42, [7]).
In [10], R. Rado characterized kernel partition regular matrices in terms of
computable condition called the column condition which generalized many
of the classical theorem of Ramsey Theory. Like kernel partition regular
matrices all the finite image partition regular matrices can be described by
a computable condition called the first entries condition. In the following
theorem (Theorem 2.10, [5]) we see that central sets characterize all finite
image partition regular matrices.
Theorem 1.4. Let u, v ∈ N and let A be a u × v matrix with entries
from Q. Then the following statements are equivalent.
(a) A is image partition regular.
(b) for every additively central subset C of N, there exists ~x ∈ Nv such that
A~x ∈ Cu.
It is an immediate consequence of Theorem 1.4(b) that whenever A and
B are finite image partition regular matrices, so is
(
A 0
0 B
)
, where 0 repre-
sents a matrix of appropriate size with zero entries.
Compared to finite image partition regular matrices, a little is known
about the infinite one. In [4] and [6], the notion of centrally image partition
regular matrices were introduced to extend the results of finite image par-
tition regular matrices to infinite image partition regular matrices. Now we
recall the Definition 1.6(a) of [6].
Definition 1.5. Let A be a ω × ω matrix with entries from Q. The
matrix A is centrally image partition regular if for every central subset C of
(N,+) there exists ~x ∈ Nω such that A~x ∈ Cω.
It follows immediately from the definition of centrally image partition reg-
ular matrices that the diagonal sum of any countable collection of centrally
image partition regular matrices is also image partition regular. This will
produce more image partition regular matrices from the diagonal sum of
centrally image partition regular matrices.
We also recall the following definition(Definition 2.4, [6]).
Definition 1.6. Let A be a finite or infinite matrix with entries from Q.
Then I(A) = {p ∈ βN : for every P ∈ p, there exists ~x with entries from N
such that all entries of A~x are in P}.
Following two lemmas study the algebraic structure of I(A) with respect
to (βN,+) and (βN, ·) respectively.
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Lemma 1.7. Let A be a matrix, finite or infinite with entries from Q.
(a) The set I(A) is compact and I(A) 6= ∅ if and only if A is image partition
regular.
(b) If A is finite image partition regular matrix, then I(A) is a sub-semigroup
of (βN,+).
Proof. See Lemma 2.5,[4].
Lemma 1.8. Let A be a matrix, finite or infinite with entries from Q.
(a) If A is an image partition regular matrix then I(A) is a left ideal of
(βN, ·).
(b) If A is a finite image partition regular matrix then I(A) is a two-sided
ideal of (βN, ·).
Proof. See Lemma 2.3, [9].
For a countable collection 〈At〉
∞
t=1 of matrices, let B =


A1 0 0 · · ·
0 A2 0 · · ·
0 0 A3 · · ·
...
...
... · · ·

.
Then B is called the diagonal sum of the countable collection 〈At〉
∞
t=1. In
particular


A1 0 0 · · · 0
0 A2 0 · · · 0
0 0 A3 · · · 0
0 0 0 · · · An

 is the diagonal sum of finite collection
of n matrices 〈At〉
n
t=1. In this language we say, centrally image partition
regular matrices are closed under diagonal sum to mean that diagonal sum
of any two centrally image partition regular matrices is also centrally image
partition regular.
In Lemma 2.3 of [6], diagonal sum of a finite and an infinite image par-
tition regular matrix is also image partition regular. In section 2 and sec-
tion 3 we shall introduce the notion of weak Milliken-Taylor system and
substracted image partition regular matrices respectiviely to study their di-
agonal sum. At the end of this paper we shall see that the diagonal sum
of a Weak Milliken taylor matrix and a substracted image partition regular
matrix is also image partition regular.
2. Weak Milliken-Taylor system
Milliken-Taylor system produces the class of infinite image partition reg-
ular matrices whose partition regularity does not come from centrally image
partition regular matrices. For a compressed sequence (Definitio 2.1.(c))
~a ∈ Nm, m ∈ N, Milliken-Taylor study the expression a1 ·p+a2 ·p+...+am ·p,
where p is be an additive idempotent of βN and ~a=(a1, a2, ... ,am). Being
motivated by the Millike-Taylar system we have introduced the notion of
weak Millike-Taylar system by considering the expression a1 ·p+a2 ·p+ ...+
DIAGONAL SUM OF INFINITE IMAGE PARTITION REGULAR MATRICES 5
am · p for any finite sequence, ~a=(a1, a2, ... ,am)∈ N, m ∈ N and p ∈ βN.
Note that p need not be an additive idempotent of βN in the expression
a1 · p+ a2 · p+ ...+ am · p of weak Millike-Taylar system.
We now recall the Definition 2.1 of [8] and Definition 17.30 of [7] respec-
tively.
Definition 2.1. Let ~x ∈ ωv where v ∈ N ∪ {N}. Then
(a) d(~x) is the sequence obtained by deleting all occurence of 0 from ~x.
(b) c(~x) is the sequence obtained by deleting every digit in d(~x) which is
equal to its predecessors and
(c) ~x is a compressed sequence if and only if ~x = c(~x).
Definition 2.2. Let ~a ∈ Nm be a compressed sesuence, m ∈ N and a
sequence 〈xt〉
∞
t=1 in N, MT (~a, 〈xt〉
∞
t=1) = {
∑m
i=1 ai
∑
t∈Fi
xt : F1, F2, ..., Fm ∈
Pf (N) and F1 < F2 < ... < Fm}. Where F < G means maxF < minG for
F,G ∈ Pf (N)
Similarly we can define Product Milliken-taylor system as follows.
Definition 2.3. Let ~a ∈ Nm be a finite sequence, m ∈ N and a sequence
〈xt〉
∞
t=1 in N, PMT (~a, 〈xt〉
∞
t=1) = {
∑m
i=1 ai
∏
t∈Fi
xt : F1, F2, ..., Fm ∈ Pf (N)
and F1 < F2 < ... < Fm}. Where F < G means maxF < minG for
F,G ∈ Pf (N)
we also recall the Definition 5.13 (b) of [7].
Definition 2.4. Let 〈xt〉
∞
t=1 be a sequence in N. A sequence 〈yt〉
∞
t=1
in N is said to be a sum-subsystem of 〈xt〉
∞
t=1 if there exists a sequence
〈Ht〉
∞
t=1 of finite subsets of N with maxHt < minHt+1 for all t ∈ ω such
that yt =
∑
s∈Ht
xs.
We shall now define Weak Milliken-taylor System.
Definition 2.5 Let ~a ∈ Nm, m ∈ N and a sequence 〈xt〉
∞
t=1 in N,
WMT (~a, 〈xt〉
n
t=1) = {
∑m
i=1 aixti : t1 < t2 < ... < tm}
Definition 2.6. A ω × ω matrix M with entries from ω is said to be a
Milliken-Taylor matrix if
(a) each row of M has only finitely many nonzero entries and
(b) there exists a finite compressed sequence ~a ∈ ωm,m ∈ N such that M
consists of all possible row vectors ~r ∈ ωω for which c(~r) = ~a.
Similarly we now define Weak Milliken-Taylor matrix.
Definition 2.7. A ω × ω matrix M with entries from ω is said to be a
weak Milliken-Taylor matrix if
(a) each row of M has only finitely many non-zero entries and
(b) there exists a finite sequence ~a ∈ ωm,m ∈ N such that M consists of all
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possible row vectors ~r ∈ ωω for which d(~r) = ~a.
Theorem 2.8. Weak Milliken-Taylor matrices are centrally image parti-
tion regular.
Proof. Let M be a weak Milliken-Taylor matrix. Then by Definition 2.7,
there exists a finite sequence ~a ∈ Nm,m ∈ N such that M has all possible
row vectors ~r ∈ ωω for which d(~r) = ~a. Let
∑m
i=1 ai = k where ~a=(a1 a2
.... am). Given a central set C, simply pick d ∈ N such that dm ∈ C, which
one can do because for each n ∈ N, nN is a member of every idempotent by
Lemma 6.6 of [5]. Then let xi = d for each i ∈ ω. Let ~x =


x0
x1
x2
...

. Then
A~x ∈ Cω.
Remark 2.9. As a consequence of the above theorem we can conclude
that the diagonal sun of any sequence of weak Milliken-Taylor matrices is
also centrally image partition regular, in particular they are image partition
regular.
Lemma 2.10. Let p ∈ N∗, letA ∈ p and 〈at〉
m
t=1 be any finite sequence
in N and let B ∈ a1 · p+ a2 · p+ ...+ am · p. There is a one to one sequence
〈xt〉
∞
t=1 ∈ A such that WMT(~a, 〈xt〉
∞
t=1) ⊂ B.
Proof Assume first that m=1. Then a−11 B ∈ p, so A ∩ a
−1
1 B ∈ p. Now
choose an infinite one to one sequence 〈xt〉
∞
t=1 in A ∩ a
−1
1 B. This says pre-
cisely that WMT(~a, 〈xt〉
∞
t=1) ⊂ B for some one to one sequence 〈xt〉
∞
t=1 in A.
Assume now that m ≥ 2 and notice that
{x ∈ N : −x+B ∈ a1 · p+ a2 · p+ ...+ am · p} ∈ a1 · p
so that {x ∈ N : −a1x+B ∈ a1 · p+ a2 · p+ ...+ am · p} ∈ p.
Let B1 = {x ∈ N : −a1x + B ∈ a1 · p + a2 · p + ... + am · p} ∩ A. Now pick
x1 ∈ B1. Inductively, let n ∈ N and assume that we have choosen one to
one sequence 〈xt〉
n
t=1 in N, 〈Bt〉
n
t=1 in p, so that for each r ∈ {1, 2, ..., n}
(I)If t ∈ {1, 2, ..., n}, xt ∈ Bt.
(II)If r < n, then Br+1 ⊂ Br.
(III)If l ∈ {1, 2, ...,m − 1}, t1, t2, ..., tl ∈ {1, 2, ..., r} and t1 < t2 < ..... < tl,
then −
∑l
i=1 aixti +B ∈ al+1.p+ al+2.p + .....+ am.p
(IV)If t1, t2, ..., tm−1 ∈ {1, 2, ..., r}, t1 < t2 < ..... < tm−1 and r < n, then
Br+1 ⊂ am
−1(−
∑l
i=1 aixti +B).
(V)If l ∈ {1, 2, ...,m − 2}, t1, t2, ..., tl ∈ {1, 2, ..., r}, t1 < t2 < ..... < tl and
r < n, then Br+1 ⊂ {x ∈ N : −al+1x + (−
∑l
i=1 aixti + B) ∈ al+2 · p + a2 ·
p+ ...+ am · p}.
At n=1, hypothesis (I) holds directly, hypothesis (II),(IV) and (V) are vac-
uous, and hypothesis (III) says that −a1x1 + A ∈ a2.p + a3.p + ... + am.p}
which is true because x1 ∈ B1.
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For l ∈ {1, 2, ...,m − 1}, let
Fl = {(t1, t2, ..., tl) : t1, t2, ..., tl ∈ {1, 2, ..., n} and t1 < t2 < ..... < tl}.
If (t1, t2, ..., tl) ∈ Fm−1, then by hypothesis (III) we have −
∑l
i=1 aixti+B ∈
am · p, so that am
−1(−
∑l
i=1 aixti + B) ∈ p. If l ∈ {1, 2, ...,m − 2} and
(t1, t2, ..., tl) ∈ Fl, we have by (III) that −
∑l
i=1 aixti + B ∈ {al+1 · p +
a2 · p + ... + am · p}, so then {x ∈ N : −al+1x + (−
∑l
i=1 aixti + B) ∈
al+2 · p+ ...... + am · p} ∈ p
Now let Bn+1 = Bn
⋂n
k=1(−xk+Bk)
⋂
{(t1,t2,...,tm−1)∈Fm−1}
am
−1(−
∑l
i=1 aixti+
B)
⋂m−2
l=1
⋂
{(t1,t2,...,tl)∈Fl}
{x ∈ N : −al+1x+(−
∑l
i=1 aixti+B) ∈ al+2.p+a2.p+
...+ am.p}
Then we have Bn+1 ∈ p. Since p ∈ N
∗, Bn+1 is an infinite set. Now
choose xn+1 ∈ Bn+1 \ {x1, x2, ..., xn} . Hypothesis (I) and (II) holds triv-
ially. Hypothesis (IV) and (V) holds directly.To verify hypothesis (III) let
l ∈ {1, 2, ...,m − 1} and t1 < t2 < ... < tl ∈ {1, 2, ..., n + 1}. If l = 1, by
hypothesis (I),(II) we have xt1 ∈ B1, so then −a1xt1+B ∈ a2 ·p+......+am ·p
as required. So assume l > 1, then xtl ∈ Btl ⊂ Btl+1 ⊂ {x ∈ N :
−alx+ (−
∑l−1
i=1 aixti +B) ∈ al+1 · p+ al+2 · p+ ...+ am · p}
(by hypothesis(V) for r = tl). So −
∑l
i=1 aixti+A ∈ al+1.p+a2.p+ ...+am.p
as required. The induction being complete, let t1 < t2 < ... < tm ∈ N. Then
xtm ∈ Btm ⊂ Btm+1 ⊂ am
−1(−
∑m−1
i=1 aixti +B)
So
∑l
i=1 aixti ∈ B as required.
Theorem 2.11. Let ~a = 〈a1, a2, ..., am〉 be a finite sequence in N.Let
p.p = p ∈
⋂∞
k=1 FP ({xt}
∞
t=k), and let A ∈ a1.p + a2.p+ ...+ am.p. There is
a product subsystem 〈xt〉
∞
t=1 of 〈yt〉
∞
t=1 such that PMT( ~a, 〈xt〉
∞
t=1〉 ⊂ A
proof Imitate the proof of theorem 17.31 of [7].
There is a partial converse to the Therem 2.11 bellow. Notice that p is not
required to be multiplicative idempotent in the following theorem.
Theorem 2.12. Let ~a = 〈a1, a2, ..., am〉 be a finite sequence in N and let
p ∈
⋂∞
k=1 FP ({xt}
∞
t=k). Then PMT( ~a, 〈xt〉
∞
t=k) ∈ a1.p+ a2.p + ...+ am.p
proof Imitate the proof of theorem 17.32 of [7].
Theorem 2.13. Let a0, a1, ..., an, b0, b1, ..., bm ∈ N be so that for any
i ∈ {1, 2, ..., n − 1} and j ∈ {1, 2, ...,m − 1} ai 6= ai+1, bj 6= bj+1. Let p and
q are idempotents in (βN,+). Suppose that a0+ a1 · p+ a2 · p+ a3 · p+ ...+
an · p = b0 + b1 · q + b2 · q + b3 · q + ... + bm · q, then a0 = b0 and for any
i ∈ {1, 2, ..., n}, ai = λbi for some λ ∈ Q \ {0}.
proof If possible let a0 6= b0. Choose d ∈ N such that d ∤ a0 − b0. Let γ :
N→ Z/nZ denote the canonical map. Observe that γ : (N,+)→ (Z/nZ,+)
and γ : (N, ·)→ (Z/nZ, ·) are semigroup homomorphisms. Also let γ˜ : βN→
Z/dZ be the continuous extension of γ. Then γ˜ : (βN,+)→ (Z/dZ,+) and
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γ˜ : (βN, ·) → (Z/dZ, ·) both are semigroup homomorphisms by corollary
4.22,[7]. Thus γ˜(p) = γ˜(p) + γ˜(p) and so γ˜(p) = 0. Similarly γ˜(q) = 0. Now
γ˜(a0+a1 ·p+a2 ·p+a3 ·p+ ...+an ·p) = γ˜(b0+b1 ·q+b2 ·q+b3 ·q+ ...+bm ·q).
Therefore γ˜(a0) + (
∑n
i=1 γ˜(ai)).γ˜(p) = γ˜(b0) + (
∑m
i=1 γ˜(bi)).γ˜(q) .
Hence γ(a) = γ(b) [∴ γ˜(p) = γ˜(q) = 0 and γ˜|N = γ]. Hence a¯ = b¯
i.e.d | (a0− b0), which is a contradiction to our assumption d ∤ a0− b0. Thus
a0 = b0.Hence a1.p+ a2.p+ a3.p+ ...+ an.p = b1.q + b2.q + b3.q + ...+ bm.q.
So by Theorem 3.3, [2], we havem = n and ai = λbi.
As a consequence of Theorem 17.27, [7] we can say that there do not exist
multiplicative idempotents p and q of (βN, ·) such that p = q+ q+ ...+ q(m
times, m ∈ N− 1). This allows us to raise the following question.
Question 2.14. Let a1 · p+ a2 · p+ a3 · p+ ...+ an · p = +b1 · q+ b2 · q +
b3 · q + ... + bm · q for some multiplicative idempotents p,q in (βN, ·). Can
we say that m = n, ai = bi for i = 1, 2, ...,m and p = q
3. substracted image partition regularity
Let us start this section with the definition of substracted image partition
regular matrices.
Definition 3.1. Consider the following conditions for a ω×ω matrix A.
(1) no row of A is ~0.
(2) for each i ∈ ω, {j ∈ ω : aij 6= 0} is finite.
(3) If ~c0, ~c1, ~c2, ..... be the columns of A, there exist n ∈ ω, k ∈ N such
that all the rows of (~cn ~cn+1 ~cn+2..... ~cn+k−1) are precisely the rows of a
finite image partition regular matrix and the remaining columns form a
image partition regular matrix.
(4) If ~c0, ~c1, ~c2, ..... be the columns of A, there exist n ∈ ω, k ∈ N such
that all the rows of (~cn ~cn+1 ~cn+2..... ~cn+k−1) are precisely the rows of a fi-
nite image partition regular matrix and the remaining columns of A form a
centrally image partition regular matrix.
We call a matrix A to be ’substructed image partition regular’ if it sat-
isfies (1) (2) and (3) and also we call A to be ’substructed centrally image
partition regular’ if it satisfies (1) (2) and (4).
Note that both of these matrices defined in Definition 3.1 are image parti-
tion regular. Also observe that substracted centrally image partition regular
matrix is centrally image partition regular.
Definition 3.2. Let M be an infinite image partition regular matrix
with entries from Q. A ω × ω matrix A with entries from Q is said to be
M -substracted image partition regular matrix if
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(1) no row of A is ~0.
(2) for each i ∈ ω, {j ∈ ω : aij 6= 0} is finite.
(3) If ~c0, ~c1, ~c2, ..... be the columns of A, there exist n ∈ ω, k ∈ N such
that all the rows of (~cn ~cn+1 ~cn+2..... ~cn+k−1) are precisely the rows of a finite
image partition regular matrix and the remaining columns of A are precisely
the columns of M .
Note that this is a particular class of substracted image partition regular
matrices. As a consequence of the following theorem we can conclude that
the diagonal sum of a sequence of M -substracted image partition regular
matrices is also image partition regular.
Theorem 3.3. Let M be an infinite image partition regular matrix and
M be a collection of M -substracted image partition regular matrices. Then⋂
A∈M I(A) 6= ∅.
Proof. Let F be the set of all finite image partition regular matrices
with entries from Q. Then by Lemma 1.7(b), for each B ∈ F , I(B) is
a two-sided ideal of (βN, ·) and so is
⋂
B∈F I(B). Also by Lemma 1.7(a)
I(M) is a left ideal of (βN, ·). Thus I(M) ∩ (
⋂
B∈F I(B)) 6= ∅. Choose
p ∈ I(M) ∩ (
⋂
B∈F I(B)). Now let A ∈ M. If ~c0, ~c1, ~c2, ..... be the columns
of A then choose n ∈ ω, k ∈ N and take F=(~cn ~cn+1..... ~cn+k−1) and M
be the remaining columns of A as in the definition of M -substracted image
partition regular matrix. Take C=(F M) and observe that I(A) = I(C).
Now all the rows of F is precisely the rows of a finite image partition reg-
ular matrix (i.e F has infinitely many repeated rows precisely coming from
a particular finite image partition regular matrix.). Let V ∈ p + p. Then
{x ∈ N : −x + V ∈ r} ∈ q. Now since q ∈ I(F ), there exists ~x(1) ∈ Nk
such that yi ∈ {x ∈ N : −x + V ∈ r} for all i ∈ ω where ~y = A1
~x(1)
and ~y =


y0
y1
y2
...

. Hence −yi + V ∈ r for all i ∈ ω. Also observe that
{yi : i ∈ ω} is finite. Thus
⋂
i∈ω(−yi + V ) ∈ r. Since p ∈ I(M) there
exists ~x(2) ∈ Nω such that whenever ~z = A2
~x(2) we have zj ∈
⋂
i∈ω(−yi+V )
for all j ∈ ω where ~z =


z0
z1
z2
...

. So yi + zj ∈ V for all i, j ∈ ω. Now let
~x =
(
~x(1)
~x(2)
)
. Then C~x = A1
~x(1) +A2
~x(2) = ~y + ~z. Therefore C~x ∈ V ω and
hence p + p ∈ I(C) = I(A) Therefore p + p ∈ I(A) for all A ∈ M. Hence
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p+ p ∈
⋂
A∈M I(A) and so
⋂
A∈M I(A) 6= ∅.
In Theorem 2.16 of [9], it was shown that the diagonal sun of a substracted
centrally image partition regular matrix and a Milliken-Taylor matrix is also
image partition partion regular. In the following we are proposed to show
that that the diagonal sun of a substracted image partition regular matrix
and a weak Milliken-Taylor matrix is also image partition partion regula.
Theorem 3.4. Let A be a subtracted image partition regular matrix
and B be a Weak Milliken-Taylor matrix. Then
(
A 0
0 B
)
is image partition
regular.
Proof If ~c0, ~c1, ~c2, ..... be the columns of A then choose n ∈ ω, k ∈ N
and take A1=(~cn ~cn+1..... ~cn+k−1) and A2 to be the remaining columns of
A as in the definition of subtracted image partition regular matrix. Take
C=(A1 A2) and observe that I(A) = I(C). Now all the rows of A1 is
precisely the rows of a finite image partition regular matrix (i.e A1 has in-
finitely many repeated rows precisely coming from a particular finite image
partition regular matrix.). Therefore I(A1) is a sub-semigroup of (βN,+)
and is a two-sided ideal of (βN, ·) by Lemma 1.7(b) and Lemma 1.8(b)
respectively. Since B is a Weak Milliken-Taylor matrix, there is a finite
sequence 〈at〉
m
t=1 m ∈ N such that c(~r) = ~a for each row ~r of M . Also
I(A2) is a left ideal of (βN, ·). Now chooose p ∈ I(A1) ∩ I(A2). Take
q = a1 · p + a2 · p + ..... + am−1 · p and r = am · p. Then q ∈ I(A1) and
r ∈ I(A2). Let V ∈ q + r. Then {x ∈ N : −x + V ∈ r} ∈ q. Now since
q ∈ I(A1), there exists
~x(1) ∈ Nk such that yi ∈ {x ∈ N : −x + V ∈ r}
for all i ∈ ω where ~y = A1
~x(1) and ~y =


y0
y1
y2
...

. Hence −yi + V ∈ r for all
i ∈ ω. Also observe that {yi : i ∈ ω} is finite. Thus
⋂
i∈ω(−yi + V ) ∈ r.
Since r ∈ I(A2) there exists
~x(2) ∈ Nω such that whenever ~z = A2
~x(2) we
have zj ∈
⋂
i∈ω(−yi + V ) for all j ∈ ω where ~z =


z0
z1
z2
...

. So yi + zj ∈ V
for all i, j ∈ ω. Now let ~x =
(
~x(1)
~x(2)
)
. Then C~x = A1
~x(1) + A2
~x(2) = ~y + ~z.
Therefore C~x ∈ V ω and hence q + r ∈ I(C) = I(A). Also since p ∈ N∗ and
V ∈ a1 cot p + a2 · p + ... + am cot p, by Lemma 2.10 there is a one-to-one
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sequence 〈xt〉
∞
t=1 in N such that WMT (~a, 〈xt〉
∞
t=1) ⊆ V . Let ~x =


x0
x1
x2
...

.
Then B~x ∈ V ω. Thus q + r ∈ I(B). Therefore q + r ∈ I(A)
⋂
I(B). Since
I(A)
⋂
I(B) 6= ∅, it follows immediately from the definition of I(A) and
I(B) that
(
A 0
0 B
)
is image partition regular.
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