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The zero temperature effective equation of motion is derived for a scalar field interacting with
other fields. For a broad range of cases, involving interaction with as few as one or two fields,
dissipative regimes are found for the scalar field system. The zero temperature limit constitutes a
baseline effect that will be prevalent in any general statistical state. Thus, the results found here
provide strong evidence that dissipation is the norm not exception for an interacting scalar field
system. For application to inflationary cosmology, this provides convincing evidence that warm
inflation could be a natural dynamics once proper treatment of interactions is done. The results
found here also may have applicability to entropy production during the chiral phase transition in
heavy ion collision.
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I. INTRODUCTION
Statistical mechanics generally expects an interacting system to equally distribute its energy amongst all the con-
stituent degrees of freedom. Efforts to understand this most basic statement from quantum field theory have focused
on simple dissipative systems. The most common example amongst these is the case of a quantum scalar field which is
interacting with other fields and which has an amplitude that is initially displaced from equilibrium. There has been
considerable interest in this kind of problem due to its many applications, ranging from the dynamics of condensates
in condensed matter physics to the evolution of a inflaton field in inflationary cosmology (for a recent review see [1]).
Several methods have been applied to this problem involving analytic and numerical analysis [2–14] as well as lattice
simulations [15,16].
Among the variety of dissipative dynamics that can be studied for such scalar field systems, the most tractable,
given the present state of understanding in quantum statistical mechanics, is the adiabatic regime, where the motion
of the scalar field amplitude is slow. One of the first implementation of this approximation was due to Caldeira and
Leggett [17] for the problem of interacting quantum mechanical harmonic oscillators. Since then, generalizations of
this kind of dynamics for the case of scalar fields have been implemented by several authors [8–12]. In particular,
in an earlier work by us [12], a specific consistent solution regime for adiabatic dissipative dynamics was identified,
in which the motion of the scalar field amplitude is overdamped. Our treatment in that work was restricted to the
high-temperature regime. The purpose of this paper is to extend those results to zero temperature and to find valid
parameter regions for the adiabatic dissipative regime. The key step is the inclusion of quasi-particles effects through
the appropriate use of full two-point Green’s functions at zero temperature. This plays a central role in the dynamics,
as will be reviewed later in this paper.
A primary, but not singular, motivation for understanding the overdamped regime is to realize the warm inflation
scenarios from first principles. The extension of the overdamped solution to zero temperature has important conse-
quences for this goal. A careful examination of the earlier work [12] as well as [18,19] reveal that the high-temperature
overdamped solutions came very close to a full realization of warm inflation from simple interacting models. Although
ultimately what we found for that regime was that full warm inflation solutions only could be constructed for certain
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complicated models [18–20], a foremost impediment to simpler solutions was the limitations of the high temperature
approximation. The main accomplishment of this paper is to establish that the extension of the solution to T = 0
can be adequately posed. Although only flat nonexpanding spacetime is treated in this paper, these results provide a
necessary step towards the case of expanding spacetime. Furthermore, the results in this paper already are suggestive
that once extension to expanding spacetime is done, warm inflation solution probably will be viable in most of the
simple quantum field theory models.
The calculation in this paper is incomplete in that dissipation at zero temperature necessarily implies a nonequilib-
rium state, which immediately should be driven up to some excited statistical state. As such, the results presented here
serve only as an indication for a nontrivial dissipative effect, which requires a more general nonequilibrium treatment
for determining the precise nature of the excited statistical state. In this respect, the results in this paper are as yet
insufficient for constructing completely consistent quantum field theory warm inflation solutions. Nevertheless, these
calculations establish an important point, that interacting scalar field systems have an intrinsic and, in appropriate
regimes, robust affinity to dissipate their energy. This fact in turn could place considerable doubt on a commonly
followed, though unproven, assumption of inflationary cosmology, that dissipative effects of the scalar inflaton field can
be ignored, thereby leading to a supercooled regime of inflation with vanishing, or negligible production of radiation.
Despite the unconventional implications our results suggest for inflationary cosmology, the argument for supercooling
in scalar field driven inflation deserves a reexamination for the following reason. The basic statement of supercooled
inflation is that a single degree of freedom, the zero mode of the inflaton, maintains all the energy of the universe
during the entire duration of inflation in the form of potential, or equivalently vacuum, energy. However, the curious
point is, even if this single degree were to allow a minuscule fraction of the energy to be released, say one part in 1020, it
still would constitute a significant radiation energy density component in the universe. For example, for inflation with
vacuum energy at the GUT scale ∼ 1015−16GeV, leaking one part in 1020 of this energy into radiation corresponds
to a temperature of 1011GeV, which is nonnegligible. In fact, the most relevant lower bound that cosmology places
on the temperature after inflation comes from the success of hot Big-Bang nucleosynthesis, which thus requires the
universe to be within the radiation dominated regime by T >∼ 1GeV. This limit can be met in the above example
by dissipating as little as one part in 1060 of the vacuum energy into radiation. Thus, from the perspective of both
interacting field theory and basic notions of equipartition, it appears to be a highly tuned requirement of supercooled
inflation to prohibit the inflaton from even such tiny amounts of dissipation. On the flip side, the warm inflation
picture demonstrates [21] that by relaxing this requirement, the most unnatural and technically intractable aspect
of supercooled inflation, reheating, becomes unnecessary. As such, despite the technical complications in computing
dissipative effects, as exemplified by this and the earlier papers, on general grounds their presence should be a natural
expectation.
The paper is organized as follows. Our real-time dissipative formalism is reviewed in Sec. II. Explicit expressions
are given here for the real-time, fully dressed Bose and Fermi two-point Green’s functions, which are valid in the
entire temperature range, including T = 0. This formalism then is applied in Sects. II and III to obtain the effective
equation of motion of the system, here a scalar field that has a classical amplitude out of equilibrium at T = 0, which
is coupled to fields that act as a reservoir bath for dissipative energy exchange. Two types of models are treated
in Sections II and III, which we have denoted respectively as direct decay models, where the system field directly
decays to light particles that are part of the environment, and indirect decay models, where this process is mediated
by intermediate fields. In Sec. IV, we apply the effective equations of motion to estimate the magnitude of radiation
energy production. Finally in Sec. V, we give concluding remarks and comment on the implication of our results for
the case of an expanding spacetime, which is relevant for inflationary cosmology. An Appendix is also included in
which the computations are given of the zero temperature decay widths that are used in the paper.
II. DIRECT DECAY MODELS
In this section, models will be studied where the system, here a scalar field Φ, is coupled to bath fields of lighter
mass than itself, thus allowing Φ to directly decay into the bath fields. In the first model the scalar field interacts
with a set of Nψ fermion fields with Lagrangian density
L[Φ, ψ¯k, ψk] = 1
2
(∂µΦ)
2 − m
2
φ
2
Φ2 − λ
4!
Φ4 +
Nψ∑
k=1
ψ¯k [i 6∂ −mψk − hkΦ]ψk . (2.1)
The Φ field is decomposed into a classical background component ϕ and a quantum fluctuation part as Φ = ϕ + φ,
with
〈Φ〉 = ϕ , 〈φ〉 = 0,
2
and where the background component is assumed to be homogeneous ϕ ≡ ϕ(t). Using the tadpole method1, where
we impose 〈φ〉 = 0 at all orders in perturbation theory, it leads to the condition that the sum of all tadpole terms
vanish. The effective equation of motion (EOM) for ϕ(t) then becomes
ϕ¨(t) +m2φϕ(t) +
λ
6
ϕ3(t) +
λ
2
ϕ(t)〈φ2〉+ λ
6
〈φ3〉+
Nψ∑
k=1
hk〈ψ¯kψk〉 = 0 , (2.2)
where 〈φ2〉, 〈φ3〉 and 〈ψ¯kψk〉 are given in terms of the coincidence limit of the (causal) two-point Green’s functions
G++φ (x, x
′) and S++ψ (x, x
′). These Green’s functions are obtained from the (1, 1)-component of the real time matrix
of full propagators which satisfy the appropriate Schwinger-Dyson equations (see, e.g., [10,12] for further details)[
✷+m2φ +
λ
2
ϕ2
]
Gφ(x, x
′) +
∫
d4zΣφ(x, z)Gφ(z, x
′) = iδ(x, x′) (2.3)
and
[i 6∂ −mψk − hkϕ]Sψk(x, x′) +
∫
d4zΣψk(x, z)Sψk(z, x
′) = iδ(x, x′) . (2.4)
The momentum-space Fourier transform of Gφ(x, x
′) (for the scalar field) can be expressed in the form
Gφ(x, x
′) = i
∫
d3q
(2pi)3
eiq.(x−x
′)
(
G++φ (q, t− t′) G+−φ (q, t− t′)
G−+φ (q, t− t′) G−−φ (q, t− t′)
)
, (2.5)
where
G++φ (q, t− t′) = G>φ (q, t− t′)θ(t− t′) +G<φ (q, t− t′)θ(t′ − t),
G−−φ (q, t− t′) = G>φ (q, t− t′)θ(t′ − t) +G<φ (q, t− t′)θ(t− t′),
G+−φ (q, t− t′) = G<φ (q, t− t′),
G−+φ (q, t− t′) = G>φ (q, t− t′) . (2.6)
In these expressions the fully dressed (field independent) two-point functions, at finite temperature T = 1/β, under
the approximation that the spectral function for the scalar field has the standard Breit-Wigner form, are given by2
G>φ (q, t− t′) =
1
2ωφ
{
[1 + nφ(ωφ − iΓφ)]e−i(ωφ−iΓφ)(t−t
′) + nφ(ωφ + iΓφ)e
i(ωφ+iΓφ)(t−t
′)
}
θ(t− t′)
+
1
2ωφ
{
[1 + nφ(ωφ + iΓφ)]e
−i(ωφ+iΓφ)(t−t
′) + nφ(ωφ − iΓφ)ei(ωφ−iΓφ)(t−t
′)
}
θ(t′ − t) ,
G<φ (q, t− t′) = G>φ (q, t′ − t) , (2.7)
where nφ is the Bose distribution function, ωφ ≡ ωφ(q) is the particle’s dispersion relation and Γφ is the φ decay
width, defined as usual in terms of the field self-energy by
Γφ(q) =
ImΣφ(q, ωφ)
2ωφ
. (2.8)
For the fermion fields we have instead that
S++ψ (q, t− t′) = S>ψ (q, t− t′)θ(t− t′) + S<ψ (q, t− t′)θ(t′ − t),
S−−ψ (k, t− t′) = S>ψ (q, t− t′)θ(t′ − t) + S<ψ (q, t− t′)θ(t− t′),
S+−ψ (q, t− t′) = S<ψ (q, t− t′),
S−+ψ (q, t− t′) = S>ψ (q, t− t′) . (2.9)
1For earlier references on the tadpole method applied to determining the equation of motion of a scalar field in the real time
formalism, see for instance Ref. [22].
2We thank Ian Lawrie for pointing out the correct form of these equations.
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In this case S>,<ψ are given by
3
S>ψ (q, t− t′) = −
1
2ωψ
{
e−i(ωψ−iΓψ)(t−t
′)
[
(ωψ − iΓψ)γ0− 6q+mψ,r − iΓψ(ωψ − iΓψ)
mψ,r
]
× [1− nψ(ωψ − iΓψ)]
−ei(ωψ+iΓψ)(t−t′)
[
−(ωψ + iΓψ)γ0− 6q +mψ,r + iΓψ(ωψ + iΓψ)
mψ,r
]
nψ(ωψ + iΓψ)
}
θ(t− t′)
− 1
2ωψ
{
e−i(ωψ+iΓψ)(t−t
′)
[
(ωψ + iΓψ)γ0− 6q+mψ,r + iΓψ(ωψ + iΓψ)
mψ,r
]
× [1− nψ(ωψ + iΓψ)]
−ei(ωψ−iΓψ)(t−t′)
[
−(ωψ − iΓψ)γ0− 6q+mψ,r − iΓψ(ωψ − iΓψ)
mψ,r
]
nψ(ωψ − iΓψ)
}
θ(t′ − t) , (2.10)
and
S<ψ (q, t− t′) =
1
2ωψ
{
ei(ωψ+iΓψ)(t−t
′)
[
−(ωψ + iΓψ)γ0− 6q+mψ,r + iΓψ(ωψ + iΓψ)
mψ,r
]
× [1− nψ(ωψ + iΓψ)]
−e−i(ωψ−iΓψ)(t−t′)
[
(ωψ − iΓψ)γ0− 6q +mψ,r − iΓψ(ωψ − iΓψ)
mψ,r
]
nψ(ωψ − iΓψ)
}
θ(t− t′)
+
1
2ωψ
{
ei(ωψ−iΓψ)(t−t
′)
[
−(ωψ − iΓψ)γ0− 6q+mψ,r − iΓψ(ωψ − iΓψ)
mψ,r
]
× [1− nψ(ωψ − iΓψ)]
−e−i(ωψ+iΓψ)(t−t′)
[
(ωψ + iΓψ)γ0− 6q+mψ,r + iΓψ(ωψ + iΓψ)
mψ,r
]
nψ(ωψ + iΓψ)
}
θ(t′ − t) , (2.11)
where nψ = 1/(e
βωψ + 1), ωψ =
√
q2 +m2ψ,r, with mψ,r = mψ +ReΣψ and
Γψ(q) = ImΣψ(ωψ ,q)
mψ
ωψ
. (2.12)
In this paper we will be interested in studying dissipation only of the background scalar field ϕ at T = 0. Therefore
we will restrict ourselves just to the zero temperature expressions of the above equations.
It will be assumed the couplings λ, hk ≪ 1, so that perturbation theory can be consistently formulated with
subleading terms neglected. Then by perturbatively expanding the field averages in Eq. (2.2), up to two-loop order
in the scalar loops (higher order loop terms involving fermions also are higher order in the perturbation expansion,
as we will discuss later), the effective EOM for ϕ(t) is
ϕ¨(t) +
(
m2φ +
λ
2
〈φ2〉0
)
ϕ(t) +
λ
6
ϕ3(t)
+λϕ(t)
∫ t
−∞
dt′
λ
2
ϕ2(t′)
∫
d3q
(2pi)3
Im
[
G++φ (q, t− t′)
]2
+
λ2
3
∫ t
−∞
dt′ϕ(t′)
∫
d3q1
(2pi)3
d3q2
(2pi)3
Im
[
G++φ (q1, t− t′)G++φ (q2, t− t′)G++φ (q1 + q2, t− t′)
]
−4
Nψ∑
k=1
hk,φ
∫ t
−∞
dt′ hkϕ(t
′)
∫
d3q
(2pi)3
Im
[
S++αβ (q, t− t′)S++βα(q, t′ − t)
]
= 0 , (2.13)
with 〈. . .〉0 meaning the vacuum expectation value at zero background field ϕ = 0. Using the explicit expressions for
the Green’s functions in Eq. (2.13) and at T = 0, this EOM becomes
3Analogous expressions for the general nonequilibrium case are given in [23].
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ϕ¨(t) +
(
m2φ +
λ
2
〈φ2〉0
)
ϕ(t) +
λ
6
ϕ3(t)− λ2ϕ(t)
∫ t
−∞
dt′ ϕ2(t′)
∫
d3q
(2pi)3
sin(2ωφ|t− t′|)
8ω2φ
e−2Γφ(q)|t−t
′|
−λ
2
3
∫ t
−∞
dt′ϕ(t′)
∫
d3q1
(2pi)3
d3q2
(2pi)3
sin[(ωφ(q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′|]
8ωφ(q1)ωφ(q2)ωφ(q1 + q2)
×e−[Γφ(q1)+Γφ(q2)+Γφ(q1+q2)]|t−t′|
−2
Nψ∑
k=1
h2k
∫ t
−∞
dt′ ϕ(t′)
∫
d3q
(2pi)3
e−2Γψk (q)|t−t
′|
ω2ψkm
2
ψ,r
{
2Γ3ψkωψk cos(2ωψk |t− t′|)
+
[
2m2ψ,r(ω
2
ψk −m2ψk) + Γ2ψk(ω2ψk +m2ψ,r − Γψk)
]
sin(2ωψk |t− t′|)
}
= 0 . (2.14)
The temporally nonlocal terms of the types appearing in the above equation have been shown in [2,11–14,24,25] to
lead to dissipative dynamics in the EOMs. This can be made more explicit by an appropriate integration by parts in
the time integrals in Eq. (2.14) (see [2,25]) to obtain the result (at T = 0)
ϕ¨(t) + m¯2φ ϕ(t) +
λ¯
6
ϕ3(t)
+λ2ϕ(t)
∫ t
−∞
dt′ ϕ(t′)ϕ˙(t′)
∫
d3q
(2pi)3
[ωφ cos(2ωφ|t− t′|) + Γφ sin(2ωφ|t− t′|)]
8ω2φ
(
Γ2φ + ω
2
φ
) e−2Γφ(q)|t−t′|
+
λ2
3
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q1
(2pi)3
d3q2
(2pi)3
{[ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
× cos[(ωφ(q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′|]
+ [Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)] sin[(ωφ(q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′|]}
×e
−[Γφ(q1)+Γφ(q2)+Γφ(q1+q2)]|t−t
′|
8ωφ(q1)ωφ(q2)ωφ(q1 + q2)
× 1
[Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)]
2
+ [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
2
+
Nψ∑
k=1
h2k
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q
(2pi)3
e−2Γψk (q)|t−t
′|
ω2ψkm
2
ψ,r
(
Γ2ψk + ω
2
ψk
)
×{[Γ4ψkωψk + 2ω3ψkm2ψ,r − 2m4ψ,rωψk + Γ2ψkωψk(ω2ψk +m2ψ,r)] cos(2ωψk |t− t′|)
+
[
Γψk(2m
2
ψk
− Γ2ψk)(ω2ψk −m2ψ,r)− Γ5ψk
]
sin(2ωψk |t− t′|)
}
= 0 , (2.15)
where m¯φ and λ¯ are the effective mass and coupling constant given respectively by
m¯2φ = m
2
φ + λ
∫
d3q
(2pi)3
1
4ωφ
+
Nψ∑
k=1
h2k
∫
d3q
(2pi)3
[
2
m2ψ,r − ω2ψk
ω3ψk
+O
(
Γ2ψk
ω2ψk
)]
− λ
2
3
∫
d3q1
(2pi)3
d3q2
(2pi)3
{
1
8ωφ(q1)ωφ(q2)ωφ(q1 + q2)[ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
+ O
(
Γ2φ
ω2φ
)}
, (2.16)
and
λ¯ = λ− λ2
∫
d3q
(2pi)3
[
1
16ω3φ
+O
(
Γ2φ
ω2φ
)]
. (2.17)
Both m¯φ and λ¯ naively appear divergent in Eqs. (2.16) and (2.17) respectively, due to the perturbative correction
terms. However, they are rendered finite by the usual introduction of counterterms to renormalize the mass and
coupling constant in the original Lagrangian [11]. In this procedure, the bare (infinite) mass and scalar self-coupling
in the Lagrangian are m = mφ,r + δmφ and λ = λr + δλ, where the counterterms δmφ and δλ cancel the divergent
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contributions in Eqs. (2.16) and (2.17) in the usual way. In what follows, we then can just interpret the masses and
couplings appearing in our equations as the renormalized ones and we will omit any additional subscript and overbars
for simplicity, so hereafter m¯→ m and λ¯→ λ.
A. The EOM in the adiabatic-Markovian approximation
The effective equation of motion Eq. (2.15) is the main result of this section. As should appear evident, this
equation is difficult to solve either analytically or numerically, since memory of the past history of ϕ is required
at each stage of evolution. Falling short of a detailed analysis of this equation in this paper, we would like some
rough estimates of the dissipative effects described by the equation. In particular, as a first approximation to Eq.
(2.15), we will explore the derivative expansion at leading order for the temporally nonlocal terms. This amounts to
substituting t′ → t in the arguments of the fields entering in the time integrals. This is equivalent to a Markovian
approximation for the dissipative kernels in Eq. (2.15). A solution regime for ϕ where such an approximation might
be valid is the adiabatic regime, where the motion of ϕ is slow. In this and the next subsections, we will establish a
self-consistent solution regime composed of both the adiabatic and Markovian approximations. To proceed, first the
Markovian approximation will be implemented and then self-consistent solution regimes will be identified. Thus upon
implementing the Markovian approximation, we then can easily perform the t′ integrals and obtain
ϕ¨(t) +m2φ ϕ(t) +
λ
6
ϕ3(t) + λ2ϕ2(t)ϕ˙(t)
∫
d3q
(2pi)3
Γφ
8ωφ(ω2φ + Γ
2
φ)
2
+
λ2
3
ϕ˙(t)
∫
d3q1
(2pi)3
d3q2
(2pi)3
[Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)] [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
4ωφ(q1)ωφ(q2)ωφ(q1 + q2)
× 1{
[Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)]
2
+ [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
2
}2
+
Nψ∑
k=1
h2kϕ˙(t)
∫
d3q
(2pi)3
(
Γ2ψk + 2ω
2
ψk
− 2m2ψk
)
ωψk(Γ
2
ψk
+ ω2ψk)
2
Γψk = 0 . (2.18)
An additional simplification can be achieved by demanding that the (effective) field masses satisfy the inequality
mφ > 2mψk . In this case, at zero temperature, the only contribution to the decay widths in Eqs. (2.8) and (2.12) come
from the imaginary part of the one loop contribution to the self-energy for Φ. This is given by the internal fermionic
propagators diagram, which then represents the decay rate for the kinematically allowed process Φ → ψk + ψ¯k. We
therefore have that Γψk = 0 and Γφ is given by (see the Appendix)
Γφ(q) =
Nψ∑
k=1
h2k
8piωφ(q)
m2φ
(
1− 4m
2
ψk
m2φ
) 3
2
. (2.19)
We must point out that even though in this case the contribution to the dissipative term in Eq. (2.18) coming from
the fermionic loop vanishes, i.e. Γψk = 0, this is a consequence of assuming the Markovian approximation for the
dissipative kernels. In the general case, the last term in the non-local EOM, Eq. (2.15), with Γψk = 0, still can be
interpreted as a dissipative contribution [2,13,14] to the EOM. Therefore, here the Markovian approximation somewhat
under-estimates the whole dissipative nature of the non-local kernels in (2.15). We expect this not to invalidate our
main objective here, which is to determine the viability of adiabatic dissipative behavior in the background field
evolution and the intrinsic dissipative nature of the field dynamics.
As an aside, it is interesting to discuss briefly the interpretation of dissipation coming from the second non-local
dissipative term in Eq. (2.15) when Γψ = 0. Though for this case, particle decay does not contribute to dissipation,
there still is dissipation due to “off-shell” excitation of virtual states which leads to decoherence and power law decay
of the background field amplitude [2], in the absence of the scalar field self-interactions. This contrasts with the first
dissipative term in Eq. (2.15), in which dissipation truly is coming from the real scattering by the quasi-particles
in the medium. Furthermore, dissipative kernels of the sort treated here typically have some type of long time tail,
which retains memory from the past. However, as will be discussed later, a non-vanishing decay width, as present in
this case, helps to suppress the long time tail of the kernel.
Studies of terms similar to the second nonlocal term in Eq. (2.15) have been done in [26–28]. These works studied
the case Nψ = 1 and Γψ = 0, and examined the linearized form of the effective EOM once the fermion fields were
6
integrated out. An important issue raised in [27,28] was in regards the singularities in the EOM at the initial time,
which in our case refers to the behavior of the dissipative kernel in Eq. (2.15) arising from the fermionic loop, when
computed at t = t′. Observe that this term appears divergent in the ultraviolet region, but this apparent problem
easily can be solved in our approach. To see that our final equation in this case is identical to the final result obtained
by the authors in [27,28], take for example the second nonlocal term in Eq. (2.15), due to the fermionic loop, and
integrate the time integral twice by parts to give
Nψ∑
k=1
h2k
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q
(2pi)3
e−2Γψk (q)|t−t
′|
ω2ψkm
2
ψk
(
Γ2ψk + ω
2
ψk
)
×{[Γ4ψkωψk + 2ω3ψkm2ψk − 2m4ψkωψk + Γ2ψkωψk(ω2ψk +m2ψk)] cos(2ωψk |t− t′|)
+
[
Γψk(2m
2
ψk
− Γ2ψk)(ω2ψk −m2ψk)− Γ5ψk
]
sin(2ωψk |t− t′|)
}
=
Nψ∑
k=1
h2k ϕ˙(t)
∫
d3q
(2pi)3
(
Γ2ψk + 2ω
2
ψk
− 2m2ψk
)
ωψk(Γ
2
ψk
+ ω2ψk)
2
Γψk
+
Nψ∑
k=1
h2k ϕ¨(t)
∫
d3q
(2pi)3
[
ω2ψk −m2ψk
2ω5ψk
+O
(
Γ2ψk
ω2ψk
)]
−
Nψ∑
k=1
h2k
∫ t
−∞
dt′ ϕ˙˙˙(t′)
∫
d3q
(2pi)3
e−2Γψk (q)|t−t
′|
{
ω2ψk −m2ψk
2ω5ψk
[cos(2ωψk |t− t′|)
+3
Γψk
ωψk
sin(2ωψk |t− t′|) +O
(
Γ2ψk
ω2ψk
)]}
. (2.20)
The first term on the rhs of (2.20) is just the second dissipative term appearing in Eq. (2.18). By taking Γψk = 0 this
term vanishes. The second term is a wave-function renormalization term, which can be absorbed in a wave function
counterterm (δZ) in the Lagrangian, by rewriting the kinetic term as (∂µΦ)
2 → (1+ δZ)(∂µΦ)2. The last term on the
rhs of Eq. (2.20), for Γψk = 0 and Nψ = 1, reproduces exactly the result obtained in [27,28] for the EOM integrated
over the fermion fields. Thus, we see that there is no ambiguities or divergences here associated with the kernels
evaluated at equal times. Also, the non-local two-loop scalar term in Eq. (2.15) can be examined in a similar way
and from such an analysis its contribution to the wave-function renormalization can be extracted.
Returning from this digression to the EOM Eq. (2.18), and using Eq. (2.19) for Γφ and Γψ = 0, the EOM becomes
ϕ¨(t) +m2φ ϕ(t) +
λ
6
ϕ3(t) + η(ϕ)ϕ˙(t) = 0 . (2.21)
Here η(ϕ) is the dissipative coefficients, which after doing the momentum integral in the “one-loop” dissipation term
and using the symmetry of the “two-loop” dissipation term under change of momentum integration variables, becomes
η(ϕ) = ϕ2(t)
λ2α2φ,ψ
128pi
√
m4φ + α
4
φ,ψ
(
2
√
m4φ + α
4
φ,ψ + 2m
2
φ
) 1
2
+
λ2α2φ,ψ
4
∫
d3q1
(2pi)3
d3q2
(2pi)3
{
1
ωφ(q1)2ωφ(q2)ωφ(q1 + q2) [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
3
+ O
(
Γ2φ
ω2φ
)}
, (2.22)
with
α2φ,ψ =
Nψ∑
k=1
h2k
8pi
m2φ
(
1− 4m
2
ψk
m2φ
) 3
2
. (2.23)
Finally, we also can easily work out an equivalent model of Φ coupled to bath fields that rather than fermionic fields
are scalar fields, χj , j = 1 . . .Nχ, with a trilinear coupling as
∑Nχ
j=1
g2j
2 Φχ
2
j . Once again, by choosing mφ > 2mχj we
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have Γχj = 0 but a nonvanishing Φ decay width, Γφ, which also has been evaluated in the Appendix. Going through
the same steps as used to obtain Eq. (2.21), we obtain an analogous expression with a similar dissipative coefficient
η(ϕ), except with αφ,ψ → αφ,χ, where
α2φ,χ =
Nχ∑
j=1
g4
16pi
(
1− 4m
2
χj
m2φ
) 1
2
. (2.24)
B. Examination of the dissipative kernels
Up to this point, the naive implementation of the Markovian approximation has been examined and has led from
Eq. (2.15) to Eq. (2.21). The applicability of this approximation is now considered. Returning to the non-local EOM
Eq. (2.15), we can express for example the term generating the one-loop dissipation contribution in Eq. (2.21) in the
general form4 ∫ t
−∞
dt′ ϕ(t′)ϕ˙(t′)K(t, t′) ,
where the dissipative kernel is given by
K(t, t′) = λ2
∫
d3q
(2pi)3
[ωφ cos(2ωφ|t− t′|) + Γφ sin(2ωφ|t− t′|)]
8ω2φ
(
Γ2φ + ω
2
φ
) e−2Γφ(q)|t−t′| . (2.25)
In Fig. 1 K(t, t′ = 0)/λ2 is plotted for four cases, Γφ(0)/mφ = 0.1, 0.5, 1.0, 5.0. There is a degeneracy amongst the
parameters Nψ, h and mψ from which to choose for a given value of Γφ(0). The plots of the kernel are given over
four different time interval, in order to see the different aspects of its behavior.
As can be seen, the kernel has a pronounced, narrow peak around t = t′ followed by a power-law decaying oscillatory
behavior, with greater decaying as the number of fields coupled to Φ increases. Since from Eq. (2.19) Γφ ∼ 1/|q|
for |q| ≫ mφ, it can be seen from Eq. (2.25) that once |q| >∼ 2mφΓ(0)|t − t′|, damping from the exponential
term relinquishes. Thus for |t − t′| >∼ 1/mφ the behavior of the kernel is K(t, t′) ∼ −λ2Ci(4mφΓφ(0)|t − t′|2) ∼
−λ2 sin(4mφΓφ(0)|t− t′|2)/(4mφΓφ(0)|t− t′|2). Note this long time behavior of the T = 0 contribution of the kernel
differs from its high temperature component which was studied in [11,25]. At high temperature, the decay widths at
large |q| behave as ∼ T 2/|q|, but there are also factors of the number density which become Boltzmann suppressed.
As such, the high temperature limit of the kernel becomes highly exponentially suppressed at large times.
Power-law decay of the kernel at T = 0 implies that memory of the scalar field is retained in Eq. (2.15) in determining
its future evolution. As such, the derivative expansion clearly is not generally valid. However, for sufficiently slow
motion of the scalar field, the derivative expansion still may be valid for some duration of time. In particular, suppose
ϕ˙/ϕ ≈ γ in a given solution, where γ is the approximate magnitude of this ratio over some interval of time. Then,
self-consistency of this solution with respect to the derivative expansion holds for a time interval |t− t′| <∼ 1/γ. Thus,
as mentioned at the beginning of this subsection, the slower is the motion of ϕ, the longer the above approximation
is valid. Such slowly varying solutions are useful to investigate due to their simplicity. They also may have practical
use for example for warm inflation, where one seeks solutions where the motion of ϕ is slow.
Although the kernel Eq. (2.25) does retain past memory, it is worth noting that on general grounds for reasonable
ϕ(t) solution regimes, the memory retention only is up to some finite time in the past. The observation here is that
the oscillation rate of the kernel increases with time due to the quadratic dependence on time K(t, t′) ∼ sin(a|t− t′|2),
where a is a constant. As such, for reasonable motions of ϕ, beyond some time interval into the past |t − t′| > ∆t0,
the characteristic oscillation frequency of the kernel will exceed that of ϕ. Thus at all times past this point, the
contributions from ϕ(t) primarily cancel. As a practical point, despite this property of the kernel to filter through
increasingly high frequency components as the time passes, there are limitations to the types of ϕ(t) motions which
it can describe. In particular, this feature of the kernel most efficiently is able to cut-off the long time memory if
4Although here we analyze the one-loop dissipative kernel in detail, similar conclusions also can be shown to apply for the
more complicate two-loop dissipative kernel in Eq. (2.15).
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the field configuration only has slow frequency components. As such, ideally the applicability of this kernel is near
equilibrium conditions. Note, this also is the regime assumed in previous works [11,12] for the finite temperature case.
An additional consistency condition related to the adiabatic approximation at finite T , considered in [12,18], is
that the microscopic dynamics should be much faster than all macroscopic motions. For the finite-T case, this was
a necessary requirement since it guaranteed the system thermalized fast enough to adjust to any changes in the
macroscopic state. The need for rapid thermalization was necessary for self-consistency of the solutions. In contrast,
the T = 0 dynamics treated in this paper does not require a specific statistical state in which the scalar field evolution
occurs. Thus, consistency requirements, if any, with respect to the rates of microscopic versus macroscopic dynamics
are less well defined for the T = 0 case. To properly address this question, a complete nonequilibrium analysis
is necessary, which is beyond the scope of this paper. However, for the time being, to be conservative, a similar
consistency condition to the finite-T case adopted in [12] will be imposed, which requires the rate of microscopic
physics to be faster than all macroscopic motions. Since the only scales characterizing the microscopic physics are
the decay rates, this requirement implies ∣∣∣∣ϕϕ˙
∣∣∣∣≫ Γ−1, (2.26)
which is analogous to the condition in [12], except above the zero temperature decay rates are used. In Sec. IV some
estimates will be given of dissipative dynamics based on the combined adiabatic-Markovian approximation of this and
the previous subsections.
III. INDIRECT DECAY MODELS
This section will consider models in which the particles ultimately created from dissipation of the scalar field are
coupled indirectly to the scalar field through an intermediate field. Such a case has much more variety in the types of
decay sequences, as compared to the direct decay models of Sec. II. The basic model to be examined consists of the
system, a scalar field Φ, along with scalar fields χj , j = 1 . . .Nχ and fermion fields ψk, k = 1 . . .Nψ. The Lagrangian
density is given by
L[Φ, χj , ψ¯k, ψk] = 1
2
(∂µΦ)
2 − m
2
φ
2
Φ2 − λ
4!
Φ4 +
Nχ∑
j=1
{
1
2
(∂µχj)
2 − m
2
χj
2
χ2j −
fj
4!
χ4j −
g2j
2
Φ2χ2j
}
+
Nψ∑
k=1
ψ¯k

i 6∂ −mψk − hk,φΦ−
Nχ∑
j=1
hkj,χχj

ψk , (3.1)
where all coupling constants are positive: λ, fj , g
2
j , hk,φ, hkj,χ > 0.
As before, we are interested in obtaining the EOM for a scalar field configuration ϕ = 〈Φ〉. For this, the fields χj
and ψk are regarded as part of the environment. Once again the scalar field Φ is decomposed into its expectation
value and fluctuation, Φ = ϕ + φ, where 〈Φ〉 = ϕ. The EOM for ϕ then is obtained from the tadpole method by
imposing that 〈φ〉 = 0, which leads to the condition that the sum of all tadpole terms vanish. Restricting again our
analysis of the EOM to a homogeneous field ϕ ≡ ϕ(t), we obtain the effective EOM for ϕ
ϕ¨(t) +m2φϕ(t) +
λ
6
ϕ3(t) +
λ
2
ϕ(t)〈φ2〉+ λ
6
〈φ3〉+
Nχ∑
j=1
g2j
[
ϕ(t)〈χ2j 〉+ 〈φχ2j 〉
]
+
Nψ∑
k=1
hk,φ〈ψ¯kψk〉 = 0 , (3.2)
where the field averages above can be expressed as usual in terms of the coincidence limit of the (causal) two-point
Green’s functionsG++φ (x, x
′), G++χ (x, x
′) and S++ψ (x, x
′) for the Φ, χj and ψk fields, respectively. Using the expressions
of the previous Section for G++ and S++ for the scalar and fermionic propagators respectively, and working out the
expression analogous to Eq. (2.15), we obtain the EOM
ϕ¨(t) + m¯2φ ϕ(t) +
λ¯
6
ϕ3(t)
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+λ2ϕ(t)
∫ t
−∞
dt′ ϕ(t′)ϕ˙(t′)
∫
d3q
(2pi)3
[ωφ cos(2ωφ|t− t′|) + Γφ sin(2ωφ|t− t′|)]
8ω2φ
(
Γ2φ + ω
2
φ
) e−2Γφ(q)|t−t′|
+
λ2
3
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q1
(2pi)3
d3q2
(2pi)3
{[ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
× cos[(ωφ(q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′| ]
+ [Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)] sin[(ωφ(q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′| ]}
×e
−[Γφ(q1)+Γφ(q2)+Γφ(q1+q2)]|t−t
′|
8ωφ(q1)ωφ(q2)ωφ(q1 + q2)
× 1
[Γφ(q1) + Γφ(q2) + Γφ(q1 + q2)]
2
+ [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
2
+
Nχ∑
j=1
g4j ϕ(t)
∫ t
−∞
dt′ ϕ(t′)ϕ˙(t′)
∫
d3q
(2pi)3
[
ωχj cos(2ωχj |t− t′|) + Γχj sin(2ωχj |t− t′|)
]
2ω2χj
(
Γ2χj + ω
2
χj
) e−2Γχj |t−t′|
+
Nχ∑
j=1
g4j
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q1
(2pi)3
d3q2
(2pi)3
{[
ωχj (q1) + ωφ(q2) + ωφ(q1 + q2)
]
× cos[(ωχj (q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′| ]
+
[
Γχj (q1) + Γφ(q2) + Γφ(q1 + q2)
]
sin[(ωχj (q1) + ωφ(q2) + ωφ(q1 + q2))|t− t′| ]
}
×e
−[Γχj (q1)+Γφ(q2)+Γφ(q1+q2)]|t−t
′|
8ωχj(q1)ωφ(q2)ωφ(q1 + q2)
× 1[
Γχj (q1) + Γφ(q2) + Γφ(q1 + q2)
]2
+
[
ωχj (q1) + ωφ(q2) + ωφ(q1 + q2)
]2
+
Nψ∑
k=1
h2k,φ
∫ t
−∞
dt′ ϕ˙(t′)
∫
d3q
(2pi)3
e−2Γψk (q)|t−t
′|
ω2ψkm
2
ψk
(
Γ2ψk + ω
2
ψk
)
×{[Γ4ψkωψk + 2ω3ψkm2ψk − 2m4ψkωψk + Γ2ψkωψk(ω2ψk +m2ψk)] cos(2ωψk |t− t′|)
+
[
Γψk(2m
2
ψk
− Γ2ψk)(ω2ψk −m2ψk)− Γ5ψk
]
sin(2ωψk |t− t′|)
}
= 0 . (3.3)
The dissipative dynamics in these indirect decay models will differ based on the relation of the masses amongst the
Φ, χj and ψi fields. Consider first the case where the (effective) masses satisfy the relation
mφ > mχj > 2mψk , (3.4)
which we will refer to more specifically as the indirect cascade decay regime. The first attribute of this regime to
note is at zero temperature Γφ and Γχj are non-vanishing and Γψ = 0. There are two kinematically allowed on-shell
processes, Φ→ ψk + ψ¯k, with decay width Γφ as given in Eq. (2.19), and χj → ψk + ψ¯k, with decay width
Γχj (q) =
Nψ∑
k=1
h2kj,χ
8piωχj
m2χj
(
1− 4m
2
ψk
m2χj
) 3
2
. (3.5)
Implementing once again the adiabatic-Markovian approximation of Subsec. IIA, we then obtain the same expression
for the EOM as Eq. (2.21), except η(ϕ) now is given by
η(ϕ) = ϕ2(t)
λ2α2φ,ψ
128pi
√
m4φ + α
4
φ,ψ
√
2
√
m4φ + α
4
φ,ψ + 2m
2
φ
+
λ2α2φ,ψ
4
∫
d3q1
(2pi)3
d3q2
(2pi)3
{
1
ωφ(q1)2ωφ(q2)ωφ(q1 + q2) [ωφ(q1) + ωφ(q2) + ωφ(q1 + q2)]
3 +O
(
Γ2φ
ω2φ
)}
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+ϕ2(t)
Nχ∑
j=1
g4j
α2χ,ψ
32pi
1√
m4χj + α
4
χ,ψ
√
2
√
m4χj + α
4
χ,ψ + 2m
2
χj
+
Nχ∑
j=1
g4jα
2
χ,ψ
4
∫
d3q1
(2pi)3
d3q2
(2pi)3
{
1
ωχj (q1)
2ωφ(q2)ωφ(q1 + q2)
[
ωχj (q1) + ωφ(q2) + ωφ(q1 + q2)
]3
+O
(
Γ2χj ,Γ
2
φ
ω2
)}
, (3.6)
with αφ,ψ given by Eq. (2.23) and
α2χ,ψ =
Nψ∑
k=1
h2kj,χ
8pi
m2χj
(
1− 4m
2
ψk
m2χj
) 3
2
. (3.7)
It is interesting to note that the last two terms in Eq. (3.6) come solely from the decay channels of χj into the
fermion fields ψk, which then backreact on the system field ϕ in terms of a damping force. The same effect also would
appear for the case where Φ was the lightest field,
mχj > 2mψk > mφ. (3.8)
This regime will be referred to simply as the indirect decay regime outside the cascade region Eq. (3.4). For this case
Γφ = 0, or αφ,ψ = 0 in Eq. (3.6). This type of dissipation, in which the system field is lighter than the decay products
was first noted by Calzetta and Hu in [14]. They have shown how a heavy field influences the dynamics of a light field
in the form of dissipation and fluctuations of the light field, even when no aspect of the light field dynamics is above
the mass threshold of the heavy field. This same behavior also can be inferred from our results for the above regime.
Let us finally make a few comments about higher order loop terms. Observe that the results obtained for the
dissipation coefficients in Eqs. (2.22) and (3.6) are the leading order ones at zero temperature, O(λ2h2k) and O(g4jh2kj,χ)
respectively. We have neglected higher order loop contributions to the EOM, since they all can be shown also to be of
higher order in the coupling constants. For instance, a two-loop contribution made of a fermion loop with a vertical
scalar propagator can easily be seen to give a contribution to the dissipation coefficient η(ϕ) of orderO(h4kΓφ) ∼ O(h6k),
for the first case analyzed in Sec. II, and O(h2k,φh4kj,χ), for the case studied in this section. Also, higher order scalar
loop terms are subleading in the coupling constants, as compared to the results given by Eqs. (2.22) and (3.6).
For example, at finite temperature, scalar ladder diagrams [12,29] are known to be of the same order as the two-
vertex one-loop term in the EOM, due to on-shell divergences of these diagrams and the way the field decay widths
regularize them. However at zero temperature these divergences are not present and ladder diagrams are at most of
order O(λ4Γ2φ) ∼ O(λ4h4k), for the model in Sec. II, and O(g8jh4kj,χ), for the model in this section.
IV. APPLICATION
In this Section we will apply the effective equation of motion Eq. (2.21), with η(ϕ) as given by Eqs. (2.22) and (3.6),
to make estimates of entropy production from conversion of the scalar field potential energy into radiation. Recall the
applicability of Eq. (2.21) is limited, since it requires the validity of the adiabatic-Markovian approximation of Sect.
II. For this reason and since as mentioned in the Introduction, the zero temperature dissipation found here is indicative
of a nonequilibrium dynamics that drives the system to finite temperature, we will not delve into detailed applications
of this effective equation of motion. The full dynamics of this problem must be understood before detailed application
is worthwhile. Nevertheless, we will make some naive estimates of radiation production from our equations, just to
get a feeling for the magnitudes of the effect. Note that for application to warm inflation, the fact dissipation occurs
at T = 0 implies the dynamics automatically will bootstrap the universe to finite temperature, independent of initial
conditions.
In general for a damped equation of motion of the form (2.21) the regime of overdamped (underdamped) motion is
m2(ϕ) = m2φ +
λ
2
ϕ2 < (>) η2(ϕ). (4.1)
For the direct decay models in Sec. II, since the dissipative coefficient η(ϕ) is suppressed by two powers of the φ self-
coupling parameter λ, we find that underdamped motion generally is possible, unless there are very many environment
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bath fields. For the indirect decay models of Sect. III, the cascade decay regime Eq. (3.4) has similar constraints,
thus solutions, as those of the direct decay models of Sect. II. However, in the other interesting regime Eq. (3.8), the
dissipative coefficient and the parameters of the ϕ potential can be independently tuned, which means the overdamped
regime can be identified for as few as one or two heat bath fields. Both the underdamped and overdamped regimes
may have application to the chiral transition in heavy ion collision [30], whereas the overdamped regime also is of
interest to the warm inflation scenario [21]. Below, both the direct and indirect decay models will be examined.
For the direct decay model, the overdamped (underdamped) regime from Eqs. (2.22), (2.23) and (4.1) is given by
λ2Nψ
2048pi2
>∼ (<∼)1, (4.2)
where the Yukawa coupling h is determined by requiring mψ ≈ hϕ < m(ϕ)/2 ≈
√
λϕ/2. Thus, even for strong
coupling λ ∼ 1, it requires Nψ >∼ 104 fields for the overdamped regime.
Considering first the underdamped regime, the adiabatic condition Eq. (2.26) requires
ϕ˙
ϕ
≈ m(ϕ) < Γψ ≈ h
2Nψ
8pi
m(ϕ) ≈ λNψ
16pi
m(ϕ), (4.3)
where for underdamped motion from Eq. (2.21) ϕ˙ <∼ m(ϕ)ϕ. The energy dissipated by the scalar field goes into
radiation energy density ρr, here composed of fermions and/or scalar bosons, at the rate
ρ˙r = −dEφ
dt
= η(ϕ)ϕ˙2 ≈ λ
2Nψm
5(ϕ)
2048pi2
, (4.4)
where to obtain the last expression we estimate ϕ˙2 ≈ m2(ϕ)ϕ2. For the overdamped regime from Eq. (2.21)
ϕ˙ = m2(ϕ)ϕ/η(ϕ). Writing η(ϕ) = Qm(ϕ), from Eqs. (2.22) and (2.23) Q ≈ λ2N/(2048pi2) and for overdamping Eq.
(4.1) requires Q > 1. This requirement of overdamping automatically implies the adiabatic condition Eq. (2.26) is
satisfied. Thus the radiation production in this case is
ρ˙r ≈ m
3(ϕ)ϕ2
Q
. (4.5)
Overall, for the direct decay model, the underdamped regime is generic except if there are a very large number of
bath fields N > 104, in which case overdamped motion also becomes possible. In the underdamped regime, moderate
radiation energy production occurs. In particular during a characteristic oscillation time ∼ 1/m(ϕ), the produced
radiation has an associated temperature scale T ≈ (ρr/Nψ)1/4 ≈ λ1/2m(ϕ)/10 <∼ m(ϕ). On the other hand, the
overdamped regime, although requiring a large number of bath fields, can yield sizable radiation by increasing the
amplitude ϕ in Eq. (4.5)
Turning next to the indirect decay models of Sec. III, the cascade region Eq. (3.4) leads to similar solutions as
given above for the direct decay models, so will not be further elaborated. However, dissipative dynamics also appears
to occur in the regime Eq. (3.8), which does not have a direct interpretation in terms of particle decay at one of the
two steps of the process, the ϕ → χ transition. We believe further investigation is needed of this case in order to
obtain a sensible interpretation of this process, and this is left for future work. Nevertheless, here it is interesting to
estimate the size of the dissipative effects for this case. In particular for this case, the overdamped regime can easily
be obtained as will be shown next. The overdamped regime requires the condition in Eq. (4.1) and the adiabatic
condition requires
ϕ˙
ϕ
=
m2(ϕ)
η(ϕ)
< Γχ. (4.6)
Since the scalar field sector has two free parameters, mφ and λ, it is always possible to tune m
2(ϕ) to satisfy both
the above requirements independent of Γχ, η(ϕ), and for any amplitude ϕ.
In the overdamped regime, the kinetic energy of the scalar field is negligible. Thus, the loss in its potential energy
translates into the energy released into radiation ρr as
ρ˙r(t) = η(ϕ)φ˙
2 = −dV
dϕ
ϕ˙
= (m2φϕ+
λ
6
ϕ3)ϕ˙ ≈ V (ϕ)m
2(ϕ)
η
< V (ϕ)Γχ, (4.7)
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where the second line follows from Eqs. (2.21) and (3.1). Generally the microscopic scale is determined by Γχ. In
this time interval, we find the radiation to increase to
ρr(1/Γχ) ≈ V (ϕ)m
2(ϕ)
ηΓχ
< V (ϕ), (4.8)
where to obtain the right most expression we used Eq. (4.6). Thus the energy dissipated into radiation is proportional
to the potential energy contained in the scalar field. To consider some numbers, for example typical for inflation,
suppose the potential energy is at the GUT scale V (ϕ)1/4 ∼ 1015−16GeV andm2(ϕ)/(ηΓχ) ≈ 10−4. For this, it implies
a radiation component is generated which, if expressed in terms of temperature, is at the scale T ∼ 1014−15GeV, and
this is nonnegligible. The main point to note is that considerable radiation production can occur from the indirect
decay models in the regime Eq. (3.8).
V. CONCLUSION
Although the calculations in this paper were for non-expanding Minkowski spacetime, a brief reflection will be made
here on the consequences of these results for inflationary cosmology. In this case, the background space is expanding.
The effect of the interaction between the scalar field, in this case called the inflaton, and the background metric is
known to yield a 3Hϕ˙ term in the inflaton effective equation of motion, where the Hubble parameter H ≡ a˙/a and
a(t) is the cosmic scale factor. As well known, this term does not arise from microscopic interactions with other fields,
but rather from the macroscopic interaction with the background metric of gravity. Precisely this disparity in scales
and the difference in origin of the interactions suggests that the effect of this term and the dissipative term computed
in this paper will act independently on the inflaton to a good approximation, with perhaps some self-consistency
requirements. At present, we are extending our calculation to expanding spacetime in order to examine this point.
Should this work render true the expectations from Sec. IV for dissipation, it will be difficult to justify the supercooled
inflation picture and rather it would appear the warm inflation picture is the natural one.
For the moment, assuming the correctness of the above expectations, a lower bound on the temperature of the
universe during inflation can be estimated from the direct decay model. In typical inflation models, mφ ∼ H for
supercooled inflation and mφ perhaps a few orders of magnitude bigger than H for warm inflation. Furthermore, the
conditions on density perturbations generally require the inflaton self-coupling parameter to be tiny λ ∼ 10−(10−16).
In an expanding background, the evolution of the radiation in presence of a dissipating scalar field source is given by
Eq. (4.3) with the addition of the term −4Hρr to the right hand side, which accounts for the redshift of the radiation
due to background expansion. Therefore, in steady state ρ˙r = 0, ρr ≈ ηϕ˙2/(4H), or the associated temperature
T ∼ (ρr/g∗)1/4, where we will take the number of light particles g∗ ∼ N . With these estimates, based on Eq. (4.3)
we find T >∼ λ1/2mφ/10. If mφ ∼ 1010GeV as a typical value, then this implies T ∼ (104 − 10)GeV.
In order not to affect the successful predictions of nucleosynthesis, the primary requirement is that the universe
should be well within the hot Big-Bang radiation dominated regime by T ≈ 10MeV. Slightly more conservative,
though not necessarily mandatory, is to require that the QCD phase transition at T <∼ 1GeV occurs within the
radiation dominated era. So a safe lower bound for inflation to end and the radiation dominated era to commence
is T >∼ 1GeV. As such, the lower limits for radiation production during inflation given above still would be above
this lower limit requirement set by cosmology. The results found here may be also useful in applications to the low
temperature regimes of warm inflation identified in the phenomenological studies of [31].
It should be clarified that the results found in this paper in no way require supersymmetry. However, these
calculations easily could be applied in SUSY models. In such models, it is becoming appreciated that to avoid
gravitino overproduction, for any type of inflation scenario the temperature of the universe after inflation can not be
very high T <∼ 1010GeV [32]. From this perspective, the possibility found in this paper for low temperature warm
inflation solutions in the direct decay models would be phenomenologically attractive.
One cautionary remark is in order. Since mφ ∼ H , the lower limit on the temperature during inflation that is
suggested above, is below the so called Gibbons-Hawking ”temperature” TGH = H/(2pi). However TGH does not
represent a temperature in the usual sense of a thermal bath of particles. TGH acts like a temperature in the formal
sense that for a non-interacting scalar field in de Sitter space, its euclideanized de Sitter invariant Green’s function
is periodic in imaginary time. The role that TGH plays in this Green’s function is formally the same as what actual
temperature plays in the static thermal Green’s function in Minkowski space. However, for the non-interacting scalar
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field in the de Sitter case, there are no particles present in the sense that the field is in a vacuum state5. In contrast, the
radiation production we have computed for the interacting scalar field results in real particle production, irrespective
whether its associated temperature is above or below TGH .
In summary, this paper has studied dissipative effects of interacting scalar fields at zero temperature. Similar
treatments along this line are limited [2,13,14] and one of the novel features of this paper is the appropriate inclusion
of quasi-particles effects through the fully dressed zero temperature two-point Green’s functions. Another feature of
our analysis which has been studied only to a limited extent in the literature is a detailed examination of the dissipative
kernel in Subsec. II B. The models examined in this paper were generic and in all cases dissipation was found. Since
dissipative effects are seen for the zero temperature state, we conclude that radiation production from dissipation is
invariably present for generic interacting scalar field systems, although the extent of radiation production can vary
immensely. Minimally, it appears the mass of the scalar field times a suitable dimensionless coupling constant sets
a lower limit to the associated temperature scale of the produced radiation. However, for the indirect decay models
in the region Eq. (3.8), there appears a much more robust possibility for producing radiation. Although formally
this is what is indicated by our calculations, as mentioned earlier, we feel further investigation is necessary of these
indirect decay models in order to obtain a sensible interpretation of its dissipative process. In regards the potential
implications of the results found in this paper to inflationary cosmology, we infer that under generic circumstances the
scalar inflaton field will dissipate a nonnegligible amount of radiation during inflation. In particular, the lower bound
suggested by the above estimates for the direct decay models already are sufficiently high to preclude a mandatory
requirement for a reheating. Furthermore, the upper bound from the indirect decay models in the regime Eq. (3.8)
could yield very high temperature warm inflation solutions, in the range discussed below Eq. (4.8). However, these
only are expectations suggested by the calculations in this paper. Verification of these expectations requires a proper
extension of these calculations to expanding spacetime, which we currently are examining.
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APPENDIX A:
In this appendix the decay widths for the processes φ→ ψ + ψ¯ (or χ→ ψ + ψ¯) and φ→ χ+ χ are derived. Recall
the basic expression for the decay of an initial particle of momentum p into two particles,
Γ(p) =
1
2ωp
[∫
d4k1
(2pi)3
d4k2
(2pi)3
(2pi)4δ(4)(k1 + k2 − p)
× δ(k21 −m21)δ(k22 −m2)
∏
fermionj
(2mj)
∑
spinsj
|Mfi|2

 , (A1)
where ωp =
√
p2 +M2, M is the mass of the scalar decaying field, and m stands for the mass of the decay products.
Observe that the expression in the square brackets is Lorentz invariant, thus most conveniently it is evaluated in the
rest frame of the initial particle p = 0.
For the scalar to 2 fermion model (h is the Yukawa coupling)
LI = −hφ(x)ψ¯(x)ψ(x) , (A2)
which implies
M = −ihu¯s1(k1)vs2 (k2), (A3)
5We thank Larry Ford for this clarification
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so that
∑
sj
|M|2 = h2 k1 · k2 −m
2
m2
. (A4)
Substituting this into Eq. (A1) gives
Γ(p) =
h2M2
8piω(p)
(
1− 4m
2
M2
)3/2
. (A5)
For the scalar to two scalar model, with coupling constant g, we have instead that
LI = −g
2
2
φ(x)χ2(x), (A6)
which implies
M = −ig2, (A7)
and so
Γ(p) =
g4
16piωφ(p)
(
1− 4m
2
M2
)1/2
. (A8)
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Figure Caption
Fig. 1. The kernel K(t, 0)/λ2 in Eq. (2.25) for the cases Γφ(0)/mφ = 0.1 (solid), 0.5 (dashed), 1.0 (dotted), and
5.0 (dot-dashed), plotted over four different time intervals.
17
18
19
20
21
