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ABSTRACT 
This paper extends the results of an earlier paper on uniform subdivision 
algorithms for the generation of curves. Here, curves are considered that are 
subdivisible at a finite set of arbitrary breakpoints as opposed to the equidistant 
breakpoints considered earlier. Smoothness and related properties of the curves are 
discussed. 
PRELIMINARY REMARKS 
In this paper further observations are made on the subdivision schemes 
studied earlier in [l]. The incentive has been that the proofs and results in 
that paper can easily be stated more generally. This paper, then, will show 
how. 
Obviously, the smoothness of a curve depends on its parameterization. In 
[l] the parameter values of the subdivision points of the curve generated by a 
subdivision scheme are equidistant. Here, parameterizations are investigated 
that allow for arbitrary parameter values of the subdivision points. 
In order to make this paper readable without [l], the setup for [l] is 
recalled, i.e., subdivision is described by a set of matrices. 
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1. SUBDIVISION 
Commonly, curves considered in CAGD are linear combinations of some 
basis functions $i,. . , $,,, e.g., Bernstein polynomials or B-splines. Let’ 
‘0) = IfI Pi+i(t), t E Pul, (1.1) 
i=l 
be such a curve. The restriction to the interval [0, l] is not a limitation here, 
because the interval [0, I] can be changed into any other interval by just a 
linear transformation. Neither the smoothness nor the polynomial degree of c 
is altered by a linear transformation, and these are the topics of this paper. 
Using vector notation (1.1) can be written as 
c(t) = PW) (1.2) 
with the control polygon p = [p,, . . . , p,]r and the fundamental curve $(t> = 
[~)~(t), . . , en(t) The coefficients pi,. ..,p, in (1.1) are points of some R” 
and are called control points. 
Frequently algorithms in CAGD subdivide curves in order to split or to 
obtain a finer representation of a curve. Mathematically, subdivision can be 
described as follows. The set {$i, . . , I/I,,} is linearly subdivisible at the points 
0 = t, < t, < . *. < t,, = 1 if there are p n X n matrices B,, . . . , BP_ 1 such 
that 
l+b( ti + IQ) = B&(t) (I.31 
for all i = 0, 1, . . . , p -I, with hi := ti+l - ti. Obviously, the set {+i,. . . ,4J is 
linearly subdivisible at any collection of points if it spans r& the set of all 
polynomials up to some fixed degree d. 
What makes subdivision attractive is the corresponding geometric con- 
struction for the control points. From (1.2) and (1.3) the relation 
c( ti + hit) = pQ&( t) 
follows for all i = 0, 1, . . , p - 1. Thus, BTp is a control polygon of the curve 
segment c[t,, ti+ ,I. Sometimes, geometrically appealing Bf’p can be con- 
-- 
‘Throughout the paper t E 10, I] is assumed if nothing else is said. 
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strutted from p by a comer cutting procedure. De Casteljau’s construction 
and Chaikin’s algorithms are two well-known examples. 
2. SOLVING THE SUBDIVISION EQUATIONS 
Rather than investigating subdivision for a specific curve 4, the class of 
subdivisible functions is explored in general, i.e., necessary and sufficient 
conditions on an arbitrary sequence of n X n matrices B,, B,, . . . , B,_ 1 are 
described such that the subdivision equations (1.3) have a smooth or a 
polynominal solution. For the special case of uniformly distributed subdivi- 
sion points, i.e., h, = h, = * . . = h,_, = l/p, this is already done in [l]. 
In this section it is shown that a continuous solution I(l(t> of the 
subdivision equations (1.3) can always be continuously reparametrized: x(s) 
= $(4(s)), such that x(s) is linearly subdivisible at equidistant points. Due 
to this fact, the results on the existence of a continuous solution in [l] are also 
applicable in the general case. 
To begin with, the relation (1.3) is repeatedly applied to I,+. This estab- 
lishes the next lemma. 
LEMMA 2.1. A solution $ of (1.3) is also linearly subdivisible at the 
points 
til+hi,tip+ .*. +hi,***hi,,_,ti,“> i,,...,i,,E{O,l,..., p-l}, mew. 
(2.1) 
Namely, the equations 
$(ti, + . . . + hi, . . . him_lti_+ hiI * . . hi,t) = Bi, * . . B,,,,$( t) (2.2) 
are satisfied. 
In particular if ti = i/p, i = 0, 1,. . . , p - 1, the numbers in (2.1) are 
p-adic, i.e. 
ti, + hilti + . . . + h,, * . . him2_,tim= f’ i,p-J‘, 
p=l 
where (i 1,. . , i,) is the p-adic expansion of this number. 
Again, let 0 = t, < t, < . . . < t, = 1 be arbitrary. Still, there is a canoni 
cal relation 4 between the points in (2.1) and the p-adic numbers, 
4 P+w 
i I 
:= t,, + hilti + . . . + hi, * . . /&_,ti*,,. 
Both the p-adic numbers and the points in (2.1) define a dense partition o 
[O,l]; for instance, [4(C~=,i,p-@), 4(C~=,i,p-@ + p-“‘)I is divided into 1 
subintervals with the endpoints 4(X;= li,p-w + jp-“‘-‘), j = 0, 1, . , p 
Thus, the function 4 is continuous on the p-adics and can be extended to z 
continuous function on [O, 11 by 
4 = lim (t,,+ ... +h. ..*h. ‘1 t. ). (2.3) In -)= ‘88, - I t WI 
Obviously, 4 is invertible, maps [0, l] onto itself and has a continuou: 
inverse. Moreover, (2.3) implies the identity 
i+s 
4P i I = ti + hi4( s), s E [o, 11. 
It just takes this substitution t = 4(s) to prove the following 
THEOREM 2.1. lf * is a continuous solution of (1.31, 
satisfies the subdivision equations 
X i=O,l,..., p-l. 
(2.4) 
theorem. 
then ,y = 4 0 4 
(2.5) 
Also, $ (2.5) has a continuous solution, then (1.3) has one too. 
Theorem 5.1 in [l] states conditions which ensure the existence of a 
continuous solution for (2.5). 
3. DIFFERENTIABILITY 
Let + :[O, l] + [w” be a differentiable solution of the subdivision equa- 
tions (1.3), and Ai =(l/hi)Bi. Th en the derivative $’ satisfies the subdivi- 
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sion equations 
I,V( ti + hit) = A$‘( t), i=O ,....p-1. (3.1) 
This fact, together with Theorem 5.1 in [l], can be used to derive a condition 
on Ba,..., B,_, ensuring the existence of a differentiable function that 
satisfies (1.3). It is stated as Theorem 3.1 below. Theorem 3.1 is analogous to 
Theorem 5.2 in [l] and can be proven in the same fashion if l/p is replaced 
by ha, h, ,..., /I,_,, min(h, ,..., h,_,), or max(h, ,..., hp_r) and $ is consid- 
ered at the points in (2.1) rather than the p-adic numbers. Due to this 
straightforward analogy, the proof is omitted here. 
THEOREM 3.1. There is a continuously di&-entiable function 4 : [0, l] + 
[w” with J, z 0 and 4’ z 0 solving the subdivision equations (1.3) if and only 
if 
(a) there are eigenvectors fi co) = B,fiO’ and f!” = (l/h,)B,f,(‘), i = 
0 ,..., p-l, such that B,f$s’=B._,f~~rj=l,..., p-l and 6=0,1. The 
vectors fi*) are identical with $($ti /(l- hi)). 
LA 9’) := span(B. , . . . , B. f$‘) 1 i ,, . . . , i,, E d,, tn E N} which is the mini- 
mal common invariak subs&e of B,, . . . , B,_ 1 containing f$“. Then there 
are two common invariant subspaces S(l) and SC’) of B,, . . , B, _ 1 such that 
(b) fm some norm on 58” and any fixed (Y E (0,l) there exists an integer 
L with IlhLSBiI . . . h,SB,Lvll < cullvll for all v E S’s’ and i,, . . . , i, E Z,, 6 = 
O,k 
(c) 9s) + span f (6-l) = sV-2), 6 = 1,2; 
(d) f,!” E f$“‘+ ’ ti 
l-hi 
fb” + 92’; 
(e) f,!“) - f$‘) E S(l). 
Note that 
according to (2.3). The existence of a higher-order differentiable solution to 
(1.3) can also be decided by Theorem 3.1, because a solution is unique, as 
stated by the next lemma. 
LEMMA 3.1. Let J/~ a& lli2 be two continuous b (1.3). 
+l(o) = then also = 42(t) all t 1% 11. 
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Proof. The lemma is a consequence of (2.2) and the continuity of $r 
and $a. W 
The derivatives of a solution to (1.3) are again linearly subdivisible, as can 
be seen through (3.1). This fact makes it evident that (1.3) has a k times 
continuously differentiable solution with a nontrivial k th derivative if and 
only if the subdivision equations 
+a( ti + h$) = h;sBi$s( t)> i = 0,l >...>p-1, 
have solutions $s E C’[O, 11, 6 = 0, 1, . , k - 1, with e;(O) = $,+ ,(O) for Y = 
o,...,k -2. 
4. POLYNOMIAL SUBSPACES 
In [l] an interesting corollary was obtained from the proof of Theorem 
5.2, here Theorem 3.1. This corollary links the differentiability of I/ to the 
existence of polynomial subspaces of span{@,, . . . , I,!J,,}. It applies also to the 
more general setting here, with exactly the same proof. For sake of complete- 
ness it is stated next before we embark on the theme of polynominal 
subspaces in general. 
COROLLARY-4.1. Suppose that there is a control polygon b E R” such that 
bT$ E Cd[O, l] and (b*$)‘“’ is not identically zero. Then rd C{C~$J Ic E R”). 
In the remainder of this section conditions on B,, . . . , B,_ I are described 
that are both necessary and sufficient for the existence of a polynomial 
subspace rd. The analysis is divided into three successively more general 
theorems. 
DEFINITION 4.1. Clearly, the curve 
p,(x) :=[1,r,...,rn-i] 
is subdivisible at the points t,, t,, . . , t,. The corresponding unique subdivi- 
sion matrices will be denoted by P,,, nr. . . , P, _ 1, “, i.e., 
Pn( ti + hit) = P,,nPn(t) p i=O,l ,...,p-1. (4.1) 
In particular P,,, is a diagonal matrix, PO,, = diag [1, h,, hi,. . . , h”,-‘I. 
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The first theorem is a simple generalization of (4.1) obtained through the 
basis transformation Q from 11, x,. . . , x”-‘1 into ($1,. . . ,+,,I. 
THEOREM 4.1. There exists a solution I,!I :[0, l] --j Iw” of the subdivision 
equution (1.3) such that the components of 4 span rr,,_ , if and only if there is 
a nonsingular matrix Q such that 
Q-‘BiQ = Pi n for-all i=O,l,..., n. 
A stronger result is proven next. 
THEOREM 4.2. Assume that JI : [0, l] --f [w” is a continuous solution of the 
subdivision equutions (1.3) such that I)~, . . . , I), are linearly ino!ependent. 
Then TT_ 1 c span{*,,, . . . , a/~,) if and only if there is a nonsingular n X n 
matrix Q such that 
Q-‘BiQ= ‘id 1 zer0 1 arbitrary forall p-l. (4.2) 
this theorem based on (4.1). A proof 
with a basis transformation Q {$i,. . , into . , such 
[(Q$L)i, . . . n 
REMARK. The equations in (4.2) mean that Bz, . . . , Bt_ 1 have a common 
invariant subspace S of dimension d. (Q[ . , 11, . . , Q[ * , d]} is a basis of S, and 
the matrix Pird represents the transformation induced by BT on S with 
respect to this’basis. Because P,,d is a diagonal matrix, Q[ * , 11, . . . , Q[ . , d] are 
left eigenvectors of B,. Now with the aid of Theorem 4.2 the most general 
version of Theorem 4.1 can be proven. 
THEOREM 4.3. Assume that 9 : [0, l] + [w” is a nontrivial solution of the 
subdivision equations (1.3). Let S be the smallest common invariant subspace 
of B,, . . . , BP_, containing e(O); i.e. S = span{+,(t) 1 t E [0, 11). Then set m := 
dim S, and let R be an n x m matrix such that its columns form an orthonor- 
ma1 basis of S. Then T~_~ G{c~JIIc E R”} =: VJ if and only if there is a 
nonsingular m x m matrix Q with 
Q-IRTB~RQ= 4.d I zero 
[ 1 , i=O,l arbitrary ,...,p-1. 
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Proof. Since RRTJ, equals 4 and RTR is the identity matrix, RT$ 
satisfies the subdivision equations 
(RQj~)(t~+h~t)=(RTqR)(~~ti)(t), i=~,i,...,~-1. (4.3) 
Also, the components of RT$ form a basis of q. This fact, first, allows one to 
apply Theorem 4.2 to the equations (4.31, and secondly implies that ?rd_ 1 is a 
subspace of 1I’ if and only if Td-1 is a subspace of {dTRT$ Id E [Wm). This 
completes the proof. w 
1 would like to thank Charles Micchelli, since this paper could not have 
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