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ABSTRACT 
The way in which monetary policy affects the economy has long been a source 
of debate among economists. Many economists believe that policy operates mainly 
through the monetary aggregates. Others believe that credit is the variable that 
impacts the economy, so credit is proposed to use as an alternative or supplemental 
guide. Owing to the economic recession in the late 1980s, interest on the issue of 
whether money or credit, or both, is a useful intermediate target of monetary policies 
is aroused. 
The objective of this paper is to distinguish the relative importance of the 
money and credit in the monetary transmission mechanism. Thus, more information 
could be given to policy makers for the interpretation of movements in financial 
aggregates and their effects on real economic activities, so that a better monetary 
target could be chosen. The dynamic characteristics of money, credit and other 
variables of the two industrialized countries, Canada and the United Kingdom are 
estimated by the Structural Vector Autoregression model. 
The results indicate that money and credit have limited effect on the 
j 
economies of Canada and the United Kingdom. Besides, a large proportion of 
changes in price, exchange rate, real output and interest rate do appear to be 
exogenous. It is due to the fact that both countries are highly integrated 
internationally, so the influence of foreign factors cannot be avoided. Moreover, 
interest rate plays an important role in transmitting the monetary policy in both 
countries. Thus, as one of the central objectives of the Bank of Canada and the Bank 
of England is to maintain price stability, more attention should be paid to interest rate 
when formulating monetary policies. 
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CHAPTER 1: INTRODUCTION 
In the late 1980s, many industrialized countries, such as Canada, the United 
Kingdom and the United States, experienced economic recessions. Credit crunch^ 
became a common phenomenon of these countries. Interest on the issue of whether 
money or credit, or both, is a useful intermediate target of monetary policies is 
aroused. 
In fact, the way in which monetary policy affects the economy has long been a 
source of debate among economists. Many economists believe that policy operates 
mainly through the monetary aggregates. Others believe that credit or interest rate is 
the variable that impacts the economy, so credit is proposed to be used as an 
alternative or supplemental guide. 
With respect to the standard macroeconomic practice，the IS-LM model is 
used to analyze the effect of monetary policies. However, this model takes into 
account the money view only, and the credit channel of the monetary transmission 
mechanism is ignored. The implicit assumption of the money view of the monetary 
transmission mechanism is that all the nonmoney assets are perfect substitutes. 
However, the credit view rejects the above notion because of the existence of 
imperfect information in the financial market and the sizes of borrowers. Moreover, 
the large effect of monetary policy on the economy could not be explained by the 
money view alone. 
Actually, money has long been adopted as the intermediate target of the 
monetary policy due to its systematic and stable relationship with output of the 
economy. However, this relationship has changed during the 1980s because of the 
lJhe term credit crunch is used to describe any situation that it is expensive or difficult to obtain bank 
loans because banks become unwilling or unable to supply new credit. 
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financial liberalizations and innovations. Therefore, the usefulness of money is in 
doubt. In particular, in 1982, the Bank of Canada abandoned the use of monetary -
aggregates as the target variables due to their failure to achieve the central objective of 
price s t a b i l i t y 2 . Moreover, the Bank of England also dropped broad monetary --
aggregates as target variables in 1986. Thus, whether monetary or credit aggregates, 
or both, transmit the monetary policy must be clarified. 
The objective of this paper is to distinguish the relative importance of the 
money and credit in the monetary transmission mechanism. Thus, more information 
could be given to policy makers for the interpretation of movements in financial 
aggregates and their effects on real economic activities, so that a better monetary 
target could be chosen. Understanding the channels of monetary transmission would 
help monetary policy makers to decide which financial market disturbances warrant 
changes in monetary policy and which do not. Moreover, by distinguishing between 
these competing views, our understanding of how monetary and other financial 
disturbances affect the real economy would be improved. In particular, i f the credit 
channel is an important part of the transmission mechanism, then more attention 
should be paid to bank portfolios and banking regulations. 
This paper tests the dynamic characteristics of money, credit and other 
variables for two industrialized countries, Canada and the United Kingdom, using the 
Structural Vector Autoregression (VAR) approach. 
The rest of the paper is structured as follows: Chapter I I overviews the 
literature related to the views about the roles of money and credit in the monetary 
2 Before 1975, the Bank of Canada used interest rate as target variable to achieve desirable 
combinations of inflation and output. While monetary aggregates were adopted during 1975 to 1982, 
after 1982, attention is shifted to potential target variables, such as nominal GNP and foreign exchange 
rate. 
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transmission mechanism. Both related theoretical and empirical literature wi l l be 
discussed. . 
In Chapter I I I the Structural VAR approach is described. Its estimation and 
identification are presented. Since the VAR model is used to estimate the dynamic 
characteristics, the Impulse Response Functions (IRFs) and the Variance 
Decompositions (VDs) wi l l be discussed. The atheoretical VAR model has been 
criticized on the ground that the dynamic indicator which implies a particular 
economic structure is difficult to reconcile with economic theory. Therefore, 
following the Structural Decomposition method of Bernanke (1986)，economic 
theories are used to transform the reduced form VAR model into a system of 
structural equations. Wald statistics (Gregory & Veall, 1985) are then adopted to test 
whether the equation systems are mis-specified. By imposing contemporaneous 
structural restrictions, the IRFs and the VDs can be given structural interpretations. 
Before estimating the VAR model, the data used in this paper is analyzed. 
Firstly，the stationarity of the time series are tested by the Augmented Dickey and 
Fuller Test (ADF) (Fuller, 1976，Dickey & Fuller，1979) and the Phillips and Perron 
Test (PP) (Phillips & Perron, 1988). Secondly, the lag length of the structural VAR 
model would be chosen based on the Akaike Information Criterion. Moreover, the 
likelihood ratio test is employed to test whether there is a structural change during the 
estimation period. Chapter IV presents the empirical results. Finally, implications 
and conclusions are drawn in Chapter V. 
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CHAPTER 2: LITERA TURE REVIEW 
2.1 Theoretical Review 
2.1.1 Properties of a Target Variable 
In order to determine whether a variable is suitable to be used as an 
intermediate target of the monetary policy, Friedman (1983) states four conditions that 
are needed to be satisfied by the target variable. They are (1) the stability of the target 
variable to income relationship, (2) the information content of the target variable, (3) 
controllable of the target variable and (4) the availability of the data. 
Moreover, McMi l l in and Fackler (1984) evaluate the characteristics of 
intermediate target. The stability of the relationship is emphasized in that there must 
be a consistent and predictable relationship between the target variable and the 
ultimate goals of policy. Besides, they suggest that the intermediate target must also 
be free from the feedback effect of the non-policy variables. Actually i f a variable is 
used as the information variable, it must provide the policy makers with information 
about the current path of ultimate goal variables. 
2.1.2 Money View 
The standard macroeconomic practice for analyzing the effect of the monetary 
policy is by the IS-LM model. The conventional view of the monetary transmission 
mechanism has been referred to as the "money view" (Friedman, 1983 and Bemanke, 
1988). The money channel of the monetary policy is effective since only a change in 
the supply of money transmits the monetary policy, that is，changes in the money 
supply would affect the output of the economy. For instance, i f the Federal Reserve 
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reduces the money supply, it wil l make use of the open market sales to reduce the 
reserves of the banking system. Then the market interest4*ate increases to allocate the 
smaller supply of money since the demand for money has not changed. Therefore, the 
higher interest rate reduces the spending as well as the-aggregate demand as the cost 
of funds rises due to the reduced liquidity. Since output is determined by aggregate 
demand in the short-run, real activity declines. 
Moreover, the money view is based on a crucial implicit assumption that all 
nonmoney assets are perfect substitutes (Bernanke, 1986 and Ramey, 1993)，whether 
banks increase or reduce the loans after the Federal Reserve changes the reserves of 
the banking system is irrelevant in the money view. The rationale is that firms can 
switch to other sources of credit (both internal or external fund) so as to maintain their 
desired level of spending. For instance, firms can issue shares in the stock market. 
Moreover, Ramey (1993) points out two necessary conditions for the money channel 
to work. Firstly, money is the dominant medium of exchange in the economy, in 
other words, there is no close substitute for it. Secondly, the transaction balances of 
bank would change when there is a change in reserves. 
In fact, money has long been adopted as the intermediate target of the 
monetary policy since it fulfills the necessary conditions of being the intermediate 
target variables. The fluctuations in money or its growth over time possess a regular 
and reliable relationship with the fluctuations in income, prices, or whatever other 
aspects of economic activity the central bank seeks to influence. 
2.1.3 Credit View 
However, the credit view rejects the assumption of the perfect substitution of 
all nonmonetary assets (Bemanke, 1986). The availability of loan of firm depends on 
the sizes of the firm. . Owing to the imperfect information in financial markets 
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(Blinder and Stiglitz，1983)，financial intermediaries wi l l be very cautious in lending. 
- I n other words, it is difficult for small firms to borrow from sources other than banks, 
whereas, large and reputable firms can obtain funds in bond and stock markets. 
-- Therefore, the reduced availability of bank loans due to changes in monetary policies 
would lead to credit constrains of some firms (Morgan, 1992). Bernanke (1988) states 
that aggregate demand would be reduced because of the credit constraints of the bank 
dependent firms. Since investment spending would be reduced i f credit is not 
available or the cost of getting other sources of credit is high, aggregate demand as 
well as output of the economy would also be reduced. 
Moreover, the money channel could not account for the large effect of 
monetary policy on the economy since a change in money supply affects the short 
term real interest rate but not the long term real interest rate. However, investment 
spending is influenced by the long term real interest rate, so credit plays a significant 
role in affecting the output of the economy. 
Morgan (1992) points out that credit could affect the effectiveness of monetary 
policy both directly and indirectly. Firstly, monetary policy is transmitted through a 
direct credit channel i f changes in bank reserves directly affect the supply of bank 
loans. As the bank deposit is reduced through the contractionary monetary policy, 
bank loans must also be reduced. As a result, spending would also reduce. Secondly, 
the indirect credit channel operates when a rise in the market interest rates follows a 
tightening in monetary policy and causes a further increase in loan rates. As higher 
rates make borrower more prone to default, loan rates would rise more than market 
interest rate due to higher risk premium. Banks may also tighten other terms of 
lending, such as collateral requirements and the size and maturity of loans. Thus, 
spending declines more than it would i f borrowers could borrow under unchanged 
terms in other credit markets. 
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Besides, Ramey (1993) and Thornton (1994) state two necessary conditions 
for the credit channel to exist. Firstly, when there is a change in the availabil ity^f 
bank credit, the real spending of borrowers would not be totally unaffected, i.e. banks 
must play a special role in the credit market. Secondly, loan portfolios of banks 
would change when there are changes in monetary policy. 
In fact, most supporters of the credit view argue that credit channel is a 
supplement, not an alternative, to the usual money channel. The decline in bank loans 
can affect real economic activity through either credit rationing (Stiglitz and Weiss, 
1981) or market-clearing rises in the premium on bank loans (Bemanke and Blinder, 
1988). Therefore, monetary policy shifts the supply of bank loans as well as the 
supply ofdeposits. Friedman (1983) states that both the liability and asset sides of the 
public balance sheet contain useful information, and hence both money and credit 
have to be considered. Monetary policy works by affecting both bank assets and bank 
liabilities (Bemanke and Blinder, 1992). Again, in some models the effect works 
through aggregate demand (Bemanke and Blinder, 1988) while in others, the effect 
works through aggregate supply (Blinder, 1987). 
The rationale for analyzing credit is related to the information that it gives 
about the process of financial intermediation (Fackler & Rogers, 1993). Owing to the 
rapid change in financial markets, the impact of monetary policies on the economy 
could be known by understanding the transmission mechanism. Shocks to the credit 
markets, such as，financial deregulation, financial innovation or changes in the 
solvency of borrowers or lenders, whether due to monetary policy or some other 
sources, could have real effects on the economy since the cost and availability of 
funds to the financial intermediaries and the cost of the intermediation process itself 
would be affected by those shocks. Moreover, credit aggregates may prove to be 
useful indicators of the ease or tightness of monetary policy, particularly during 
episodes likes the recent recession (Bemanke, 1986). 
7 
2.2 Empirical Review 
Sims (1972) first studies the relationship between monetary aggregates and 
economic activity. He adopts the causality test and finds that causality is 
unidirectional from money to income, and there is a significant statistical association 
between money and income during the period of 1947 to 1969. 
Following Sims, many economists test the empirical relationships between 
monetary aggregates and other economic variables, such as price, interest rate and 
income as well as their inter-relationships. The commonly used methods are Granger 
causality tests and the VAR model. The results of these studies are mixed, depending 
on the methods adopted, the variables included and the testing periods. The following 
is a review of the empirical results related to the relative importance of money and 
credit in the monetary transmission mechanism. 
2.2.1 Money View 
King (1986) uses the VAR model to examine the predictive power of money, 
credit and interest rate for real economic activity. His results indicate that bank 
deposit, that is, money is a better predictor for the change of output. Besides, the 
results of Romer and Romer (1990) also support the money view of the monetary 
transmission mechanism. They use dummy variables to test whether money or credit 
is more significant in predicting economic activity. The results suggest that money 
leads output during a monetary tightening, but bank loans move contemporaneously 
with output. 
Besides, Becketti & Morris (1992b) examine whether money lost the ability to 
predict economic activity after 1970s by using the multivariate Granger Causality test. 
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The results show that except during the early 1980s，money had remained a useful 
indicator of future economic activity. Although small and medium-sized firms still 
depend on bank credit, bank loans are less special than they used to be. Since the 
availability of other sources of credit increases, such as, borrowing from other 
intermediaries and issuing debt securities, firms may not merely rely on bank loans. 
Ramey (1993) shows that all of the credit variables have predictive power for 
output when the money variables are not included. Otherwise, most of the credit 
variables no longer affect output in a way that is consistent with the standard credit 
view of the monetary transmission mechanism. 
Money is useful for forecasting economic activity only i f there is a systematic 
and stable relationship between money and economic activity. However, changes in 
financial markets in the 1980s may have altered money supply and money demand 
relationships, so the ability of money to forecast economic activity is reduced (Trehan, 
1985). Researches who examine data through the early 1980s present mixed results, 
with some studies finding a consistently strong association between money and future 
output, while others finding little association. More recent researches that include the 
entire 1980s indicate that this association dropped and possibly disappeared in the 
1980s. 
The study of Friedman and Kutter (1992) is the first attempt to include data 
from all of the 1980s. This study focuses more closely on the possibility that money's 
ability to forecast economic activity diminished in the 1980s. The result shows that 
money's predictive power typically had declined after 1970s when data from the 
1980s are included. Also, evidence indicating cointegration of real income and real 
money balances deteriorates. Therefore, money no longer provides policy makers 
with information about future economic activity. Previous studies also found that 
including data from the 1980s reduces money's ability to forecast economic activity. 
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However, the positive finding is that the spread between the commercial paper rate 
and Treasury bil l rate consistently contains highly significant information about future 
movements in real income. 
- - ' -
2.2.2 Credit View 
Bemanke (1983) tests whether measures of bankruptcies and bank failure are 
useful in forecasting real output during the Great Depression. His results indicate that 
a large part of the decline in output in the Great Depression was due to the breakdown 
of the financial system and the collapse in the quantity of credit, rather than the 
decline in the quantity of money. Issues about the role of credit in the transmission 
mechanism of monetary policy are raised, such as, credit acts as an independent, 
exogenous or interdependent variable with money. Moreover, Friedman (1983) and 
McMill in & Fackler (1984) show that total net credit acts as any of the monetary 
aggregates to serve as an intermediate target for monetary policy. Net credit bears a 
closer relationship to nominal income than any of the other aggregates except the 
narrow money stock. 
However, Hafer (1985) uses the Granger causality method to empirically 
assess the usefulness of incorporating the total domestic nonfinancial debt measure 
into the existing collection of intermediate target variables. The relative stability of 
debt and M l income velocities for the 1955-1980 period are presented. Results 
indicate that both M l and debt are subject to some feedback from GNP. The marginal 
effect ofdebt on GNP is nil once the influence o f M l is included. 
Nevertheless, Bemanke (1986) challenges King (1986) who makes structural 
inference from unrestricted vector autoregressions. He uses a "structural vector 
autoregression approach" to study the dynamic relationships among money, credit and 
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income and obtains a more positive results on the importance of credit. The estimated 
- VAR residuals are orthogonalized into the 'tme' underlying structural disturbances, 
instead of extracting the disturbances through the standard Choleski decomposition. 
The results suggest that aggregate demand innovations depend significantly on shocks 
to total depository loans. But inferences drawn from structural models are typically 
sensitive to the choice of specification and to the identifying assumptions. 
Besides, the results of Bernanke & Blinder (1988) and Bemanke (1993) 
support the credit view of the monetary transmission mechanism that monetary policy 
does not reduce output until the supply ofbank loans declines. Since bank-dependent 
firms may reduce inventories, cancel or delay capital projects, or cut payrolls after the 
bank loans reduce, aggregate demand is depressed. Similar effects may operate in the 
consumer sector since households depend on bank loans both directly or indirectly 
Therefore, changes in money supply can affect real interest rates only over a relatively 
short horizon, but purchases of long-lived capital goods and housing should depend 
mainly on the long-term real interest rate, which is relatively unaffected by monetary 
policies. 
Fackler (1990) uses the structural VAR test to estimate a model of credit 
market activity in relation to key macroeconomic variables. The results indicate that 
despite the breakdown in the relationship between total credit and GNP, the federal 
and private components of total credit individually have important but different 
effects on economic activity. Moreover, Fackler and Rogers (1993) estimate a model 
of credit view of the transmission mechanism by means of the structural VAR 
methodology, in which, the effect of movements in the exchange rate are explicit. 
They find that credit explains the movements in output, prices and interest rates. 
Monetary policy does seem to affect the real economy and works through bank loans 
as well as through deposits. Also, changes in exchange rates has significant effects on 
credit. 
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Actually, the analysis of the transmission process is incomplete without both 
the money and credit markets and their interaction. Bmnner & Meltzer (1988) and 
Bemanke and Blinder (1992) recognize the importance of credit and money in the 
transmission of monetary policy to the real economy. They suggest that monetary 
policy works at least in part through "credit" as well as through "money". The short 
run effect of the contractionary monetary policy on bank loans is small. However, 
banks would terminate old loans and refuse to make new loans in the long run. 
Therefore, spending of the bank dependent firms would be reduced as well as the 
output of the economy^. 
Friedman (1983) bases on the view that both the liability and asset sides, of the 
public's balance sheet contain useful information and that credit aggregates, as well as 
asset aggregates, need to be considered. Traditional empirical on money must be 
based on a set of presumptions about the empirical relationships connecting money 
and the key measures of nonfinancial economic activity. Friedman shows that since 
1951, the relationship between economic activity and outstanding credit liabilities 
exhibits the same degree of regularity and stability as the relationship between 
economic activity and money balances. The evidence supports either abandonment of 
the intermediate target procedure for monetary policy altogether or adoption of two-
target policy on both money and credit. 
In addition, O'Brien and Browne (1992) examine the recent slowdown in bank 
lending which has affected several large OECD countries. The origins of the 
slowdown in credit supply are analyzed including the importance of deteriorating 
bank balance sheets. The paper provides evidence that banks remain important in 
financing private expenditure despite changes brought by financial liberalization both 
3See Becketti and Morris (1992a). 
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theoretically and empirically, especially in the United States disturbance to bank 
lending process-that could restrain economic activity. 
A l l in all, apart from monetary aggregates, credit aggregates also play an 
important role in the monetary transmission mechanism. In the past, money, as a 
medium of exchange, fulfills the criteria being an intermediate target variable. Its 
contribution to the transmission of monetary policy was well-known. Owing to the 
liberalizations, innovations, existence of imperfect information in the financial 
market, the importance of credit was being aware. However, the results ofthe above 
empirical review towards the dynamic relationships among economic variables are 
mixed. The issue, whether monetary or credit aggregates, or both, are useful 
intermediate targets of monetary policy, is highly dependent on the methodologies 
adopted, variables used and testing periods included. Therefore，structural VAR is 
adopted in this paper so as to test the dynamic characteristics of various variables in 
an open economy^. 
4 The rationale for adoption of Structural VAR is presented in Section 3.1.1. 
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CHAPTER 3: METHODOLOGY 
3.1 Vector Autoregression (VAR) 
Vector Autoregression (VAR) which is developed by Sims (1980a) is the 
dynamic reduced form of simultaneous equation model of a group of time series for 
studying the relationship among the important aggregates. It can be estimated by 
ordinary least squares and can be used to test formal theories which imply particular 
behavior for the vector autoregression and to understand the dynamics of the 
economy. Al l variables in the system are treated as endogenous. The coefficients in 
the estimated VAR are of little use themselves since VAR is used to study the 
dynamics of the time series data. The dynamic characteristics of the model are 
examined by the Impulse Response Functions (IRFs) and the Variance 
Decompositions (VDs). 
3.1.1 Estimation ofthe Reduced form VAR Model 
The VAR can be written as a system in which each variable is regressed on a 
constant and lagged values of itself as well as on lagged values of all other variables 
inthe VAR. 
The structural model: 
k 
Y , = G + Y,A;Y,.-,+Bu, (1.1) 
/ = o 
where Y^  is an n-vector of variables, the (n x 1) vector of G is a vector of 
constants, A； is an (n x n) matrix of coefficients, B is an (n x n) nonsingular matrix, 
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and u, is a vector of white noise disturbances terms, whose covariance matrix is a 
diagonal matrix, E[u^u,') = M . M is diagonal in the sense that the shocks affecting 
each individual behavioral equation are uncorrelated, that is, the structural shocks are 
mutually orthogonal. However, as pointed out by Bernanke (1986)，it is possible for 
shocks to one market to influence other markets, so there are non-zero off-diagonal 
elements ofmatrix B. The restrictions in the VAR model are the number of lags and 
the list of variables. 
The reduced form relating Y^  to its lagged values can be written as 
Y , ^ C + f^D^Y,_.,+y, (1.2) 
/=i 
where C = (1 - AJ'' G，D. = ( / - A ^ A. and 
y, = A,y,+Bu, (1.3) 
where y^ is a serially uncorrelated vector of residuals which is obtained from 
the unrestricted reduced form VAR. Its covariance matrix is not necessarily a 
diagonal matrix, that is，the residuals may not be mutually orthogonal. Estimation of 
the above equation is needed in order to recover the mutually orthogonal structural 
disturbances from the estimated reduced form VAR residuals. 
As the Impulse Response Functions and the Variance Decompositions are 
based upon the moving average representation (MAR) of the VAR, it is more useful 
to look at the MAR with orthogonal innovations. Orthogonalized innovations mean 
that the innovations are uncorrelated both across time and across equations. Doan 
(1993) states two advantages for using the orthogonalized innovations. First, 
computing the variances of linear combinations of them is very simple because they 
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are uncorrelated. Second, as a variable has always moved together with several other 
variables historically，by orthogonalization, a shock to a single variable in isolation 
could be estimated. 
In order to achieve the orthogonal residuals, the atheoretical^ VAR separates 
the residuals into orthogonal shocks by calculating a Choleski decomposition. 
However, Choleski decomposition imposes a recursive structure on the structural 
VAR model, which depends on the ordering of the variables^. 
Cooley and LeRoy (1985) criticized the above atheoretical VAR on the ground 
that the dynamic indicators which imply a particular economic structure are difficult 
to reconcile with economic theory. Therefore, Bemanke (1986), Blanchard and 
Watson (1986) and Sims (1986) developed a Structural VAR approach. They use 
economic theory to transform the reduced form VAR model into a system of 
structural equations. By imposing contemporaneous structural restrictions, the 
parameters are estimated. The crucial difference between the atheoretical and 
structural VARs is that the latter yields IRF and VD that can be given structural 
interpretations. Many economists believe that Structural VAR may unlock economic 
information from the reduced form VAR model. Moreover, this approach can be used 
in two different overlapping directions: the interpretation of business cycle 
fluctuations of a small number of significant macroeconomic variables and the 
identification of the effects ofdifferent policies. 
Equation (1.3) is estimated by the method of moments. Specifically, equation 
(1.3) implies 
^According to Cooley & LeRoy (1985), atheoretical is used to describe those macroeconometric 
models which are less dependent on prior theoretical restrictions. 
6por detail, see Sims (1980). 
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M = B - ' { I - A ^ ^ ) S { I - A , ) { B - ' ) (1.4) 
where S = (^少‘少,)/ T is the sample covariance matrix of y. Elements of ^o 
and B are selected under the condition that the estimated M is diagonal. In order to 
identify equation (1.4), the order and rank conditions must be fulfilled. First, the 
number ofparameters to be estimated must not exceed the number ofunique elements 
in the sample covariance matrix. There are n(n+l)/2 distinct elements of the matrix S. 
With n equation variances to estimate, in a just-identified system n(n-l)/2 non-zero 
elements ofthe A^ and B matrices may be estimated. Therefore, n(n-l)/2 theoretical 
restrictions must be imposed. This is a problem in nonlinear estimation since M is a 
nonlinear combination ofthe elements of ^o and B. For the rank condition which is 
suggested by Bemanke (1986), the system of nonlinear equations of (1.4) must have 
at least one solution. This may fail i f identifying restrictions are imposed in a way 
that prevents equating elements on both sides ofthe equation. 
3.1.2 The Parameters Restrictions 
In this paper, seven variables are included in the VAR model in order to 
examine the role of credit in the monetary transmission mechanism. They are 
government expenditure (g), GDP deflator (p), exchange rate (e), money supply (m), 
total domestic credit (c), real GDP in 1990 dollars (y) and interest rate (i). After the 
unrestricted reduced form VAR is estimated,、residuals are used to estimate the 
equation system below subject to the restrictions that the covariance matrix of the 
structural disturbances is diagonal, so theoretical restrictions are set to the A^ matrix?. 
7 The restrictions in the models below share many features of the open-economy macro-economic 
model ofFackler & Rogers (1993). 
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As for the theoretical restrictions of the VAR residuals, I borrow heavily from 
the model of Fackler and Roger (1993) in setting basic restrictions. Although, the 
adequacy ofthe model of Fackler and Roger (1993) was doubt by some economists, 
whether a specification is adequate is an empirical question and depends on the actual 
data8. For each country, I estimate the system with Fackler and Rogers's restrictions, 
as well as with many alternative specifications^. I report the best specification for 
each country below. 
The restrictions for Canadaio: 
8 Criticisms about the model ofFackler and Roger (1993) were as follows: firstly, the relationship 
between credit and aggregate supply is not tested. Secondly, the results show that the US government 
is engaged in both counter-cyclical interest rate policy and interest rate stabilization policy, which are 
not always consistent with each other. Thirdly, some of the estimated coefficients have wrong sign, 
although the t statistics ofthem are insignificant. Moreover, some of the estimated impulse response 
functions exhibit very strange behaviour. 
9 Many alternative specifications are tried, such as, credit is added into the aggregate supply equation. 
However, the results are not converged or the Wald tests are not passed. 
10 As I have already mentioned in Chapter 3，the equation system (2.1a) to (2.1g) is based on the 
equation (1.3) 
y, =、y,+Bu, ( 1 . 3 ) 
where y^ is a serially uncorrelated vector of residuals which is obtained from the unrestricted 
reduced form VAR. Equations (2.1a) to (2.1g) are the long run restrictions suggested by economic 
theory. This is not an empirical model. Actually, each variable is regressed on k lags of itself and that 
ofthe other six variables and a constant in the empirical model, unrestricted reduced form VAR. The 
adopted methodology in this thesis follows exactly Fackler & Rogers (1993). 
The covariance matrix of y^ is not necessarily a diagonal matrix, that is, the residuals may not 
be mutually orthogonal. Therefore, estimation of the above equation is needed in order to recover the 
mutually orthogonal structural disturbances from the estimated reduced form VAR residuals. 
In order to achieve the orthogonal residuals, the atheoretical VAR separates the residuals into 
orthogonal shocks by calculating a Choleski decomposition. However, Choleski decomposition 
imposes a recursive structure on the structural VAR model, which depends on the ordering of the 
variables. 
Cooley and LeRoy (1985) criticized the above atheoretical VAR on the ground that the 
dynamic indicators which imply a particular economic structure are difficult to reconcile with 
economic theory. Therefore, Bemanke (1986), Blanchard and Watson (1986) and Sims (1986) 
developed a Structural VAR approach. They use economic theory to transform the reduced form VAR 
model into a system of structural equations. By imposing contemporaneous structural restrictions, the 
parameters are estimated. The crucial difference between the atheoretical and structural VARs is that 
the latter yields IRF and VD that can be given structural interpretations. Many economists believe that 
Structural VAR may unlock economic information from the reduced form VAR model. Moreover, this 
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gt = ^u (2.1a) -
A=^26>^/+"2, (2.1b) 
e, = a^2P, + ¾ ^ / +以36少/ +^^ ' /+^3 / (2.1c) •" 
m, = l.Op, + a,,y, + a” i , + u„ (2.1 d) 
c, = ci52P, + a^^m^ + a^^y, + a^,i, + W5/ (2.1 e) 
y,=a,,{g, -p,) + a,,{e, -p,) + a,,c, +a,,{i,-p,) + u,, (2.1f) 
i, = ch\g, + cinP, + ^73^/ + «74^/ + ¥ , + «76>'/ + "7/ (2.1g) 
where ujt is the structural disturbances，j=l，2”.”7. 
Equation (2.1a) postulates that government spending within a quarter is a 
structural disturbance, uncorrelated with the innovations in the other variables. 
Equation (2.1b) is a simple aggregate supply function relating the price level 
to the aggregate amount of real output that firms supply. A positive relationship 
between price and real output is expected given the positive effect of wage on the 
labour supply. 
The exchange rate equation is illustrated in Equation (2.1c). It is expressed as 
a function of price, money supply, real output and interest rate. A rise in exchange rate 
represents a depreciation of the Canadian dollars since exchange rate is defined as 
how many Canadian dollars are used to exchange for one US dollar. 
approach can be used in two different overlapping directions: the interpretation ofbusiness cycle 
fluctuations of a small number of significant macroeconomic variables and the identification of the 
effects of different policies. 
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The formulation of the exchange rate equation is based on the balance of 
payment condition under the flexible exchange rate systemll. As the price level in 
Canada increases, exchange rate needs to depreciate for the Purchasing Power Parity 
to holdl2. Besides, an increase in real output would worsen the balance of payment 
condition since net imports are increased. Conversely, an increase in interest rate 
would attract the capital inflows so that exchange rate would appreciate. Thus, a 
negative relationship between interest rate and exchange rate is anticipated. A rise in 
money supply reduces the interest rate due to the liquidity effect. Exchange rate 
would depreciate in response to a fall in interest rate because of capital outflows 
(Bilson, 1978 & 1985). 
Equation (2.1d) is the real money demand function which is expressed as a 
function of real income, price and interest rate. An increase in real income would 
stimulate spending and raise the demand for liquidity, so demand for real money is 
expected to increase. Further, an increase in interest rate means the cost of holding 
money rises and thus money holders would shift to hold high interest retum assets 
instead ofholding money. 
Equation (2.1e) is a semi-reduced form expression of the individual credit 
demand and supply functions which corresponds to Patinkin's (1965) BB curve for 
the bond market. Interest rate and credit are expected to be negatively related since an 
increase in interest rate raises the cost of investment, so investment would decrease. 
In response to the fall of investment，credit would reduce. A rise in price would 
increases the demand for credit since real money supply is reduced. Money demand is 
expected to be positively related to credit because of the existence of wealth effect on 
11 Foreign price level, output and interest rate are not included explicitly in the exchange rate equation 
since a much expanded system is needed to include all of them. Therefore, we assume the changes in 
them are exogeneous and so comprise them in the disturbance term. 
l 2 p u r c h a s i n g Power Parity means that the changes of exchange rate over time must equal the 
difference between the inflation rates of the home and foreign countries. 
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domestic borrowers. Increase in real output would stimulate investment, so demand 
for credit would increase. 
Equation (2.1f) is the IS function of the open economy which relates real 
output and real interest rate for which the goods market is in equilibrium. Real output 
and real interest rate are negatively related since higher output raises savings and leads 
to a lower market-clearing interest rate. Therefore, the IS curve is downward sloping. 
Real government spending, real exchange rate and credit are the shifting 
variables ofthe IS curve. As real government expenditure increases, desired national 
saving falls, and thus aggregate demand as well as real output would rise. As the 
exchange rate depreciates, it wi l l encourage exports and discourage imports since 
domestic goods are less expensive compared to foreign goods. Accordingly, real 
output of the economy would increase, assuming the Marshall-Lemer Condition 
holdsl3. The inclusion of domestic credit in the IS equation reflects the model's 
credit view of the transmission mechanism (Bemanke, 1986 and Bemanke & Blinder， 
1988). An increase in domestic credit would stimulate the economy since total 
spending would increase. 
Equation (2.1g) is the monetary authority reaction function which describes 
the behaviour of the Bank of Canada. It shows how the monetary authority reacts by 
manipulating the interest rate when there are changes in government expenditure, 
price, exchange rate, money, credit and real output. Since one of the Bank of 
Canada's central objectives is to maintain price stability, it attempts to achieve interest 
rate level that would approximately offset the effects on aggregate demand of the 
movement in the exchange market, thereby leaving monetary policy conditions 
roughly unchanged. 
13A condition that net exports will increase due to a depreciation of the real exchange rate, that is, the 
sum of elasticities of demand for exports and imports is greater than one. 
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The restrictions for the United Kingdom are as follows, 
gt = Uif ' (2.2a) 
A = ^ J ^ / + ^ 2 / (2*2b) 
e, = ciyj), + 以36少/ + «37^ + � (2-2c) 
m, = a,, {g, 一 p,) + 1.0凡 + a,,e, + a,,y^ + a,,i, + u,, (2.2d) 
c, = a^2P, + ^54^/ + 以56>； + ^5ih + "5/ (2.2e) 
y,=〜(g, 一 P, ) + «63 (它,-P, ) + ^65^, + «67 ft - P, ) + ^6/ (2.2f) 
i, = cing, + ^nPf + “74所/ + ^75 /^ + “76兄 + "7/ (2.2g) 
where uj^ is the structural disturbances，j=l,A~,7. 
With respect to the restrictions for the United Kingdom, the equations of 
government spending, aggregate supply, credit and real output are identical to 
Canada's. 
Equation (2.2c) illustrates that exchange rate is a function of price, real output 
and interest rate^l A rise in exchange rate represents a depreciation of Pounds since 
exchange rate is defined as how many Pounds are used to exchange for one US dollar. 
This formulation is based on a simple monetary model of exchange rate 
determination^^. The anticipated relationships among the variables are the same as 
those in Equation (2.1 c). 、 
14 The variable ofmoney supply (m) is not added in the exchange rate equation for the U.K. since the 
result does not converge as m is added. The models I reported in the revised thesis are the best 
specifications which I have tried for Canada and the United Kingdom, respectively. 
15 Foreign price level, output and interest rate are not included explicitly in the exchange rate equation 
since a much expanded system is needed to include all of them. Therefore, we assume the changes in 
them are exogeneous and so comprise them in the disturbance term. 
2 2 
As shown in Equation (2.2d), the real money demand function is expressed as 
a function of real income, price and interest rate. Once again, please refer to Equation 
(2.1d) for explanations of the expected relationships among the variables. Moreover, 
real government expenditure and exchange rate are included. As government 
expenditure rises, that means more goods and services are provided by government, so 
money demand is expected to reduce (Barro, 1987). Besides, demand for Pounds in 
the foreign exchange market is a derived demand that a depreciation in Pounds leads 
to an increase in exports. Thus, demand for Pounds is expected to rise. 
The monetary authority reaction function is illustrated in Equation (2.2g). 
When there are changes in government expenditure, price, money, credit and real 
output, the monetary authority reacts through manipulating the interest rate. In fact, it 
is the money supply function with interest rate on the left hand side. 
The above models of Canada and the United Kingdom are the standard IS-LM 
models with the inclusion of credit. The seven structural equations contain twenty-
one non-zero elements of the matrix A to be estimated. 
3.1.3 The Wald Statistics 
Specification tests are adopted to test the robustness of the Equation System 
(2) using the Wald Statistic with Equation System (2) as the unrestricted model. 
The Wald Statistic is given by: 
{R 0- ROJ {RV{0)Ry' (R 0- RO,) 
2 3 
A 
where R is a matrix of restrictions, 0 is the estimate of the parameter vector 
0 , Oo is the hypothesized value of 0 and V(0) is the covariance matrix of the 
estimated 0 . This test statistic is asymptotically distributed as chi-squared (x2) with 
degrees of freedom equals to the number of restrictions. 
3.1.4 Impulse Response Functions 
1 
The impulse response function is first introduced in VAR modeling by Sims, 
1980. It is a descriptive device representing the reaction of a variable to a shock^^ in 
each equation ofthe system. It shows the effects of one standard deviation shocks to 
the level of the variable. 
Write the reduced form VAR in moving average process, 
1^  - XtP+ i^syt-s (3.1) 
5 = 0 
where Y^  is expressed in terms of past and present error or innovation vectors 
y^ and the deterministic part of Y^  is X^p. T^ denotes an (n x n) matrix of MA 
coefficients for s=l,2,... co. 
Thus, the matrix 
^ ^ = ^ (3.2) 
^jt 
16八 shock is specified as one standard error in an equation. 
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as a function of s is called the impulse response function. It generates the responses 
_ of a system of equations to a specified set of shocks. It describes the dynamic 
response of 1^  ,+$ to one-time impulse in y j ( with all other variables dated t or earlier 
held constant. However, one of the weaknesses of the IRFs is that they do not have 
confidence intervals. Therefore, the Monte Carlo Integration is adopted. A diffuse 
prior isassumed on the parameters in Equation (1.2), the elements of the D/ and S 
matrices. Then the posterior distribution of the coefficient and covariance matrices in 
Normal-inverted Wishart. In order to generate the confidence bounds ofthe IRFs, the 
random sampling from these distributions is used.l7 ‘ 
\ 
3.1.5 Variance Decompositions 
( j 
Variance decompositions allocate each variable's forecast error variance to the 
individual shocks. These statistics measure the quantitative effect that the shocks 
have on the variables. It allows us to compare the role played by different variables in 
causing such reactions. 
Recall the moving average representation of the VAR equation (3.1)， 
1； 二 XtP+ f:^syt-s . 
5=0 




l7For details, please refer to Geweke (1988). 
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where F is a decomposition matrix of the covariance matrix of y，that is， 
FF'=S, and the u’s are orthogonalized innovations. The decomposition of vanance is 
the apportionment of the variance of the error among the components of u. The 
variance itself does not depend upon the factorization of M, but the decomposition 
does. The variance decompositions of k-step ahead forecast is a fraction of forecast 









Bemanke (1986) suggests using the structural decomposition to obtain the , 
I 
1 
orthogonal innovations of the estimated covariance matrix. Equation (1.4) implies : 
I 
F = ( / - A o r ' B M ' ' (5.1) 丨 
where FF-S i f the model is identified. The diagonal elements of M^^^ are the 
square roots of those in matrix M, so M、': is also a diagonal matrix. The structural 
decomposition is different from the Choleski decomposition in the sense that it is not 
recursive since F needs not be lower triangular. Therefore, the MAR can be written as 
Y, = XJ5+ ^{L)y, 二 XtP+ f^syt-s - XJ5+ Z(^5^)>^/ (5.2) 
s=0 s=0 
where Wf=F_l>^, . Through the decomposition matrix F, the structural 
parameters in the matrices A^ and B are included in the coefficients in the moving 
average process of the VAR model. 
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3.2 Data Diagnoses 
3.2.1 Stationarity ofthe Time Series 
-一 
3.2.1.1 Definition ofStationarity 
The above discussion is based on a crucial assumption that the time series 
under examination are stationary. Formally, a vector process Yt is stationary i f the 
following conditions are satisfied for all values of t : ‘ 
I 
I 
E{Y,) = ^ (6.1) ； 
< 
4 
E[{Y,-^f]^XiS^) (6.2) : 
I 
I 
E [ ( i ; - / / ) a ; _ r - / o ] = ; r t r ) , r = u , " . . (6.3) -
where E ( ) is the expectation operator, \x, x(0) and xCO are the mean, variance 
i 
and covariance of Y,, respectively. 
Equations (6.1) and (6.2) require the process to have a constant mean and 
variance, while equation (6.3) states that the covariance between any two values o f Y 
from the series (i.e. autocovariance) depends only on the distance apart in time 
between those two values. In other words, its first and second moments are 
independent of time. 
3.2.1.2 The Unit Root Tests 
3.2.1.2a The Augmented Dickey & Fuller Test 
2 7 
The Augmented Dickey and Fuller (ADF) Test (Fuller, 1976，Dickey & Fuller， 
1979) and Phillips and Perron (PP) test (Phillips & Perron，1988) are employed to test 
the null hypothesis of a unit root in the time series. The difference between them is 
their treatment of any 'nuisance’ serial correlation aside from that generated by the 
hypothesized unit root. The ADF test assumes that the error term can be represented 
as an AR(P) process and have a constant variance. 
I 
I 










A ” = a o + a i ] ^ _ i + a 2 , + ^?OA” - _ /+£ / (6.5) ‘ 
>1 
where a^ is a constant, t is a deterministic time trend, s^  is an i.i.d. N(0,o^), A ‘ 
is the differencing operator defined by ^Y, = Y, 一 Y,_^ • Equation (6.4) is with constant 
and no trend, while equation (6.5) is with constant and trend. The number of lagged 
terms p is chosen to ensure the errors are uncorrelated. With the lag, residuals from 
the selected specification are tested for serial correlation. I f significant serial 
correlation is detected, the lag length is increased until the model passes the residual 
test. 
For the above equations, the null hypothesisa! = 0，that is, the {Yt} sequence 
contains a unit root is tested. The t-test statistic would then be compared with the 
critical values tabulated in Fuller (1976). The null is rejected i f the estimated statistic 
is greater than a corresponding critical value. 
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3.2.1.2b The Phillips & Perron Test 
The PP test allows the disturbances to be weakly dependent and 
heterogeneously distributed. It uses a non-parametric correction of the t-statistic for 
general forms of residual autocorrelation. The regression equations are estimated first 
with P=0. The statistics are then transformed to remove the effects of serial 
correlation on the asymptotic distribution of the test statistics. 
I 
( 
The PP test regression equations are: ' 




i ; = % + &ii;_i + &2( f -W2) + G (6.7) ； 
I 
< 
where t is the deterministic time trend, T is the number of observations, s, is ‘ 
the disturbance, a^，a,, a^ are coefficients. The null hypothesis for equation (6.6) and I 
(6.7) are a\ = 1 and a^ 二 1, respectively. Z(t^* ) and Z(t^^) test statistics are used 
I 
to test the null hypothesis. 
The test statistics are: 
^ ) = (知 /知 ^ - - ( 1 / 2 ) (知 ) (路 -〜 2 ) [厂 2 [ (少 , _ 1 - 7一 1 ) 2 ]—1/2 ( 6 8) 
Z(。= (So / Sri)ta - (T^ / 4^D'J^SrO(4i - 综 ) (6.9) 
where *Sg is the sample variance under the appropriate null hypothesis, S^i is 
a consistent estimator for the variance of the sum of the residuals from the above 
regressions. V is the sample mean of y^ and D^ = det(X' X), the determinant of 
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the regressor matrix X. The critical values are the same as those used for the ADF 
tests. 
3.2.1.2c Lag Lengths for the Unit Root Tests 
The appropriate lag length must be chosen for the unit root tests. When the 
additional lags are added to the model, the residuals sum of squares wil l reduce. 
However, the degrees of freedom wil l loss. Also, as additional coefficients need to be ； 
estimated, it wi l l reduce the forecasting performance of the fitted model. 
i 
A number of selection criteria has been developed in the literature to allow the ‘ 
• 
data to determine the lag length. In this paper, the lag length is chosen by minimizing I 
I 
a function which involve the sum of squares residual combined with a penalty for 
large number o f p a r a m e t e r s . l 8 Specifically, the Akaike Information Criterion (AIC) I 
(Akaike, 1973) and Schwarz Bayesian Information Criterion (SBIC) (Schwarz, 1978) ' 
are adopted. 
A I C = Tlog(RSS) + 2n (6.10) 
SBIC = Tlog(RSS) + nlog(T) (6.11) 
where RSS is the residual sum of squares, n is the number of regressors and T 
is the number of observations. These criteria usually impose a penalty on the number 
of parameters. Compared with the AIC, SBIC puts heavier penalty on additional 
parameters and so wi l l choose a model which is no larger than that chosen using AIC. 
18Schwert (1987) points out that the results of the ADF test are sensitive to the number of lags, so 
careful attention must be paid to the lag length selection. 
3 0 
3.2.2 Selecting the Order of the VAR model 
Akaike,s Information Criterion 
- • - ' 
Akaike's AIC criterion is used to determine the lag length of the VAR model. 
For a VAR(k) process, the criterion is defined as: 




where k=l”“n，m is the number of variables in the system, n is the maximum , 
< 
lag length c o n s i d e r e d l 9 , E is the estimated residual variance-covariance matrix. The ! 
I 
lag length is chosen when its AIC statistic is the lowest among the AIC statistics of i 




3.2.3 Tests for the Model Stability 
The Likelihood Ratio (LR) test is adopted to test for the stability of the 
reduced form VAR system, that is, whether the relationship between dependent and 
independent variables has undergone a structural change from one period to another. 
During the estimation period, there were changing monetary policy regimes, financial 
innovation and deregulation. To assess whether these factors have generated 
significant breaks in the data, we test a reduced form VAR for stability by employing 
a LR test. 
l9since the number of observations for each country is about 80，in order to maintain a considerable 





The test statistic is as follows: 
一 
I LR = (T - C) (log|Ir| - log|Zu|) (8.1) 
I 
i 
where T is the number of observations, I r and Su are the estimated covariance 
.-•-
matrix from the r e s t r i c t e d 2 0 and unrestricted models respectively. | | denotes the 
determinant of the matrix, c is a multiplier correction to improve small sample 
properties. Sims (1980) suggests using a correction equal to the number ofvariables n 
in each restricted equation in the VAR system. This test statistic is asymptotically 
distributed as a chi-squared (x2) with degrees of freedom equal to the number of 
restrictions. 
To test for a structural break, the dummy variable for Canada is chosen to be: 
D U M = 1 for the period 1973:1 to 1985:l21 
= 0 otherwise 
Owing to the various policies of Canada and the United Kingdom, the period 
chosen for the dummy variable is different for them. Concerning Canada, since 
deregulations occurred very often in 1970s and 1980s’ the midpoint of the data is 
chosen as the possible break. With respect to the United Kingdom, corset and foreign 
20 xhe restricted reduced form VAR model is defined as: 
Y,=C + f^D^Y,_,+y, 
/ = i 
2 l D i f f e r e n t periods are chosen for Canada and the United Kingdom, the dummy variable is defined as: 
Canada, for the period of 1973:1 to 1984:4 
The United Kingdom, for the period of 1973:1 to 1980:4 
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exchange control was removed in 1980 and 1979 r e s p e c t i v e l y ^ ^ . Therefore, the 
dummy variable is defined for the period 1973:1 to 1980:4. -
Recall the restricted reduced form VAR model: -
Y,=C + f^D^Y,_,+y, 
/ _ = i 
Unrestricted Model: 
1： 二 q + Q (DUM) + X A > : _ , + y, ( 8 . 2 ) 
/ = i 
As shown in equation (8.2), the effect of the dummy variable is estimated on 
the intercept term23. Then, the null hypothesis of no structural change is tested. The 
null hypothesis is rejected ifthe estimated LR statistic is larger than the critical value. 
22Corset is the restrictions on interest bearing eligible liabilities ofbanks. 
23xhe estimation ofthe structural change ofthe VAR model is restricted to the intercept term only, 
since ifthe dummy variable is added to the slope terms, the number of coefficients will double, and as 
a result the degrees of freedom would be greatly reduced. 
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3.3 Estimation Procedure 
Steps 
--'-
1. The quarterly data are obtained from International Financial Statistics data base. 
As some ofthe series are seasonally adjusted, X l l procedure is adopted to adjust 
the series which are not seasonally adjusted at source.24 
2. The stationarity of the time series is tested by the Augmented Dickey and Fuller 
tests and the Phillips and Perron test whereas the lag lengths are selected by the 
Akaike Information Criterion and Schwarz Bayesian Information Criterion. I f the 
series have a unit root, then they are differenced until stationarity is achieved. 
3. The lag length of the reduced form VAR model would then be chosen by the 
Akaike Information Criterion. 
4. Then, the stability of the VAR model is tested by the likelihood ratio test. I f the 
model has undergone a structural change, then a dummy variable would be 
included. 
5. The unrestricted reduced form VAR is estimated by ordinary least squares. The 
seven variables included are in logarithm except interest rate. Each variable is 
regressed on k lags of itself and that of the other six variables and a constant. 
6. The residuals from the first stage estimation would then be used to estimate 
Equation (1.4) subject to the parameter restrictions of Equation System (2) and the 
24lhe XI1 procedure is adopted from the U. S. Bureau of the Census X-11 Seasonal Adjustment 




restriction that the covariance matrix of the newly estimated residuals is diagonal. 
Moreover, a structural decomposition matrix would be found. 
..! 
1 • 1 
I 
I 7. The Wald Statistics are then adopted to test whether the Equation System (2) for 
Canada and the United Kingdom are mis-specified. 
！ 
8. Finally, the Impulse Response Functions and the Variance Decompositions would 
be estimated. 
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CHAPTER 4: EMPIRICAL RESULTS 
Two countries, namely, Canada and the United Kingdom are studied in this 
paper. Variables used are government expenditure, price,. exchange rate, money, 
credit, income and interest ra te .25 A l l the data used are quarterly and in logarithm 
except interest rates. The estimation period for Canada is 1973:1 to 1994:2, whereas 
for the United Kingdom is 1973:1 to 1994:1. The data are obtained from the 
International Financial Statistics of the International Monetary Fund. 
4.1 Results of the Data Diagnoses 
4.1.1 Results ofthe Unit Root Tests 
In order to examine the stationarity of the time series, the Augmented Dickey 
& Fuller (ADF) Tests and the Phillips & Perron (PP) Tests are employed. Tables 1 to 
4 report the results of the unit root tests for the variables in log levels and in logged 
first-differences. For each variable, two regression equations are estimated, one with 
constant and the other with constant and trend. 
As discussed in the chapter of methodology, the lag lengths of the time series 
are chosen first for the ADF tests. For the PP tests, four lags are chosen, whereas the 
selected lag length of the ADF tests is based on the Akaike Information Criterion 
(AIC) and Schwarz Bayesian Information Criterion (SBIC). They are presented under 
the columns of AIC and SBIC respectively. 
25por details of the definitions of the variables used, please refer to the Data Appendix. 
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Canada 
When the regressions are run with only a constant, the results indicate that the 
.log levels of some ofthe seven variables have unit roots using both the ADF and the 
PP tests (see Tables 1 and 3). A l l variables are stationary in first differences using the 
PP tests. When the regressions are run with both a constant and a trend, the null 
hypothesis cannot be rejected for any variable. However, all variables become 
stationary after the first differences are taken. The null hypothesis for each variable is 
rejected at the 1 percent level of significance. Therefore, the log of the first-
differenced series wi l l be used in the VAR model. 
The United Kingdom 
According to Table 2 and Table 4, the log levels of government expenditure 
and price of the United Kingdom are nonstationary when they are estimated by the 
regression equation with constant. The results of the ADF tests with the lag length 
under the SBIC suggest that except price in the ADF regression equation with 
constant, all variables are stationary in the logged first-differences. Table 4 shows 
that the null hypotheses of the existence of unit roots are rejected at 1 percent level of 
significance for all of the seven variables under the PP tests. 
As a whole, with respect to the results of the ADF and the PP tests for the 
stationarity of the variables of the two countries, since some of the variables in the log 
levels are nonstationary, first differences are taken. When applying the PP tests, all 
seven variables are stationary in the first log differences for each country. Therefore, 









The VAR model is a system of simultaneous equations, with each variable 
being regressed on its own and the other variables at k lags. Using the Akaike's . -
Information Criterion, four lags are chosen for Canada and the United Kingdom. 
4.1.3 Results ofthe Likelihood Ratio Tests 
Before estimating the VAR model, structural stability is tested. Table 5 shows 
that both Canada and the United Kingdom have undergone a structural change during 
the sample period. The critical values of the chi-squared statistics with the degree of 
freedom equal to 7 are 14.07 and 18.48 for the 5 percent and 1 percent levels of 
significance respectively. 
For Canada, the chi-squared statistic is 15.05 that is greater than the critical 
value at the 5 percent level, so the null hypothesis is rejected at 5 percent level. For 
the United Kingdom, the null hypotheses are rejected at the 1 percent significant level. 
Therefore, a dummy variable wi l l be included in the deterministic part of the VAR 
model for both countries. 
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4.2 Estimation of the Reduced form VAR Model 
4.2.1 Results ofthe Parameter Estimates 
•.一-
Seven variables are included in the VAR model, each variable is regressed on 
a constant, a dummy variable, itself and the other variables in k lags. In order to 
achieve identification, the residuals of the reduced form VAR model are used. 
Following the parameters restrictions in Section 3.1.2 , the results of the coefficients 
and t statistics are reported. 
Canada 
As presented in Table 6’ the aggregate supply equation shows a positive and 
significant relationship between price and real income. 
For the exchange rate equation, all t statistics are insignificant although mt and 
it carry the correct signs. Therefore, these results show a relatively weak relationship 
between e^  and these fundamental variables. The Canadian economy depends on the 
US economy to a considerable extent, so exchange rate in Canada maybe greatly 
affected by the US factors. 
Concerning the real money demand equation, real output and interest rate are 
insignificant in determining the real money demand in Canada. Actually, as an 
industrialized commodities exporting country, real money demand in Canada could 
also be affected by real income, price and interest rate of foreign countries, especially 
the United States. 
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As shown in the equation of credit, credit and interest rate are negatively 
related although not significant. Since the reduction in interest rate would stimulate 
investment which in retum would increase the credit. Rises in price, money stock and 
real output cause credit to increase significantly. The increase in money stock would 
raise credit since wealth effect of borrowers is increased. Owing to the rise in 
investment in response to the increase in real output, demand for credit wi l l also rise. 
Regarding the IS equation, although a positive relationship between income 
and interest rate is shown, the t statistic of the interest rate coefficient is not 
significant. Government expenditure, exchange rate and credit are the shifting 
variables of the IS curve. Results of the increase in government expenditure and 
depreciation ofexchange rate are as expected. An increase in government expenditure 
would have expansionary effect on the economy. While, an increase in exchange rate 
raises real output. In view of the depreciation in exchange rate, Canada as an 
industrialized commodity exporting country, it wi l l encourage exports and discourage 
imports, and thus real output of the economy would increase. However, the effect of 
credit on output has an unexpected sign. The results shows that an increase in credit 
would reduce the real output in Canada. 
With respect to the monetary authority reaction function, interest rate rises in 
response to the increases in price, exchange rate, money growth and real output. 
These represent the counter cyclical policy of the monetary authority. The rise in 
interest rate reduces the present value of expected income stream and increases the 
cost of capital, so aggregate demand falls. Counter cyclical policy is adopted since 
one ofthe Bank of Canada's central objectives of monetary policy is to achieve price 
stability. Inflation distorts information and erodes confidence not only in value of 
money but also in the appropriateness of market solutions. Therefore, in 1991, the 
Governor and the Minister of Finance of Canada made an announcement to reinforce 
the specific targets for reducing inflation. 
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On the other hand, the monetary authority> responds to an increase in 
government expenditure and credit by lowering the interest rate. In order to finance 
its expenditure, government wi l l increase its borrowing. As a result, goverment 
would reduce interest rate so as to reduce the cost ofborrowing. Besides, in response 
to a rise in money supply, interest rate wi l l fall. As a result, credit wi l l increase since 
the cost of investment is reduced. 
The United Kingdom 
Table 7 presents the results of the parameter estimates for the United 
Kingdom. A positive and significant relationship between price and real income is 
shown in the aggregate supply function. 
Considering the exchange rate equation, the coefficients of Pt and Yt carry the 
correct sign, but not i^  does. As the price ofPound increases, exchange rate is needed 
to depreciate for the Purchasing Power Parity to hold. Owing to the increase in 
domestic income, net imports rise. Thus, as the current account deteriorates, and the 
exchange rate would depreciate. Therefore, there is a positive relationship between 
income and exchange rate. However, the result shows that domestic interest rate and 
exchanged rate are positively related which contradict the conventional belief that 
increase in interest rate wi l l attract capital inflows, so that the exchange rate wi l l 
appreciate. 
As shown in the money demand equation, money demand and interest rate are 
inversely related though the t statistic of the interest rate coefficient is not significant. 
The rise in interest rate wi l l shift people from demanding money to demand other 
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higher retum assets, so money demand would reduce. In fact, the t statistics show that 
- all the variables included in the money demand equation are insignificant. Therefore, 
real money demand might be affected by other factors not included in this equation. 
__ y 
With respect to the credit equation, credit and interest rate are positively 
related, though the t statistic of the interest coefficient is insignificant. Price and real 
output are positively related to credit as expected, whereas the relationship between 
money demand and credit is negative. As an capital importing country, a rise in price 
would stimulate the demand for foreign capital since the imported capital is relatively 
cheaper. Therefore, a strong expansionary influence is exerted on incomes and 
domestic demand, thereby credit would increase. Owing to the rise in investment in 
response to the increase in real output, demand for credit wi l l also rise. However, the 
increase in money stock would reduce credit. This implies that wealth effect of 
borrowers is relatively small. 
As exhibited in the equation of real output, the IS curve is downward sloping. 
Moreover, the increase in government expenditure leads to a contraction in real 
output. This result supports the idea of Chang & Lai (1992) and Myatt & Scarth 
(1995). They believe that an increase in government spending wi l l stimulate both 
price and interest rate. I f the effect of interest rate on the supply side is ignored, the 
output wi l l expand. However, i f the interest rate effect on aggregate supply is 
included, the increased interest rate wi l l create additional contractionary impact on 
production since working-capital cost is increased. Hence, an expansion in 
government expenditure wi l l depress the domestic real output. In the case of the 
United Kingdom, the contractionary effect on AS (because of higher interest rate) is 
powerful enough to dominate the stimulation of aggregate demand. Therefore, 
government expenditure and real output are negatively related. 
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Besides, real output falls in response to a depreciation of the currency. 
Dombusch & Kmgman (1976) have argued that in response to a depreciation,>the 
trade balance might worsen over the short term and respond positively over time. The 
reversal of the direction and the trade effect is known as J curve. Dornbusch & 
Krugman suggest that it is due to slow adjustment of export prices, physical trade 
flows, rapid increase in import prices, and relatively price inelastic import demand. 
Therefore, exchange rate and real output can be inversely related. 
In addition, credit is positively related to real output in the United Kingdom. 
The increase in credit has expansionary effect on the economy. As more credit is 
available, investment and consumption spending would increase. 
Regarding the monetary authority reaction function, interest rate rises in 
response to the increases in price, money growth and real output and the fall of 
government expenditure. These represent the counter cyclical policy ofthe monetary 
authority. In response to a rise in money supply, interest rate falls. Thereby, credit 
increases in view ofthe cost of investment is reduced. According to the results ofthe 
IS function of the United Kingdom, real government expenditure and real output are 
negatively related. Thus, monetary authority would increase the interest rate in 
response to the expansionary effect of a fall of real government expenditure on the 
economy. Besides, as government increases expenditure, its borrowing wi l l rise. In 
order to reduce the cost ofborrowing, government wi l l reduce interest rate. 
4.2.2 The Wald Statistics 
Specification tests are adopted to test the robustness of the equation system 
(2). Given the nonlinearity of the method of moments estimator, the simplest way to 
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test such hypotheses is to employ the Wald statistic, using Equation System (2) as the 
unrestricted m o d e l . . 
Fackler (1990 pp.455) indicated the weaknesses of the t test of the VAR 
method, 
"I t should be noted, however, that the parameters appear to be estimated 
imprecisely, judging from the t-statistics of the coefficients. This is not 
uncommon for models of the type estimated here, and it is possible to and 
processing lags, it is possible that contemporaneous relationships would 
only show up weakly since evidence on the current quarter available to 
agents would be largely impressionistic. Second, it is possible that 
behavioral responses to innovations in variables occur with a lag. Third, 
the standard errors reported here are computed with a numerical algorithm 
to differentiate the likelihood function to obtain the information matrix. 
Various ways exist to undertake these differentiation, and alternative 
estimates of the standard errors, are possible. Finally, it is always possible 
that the specified structural model is incorrect." 
He also mentioned that, 
“Examples, include Blanchard and Watson (1986), Bemanke (1986), 
Walsh (1987), and Rogers (1988). In Bemanke's log-differenced 'credit 
market model', only two out of the fifteen estimated coefficients have 
t-ratios in excess of2.0. In his log-differenced ‘real business cycle model', 
again only two out of the fifteen coefficient estimates have t-ratios in excess 
of2.0. Walsh (1987) reports that four ofhis ten estimated coefficients exceed 
1.96. Rogers finds three ofhis ten coefficient estimateshave significant ts." 
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Thus, the results from t test can be very imprecise. Wald test is another 
procedure used to test whether the model is mis-specified. The results o f t test and 
Wald test could be different because (1) they are produced by two difference tests, and 
(2) there are various ways to undertake differentiations of the likelihood function to 
obtain the information matrix in the t test. 
Canada 
As illustrated in Table 8，the null hypothesis of test (1) is that the coefficients 
of exchange rate and credit in the income equation are both zero. The chi-squared 
statistic is 70.90 which is greater than the critical values at the 1 percent level of 
significance. Thus, these variables are jointly important for the IS curve. 
Test (2) imposes restriction that coefficients of exchange rate and credit have 
zero coefficients in the interest rate equation. The chi-square statistic is 232.06. 
Therefore, the null hypothesis is easily rejected. Thus, both exchange rate and credit 
play a crucial role in the interest rate equation (monetary policy). 
Test (3) postulates that coefficients of exchange rate in the income and interest 
rate equations are jointly zero. The result indicates that null hypothesis is rejected at 
the 1 percent level of significance since the chi-squared statistic is 207.61. Therefore, 
exchange rate accounts for an important position in output and monetary policy 
、 
jointly. 
Test (4) examines the role of credit in explaining output and monetary policy. 
The chi-squared statistic is 163.82 which is greater than the critical value at the 1 
percent significant level. Thus, null hypothesis is rejected. The results show that 
credit plays an important role in both income and interest rate equations. 
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Tests (5) and (7) investigate the importance of exchange rate in the income 
and interest rate equation independently, whereas Tests (6) and (8) examine the role of 
credit in the income and interest rate separately. The test results exhibit that the null 
hypotheses of zero coefficients are rejected at the 1 percent level of significance. 
Therefore, exchange rate and credit are essential to be included in the IS-LM model. 
Likewise, the restricted system excluding exchange rate and credit is mis-specified. 
The United Kingdom 
Table 9 shows the results ofthe Wald tests for the United Kingdom. Test (1) 
examines the role of exchange rate in explaining money demand and output. The chi-
squared statistic is 40.25 which is greater than the critical value at 1 percent 
significant level. Thus, the null hypothesis is rejected. The results show that 
exchange rate plays an important role in both money demand and income equations. 
Test (2) postulates that the coefficients of credit in the income and interest rate 
equations are jointly zero. The result indicates that null hypothesis is rejected at 1 
percent level of significance since the chi-squared statistic is 147.36. Therefore, credit 
accounts for an important position in output and monetary policyjointly. 
Test (3) imposes the restriction that the coefficients of exchange rate and credit 
are zero in the income equation. The chi-square statistic is 163.10. Therefore, the 
null hypothesis is easily rejected, and thus both exchange rate and credit play a crucial 
role in the income equation. 
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Tests (4) and (5) investigate the importance of exchange rate in the money 
demand and income equations separately, while Tests (6) and (7) examine the role of 
credit in the income and interest rate independently. The test results exhibit that the 
null hypotheses of zero coefficients are rejected at 1 percent level of significance. 
Therefore, exchange rate and credit are necessary to be included in the IS-LM model. 
Moreover, the restricted system excluding exchange rate and credit is mis-specified. 
4.2.3 Variance Decompositions 
Tables 10 and 11 report the variance decompositions of the forecast errors of 
the seven variables in log differences, at various forecast horizons up to twenty 
quarters ahead. 
In order to determine whether credit plays a significant role in the monetary 
transmission mechanism in the economy, emphasis would be given in analyzing the 
forecast error variance of price, exchange rate, real output and interest rate. 
Canada 
As shown in Table 10, the forecast variance in government expenditure of 
> 
Canada is largely explained by its own innovations at the second quarter since it is 
assumed that shock to government expenditure is exogenous. 
About 72 percent of the variance forecast in price is contributed by its own 
shocks initially. Their effects decline to 54 percent at twenty quarters ahead. The 
effect of real output is persistent for about 12 percent at the second quarter to 16 
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percent at the fifth year. While government expenditure shocks account for 13 
percent at the second quarter and 10 percent at five years later. Moreovejr, shocks of 
interest rate contribute a proportion of the price shock; about 10 percent is explained 
by it at the twentieth quarter. However, innovations in exchange rate, money and 
credit have little explanatory power for the shocks in price. 
As the Canadian economy highly depends on the economy of the United 
States, the above results support the belief that perhaps other sources, such as the US 
price level changes are important factors in affecting the Canadian price level 
movements. Moreover, neither money nor credit helps to explain the forecast error 
variance of price. 
The forecast variance of exchange rate is mainly contributed by the 
innovations in itself (about 79 percent at the second quarter). This result is consistent 
with the idea that the real shocks of exchange rate is originated in the United States. 
Eventually, it effects drop to 53 percent at twenty quarters. In fact, innovations in 
price also play a role in explaining the exchange rate shocks since 9 to 12 percent of 
forecast variance is contributed by them from the second to twentieth quarter. 
Moreover, about 10 percent of forecast variance is explained by interest rate at the 
fifth year. Starting at the fourth quarter, innovations in money and real output account 
for 5 percent ofthe forecast error variance of exchange rate respectively. Before that 
time, they have limited effects. At the twentieth quarter, they account for 7 and 6 
percent of the forecast error variance respectively. 
With respect to the forecast errors of money, its own innovations are the main 
determinant over all horizons (about 82 percent at the second quarter and 54 percent at 
twenty quarters). It is due to the fact that money supply is an exogenous factor that it 
is determined by the monetary authority. Initially, about 8 percent of the forecast 
variance of money are explained by the interest rate shocks. Its effect rises to 12 
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percent at four to twenty quarters. Moreover, substantial proportion of the forecast 
variance of it is caused by the innovations of real output in the long run. The 
importance of it builds gradually to a peak at twelve quarters (about 11 percent). 
Actually, the results of Sterletis & King (1993) also show that money does not 
Granger cause real output. However, monetary aggregates are Granger caused by real 
output. While shocks in price, exchange rate and credit have limited explanation 
power in the forecast variance of money at initial. Their effects increase to 6 percent, 
5 percent and 7 percent at the twentieth quarter respectively. 
At the two steps forecast horizons, the forecast variance of credit is largely 
explained by the innovations in itself and money (about 42 and 33 percent 
respectively). At twenty quarters ahead, they account for 39 percent and 24 percent 
respectively. Moreover, the innovations in exchange rate and price have very 
persistent effects that they account for about 10 percent and 8 percent ofthe forecast 
variance separately over all horizons. At twenty quarters, innovations in real output 
also account for 10 percent of the forecast variance. However, a very small proportion 
ofthe forecast variance is attributed to the innovations of interest rate. They account 
for 5 percent at the fifth year. 
In fact, the variation of real output is mainly contributed by the innovations in 
price (about 51 percent) at the second quarter, whereas the effect of itself also 
accounts for 42 percent. About 30 percent and 24 percent of the forecast variance are 
contributed by them respectively at the fifth year. 
Nevertheless, exchange rate and money have small effects in explaining 
shocks in real output. Actually, the results of Ahmed & Muthy (1994) also show that 
the presence ofacausal influence of money on output is not strongly supported by the 
data. Domestic supply shocks are important in explaining short-term fluctuations in 
output, while real interest rate and terms of trade changes are not. Moreover, Krol & 
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Ohanian (1990) find that money supply growth does not Granger-cause output growth 
in Canada. The innovations in credit and interest rate have negligible effects on the 
forecast variance of real output at the two steps forecast ahead. However, about 14 
percent and 17 percent ofthe forecast variance are contributed to them respectively at . 一 
the five-year horizons ahead. Thus, credit aggregates explain more than monetary 
aggregates in the variance decomposition ofreal output. 
Considering the variance decomposition of interest rate, 71 percent of its 
forecast variance is explained by innovations to its own process, so that a high 
proportion of changes in it do appear to be exogenous at initial. Although its 
contribution falls to 53 percent and 43 percent in the second and twentieth quarters, it 
still plays a dominant role over all horizons. Actually, for a small open economy likes 
Canada, with high capital mobility, we would expect that the Canadian interest rate 
closely related to economic factors in the US. Also, we observe that nominal interest 
rate responds to the price differential between Canada and the United States (11 
percent at twenty quarters ahead). 
At the fourth quarter, both shocks of exchange rate and real output explain 13 
percent. Exchange rate continues to explain 13 percent of interest rate shocks at the 
twentieth quarter. However, the real output effect drops slightly to 11 percent at the 
twentieth quarter. In fact, interest rate differentials would change to be matched by 
the expectation of a compensating gain or loss on the exchange rate, so exchange rate 
is important in determining the Canadian interest rate. 
At twenty steps forecast horizons, money shocks also account for 11 percent 
ofthe forecast error variance. Consistent with the results of Serletis & King (1993)， 
other than interest rate itself, money is a strong indicator of the rate of inflation. 
Compared with the innovations of money, the innovations of credit play a small role 
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in explaining the interest rate shock over all horizons. Thus, money explains more 
than credit in the forecast error variance of interest rate. 
. , A s shown in the above results, the variance decompositions of price, exchange 
rate and interest rate ofCanada are largely explained by their own innovations. These 
results imply that a large proportion of changes in these variables do appear to be 
exogenous. It is due to the fact that Canada has a long history of net capital inflows 
and its financial markets are in high degree of international integration. In particular, 
the Canadian open-market interest rates are closely tied to those in the United States. 
Thus, covered interest arbitrage is essentially perfect. 
The strong influence of exogenous factors in the Canadian economy may be 
out of the control of the Bank of Canada. The Bank of Canada, like other central 
banks, uses monetary policy to attain ultimate macroeconomic goals, such as price 
stability, full employment, and high sustained growth. 
In view of the results of variance decompositions of Canada, both money and 
credit account for substantial proportions of the forecast error variances of real output 
and interest rate. The contribution of credit tends to be greater in explaining the 
variance decompositions of the shocks in real output, but money helps to explain the 
forecast variance of interest rate. However, both play a minor role in explaining the 
forecast error variances of price and exchange rate. 
Thus, as one ofthe Bank of Canada's central objectives is to maintain price 
stability, more attention should be paid to real output and interest rate. Nevertheless, 
i f full employment is the ultimate target, credit aggregates would significantly 
transmit the monetary policy. Moreover, the innovations of interest rate exhibit a 
substantial proportion of the forecast error of all other variables. Hence, the Bank of 
Canada should be more cautious about interest rate when it formulates policies. 
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The United Kingdom 
_  •.-
Table 11 reports the variance decomposition results for the United Kingdom. 
It can be seen that substantial proportions of the forecast error variance in government 
expenditure are caused by the innovations of itself due to the assumption of the 
exogeneity of government expenditure. About 83 percent of the forecast error 
variance is explained by its own shocks at the second quarter. 
The main determinant of the forecast error variances of price is its own 
innovations over all horizons. It accounts for 75 percent and 46 percent at the first 
and twentieth quarters respectively. Initially, the contributions of exchange rate and 
interest rate are limited. However, their effects rise eventually. About 10 percent of 
the forecast variance is explained by them respectively at the fifth year. Nevertheless, 
money, credit and real output shocks play limited role in explaining the variance of 
forecast in price. Consistent with the results of Krol & Ohanian (1990) that price's 
own innovations explain the most for its own forecast error variance in the United 
Kingdom. 
In view of the forecast error of exchange rate, the dominant influence is 
exchange rate itself. Its own innovations explain about 87 percent and 71 percent at 
the second and twentieth quarters. The forecast error variances of exchange rate due 
to price, credit and real output are small. The contribution of money shocks maintain 
at 6 percent over all horizons. Innovations in interest rate account for 4 percent at 
initial and rise to 6 percent at the fifth year. The results indicate that exchange rate is 
basically exogenously determined in the United Kingdom. 
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With respect to the forecast error variance of money, credit shocks are the 
most important source of variation at all horizons, accounting for 76 percent and 54 
percent of the forecast error at the second and the twentieth quarters ahead 
respectively. Money's contribution rises from 15 percent at the second quarter to 20 
percent at four to twenty quarters. However, the forecast error variance ofmoney due 
to innovations in other variables are small. Real output has virtually no effect at the 
first quarters and has gradual effect at one year later (about 12 percent). Moreover, 
exchange rate shocks explain about 7 percent only at five years later. 
I 
Now consider credit, about 85 percent of the variance of forecast error of | 
credit is contributed by the innovations of itself. Its effect peaks at the second quarter 
and falls to 68 percent from the twelfth to the twentieth quarter. However, the shocks 
of interest rate have little effect, accounting for only 3 percent at twenty quarters. At 
twenty steps forecast horizons, the forecast variance of credit is largely explained by 
the innovations in itself. Moreover, a small proportion of the forecast variation is 
attributed to the innovations of price (7 percent), exchange rate (7 percent), money (5 
percent) and real output (5 percent) at the fifth year. 
Considering the forecast variance of real output, its own innovations have a 
large effect. About 84 percent at the second quarter, 63 percent of the fourth quarter 
and 57 percent at twenty quarters of the variation are contributed by the shocks of 
itself. However, money and credit have limited effects that about 4 percent and 6 
percent are explained by them at twenty horizons. The small effect ofthe innovations 
of interest rate at the two steps ahead forecast is temporary. The effect of the interest 
rate shocks increases quickly to 14 percent at four quarters and 15 percent at twenty 
quarters. These results are consistent with those of Saunders (1988) that monetary 
changes appear to have no impact on the real output of the economy of the United 
Kingdom. 
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When there is a shock to interest rate at the first quarter, innovations ofinterest 
rate account for 90 percent and 79 percent at the second and twethieth quarters 
respectively. The influence of the real output innovations is peaked at the fourth 
quarter, accounting for 7 percent. While influences from both money and credit are 
limited over all horizons. 
The results of variance decompositions of the United Kingdom indicate that 
the tested variables are mainly explained by their own innovations. Therefore, a 
significant proportion of changes in these variables is exogenously determined. As 
the United Kingdom is approximately a small open economy, the influence offoreign 
factors could not be avoided. 
To conclude, contribution of both money and credit to the economy of the 
United Kingdom is limited. As pointed out by Hudson & Fisher (1994)，the ultimate 
objective ofmonetary policy in the United Kingdom is to maintain price stability with 
minimum effects on unemployment and deviations of real output from trend. 
Therefore, attention should be paid to exchange rate and interest rate since they both 
play a substantial proportion of the forecast error variance of price. Besides, as the 
United Kingdom has long been suffered from high unemployment, the Bank of 
England should pay more attention to interest rate when formulating monetary policy. 
It is due to the fact that interest rate helps to explain a significant proportion of the 
forecast error variance of price and real output. 
4.2.4 Impulse Response Functions 
Using the moving average representation of the reduced form VAR model, 
IRFs could be used to describe each variable as a function of past innovations of all 
the variables in the model. Moreover, IRFs traces the effects of a one-standard. 
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deviation shock in a variable on the time path of the variables in the model. Figures 1 
to 14 illustrate the effects of one standard deviation shocks-to the variables, and they 
show the impulse responses for horizons up to 20 quarters. The point estimates and 
95 percent confidence intervals are graphed for the variables. The solid line 
represents the point estimates, whereas the dashed lines represent the one standard 
error bands. The confidence bounds are generated by the Monte Carlo Integration 
based on 500 trials. As the main concern of this paper is to examine the relative 
importance of money and credit in the monetary transmission mechanism, the 
discussion of IRFs results would stress on the impulse responses of the variables to 





Figures 1 to 7 illustrate the impulse responses of the variables when there is a 
one-standard deviation shock in each variable used. Gc, p, orasa，qmsa, dcmssa，rgdp 
and bondrsa denote government expenditure, price, exchange rate, money, credit, real 
output and interest rate respectively. 
Concerning the impulse responses of an innovation in price in Figure 2, the 
largest response is real output. Exchange rate rises since it needs to depreciate for the 
Purchasing Power Parity to hold. In order to maintain price stability, the Bank of 
Canada wi l l keep both money supply and credit tight. Therefore, the significant 
responses of money supply is negative. Also, credit fluctuates along the zero level 
that its effect is negligible over all horizons. The initial increase in price pushes 
producers to increase output in the short run since the price level is larger than the 
expected price. Eventually, producers discover the price level is lower than what is 
expected, and thereby producers reduce their output. Therefore, real output increases 
sharply at initial and then falls gradually over time. However, the overall effect of 
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interest rate is indeterminate since it fluctuates along the zero path over all horizons. 
-Actual ly , the results of variance decompositions also show that the Canadian interest 
rate is largely determined by foreign factors, e.g. the US interest rate. When 
. , c o m p a r e d with credit, the impulse response of money is larger than it. 
Figure 3 shows the impulse responses of a shock in exchange rate. Both 
responses of price and interest rate are indeterminate. Once again, these results 
support the results from variance decompositions that price and interest rate in Canada 
are affected by other factors. They fluctuate along the zero path over all horizons. 
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Owing to the depreciation of exchange rate, exports are expected to increase since 
home country's products become relatively cheaper. Therefore, demand for credit 
wi l l increase to cater for the rise in investment. However, following the initial 
increase, credit falls gradually to the negative level at the fifth quarter. Moreover, its 
effect disappears at the fifth quarter. It is due to the fact that real output falls in 
response to the exchange rate shocks and hence, investment decreases. 
Actually, the impulse responses of real output is small. In response to a 
depreciation, the trade balance might worsen over the short term and responds 
positively over time. As pointed out by Dornbusch & Kmgman (1976), it is due to 
slow adjustment of export prices, physical trade flows, rapid increase in import prices, 
and relatively price inelastic import demand. Therefore, exchange rate and real output 
can be inversely related over the short term. Given time, real output wi l l rise. 
With respect to the money and credit shocks, the dynamic patterns of the 
impulse responses of other variables due to money innovations are similar to that of 
credit innovations. As illustrated in Figures 4 and 5, both of the money and credit 
shocks reduce price, exchange rate and interest rate, whereas real output is raised by 
them respectively. 
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In response to the rise in money supply, interest rate falls due to the liquidity 
effect. Hence, the outflows of capital leads to a depreciation in exchange rate. As 
mentioned in the above paragraph, owing to the depreciation in exchange rate, the 
trade balance might worsen over the short term and responds positively over time. 
Hence, real output wi l l decrease at initial, and thereby price falls. Given time, real 
output wi l l rise as well as the price level. Therefore, price increases back to pre-shock 
level after the initial fall. However, the impulse responses of other variables due to 




In Canada, impulse responses of a shock in money supply show that the | 
I 
increase in money supply significantly reduces interest rate through all horizons. | 
Since the rise in money supply produces excess liquidity at the existing income, 
interest rate and price level, so interest rate reduces in the short run. However, this 
liquidity effect diminishes over time. Both increase in money and credit have 
expansionary effect on the economy that real output rises. 
The impulse responses of an innovation in real output are presented in Figure 
6. Following a drop in the first quarter, price increases to above the zero level at the 
second quarter. At the end of the second year, it begins to fluctuate along the pre-
shock level insignificantly. Exchange rate depreciates since the rise in real output 
increases import which has worsen the balance of payment. The rise in real output 
increases money supply generally. However, the effects of price, exchange rate, credit 
and interest rate are temporary since they fluctuate along the zero level starting at the 
fifth quarter. 
As shown in Figure 7, the impulse responses of money are larger than that of 
credit. The responses of price to the interest rate shock are negative since the increase 
in interest rate would have contractionary effect on the economy. The dynamic 
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responses of credit are positive at initial after then it becomes negative. The above 
result is not as expected^:^. 
As a whole, .the results of impulse responses functions indicate that the 
impulse responses of money due to the innovations in price and interest rate are larger 
than that of credit. However, when there is an exchange rate shock, the responses of 
credit is larger than that of money. Moreover, the impulse responses of price and 
exchange rate due to an money innovation are larger than that of credit. While the 
impulse responses of real output and interest rate due to money shock are similar to 
that of credit. Therefore, when choosing between money and credit as immediate 
target variable, the ultimate target of the government's monetary policy should be 
I 
known first. For instance, i f the Bank of Canada aims to maintain price stability, 
money should be adopted. However, i f the ultimate target is full employment, both ^ 
money and credit should be considered since the responses of real output to their 
shocks are similar. 
i 
The United Kingdom \ 
Figures 8 to 14 exhibit the impulse responses functions of the United 
Kingdom. G，p, mr2sa, m2sa, dcbssa, rgdp and ffrsa denote government expenditure, 
price, exchange rate, money, credit, real output and interest rate respectively. 
In response to a price shock, both money supply and credit falls at initial and 
then fluctuates back to the pre-shock levels. The magnitude of their responses are 
similar. In view ofthe inflationary effect of price shock, the Bank of England keeps 
26 Actually, one ofthe limitations of this thesis is that only twenty years' quarterly data are tested (The 
testing period ofCanada is 1973:1 to 1994:2 and ofthe United Kingdom is 1973:1 to 1994:1). With 
the limited quarterly data, seven variables are tested, and 4 lags are incorporated in the model. 
Therefore, it is possible that contemporaneous relationships among the variables may show up weakly 
or as unexpected. 
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money supply and credit tight so as to maintain the price stability. As money supply 
reduces, real output falls due to the contractionary effect. Besides, the fall in money 
supply reduces interest rate since its income effect is greater than its liquidity effect 
(As shown in the impulse responses of money shock, interest rate rises after the initial 
fall). The effects ofreal output and interest rate are similar, but the magnitude ofthe 
j 
latter is much greater. In fact, the impulse response of interest rate is the largest 
among other tested variables. Following the initial drop, they rise back to the pre-
shock level. Their effects die out after then. 
The impulse responses of exchange rate is indeterminate and insignificant. 
Similar to the results of variance decompositions, exchange rate in the United 
Kingdom is largely affected by other factors and both real output and interest rate play 
substantial role in explaining the forecast error variance of price. 
In response to an innovation in exchange rate in Figure 10，the effects ofprice 
are positive since it needs to increase for holding the purchasing power parity. 
Moreover, the depreciation in exchange rate raises output since net exports are 
increased. Following the initial increase, real output falls back to the pre-shock level. 
It remains negative from the second to the ninth quarter and then its effect vanishes. 
As mentioned in the above paragraph, the Bank ofEngland wi l l reduce money supply 
in view of the rise in price. Therefore, when there is a depreciation, price increases 
for holding the purchasing power parity. As a result, there is a pressure for real output 
to fall as money supply is reduced. When compared with the impulse responses of 
money, credit exhibits a larger response due to the exchange rate shock. Besides, the 
response of credit is the largest among other tested variables. 
In the United Kingdom, the liquidity effect of an increase in money supply 
vanishes quickly. Moreover, income effect dominates from the first to the third 
quarter. As shown in the impulse responses of interest rate on real output shock, the 
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increase in income has positive effect on interest rate. As real output increases, money 
demand will increase as well as the interest rate. However, this income effect vanishes 
in long run. Eventually, the rise in money supply has not much effect in interest rate in 
long run. 
In view ofthe money shock, significant responses of real output is negative. It 
is due to the rise in interest rate as a result of money shock. Hence, the rise in cost of 
investment leads to reduction in real output and thereby the price level. However, the 
initial relationship between real output and interest rate is not as expected�？ . 
Figures 11 and 12 illustrate the impulse responses of shocks in money and 
credit respectively. The responses of price, exchange rate and real output share the 
similar patterns and the overall effects of them are negative. The effect ofinterest rate 
ofthe money shock is slightly larger than that of the credit shock. In response to the 
money shock, the initial increase in credit is temporary but the overall responses are 
positive. Interest rate drops in response to an increase in money supply, but then it 
increases. The effect of interest rate increases at first and then drops to the original 
level at longer horizons. 
Concerning the effect of credit on the real income shock, it is positive and 
returns to zero at the seventh quarter. As shown in Figure 13, money rises at first and 
fluctuates over the pre-shock path after the six-step horizons. Both credit and money 
are increased in response to the real output shock since an increase in real output 
would have expansionary effect on the economy. The magnitude of their responses are 
similar. However, the rise in real output worsen the balance of trade so that exchange 
rate depreciates. Besides, interest rate rises in response to the increase in real output 
since the Bank of England needs to maintain the price stability. Also, the impulse 
response ofinterest rate is the largest among other tested variables. 
27 Please refer to footnote no. 26. 
6 0 
In Figure 14，in response to a shock in interest rate, the responses of money 
. and credit are indeterminate. Price falls in response to the interest rate shocks. It is 
due to the fact that an increase in interest rate has contractionary effect on the 
economy. Besides, a rise in interest rate leads to appreciate of exchange rate since it 
attracts capital inflows. The impulse responses of exchange rate due to the interest 
rate shock is the largest among other tested variables. In response to the interest rate 
shocks, real output increases at initial. Again, this result is not as expected^^. 
As a whole, the relative importance of money and credit in the monetary 
transmission mechanism in the United Kingdom are ambiguous regarding the results 
of IRFs. Considering the impulse responses of money and credit due to shocks in 
price, real output and interest rate, the magnitudes of them are similar. The responses 
of interest rate are the largest when there is a shock to price and real output 
respectively. These results support those in the Section of variance decomposition. 
Besides, in view ofthe interest rate shock, the largest response is arise from exchange 
rate. 
With respect to the money and credit shock, the responses of price, exchange 
rate and real output share similar patterns and magnitudes respectively. The overall 
effects ofthem are negative. However, the response of interest rate due to the money 
shock is larger than that of credit. Nevertheless, when there is a shock in exchange 
rate, the impulse response of credit is the largest among other tested variables. 
To conclude, based on the results of impulse responses functions, whether 
money or credit has a largest effect on the economy is indeterminate. While the 
ultimate objective of the Bank of England is to maintain price stability and reduce 
unemployment, attention should be paid to interest rate. 
27 Please refer to footnote no.26. 
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CHAPTER 5: IMPLICATIONS AND CONCLUSIONS 
The economic recessions of many industrialized countries in the late 1980s 
arouse the interest on the issue of whether money or credit or both are"a useful 
intermediate target ofmonetary policies again. The supporters ofthe money view of 
the monetary transmission mechanism point out that only a change in the money 
supply transmits the monetary policy and credit plays no role. However, the credit 
view rejects the implicit assumption of the money view and assumes all the 
nonmonetary assets are imperfect substitutes that a change in credit would affect the 
output of the economy. Therefore, in order to achieve the ultimate target of the 
monetary policy, the relative importance of money and credit in the transmission 
mechanism must be distinguished. 
Actually, the first research to study the relationship between monetary 
aggregate and output is done by Sims in 1972 which shows that causality is 
unidirectional from money to income. However, Bemanke (1983) finds that a large 
part ofthe decline in output during the Great Depression was due to the breakdown of 
the financial system and the collapse in the quantity of credit, rather than the decline 
in the quantity of money. In fact, money has long been adopted as the intermediate 
target variable ofthe monetary policy due to its close and stable relationship to output 
of the economy. Besides, it possesses the properties of a target variable. However, 
the relationships between the monetary aggregates and output have changed during 
the 1980s. The research of Friedman and Kuttner (1992) shows that the predictive 
power ofmoney typically declines after 1970s when data from the 1980s are included. 
The Structural VAR model is adopted in this paper to examine the role of 
credit in the monetary transmission mechanism of Canada and the United Kingdom. 
In order to better interpret the results of the Structural YAR model, structural 
decomposition is performed. In setting the theoretical restrictions of the VAR system, 
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I borrow heavily from Fackler and Roger (1993). Although, the adequacy of the 
model of Fackler.and Roger (1993) was questioned by some economists, I believe 
whether a specification is adequate is an empirical question and should depend on the 
actual data. For each country, I estimate the system with Fackler and Rogers's 
restrictions, as well as with many alternative specifications. The best specification for 
each country is reported. Moreover, through the analysis of forecast error variances 
and impulse responses of price, exchange rate, real output and interest rate, whether 
money, or credit, or both, plays a significant role in the monetary transmission 
mechanism in the economy is detected. 
I select Canada and the United Kingdom to study since they are both 
industrialized countries and the ultimate objective of their monetary policy is to 
maintain price stability. Similar to other central banks, the Bank of Canada and the 
Bank of England had once adopted monetary aggregates as target variables, but they 
both abandoned them because of their poor performance to achieve the ultimate target. 
In view of the results of Canada, the variance decompositions of price, 
exchange rate and interest rate of Canada are largely explained by their own 
innovations. These results imply that a large proportion of changes in these variables 
do appear to be exogenous. It is due to the fact that Canada has a long history ofnet 
capital inflows and its financial markets are highly integrated internationally. In 
particular, the Canadian economy depends on the US economy to a considerate extent, 
so price, exchange rate, real output and interest rate in Canada may be affected by the 
US factors. Actually, the Canadian open-market interest rates are closely tied to those 
in the United States. 
In fact, both money and credit account for substantial proportions of the 
forecast error variances of real output and interest rate. The contribution of credit 
tends to be greater than money in explaining the variance decompositions of the 
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shocks in real output, but money helps to explain the forecast variance of interest rate. 
Nevertheless, both play a minor role in explaining the forecast error variances ofprice 
and exchange rate. Moreover, the impulse responses of price and exchange rate due to 
an money innovation are larger than that of credit. While the impulse responses of 
real output and interest rate due to money shock are similar to that of credit. , 
Moreover, the results indicate that both real output and interest rate play 
important role explaining the price shock. Thus, as one of the Bank of Canada's 
central objectives is to maintain price stability, more attention should be paid to real 
output and interest rate. Nevertheless, i f full employment is the ultimate target, credit 
aggregates would significantly transmit the monetary policy. Moreover, the 
innovations of interest rate exhibit a substantial proportion of the forecast error of all 
other variables. Hence, the Bank of Canada should be more cautious about interest 
rate when it formulates policies. 
On the other hand, there is no clear cut result that whether money or credit 
plays a significant role in the monetary transmission mechanism of the United 
Kingdom. The contribution of both money and credit to the economy of the United 
Kingdom is limited. When comparison is made between money and credit, the results 
of impulse responses functions exhibit that both money and credit have similar 
responses due to price and real output shocks respectively. Besides, the responses of 
price, exchange rate and real output share similar patterns and magnitudes due to 
money and credit shocks respectively. 
Moreover, the results of variance decompositions indicate that price, exchange 
rate, real output and interest rate are mainly explained by their own innovations. 
Therefore, a significant proportion of changes in these variables is exogenously 
determined. As the United Kingdom is approximately a small open economy, the 
influence of foreign factors cannot be avoided. 
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Apart from the above, the results indicate that interest rate plays a significant 
role in explaining the forecast error variance of price and real output. Moreover, it 
responds more than other tested variables to price and real output shocks respectively. 
Likewise, exchange rate contributes a substantial proportion of the variance 
decompositions of price and responds largely to the interest rate shock. As the 
ultimate objective of monetary policy in the United Kingdom is to maintain price 
stability with minimum effects on unemployment and deviations of real output from 
trend, attention should be paid to exchange rate and interest rate. Besides, as the 
United Kingdom has long suffered from high unemployment, the Bank of England 
should be more cautious of interest rate when formulating monetary policy. 
Nevertheless, one ofthe limitations of this thesis is that foreign factors are not 
included in the tested models. In fact, Canada and the United Kingdom are highly 
integrated internationally. However, owing to the statistical constraints, i f the foreign 
factors are comprised, a much larger system is needed and the degree offreedom wil l 
be greatly reduced. Consequently, some strange results are found. I f further 
investigation on the economy of Canada and the United Kingdom is made, foreign 
factors, like the foreign price level, foreign income and foreign exchange rate should 
be considered. 
Moreover, only twenty years，quarterly data are tested in this thesis. (The 
testing period ofCanada is 1973:1 to 1994:2 and of the United Kingdom is 1973:1 to 
1994:1). With the limited quarterly data, seven variables are tested, and 4 lags are 
incorporated in the model. Therefore, it is possible that contemporaneous 
relationships among the variables may show up weakly or as unexpected. I f further 
research is made, longer testing period or monthly data are suggested for testing. 
Besides, less variables are recommended to adopt so as to increase the degree of 
freedom of.the model. 
65 
Al l in all, the strong influence of exogenous factors on the economies of in 
Canada and the United Kingdom may be out of the control of their central banks. The 
Bank of Canada and the Bank of England, like other central banks, use monetary 
policy to attain ultimate macroeconomics goals, such as price stability, full 
I employment, and high sustained growth. The empirical results of this thesis indicate 
that money and credit have limited effect on the economy. However, interest rate 
plays an important role in transmitting the monetary policy in both countries. 
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APPENDICES 
DATA DESCRIPTION ‘ 
Source: International Financial Statistics (IFS) 
- ^ . 
Canada: Data from 1973:1 to 1994:2 
Output: Gross Domestic Product(GDP) in 1990 prices 
Government Expenditure: Government Consumption 
Money: Quasi-money 
Interest Rate: Treasury-bill rate 
Credit: Domestic credit (Claims on central government, local 
government and private sector.) 
Price: GDP deflator 
Exchange Rate: Market Rate (Canadian dollars per US dollar) 
The United Kingdom: Data from 1973:1 to 1994:1 
Output: Gross Domestic Product(GDP) in 1990 prices 
Government Expenditure: Government Consumption 
Money: Quasi-money 
Interest Rate: Treasury-bill r a te、 
Credit: Domestic credit (Claims on central government, 
official entities and private sector.) 
]Price: GDP deflator 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Phillips-Perron Unit Root Tests 
Canada 
1973:1 to 1994:2 
With constant 
Levels First Differences 
Variables 
g -6.18 * * -8.06 … 
p -6.50 * * -5.57 … 
e -1.10 -8.27 … 
m -3.56 * * -5.43 … 
c -3.06 * * -5.78 … 
y -1.65 -8.11 … 
i -2.57 -6.20 … 
With constant and wi th trend 
Levels First Differences 
Variables 
g -0.98 -10.84 … 
p -1.04 -8.30 * * * 
e -1.56 -8.27 " * 
m -2.91 -6.15 … 
c -2.63 -6.43 … 
y -1.83 -8.26 … 
i -2.57 -6.16 … 
Notes: 
1. Critical Values of t statistics with constant are -2.58, -2.89 and -3.51 
at 10%, 5% and 1% levels of significance respectively. 
2. Critical Values of t statistics with constant and with trend are -3.15, 
-3.45 and -4.04 at 10%, 5% and 1 % levels of significance respectively. 
3. * reject null hypothesis (unit root ) at 10% level of significance. 
4 * * reject null hypothesis (unit root ) at 5% level of significance. 
5. * * * reject null hypothesis (unit root ) at 1% level of significance. 
75 
TABLE 4 
Phillips-Perron Unit Root Tests 
United Kingdom 
1973:1 to 1994:1 
With constant 
Levels First Differencs 
Variables 
g -4.48 … -6.17 … 
p -5.28 … -4.16 … 
e -1.95 - 7 . 1 8 * H 
m -0.60 -7.83 * * * 
c -0.37 -7.98 … 
y -0.01 -8.68 * * * 
i -2.15 -8.36 * " 
With constant and wi th trend 
Levels First Differences 
Variables 
g -1.96 -7.77 H * 
p -1.46 -6.52 " * 
e -2.14 -7.22 " * 
m -1.67 -7.85 ^ 
c -1.52 -7.98 ^ 
y -2.14 -8.73 … 
i -2.26 -8.53 … 
Notes: 
1 • Critical Values of t statistics with constant are -2.58, -2.89 and -3.51 
at 10%, 5% and 1% levels of significance respectively. 
2. Critical Values of t statistics with constant and with trend are -3.15, 
-3.45 and -4.04 at 10%, 5% and 1% levels of significance respectively. 
3. * reject null hypothesis (unit root ) at 10% level of significance. 
4. * * reject null hypothesis (unit root ) at 5% level of significance. 
5. * * * reject null hypothesis (unit root ) at 1 % level of significance. 
76 
TABLE 5 
Likelihood Ratio Tests for stability of the Time Series 
Country Time Period of the dummy variable Chi-squared statistics 
Canada 1973:1 to 1984:4 15.05 * 
The United Kingdom 1973:1 to 1980:4 28.97 * * 
Notes: 
1. Critical values of the cN-squared statistics wi th degree of freedom equal to 7 are 
14.07 and 18.48 for the 5% and 1 % levels of significance respectively. 
2. * reject null hypothesis at 5% level of significance. 
3. * * reject null hypothesis at 1 % level of significance. 
77 
TABLE 6 
Results ofthe Parameter Estimates 
Canada 
1973:1 to 1994:2 
gt = % 
Pt = 2.83乂 + Ui, 
(3.43) 
e, = -48.52p, +27.36m, -18.34乂 -0.55/,+^3, 
(-0.09) (0.09) (-0.09) (-0.09) 
m, 二 1.0j9, — 322y, + 4.00/, + u^, 
(-0.19) (0.25) 
Ct 二 0.68j^, + 0.46m, + 0.39> ,^ — 0.01/； + u ,^ 
(3.68) (4.65) (3.12) (-0.73) 
y, = l76(g, 一 p,) + 0.63(e, - p,) 一 0.47c, + 0.07ft - p,) + u,, 
(2.83) (1.76) (-1.69) (1.73) 
/, 二-lO.Olg, +17.53j?, +21.19e,+10.62m,-15.09c^, +12.48少,+u，, 
(-2.17) (1.46) (2.23) (1.91) (-2.10) (1.81) 
Note: t-statistics are in parentheses. 
7 8 
TABLE 7 
Results ofthe Parameters Estimated 
United Kingdom 
1973:1 to 1994:1 
gt = ^lt 
Pt = 88.86_y, + u � 
(2.01) 
e! == 3.10几 +1.48y, +0.79i,+u^, 
(2.57) (0.92) (3.58) 
m, = 48.60(g, - p,) + lOp, - 5.52e, - 7.48_y, - 0.60/, + u,, 
(1.07) (-0.86) (-0.54) (-0.48) 
Ct = U9p, -\AAm, + 1.18_y, + 0.04/, + u,, 
(0.77) (-2.91) (1.23) (0.30) 
_y, 二 一1.1 l(g, 一 p,) -1.09(^, 一 p,) + 1.78c, 一 0.24(/, - p,) + u,, 
(-0.75) (-1.27) (2.45) (-1.02) 
/, = -7.68g, +32.11p, +4.29m, -7.94c, +2.80>^, +u,, 
(-1.24) (1.74) (0.80) (-1.28) (0.31) 
Note: t-statistics are in parentheses. 
7 9 
TABLE 8 
Results ofWald Statistics 
Canada 
Hypothesis Wald Statistic 
1) & 3 = ^ = 0 7 0 . 9 0 * * * 
2) ^,3 = a,, = 0 232.06*** 
3) a 6 3 = ^ : 0 207.61*** 
4) ^ = “ 7 5 : 0 163.82*** 
5) 以63二0 25.20*** 
6 ) ^ 二 0 2 1 . 6 1 * * * 
7) a,3 = 0 167.58*** 
8) a , , = 0 148.89*** 
Notes: 
1. Critical Values ofchi-squares statistics with one degree offreedom 
are 2.71, 3.84, 6.63 at 10%, 5% and 1% levels of significance respectively. 
2. Critical Values ofchi-squares statistics with two degree offreedom 
are 4.61, 5.99, 9.21 at 10%, 5% and 1% levels of significance respectively. 
3. * reject null hypothesis at 10% level of significance. 
4. ** reject null hypothesis at 5% level of significance. 
5. * ** reject null hypothesis at 1% level of significance. 
8 0 
TABLE 9 
Results ofWald Statistics 
The United Kingdom 
Hypothesis Wald Statistic 
1) a , 3 = ^ = 0 4 0 . 2 5 * * * 
2) 以65二以75二0 147.36*** 
3 ) ^ = ^ - 0 163.10*** 
4) «43=0 8.26*** 
5) 以63二0 28.90*** 
6) «65 = 0 1 0 1 . 0 0 * * * 
7) a,3=0 35.21*** 
Notes: 
1. Critical Values ofchi-squares statistics with one degree offreedom 
are 2.71, 3.84, 6.63 at 10%, 5% and 1% levels of significance respectively. 
2. Critical Values ofchi-squares statistics with two degree offreedom 
are 4.61, 5.99, 9.21 at 10%, 5% and 1% levels of significance respectively. 
3. * reject null hypothesis at 10% level of significance. 
4. ** reject null hypothesis at 5% level of significance. 





1973:1 to 1994:2 
Proportion of Variance Explained by Shock to: 
Quarter Government Expenditure 
gc p e m c y ‘ 
2 98.75 0.02 0.18 0.01 0.89 0.11 0.05 
4 78.89 3.60 6.60 4.23 1.10 4 .50 1.08 
8 64.81 11.42 5.94 3.48 1.30 8.28 4.77 
12 60.69 11.33 6.25 3.96 1.61 10.93 5.23 
20 59.10 11.25 6.22 4.19 1.92 11.33 6.01 
Proportion of Variance Explained by Shock to: 
Quarter Priee ^ 
gc p e m c y ‘ 
2 13.03 72.27 1.04 0.13 0.03 12.48 1.03 
4 11.14 62.30 1.70 1.32 2.29 11.75 9.50 
8 10.30 56.94 2.16 3.45 2.11 16.28 8.76 
12 9.85 54.64 2.65 3.61 2.80 16.51 9.93 
20 9.67 53.85 2.78 4.07 3.00 16.38 10.26 
Proportion of Variance Explained by Shock to: 
Quarter Exchange Rate 
gc p e m c y ‘ 
2 3.25 9.34 78.82 0.40 3.21 0.00 4.98 
4 3.51 11.43 64.61 5.15 3.82 5.43 6.05 
8 7.26 12.01 55.94 6.16 4.26 5.34 9.04 
12 7.23 12.13 54.06 7.10 4.53 5.73 9.22 
20 7.17 12.19 53.16 7.36 4.71 5.77 9.63 
82 
Proportion of Variance Explained by Shock to: 
Quarter Money • ~ 
gc p e m c y ‘ 
2 1.74 1.27 2.66 82.46 0.31 3.98 7.58 
4 3.92 5.83 2.02 63.40 4.90 8.16 11.77 
8 4.36 5.41 4.85 56.60 6.81 10.60 11.38 
12 4 19 5.56 5.33 54.38 7.48 10.98 12.07 
20 4.21 5.85 5.49 53.58 7.47 10.92 12.48 
Proportion of Variance Explained by Shock to: 
Quarter Credit 
gc p e m c y • 
2 3.20 7.87 10.23 32.90 42.41 3.08 0.33 
4 5 86 8.85 10.44 27.31 39.72 4.23 3.59 
8 5.11 8.35 9.56 24.12 39.96 9.06 3.85 
12 5.05 8.33 9.66 23.84 39.16 9.57 4.38 
20 5.05 8.37 9.74 23.68 38.88 9.52 4.76 
Proportion of Variance Explained by Shock to: 
Quarter QDP 
gc p e m c Y ‘ 
2 3.52 51.15 2.17 1.08 0.05 41.57 0.47 
4 4.19 34.17 1.84 3.29 8.87 29.21 18.44 
8 5.35 30.93 2.96 5.32 13.79 25.27 16.37 
12 5.22 30.49 3.72 5.37 13.88 24.26 17.07 
20 5.08 29.99 3.87 6.22 13.60 23.91 17.32 
Proportion of Variance Explained by Shock to: 
Quarter Interest Rate 
gc p e m c y ‘ 
2 0.04 5.51 3.58 5.67 3.33 10.59 71.28 
4 1.62 7.36 13.13 7.49 4.66 13.01 52.63 
8 2.16 10.78 10.83 10.02 7.91 11.94 46.36 
12 2.26 11.21 12.86 10.67 7.68 11.56 43.77 





1973:1 to 1994:1 
Proportion of Variance Explained by Shock to: 
Quarter Government Expenditure 
gc p e m c Y ‘ 
2 82.96 10.02 1.73 0.61 4.54 0.07 0.07 
4 67.42 10.99 4.46 4.75 6.45 0.44 5.49 
8 54.67 11.30 6.12 5.65 8.91 5.15 8.21 
12 53.38 11.23 7.08 5.98 9.22 5.06 8.05 
20 53.13 11.19 7.19 5.97 9.22 5.25 8.05 
Proportion of Variance Explained by Shock to: 
Quarter Price 
gc P e m c y ‘ 
2 20.57 75.19 0.30 0.22 1.11 2.44 0_17 
4 25.01 57.58 4.15 1.91 2.23 2.67 6.38 
8 23.50 48.08 8.35 2.61 4.48 3.61 9.37 
12 22.83 46.21 9.70 3.48 4.66 3.63 9.48 
20 22.81 45.84 9.81 3.50 4.75 3.78 9.51 
Proportion of Variance Explained by Shock to: 
Quarter Exchange Rate 
gc p e m c y ‘ 
2 1.14 0.50 87.28 6.19 0.94 0.37 3.57 
4 4 43 0.84 82.27 5.89 1.11 0.78 4.67 
8 4.78 4.68 73.22 6.22 4.37 1.82 4.92 
12 5.09 4.87 71.62 6.17 4.60 2.27 5.39 
20 5.19 4.90 71.27 6.15 4.64 2.34 5.50 
84 
Proportion of Variance Explained by Shock to: 
Quarter _ e y 
gc p e m c y ‘ 
2 3.65 0.60 3.21 15.44 76.36 0.30 0.43 
4 3.35 3.61 4.17 19.66 63.76 2.48 2.98 
8 5.14 4.12 6.50 20.24 55.35 4.50 4.16 
12 5.12 4.43 6.68 19.87 54.23 5.42 4.25 
20 5.13 4.46 6.75 19.81 54.04 5.56 4.25 
Proportion of Variance Explained by Shock to: 
Quarter Credit 
gc p e m c y I 
2 2.94 1.44 4.52 1.20 85.40 2.07 2.42 
4 4.83 6.24 3.83 4.84 73.52 4.11 2.62 
8 5.33 6.34 6.44 5.25 69.08 4.63 2.93 
12 5 34 6.50 6.66 5.24 68.02 5.35 2.89 
20 5.34 6.54 6.68 5.24 67.85 5.43 2.91 
Proportion of Variance Explained by Shock to: 
Quarter ^ 
gc P e m c y ‘ 
2 4 14 5.67 3.25 0.32 2.34 83.65 0.63 
4 4 64 7.53 3.46 3.44 4.53 62.60 13.80 
8 4.95 9.12 3.49 3.80 5.77 57.98 14.89 
12 5.09 9.02 5.05 3.86 5.91 57.23 14.85 
20 5.13 9.02 4.14 3.87 6.00 57.03 14.81 
Proportion of Variance Explained by Shock to: 
Quarter Interest Rate 
gc P e m c Y ’ 
2 2.33 0.02 0.68 2.65 0.84 3.91 89.57 
4 2 92 1.64 0.84 2.57 1.40 7.06 83.56 
8 3.57 2.23 1.77 2.56 2.22 6.78 80.86 
12 3.63 2.47 2.04 2.61 2.76 6.96 79.52 
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