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Improved Encoding and Counting of Uniform Hypertrees
Arjun Pitchanathan ∗† Saswata Shannigrahi ‡
Abstract
We consider labeled r-uniform hypertrees having n ≥ r ≥ 2 vertices. The number of
hyperedges in such a hypertree is m = (n − 1)/(r − 1). We show that there are exactly
f(n, r) = (n−1)!n
m−1
(r−1)!mm! r-uniform hypertrees with n vertices labeled with distinct integers. We
also give an encoding scheme that encodes such hypertrees using, on an average, at most
1 + log2 e bits more than log2(f(n, r)).
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1 Introduction
Counting combinatorial structures is an interesting area of research in graph theory. One of the
earliest results in this area was given by Cayley [1] who showed that the number of labeled trees
on n vertices, where each vertex is labeled with a distinct integer, is nn−2. Pru¨fer [8] gave an
encoding that can represent such trees using n − 2 integers in the range [0, n − 1] if the vertices
are labeled with distinct integers in the range [0, n − 1]. In this paper, we study a generalization
of this problem to that of counting and encoding uniform hypertrees. Shannigrahi and Pal [12]
gave an encoding scheme for r-uniform hypertrees with n ≥ r ≥ 2 vertices, where each vertex is
labeled with a distinct integer in the range [0, n− 1]. They also gave an upper bound nn−2−g(n,r)
(r−1)m(r−2)
on the number of such hypertrees, where m = (n − 1)/(r − 1) is the number of hyperedges in
the hypertree and g(n, r) is a lower bound on the number of trees with maximum vertex degree
exceeding (r− 1) +m− 2. In this paper, we improve this to show that the exact number of such
hypertrees is f(n, r) = (n−1)!n
m−1
(r−1)!mm! . We also give an encoding scheme that encodes such hypertrees
using, on an average, at most 1 + log2 e bits more than log2(f(n, r)).
Let us introduce some definitions and notations. Let [a, b] denote the set {a, a+1, . . . b}. Given
a totally ordered set S containing distinct elements, we say that the rank of an element x ∈ S
is the number of elements in S that precede x. The element that precedes all other elements in
the set is called the smallest element in the set. The element having rank i − 1 is called the ith
smallest element in the set. We use C(n, k) to denote
(
n
k
)
.
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Let V = {v0, v1, . . . vn−1} be a set of n vertices and E = {E1, E2, . . . Em} be a set of m hyper-
edges, where Ei ⊆ V for all i ∈ [1,m]. Then, the set system H = (V,E) is called a hypergraph.
An r-uniform hypergraph is a hypergraph in which every hyperedge contains exactly r vertices.
A sequence 〈v1, E1, v2, E2, . . . vk, Ek, vk+1〉 is called a hyperpath from v1 ∈ V to vk+1 ∈ V if
all the vertices vi ∈ V and all the hyperedges Ei ∈ E are distinct, and Ei contains both vi and
vi+1 for all i ∈ [1, k]. Two hyperpaths are considered distinct if the corresponding sequences are
distinct, i.e., one of the sequences contains a vertex or a hyperedge that is not present in the other
sequence at that position. A hypergraph is called a hypertree if there is exactly one hyperpath
between every pair of vertices [12]. Note that any two hyperedges in a hypertree can share at
most one vertex. Note that there is no isolated vertex in V , i.e., each vertex belongs to at least
one hyperedge in E. In this paper, the vertices in V are labeled with distinct integers in the range
[0, n − 1], where the vertex vi is given the label i.
For r-uniform hypertrees, it holds that n = 1 + m(r − 1), as shown in [13]. This can be
proved by a simple inductive argument. The property trivially holds for hypertrees having one
hyperedge. Let us assume that the property holds for r-uniform hypertrees having less than m
hyperedges. Consider an r-uniform hypertree having m hyperedges and n vertices. Note that
there exists at least one hyperedge that has a vertex in common with only one other hyperedge
in H [12]. If we remove this hyperedge, we get an r-uniform hypertree having n− (r− 1) vertices
and m − 1 hyperedges. Therefore, we have n − (r − 1) = 1 + (m − 1)(r − 1), which implies the
property.
2 Encoding, Decoding and Counting
In this section, we describe an encoding scheme for r-uniform hypertrees having n vertices labeled
with distinct integers and show the number of such hypertrees to be (n−1)!n
m−1
(r−1)!mm! . Let us introduce
some more definitions and notations that would be used in the encoding scheme. We construct a
new hypertree H ′ from H having the same set of vertices V and an augmented set of hyperedges
E′ = E ∪{E0}, where E0 = {v0}. Let S0 = {E0}. For i ≥ 1, let Si be the family of hyperedges in
E having a common vertex with some hyperedge in Si−1 and not belonging to Sj for any j < i.
Note that S1 is the family of hyperedges containing the vertex v0. For each hyperedge Ek ∈ Si
for any i ≥ 1, let Epk ∈ E′ be the hyperedge in Si−1 with which Ek has a common vertex. We
call Epk the parent of Ek, where pk is the index of the parent of Ek. Note that each hyperedge
has a unique parent, i.e., a hyperedge in Si shares a vertex with exactly one hyperedge in Si−1.
Let ck be the common vertex Ek has with its parent for all k ∈ [1,m]. Let αk = Ek \ {ck} for
all k ∈ [1,m] and define α0 = {v0}. We define an ordering among the vertices in V as follows.
We say that vi ≺ vj (vi precedes vj) if the label of vi is smaller than the label of vj, i.e., if i < j.
Note that |αk| = r− 1 for all k ∈ [1,m]. Let α = {α1, . . . αm}. Note that α represents a partition
of V \ {v0} into m sets, each of cardinality r − 1. Let us define an ordering among the sets in
α ∪ {α0}, where αi ≺ αj if the smallest vertex in αi precedes the smallest vertex in αj. Let
lk ∈ [0,m] for all k ∈ [0,m] be the rank of αk in α ∪ {α0}. For all i ∈ [0,m], let αti be the set in
α∪ {α0} having rank i, where ti is the index of the element in α∪ {α0} having rank i. Note that
ck ∈ αpk for all k ∈ [1,m]. Let sk be the rank of ck in αpk for all k ∈ [1,m], and let s = 〈st1 , . . . stm〉.
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Let us construct a labeled tree T with vertices {u0, . . . um} where the vertex ui in T corresponds
to the hyperedge Ei ∈ E′. The vertex uk is given label lk for all k ∈ [0,m]. A pair of vertices ui
and uj are connected by an edge if and only if either Ei is the parent of Ej or Ej is the parent of Ei.
For clarity, let us consider an example. LetH be a 3-uniform hypertree having V = {v0, . . . v10}
and E = {E1, E2, E3, E4, E5}, where E1 = {v0, v9, v10}, E2 = {v0, v7, v8}, E3 = {v8, v5, v6},
E4 = {v8, v3, v4}, E5 = {v3, v1, v2}. As defined earlier, E0 = {v0} and S0 = {E0}. We have
S1 = {E1, E2}, S2 = {E3, E4}, S3 = {E5}. Hence, we have p1 = 0, p2 = 0, p3 = 2, p4 = 2,
p5 = 4, and c1 = v0, c2 = v0, c3 = v8, c4 = v8, c5 = v3. Therefore, α1 = {v9, v10}, α2 = {v7, v8},
α3 = {v5, v6}, α4 = {v3, v4}, α5 = {v1, v2}, and s1 = 0, s2 = 0, s3 = 1, s4 = 1, s5 = 0. As
defined earlier, we have α0 = {v0}. As per the ordering, we have α0 ≺ α5 ≺ α4 ≺ α3 ≺ α2 ≺ α1.
Therefore, t0 = 0, t1 = 5, t2 = 4, t3 = 3, t4 = 2, t5 = 1. The sequence s is then given by
s = 〈st1 , st2 , st3 , st4 , st5〉 = 〈s5, s4, s3, s2, s1〉 = 〈0, 1, 1, 0, 0〉.
2.1 Encoding
The hypertree H is encoded by the set α, the tree T and the sequence s. We encode the elements
of α in increasing order as per the ordering defined earlier. For all i ∈ [1,m], let vmini be the
smallest vertex in αti and let βti = αti \ {vmini}. We encode αti by listing the labels of the
elements of βti . We do not include vmini in the encoding since we know that the smallest vertex
of αti is the smallest vertex in V \{v0} that does not belong to αtj for any j < i. Thus, we encode
α using n −m − 1 integers in the range [1, n − 1]. We encode T by its Pru¨fer code using m− 1
integers in the range [0,m], using the algorithm of Chen and Wang [2].
Finally, we encode s by listing its elements sequentially. Note that αpk = α0 = {v0} for a
hyperedge Ek ∈ S1. Therefore, ck = v0 for these hyperedges, which implies that sk = 0. If we
know T , we know pk for all k ∈ [1,m] and hence know which hyperedges belong to S1. This
is sufficient to know that sk = 0 for each of these hyperedges. Hence, we list sk only for those
hyperedges that are not in S1. We call these the useful elements of s. Thus, we encode s using
m− |S1| integers in the range [0, r − 2].
Time Complexity. Let us describe a linear time algorithm to find the parent of each hyper-
edge in E. We can do this by an algorithm similar to breadth-first search (pages 594-602 in [3]).
We first precompute, for each vertex in V , the list of hyperedges in E′ containing that vertex.
This takes O(mr) = O(n) time. We maintain a queue of hyperedges. Initially, we push the
hyperedge E0 into the queue. We perform m+ 1 steps. At the i
th step, let Ek be the hyperedge
at the front of the queue. We remove Ek from the queue. Let F be the set of all hyperedges
Ej 6= Ek that have a vertex in Ek. If Ek = E0, we push all hyperedges Ej ∈ F into the queue. If
Ek 6= E0, we push all hyperedges Ej ∈ F such that Ej 6= Epk into the queue. We set Epj to be
Ek and accordingly set cj and αj . In this way, we find ck, αk, and Epk for each hyperedge Ek.
The algorithm takes a total of O(mr) = O(n) time since each hyperedge is visited exactly once
and the list of hyperedges containing each vertex is visited exactly once as well.
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We can sort α in O(n) time using counting sort (pages 75-80 in [6]). The algorithm of Chen
and Wang [2] computes the encoding of T in O(m) time, and we can list the useful elements of s
in O(mr) = O(n) time. So, the encoding algorithm takes a total of O(n+m) = O(n) time.
2.2 Decoding
We decode α in m steps. In the ith (1 ≤ i ≤ m) step, we know that vmini is the smallest vertex
in V \ {v0} that does not belong to αtj for any j < i. The next r − 2 integers from the encoding
represent βti . We set αti to be βti ∪ {vmini}. After performing these steps, we know α.
We decode T from its Pru¨fer code using the algorithm of Chen and Wang [2]. After finding
T , we perform a breadth-first search (pages 594-602 in [3]) starting at the vertex in T labeled 0.
For all k ∈ [1,m] we store pk, the label of the parent of the vertex labeled k in the breadth-first
search tree.
We decode s by performing m steps. In the ith (1 ≤ i ≤ m) step, let k = ti. We set sk = 0
if pk = 0. Otherwise, we set sk to be the next number in the encoding of s. We find ck, which
is the element in αpk having rank sk. Finally, we set Ek = {ck} ∪ αk. After completing these m
steps, we know the set of hyperedges E. This completes the decoding.
We show that every (α, T, s) tuple corresponds to an r-uniform hypertree having n vertices la-
beled with distinct integers. Let H be the hypergraph obtained after decoding this tuple. Clearly,
each hyperedge has r vertices since we obtain Ek = {ck} ∪ αk where |αk| = r − 1. Therefore, H
is an r-uniform hypergraph. Consider the tree obtained by performing a breadth-first search on
T starting at u0. Each vertex in this tree corresponds to a hyperedge. Let Ei be the hyperedge
corresponding to the vertex ui. Note that any two hyperedges Ei and Ej share at most one
vertex. Consider two vertices ui and uj. If one of ui and uj is the parent of the other, then
Ei and Ej share a vertex. Otherwise, if ui and uj have the same parent in the breadth-first
search tree, let up be the shared parent. Then, Ei, Ej and Ep share a single vertex. If neither
of these conditions holds, then Ei and Ej do not share a vertex. Therefore, since T is a tree,
there is exactly one hyperpath between any two vertices inH. Hence, H is an r-uniform hypertree.
Time Complexity. When decoding α, we have to find the smallest unused vertex before
decoding each αti . To do this, we maintain a boolean array that stores the vertices that have
not yet been used. To find the smallest unused vertex, we only have to start searching from
vmini−1 . This is because we know that vmini ≥ vmini−1 . Thus, we perform only one pass over
this array during the entire execution of the decoding algorithm and we decode α in O(n) time.
The algorithm of Chen and Wang [2] decodes the Pru¨fer code in O(m) time, and we perform a
breadth-first search (pages 594-602 in [3]) on T in O(m) time. We decode s in O(m) time. Once
we have α and s, we find ck for all k ∈ [1,m] in a total of O(mr) = O(n) time. We then find
Ek = {ck} ∪ αk for all k ∈ [1,m] in a total of O(mr) = O(n) time. Thus, the time complexity of
the decoding algorithm is O(n).
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2.3 Counting
Let us find an expression for f(n, r), the number of r-uniform hypertrees having n vertices labeled
with distinct integers. Since there is a bijection between the encodings and the hypertrees, we
find f(n, r) by counting the number of possible encodings. Let us count the number of possibil-
ities for α, which is a partition of V \ {v0} into m equal sets of cardinality r − 1 each. We can
construct such a partition by generating a permutation of V \ {v0} and assigning the first r − 1
vertices to α1, the next r − 1 vertices to α2 and so on. Since each αk (1 ≤ k ≤ m) is a set, the
ordering of the elements within each of them does not matter. Since α is also a set, the ordering
among its elements does not matter either. Therefore, the number of possibilities for α is (n−1)!(r−1)!mm! .
Let us count the number of possibilities for (T, s). Let d be the degree of the vertex in T
labeled 0. Since |S1| = d, there are (r − 1)m−d possibilities for the sequence s. Moreover, there
are h(m+1, d) possibilities for T , where h(m+1, d) is the number of trees having m+1 vertices
labeled with distinct integers in the range [0,m] such that the degree of the vertex labeled 0 is
d. Let us compute an expression for h(m+ 1, d). If a vertex has degree d in a tree, then its label
occurs exactly d − 1 times in the Pru¨fer sequence of that tree [4]. Let us count the number of
possible Pru¨fer sequences satisfying this constraint. We fix d− 1 positions of the Pru¨fer sequence
to be 0, and let the remaining positions take any value in [1,m]. Hence we obtain the following
equation, as given in [4].
h(m+ 1, d) =
(
m− 1
d− 1
)
mm−d (1)
The total number of r-uniform hypertrees having n vertices is the number of possibilities for α
multiplied by the number of possibilities for (T, s) for a given d, summed over all d. Therefore,
we calculate f(n, r) as follows.
f(n, r) =
m∑
d=1
h(m+ 1, d)
(n − 1)!(r − 1)m−d
(r − 1)!mm!
=
m∑
d=1
(
m− 1
d− 1
)
mm−d(n− 1)!(r − 1)m−d
(r − 1)!mm! (2)
=
mm(n− 1)!(r − 1)m
(r − 1)!mm!
m∑
d=1
(
m−1
d−1
)
(n− 1)d (3)
=
mm(n− 1)!(r − 1)m
(r − 1)!mm! ·
nm−1
(n− 1)m
=
(n − 1)!nm−1
(r − 1)!mm! (4)
In the above calculation, we obtain (2) by substituting the value of h(m+ 1, d) from (1). We use
the equality m(r − 1) = n− 1 to obtain (3) and (4).
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3 An Optimal Encoding Scheme
The number of possibilities for α is (n−1)!(r−1)!mm! . Therefore, an optimal encoding scheme for α would,
on an average, use log2
(
(n−1)!
(r−1)!mm!
)
bits. Since the number of possibilities for H is (n−1)!n
m−1
(r−1)!mm! , an
optimal encoding scheme for H would, on an average, use log2
(
(n−1)!nm−1
(r−1)!mm!
)
bits. Therefore, an
optimal encoding scheme for the tuple (T, s) would, on an average, use log2(n
m−1) = (m−1) log2 n
bits.
First, we will show that the encoding scheme for (T, s) uses, on an average, log2 e bits more
than that used by an optimal encoding for (T, s). Since T is encoded using m− 1 integers in the
range [0,m], it can be encoded using (m−1) log2(m+1) bits. As before, let d be the degree of the
vertex in T having label 0. Then, s can be encoded using m−d integers in the range [0, r−2]. So,
it can be encoded using (m−d) log2(r−1) bits. The average number of bits used by the encoding
scheme is then given by (m− 1) log2(m + 1) + (m− E[d]) log2(r − 1), where E[d] is the average
value of d over all r-uniform hypertrees having n vertices. We find an expression for E[d] as follows.
E[d] =
m∑
d=1
d
(
m− 1
d− 1
)
mm−d(n− 1)!(r − 1)m−d
(r − 1)!mm!
f(n, r)
=
m∑
d=1
d
(
m− 1
d− 1
)
mm−d(n− 1)!(r − 1)m−d
(r − 1)!mm!
(n − 1)!nm−1
(r − 1)!mm!
(5)
=
(n− 1)m
nm−1
m∑
d=1
d
(
m−1
d−1
)
(n− 1)d (6)
=
(n− 1)m
nm−1
· n
m−2(n +m− 1)
(n− 1)m (7)
=
n+m− 1
n
=
mr
n
(8)
In the above calculation, we obtain (5) by substituting the value of f(n, r) from (4). We obtain
(7) by using the fact that (d− 1)C(m− 1, d− 1) = (m− 1)C(m− 2, d− 2). We use the equality
n − 1 = m(r − 1) to obtain (6) and (8). So, the average number of bits used to encode (T, s)
is (m − 1) log2(m) + (m − 1)n−1n log2(r − 1). The number of bits used by an optimal encoding
scheme is (m− 1) log2 n. The difference between these two quantities is given by
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[
(m− 1) log2(m+ 1) + (m− 1)
n − 1
n
log2(r − 1)
]− (m− 1) log2 n
≤ (m− 1)[ log2((m+ 1)(r − 1))− log2 n] (9)
= (m− 1) log2
(
n+ r − 2
n
)
=
n− r
r − 1 log2
(
n+ r − 2
n
)
=
1
r − 1 log2
((
n+ r − 2
n
)n−r)
≤ 1
r − 1 log2
(
lim
n→∞
(
1 +
r − 2
n
)n−r)
(10)
≤ 1
r − 1 log2
(
lim
n→∞
(
1 +
r − 2
n
)n)
=
r − 2
r − 1 log2 e (11)
≤ log2 e,
where we obtain (9) by using the fact that (n − 1)/n ≤ 1. To obtain (10), we use the fact that
(1 + (r − 2)/n)n increases with n for any fixed r. We solve the limit (page 64 of [10]) to obtain
(11). Thus, the encoding scheme for (T, s) uses, on an average, log2 e bits more than that used
by an optimal encoding.
3.1 An Optimal Encoding Scheme for α
As noted above, an optimal encoding scheme for α would use, on an average, log2
(
(n−1)!
((r−1)!)m m!
)
bits. We know by Stirling’s approximation [9] that
√
2pinn+0.5e−n ≤ n! ≤ enn+0.5e−n. Therefore,
we find an upper bound on the average number of bits used by an optimal encoding scheme for
α as follows.
log2
(
(n− 1)!
((r − 1)!)mm!
)
≤ log2
(
e(n − 1)n−1+0.5e−(n−1)
(
√
2pi)m(r − 1)m[(r−1)+0.5]e−m(r−1)√2pimm+0.5e−m
)
= log2
(
em+1mn−1(n− 1)0.5
(
√
2pi)m+1(r − 1)0.5mmm+0.5
)
= log2
(
em+1mn−m−1
(
√
2pi)m+1(r − 1)0.5(m−1)
)
= (n−m− 1) log2(m) + (m+ 1) log2
(
e√
2pi
)
− 0.5(m− 1) log2(r − 1)
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The encoding scheme we have given for α uses (n −m − 1) log2(n − 2) bits. The difference
between this and the average number of bits used by an optimal encoding scheme is lower bounded
by
(n−m− 1) log2(n− 2)−
[
(n−m− 1) log2(m) + (m+ 1) log2
(
e√
2pi
)
− 0.5(m− 1) log2(r − 1)
]
= (n−m− 1) log2
(
(n− 2)(r − 1)
n− 1
)
− (m+ 1) log2
(
e√
2pi
)
+ 0.5(m − 1) log2(r − 1)
= (n−m− 1) log2
(
(n− 2)(r − 1)
n− 1
)
+ 0.5m log2
(
2pi(r − 1)
e2
)
− 0.5 log2
(
e2(r − 1)
2pi
)
.
For any fixed r ≥ 3, we observe that this quantity is Ω(n). We show that the encoding scheme
for α can be made optimal, at the cost of increasing the running time. In the encoding algorithm
given in Section 2.1, we encode βti by simply listing out its vertices. We can do better, as follows.
Let P1 = {v1, . . . vn−1} and Pi = Pi−1 \ αti−1 for all i ∈ [2,m]. Then, αti ⊆ Pi and βti is
an (r − 2)-subset of P ′i = Pi \ {vmini}. Note that |P ′i | = n − 2 − i(r − 1). As a result, βti can
be encoded optimally using log2(C(|P ′i |, r − 2)) = log2(C(n − 2 − i(r − 1), r − 2)) bits by the
combinatorial number system (page 360 in [7]). The combinatorial number system maps βti to
the integer Ni =
(
c1
1
)
+
(
c2
2
) · · · + (cr−2
r−2
)
where ci is the rank of the i
th smallest vertex of βti
in P ′i . Note that 0 ≤ c1 < c2 · · · < cr−2 < n − 2 − i(r − 1), and
(
p
q
)
is considered to be 0 if
p < q. We call the sequence 〈cr−2, cr−3, . . . c1〉 the combinatorial representation of Ni. Given Ni,
its combinatorial representation can be decoded by recursively finding the largest integer ck such
that
(
ck
k
) ≤ Ni − (cr−2r−2)− (cr−3r−3) · · · − (ck+1k+1).
Time Complexity. Using
(
p
q
)
=
∏q
i=1(p − q + i)/i, we compute each Ni using O(r) mul-
tiplications of O(r log n)-bit numbers. Since we compute Ni for m values of i, the overall time
complexity is O(mrM(r log n)) where M(k) denotes the time complexity of multiplying two k-bit
integers. Since M(k) = O(k log(k) log(log k)) [11] and r ≤ n, this encoding algorithm for α takes
O(n2 log(n) log(n log n) log(log(n log n))) = O˜(n2) time.
We decode the combinatorial representation of Ni using the method mentioned above. We
use binary search to find the largest ck. Since this method requires O(r log n) multiplications of
O(r log n)-bit integers, α can be decoded in O(n2 log2(n) log(n log n) log(log(n log n))) = O˜(n2)
time.
3.2 Optimality of the Encoding Scheme
We first show the optimality of the encoding scheme for α. Since the encoding scheme for αi uses
log2(C(n− 2− i(r − 1), r − 2)) bits, the total number of bits taken to encode α is
8
m−1∑
i=0
log2
((
n− 2− i(r − 1)
r − 2
))
= log2
(
m−1∏
i=0
(
n− 2− i(r − 1)
r − 2
))
= log2
(
(n− 1)!
((r − 2)!)m∏m−1i=0 [(n− 1)− i(r − 1)]
)
= log2
(
(n− 1)!
((r − 2)!)m∏m−1i=0 [(r − 1)(m− i)]
)
= log2
(
(n− 1)!
((r − 1)!)m m!
)
,
which is the average number of bits that an optimal encoding scheme for α would use.
Note that the encoding for H consists of the encodings for α, T and s. The encoding for α is
a sequence Iα of m integers, the i
th (1 ≤ i ≤ m) of which lies in the range [0, C(n− 2− (i− 1)(r−
1), r − 2) − 1]. The encoding for T is a sequence IT of m − 1 integers, each in the range [0,m].
Finally, the encoding for s is a sequence Is of m − d integers, each in the range [0, r − 2]. Note
that representing an integer in the range [0, k − 1] takes ⌈log2 k⌉ bits. Therefore, there could be
a wastage of up to m+ (m− 1) + (m− d) bits due to the ceilings here.
We avoid this wastage by using a radix conversion, defined as follows. Assume we have a
sequence of k integers 〈x1, . . . xk〉, where xi ∈ [0, ai − 1]. This sequence can be encoded into a
single integer Ak, defined by the recurrence relation Ai = xi + aiAi−1 with the base case A0 = 0.
We can compute this in O(M(log2 a1) +M(log2(a1a2)) · · · +M(log2(a1a2 . . . ak))) time. So, we
encode Iα in O(M(r log n) +M(2r log n) · · · +M(mr log n)) = O˜(n2) time. Similarly, we encode
IT in O(mM(m logm)) = O˜(n
2) time and Is in O((m− d)M((m− d) log(r − 2))) = O˜(n2) time.
We can decode in the same time complexity since division of two k-bit integers can also be done
in O(M(k)) time (page 311 of [5]).
Let the encoding of Iα, IT and Is be xα, xT and xs, respectively. Since d ≥ 1, we have
xs < (r−1)m−d ≤ (r−1)m−1. Let us define xsT = xs+(r−1)m−1xT . Note that xT < (m+1)m−1,
and therefore xsT ∈ [0, (m+1)m−1(r− 1)m−1− 1]. Therefore, we can encode (T, s) by the integer
xsT using (m− 1) log2((m+1)(r− 1)) bits. The difference between this quantity and the number
of bits used by an optimal encoding scheme for (T, s) is given by (9). Therefore, this difference is
upper bounded by log2 e.
We can further encode xH = xsT+(m+1)
m−1(r−1)m−1xα. Thus, we encode H by the integer
xH . Since this is a single integer, we waste at most 1 bit due to the ceiling here. Therefore, the total
number of bits used is at most 1+ log2 e more than the theoretical optimum of log2
(
(n−1)!nm−1
(r−1)!mm!
)
.
Note that xα <
(n−1)!
(r−1)!mm! . We can compute (r− 1)m−1 and (r− 1)m−1(m+1)m−1 in O˜(n2) time.
Therefore, we can compute xsT and xH in O˜(n
2) time since this involves a constant number of
multiplications of numbers of size O(n log n). Also, we can decode xsT and xH in O˜(n
2) time
since division can be done in O(M(k)) time (page 311 of [5]). Thus, the encoding and decoding
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algorithms both take O˜(n2) time.
4 Conclusion
In this paper, we show the exact value of f(n, r) and provide O˜(n2) time encoding and decoding
algorithms for an r-uniform hypertree with n vertices. The algorithm uses, on an average, at
most O(1) bits more than the theoretically best possible encoding scheme. However, it would be
interesting to obtain faster encoding and decoding algorithms for this problem.
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