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Abstract—Enabling ultra-reliable low latency communications
(uRLLC) in 5G wireless networks creates challenging design
requirements, particularly on the air-interface. The stringent
latency and reliability targets require enhancements at different
layers of the protocol stack. On the other hand, the parallel
redundancy protocol (PRP), wherein each data packet is du-
plicated and transmitted concurrently over two independent
networks, provides a simple solution for improving reliability
and reducing latency in wireless networks. PRP can be realized
in cellular networks through the dual connectivity (DC) solution.
Recently, 3GPP has introduced packet duplication functionality
in 5G wireless networks. To this end, this paper provides an
overview of the packet duplication functionality in 5G, in light of
recent developments within 3GPP, and also highlights the related
technical challenges.
Index Terms—3GPP, 5G, NR, LTE-A, uRLLC, dual connec-
tivity, PRP, packet duplication, RLC, MAC, PDCP, RRC.
I. INTRODUCTION
5G wireless networks are expected to enable a range of usecases across different vertical industries. According to the
International Telecommunication Union (ITU) [1], such use
cases can be broadly classified into three main service cate-
gories: enhanced mobile broadband (eMBB), massive machine
type communications (mMTC), and ultra-reliable low latency
communications (uRLLC). Based on these service categories,
the Third Generation Partnership Project (3GPP) has recently
identified the deployment scenarios and service requirements
for next generation access technologies [2]. Among the three
service categories, the most challenging design requirements
arise for uRLLC, which encompasses critical applications like
the Tactile Internet [3]. This is due to the stringent latency
and reliability targets which become particularly difficult to
achieve considering the inherent trade-off between latency and
reliability. Current 5G standardization activities reveal that the
overall 5G radio access solution would consist of evolved
long term evolution (LTE) radio access, complemented with
backward-compatible enhancements, and New Radio (NR)
access technology operating in new spectrum bands.
On the other hand, dual connectivity (DC), introduced in
Release 12 of 3GPP specifications [4], allows a user to be
simultaneously served by two different base stations, operating
on different carrier frequencies, and connected via a non-ideal
backhaul. Multi-connectivity extends the DC principle in the
form of simultaneous connectivity to different radio access
technologies (RATs). DC primarily aims at improving per-user
throughput and mobility robustness; however, it can potentially
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be exploited to improve the resilience of wireless transmis-
sions. DC would be crucial in supporting tight interworking
between LTE and NR access technologies.
The design of air-interface is unarguably the most chal-
lenging aspect of enabling uRLLC over 5G wireless net-
works. In order to fulfil the stringent latency and reliability
requirements, optimizations and enhancements are required
at different layers of the air-interface protocol stack. To sup-
port uRLLC, a number of air-interface design characteristics,
such as scaling of orthogonal frequency division multiplexing
(OFDM) numerology, shortening of transmission time interval
(TTI), optimization of user plane and control plane protocols,
will come into play. The parallel redundancy protocol (PRP),
as specified in IEC 62439-3 [5], is particularly attractive
for uRLLC. In PRP, every data packet is duplicated and
transmitted concurrently over two independent networks. Such
packet duplication provides seamless redundancy that not only
improves reliability but also reduces latency in communication
by alleviating the need for retransmissions. Recently, 3GPP has
introduced packet duplication functionality for 5G radio access
as part of Release 15 [6]. With DC and packet duplication,
it becomes possible to realize PRP-like functionality in 5G
wireless networks.
To this end, the main focus of this article is packet du-
plication functionality in 5G wireless networks, in light of
recent 3GPP Release 15 standardization activities. The key
contributions are summarized as follows.
• We trace the evolution of packet duplication in wireless
networks and provide a detailed description of packet
duplication functionality in 5G.
• We evaluate the performance of packet duplication in
different scenarios through system-level simulations.
• We highlight key technical challenges that arise by en-
abling packet duplication in 5G.
II. EVOLUTION OF PACKET DUPLICATION
The concept of packet duplication was first introduced in
IEC 62439-3 specifications, in the form of PRP, to provide
a certain degree of fault tolerance in industrial Ethernet
networks. In case of PRP, every node is connected to two
distinct networks. A source node employing PRP duplicates
and transmits every data packet over two independent net-
works. The first copy that arrives at a destination node is
retained whereas the second copy is discarded. PRP guarantees
high availability for industrial Ethernet networks and provides
seamless switchover and recovery in case of network failure.
This concept of PRP illustrated in Fig. 1 where a node
is attached to two networks. A redundancy box takes care
ar
X
iv
:1
80
4.
01
05
8v
2 
 [c
s.N
I] 
 29
 M
ay
 20
19
IEEE COMMUNICATIONS STANDARDS MAGAZINE – ACCEPTED FOR PUBLICATION 2
Packet Duplication
(Source)
Network B
Network A
3 2
3
3 2
3 2
3 2
2
Packet Elimination
(Destination)
Fig. 1. Illustration of the PRP concept. Note that if a packet is lost over one
network, it can still be recovered from the second network.
of duplicating packets at the transmitter side and removing
duplicates at the receiver side.
PRP is particularly attractive for wireless environments as
it provides a simple and robust solution to compensate for
the effects of interference and small-scale disruptions due
to which wireless networks are generally deemed unreliable.
PRP provides seamless redundancy that improves reliability
(and reduces latency) as packets are lost (or retransmitted)
only when they are dropped on both networks. The concept
of PRP can be applied to a range of wireless technologies.
Recently, Cena et al. [7] proposed Wi-Red which is essentially
seamless redundancy, as defined by PRP, applied to Wi-
Fi networks. Similarly, Papadopoulos et al. [8] developed
Leapfrog Collaboration which applies the PRP principle in
the form of parallel transmissions over two paths in case
of 6TiSCH wireless networks. While PRP is under active
investigation for different industrial wireless applications, its
use in mobile/cellular networks is still at a nascent stage.
III. BACKGROUND AND PRELIMINARIES
A. Architecture and Protocol Stack
The LTE radio access network (RAN), known as evolved
universal terrestrial RAN (E-UTRAN), consists of the user
equipment (UE), the evolved Node B (eNB), and the air-
interface (E-UTRA). The eNBs are interconnected with each
other by means of the X2 interface. The eNBs are connected
by means of the S1 interface to the evolved packet core (EPC),
more specifically to the serving gateway (S-GW) over the S1-
U interface and to the mobility management entity over the
S1-MME interface.
The system architecture for next generation RAN (NG-
RAN) [9] is shown in Fig. 2a. The NG-RAN consists of the
UE, the next generation Node B (gNB), and the air-interface
which is termed as NG-RA. The gNBs are interconnected by
means of the Xn interface. The gNBs are also connected by
means of the NG interface to the next generation core (NGC),
more specifically to the access and mobility management
function (AMF) over the N2 interface and to the user plane
function (UPF) over the N3 interface.
The user plane protocol stack for NR consists of the physical
(PHY), medium access control (MAC), radio link control
(RLC), and the packet data convergence protocol (PDCP)
layers. In addition, a new access stratum (AS) layer has been
introduced above PDCP. The key functionalities of different
layers are described as follows.
• PHY – The PHY layer transmits all information from
MAC transport channels over the air-interface and han-
dles different functions such as power control, link adap-
tation and cell search.
• MAC – The MAC layer provides mapping between
logical channels and transport channels, and handles
multiplexing/demultiplexing of RLC PDUs1, scheduling
information reporting, error correction, priority handling
between UEs, transport format selection, etc.
• RLC – The main functions of the RLC layer include
transfer of upper layer PDUs according to transmission
modes, error correction, sequence numbering, segmenta-
tion and re-segmentation, etc.
• PDCP – The PDCP layer handles transfer of user data,
header compression, sequence numbering, duplication
detection, packet duplication, etc.
• New AS – The new AS layer, which is termed as
service data adaptation protocol (SDAP), mainly handles
mapping between a QoS flow and a data radio bearer.
In the control plane, PHY, MAC, and RLC layers perform
the same functions as for the user plane. The PDCP layer
performs ciphering and integrity protection. The control plane
further consists of radio resource control (RRC) and non-
access stratum (NAS) layers as described below.
• RRC – The main functions of RRC layer include estab-
lishment, configuration, maintenance, and release of data
radio and signaling radio bearers, addition, modification,
and release of DC, broadcast of system information,
mobility handling, etc.
• NAS – The NAS layer mainly handles connection/session
management functions between the UE and the NGC.
B. Dual Connectivity
For the sake of describing the DC solution, we consider
an LTE scenario and adopt the LTE terminology. With DC, a
UE is simultaneously connected to two different base stations:
a master eNB (MeNB) and a secondary eNB (SeNB). The
MeNB and the SeNB are connected via a non-ideal backhaul
and operate on different carrier frequencies. The group of
serving cells associated with the MeNB and the SeNB is
termed as master cell group (MCG) and secondary cell group
(SCG), respectively. DC is only applicable to UEs in RRC
connected mode. A DC-enabled UE has two identities: one
C-RNTI in the MCG and another C-RNTI in the SCG. In
case of DC, three different options can be distinguished for
splitting of user plane data [4].
• Option 1 – User plane data is split in the core network,
i.e., S1-U interface terminates in both the MeNB and
the SeNB. In this case both eNBs have independent user
plane connections towards the S-GW.
• Option 2 – User plane data is split in the RAN, i.e., S1-
U interface terminates in the MeNB only without bearer
split in the RAN. In this case only the MeNB has a user
plane connection towards the S-GW.
• Option 3 – User plane data is split in the RAN, i.e., S1-U
interface terminates in the MeNB only with bearer split
1PDU stands for protocol data unit and consists of upper layer service data
unit (SDU) and the header. For example, MAC PDU = MAC SDU (RLC
PDU) + MAC Header.
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Fig. 2. (a) Overall system architecture for 5G-NR with respective LTE counterparts. The user plane and control plane protocol stack for 5G-NR is also shown.
(b) User plane data splitting options in DC and the protocol stack for different DC architectures.
in the RAN. Unlike Option 2, in this case packet-level
split of user data is possible, i.e., data from one radio
bearer can be transmitted from both eNBs.
These options are illustrated in Fig. 2b. Based on these
options, 3GPP has identified several user plane architectures
for DC. These architecture include 1A, 2A, 2B, 2C, 2D, 3A,
3B, 3C, and 3D [4]. Here the numbers 1, 2, and 3 correspond
to the three options discussed above and the alphabets A, B, C,
and D correspond to independent PDCPs, master-slave PDCPs,
independent RLCs, and master-slave RLCs, respectively. For
realizing the DC solution, 3GPP has also standardized three
different types of radio bearers: (i) MCG bearers (radio bearers
served by the MeNB alone), (ii) SCG bearers (radio bearers
served by the SeNB alone), and (iii) split bearers (radio bearers
served by both the MeNB and the SeNB). In Release 12,
3GPP has agreed to support both 1A and 3C architectures for
DC in the downlink and only 1A architecture in the uplink.
The support for bearer split in the uplink has been agreed
in Release 13. From a control plane perspective, the MeNB
is responsible for maintaining the RRC connection of a UE.
The control plane connection towards the MME is always
terminated in the MeNB. For a detailed description of DC,
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interested readers are referred to [4], [10]. Note that, DC can
be realized in LTE-LTE, NR-NR, and LTE-NR scenarios.
IV. PACKET DUPLICATION FUNCTIONALITY IN 5G
A. PDCP Duplication
3GPP RAN2 has recently introduced packet duplication
functionality at the PDCP layer in 5G-NR [6]. Packet duplica-
tion (PDCP duplication) is supported for both user and control
planes. The PDCP layer in the transmitter is responsible for
packet duplication whereas the PDCP layer in the receiver
eliminates duplicate packets. The duplicated packet carries the
same PDCP sequence number. The PDCP entity duplicates the
PDU and not the SDU. The duplication of PDCP SDUs is
not efficient as functions like header compression, ciphering,
integrity protection, etc. are performed twice.
Packet duplication in DC can be implemented with minimal
impact via the split bearer architecture, which has been dis-
cussed earlier. In this case the duplication operation is similar
to the split bearer operation. The only difference is that the
same PDCP PDU is transmitted via two separate RLC/MAC
entities (also referred to as ‘legs’). Packet duplication can also
be implemented by defining a new bearer type, e.g., duplicate
bearer. The packet duplication operation is configured by the
RRC layer. It can be configured at the UE level or at the radio
bearer level. However, the efficiency of packet duplication
might change during the lifetime of a radio bearer [11].
Moreover, not all the applications require packet duplication.
Therefore, it is recommended to configure the packet duplica-
tion operation at the radio bearer level. When duplication is
configured for a radio bearer by RRC signaling, an additional
RLC entity and an additional logical channel are added to the
radio bearer to handle the duplicated PDCP PDUs. In case of
DC, the two legs belong to different cell groups, i.e., MCG
and SCG. When configuring the duplication operation, the
RRC layer can also set the initial state of packet duplication,
i.e., active or inactive. Packet duplication may not always be
beneficial during a bearer’s lifetime. Its efficiency depends
on a number of factors as explained later. Hence, dynamic
control of packet duplication is desired, i.e, packet duplication
must be dynamically activated or deactivated. The dynamic
activation/deactivation of packet duplication operation avoids
unnecessary wastage of air-interface resources.
The packet duplication functionality can also be realized
in the carrier aggregation (CA) scenario2 [6]. Unlike DC, in
CA user data is split in multiple carrier at the MAC layer.
Similar to the DC case, packet duplication is configured by
the RRC layer. When duplication is configured for a radio
bearer by RRC, an additional RLC entity and an additional
logical channel are added to the original RLC entity and the
logical channel pertaining to a radio bearer to handle the
duplicated PDCP PDUs. However, there is a single MAC
entity, as opposed to two separate MAC entities in case of
DC. It has been agreed in 3GPP RAN2 that PDCP duplication
on the same carrier is not supported. Therefore, unlike the
DC case, the mapping of the original and duplicate logical
2Note that seamless redundancy through PRP is only possible through
packet duplication in DC scenario.
channels to different carriers also needs to be configured by
the RRC layer. 3GPP RAN2 has agreed that packet duplication
in CA is not supported if it is already configured in DC.
It is noteworthy that the PDCP layer in LTE already sup-
ports duplicate detection functionality based on the sequence
number. Therefore, if the transmitter sends duplicate PDCP
PDUs (via different legs), only the earlier received PDCP PDU
can be processed at the receiver. The PDCP PDU arriving
later is simply discarded without requiring any changes in the
specification. Hence, packet duplication can also be extended
to the LTE-NR DC scenario. Proposals for introducing packet
duplication functionality in LTE PDCP are under consideration
within 3GPP.
B. Dynamic Control of PDCP Duplication
To achieve the dynamic control of packet duplication, dif-
ferent techniques can be employed. One mechanism is to dy-
namically activate/deactivate packet duplication through RRC
signaling [6]. Based on a certain criteria (e.g., uplink/downlink
channel conditions), the MgNB can activate/deactivate packet
duplication through an RRC connection reconfiguration mes-
sage. In some cases, the MgNB can provide the UE with
criteria to activate/deactivate packet duplication. The UE eval-
uates the criteria to determine when to use packet duplication.
Despite its simplicity, this mechanism may incur significant
overhead due to frequent signaling.
Packet duplication can also be dynamically controlled
through Layer 2 signaling. Since packet duplication is per-
formed at the PDCP layer, a natural solution is dynamic
activation/deactivation through a PDCP control PDU. This ap-
proach ensures the flexibility of activating/deactivating packet
duplication at the radio bearer level. Another approach is
to dynamically control packet duplication through a MAC
control element (CE). The MAC CE approach allows activa-
tion/deactivation commonly across all radio bearers configured
with packet duplication by RRC. While the overhead of this
approach is small, as compared to RRC-based control, it
requires internal signaling between MAC and PDCP layers.
The packet duplication operation in DC is illustrated
through Fig. 3 which shows a UE moving from the center
of MgNB to the center of SgNB. The UE is first configured
with DC (i.e., addition of SgNB) through RRC signaling. As
the user is moving towards the SgNB, the signal level from
the MgNB reduces whereas that from the SgNB increases.
Based on the trajectory of the UE, it is recommended to
activate packet duplication during this period. Fig. 3 shows
the activation of packet duplication through RRC signaling.
Once the criteria for packet duplication is satisfied (e.g., weak
signal level from both the MgNB and the SgNB), the MgNB
sends an RRC connection reconfiguration message to activate
packet duplication. Once the UE sends the RRC connection
reconfiguration complete message, the MgNB activates packet
duplication. By using the split bearer architecture, same data
is transmitted from both the MgNB and the SgNB. Note
that upon activation of packet duplication, only the pack-
ets buffered at the PDCP layer are duplicated. The packets
which have already been delivered to the RLC layer are not
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Fig. 3. Illustration of packet duplication operation in DC. Dynamic control of packet duplication through RRC signaling is also shown.
duplicated owing to significant complexity and the need for
cross-layer interactions. As the UE moves towards the center
of the SgNB, the channel conditions improve, and a single
transmission might be sufficient. Hence, it is recommended to
deactivate packet duplication. Once the criteria for deactivating
packet duplication is fulfilled, the MgNB deactivates packet
duplication through RRC signaling. Upon deactivation, the
MgNB might continue using the split bearer approach for
data split. A link selection procedure can also be performed
to determine the best cell for data transmission.
C. PDCP Duplication for Control Plane
Packet duplication can also be applied for signaling radio
bearers (SRBs) to achieve robustness and RRC diversity [12].
Similar to the data bearers, packet duplication for SRBs is
configured by the RRC layer. SRBs are characterized by small
PDU sizes, less frequent transmissions, and higher scheduling
priority. Moreover, different types of SRBs, which contain
different control plane messages, have different priorities.
Therefore, packet duplication for SRBs should be configured
based on the type of the SRB (e.g., SRB1, SRB2). Further, in
case of SRBs, the RRC command to activate/deactivate packet
duplication can be embedded within an RRC control message.
D. PDCP Duplication for Mobility Robustness
The packet duplication functionality is particularly attrac-
tive to improve the robustness of data and RRC signaling
during handover procedure. Normally, a UE will only have
one link for communication as it is required to release the
RRC connection from the source gNB before it establishes
a new RRC connection to the target gNB. In some cases,
a single link might not be sufficient to satisfy the target
reliability. Simultaneous communication with both source and
target gNBs provides resilience to link failures. LTE already
supports a make-before-break procedure which allows a UE to
maintain connection with the source eNB even after receiving
the handover command to establish a connection with the
target eNB. Although this procedure reduces the mobility
interruption time, it might not be sufficient to fulfil the
requirements of uRLLC applications during mobility.
To improve mobility robustness for uRLLC applications,
an enhanced make-before-break handover procedure has been
proposed for 5G-NR [13]. This handover procedure, which
exploits PDCP duplication, is explained with the aid of Fig.
4. Note that in this case, there is a full protocol stack in
both the source and the target gNBs. When the criteria for
seamless handover is satisfied, the source gNB sends an
RRC connection reconfiguration message to the target gNB to
establish a radio bearer. Once a radio bearer to the target gNB
is established, packet duplication can be used. In the downlink
case, the UE receives data from both the source and the target
gNBs. The source gNB sends PDCP SDUs (along with the se-
quence numbers) to the target gNB over the Xn interface. Both
gNBs separately perform header compression and encrypt the
packets using corresponding keys. The received packets are
dealt with individually at the UE. The PDCP entity in the UE
is responsible for duplication elimination. In the uplink, the
PDCP entity in the UE is responsible for duplicating PDCP
SDUs. Each gNB individually treats the received PDUs. The
target gNB is responsible for forwarding PDCP SDUs to the
source gNB along with the sequence numbers. The source
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Fig. 4. Seamless handover procedure with packet duplication. The end-to-end signaling flow is also shown for the case of uplink packet duplication. The
downlink scenario follows a similar procedure.
gNB is responsible for duplicate elimination until the path
switch is performed. The detailed signaling flow is also shown
in Fig. 4.
E. Efficiency of Packet Duplication
The efficiency of packet duplication is dependent on a
number of factors which are described as follows.
• UE Mobility – The gain of packet duplication depends
on the link quality which is affected by UE mobility.
Therefore, packet duplication is more effective if the
UE is moving from the center of the gNB towards
the cell-edge. Packet duplication under good channel
conditions might result in unnecessary wastage of air-
interface resources.
• Latency of Xn Interface – DC is characterized by a
non-ideal backhaul between the MeNB/MgNB and the
SeNB/SgNB. Packet duplication may not provide benefit
in terms of latency reduction if the latency of Xn interface
is high. The packet via the SeNB/SgNB may arrive late
at the receiver. In such cases, a retransmission from the
MeNB/MgNB might be faster.
• BLER Symmetry – The efficiency of packet duplication,
in terms of reliability improvement, also depends on
symmetry of block error rate (BLER) experienced by
the MgNB/MeNB and SgNB/SeNB legs [11]. Packet
duplication is effective if both legs experience symmetric
high BLER. In case of asymmetric BLER, a single
transmission via the leg experiencing low BLER might
be sufficient.
Therefore, packet duplication must be dynamically con-
trolled and used only if the gain of duplication is expected.
Otherwise, it would result in unnecessary overhead that may
lead to degradation in network-level throughput.
V. BENEFITS OF PACKET DUPLICATION
Packet duplication in DC-enabled 5G wireless networks
provides a number of benefits which are described as follows.
• Packet duplication provides a simple solution toward
meeting the stringent requirements of uRLLC. It im-
proves reliability by providing frequency and path diver-
sity, and by compensating for individual packet losses
due to radio link failures. It also reduces latency by
avoiding retransmissions at RLC and MAC layers or RRC
connection re-establishment due to radio link failures.
• Packet duplication potentially reduces jitter by minimiz-
ing the variance in latency.
• Packet duplication provides RRC diversity in the control
plane which improves robustness for important signaling
messages.
• Packet duplication improves handover performance
through mobility robustness.
• Packet duplication is also beneficial for eMBB services.
It can potentially improve throughput, particularly during
TCP slow start phase.
• Packet duplication with link adaptation/selection im-
proves radio resource utilization.
VI. PERFORMANCE OF PACKET DUPLICATION
We evaluate the performance of packet duplication through
system-level simulations in an indoor industrial environment.
We consider a heterogeneous network deployment wherein
two tiers of gNBs have been deployed. The first tier (Tier-1)
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TABLE I
PARAMETERS FOR PERFORMANCE EVALUATION
Parameter Value
Carrier frequency 5.2 GHz
Downlink transmit power (Tier-1) 30 dBm
Downlink transmit power (Tier-2) 23 dBm
Uplink transmit power 18 dBm
Standard deviation of shadowing 8 dB (Tier-1), 10 dB (Tier-2)
Noise power −174 dBm/Hz
Noise figure 5 dB
Traffic model Backlogged
Packet size 100 bytes
consists of 3-cell hexagonal grid model comprising microcells
(or picocells). The second tier (Tier-2) consists of picocells
(or femtocells) which are randomly distributed within the
coverage of first tier gNBs. The maximum cell radius for the
first and second tiers is 30 meters and 20 meters, respectively.
We assume 50 uniformly distributed UEs in the coverage
of each first tier gNB. We assume that the UEs are static
in nature and configured with PDCP duplication. For the
sake of performance comparison, we define three distinct
scenarios. The Scenario 1 refers to single-tier deployment
with single-connectivity, i.e., user association with only Tier-
1 gNBs. The Scenario 2 refers to two-tier deployment with
single-connectivity such that user association is determined
by maximum downlink received power. The Scenario 3 refers
to two-tier deployment with DC. A UE is configured with
DC only if it is within the coverage of both tiers of gNBs.
We use the architecture 3C for DC in both downlink and
uplink. We adopt an industrial propagation model [14], based
on which the path loss for distance (d) above 15 meters is
given by 70.28 + 25.9× log10(d/15), and follows free-space
model otherwise. The link-level model is based on standard
signal-to-interference-plus-noise ratio (SINR). A transmission
is successful if the received SINR is above a certain threshold
β. Other parameters are given in TABLE I. We perform Monte
Carlo simulations over different user and Tier-2 distributions
with 103 packets (per user) in each iteration.
Fig. 5a shows the cumulative distribution function (CDF)
of downlink packet delivery ratio (PDR). The PDR is the
ratio of successfully transmitted packets to the total number
of packets. It can be easily inferred that packet duplication
provides significant improvement in PDR performance. The
baseline scenario of no duplication, i.e., Scenario 1 achieves
a PDR of up to 72% in 80% of the cases. With packet
duplication in DC, i.e., Scenario 3, a gain of 22% is achieved
in a similar setting with 2 second tier gNBs per first tier gNB.
The achievable gain in PDR increases with higher penetration
of second tier gNBs as it provide more opportunities for
DC. Note that single-connectivity in two-tier deployment, i.e.,
Scenario 2 achieves higher PDR, and provide a gain of 15% as
compared to the baseline scenario. This is mainly due to better
channel conditions arising from improved coverage. Packet
duplication in single-tier deployment, i.e, through duplication
in CA, is also effective and outperforms the baseline scenario
by providing a gain of 8%. Fig. 5b show the CDF of uplink
PDR. The results follow a similar trend as the downlink case.
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Fig. 5. Performance evaluation of packet duplication: (a) CDF of downlink
PDR; (b) CDF of uplink PDR; (c) CDF of duplication efficiency (NSC = 2).
CDF is generated over 100 iterations in all cases. NSC denotes the number
of Tier-2 gNBs per Tier-1 gNB. In both (a) and (b), β = 10 dB and one-way
latency requirement is 5 ms.
However, the PDR performance is degraded as compared to
the downlink case due to the power-limited nature of UEs in
the uplink.
We evaluate the effectiveness of packet duplication in terms
of duplication efficiency which refers to the percentage of
transmissions for which duplication was inevitable, i.e., a
single transmission was not sufficient. The duplication effi-
ciency decreases under good channel conditions, i.e, when
link-level SINR requirements are less stringent. For instance,
duplication efficiency in downlink decreases by nearly 20%
in 80% of the cases as β decreases from 10 dB to 4 dB.
Moreover, packet duplication is more effective in uplink than
in downlink. The efficiency is also dependent on the latency
of Xn interface. A higher latency reduces the effectiveness
of packet duplication. The results demonstrate that dynamic
control of packet duplication is particularly important to ensure
efficient utilization of air-interface resources.
IEEE COMMUNICATIONS STANDARDS MAGAZINE – ACCEPTED FOR PUBLICATION 8
VII. KEY CHALLENGES FOR PACKET DUPLICATION
While packet duplication provides a number of benefits, it
also creates various challenges which are described as follows.
A. Optimization of RLC Layer for PDCP Duplication
When packet duplication is activated, the same PDCP PDU
is transmitted via the MgNB leg (leg 1) and the SgNB leg
(leg 2). Since the PDCP PDU in each leg is scheduled and
transmitted independently, it might be successful in one leg
and unsuccessful in the other leg. Consider that the trans-
mission of the UE is successful via leg 1 whereas it failed
in leg 2. We assume that the RLC entities in both the legs
are operating in acknowledged mode. Since the RLC entity
of leg 2 is unaware of the successful transmission via the
leg 1, it will request the UE to retransmit the lost RLC
PDU, which results in an unnecessary retransmission in leg
1. This redundant retransmission results in wastage of air-
interface resources. Besides, it blocks subsequent RLC PDU
transmissions as retransmissions have higher priority over new
PDUs.
To resolve this issue, the RLC entity in the failed leg needs
to be aware of the successful transmission in the other leg.
This means cancelling a transmission on one leg when a
duplicate packet is successfully transmitted on the other leg.
However, such interaction between the RLC entities requires
intra-node and inter-node signaling. One solution [15] is that
the transmitting RLC entity in the successful leg informs the
transmitting RLC entity in the failed leg, e.g., through an RLC
sequence number. However, the RLC sequence number in both
legs needs to be aligned. If the transmitter is the gNB then
some signaling mechanism is required over the Xn interface.
In case the transmitter is a UE such information exchange
becomes an implementation-specific issue.
B. PDCP Duplication versus Data Split in DC
As mentioned earlier, packet duplication can be imple-
mented in DC via the split bearer architecture. An impor-
tant issue is whether a radio bearer can be simultaneously
configured with PDCP duplication and data split. The data
split approach is used to improve throughput. On the other
hand, PDCP duplication is used to improve reliability and
latency. Moreover, data split and PDCP duplication cannot
be simultaneously active. Apparently, there is no need to
configure a radio bearer simultaneously with data split and
PDCP duplication. Hence, DC may not be sufficient for those
future applications requiring high throughput along with low
latency and high reliability.
C. Duplicate Bearer versus Split Bearer
The split bearer is configured with a split threshold and a
path restriction which determines the path to be used when the
PDCP data volume is less than the split threshold. The split
threshold and the path restriction are ignored when packet
duplication is activated; however, these must be taken into
account upon deactivation. Such conditional application of
the split threshold may lead to significant complexity from
a UE implementation perspective [16]. The complexity can
potentially be reduced by defining a new type of radio bearer,
e.g., duplicate bearer which is currently under discussion
within 3GPP. The current proposal is to configure the duplicate
bearer with packet duplication, the RLC entities pertaining to
both legs, and the default leg. With duplicate bearer, both RLC
entities are maintained once packet duplication is deactivated;
however, the PDCP entity only transmits data to the default
leg.
D. Packet Duplication with Implicit SCell Deactivation
In case of CA, the gNB consist of multiple serving cells,
one for each component carrier. The RRC connection is only
handled by one cell, called the primary cell (PCell) which is
served by the primary component carrier. The other component
carriers are referred to as the secondary cells (SCells). When
CA is implemented in DC, both the MCG and the SCG consist
of one or more SCells. A SCell can be implicitly deactivated
(i.e., without informing the gNB) at the expiry of a timer called
sCellDeactivationTimer. If one cell or all the cells pertaining
to a leg are deactivated, the UE cannot transmit packets on
the deactivated cell or the deactivated leg, respectively. This
leads to a conflict between packet duplication and implicit
SCell deactivation. The gNB may activate packet duplication
using the SCell which was implicitly deactivated or the SCell
is implicitly deactivated while packet duplication is active. In
both cases, the UE will not be able to transmit duplicated
packets on the deactivated cell/leg unless it is activated. This
may additionally lead to PDCP and/or RLC buffer overflow.
E. Packet Duplication with MgNB Handover
With packet duplication in DC, the same PDCP PDU is
transmitted via the MgNB and the SgNB. The mobility of
UE has a direct implication on packet duplication. The packet
duplication functionality is retained if a UE moves from a
source SgNB to a target SgNB, as it is controlled by the
MgNB. However, packet duplication is dropped if a UE moves
from a source MgNB to a target MgNB as the PDCP entity
is located in the source MgNB. Hence, the legacy DC-based
handover procedure needs to be enhanced to support packet
duplication during MgNB handover event, if high reliability
needs to be satisfied. The scenario becomes more complicated
if the target MgNB decides to switch to a different SgNB.
F. Enhancements for CA Duplication
The packet duplication functionality in CA is realized
through duplicating user data over multiple component carriers
at the MAC layer. Unlike DC, there is a single MAC entity
in CA. Although most of the existing CA procedures can
be reused, some enhancements are required for realizing
packet duplication. For instance, the association between each
logical channel and the corresponding component carrier for
original and duplication transmissions should be visible to the
MAC layer. Moreover, when the UE performs logical channel
prioritization, it needs to associate the logical channels to the
corresponding uplink grants from different component carriers.
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VIII. CONCLUDING REMARKS
3GPP has recently introduced packet duplication at the
PDCP layer in 5G-NR. Packet duplication in DC-enabled
5G wireless networks provides seamless redundancy, which
is crucial in satisfying the stringent user plane requirements
of uRLLC. In the control plane, packet duplication improves
robustness for signaling messages by providing RRC diversity.
The dynamic control of packet duplication is particularly
important in achieving the benefits of duplication without
compromising air-interface resource efficiency. However, dy-
namic control must incur minimal signaling overhead. This
article described the packet duplication functionality in 5G-
NR and highlighted the related technical challenges. Further
evolution of packet duplication in 5G must address a range
of issues pertaining to protocol optimizations with lower layer
interactions and procedures.
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