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Abstract: Precision theoretical predictions for high multiplicity scattering rely on
the evaluation of increasingly complicated scattering amplitudes which come with
an extremely high CPU cost. For state-of-the-art processes this can cause technical
bottlenecks in the production of fully differential distributions. In this thesis we
explore the possibility of using neural networks to approximate multi-jet scattering
amplitudes and provide efficient inputs for Monte Carlo integration. We begin by
focussing on QCD corrections to e+e− →≤ 5 jets up to one-loop. We demonstrate
reliable interpolation when a series of networks are trained on amplitudes that have
been divided into sectors defined by their infrared singularity structure. Complete
simulations for one-loop distributions show speed improvements of at least an order
of magnitude over standard approaches.
We extend our analysis to the case of loop-induced diphoton production through
gluon fusion and develop a realistic simulation method that can be applied to
hadron collider observables. Specifically, we present a detailed study for 2→ 3 and
2→ 4 scattering problems which are extremely relevant for future phenomenological
studies and find excellent agreement with amplitudes generated using traditional
methods. In order to provide a useable technology, we present an interface with the
Sherpa Monte Carlo event generator.
The techniques underlying our machine learning methodology and Monte Carlo event
generator simulations are widely applicable in other domains as well. In this thesis
we will also discuss the use of machine learning to aid in rapid response to crises
situations, and the parallels between multi-particle event generators and multi-agent
simulations for modelling the spread of epidemics. In this latter case, we develop a
new agent-based model with highly granular resolution and discuss its applications
to modelling the spread of COVID-19 in England, and in refugee and internally
displaced person settlements to aid data driven decision making.
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Chapter 1
Introduction
The current best working theory to describe fundamental interactions in particle
physics is the Standard Model (SM). The theory consists of fermions, the building
blocks of matter, and bosons, which mediate interactions. The strength of the
SM has been demonstrated on numerous occasions, with one of the most historic
being the discovery of the Higgs Boson in 2012 at the ATLAS [19] and CMS [20]
experiments at the Large Hadron Collider (LHC). Despite this, there are several long-
standing issues which have not been addressed by the SM. These include cosmological
measurements suggesting the presence of Dark Matter and Dark Energy, the CP
violating asymmetry of the apparent existence of matter over antimatter, and the
lack of inclusion of gravity in the theory. Many Beyond the Standard Model (BSM)
theories and studies are being explored and proposed to tackle these, although no
discovery of physics beyond the SM has been made at the LHC.
The SM is a quantum field theory in which particles are considered to be excitations
of their respective fields. The fields in the SM interact under a gauge group which
defines the symmetries of the theory
SU(3)× SU(2)× U(1). (1.0.1)
The first term in the expression above encapsulates the interactions of the strong force,
mediated by gluons, which is described by the theory of Quantum Chromodynamics
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Gauge Field SU(3) SU(2) U(1)
A 8 0 0
W 0 3 0
B 0 0 1
Table 1.1: The number of gauge fields in each group appearing in
the Standard Model.
(QCD). The final two terms contain the electroweak sector which is broken by the
Higgs mechanism [21–23].
The Lagrangian of a theory, L, describes the interactions of the fields. The mixing
of the fields in the expanded Lagrangian determines the rules for the propagators
and allowed interactions in the theory — the Feynman rules. In the case of the SM,
the gauge group in Equation 1.0.1 determines the number of gauge fields, which
are given in Table 1.1. The gluons correspond to the eight gluon fields, A, while
the photon and W and Z-bosons appear as mixtures of the B and W fields after
electroweak symmetry breaking has occurred. In this thesis we will primarily focus
on the QCD components of the SM Lagrangian. Strong corrections are a crucial
part of SM calculations and probing the theory will allow us to better uncover any
potential small deviations which may relate to new physics. We will introduce the
theory of QCD in more detail in Chapter 2.
To test the SM in practice, colliders such as the LHC accelerate particles to near
the speed of light before inducing collisions and measuring the final results. When
particles collide, there are many possible outcomes, and the probability that a
particular outcome occurs is given by the cross-section 1
σ ∼
∫
dΦn−2|M(p1p2 → p3...pn)|2. (1.0.2)
The probability that a collision process occurs for a specific set of initial and final
state particle momenta is given by it’s squared matrix element, |M|2, (see Section
2.2) which is calculated by following the Feynman rules of the theory defined by
1Note that Equation 1.0.2 does not explicitly include Parton Distribution Function contributions
and is designed to illustrate the structure of the partonic cross-section.
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the Lagrangian (see Appendix A). For two incoming particles of a given momentum
configuration, the (partonic) cross-section is then determined by integrating over
all possible outgoing momentum configurations, dΦn−2 (see Section 3.1 for a more
complete mathematical discussion). A schematic of this approach is given in Figure
1.1.
Figure 1.1: Simple workflow describing the process of obtaining the
cross-section of an event: the Lagrangian defines the
theory; Feynman rules describing the propagator and
interaction terms of the theory can be obtained from
the Lagrangian; these are combined to calculate the
matrix element; the matrix elements are integrated over
all allowed final state momenta configurations to obtain
the cross-section.
In SM calculations at hadron colliders, strongly interacting radiation modelled by
QCD dominates — gluons can be radiated and interact with any coloured particle,
including themselves, and the QCD coupling is significantly larger than the QED
equivalent. QCD is an asymptotically free theory, meaning that the coupling de-
creases as the energy increases. Around the mass of the Z-boson the coupling takes
a value of approximately αs(MZ) = 0.118, and so we can treat QCD perturbatively,
with this approximation becoming increasingly precise as the energy grows. We will
discuss these properties in more detail in Section 2.4.
Experimental methods in particle physics are now able to probe interactions at high
energies — at the time of writing the LHC is running at √scom = 13 TeV with plans
to increase this, and more importantly the luminosity, through the High Luminosity
LHC (HL-LHC) programme. Measurements of many observables at the LHC are
already being made at the percent level, and with these upgrades experimental find-
ings will become increasingly precise. To obtain this level of precision in calculations,
one would expect to require at least three orders in the perturbative expansion:
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leading order (LO), next-to-leading order (NLO) and next-to-next-to-leading order
(NNLO). However, calculating these higher order terms can require increasingly
sophisticated techniques to keep the computational time for cross-section calculation
from being prohibitively expensive.
To simulate collider results, we use Monte Carlo event generators to model different
stages of the physical collision process and the subsequent multi-particle interactions.
Event generators allow for the simulation of many possible particle interactions, and
combinations of interactions, to calculate physical observables. However, the high
luminosity, and therefore increased precision, now being reached by collider experi-
ments has put a strain on the theoretical calculations. There are many bottlenecks
to event generation simulations at the cutting edge of the precision frontier, such
as efficient phase-space sampling for cross-section calculation, and parton shower
matching algorithms for higher order corrections (see Chapter 3). One of the most
significant is the computation of matrix elements for higher order terms in perturbat-
ive QCD which require repeated evaluation for the calculation of observables. While
numerical implementations for these matrix elements exist, full cross-section calcu-
lations can be computationally demanding. New techniques to reach high precision
theoretical QCD calculations are needed to ensure theoretical calculations can keep
up with experimental development.
Machine learning (ML) techniques have been shown to have many applications in
particle physics, including regression, classification and generative tasks. ML meth-
ods have the potential to be used for complex analysis procedures, incorporating a
greater amount of data, as well as speeding up existing time-consuming calculations.
Care must be taken since, due to their complex structures, machine learning models
can be comparatively opaque in contrast to more classical techniques, and uncer-
tainties can be introduced at multiple stages of their development. In this thesis we
will be concerned with ways in which ML techniques can be used to address some of
the event generation bottlenecks, and specifically focus on methods to approximate
high dimensional functions for use in matrix element calculations at high precision
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and their interfacing with event generators.
In this thesis we will also briefly introduce some of the additional work conducted
alongside the particle physics research mentioned above. Many of the techniques
discussed and developed in this thesis originated from cross-disciplinary efforts and
are widely applicable to multiple fields. As an example, machine learning has the
potential to alleviate much of the manual analysis required to generate data and
insights vital for informing relief efforts in humanitarian crises. We will discuss
ML computer vision techniques for mapping refugee and internally displaced person
(IDP) settlements and flood response, as well as various ways ML has been used to
address the COVID-19 pandemic. We will also discuss alternative ways to use some
of the techniques employed in Monte Carlo event generators. Event generators can
be thought of as multi-agent simulations using probabilistic modelling to emulate
particle interactions. The fundamental techniques underpinning event generators
can therefore be applied to epidemic models which simulate the movement and
interactions of individuals in a population. We discuss this in the context of modelling
the spread of COVID-19 through the population of England, as well as in the context
of refugee and IDP settlements where populations are particularly at risk of rapid
disease spread given their dense living conditions and limited access to healthcare.
This thesis is divided into the following Chapters. In Chapter 2 we introduce the
theory of QCD, and discuss the origins and implications of perturbative QCD as well
as some of the theoretical challenges. Chapter 3 will focus on introducing the relev-
ant components of physical observable calculations in the context of Monte Carlo
integration and event generators, and how these tools are used to make theoretical
predictions. A brief introduction to ML techniques in the context of phenomeno-
logical studies of particle physics will be given in Chapter 4. In Chapters 5 and 6
we will describe how ML techniques can be used for matrix element calculations
in the case of e+e− collisions and hadronic collisions, respectively. The latter of
these will focus specifically on the gluon-induced diphoton amplitudes which can
be particularly challenging to compute at high multiplicity, and the interfacing of
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these methods with existing event generator technology. Chapter 7 will give a broad
overview of some additional work looking at ways to use ML approaches, and tech-
niques employed in Monte Carlo event generators, in the context of crisis response
and epidemic modelling. Finally, Chapter 8 will close with a discussion of how
these various methods and new approaches can be combined to enable high precision
theoretical predictions for collider experiments and how interdisciplinary research
can help further the all participating disciplines.
Chapter 2
Introduction to QCD
In this chapter we will provide a brief introduction to the theory of QCD, with
the objective of providing sufficient detail regarding the various mathematical tools
employed throughout this thesis, as well as some introductory background on their
origins. The focus here will be partonic level calculations in QCD, which will later
be extended to the broader context of hadronic calculations in Chapter 3. This
Chapter is based on and inspired by multiple sources [24–29].
2.1 The Theory of QCD
The theory of QCD governs the interactions of the strong force, mediated by gluons.
In full generality, QCD can be considered as an SU(Nc) gauge field theory, where we
refer to Nc as the number of colours in the theory (in the Standard Model Nc = 3).
QCD is governed by the Lagrangian
L = −14F
a,µνF aµν + ψ̄i(i /D −m)ψj + Lgauge + LCP violating. (2.1.1)
The first term in Equation 2.1.1 describes the Yang-Mills theory [30] and the second,
the interactions between the quark fields, ψ, with corresponding mass m (where
the flavour indices on the quark fields and masses have been suppressed). The
additional terms not detailed here still play important roles — the gauge fixing
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terms are necessary due to an overcounting in the number of degrees of freedom
when quantising the theory, which requires a gauge choice to resolve, and the CP
violating term is permitted since it is gauge invariant and renormalisable. The
Dirac-slashed notation is defined as: /p = γµpµ.
The quarks transform in the fundamental representation and the gluons in the
adjoint, where the gluon fields, Aaµ, are apparent in the covariant derivative
Dµ = ∂µ − igsAa,µta, (2.1.2)
and the gluon field strength tensor, F a,µν , is defined as
F aµν = ∂µAaν − ∂νAaµ + gsfabcAbµAcν . (2.1.3)
In the above equations, i, j ∈ [1, Nc] are the fundamental colour indices, Greek
indices are Lorentz indices, and a, b, c ∈ [1, N2c − 1] denote the adjoint indices. 1
Substituting Equations 2.1.2 and 2.1.3 back into the QCD Lagrangian, it is clear
that after expansion there will be non-trivial mixing terms including the gluon and
quark fields, as well as triple and quadruple gluon fields terms. This will become
relevant when we discuss the construction of matrix elements in Section 2.2 and
is fundamental to why higher order QCD corrections can quickly become complex,
with a rapidly growing number of Feynman diagrams at each subsequent order.
The gauge group generators appearing in Equation 2.1.2 are related to the structure
constant, fabc, which defines the group algebra
[ta, tb] = ifabctc. (2.1.4)
Throughout this thesis we will be concerned with perturbative QCD. Specifically,
we will focus on the calculation of matrix elements (see Section 2.2), which we will




1In the case of Nc = 3, the adjoint representation of the gluons gives rise to the eight gluon
fields in Table 1.1.
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where gs is the strong coupling. The ability to expand perturbatively relies on the
assumption that αs  1, which turns out to be a valid assumption, particularly at
the increasingly high energies achieved at particle colliders. We will discuss this in
more detail in Section 2.4.
2.2 Matrix Elements
In scattering processes the evolution of incoming initial states to outgoing final states
is defined through the S-matrix, which encodes a sequence of unitary operations
|out〉 = S |in〉 , (2.2.1)
where the ‘in’ and ‘out’ Fock spaces are isomorphic. In the case where the particles
do not interact, the matrix is simply the identity, meaning we can separate out the
interacting parts
S = 1 + iT . (2.2.2)
In a scattering process involving n particles, we can now write
〈out| iT |in〉 = (2π)4δ(4)(Pin − Pout) iM(p1, ..., pm; pm+1, ..., pn), (2.2.3)
where the δ-function ensures momentum conservation between the initial and final
states (which include initial state momenta, Pin = p1 + ... + pm, and final state,
Pout = pm+1 + ... + pn, respectively), and the process is defined in terms of matrix
elements, M, otherwise known as scattering amplitudes. These matrix elements
are fundamental to calculating observables in particle collision processes and their
calculation forms the majority of this thesis.
Now that we have defined the matrix elements, we can use Feynman rules to calculate
them for each process. The matrix element for a given process is the sum over all
Feynman diagrams. The rules for QCD can be derived by expanding the Lagrangian
(Equations 2.1.1-2.1.3), computing the propagators, and reading off the coefficients
of the interacting field terms. These are given in Appendix A.











Figure 2.1: A Feynman diagram for the process e+e− → qq̄g where
a gluon is emitted from the outgoing antiquark. There
is an additional diagram for this process which depicts
the gluon emission from the outgoing quark.
As an example, we apply these rules to the calculation of the matrix element for
the simple process e+e− → qq̄g. Figure 2.1 depicts one of the diagrams contributing
to this process, where the gluon is emitted from the outgoing antiquark. The other
diagram is the same, but with the gluon emitted from the outgoing quark. The first












where ge is the QED coupling constant, Qf is the charge of the quark of flavour
f ∈ {b, s, ...}, and u (ū) and v̄ (v) are spinors associated with incoming (outgoing)
external spin-1/2 particles and antiparticles respectively, and we have have dropped
the Feynman parameter for simplicity. The expression for iM2, where the gluon
is emitted from the quark, follows similarly, and the squared amplitude can be
calculated by summing these contributions together and squaring the sum.
Equation 2.2.4 shows how the radiated gluon introduces a term in αs through the
quark-gluon vertex. By adding more gluons we can draw diagrams in increasing
powers of αs, and these contribute at higher orders in perturbative QCD (this will
be discussed further in Section 2.3.2). For a given set of initial and final state
momenta, the squared matrix elements entering into the cross-section calculations
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(see Equation 1.0.2) are then just real numbers.
2.3 Divergent Structures
Feynman rules allow for the construction of analytic formulae for describing scattering
processes from simple diagrammatic representations. It is clear, however, that certain
divergences will arise from the integral expressions when we sum over all possible
momentum states. These divergences are divided into two categories: ultraviolet
(UV) divergences, which occur in the large limits of the propagator integrals, and
infrared (IR) divergences, which arise from the low energy limits. The former can
be resolved through the renormalisation techniques, which appear as corrections in
the QCD Lagrangian, while the latter require a more involved procedure.
2.3.1 Ultraviolet Divergences








which appear in loop integral expressions.
Renormalisation allows us to resolve these divergences at each loop order by intro-
ducing counter-terms designed to explicitly cancel such divergent structures. These
counter-terms are only allowed after careful construction to ensure that gauge in-
variance and unitarity are preserved. The counter-terms appear as rescalings of the
fields and constants in the Lagrangian (Equation 2.1.1) such that the renormalised
Lagrangian can be written as
L =− 14F
µνFµν + ψ̄(i /D −m)ψ
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In Equation 2.3.2, the fields have all been renormalised relative to the ‘bare’ form
appearing in Equation 2.1.1, and the counter-terms are represented by δi. The
counter-terms are evaluated at each order in perturbation theory. These new terms
will give rise to additional Feynman rules to cancel the divergences. Given this,
and that the counter-terms enter the renormalised Lagrangian through parameter
rescalings, renormalisation is only possible when the number of divergent processes
is less than or equal to the number of parameters in the Lagrangian which can be
rescaled. A more complete introduction to renormalisation in general is given in
Part II of [24], and in Section 3 of [28] in the context of QCD.
When performing calculations which require the evaluation of divergent loop integrals,
such as in Equation 2.3.1, and the subtraction of counter-terms, we need a regulator
to control the divergence of the individual terms. A naive implementation is to use
the Λ in Equation 2.3.1 as a UV cut-off scale, however, the most common method
is dimensional regularisation in which the integrals are calculated in d = 4 − 2ε
dimensions resulting in terms of the form 1/ε. The integrals are finite in d dimensions
and will remain so as ε → 0 once all divergent integrals have been calculated and
counter-terms subtracted. We will assume the use of dimensional regularisation
throughout this thesis and more information can be found in Chapter 7 [24].
The counter-terms introduce a renormalisation scale, µR, which is a free parameter
in the case of massless QCD. In particular, under renormalisation procedure, the
QCD coupling becomes a function of this scale choice αs(µ2R), the consequences of
which will be discussed in more detail in Section 2.4.
2.3.2 Infrared Divergences
IR divergences occur in the low energy limits, p → 0, which can occur in two
settings: loop integrals (virtual IR divergences) and divergences resulting from soft
and collinear emissions (real IR divergences).
Virtual IR divergences are apparent in the low energy limits of expressions similar
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Real IR divergences occur when invariant mass terms approach zero while appearing
in the denominators of matrix elements (see the Parke-Taylor formula for a partic-
ularly apparent example of this [31]). To achieve this, two outgoing particles can
either go collinear (θ12 → 0, where p1 and p2 are the 4-momenta of the two collinear
particles), or an outgoing gluon can go soft (Eg → 0). These can be observed by
expanding out the denominator in the gluon propagator term in Equation 2.2.4,
when the antiquark and gluon can go collinear, or the outgoing gluon can go soft.
We expand on this in Chapter 5.
As in the case of UV divergences, physical observables do not contain divergences
and so we must also find a way to cancel the IR divergent structures. The UV
divergences were cancelled through the introduction of counter-terms in the renor-
malisation procedure; however, the IR divergences are more challenging. This is
because the Kinoshita-Lee-Nauenberg (KLN) [32,33] and Bloch-Nordsieck (BN) [34]
theorems ensure that the Standard Model is perturbatively infrared finite through
the cancellation of virtual IR divergences with those from the real radiation contri-
butions. This exact cancellation can be observed upon integration over the whole
phase-space of the final state particles.
To achieve this cancellation, at any given order in perturbation theory, we must
include both the virtual corrections and the equivalent unresolved real emissions to
calculate the inclusive cross-section. A schematic of this based on the e+e− → qq̄













































which produces an infrared finite cross-section upon cancellation of these singular
structures. The first integral of Equation 2.3.4 contains the Born approximation
tree-level (i.e. no loops) term, the second and third integrals contain the order αs
corrections. In practice, this cancellation is made possible through the factorisation
of scattering amplitudes in which both the virtual and real emission divergences are
proportional to the tree-level amplitude.
In reality, integrating over the entire phase-space of the final state particles becomes
extremely challenging to solve analytically at higher multiplicity, requiring the use
of Monte Carlo integration techniques (as will be discussed in Chapter 3). The use
of such numerical techniques means that another approach to the cancelation of
infrared terms must be used — infrared subtraction. Commonly employed methods
include Catani-Seymour (CS) subtraction [35,36], and Frixione, Kunszt and Signer
(FKS) subtraction [37,38] (the concept of which will be briefly discussed in Chapter
5 and Appendix C, but will not be the focus of this thesis). In this thesis, we will
not perform full real subtraction when integrating over phase-space, but rather focus
on the integration of leading order and one-loop virtual corrections. To ensure the
real IR divergences do not grow too large, we will introduce commonly used global
phase-space cuts (see Chapters 5 and 6).
2.4 Running Coupling
So far we have discussed the theory of QCD in generality, how to compute matrix
elements from Feynman rules, as well as some of the subtleties of the theory such
as how to manage complex divergent structures which appear because of these very
same Feynman rules. In Chapter 1 and Section 2.1, we introduced the notion of
perturbative QCD and have made multiple references to this throughout the Chapter.
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We will now turn our attention to understanding what enables this perturbative
approach — the running of the coupling, αs.
In Section 2.3, we introduced the renormalisation scale, µR, which can be arbitrarily
chosen, meaning the theory should remain independent of the choice of scale. The
dependence of the coupling on this scale is governed by the so-called β-function. By





which demonstrates that the running of the rescaled coupling constant, αs(µ2R),
is logarithmic with the renormalisation scale (see Section 3 in [41] for details).
Expanding the β-function in αs gives
β(αs) = −α2s(b0 + b1αs + b2α2s + ...). (2.4.2)
In QCD, these coupling constants appear at each loop order (see Equation 2.3.4) and
so we can calculate coefficients of the β-function perturbatively in αs by evaluating
the coefficients at each order. At leading order — i.e. one-loop — we obtain
b0 =
1
3(11Nc − 2Nf ), (2.4.3)
whereNf is the number of quark flavours. In the Standard Model, Nc = 3 andNf = 6
and so b0 is positive. This has important ramifications as it means that the theory
is asymptotically free [42,43] — i.e. that the coupling becomes increasingly small as
the renormalisation energy scale grows. This has also been confirmed experimentally
with close agreement between theoretical and experimental results (see Figure 2.2).
The asymptotic freedom of QCD is in contrast to QED and means that as we probe
higher and higher energies in particle physics experiments, the perturbative nature
of QCD becomes more exact. However, as we begin to probe these higher energy
scales with higher luminosity, there is an increased requirement for higher order QCD
calculations which can become increasingly complex and computationally intensive
and is the source of one of the crucial bottlenecks in theoretical calculations.
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Figure 2.2: The running of αs as measured by experiments com-
pared with theory. The degree of QCD perturbation
theory used to extract αs is given in brackets. Figure
from [1].
In general, the renormalisation scale is chosen to be close to the energy scale of the
hard scattering process (see Chapter 3 for more details) as this cancels terms in the
calculations which contain ratios of the energy scale to the renormalisation scale.
Due to good statistics in its measurement, µ2R = M2Z (whereMZ is the mass of the Z-
boson) is one of the most common choices. In addition, when performing theoretical
calculations, the theoretical uncertainty on the scale choice is given. This uncertainty
is calculated by varying the free scales — renormalisation and factorisation scales
(see Chapter 3) — by a factor of two in both directions. In perturbative QCD
calculations this uncertainty, and therefore the scale dependence, will decrease at
higher orders.
It is worth noting that this perturbative approach only works if we can expand around
the coupling constant, and therefore that αs  1. This requirement imposes a lower
cut-off value, ΛQCD, at which the perturbative approach is no longer applicable. This
occurs at ΛQCD ≈ 250MeV and results in the property of colour confinement. As
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current particle experiments operate on the energy scales of TeV, αs is sufficiently
small to be able to use perturbative techniques and treat quarks as asymptotically
free during hard scattering calculations.

Chapter 3
Monte Carlo Event Generators
Now that we have reviewed the underlying theory of QCD, we are able to broaden
our discussion to consider how these calculations are used in practice to link theory
and experiment. The purpose of this Chapter is to provide a brief introduction to
some of the computational techniques for calculating experimental observables. We
will begin with a discussion of these observables and then proceed to the automation
of their calculation in the context of Monte Carlo event generators. This Chapter is
based on and inspired by multiple sources [24,25,27,44].
3.1 Measurements and Observables
Experiments such as the LHC have now made the colliding of massive nuclear
particles at high energies possible, resulting in many complex interactions. Detectors
at these experiments are designed to measure both the energy and direction of the
products of collision events. Computational simulations such as event generators
are used to reconstruct different stages of the collision processes to match theory to
experiment, and vice versa.
One of the most important quantities calculated in quantum field theory is the
scattering cross-section. The notion of cross-section was introduced in Chapter 1
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with matrix element calculations discussed in Chapter 2. Here we will give a more
complete mathematical description.
The cross-section is formally linked to the matrix element of a given process through
a factorisation scale, µF , which defines the cut-off between long-range hadronic
effects and short-range effects which can be calculated using perturbative QCD. 1
The full hadronic cross-section for a collision process of two hadrons, h1 and h2, in
the initial state, and some final state composition, X, can be calculated using














(x1, µ2F )f (p2)h2 (x2, µ
2
F )σ (p1p2 → X;µF , µR) , (3.1.1)
where f (p)h are the parton distribution functions (PDFs) which depend on the factor-
isation scale, and on the momenta fractions, x, of the partons, p, which make up
the hadrons, h, (the flavours which are summed over depend on the hadron compos-
itions). At leading order, the PDFs can be interpreted as encoding the probabilities
of finding a parton with a given momentum fraction at a certain scale, µF , in a
hadron. 2 For more details on the PDFs, see Chapter 2 of [25] and Chapter 17
of [24].
The final component of Equation 3.1.1 is the partonic cross-section, σ, which de-
scribes the cross-section at the level of individual partonic constituents of the initial
state hadrons














|M(p1p2 → p3...pn)|2 , (3.1.2)
where S is a symmetry factor to account for symmetries associated with identical
1It is common to choose µF = µR and calculate the theoretical scale uncertainty by varying
these scales by a factor of two.
2It is worth noting, that Equation 3.1.1 does not quite describe the full picture as we have
suppressed higher twist terms which encode contributions from interactions e.g. two partons from
each hadron interacting. However, considering only the leading twist contributions will be sufficient
for the purposes of this thesis.
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particles in the final state, and scom is related to the the partonic centre of mass
(c.o.m.) energy through Ecom =
√
scom and scom = (p1 + p2)2. The matrix elements,
M, are calculated as in Section 2.2.
Alongside the cross-section calculation itself, differential distributions, dσ/dO (where
O is some variable such as transverse momentum pT ), can provide more context
since they demonstrate how the cross-section changes over different slices of phase-
space. Both cross-section and differential cross-section calculations will be used
throughout this thesis when assessing the performance of various machine learning
approximations to computationally intensive matrix element calculations in the
context of event generation simulations.
3.2 Brief Overview of Event Generators
The high level of complexity in calculating observables is due, in part, to the many
possible outcomes of particle collisions, and the numerous sub-calculations which
need to be completed to arrive at an understanding of one possible outcome. Each
of these sub-processes is governed by, often non-trivial, probability distributions
which require the evaluation of multiple integral expressions such that all possible
outcomes are accounted for.
Many different techniques and computational packages exist to calculate the various
stages of a collision event and are brought together in Monte Carlo event generators.
There are various flavours of general purpose event generators, such as Pythia
[45, 46], Herwig [47–49], Sherpa [2, 50], and MadGraph [51]. In this thesis, we
will mainly make use of Sherpa. However, the details covered in this Chapter are
broadly applicable to all general purpose methods which we will refer to as simply
‘event generators’.
In order to perform the theoretical calculations which can be used to match against
experimental observables, and vice versa, event generators break down the collision
46 Chapter 3. Monte Carlo Event Generators
Figure 3.1: Representation of the stages of event generation for
hadronic collisions. The incoming hadrons, h1 and h2
have momenta P1 and P2 respectively. One of each
of the hadron’s constituents is taken with momentum
fraction x. Figure inspired by that from [2].
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process into several stages and attempt to efficiently calculate the possible outcomes
at each stage. We will briefly detail these below and a graphical representation of
these processes is given in Figure 3.1.
Hard process: Event generators generally begin with the hard scattering processes,
including corrections in perturbation theory, which define the main collision process
and immediate outcomes. At hadronic collisions, two incoming particles are selected
with a given momentum fraction of the hardon and the matrix element for a given
collision process is calculated. The calculation of matrix elements was covered in
Section 2.2. At tree-level, event generators will often have in-built matrix element
generators (such as AMEGIC [52] and COMIX [53] in Sherpa). For the more
specialised calculation of loop-level terms, they will usually interface with external
tools, and make calls to these tools when calculating observables — the number of
calls is determined by the complexity of the functions, the desired uncertainty on
the integration, and the method of sampling the initial and final state particle phase-
space (see Section 3.3). Tools for calculating virtual corrections include those which
perform integral evaluations [54–56], integrand reduction [54,57–60], those which act
as a library of amplitudes [61–65], or generate the amplitudes automatically [66–70].
1 We discuss matrix element calculation in more detail in Chapters 5 and 6.
Phase-space integration: To calculate the cross-sections of a given process, the
hard scattering process and it’s constituent matrix elements must be recalculated
at different phase-space points. This is the fundamental idea behind Monte Carlo
integration — the integrand is evaluated multiple times and the results summed to
approximate the integral. Event generators generally have built-in tools for efficiently
generating new phase-space points to optimise convergence. Monte Carlo integration
techniques will be discussed in more detail in Section 3.3.
Parton shower: After the hard scattering process, generators seek to include
further corrections through parton showering which describes the evolution of the
hard scale down to the hadronisation scale. Here, parton showering algorithms are
1This categorisation was taken from Chapter 3 in [25].
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employed to iteratively emit QCD and QED particles from the initial and final
coloured states in the hard scattering process. The particles which remain after
showering are then at relatively low scales. The combination of the hard process
with the parton shower is performed through matching algorithms [71, 72], which
ensure there is no double counting matrix elements.
Hadronisation: Finally, at low scales, event generators carry out the non-perturbative
procedure of hadronisation. This stage is particularly important since the confine-
ment property of the strong interactions guarantees that the final state particles in
hadron collisions must also be hadrons, and so various methods are used to ‘cluster’
the products of the hard scattering and parton showering processes into colourless
hadrons.
In this thesis we will be most concerned with the hard scattering processes — spe-
cifically, designing and testing methods to replace current matrix element libraries
for complex processes for which call times are significant. As part of this, we will
introduce some of the commonly used Monte Carlo integration techniques and how
event generators arrive at observable values. However, we will address these tech-
niques in the context of the hard scattering processes and so will not discuss the
mechanics of the parton showering and hadronisation processes.
3.3 Monte Carlo Integration
In order to evaluate the various quantities relevant to theoretical particle physics,
such as the observables specified in Equations 3.1.1 and 3.1.2, multiple integrals must
be calculated. The complexity of the integrands, along with their multidimensionality,
can make these expressions extremely challenging to integrate analytically. While
there is much ongoing work to find analytic expressions for higher order processes,
even if these are found, implementing them in existing matrix element libraries
becomes increasingly challenging, and the speed-up gained from the analytic result
may be negligible in comparison to the numerical equivalent.
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To address the challenge of evaluating complex multidimensional integrals with no
known analytic solution, we use Monte Carlo integration. This technique will not
yield the exact result; however, methods have been developed that can quantify the
uncertainty in the numerical integral evaluation: simply, in order to improve the
precision of a calculation, more compute time is needed to evaluate the integrand at
more points. In this section we will briefly introduce the high level concepts of Monte
Carlo integration, and discuss some of the more nuanced techniques to improve it.
3.3.1 Basics
The fundamental principle of Monte Carlo integration is that for a given function,
f(x), of arbitrary number of dimensions, x ∈ Rd, the integral, I, over the unit
hypercube, [0, 1]d, can be approximated by evaluating the function repeatedly at







f(ri) = 〈I〉 , (3.3.1)
where N is the number of times the function is evaluated, and 〈I〉 is the numerical
approximation of the analytic integral I. The law of large numbers therefore ensures
that this integral approximation approaches the true value as N →∞.
This approach is not just limited to the unit hypercube. Any function g, integrated
over the space [a, b]d, can be mapped to f(x) integrated over the unit hypercube by
transforming the integral and incorporating the corresponding Jacobian expression.
While it may not always be trivial to actually perform this mapping, the theoretical
ability to do so is powerful as it limits the sampling space of input points to the unit
hypercube.
As a measure of the quality of convergence to the analytic result, we define the
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The Monte Carlo error is then defined as the standard deviation, σ, and is often
quoted in particle physics calculations. 3 From Equation 3.3.2, we can clearly see
that the Monte Carlo error scales as 1/
√
N under this construction, which provides
a good estimate for the number of function evaluations required to reduce the Monte
Carlo error to a negligible value in comparison to other uncertainties coming into
the calculations (e.g. the theoretical uncertainty from scale choices).
3.3.2 Reducing the variance
Now that we have defined a measure by which to assess the performance of our
integration technique, we can develop methods to optimise for it. Since the function,
f , may be costly to evaluate (as in the case for higher order and/or high multiplicity
matrix elements) we want to minimise the Monte Carlo error while requiring as few
evaluations of the integrand as possible. There are many available techniques for
doing this, of which we will only discuss two of the most relevant here.
Stratified sampling is a simple, yet potentially powerful, method for reducing the
Monte Carlo error and gaining faster convergence to the exact integral value. The
idea is to divide the integral phase-space into sub-regions, perform integration in
each region, and then sum together the results at the end. If a careful choice in
1It is worth noting here that that for a reliable estimate for the error, we require the function,
f , to be square-integrable.
2There is discrepancy in the literature as to whether the factorised denominator in the variance
is N or N − 1. Since we are technically sampling from a population, N − 1 is the correct choice.
However, for simplicity we have chosen N throughout this thesis since they are equivalent in the
large N limit.
3Note here that we will use σ to denote something other than the cross-section. While this
is still not ideal, it is standard to use this notation for both the variance (where σ itself is the
standard deviation), and the cross-section. We hope that the context will make clear which of the
two the σ refers to.
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the way the region is sub-divided is made, substantial speed-ups in convergence can
be gained. For example, in particle physics processes, the integrand may contain




(s2 −m2) + Γ2m2
, (3.3.4)
which correspond to propagators and Breit-Wigner-type resonances, where s is the
invariant mass which is integrated over, m is the mass, and Γ the decay width.
In these examples, a naive sampling of the phase-space which sparsely samples in
regions around the peak will have a high variance. However, careful sub-division
of the phase-space into, e.g. a smaller localised region around the peak which is
more heavily sampled, and then a non-divergent region which can be more sparsely
sampled while still producing a small Monte Carlo error, could mean fewer phase-
space points are required.
Importance sampling is another commonly used technique to achieve a faster rate of
convergence during Monte Carlo integration. This method relies on introducing an-
other function, g(x), which can approximate the complex structures in the integrand.

















If g(x) is normalised, and we ensure it is positive everywhere, then we can interpret it
as a probability distribution. A phase-space sampler can then be built to distribute
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where now the points ri are distributed according to the probability distribution














− 〈I〉2 . (3.3.10)
From Equation 3.3.10 we can see that the best way to reduce this error is to choose
a function, g(x), such that it best approximates f(x). In practice, we leverage
our knowledge of particle physics processes, and known analytic expressions (such
as those in Equation 3.3.4), to construct functions which approximate the broad
characteristics of f(x), and use these in conjunction with more complex processes
such as adaptive sampling methods and multi-channeling (see Section 3.4).
3.4 Integration in Practice
So far we have discussed some of the fundamentals of Monte Carlo integration and
the basic underlying techniques. These have been introduced at a theoretical level,
but not deeply discussed as practical implementations. In the context of particle
physics, we generally want to integrate over some phase-space of initial and final
state 4-momenta to calculate observables such as those in Equations 3.1.1 and 3.1.2.
This phase-space is constrained by known physics, such as momentum conservation,
which limits the allowed free parameters over which to integrate. As mentioned
above, we have so far discussed techniques to improve Monte Carlo integration,
including stratified and importance sampling. However, in practice we may not have
the required advanced knowledge of the integrand behaviour to make use of these
techniques out-of-the-box.
One of the simplest implementations of a phase-space integrator often used in particle
physics is the RAMBO algorithm [6], which distributes points uniformly and iso-
tropically. Another common technique is the VEGAS algorithm [73, 74], which is
used to optimise integration processes and brings together many of the approaches
from importance and stratified sampling discussed above. These two approaches will
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be used later in this thesis and are discussed in more detail in Appendix B.
In reality, these techniques are used alongside other, more advanced, practices to
ensure rapid and stable integration convergence. For example, VEGAS can be
used with other techniques such as multi-channeling [75], which uses known physics
knowledge of the integrand peak structure to help guide adaptive integration methods.
In addition, integrators have been designed for specific processes, such as the HAAG
[76] and SARGE [77] algorithms, which utilise knowledge of pure QCD processes
to achieve faster integration. These more advanced and specific techniques will not
be the focus of this thesis.

Chapter 4
Machine Learning for Event
Generation
The field of machine learning is vast, with many diverse theoretical constructions
and applications. ML techniques have found many applications in particle physics,
with one of the first uses being fitting PDFs by the NNPDF collaboration [78]. In
this Chapter, we will introduce the key concepts of machine learning in the field
of particle physics, with a particular focus on applications to two of the largest
bottlenecks in theoretical particle physics calculations: phase-space sampling, and
matrix element calculations. Gaining efficiency in these two areas could significantly
assist in calculations involving higher order terms in QCD, and their inclusion in
full event generation. Indeed, ML techniques to address end-to-end event generation
itself will also be briefly covered in this Chapter. Restricting the discussion to
these applications in particle physics will self-select which ML methods will be
introduced. Specifically, we will focus on decision trees, including random forests
and boosting/bagging methods, and neural networks and their uses within generative
techniques. For a living review of the uses of ML in particle physics more broadly
see [79].
In this thesis, we shall concentrate on uses of machine learning for regression problems.
Specifically, let f be some machine learning model for regression tasks which takes
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input data, x, in the form of a d−dimensional vector and returns a single real number,
y∗, then
f(x) : Rd → R, x ∈ Rd 7→ y∗ ∈ R. (4.0.1)
We will also only discuss these algorithms in the context of supervised learning, i.e.
where models learn how to provide a good output for a given input by being trained
on pairs of inputs and ‘correct’ outputs — training data. Throughout this Section,
we will assume the training dataset, D, is comprised of n pairs of input vectors, x,
and outputs, y, such that
D = {(xi, yi) |x ∈ Rd, y ∈ R}, N = |D|. (4.0.2)
In its simplest form, ML is an optimisation problem in which the learning procedure
is defined through the minimisation of a loss function, L, by modifying tunable
parameters of the model. The construction of the loss function and the optimisa-
tion procedure can be model and application specific, examples of which will be
described briefly in this Chapter. Machine learning models can also have many
hyperparameters which can be tuned to further optimise performance. The training
data is generally used to optimise the model for a specific set of hyperparameters,
and validation data is used to optimise the hyperparameters. Finally, testing data is
used to assess model performance. This is generated independently of the training
and validation datasets and is not used for any optimisation. This Chapter is based
on and has been inspired by multiple sources [3, 80].
4.1 Decision Trees
Decision tree algorithms [81] take a vector input of categorical or continuous variables
and return a ‘decision’. The decision tree algorithm breaks down the input space
into subsets while iteratively constructing the tree. The tree is made up of decision
nodes and leaf nodes. Each node is associated with a region of input space, with
decision nodes controlling the splitting of the input space into sub-regions, while
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Figure 4.1: Right: a decision tree construction with decision nodes
represented by circles, and leaf nodes represented by
squares. Right: the decision nodes split the input space
into sub-regions in which the leaf nodes make the final
decision. Inspired by Figure 5.7 in [3].
the leaf nodes are where the final decisions are made. In the case of regression,
each leaf node has a linear function of some subset of the input variables, and the
learning algorithm must decide how many times to split the input space and apply
linear regression. Figure 4.1 gives a graphical representation of such a decision tree
construction. In the example of approximating the matrix element for a specific
process, given an input vector of phase-space 4-momenta, the decision tree could be
thought of as dividing the phase-space and approximating sub-regions with linear
functions of the input variables.
As with all functional approximations, there are various ways in which decision trees
can be optimised. A common way to do this is to maximise the information gain at
each decision node to define the split. How much information is gained about Y (for
example, the value of the target variable) by knowing something about X (a value
of a certain input feature for a given data point) is defined as
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(4.1.3)
where H is the entropy, and p(x) is the probability of finding an element of the
training dataset in one of the sub-regions, x, after splitting. By calculating the in-
formation gain over all possible splittings at a decision node, the spitting maximising
the information gain is chosen for that node.
Such procedures provide a possible decision tree which can be used for inference.
However, an individual tree is considered a weak learner — it is relatively naive in its
setup, has the propensity to overfit to the training data, and may not perform much
better than random guessing. To address this, various methods have been developed,
many of which leverage the idea of model ensembling. A survey of decision tree
learning methods can be found in [82].
4.1.1 Bagging and Random Forests
The simplest ensembling technique is to train multiple models and average their
results — this is the fundamental idea of bagging (otherwise known as Bootstrap
Aggregation). When performing bagging, subsets of the training data are randomly
sampled and a different decision tree trained on each subset. During inference, the
results from each tree are averaged to give a final numerical approximation. Training
each tree on a subset of the data and averaging the results reduces the chance of
overfitting to the training data since no one tree ‘sees’ the whole dataset.
Random forests use bagging with a modification [83]. Instead of just having trees
trained on different subsets of the training data, each tree also only uses a subset of
the input features. This technique allows for better handling of high dimensional data
as well as missing values (which can be common in large datasets). The downside
of both random forests, and bagging in general, is that the process of averaging the
results means loosing precision in the output of the model, and the training phase
takes longer than training a single model.
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4.1.2 Boosting
Bagging trains trees in parallel and averages their results. However, boosting trains
trees sequentially with the result of one strong learner — a model of arbitrarily good
performance depending on the training regime. Each tree in the sequence learns
using the input data weighted by the error of the previous tree (or sequence of trees)
— i.e. if the previous tree (or sequence of trees) is a good approximation of one
subset of the training data, but is a poor approximation of another, the next tree
in the sequence will be trained on data more heavily weighted towards the poorly
approximating data.
The training of subsequent trees in the sequence can be improved through various
optimisation algorithms, the most common of which is gradient boosting [84,85] where
a gradient descent algorithm can optimise for a given differentiable loss function
(see Section 4.2) to guide the construction of future trees. As an example of the
use of boosted decision trees in the context of event generation, methods have been
developed for gradient boosted regression integration where a series of decision
trees is used to approximate the probability distribution, g(x), defined in Equation
3.3.6 [86]. This method was shown to allow for the integration of functions for which
traditional algorithms have previous failed. Similar methods for matrix element
approximation have been developed using the parallelised boosted decision tree
approach, XGBoost [87]. This methodology was tested on the loop-induced gg →
ZZ process at leading order, demonstrating the potential for large speed-ups in
matrix element calculations [88]. Given that decision trees have the potential to
output ‘human-readable’ explanations for their decisions at each node, it would be
interesting to explore these to analyse how the phase-space is divided by a decision
tree in comparison with similar methods such as VEGAS (see Appendix B.2).
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Figure 4.2: Construction of the perceptron. Input variables, along
with a bias term, x0 = 1, are weighted, combined
together, and pass through an activation function, a,
which results in the output, f(x).
4.2 Neural Networks
Neural networks (NNs) are a commonly used methodology due to their ability to
approximate highly non-linear functions. There are many applications and construc-
tions for NNs — in this introduction we shall focus on Fully Connected Networks
(FCNs) which comprise a series of layers containing perceptrons. In this Section we
shall introduce these concepts and discuss their optimisation.
4.2.1 The Perceptron
The perceptron [89] is the simplest building block for neural networks. Given an








where wk are the weights which control the relative importance of the input variables,
and a is the activation function. Activation functions can take on a range of values
and the choice of function is usually based on the data types and problem to be
addressed. For now, we will assume that a takes the form of a linear function, which
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is the most common choice for activation functions just before the output is given in
regression problems. The sum in Equation 4.2.1 runs from zero because we introduce
a fixed variable to each input’s data points, x0 = 1. This zeroth element means the
term x0 · w0 = w0 serves as a bias constant. Figure 4.2 shows a schematic of this
representation.
In practice, we optimise the weights such that the function is a good approximation of
the training data. As a result of the increased efficiency in automated differentiation
libraries, gradient descent algorithms have become the norm in machine learning for
optimisation problems. 1 We therefore define a loss function, L, which provides a






(yi − f(xi))2, (4.2.2)
The gradient of the loss function is then calculated to update the weights
w(t+ 1) = w(t)− η∇wL, (4.2.3)
where the weights, w = (w0, ..., wd), at time t + 1 are updated from their values
at time t by taking the gradient of the loss function with respect to the individual
weights and multiplying this by the learning rate, η. The learning rate plays an
important role in gradient descent algorithms and controls the importance of the
gradient. In this implementation, the learning rate is considered a hyperparameter
which can be separately tuned. However, as the network approaches the global
minimum of the loss landscape during optimisation, setting this parameter too large
may cause the network to overshoot this value. Algorithms for adapting the learning
rate dynamically during training can be used to address this problem. Common
choices include: AdaGrad [91], which scales the model parameters in proportion to
the historical values of the gradient squared, thereby giving parameters with larger
gradients large learning rates and vice versa; RMSProp [92] adapts the AdaGrad
algorithm to put less weight on historical gradients in the distant past; and Adam
1For an overview of gradient descent algorithms commonly used in the context of ML, see [90].
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Figure 4.3: Construction of a typical Fully Connected Network for
regression with a single number output. Input variables,
along with a bias term, are weighted and combined to-
gether at each node in the next layer. All nodes in each
layer are connected to all other nodes in subsequent lay-
ers. This continues for all hidden layers, {f (1), ..., f (h)}
and terminates once we reach the output layer f (o).
Each node in each layer can have a different activation
function associated with it. It is common practice to
assign the same activation function to all nodes in the
hidden layers, with the final activation function usually
chosen to be linear for regression problems.
optimisation [93], which is similar to RMSProp with the addition of momentum [94]
that adds an additional correction to the gradients based on previous values.
From this description it is clear that the perceptron is a simple object which can only
fit functions comparable to the chosen activation function. However, by combining
multiple perceptrons together in parallel and in series, with interlinking weight layers,
we can access much higher dimensional functions with complex non-linearities.
4.2.2 Fully Connected Networks
FCNs are composed of multiple perceptron-like objects arranged in layers — layers
in between the input and output layers are referred to as hidden layers. Activation
functions introduce non-linearity into the network and common choices in regression
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problems are hyperbolic-tangent, sigmoid and rectified linear unit (ReLU) functions
a(x) = tanh(x), a(x) = 1
1 + e−x
, a(x) = max(0, x).
Different functions have been found to have different advantages and use cases. For
example, the sigmoid function may be useful if the desired output is bounded between
(0, 1), whereas the ReLU function has been found to ensure rapid convergence in
classification tasks [95]. The output of a network with h hidden layers is then given
by
f(x) = f (o)f (h)(f (h−1)(...(f (1)(x)))), (4.2.4)
where fk are the outputs of layer k, and f o is the output layer which is usually given
a linear activation function in the case of regression. A schematic of this is given in
Figure 4.3. The choice of activation function is dependent on the problem at hand
and can be optimised during the hyperparameter optimisation phase of architecture
development (along with other hyperparameters such as the number of hidden layers
and the number of nodes in each layer). Since the activation functions interact in
a non-trivial way, simplifying their choice by assigning them to be the same for all
nodes in the hidden layers helps minimise undue complexity, and drastically reduces
the number of possible hyperparameter combinations.
Optimising for a given loss function uses the same logic as applied in Section 4.2.1
— by using back-propagation, which is a simple application of the chain-rule to
calculate the Jacobian with respect to each weight in the network. Indeed, by
leveraging matrix linear algebra, we can simply write the weight update as
W (t+ 1) = W (t)− η∇WL, (4.2.5)
where the weights are now represented as a matrix W [96].
From Equation 4.2.4 it is clear that the layering of multiple hidden layers containing
a number of nodes with different non-linear activation functions allows such models
to approximate highly complex functions. Furthermore, advances in computational
matrix algebra and automated differentiation, along with hardware advances such
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as in graphical processing unit (GPU) technology, mean neural network training
times are continuing to be drastically reduced. 1 2 This is partly due to the large
parallelised arithmetic which can be naturally performed on GPUs, as well as the
building of specialised ML software optimised for GPUs and the production of GPUs
specifically designed for the high dimensional matrix algebra performed frequently
in ML tasks. It is worth noting, however, that much attention has recently been
on speeding up highly time and memory consuming computer vision tasks, whereas
the comparable order(s) of magnitude speed gain from using many GPUs is not yet
widely observed when training models for numerical regression.
Given this ability to approximate complex functions, neural networks have been
applied to phase-space sampling and integration [98,99], where they have been shown
to increase the speed at which functions can be integrated. Similar to applications of
boosted decision trees to this problem, in these examples neural networks are trained
to map a random number to the probability distribution, g(x) ∈ [0, 1]d, for use in
importance sampling. However, since the network acts as a variable transformation,
at each point we must calculate its gradient to determine the Jacobian, which can
become computationally expensive. To address this, recent work [100–102] has
attempted to use normalising flows [103,104]. These have been shown to avoid the
computational cost of calculating the gradient of the network, when determining the
Jacobian through the use of coupling layers [104, 105]. However, the performance
of these approaches has been shown to decrease as the multiplicity of the process
increases. Recent work using auto regressive flows [106–108] (which are related to
their normalising counterparts in approach but are expected to perform better on
larger feature spaces) applied to phase-space sampling [109]. Here, the authors
test their approach on e+e− → tt̄ at LO and pp → tt̄ with parton showering at
NLO. Promising results were found when trained on weighted events, with too
1For a survey of automatic differentiation approaches in the context of machine learning see [97].
2We will show assessment of the speed of classical analytic and numerical function evaluations
compared with neural network inference in the context of matrix element calculations in Chapters
5 and 6.
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many point being rejected during unweighting for good performance on these events.
The incorporation of negative weights was also tested, with the model found to
incorporate these and produce results largely within the Monte Carlo error of the
‘true’ distribution.
NN based approaches have also been developed to address other components of Monte
Carlo event generators including parton showering [110–112] and event reweighting
[113]. Similarly, several works have focused on developing NN techniques for explicitly
learning the cross-section of specific processes [114,115].
4.3 Generative Networks
Generative Adversarial Networks (GANs) [116] consist of two NNs — a generator
and a discriminator — and are based on a game theoretic scenario in which these two
networks compete. The exact details of this methodology are beyond the scope of
this thesis. However, we give a brief overview of how GANs can be constructed and
their applications to event generator simulations. For more details see the original
paper [116] and Chapter 20 of [3].
The aim of the generator, g, is to produce samples x∗ = g(z), given some input
‘noise’, z, which is usually drawn from a Gaussian distribution. The discriminator,
d, is either fed the output of the generator, or a sample from the training dataset,
x, and attempts to determine from which source the input sample originated. 1
By training these two networks to compete against each other, a generator can be
obtained which is able to produce samples that are hard to distinguish from reality
(the training data).
The simplest way to train these networks is as a zero-sum game. Let’s assume the
function v(g, d) determines the payoff of the discriminator and −v(g, d) the payoff
1In applications of GANs relevant to this thesis, the generators perform a regression task,
whereas the discriminator is a classifier. As mentioned at the beginning of the Chapter, we will
not discuss the details of ML classification. However, in the case of GANs, it is sufficient to think
of the output of the discriminator as being a single probability score which estimates the network’s
belief that the sample is synthetic or from the training dataset.
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of the generator. Each network then seeks to maximise its payoff such that at
convergence
g∗ = argmingmaxd v(g, d), (4.3.1)
where a common choice is
v(g, d) = Ex∼px [log(d(x))] + Ez∼pz [log(1− d(g(z)))], (4.3.2)
where px is the training data distribution and pz is the generator input noise distri-
bution [116]. Writing this in the same format as Equation 4.2.2, the loss functions

















[log(1− d(g(zi)))] , (4.3.5)
where Ld and Lg are the discriminator and generator loss functions respectively and
the final lines comes from the fact that the generator can not directly affect the
log(d(xi)) term.
In practice, GANs which use NNs suffer from the non-convexity of maxd v(g, d),
which can make training noisy and convergence challenging. Other formulations of
the training procedure continue to be developed in an attempt to address the problem
(see [117, 118] for examples); however, these are beyond the scope of this thesis to
discuss in detail. Despite these challenges, GANs have important applications in
multiple fields, including various components of event generator simulations.
Full event generation can be highly time consuming, and so GANs have been de-
veloped to replace the full pipeline described in Chapter 3. Many works have taken
off-the-shelf GANs with FCN architectures to emulate full event generation, includ-
ing detector simulation, for a variety of processes [119–123]. However, in [124] the
authors use a convolutional neural network (CNN) [125, 126] architecture in place
4.3. Generative Networks 67
of the FCN setup. 1 Physics inspired modifications of traditional loss functions
have also been developed to help GANs learn relevant features. In [127] the authors
directly include the masses of the Z-boson to aid peak reconstruction which results in
an analysis-specific loss function, while others use knowledge of the peak structure of
integrand for a more generalisable approach [128]. In the latter example, the authors
do not include detector simulations in order to more fully probe the ability of the
networks to learn complex intermediate resonances present in pp→ tt̄→ (bqq̄′)(b̄q̄q′).
The same loss function was used to study electron-proton collisions without detector
simulations in [129]. In this work the authors also developed feature transformations,
while also augmenting the input to the discriminator with additional features, to
improve their performance. It would be beneficial to rigorously test the generalisab-
ility of these physics informed additions and alterations which have been found to
boost performance.
In many of the above examples of ML applications to particle physics processes,
it is reasonable to ask to what extent the models can encode physics beyond that
contained in the training data. In the case of GANs this questions was addressed
in [130], where the authors applied GANs to a range of toy models representative
of physics processes. The authors trained the models on a small training dataset
drawn from a known probability distribution and then generated data points using
the trained GAN until the information added by the network saturated. The authors
found that the GANs were indeed able to “amplify” the training data to a certain
extent before the addition of more generated data points no longer helped the
generated distribution approximate the known distribution. This has important
ramifications for the use of ML models in particle physics processes, although more
testing must be done to assess this on realistic distributions, as well as the effects of
training dataset size on the amplification achievable.
In addition to full event generation, GANs have been applied to event unweighting
1CNNs can be thought of as a natural extension of the neural networks discussed in Section 4.2,
where each input is a portion of an image which is then convolved with a weight matrix (or kernel).
For an introduction to CNNs see Chapter 9 of [3]
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[131] and subtraction [132], with early work assessing its performance for phase-space
integration of toy examples where traditional methods have struggled [86]. Recent
works have discussed incorporating Bayesian methods for uncertainty estimation —
a key ingredient for physics use cases of these methods which will also be discussed
in more detail (albeit from a frequentist perspective) in Chapter 5 — into these
generative methods [133] building on previous work which used similar techniques
for the extraction of energy of a tagged top quark inside a fat jet [134]. For a more
in depth review of some of the works discussed in this Chapter see [135, 136], and
see [137] for a discussion on how GANs can be used more broadly for event generation
and fast simulations in High Energy Physics (HEP).
It is worth noting that Variational Auto-Encoders (VAEs) [138] can also be used
in a similar way to GANs and many of the works discussed above have testing
VAE methods in parallel. More information on VAEs more broadly can be found
in [138,139].
Chapter 5
Machine learning for matrix
element approximation:
e+e−→ qq̄ + jets
5.1 Motivation
Phenomenological studies of high multiplicity final states at collider experiments
present a substantial theoretical challenge and are increasingly important ingredients
in experimental measurements. During the last 15 years, a dramatic improvement
in computational algorithms for one-loop amplitudes has led to a number of highly
automated codes capable of predictions at NLO accuracy in the SM [51,61,70,140,
141].
These codes are based around numerical algorithms that bypass the growth in
algebraic complexity that analytic approaches suffer from. As discussed in Chapter
1, the computational cost of these algorithms is still relatively high, resulting in huge
commitment of CPU and personnel resources to obtain the necessary theoretical
predictions for current experiments.
In this Chapter, we begin to explore one way in which we can use ML technology,
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Figure 5.1: A ratio of the CPU cost to calculate tree-level and one-
loop amplitudes in Njet to inferring on a neural net-
work (built in Keras/TensorFlow) as a function of the
number of legs (equivalently number of variables). The
black line denotes 1. This demonstrates the fairly trivial
fact that the neural network is fast to call compared to
numerical equivalents.
in the form of neural networks (see Section 4.2), to decrease the computational
cost of precision simulations. In particular, we consider high multiplicity scattering
processes, with high mathematical complexity, where it is less clear how to make
use of conventional interpolation methods such as polynomial fits and interpolation
grids [142–146].
Neural networks have the potential to provide extremely fast and lightweight ap-
proximations of complicated amplitudes. In Figure 5.1 we demonstrate this for the
particular test cases which are the subject of this Chapter — the tree-level and
one-loop amplitudes inside the Njet amplitude generator [65] for e+e− →≤ 5 jets. 1
Here, we see that the neural network is fast to call and has a very mild dependence
on the number of variables. The challenge is to train the network well enough that
it can be interpolated and extrapolated reliably over a complete range of differential
observables. While the potential speed up in the function call is quite striking,
1An example of a matrix element calculation for this process is given in Section 2.2.
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the real challenge is not clear from this analysis. The actual improvement in CPU
cost must include the time takes to train the network such that interpolation and
extrapolation are sufficiently accurate and reliable.
In this Chapter we design a deep learning pipeline to approximate e+e− →≤ 5 jet
matrix elements at both LO and NLO, thus exploring processes with significantly
higher multiplicity than those considered previously (see Chapter 4 for a discussion of
prior work). While [114] uses a more automated approach for phase-space sampling
to aid in training a neural network, we employ physics-based knowledge of the
processes in designing our pipeline. We analyse the effectiveness of this approach
and what this might tell us about the phenomenological set up. We pay careful
attention to the errors and uncertainties in our neural network approximation, and
offer a comprehensive implementation of neural network regression analysis.
The techniques developed in the Chapter will be applied to the e+e− →≤ 5 jet
processes, and will be further developed for more complex loop-induced processes in
Chapter 6.
5.2 Computational setup
We use Njet [65] (an on-shell based C++ code) to evaluate colour and helicity
summed Born and virtual matrix elements for e+e− →≤ 5 jets, denoted M(n,0)
and M(n,1) respectively. Going beyond the simple analytic approaches presented
in Chapter 2, Njet uses integrand level reduction [147] and generalised unitar-
ity [61, 148–153] to construct loop amplitudes from tree-level input, which is com-
puted efficiently with Berends-Giele recursion [154]. For a given phase-space point,
Njet calculates the virtual and Born matrix elements, along with the 1/ε and 1/ε2
correction coefficients (arising from dimensional regularisation discussed in Chapter
2). In this thesis we do not use the correction coefficients and instead only focus on
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It should be noted that the definition of the k-factor in Equation 5.2.1 is not the
conventional ratio of the full NLO to LO calculation, but rather the ratio of the
matrix elements. In addition, our discussion of NLO matrix elements will be limited
to the virtual corrections only, and not the real radiation part.
For ease of use, Njet is interfaced via the Binoth Les Houches Accord (BLHA)
[155,156]. The BLHA is designed to provide a standardised interface between Monte
Carlo tools and matrix element programs. We leave the implementation of interfacing
with event generators to Chapter 6.
We explore the performance of various neural network generated amplitudes for
total and differential cross-section computations at LO, as well as their respective
k-factors at NLO. We find that as the multiplicity increases, IR singularities on
the edge of the phase-space increasingly cause problems for a single neural network,
which struggles to find a good fit across the whole phase-space. To improve the
approximation, we divide up the phase-space into sectors according to the FKS
subtraction method [37,38]. Although we do not actually perform subtraction, this
phase-space decomposition isolates the IR singularities and allows the training of
networks to focus on improving performance on each partition individually.
5.2.1 Phase-space partitioning for final state singularities
We explore two pipeline configurations: i) we naively train a single network over
all sampled points in phase-space; ii) we divide the phase-space into divergent
and non-divergent regions in an attempt to partially isolate the IR singularities
and then further sub-divide the divergent region according to the FKS subtraction
method, training one network on the non-divergent region, and a different network
on each partition. For clarity, we will generally refer to the naive single network and
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partitioned ensemble of networks as ‘models’, and the individual networks comprising
these models as ‘networks’.
We parameterise our phase-space according to the Lorentz invariant yij = sij/scom,
where sij = (pi+pj)2, and define all cuts with respect to this quantity. The partition
dividing divergent and non-divergent regions is defined to be at yp. To introduce the
concepts of the phase-space partitioning method, we will use a global kinematic cut
parameterised by ycut, and then progress to more complex cut configurations which
are more relevant for the phenomenological analyses in Chapter 6.
Using these two scales, the divergent region, Rdiv, and the non-divergent region,
Rnon-div, are defined as follows:
Rdiv = {p | ycut ≤ min(yij) ≤ ycut + yp, p = (pa, pb, p1, ..., pn), i, j ∈ {1, ..., n}},
(5.2.2)
Rnon-div = {p | ycut + yp ≤ min(yij), p = (pa, pb, p1, ..., pn), i, j ∈ {1, ..., n}}, (5.2.3)
where p is a phase-space point consisting of the initial state 4-momenta, pa and pb,
and the outgoing momenta, {p1, p2, ..., pn}, where n is the number of jets. Given
the lack of initial state singularities in e+e− collisions, this is an appropriate choice.
However, we will generalise this definition to hadronic collisions in Section 6.3.1.
In the FKS subtraction formalism, the phase-space is divided such that the kinematic
regions resulting from each partition contain only a specific subset of singularities.
In order to achieve this, a set of ordered pairs, known as FKS pairs, are introduced.
In our case of e+e− →≤ 5 jets we define these as:
PFKS = {(i, j) | 1 ≤ i ≤ ng + 2, 3 ≤ j ≤ ng + 2, i 6= j,
M(n,0) orM(n,1) →∞ if p0i → 0 or p0j → 0 or ~pi||~pj}, (5.2.4)
where ng is the number of gluons in the process.
We then construct a partition function similar to that of [157, 158] (for a brief
introduction to different FKS pair definitions and partition choices see Appendix C):
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where, in this example, σ(X) represents either the Born cross-section, σ(B), the virtual
correction, σ(V ), or the k-factor, σ(K).
To demonstrate this partitioning effect, we analyse the process e+e− → qq̄g. Here,
we can isolate each of the two FKS pairs {qg, q̄g} and weight all the phase-space
points in the divergent regions according to the behaviour of Si,j for each pair. The
first pair, in principle, corresponds to either the quark and gluon going collinear or
the quark or gluon going soft. Since we cannot have soft quarks, this FKS partition
only contains the singularities for the soft gluon and collinear quark and gluon. The
behaviour of the FKS partition function, Sq,g can be clearly seen in Figure 5.2, where
we observe increasingly highly weighted points as sqg approaches 0.
An advantage of this method is that the interpolation between singular regions is
smooth since they add together to produce the overall cross-section (see Equation
5.2.6). 1 By weighting the matrix elements in this way, phase-space points closer
to the q||g singularity contribute with increasing significance to the corresponding
neural network’s loss during training. A similar analysis can be performed for the
second FKS pair in this process.




2 − 1, (5.2.7)
where n is the number of jets and the −1 comes from the fact that {qq̄} is not an
FKS pair by definition. It should be noted that the number of pairs can be reduced
1An alternative implementation would be to partition the phase-space in a piecewise manner
according to Heaviside step functions (as in [37]); however, this introduces an additional set of
scale choices and significantly reduces the number of phase-space points left for each network to
learn the complicated divergent structure. Indeed, we found that when partitioning piecewise the
network performs significantly worse in comparison to this smooth implementation.
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Figure 5.2: Behaviour of the Sq,g FKS partition function relative to
yij = sij/scom.
in reality due to the symmetric behaviour of all gluon-gluon, or quark-gluon pairs;
however, for simplicity we partition into Nmax regions. For example, in the case of
e+e− → qq̄g, Nmax = 2, but since the behaviours of the two pairs in this process are
identical, we could reduce this to one.
After using the FKS partition function to divide the region Rdiv, we are left with
Nmax +1 regions in total across which we train the same number of networks. We find
that setting the scale to yp = 0.01 is generally applicable to all processes analysed
in this Chapter.
5.2.2 Neural network setup
We compare the performance of two neural network setups: firstly, a singular network
is trained over the entire uniformly sampled phase-space; secondly, an ensemble of
Nmax + 1 networks is trained over the partitioned phase-space.
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Data
The phase-space is uniformly sampled using the RAMBO algorithm [6], with each
point initially having a weighting of unity (see Section B.1). At LO, we train the
naive model on data generated from sampling over the entire phase-space uniformly,
whereas we train the partitioned model on samples drawn equally from the divergent
and non-divergent regions. 1 At NLO, due to the computational expense of virtual
matrix element calculation, the phase-space is uniformly sampled as a whole and
then divided into Rdiv and Rnon-div regions after sampling. RAMBO was chosen
for its simplicity, for the ease with which it can be altered to our specifications, and
because it highlights interesting pitfalls and difficulties in high-dimensional functional
approximations (see more on this below). In total we generate 500k phase-space
points for training at LO, but only 100k at NLO due to the complexity of the
problem.
The IR poles in the matrix element result in singularities. Neural networks for
classification tasks have been repeatedly shown to perform better when datasets
are balanced, thus helping to avoid bias in the classification. Balancing can be
done through a variety of methods such as over and under sampling, as well as
loss function weightings. In regression tasks, the equivalent to class imbalances are
under sampled regions that behave significantly differently to the rest of the sampled
space. When doing explicit numerical calculations of the matrix elements, these
imbalances are not such an issue and their effect when calculating observables can be
estimated by the Monte Carlo error and by phase-space resampling; yet they become
significant when training a network. Through balancing the training datasets in
the divergent and non-divergent regions, and using the FKS partitioning method as
outlined above, we hope to address the issue of underrepresented regions. However,
this is not as practical to do at one-loop, or during phase-space generation in existing
1Testing was done to assess the significance of equally sampling from the divergent and non-
divergent regions of phase-space when training the naive model as well, although we found little
significant performance increase relative to that of using the partitioned model.
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event generators, so this is only performed at LO.
As discussed in Chapter 3, there exist increasingly sophisticated non-machine learn-
ing based methods for phase-space sampling which seek to more optimally sample
the space for faster convergence. RAMBO, however, is indifferent to these vari-
ational differences in phase-space, giving a more naive sampling, yet the ability to
construct an interpolation function from a uniformly sampled phase-space means
we save computational time during the sampling stage. Although performance of
our approximation may be increased using these more sophisticated methods, we
demonstrate sufficiently good results while requiring only the use of simple sampling
techniques like RAMBO. This further shows the power of our method and the
additional time savings it can offer.
Once the phase-space points are generated, we use Njet [65] to calculate the corres-
ponding squared matrix elements at LO, and the virtual correction terms at NLO,
for e+e− → Z∗/γ → qq̄ + ng. We calculate all quantities in the four-dimensional
helicity (FDH) scheme, assuming all external legs to be massless, with the number of
light quark flavours set to nf = 5, and use the same renormalisation scale as in [159].
When training the network, the dataset is split in an 80:20 ratio for training and
validation. Furthermore, independently generated, unseen datasets are used for
testing the performance of our models. Model testing consists of inferring on these
unseen test points to create cross-section and differential plots as shown in Section 5.3.
Through generating many more points for testing than training we demonstrate the
performance of our methodology as an interpolation function by further extrapolating
into the divergent region.
To avoid the problem of vanishing/exploding gradients, we standardise our data
to zero mean and unit variance at each input node and across the targets. For
additional details on methods for preprocessing data, see Appendix D.
78
Chapter 5. Machine learning for matrix element approximation:
e+e− → qq̄ + jets
Architecture
Choosing an optimal network architecture is non-trivial due to the large number
of parameters that can be tuned to an array of criteria. It is common to approach
a singular problem using a neural network and optimise the architecture for that
process. However, because we want to demonstrate the ability of networks to become
sophisticated multi-parameter interpolation functions, we require these models to
generalise to a variety of processes.
For this reason, we do not fine-tune a network to any particular process, but rather
attempt to employ the same architecture for each process (in Appendix D we show
the results of a hyperparameter scan to verify the choices made here for the case of the
diphoton processes discussed in Chapter 6). The neural networks are parameterised
using Keras [160] with a Tensorflow [161] backend. They comprise of fully-connected
layers with an input layer of (n− 1)× 4 nodes and output of 1, with three hidden
layers made up of of 20-40-20 nodes. The hidden layers all use hyperbolic-tangent
activation functions and the output node has a linear activation function.






where N is the number of training points, f : Rd → R is the function describing the
neural network, xi is the ith d-dimensional set of input data, and yi the corresponding
target variable. The network is optimised using Adam optimisation [93], while
the number of training epochs is determined through Early Stopping applied to
the validation dataset (see Section 8.1.2 in [3]), tracking the validation loss with
no minimum change requirements. We recognise that by using a validation set
containing only 20% of the original training set, we may be severely limiting the
number of points in the increasingly divergent regions, thus skewing our Early
Stopping criteria to the less divergent regions. In an attempt to mitigate this, we
train with a patience of 100 epochs to measure effects in the loss function significantly
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later in the training regime; however, at NLO we found that this makes minimal
difference to the total loss and so can be reduced to speed up network training.
The inputs to the network are the 4-momenta of n− 1 jets. Since we fix the centre-
of-mass energy for training, we sought to reduce the number of input nodes for more
efficient learning. We note that further reductions in the number of input parameters
could be made, yet in testing this had no significant effect on performance.
5.2.3 Uncertainty Analysis
The subject of error and uncertainty analysis in ML processes is receiving increasing
attention (see [162,163] and the references therein), especially in the particle physics
community [164–167], yet too frequently a demonstration of rigorous error analysis
in ML regression processes is lacking.
As stated in [162], the main sources of error arise from approximation, aleatoric
and epistemic uncertainties. Approximation uncertainty arises due to the model
being too simplistic to allow for complex functional fitting, e.g. too few nodes or
hidden layers in a neural network meaning the model is not able to fit sufficiently
non-linear functions. Aleatoric uncertainty accounts for fluctuations in the data
distribution e.g. from measurement errors, and cannot be decreased by collecting
more data from the same experimental setup. Epistemic uncertainties, on the other
hand, account for uncertainties in the model, including lack of sufficient coverage of
the data. Since we are using deep neural networks, we assume the approximation
error to be negligible. Additionally, we do not consider aleatoric uncertainties here
since our data has been generated through high-precision numerical methods, and
Njet accuracy tests have been performed to measure the stochasticity in matrix
element generation and found this fluctuation to be negligible. 1 Following [164] we
apply similar methods highlighted for use in classification networks to this regression
1Njet accuracy tests are performed by inferring on each phase-space point twice and checking
the difference in the results. The threshold is set to the default value of 10−5 and errors arise due
to lack of floating point precision and rounding errors.
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task. Specifically, we focus on the measurement of precision/optimality errors, which
include those arising due to epistemic uncertainties.
We measure model parameter initialisation dependence by training an ensemble of
models on fixed training datasets while randomly reinitialising the weights of each
model. Depending on the observable, the standard deviation in the bins can be
measured. Additionally, when sampling the phase-space, the Monte Carlo error is
calculated; however, this does not fully account for the uncertainty in phase-space
completeness. For this, we bootstrap the training data, thereby resampling the
phase-space multiple times and training an ensemble of models, with each model
trained on a different dataset, while keeping the weight initialisations fixed. Since in
this Chapter we are comparing neural network output against Njet results, we only
include Monte Carlo errors on the Njet results, which avoids the double counting of
errors. When using models ‘in production’, Monte Carlo error can be added to the
model uncertainty, as specified above, for a full uncertainty estimate. We note that
the best possible achievable accuracy would correspond to the Monte Carlo error on
the Njet result.
The performance of our methodologies is also dependent on the test set chosen. For
this we quote the Monte Carlo error, although it should be noted that the same issue
with determining sampling completeness occurs here. Due to the computational
expense of repeated generation of test sets, we do not perform this. However, the
uncertainty bands on the neural network approximations should be sufficient to
provide evidence of our methodology. This is because these additional dataset
dependencies are negligible due to the large number of test points used and the
relative size of the computed Monte Carlo error compared to the model uncertainties
(see Section 5.3).
The errors on the models that we calculate are therefore the error due to model
initialisation dependence and error due to the size of the training dataset, which
are added in quadrature. As noted in [164], additional sources of uncertainty are
inherent in the network approximation which are hard to calculate explicitly, such
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as dependence on the model architecture (e.g. the number of hidden layers, nodes
in each layer and the types activation functions used). Due to the size of the other
errors mentioned, and the lack of currently available tools for their calculation, we do
not attempt to incorporate errors arising from these uncertainties into our analysis.
We quote Monte Carlo error only for the testing dataset, with the exception for
the NLO 5-jet case in which we quote both the Monte Carlo and model errors (see
Figure 5.9).
When presenting our results, we calculate the mean of the ensemble of models trained
and quote the standard error on the mean. Throughout this Chapter, we choose
to train 20 models for each ensemble. This number was chosen in a slightly ad
hoc manner, since it gave a reasonable distribution of models, and should not be
interpreted as a requirement.
Theoretical uncertainties are also prevalent in all of these calculations due to variab-
ility in setting the renormalisation scale, µR. Such uncertainties propagate through
the networks since a model will learn to fit data at a certain scale. In this Chapter
we train on data generated at a fixed scale, as used in [159], and we are not trying
to teach the model anything about the scale uncertainties. However, to test that we
are robust to different scale choices, we perform the normal ad hoc scale variation
of µR/2 and 2µR purely to determine the dependence of our methodology on such
a scale choice. In doing so we found that the models are able to approximate the
matrix elements at each scale equally well to within Monte Carlo error, and we
therefore assert that model performance is not highly dependent on the value of µR
in the range we analysed. Moreover, since the goal of this work is not to calculate
the cross-section or k-factors of a new processes, but to provide tools for estimating
such values for already known process, we do not quote these as uncertainties in our
methodology.
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5.3 Results
We test our methodology on estimating both LO cross-sections and k-factors for
processes up to e+e− → 5 jets. In addition, various differential distributions are
plotted to demonstrate the applicability of our methodology to real phenomenological
calculations. In general, we see that neural network approximations demonstrate
wide applicability to the cases investigated, with the FKS partitioning method
giving more accurate and stable results through better approximations of the IR
singularities. It should be noted that the cross-sections discussed here are calculated
my summing the squared matrix elements and normalising by the number of phase-
space points. This is a simplification of the partonic cross-section given in Equation
3.1.2.
5.3.1 Approximations at LO
Although leading order calculations are not significantly computationally expensive,
they pose interesting test cases for neural network approximations of high multiplicity
processes with many scales and complex IR singularity structures. Moreover, we
find that much of what can be learnt from the performance of the models here can
be applied to the NLO case.
As detailed above, we compare the naive approach where a single network is trained
over the entire phase-space with the partitioned approach where an ensemble of net-
works trained on Nmax + 1 partitions of phase-space. In determining the appropriate
value of the global phase-space cut parameters, ycut, we evaluate the performance of
our models by calculating the ratio of the output to the Njet calculation as well as
the model’s ability to approximate the cross-section and differential distributions.
Figure 5.3 shows the distribution of the neural network errors by calculating the
ratio of the model output to the Njet result at each phase-space point in the test set.
Symmetric error distributions are desirable given that phenomenologically relevant
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Figure 5.3: Born matrix element output of the naive approach
(red) and partitioned approach (green) compared to the
Njet calculation at different jet multiplicities and/or
ycut values across 1M points. Outputs are taken as the
average over 20 trained models.
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tests for our method include approximating cross-sections and differential cross-
sections. Since the partitioned approach gives much narrower and more Gaussian
shaped distributions than the naive approach, we can clearly see that this method is
preferable at the level of per-point accuracy. Additionally, the error distributions of
the partitioned approach are more closely centred on zero in comparison to the naive
approximation, thus suggesting that the partitioned model will produce a better
overall average performance as well. The 5-jet error distribution from the partitioned
approach appears to be narrower than the 4-jet, however, this is likely due to more
points falling into the divergent region and providing the networks there with a
greater amount of training data. Since the yp value has not been carefully tuned,
this is not necessarily surprising. For more details on changing yp with multiplicity,
see Appendix E. Note that these plots to not contain any information about the
relative uncertainties attached to these model outputs, which we will discuss below.
While the error plots demonstrate the per-point performance of the models, we
also wish to compare their performance in calculating physics observables while also
taking into account uncertainty in the data and the model setup. Figure 5.4 shows
the approximated cross-sections of the naive and partitioned approaches as compared
to those computed from the Njet matrix elements. As expected, we see a harsher
ycut value at 5-jets better regulates the divergent regions, thus improving both the
naive and partitioned approaches; however, this harsher cut is not fully necessary as
the Njet result sits on the edge of the neural network uncertainty bands.
When approximating the cross-section, we find the uncertainty bands have very little
noise and follow the shape of the average result closely. Since each trained network
will aim to minimise the value of the loss function, and no network will perfectly
learn the target distribution, for each model there will be an offset between the
final trained model result and the true distribution result. Since the cross-section is
proportional to the average over the phase-space, for any value of N , these differences
will average out such that the offsets manifest themselves as a distance away from
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(f(xi)− yi) = σP − σNjet (5.3.1)
= ε+O(θ), (5.3.2)
where σP and σNjet are the inferred and Njet calculated cross-section values respect-
ively, ε is a fixed offset from the true cross-section and θ a small noise parameter.
This therefore explains the relatively fixed distance between the model uncertainty
upper and lower bounds and the Njet result.
Another result of Equation 5.3.2 is that, unlike Monte Carlo error, inferring on more
test points will not reduce the model uncertainties since such a model cannot contain
more information than the training dataset has provided. These uncertainties are
intrinsically tied to the training set and the model initialisation and so any efforts
to reduce errors arising at test time should therefore be focussed on addressing such
uncertainties. We demonstrate an example of this by developing our partitioned
method rather than focussing on changes to the test dataset.
In general, the global cuts required for the partitioned approach to be within the
Monte Carlo error of the Njet cross-section are ∼ ycut = 0.01. These cut values are
reasonable for our definition of yij and are equivalent to the cuts made in [98].
After cuts have been made, we see that the partitioned approach has a significantly
reduced standard error when compared with the naive approach, with an inferred
mean closer to the final stable cross-section. This difference in uncertainty can
be understood by comparing the relative standard deviations of the naive model’s
single network, and the deviations in the different networks making up the partitioned
model, as we shall now show.
Let us first assume that the values of the cross-section calculated using the naive
approach, σs, are normally distributed,1 i.e. σs ∼ N (µs, ζ2s ), where µs is the mean of
1This is a reasonable assumption given that we would expect the uncertainty due to initialisation
and dataset size to focus around a central mean value, with greater degrees of fluctuation becom-
ing increasingly less likely. Additionally, any difference between the mean and the Njet result
86
Chapter 5. Machine learning for matrix element approximation:
e+e− → qq̄ + jets
Figure 5.4: Comparison of the naive approach (left) vs. the par-
titioned approach (right) in estimating the Born nor-
malised cross-section. Uncertainty bands denote the
standard error on the mean calculated over 20 trained
models (red and green) and Monte Carlo error on the
Njet result (blue). We refer the reader to Section 5.2.3
for details of the error analysis.
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Figure 5.5: Comparison of the naive approach (left) vs. the par-
titioned approach (right) in estimating the differential
cross-section against y, where y is the minimum yij as
ordered by pT . Data is normalised to the maximum
Njet bin value. Uncertainty bands as described in
Figure 5.4.
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the normal distribution and ζs is the standard deviation. Secondly, we note that in
the case of the partitioned method, the outputs of the networks trained over different




dσp + βσnon-div, (5.3.3)
where Nmax is defined in Equation 5.2.7, 1, dσp is the sum over all weighted matrix
elements for a given FKS pair, and α and β reweight the contributions of the local
cross-sections in proportion to the number of total points in each region. Since we
only partition the divergent region, Rdiv, according to the FKS partition function,
we add the differential cross-section over the non-divergent region, σnon-div.
Given that the uncertainties in the individual networks making up the partitioned
model are expected to manifest themselves in a similar way to the naive approach,
we may also assume that these are drawn from a normal distribution such that
∀p ∈ {1, ..., Nmax} : dσp ∼ N (µp, ζ2p ), dσnon-div ∼ N (µnon-div, ζ2non-div), (5.3.4)
=⇒ σFKS ∼ α
Nmax∑
p=1

















:= N (µFKS, ζ2FKS). (5.3.8)
Since the uncertainties in the partitioned method are smaller than those found when




would likely be systematic of the model architecture choice, sampling algorithm and other factors
external to the uncertainty measured here, thus resulting in a symmetric distribution, up to an
approximation.
1In our implementation, for future process independence and coding simplicity we actually have
Nmax + 1 pairs since we do not discard the qq̄ pair. In the processes examined in this Chapter, this
has the effect of splitting the non-divergent region into two parts although, given the ease with
which the networks are able to learn this region, we do not find this causing an issue.
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=⇒ α2ζ2p < ζ2s ,∀p ∈ {1, ..., Nmax} and β2ζ2non-div < ζ2s . (5.3.10)
From Equation 5.3.10 we see that not only does the partitioned method have a
reduced uncertainty in comparison to the naive method, but that each individual
network making up the partitioned model also has a reduced uncertainty contribution,
thus supporting the claim that by using the partitioned method, the networks
learning the divergent structure are more certain, relative to their contributions,
about what they are learning and less sensitive to both model initialisation and
dataset size.
The overall accuracy of the partitioned approach, combined with the implications
of Equation 5.3.10, demonstrates that we are learning the divergent structure of the
amplitude sufficiently well. As discussed in Section 5.2.3, it should be noted that
Figure 5.4 and Figure 5.5 do not show the performance of a single model, but rather
the average of 20 trained models with their equivalent standard error. Although one
does not have to train this many models to get a good approximation, in Section
5.3.2 we will see that training additional models is computationally cheap and thus
not a large hinderance.
Figure 5.5 shows the differential cross-section of the yij distribution of the two softest
jets as ordered by pT . Again, we plot the mean of the 20 trained models and the
standard error on the mean. These differential distributions were chosen as they
highlight the performance of the models in hard-to-sample regions of phase-space, in
particular some of the regions we would expect the FKS partition function to assist
with learning. Indeed, we see a significant improvement when using our partitioned
method both in comparison to the performance of the naive approach, in overall
per-bin, accuracy and in stability. In addition, the partitioned method also produces
narrower uncertainty bands than the naive approach, thus demonstrating its higher
confidence in these regions. While this confidence is seen to be slightly misplaced
in the case of the 5-jet plot at ycut = 0.01, we see the harsher cut mostly correcting
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for this and producing good agreement between the Njet and partitioned results.
Similar reasoning to that given in Equations 5.3.4 - 5.3.10 can be applied to the
per-bin uncertainty differences between the naive and partitioned approaches.
Overall, the partitioned model is shown to produce more accurate and reliable results
in LO approximations than the naive approach. While it can be argued that there
is greater computational expense in training multiple networks, given the very low
cost of network training in comparison to the data generation time this is considered
to be negligible, particularly at higher orders (see Section 5.3.2 for more details).
5.3.2 Virtual Approximations at NLO
When approximating the k-factor, the IR singularities present in the previous ex-
amples have been normalised by dividing out the LO matrix element. This normalisa-
tion regulates the number of large divergences in phase-space, allowing the network
to focus more on learning the loop-induced divergences. Additionally, although the
FKS method is especially useful for isolating soft and collinear divergences at LO,
given the presence of logarithmic terms in sij in the virtual corrections, we still
expect to see improvements by using the partitioned method when approximating
the k-factor.
As in the LO case, in Figure 5.6 we plot the error distributions for the naive and
partitioned cases by comparing the network outputs to the Njet calculations at the
per-point level. In the 3 and 4-jet cases we see that both methods perform relatively
similarly, with the naive approach appearing to be slightly better in the case of 4-jets.
However, it should again be noted that these plots do not contain information about
the network uncertainty and so should not be interpreted as the sole measure of
performance.
In Figure 5.7 we see that both the naive and the partitioned approaches approximate
the k-factor to within Monte Carlo error at 3-jets, and are within the percent level
at 4-jets. Although either methodology would be suitable for use, the partitioned
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Figure 5.6: k-factor output of the naive approach (red) and the par-
titioned approach (green) compared to the Njet calcu-
lation at different multiplicities. Outputs are taken as
the average over 20 trained models.
Figure 5.7: Comparison of the naive approach (left) vs. the par-
titioned approach (right) in estimating the normalised
NLO/LO k-factors. Uncertainty bands as described in
Figure 5.4.
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approach requires little more computational time in comparison to the naive model,
while producing narrower uncertainty bands. For robustness at higher multiplicity,
the partitioned method remains the more optimal method.
A comparison between the computational speed of different methods of k-factor
computation and calculation can be found in Table 5.1. Here we see a dramatic
speed-up when using the network approximation as opposed to current numerical
methods, with the dominant time saving coming from the reduction of the number
of matrix elements having to be explicitly calculated using Njet (i.e. in the case
of training on 100k points and inferring on 1M at high multiplicity the speed-up
is O(10)). Moreover, the assertion that the partitioned method is not significantly
more expensive than the naive approach can be verified. It should be noted, by only
training on 10k points we may achieve unacceptable performance when compared
to the 100k results. The results presented in the table are therefore designed to
demonstrate the computational time required for network training in comparison
to the Njet calculation, as opposed to providing guidelines on how many training
points to use.
As in Section 5.3.1, we plot the differential k-factors of the y distribution of the two
softest jets as ordered by pT . In Figure 5.8 we see that both the naive and partitioned
approaches model the data well. As before, the partitioned method provides us with
slightly narrower uncertainty bands in both the 3 jet and 4 jet cases. Additionally,
although neither the naive model, nor partitioned model, approximate the peak in
the 4 jet distribution exactly, the peak location is more accurately approximated
by the partitioned approach with only a single bin at the peak being significantly
ill-approximated. While we do not necessarily see much improvement in using the
partitioned approach, given that the additional training time required is negligible in
comparison to the data generation, as well as its performance in approximating the
overall cross-section, we still see the partitioned approach as a viable and beneficial
method to use for k-factor approximation. It should be noted that similar reasoning
as given in Equations 5.3.4 - 5.3.10 can again be applied to the k-factor and per-bin
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Figure 5.8: Comparison of the naive approach (left) vs. the par-
titioned approach (right) in estimating the differential
NLO/LO k-factors against y, where y is the minimum
yij as ordered by pT . Data is normalised to the max-
imum Njet bin value. Uncertainty bands as described
in Figure 5.4.
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10k training, 1M inference 100k training, 1M inference
Njet Partitioned approach Njet Partitioned approach
Jets Time (hrs) Time (hrs) % diff Time (hrs) Time (hrs) % diff
3 13.2 0.15 −0.5± 0.3 13.2 1.32 0.1± 0.2
4 194 1.97 0.5± 0.5 194 19.4 0.1± 0.4
5 6.39× 103 63.9 - 6.39× 103 639 -
Table 5.1: Time required for k-factor calculation at different multi-
plicities requiring 1M points, while training on 10k and
100k points. Performance of the partitioned approach is
assessed by calculating the percentage difference in the
cross-section approximation normalised to the Njet res-
ult. Errors are calculated by adding the model uncer-
tainty and Monte Carlo error from the Njet result in
quadrature. These results assume all calculations take
place on a single CPU core and that the training points
form part of the inference set. Training on 10k points
is fast but not necessarily reliable, whereas using 100k
points gives more reliable results and so may be a more
reasonable estimate of the speed-up. Results are not
given for 5-jets since we did not generate testing data at
this multiplicity.
uncertainty differences between the naive and partitioned model approaches at NLO.
Finally, in the case of 5-jets we demonstrate our methodology as it may be used in
practice. In Figure 5.9 we show how one may infer on a set of points with no known
Njet results for testing, while understanding the associated neural network errors.
From these plots we clearly see that the partitioned method has associated errors
only at the level of 0.5% in the cross-section, with larger uncertainties in the regions
of the differential plot where one would expect Monte Carlo error to dominate.
As highlighted above, when you do not have a test set for comparison, it may be hard
to validate the optimal number of training points required for a good approximation.
While at NLO we present the results of networks trained on 100k points, and found
this number to be relatively optimal with regards to accuracy, stability, and training
time, we do not claim that this will always be the case for other processes. Although
generating more Njet matrix elements for testing is the best way to assess network
accuracy, a possible substitute would be to test on the training data. While this
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Figure 5.9: Normalised NLO/LO k-factor and differential k-factor
against y, where y is the minimum yij as ordered by
pT , at 5 jets using just the partitioned approach. Data
in the differential plot is normalised to the maximum
network output value. Uncertainty bands denote the
following errors added in quadrature: one standard error
from model uncertainties and one Monte Carlo error
on the result itself. Uncertainty bands are given as
a percentage of the mean calculated over 20 trained
models.
is not generally regarded as good practice, given the problem at hand it may not
be as bad as in other cases. For instance, unless there is a large degree of noise
in the cross-section given the size of the training dataset, as an initial measure of
model performance we can quantify the uncertainty in our training set and assess the
proximity of our network uncertainties and this Monte Carlo error. Additionally, our
network uncertainty calculation depends only on the network’s behaviour relative to
the training set and is independent of the test set. Therefore, although testing on
the training set is still not ideal, given how we calculate our network uncertainties
and by using our physics knowledge of the Monte Carlo error, we are able to use this
as a first test of network performance without having to generate additional testing
data.
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5.4 Summary
In this Chapter we have explored the possibility of optimising simulations for many-
scale processes needed for LHC analyses. Machine learning technology is finding
an increasing number of applications in particle physics and offers the potential to
dramatically reduce the CPU cost of expensive simulations.
The application to scattering amplitudes is a little different to classic examples of
neural networks in that the dataset is exact. 1 We can also have complete control
over the range of the dataset, although the CPU cost of obtaining the data can be
very high. The challenge is to make a sufficiently good fit to the data that a reliable
interpolation and extrapolation of differential cross-sections can be made. The CPU
cost of the extrapolation/interpolation is negligible in this procedure so the further
the network can be extrapolated, the better the computational speed-up.
In this Chapter, we have looked at multi-scale amplitudes which are not well suited
to more traditional approximations with polynomial grids. At one-loop, scattering
for 2 → 4 or higher multiplicity becomes extremely expensive, even with modern
automated tools. We find that a reliable amplitude approximation can be difficult
to achieve when using a naive single neural network due to the large changes in the
amplitude related to its singularity structure. We compare this naive approach to a
technique in which an ensemble of networks are used to approximate the amplitude
by separating the singularities, using an FKS partitioning. This partitioned approach
has shown promising results at both the per-point level as well as in estimating the
cross-section and differential distributions.
Understanding the reliability of this approach is one of the biggest challenges. By
varying the initial data and parameter initialisations used in the network, we find
a way to estimate the error on the networks. For all but the highest multiplicity,
e+e− → 5 jets, we also provide comparisons to direct integration of the amplitude.
1Technically we restrict to double precision, although higher precision arithmetic could be used
in principle.
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At LO we observe that the FKS partitioning provides significantly more reliable
and accurate estimates than the naive approach, while in the case of NLO k-factors,
where the leading order singularity structure is divided out, the partitioning still
helps in these regards, with results accurate to within a few percent. Moreover,
Equations 5.3.4 - 5.3.10 show that each network in the partitioned model has a
smaller associated uncertainty than that of the naive model, thus suggesting that
the partitioned model is learning the divergent structure with a higher confidence
than the naive model. Indeed, this is the case at both LO and NLO. The networks
not only provide good scattering amplitude approximations, but also lead to reliable
predictions with a speed up comparable to the ratio of the number testing to training
points.
In this initial study we have made a number of simplifications whose effect could be
important when using the technique for a realistic analysis. Firstly, we employed
a simple flat phase-space generation using the RAMBO algorithm. This makes it
hard to compare with the more efficient generators used in state-of-the-art Monte
Carlo simulations. The JADE jet algorithm may exacerbate the soft singularities
and so the effect of alternative jet algorithms, as well as the effect of introducing
initial state singularities in pp collisions. We also see in the higher multiplicity cases
that the error from the neural network approximation does start to increase. It
may be in these cases that the NLO FKS separation requires modification. In this
study we used a simple version of the partition function based only on the kinematic
invariants. In general, we can alter the scaling power of the invariants in the various
limits which will affect the behaviour of the FKS regions away from the singularities.
To address some of these concerns, in the next Chapter we explore the applicability of
the methodology developed above, to increasingly complex gluon-induced diphoton
scattering processes. Such processes introduce the challenges of initial-initial and
initial-final state singularities, which were not present in e+e− collisions, as well as
the absence of tree-level diagrams, since these processes are loop-induced at LO. We
will also assess how to integrate these ML techniques with existing Monte Carlo
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event generator technologies, such as Sherpa, and test the robustness of our ML
approach to more phenomenologically relevant cuts.
Chapter 6




In Chapter 5 we developed an ML pipeline for learning matrix elements for e+e−
collision processes at both tree and one-loop level and at high multiplicity. This
provided a good test bed in which to develop our methodology, without having to
be concerned about initial-state singularities, and additional factors such as PDFs
which alter the centre of mass of the system. In this Chapter, we will extend this
work to consider a class of scattering processes that contribute to diphoton signals
at hadron colliders. We will also introduce a systematised pipeline for using the ML
approach described previously for phenomenological studies in practice.
The process gg → γγ + n(g) is a good test case for ML technology, since it is
loop-induced and has relevant contribution from high multiplicity matrix elements.
Using automated tools at NLO, full QCD corrections are known for pp→ γγ + ≤ 3
jets [168–170]. There has been a flurry of recent activity around next-to-next-to-
leading-order (NNLO) corrections to pp → γγ + j in which the complete leading
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colour corrections have been presented [171–175]. As such, 2 → 3 and 2 → 4
scattering for the gluon-initiated diphoton channel are now extremely relevant for
future phenomenological studies.
The interface of general one-loop amplitude codes into multi-purpose Monte Carlo
event generators has resulted in a wide variety of simulation options which can
offer the best possible theoretical accuracy. Methods that go beyond fixed-order
perturbation theory — such as parton shower matching, merging, and jet multipli-
cities — improve accuracy across important regions of phase-space. However, these
simulations add additional strain on the underlying amplitudes.
State-of-the-art tools make use of advanced phase-space mapping algorithms to im-
prove the convergence of the multi-dimensional integration (see Chapter 3). General
purpose Monte Carlo event generators such as Sherpa [2,50], Pythia [45,46], Her-
wig [47–49], and MadGraph [51] often make use of the diagram structure of the
underlying tree-level process to ensure an optimal distribution of points during the
integration grid optimisation phase. Reusing tree-level distributions when generating
virtual events is particularly effective at reducing the computational cost of using
complicated one-loop amplitudes. However, this is not possible in the loop-induced
processes discussed here.
Given these problems the gg → γγ + n(g) processes present a relevant and present
challenge to event generation. In this Chapter we will not only apply our pipeline
to this process and explore its performance, but also interface our approach with
Sherpa, and assess its robustness to the additional complexities which arise.
6.2 Gluon-initiated diphoton amplitudes
We study amplitudes with two photons and many gluons which first appear at
one-loop level in the SM. With conventional simulations relying on cheaper LO
tree evaluations to optimise event generation for NLO one-loop contributions, these
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loop-induced processes present an interesting sector to test new approaches for phase-
space integration. Compact analytic computations for gg → γγ and gg → γγg have
been available for some time and offer extremely fast and stable evaluation. As a
result, it is feasible to optimise event generation with the one-loop evaluation. For
2→ 4 scattering problems, only numerical codes are available and simulations can
be extremely slow. It is also not clear that analytic formulae would be sufficiently
compact to alleviate this situation, even if they were available.
The loop-level amplitudes proceed through a fermion loop and have a colour decom-
position in the trace basis as





λ(σ (a1, . . . , an−2))A(1)(σ(1, . . . , n− 2), (n− 1)γ, nγ), (6.2.1)




f is the combined coupling of the
diphoton system to the fermion loop, Sn−3 is the set of even non-cyclic permutations
of {1, . . . , n− 2}, f runs over active quark flavours with fractional quark charge Qf ,
and the colour trace function λ is defined as
λ (a1, . . . , an−2) = tr (ta1ta2 . . . tan−2) + (−1)ntr (ta1tan−2 . . . ta2) . (6.2.2)
For example, for n = 4 there is a single primitive amplitude. 1 It is given by the
diagrams














where a plain line indicates a sum over quark loop arrow directions. At one-loop,
these amplitudes are also related to the fermion loop corrections to pure gluon
1Primitive amplitudes are gauge invariant and have fixed cyclic order of external legs. The
permutations, σ, introduce the sum over the different permutations of the QCD generators.
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scattering through permutations [176]. The ingredients for differential cross-sections














(h) Cij A(1)j (h) +O(αn−1s ) (6.2.4)
where the matrix C is a function of the number of colours, Nc, obtained by squaring
the colour basis elements, and the index on the partial amplitudes, A, refers to the
different permutations in the colour decomposition.
As in Chapter 5, the amplitudes are taken from the Njet C++ library [65]. Here,
there are different options: a general numerical setup using generalised unitarity
and integrand reduction; and hard-coded analytic expressions for n = 4, 5. The
n = 4 analytic expressions were taken from [177], while for n = 5 they were obtained
directly from a finite field reconstruction [178] and are in agreement with known
analytic formula [176,179].
The numerical evaluation requires the sum of permutations of ordered primitive
amplitudes. This is completely automated for arbitrary multiplicity, but evaluation
times and numerical stability are increasingly difficult to control.
To study the growth of evaluation time with multiplicity, we evaluate the matrix
element at 100 random phase-space points with each available technique and plot the
mean times in Figure 6.1. We generate the phase-space points isotropically with the
algorithm from [180]. While analytic methods are competitive at low multiplicity,
we see they scale poorly and are unlikely to beat numerics at n ≥ 6. Numeric scaling
is better, but these algorithms come with a high cost. Our NN approach provides
a performant alternative, with significantly better scaling than either numerics or
analytics.
6.3 Computational setup
In this Chapter, we build on the work presented in Chapter 5, where a NN ensemble
approach was presented in which a different NN is trained on each soft and collin-
























Figure 6.1: Matrix element typical CPU evaluation times for avail-
able methods — including Njet numerical evaluations,
Njet analytical evaluations, and inference on a NN en-
semble as described in Section 5.2 — against the number
of legs. These calls are single-threaded as parallelisa-
tion is applied at the level of events in simulations. An
analytic expression for 2→ 4 is not available. The NN
is comparable to the analytic call at 2 → 2, 50 times
faster at 2 → 3, then 105 times faster than the 2 → 4
numeric call. All NN evaluations were performed using
the same yp parameter value. The differences in eval-
uation time with increasing multiplicity is therefore a
result of points falling into Rdiv.
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ear region of phase-space, and was shown to be effective in handling IR divergent
structures at both the Born and one-loop level at high multiplicity in e+e− collisions.
In the case of the 2 → 3 and 2 → 4 gluon-initiated diphoton amplitudes, we have
initial-initial, initial-final and final-final state IR singularities. Therefore, in this Sec-
tion, we will present a generalisation of the phase-space partitioning introduced in
Section 5.2.1 to hadron-hadron collisions as specified in [38]. We will also discuss the
interfacing of our methodology with existing event generators such as Sherpa [2,50].
This is important to demonstrate since it is not immediately obvious that NN ap-
proximations trained in isolation will be robust to the added intricacies of event
generators important for extracting physical results, such as PDF weightings and
choices of integrators.
6.3.1 Phase-space partitioning for hadron-hadron collisions
In Section 5.2.1 we introduced our method for phase-space partitioning based on FKS
subtraction [37,38] techniques. We now generalise the divergent and non-divergent









p | yp ≤ min(yij), p = (p1, p2, . . . , pn), i, j ∈ {1, . . . , n}
}
, . (6.3.2)
In Equations 6.3.1 and 6.3.2, we have removed the ycut parameter introduced in
Section 5.2 since we will be using more phenomenologically relevant global cuts in
this Chapter (see Section 6.3.2). The FKS pairs are then defined as
PFKS = {(i, j) | 1 ≤ i ≤ n, 2 ≤ j ≤ n, i 6= j,
M(n,0) orM(n,1) →∞ if p0i → 0 or p0j → 0 or ~pi ‖ ~pj}. (6.3.3)
The partition functions are then the same as in Equation 5.2.5, with the newly
defined FKS pairs from Equation 6.3.3.
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The above definitions are appropriate for the processes studied in this Chapter as
they account for the different singularity structure to that found in the case of
e+e− (i.e. they explicitly include the initial-state singularities). To allow for easier
generalisability to other processes, we include all pairs of initial- and final-state
particles in our implementation, including the {γγ} pair which is redundant as it
does not exhibit the relevant singularity structure. This redundancy does increase
the computational time required; however, we find the performance of the NN
ensemble is not adversely affected. The above implementation could therefore be
simply generalised to the e+e− case, although again with some redundancy.
6.3.2 Neural network setup
While the focus of this Chapter is the use of the NN ensemble method presented
in Chapter 5, for completeness we present a comparison of this method against a
naive (single network) approach in Appendix F. The same network architecture
as presented in Section 5.2.2 is used. Hyperparameter tuning also comfirmed the
appropriateness of this choice (see Appendix D for more details).
Data
The sampling of phase-space is dependent on the integrator. In this Chapter we
use integrators already available in Sherpa. Unless otherwise specified, the same
integrator is used for training, validation and testing. We generate the datasets
from two runs of the integrator: the first is divided into training and validation
datasets according to an 80:20 split; the second uses a different random seed from
the first, and is used for the test dataset (with the exception of error plots showing
the per-point accuracy of the models). Otherwise, data is generated as in Section
5.2.2 for the NLO case, and we train our networks on 100k points and test on 3M. 1
1Varying types of data processing were used for hyperparameter tuning (see Appendix D for
more details). However, standardisation was still the chosen method.
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All our simulations use √scom = 1TeV; the methodology is theoretically agnostic to
this choice. In Chapter 5, a simple JADE algorithm was used for the global phase-
space cuts. To test the robustness of our approach to more realistic phenomenological
cuts, unless otherwise specified all models are trained, and analyses performed, using
the following kinematic cuts adapted from those in [169]
pT,j > 20 GeV Rγ,j > 0.4
∣∣∣ηj∣∣∣ < 5
pT,γ1 > 40 GeV Rγ,γ > 0.4
∣∣∣ηγ∣∣∣ < 2.37




2 + py2 (beam along z-axis) is transverse momentum magnitude,
R =
√
(∆η)2 + (∆φ)2 is isolation cut cone radius, η is pseudorapidity, φ is azimuthal
angle, γ denotes a photon, photons are ordered by pT , and jets, j, are identified
through the anti-kT algorithm [181] implemented in FastJet [182] with R = 0.4.
These cuts are typical for LHC analyses. Photons are selected by smooth cone
isolation [183] such that all cones of radius rγ < R satisfy
Ehadronic(rγ) ≤ ε pT,γ
1− cos rγ
1− cosR
with R = 0.4 and ε = 0.05.
Matrix elements are evaluated with renormalisation scale µR = MZ , where MZ is
taken from the PDG [1]. Since the one-loop process is LO, the full amplitude is
finite and has µR dependence in the couplings only.
6.3.3 Interfacing with event generators
Assessing performance after interfacing with existing event generator technology is
important for demonstrating ‘real-world deployment’ of ML algorithms in particle
physics simulations, as it exposes the model to a range of post-inference effects which
may alter the final reliability of the model. For example, generators allow for the
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easy implementation of complex phase-space cuts, jet clustering algorithms, phase-
space and PDF weights, as well as different integrators and integration optimisation
routines.
The interface
Event generators are largely written in C++ for computational efficiency. Therefore,
after the model has been trained, the weights of each NN are extracted and written
to file. A C++ program reads these models’ files and performs the linear algebra
operations required during the inference step, using Eigen [184]. This means the
Python libraries used for model training and inference are circumvented, and the
call time for model inference is reduced, while keeping everything in C++ simplifies
the interfacing of the model with standard event generators.
Given a set of 4-momenta, a custom C++ interface provides the helicity- and colour-
summed matrix element to Sherpa. This can be used to call Njet evaluations
through a BLHA interface [155,156] or to call the model inference result. Rivet [185,
186] is then employed for analysis, with a script adapted from the reference analysis
of [187].
Phase-space integration
Phase-space integrators seek to achieve increasingly optimal rates of integration
convergence through the careful sampling of points. While the choice of integrator
can affect the overall rate of convergence, it also determines the placement of phase-
space points which directly feeds into the distribution of points in the training
dataset.
Since these processes are loop-induced, for simplicity we use the RAMBO integrator
[6] throughout for event generation (see Appendix B.1). However, we test different
approaches to generating the integration grid. The first we term the ‘unit grid’,
which is constructed by running the grid optimisation step while returning a unit
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value in place of the matrix elements. This effectively removes the dependence on
the optimisation procedure and, since RAMBO is used, ensures a uniformly and
isotropically sampled phase-space. The second uses VEGAS [73, 74] optimisation
when generating the integration grid, thereby putting a preference on sampling
regions of particular importance to the cross-section (see Appendix B.2). We share
the integration grid between training and testing phases, meaning this importance
sampling is reflected in both. Given the expense of matrix element calculation for
the 2 → 4 scattering process, we reserve the use of VEGAS optimisation only for
the 2→ 3 case.
Weights
When training the models, we do not include explicitly any event generator effects.
All additional weightings, i.e. phase-space weights and PDF weights, are introduced
after the model has been used for inference, as is done for other matrix element
generators. The addition of these weightings has the potential to be problematic for
model performance: when the model is trained it is unlikely to learn all regions of
phase-space equally well and there is a chance that those regions in which the model
has poor performance could be amplified by these additional weighing factors.
In order to test for this we include PDF weights using the LHAPDF library [188]
and the NNPDF3.1 set NNPDF31_nlo_as_0118 [189] as well as phase-space weights
which depend on the integration grid optimisation method.
6.3.4 Reweighting
The approach used in this Chapter to train the NN ensemble provides good agreement
between the network output and that of Njet. However, the ensemble approach
will always be an approximation and is subject to perform poorly in certain regions
of phase-space, especially those in which it has not been trained or in which training
data are sparse. As a partial remedy to this, we propose the idea of reweighting the
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event weights with known matrix element values derived from Njet. When using
weighted event generation, this can either be performed after event generation or
can be done ‘on the fly’ at the interface level. The former approach is possible since









where wNjetE,i and wNNE,i are the event weights using Njet and the NN ensemble
respectively for a given phase-space point i, andMNjeti andMNNi are the associated
matrix elements.
As the ratio Njet/NN is not known a priori, we must construct criteria on which
to reweight. Specifically, we explore the following:
1. A random sample of points (e.g. 10%) regardless of where they are in phase-
space;
2. A priori stating which regions of phase-space in which to reweight and then
doing so either randomly or over the entire region;
3. Using the NN uncertainties to inform reweighting, e.g. points with large un-
certainties are reweighted.
There are several factors informing which approach is the most appropriate. The
first of these is the added compute time required: all of these techniques necessitate
calculation of the matrix element by an analytic or numerical evaluator and therefore
limit the desirable number of points to reweight. The second is the performance gain
and confidence in the output in certain regions of phase-space. If the analysis being
performed is specific to an under-sampled region of phase-space, such as distribution
tails where the network may under-perform due to divergent structures in the matrix
element, this could be an especially important region in which to reweight. However,
if general process explorations are being performed, meaning all distributions and
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cross-sections are of relative equal importance, then a less restrictive reweighting on
regions of phase-space may be optimal.
In this Chapter, we explore the application of reweighting to the processes described
in Section 6.4. While reweighting is not always found to be necessary given the
performance of our methodology, we demonstrate how it can be applied and discuss
which reweighting criteria show the greatest performance gain.
6.4 Results
In this Section, we present the results of our experiments for the 2→ 3 and 2→ 4
gluon-initiated diphoton amplitudes. As the former is significantly less computa-
tionally expensive, we use this for a deep analysis and exploration. The proposed
pipeline for using our ML set up and interface with event generators is as follows:
1. Generate an integration grid;
2. Use this with a matrix element provider to generate training and validation
datasets;
3. Train the model;
4. Use the model to estimate the values of the remaining phase-space points for
event generation while using the same integration grid;
5. Reweight (if necessary);
6. Obtain final results.
To assess performance, we also evaluated matrix elements with Njet in parallel with
the models, with different random seeds.
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Figure 6.2: NN/Njet errors for the 2→ 3 scattering process using
a unit integration grid.
6.4.1 gg → γγg
First we investigate the performance of our methodology on the loop-induced gg →
γγg process. Following the procedure outlined above, we use a unit integration grid,
choose a random seed with which to generate the training and validation datasets,
and use another to seed infer on the trained model.
Figure 6.2 shows the performance of our trained NN ensemble at the matrix element
level, here represented as the ratio of the model inferred values to the Njet eval-
uations. The errors form a narrow and approximately symmetric unit-centered
distribution, thus demonstrating that the ensemble method has a reasonable per-
point accuracy. The slightly elongated right tale of the distribution is due to large
matrix element values in highly divergent regions of phase-space, yet these points
are in the minority.
Once the ensemble is trained, it is converted to be called by the event generator
interface which allows for the calculation of the cross-section and differential distribu-
tions. While in Chapter 5 we used a simplified version of the partonic cross-section,
here we compute the full hadronic cross-section (see Equation 3.1.1). The first line
of Table 6.1 shows the results of the cross-section derived using Njet and the NN
ensemble. We see that these two approaches are in excellent agreement, with the
ensemble result overlapping within one standard deviation of that calculated by
Njet. The errors on the Njet values are the Monte Carlo errors, and the errors
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Cuts Njet [pb] NN ensemble [pb]
Baseline 4.149× 10−6 ± 6× 10−9 4.19× 10−6 ± 7× 10−8
Baseline + pT,γ > 50GeV 5.283× 10−7 ± 8× 10−10 5.4× 10−7 ± 2× 10−8
Baseline + mγ,γ > 50GeV 3.300× 10−6 ± 5× 10−9 3.34× 10−6 ± 5× 10−8
Table 6.1: Cross-sectional comparison between Njet and the NN
ensemble approach using different cuts. Baseline cuts
are those specified at the beginning of Section 6.4. The
Njet results are quoted with Monte Carlo errors and
the NN ensemble results with precision/optimality un-
certainties calculated as described in Section 5.2.3.
on the ensemble are precision/optimality uncertainties. The latter are calculated by
training multiple ensembles with different random seeds in the weight initialisation,
and in the shuffling of the training and validation datasets. Monte Carlo errors are
quoted to one standard deviation and the precision/optimality uncertainties to one
standard error on the mean. A more in depth description of this uncertainty analysis
can be found in Section 5.2.3.
The error plot and cross-section calculation provide good evidence for the perform-
ance of the NN ensemble method both in its ability to learn the distribution of
phase-space points on average, as well as its robustness to being integrated into a
wider event generation framework with additional phase-space and PDF weights.
Figure 6.3 demonstrates the performance of the NN ensemble in comparison to
Njet in six differential slices of phase-space. These include pT , angular, and diphoton
system distributions which have been chosen to give a range of realistic constructions
exploring different regions of phase-space. In general, the NN ensemble is found to be
in good agreement, particularly around the peaks, with the majority of the NN bin
values being within the Njet Monte Carlo error. The normalised NN uncertainty on
the differential bins is negligible in comparison to the MC error. Strong performance
is pronounced in the pseudorapidity distribution, which shows variation at the
percent level. The pT and angular distributions show more fluctuations in the tail
events, with the diphoton mass demonstrating the greatest deviations in these regions.































































































































































Figure 6.3: Differential distributions normalised to the cross-section
for the 2 → 3 process comparing Njet (red) with the
NN ensemble (blue). The Njet results are quoted
with Monte Carlo errors and the NN results with pre-
cision/optimality uncertainties calculated as described
in Section 5.2.3 but which are negligible in comparison.
Pseudojets ji and photons γi are ordered by energy,
∆φ is azimuthal separation, R-separation is defined in
Section 6.3.2, and mγ1,γ2 and ∆ηγ1,γ2 are the mass and
pseudorapidity separation of the diphoton system.
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Figure 6.4: Effect of reweighting points in the divergent region of
phase-space, Rdiv, on the ratio between the reweighted
cross-section, σ(RW), and the cross-section calculated us-
ing Njet σ(Njet) for the 2→ 3 process. In this case, the
divergent region comprises approximately 7–9% of the
total phase-space (see Appendix E for details). The red
band shows the Monte Carlo error on the Njet result.
systematic meaning agreement will increase as the bins are aggregated. This is to
be expected given the strong cross-section performance.
The results presented so far have been derived from a NN ensemble trained and
tested on the same integration grid and on the same cut parameters. However, in
phenomenological explorations it is common to study a range of cut parameters,
especially when measuring the effects of new phenomena. Since the NN ensemble
performs well at the per-point level (as shown in Figure 6.2), it should also be able
to generalise to different cut parameter configurations. Specifically, the ensemble
should still be applicable to harsher cuts than those used in training because the
it expects the training and testing datasets to be drawn from the same statistical
distributions. However, in the event that cuts are relaxed in comparison to those
the model was trained on, reweighting could be employed for the relevant additional
subset of points, thereby guaranteeing the expected values in these ‘unseen’ regions
of phase-space.
The second and third lines of Table 6.1 present a comparison of cross-section values
calculated using Njet and the NN ensemble with harsher cut values than the baseline.
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The agreement between the two approaches is comparable to the agreement found
before the additional cuts were added, thereby suggesting good generalisability to
looser cuts. Indeed, this is not surprising since the points with the largest errors
between the NN and Njet were the most divergent points and therefore the ones
more likely to be cut, given the IR singularities present in these processes.
The generalisation to additional cut parameters demonstrates both the robustness of
this training regime, as well as the practical gain in not having to retrain a network
for each specified set of cuts. This allows us to generalise the training and testing
procedure outlined at the beginning of this section to suggest that the NN ensemble
be first trained on more relaxed cuts and then, as iterations of harsher cut parameters
are explored during analysis, these can be applied without the ensemble significantly
decreasing in performance. If cuts are to be relaxed then reweighting could be used
to ensure good performance at the expense of compute time.
While the network performance has been shown to be strong overall, other reweighing
methods can still be explored. Reweighting randomly across all phase-space, even
at the 20–40% level, was not found to significantly reduce the difference in the
computed cross-sections. Similarly, the NN ensemble uncertainties were not found
to be correlated with the uncertainties, and so were discarded as a good reweighting
criterion. As mentioned above, the points in which targeted reweighting can be most
beneficial are those which fall within the divergent regions of phase-space. Figure 6.4
presents the results of reweighting points randomly in Rdiv (as defined in Equation
6.3.1), and shows an improvement in the cross-section when reweighting a greater
number of points. This enables the reweighted cross-section, σ(RW), to converge to
the value calculated by Njet, σ(Njet). Indeed, to achieve almost equal values in
the cross-sections, the total proportion of phase-space requiring reweighting is at
the percent level. Therefore, we find reweighting in the Rdiv region of phase-space,
and/or when relaxing cuts in relation to those used during training, can improve
model performance.
Finally, although the cross-section and differential distributions provide a means to
116
Chapter 6. Machine learning for matrix element approximation:
diphoton + jets























































Figure 6.5: Root mean squared error (RMSE) of the NN ensemble
approach in comparison to Njet as a function of x1 and
x2, and the frequency of points with these values in the
training dataset. Frequency differences in x1 and x2 are
due to Sherpa sampling differences.
test the robustness of our approach against the additional weights introduced during
event generation, we can more explicitly single out the effects of the PDF weights
by calculating the NN ensemble error as a function of the momentum fractions, x1
and x2, of the initial state partons. Figure 6.5 shows the root mean squared error
(RMSE) of the ensemble as a function of these variables, along with the frequency of
points as they appear in the training dataset. As expected, the ensemble performs
better in locations with more points, and we see the RMSE grow more significantly
in the regions of low-statistics. These regions of strong performance also correlate
with large contributions from the gluon PDF, which falls off as x approaches one, and
peaks in the low x region. This means that the points most enhanced by the PDFs
are those well approximated by the model, whereas those points on which the model
performs less well are suppressed. This helps explain why the error distribution in
Section 6.4.2 does not look as promising as other examples, yet the cross-section and
differential distributions are still well approximated.
Aside: VEGAS grid optimisation
The results presented so far have used a unit integration grid and RAMBO integrator
in order to be process agnostic in the phase-space sampling. As mentioned in Section
6.3.3, however, it is common to use importance sampling and other optimisation
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Figure 6.6: NN/Njet errors for the 2→ 3 scattering process using
a VEGAS optimised integration grid.
techniques to speed up integration convergence. To test the robustness of our
approach to these alternative integrators, we use VEGAS during the optimisation
grid generation stage. Figure 6.6 shows the error plots for the 2 → 3 scattering
process using this optimisation setup, while keeping all other setup parameters fixed.
Here, we see that the shape exhibited in the error plots is similar to that of the
unit grid shown in Figure 6.2, although slightly broader around the peak. This
is likely due to the the larger number of points placed in the divergent regions
by the VEGAS integrator. The cross-section was also found to be in excellent
agreement, with Njet giving 4.151× 10−6± 1.1× 10−8 pb, and the ensemble giving
4.22× 10−6 ± 8× 10−8 pb.
6.4.2 gg → γγgg
We now turn to investigate the gg → γγgg process. Analytic expressions for this
process are not available and the numerical implementation is significantly more
computationally expensive than for the equivalent 2→ 3 process (see Section 6.4.3).
Integration grid optimisation is therefore highly inefficient, and so for the remainder
of this section a unit grid will be used. To test generalisability, the NN setup is as in
Section 6.4.1, with the only change being in the chosen value of yp = 0.001. At higher
multiplicity, a greater proportion of points fall within the divergent region, Rdiv;
however, this can hinder model performance by unbalancing the training regime.
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Figure 6.7: NN/Njet errors for the 2→ 4 scattering process using
a unit integration grid.
It is therefore reasonable to aim to keep the proportion of points in this region
approximately constant throughout our experiments, which is achieved by lowering
the value of yp (see Appendix E for more details).
Figure 6.7 shows the performance of our trained NN ensemble at the matrix element
level. As expected, the performance has decreased relative to the 2 → 3 process
shown in Figure 6.2, yet the error distribution is still found to be approximately
Gaussian, although with a shifted mean. Despite this, the cross-section calculated
using the NN ensemble — 4.5 × 10−6 ± 6 × 10−7 pb — is found to be in excellent
agreement with that derived from Njet — 4.9× 10−6 ± 5× 10−7 pb. This suggests
that although there are several points where the ensemble approach performs poorly,
particularly in comparison to the 2 → 3 process, these are largely in the PDF
suppressed regions of phase-space and found not to affect the cross-section calculation
too greatly.
Figure 6.8 shows the performance of the ensemble approach in six differential slices
of phase-space. As in the previous example, the ensemble is found to perform well
relative to Njet: while noise in the tails of the distributions is still observed, these
appear to be reduced in comparison to the 2→ 3 process. This further supports the
assertion that the points where the ensemble performs poorly are suppressed.
Given the difference in cross-section values calculated using Njet and the ensemble






























































































































































Figure 6.8: Differential distributions normalised to the cross-section
for the 2 → 4 process comparing Njet (red) with the
NN ensemble (blue). The Njet results are quoted
with Monte Carlo errors and the NN results with preci-
sion/optimality uncertainties calculated as described in
Section 5.2.3 but which are negligible in comparison.
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Figure 6.9: Effect of reweighting points in the divergent region of
phase-space, Rdiv, on the ratio between the reweighted
cross-section, σ(RW), and the cross-section calculated us-
ing Njet σ(Njet) for the 2→ 4 process. In this case, the
divergent region comprises approximately 2–3% of the
total phase-space (see Appendix E for details). The red
band shows the Monte Carlo error on the Njet result.
6.3.4 and Section 6.4.1. As shown in Figure 6.9, reweighting in this region can bring
the NN ensemble derived cross-section closer to the value calculated using Njet.
In the case of the 2 → 4 process, the Monte Carlo error on the Njet result is
significantly larger for the same number of points compared to the 2 → 3 process.
Given these larger errors, and that the ratio σ(RW)/σ(Njet) resides within these errors,
the result is predictably noisy yet still converges, showing that this approach to
reweighting can be generalised across multiple processes.
6.4.3 Timing
We repeat the performance evaluation of Figure 6.1 with methods involving error
estimation as these are likely to be employed in real-world usage. This is comparable
with the approach presented in Figure 5.1. For conventional techniques, the dimen-
sion scaling test is a standard way to estimate error on the result, and introduces a
second matrix element call for each phase-space point evaluation. As discussed in


























Figure 6.10: Typical per-point call times, for the set of NN en-
sembles and scaling tests with numerical and analyt-
ical techniques, against the number of legs. Compared
to Figure 6.1, this incurs a twofold cost on the conven-
tional methods and multiplies the single NN ensemble
time by 20. Analytical methods are fastest at 2 → 2
and NNs do not offer a dramatic improvement at 2→ 3
either, but their fast call time and weak dependence
on the number of variables (which scales with multi-
plicity) win out at high multiplicity. At 2→ 4, where
no analytical expression is available and extrapolation
suggests it would be comparable in call time to nu-
merics, our ML approach is four orders of magnitude
faster than the numeric call.
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The results, shown in Figure 6.10, demonstrate the per-point speedup in using
amplitude NNs in practice. For the 2→ 4 process, where amplitude calls dominate
conventional simulation time, a O(104) times speedup in amplitude calls is observed
which renders the inference stage as negligible in the total time of our NN-based
simulation pipeline. Indeed, in comparison to the numerical calculation of the matrix
element, the training time of the NN ensemble can also be considered negligible,
meaning the total speed up in the overall simulation time is of the order Ninfer/Ntrain
— the ratio of the number of inference points to the number of points in the training
dataset. This is in agreement with the findings discussed in Chapter 5.
6.5 Summary
In this Chapter we provided further evidence that NNs can provide a general frame-
work for the optimisation of high multiplicity observables at hadron colliders. We
extended the preliminary studies shown in Chapter 5, for e+e− scattering, to hadron-
hadron collisions and provided a general interface to the Sherpa Monte Carlo
event generator for NNs trained with the Njet amplitude library. In addition, we
presented a systematised pipeline for carrying out data generation and training of
these NNs. Here, we focussed on the loop-induced processes gg → γγ + n(g) which
cause problems for conventional phase-space generation methods and require the
computation of expensive scattering amplitudes.
We saw, especially for the 2→ 4 process, a good improvement in the total simulation
time. Since the calls to the scattering amplitudes dominated the total time, the
speed-up was given by the ratio of the number of points used in training to the total
number of calls used in the full simulation (during event generation). While this
improvement was good to see, it is not the limit of the optimisation. If the trained
networks can be used for many subsequent simulations, with different kinematic cuts,
the overall improvement would be much greater. Furthermore, we showed that the
time-consuming integration grid optimisation stage could be removed meaning the
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speed-up gained could be considerably more in reality. We showed that our networks
reproduce distributions with different cuts in the transverse momentum and diphoton
mass without the requirement for retraining, which was very encouraging.
In general, the findings presented in this Chapter are in good agreement with those
presented in Chapter 5. Our NN ensemble methodology performed well, producing
excellent agreement between the cross-sections calculated by Njet and those derived
from the ML model. We also observed a similar growth in NN uncertainties at higher
multiplicities, as expected. Overall, the additional validation of our methodology




Computational Methods for Crisis
Response and Epidemic Modelling
Particle physics is a naturally interdisciplinary field, collaborating across the bound-
aries of many fields including physics, mathematics, and computer science. So far,
we have focussed on ML and Monte Carlo-type simulations in the context of particle
physics, and more specifically their applications to event generation. These tech-
niques were originally developed in the fields of psychology and nuclear physics
respectively, and have since permeated through many other disciplines. In this
Chapter we will discuss some of the additional work undertaken alongside that
presented in this thesis so far. This work will leverage the techniques and devel-
opments in ML and large scale probabilistic computational simulations, and apply
them to crisis response and epidemic modelling. This Chapter is not designed to
give an in depth view of these projects, but present a high level perspective of the
work.
7.1 Machine Learning for Crisis Response
During emerging humanitarian crises, such as natural disasters, conflict, or disease
spread, data collection to inform planning and relief efforts can be challenging. For
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example, earthquakes and flooding may make roads inaccessible, meaning response
teams have to rely on alternative data sources to inform operations. In these scen-
arios, machine learning methods can be used to provide timely and large scale data
analysis. This Section will focus on applications of ML to satellite image analysis, and
the development of ML techniques for tackling the COVID-19 pandemic a various
scales.
7.1.1 Satellite Image Analysis
When disaster strikes, satellites can be tasked to capture imagery of the affected
area, and image analysis can provide a rapid and detailed understanding of the situ-
ation. Use cases include: monitoring population displacement, settlement mapping,
damage assessment, fire detection associated with human rights violations, damage
to transportation networks, floods assessment or identifying direct impact of earth-
quakes, volcanoes, cyclones and landslides [190]. Furthermore, as crises progress,
imagery can be continually analysed for ongoing monitoring, and provide an early
warning system for potential changes.
Satellite image analysis tasks performed in humanitarian settings are highly special-
ised and time-consuming, and expert analysts are required to ensure a high quality
of information is returned to teams on the ground. However, in recent years there
has been an increase in the number of humanitarian challenges around the world,
putting increased strain on analysis work. To aid these efforts, ML techniques have
the potential to speed-up many of the time-consuming elements of the analysis,
leaving analysts with more time to focus on more nuanced and in-depth studies.
A common task carried out by image analysts is mapping refugee and internally
displaced person (IDP) settlements to assess growth, and estimate the number of
shelters for resource planning. In the aftermath of conflict and disasters, such
settlements are rapidly formed and continuous monitoring of their development,
particularly in its early stages, is vital to ensure enough basic aid, tents, blankets,
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and food are provided. Despite the need for immediate support, mapping these
settlements entails the manual counting of shelters visible in a satellite image, a
labour-intensive task for which current computer vision techniques may excel.
An early example of the use of ML for humanitarian operations using satellite
imagery is presented in [191]. This work develops an ML model for counting the
tents, administrative buildings, and other structures, in images of refugee and IDP
settlements. The authors use a Mask R-CNN [192] — a type of CNN — trained
on images of existing settlements with hand-drawn labels outlining the structures.
The model was found to perform well, with an average precision of 0.75 over all
settlements in the test dataset. As expected, performance varied between settlements,
likely due to the imbalances in the training dataset relative to various settlement
features, such as soil colour, settlement layout and structure appearances.
In these sensitive contexts, automated processes providing vital information in de-
cision making must be carefully validated and tuned to maximal performance since
e.g. a false positive may be detrimental to human life. To address this, a human-
in-the-loop (HITL) system was developed in which analysts validate the results of
the model and make corrections as needed. These corrections are fed back into the
model to fine tune the model to the specific settlement in question. This results
in an augmented model. As expected, model augmentation was found to further
improve results on the settlements used for fine tuning.
We proposed a similar approach to automating the mapping of floods [9]. Floods
are the most frequent natural disaster and can cause major societal and economic
disruption alongside significant loss of human life [193]. Flooding is usually caused by
rivers or streams overflowing, excessive rain, or ice melting rapidly in mountainous
areas. Alternatively, coastal floods can be due to heavy sustained storms or tsunamis
causing the sea to surge inland. Once an event occurs, a timely and accurate
assessment, followed by a rapid response, is crucial.
Traditional methods of satellite image analysis use Synthetic Aperture Radar (SAR)
imagery [194]. SAR images can be taken regardless of cloud cover and time of day,
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Figure 7.1: Analysis of Saigang Region in July 2019 with permanent
water and labels. The images show the area of interest
in black outline and the permanent water body derived
from the Global Surface Water Dataset [4] in blue. Left:
analyst mapped flooded region in yellow. Right: the
ML prediction in yellow.
since they use active sensors and specific frequency ranges. Although SAR images
generally have a lower resolution in comparison to their high-resolution optical
counterparts, high-resolution imagery (at the level of 0.3 - 0.5 m) is not generally
required for flood disaster mapping. Due to their popularity, many SAR satellite
collaborations, such as COSMO-SkyMed (CSK) [195], TerraSAR-X (TSX) [196], and
Sentinel-1 operated by the European Space Agency (ESA), are making for regular
and timely image capture.
Using a training dataset of historically mapped floods from different parts of the
world, we trained various CNN-type models for semantic (i.e. pixel-wise) segment-
ation. Given the occurrence of flooding near existing bodies of water, we added
existing water bodies back into the historical flood maps (derived from the Global
Surface Water Dataset [4]) and the models were trained to detect water in general.
We compared the performance of U-Net [197] and XNet [17], with that of a trans-
fer learning approach — this consisted of a ResNet [198] backbone architecture
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Figure 7.2: Workflow for rapid flood mapping: images can be auto-
matically downloaded from providers based on requests
or other activation criteria; the image is fed into a ma-
chine learning model for flood detection; human valida-
tion and quality control takes place which can also be
used to update the model for future floods in that region
(resulting in a library of region-specific models); maps
are then released.
pre-trained on the ImageNet [199] dataset which replaced the downsampling stage
of a U-Net model. The latter approach was found to give the highest accuracy and
F1/Dice scores across multiple tests, including testing the ability of the models to
detect water and flooded areas in geographical regions with different topographies
never appearing in the training dataset. This suggested good generalisation of the
approach.
Figure 7.1 shows a comparison between a flood map created by an analyst using
classical methods and the output of the chosen ML setup. This image is of a region
of Myanmar and no part of this image, or any other images of this region, were
contained in the training or validation datasets. This therefore represents an out-
of-sample test of the model’s performance. Here we see that the model shows good
agreement at the high level shown in the Figure. Indeed, the model was found to
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Figure 7.3: PulseSatellite mapping a refugee settlement in
Jordan. Buildings detected by the model are highlighted
in blue, with analyst-drawn structures in green.
achieve a 99% accuracy and a 0.95 and 0.89 F1/Dice on the water and flooded pixels
in the image, respectively.
As in the case of settlement mapping, accurate results are of particular importance
in flood response scenarios and so we developed a similar HITL system. A schematic
of this approach is given in Figure 7.2, which also shows the additional capability
for automatic downloading and processing based on e.g. field requests, or social
media monitoring, without the need for manual intervention from mapping analysts.
Automating time-consuming stages of the flood analysis pipeline allows analysts to
produce maps more rapidly, and therefore generate more timely data. In addition,
more regions can be monitored simultaneously and updates can be produced as
quickly as images are taken. In total, we found our automated approach to provide
∼ O(10) speed-up over the otherwise manual analysis stages of the pipeline.
Finally, to bring these ideas together, we developed an interactive web-based tool for
analysts to interact with the various ML models and enable HITL feedback loops in
an automated way — PulseSatellite [10]. Specifically, this platform is designed
to host a variety of specialised ML models, fine tuned for different functionalities.
Given that each scenario may require different outputs, the tool is dynamic such
that new models can be trained in real-time (as users provide feedback on detection
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Figure 7.4: AI applications for the COVID-19 response organised
at three levels: the molecular scale, the clinical scale,
and the societal scale.
results), and is adaptable to new situations. Figure 7.3 shows a screenshot of the tool
for the case of refugee settlement mapping described above. The tool was designed
alongside humanitarian and satellite image experts to ensure usability by those who
are not necessarily familiar with ML software, but who are the experts in rapid crisis
response.
7.1.2 Mapping the Response to COVID-19
The COVID-19 disease has caused wide-spread fatalities across the world, and
researchers have been desperately working to better understand and suppress its
spread. Key areas of research include: studying COVID-19 transmission, facilitating
its detection, developing possible vaccines and treatments, and understanding the
socio-economic impacts of the pandemic. Given the number of unknowns surrounding
COVID-19, and the need for a rapid response, numerous approaches utilised ML
technology to help discover and tackle the pandemic. Indeed, between January 2020
and August 2020 as many as 50 Artificial Intelligence (AI)/ML papers relating to
COVID-19 were being posted on preprint servers such as arXiv, MedRxiv and
BioRxiv per week.
In an attempt to provide a resource to the research community, we conducted an
exercise to map the landscape of AI applications being used to fight the pandemic
[11]. We categorised applications at three levels: molecular, where AI was being
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used to identify new or existing drugs for treatment; clinical, in which AI was
supporting diagnosis and evaluating prognosis based on medical imaging and non-
invasive measures; and societal, where AI was tracking both the epidemic and the
accompanying infodemic using multiple data sources. We also reviewed datasets,
tools, and resources needed to facilitate AI research.
In a review of works up to August 2020, we found that very few systems had achieved
operational maturity. However, there were several promising results including the
use of ML for analysing CT and X-Ray scans for early COVID-19 detection, as
well as several efforts to monitor and fight the infodemic of online misinformation
in online social media. We discussed these promising directions, as well as some of
the associated risks and pitfalls in more detail in follow up work [13]. Despite these
efforts, for AI applications addressing COVID-19 to have a global impact large-scale
data and model sharing, operational validation, and adaptation to local contexts
are needed. This requires cooperation and solidarity across borders as well as the
involvement of many relevant parties, including healthcare workers.
Through our review, we identified three key calls to action. Firstly, we believe that
scalable approaches to data and model sharing using open repositories will drastically
accelerate the development of new models and unlock data for the public interest.
Global repositories with anonymised clinical data, including medical imaging and
patient histories, can be of particular interest in order to generate and transfer
knowledge between medical institutions. To facilitate the sharing of such data,
clinical protocols and data sharing architectures will need to be designed and data
governance frameworks will need to be put in place. However, we must ensure that
biases are addressed — currently much of the data collected and released in existing
datasets is from Global North countries, leaving others underrepresented. This can
have serious implications if such data is used for training models which are then
deployed in other regions [14].
Second, the multidisciplinary nature of the research required to deploy AI systems
in this context calls for the creation of extremely diverse, complementary teams
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and long-term partnerships. Funding opportunities which encourage such collabor-
ations and define key research directions may help accelerate the success of such
partnerships.
Finally, we believe that open science and international cooperation can play an
important role in this pandemic that knows no borders [12]. Proven solutions can
be shared globally and adapted to other contexts and situations, prioritising those
solutions that target local unmet needs. In particular, given that many international
organisations, private sector companies, and AI partnerships operate across interna-
tional borders, they may be in a position to facilitate the knowledge dissemination
and capacity building of national health systems. Regions with less capacity can
benefit from global cooperation, as well as concentrating their efforts on the most
important local challenges. AI systems, methods, and models can act as a compact
form of knowledge sharing which can be used in, and adapted to, other contexts if
they are designed to be widely deployable, requiring low energy and little computing
resources.
7.2 Epidemic Modelling
In Section 7.1.2 we discussed the applications of AI to help stop the spread of
COVID-19. Over the course of the pandemic, national and local governments have
implemented numerous interventions, such as reductions in movement, closure of
certain locations, as well as complete ‘lockdowns’. The assessment of such policy
options to mitigate the impact of this and other epidemics on the health of individuals
and the efficiency of healthcare systems, relies on a detailed understanding of the
spread of the disease, and requires both short-term operational forecasts and longer-
term strategic resource planning. Epidemic modelling can provide an important set
of data to inform such assessment and decision making.
There are various modelling approaches which aim to provide insights into the spread
of an epidemic. They range from analytic models, formulated through differential
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or difference equations, which reduce numerous aspects of the society–virus–disease
interaction onto a small set of parameters, to purely data-driven parameterisations,
often based on ML, which inherently rely on a probability density that has been
fitted to the current and past state of the system in an often untraceable way. Indeed
several such approaches were included in the review discussed in Section 7.1.2.
Another class of approaches, agent-based models (ABMs), are “particularly useful
when it is necessary to model the disease system in a spatially-explicit fashion or
when host behaviour is complex[.]” [200]. 1 Being the traditional tool of choice to
analyse behavioural patterns in society, they find ample use in understanding and
modelling the observed spread of infections and in leveraging this for intermediate
and long-term forecasting [202–204]. Such models also provide the flexibility to
experiment with different policies and practices, founded in realistic changes to the
model structure, such as the inclusion of new treatments, changes in social behaviour,
and restrictions on movement.
7.2.1 The June Framework
To simulate epidemic outbreaks, specific realisations of ABMs, individual-based mod-
els (IBMs), have been developed in the past two decades, for example [205,206]. In
these models, the agents represent individuals constituting a population, usually
distributed spatially according to the population density and with the demograph-
ics — age and sex — taken from census data. Evidence from disease data such
as COVID–19 fatality statistics suggests that case and infection fatality rates are
correlated, amongst other factors, to the age and socio-economics status of the pop-
ulation exposed to the etiological agent [207]. This necessitates the construction of
a model with exceptional social and geographic granularity to exploit highly local
heterogeneities in the demographic structure.
To address this challenge, we developed the June framework [15] — a generalisable
1Indeed, many models also feature some optimising behaviour of individuals as artificial
intelligence-type actors against randomly drawn welfare functions, see for example [201].
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modular framework for simulating the spread of infectious diseases with a fine-grained
geographic and demographic resolution and a strong focus on the detailed simulation
of policy interventions. The framework is built on four interconnected layers: the
population layer encodes the individuals in the model and constructs static social
environments such as the households they live in, the schools they study in, and
the workplaces where they work; the interaction layer models the social interactions
of individuals, based on data about the frequency and intensity of contacts with
other people in social settings; the disease layer models the characteristics of disease
transmission and the effects it has on those infected — whether they are asympto-
matic or symptomatic and their trajectory through the healthcare system; and the
policy layer allows policies such as physical distancing, changes in behaviour, and the
closure of certain venues to be modelled at a corresponding granularity. A schematic
of the framework is given in Figure 7.5.
June is designed to be highly modular, allowing for adaptation to different geograph-
ical regions, daily routines, as well as multiple circulating diseases. Interactions and
disease transmission are modelled probabilistically at each time step in the model.
Similarly, agents can be given free choices of where to go during certain parts of the
day. These choices are made based on a series of Poisson processes which make a
randomised decision. Clear parallels can therefore be drawn between a multi-agent
simulation of people and a multi-agent simulation of particle interactions — both
leverage probabilistic modelling, randomised Monte Carlo-type processes, and require
large compute times to rerun simulations to ensure multiple possible interactions
and permutations are explored.
7.2.2 Modelling COVID-19 in England
To model the spread of COVID-19 in England, we used multiple datasets collected
by the Office of National Statistics (ONS), such as census records and household
surveys, to initialise the population. Each agent in the population was assigned a set
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of demographic attributes: age, sex, ethnicity and socio-economic index. ONS data
was then used to cluster the population into representative household structures
which determined the families of the agents — since household transmission is a
key route for disease spread, matching the data at a detailed level is particularly
important. Agents who were old enough to work, were assigned work places which
they would visit each weekday, and the children were assigned to schools in the
model. School classes were broken down by year groups with a higher probability
for intra-year mixing than inter-year, to represent realistic interactions.
At certain times of day the agents are given free choices about where to go — e.g.
going to a pub or restaurant after work. To assign such activities to agents, we first
check if the individual does any activity at the given time step










where λa(age,sex) is the Poisson parameter associated with activity a for a person
with a given age and sex (determined from ONS surveys, and similar literature), N
is the number of possible activities and ∆t is the amount of time allowed to do a
given activity. If no activity is performed then the individual returns to their home.
If a person carries out an activity, the next step is to determine which specific activity
is chosen. The probability that activity a is chosen, given that the person does any





When any group of agents in the model are in the same location at the same
time, they have a chance to interact. If one of them is infected, we compute the
probability that they infect another agent based on numerous factors including:
contact patterns derived from surveys [208, 209], the infectiousness of the infected
agent, the susceptibilities of the uninfected agents, and the intensity of contacts
in that given location — these parameters are fitted and account for differences in
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contact intensity between e.g. family members and people in a restaurant.
Finally, we implemented the majority of policy interventions enacted by the UK
Government. Since we model at the individual level, and we know the locations
where agents live, work and socialise, we were able to control their movement at
a highly granular level. However, since compliance levels with government policy
spatio-temporally vary, agents probabilistically decide whether to comply with the
policies or not.
The complexity of the model, and the diversity of locations where agents can inter-
act, leaves us with 18 free parameters for fitting. These largely correspond to the
interaction intensity parameters, as well as several policy compliance rates. Due to
the high dimensionality of the parameter space, fitting the model is challenging. We
employ the Bayes linear emulation and History Matching methodology [210–212], a
widely applied uncertainty quantification approach designed to facilitate the explor-
ation of large parameter spaces for expensive to evaluate models of deterministic
or stochastic form. We then identify a set of particular model outputs to match to
corresponding observed data. Here we focus on hospital deaths (CPNS [5]) and total
deaths (ONS) at well-spaced time points throughout the period of the first wave of
the epidemic. 1 Bayes linear emulators are then constructed for each of the model
outputs at each of the chosen time points and iterative History Matching [211,212]
is used find an optimal set of parameters at which the model fits the data well.
Results of this procedure are found in Figure 7.6. Here, we show how the model is
able to simultaneously produce fits to recorded hospital deaths, disaggregated by
regions of England. It is important to note that we do not fit a different model
to each region. Each model is fitted for the whole of England while managing to
simultaneously capture regional differences in death rates. Similar results are found
at the age stratified level. Given the level of granularity of the June framework,
1These datasets were used for fitting since they are likely to be more accurate in comparison to
other sources such as case numbers. To account for various known discrepancies, such as inconsistent
weekend reporting, corrections and smoothings were applied. Seroprevalence studies conducted at
single time points were used to validate the fits.












































































































































































































































































































Figure 7.6: Daily hospital deaths for each region in England, and
England overall, for 14 realisations of June as described
in this section. Each realisation is illustrated as a sep-
arate colour for visibility. Observed data in black with
3 standard deviation error bands. Data from CPNS [5].
and the ability to fit such a complex model, results were used to inform planning
by the National Health Service (NHS) and Public Health England — examples
include predicting the onset of the second wave experienced in September which
allowed decision makers to plan for an earlier wave onset than previously thought,
as well as the ability to probe the model to help understand why certain regions
were experiencing case surges, while others were not. As COVID-19 continued to
spread throughout the population, adjustments and additions were made to the
model to account for new policies, variants of concern, and vaccination strategies.
Recent analysis has found that our model is able to reproduce social and ethnic
inequalities observed in seroprevalence studies conduced in July 2020. Work is
ongoing to understand how and why June reproduces these without directly using
these characteristics in any probabilistic modelling.
7.2.3 Modelling COVID-19 in Refugee and IDP
Settlements
The spread of infectious diseases such as COVID-19 presents many challenges to
healthcare systems and infrastructures across the world, exacerbating inequalities
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Figure 7.7: Left: modelled distribution centres. Right: Detailed
view of Camp 4 showing six types of modelled locations.
and leaving the world’s most vulnerable populations most affected. Given their
density and available infrastructure, refugee and internally displaced person (IDP)
settlements can be particularly susceptible to disease spread. We presented an
adaptation of the June framework to model disease spread in these settlements
in [16]. Specifically, we focus on the Cox’s Bazar settlement in Banglandesh — the
largest settlement in the world, containing approximately 900,000 people.
A similar procedure to that described above was taken to initialise the population in
the model. Census data was available from the United Nations Refugee agency (UN-
HCR), which gave a highly granular breakdown of the age and sex of the population,
as well as family structures. Since space is limited in the settlement, many families
share a shelter with another family. This was mirrored in the model through the
random clustering of families, while ensuring we matched statistics on the average
shelter size.
Unlike the majority of the England population, most of the population of the Cox’s
Bazar settlement do not have a fixed daily routine structure (with the exception
of children going to school for 2 hours per day). There are many locations which
they might visit in the settlement — see e.g. Figure 7.7 — and the majority of
these are open every day. We therefore assign each agent five time steps in each
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simulated day, during which they choose randomly which activity too attend in
accordance with the method outlined in Equation 7.2.1. The Poisson parameters
were derived from available literature and surveys of the population in the settlement.
The implementation of the disease layer was the same as in the case of England,
while adjusting for the different comorbidity prevalences between England and the
population in the settlement, which may affect the likelihood of severe symptoms
and hospitalisation.
COVID-19 testing and case reporting data in the Cox’s Bazar settlement was incom-
plete, and so interaction intensity parameters could not be fitted as we did in the
case of England. We therefore estimated a baseline (no intervention) based on the
limited data available and focussed primarily on analysing the efficacy of possible
interventions through comparing the relative magnitudes of infection curves between
various implementation conditions — a scenario-based modelling approach. Different
models and approaches can account for different degrees and types of uncertainty,
making consensus on statistical predictions challenging even in more data-rich envir-
onments. However, despite often highly variable predictions, consensus can often be
reached on ranking intervention efficacy [213] which can be of interest for decision
making.
To support decision making in the settlement, we simulated numerous intervention
strategies based on those deemed most important by public health officials. This
consisted of an assessment of short and medium-term needs, as well as feasibility
and timeliness of possible interventions. These included: the offering of different
home-case treatment mechanisms, the effects of mask wearing based on compliance
and mask efficacy, and reopening schools (learning centres). In the latter case,
we found that reopening schools could increase the rate of transmission, and that
cases would not be confined to the younger ages groups, but quickly broke out
into all age strata. As this posed an increased risk to those most vulnerable, we
assessed possible strategies to safely reopen the schools. We simulated the effects of
children attending their school only every other day, allowing for increased physical
142
Chapter 7. Computational Methods for Crisis Response and Epidemic
Modelling
Figure 7.8: Simulated daily (7-day rolling average) and cumulat-
ive infections measured in days since the beginning of
the simulation. Black solid lines represent the baseline
policy in which learning centres (schools) are closed.
Black dashed lines represent the policy in which learn-
ing centres are open with no additional mitigation
strategies.
distancing, the opening of additional schools, and the effects of reducing the intensity
of interactions in the schools. Figure 7.8 shows the results of these simulations
in which the alternating attendance is found to have an important effect, while
reducing the intensity of interactions to 20-35% of their previous value can have
a significant impact on daily infection statistics. We found that the upper end of
this relative intensity range could correspond to enforcing mask wearing alone if
compliance and the efficacy of the masks worn are high, or a combination of mask
wearing and physical distancing is implemented. The lower end may correspond
to the combination of physical distancing in classes (enabled through alternating
attendance), mask wearing and improved ventilation [214–218].
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By simulating multiple scenarios we were able to deliver results to decision makers
which explored a range of options of varying degrees of feasibility. Our findings
from simulating the effects of case isolation in treatment centres, based on how
rapidly someone could be quarantined after testing positive for COVID-19, allowed
public health officials to draw up contingency plans for the case in which treatment
centres were overrun. Similarly, our work on mask wearing simulations informed
decision makers that home-made masks using materials available to the population
of the settlement could significantly slow disease spread if high enough compliance
levels were reached. This meant that resources could be allocated to mask-making
training programmes, which gave those in the settlement greater ownership over
their protection, as well as communication strategies to promote mask wearing.
These modelling efforts provided detailed insights, and the development of a flexible
framework for rapid testing of future scenarios.
7.3 Summary
In this Chapter we have discussed some of the additional work conducted alongside
the research previously discussed in this thesis. This work has utilised many of the
techniques used and developed in particle physics, and applied them to the domains
of crisis response and epidemic modelling. They have also all been interdisciplinary
efforts in themselves, involving collaborators from across the United Nations (UN),
non-governmental organisations (NGOs), and other university research institutions.
These collaborations were not just important and necessary to bring domain know-
ledge, but by working with experts who could benefit from these techniques and
methodologies, we could ensure the results were useful and actionable.
Much of this research has been focussed on the inclusion of often underrepresented
groups and geographical regions. Training models for flood detection on highly
disaster-prone regions, such as Bangladesh and Mozambique, means that response
in these areas can be better informed and increasingly rapid. The development of
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a web-based tool for performing such analysis also means that field operatives and
emergency responders can have access to the information and analysis themselves,
thus better equipping them when disaster strikes. Similarly, the development of a
highly granular model for simulating epidemic spreads has allowed us to begin to
better understand the origins of ethnic and socio-economic disparities in COVID-19
infection and mortality rates. The extension of this work to understanding epidemic
spread in refugee and IDP settlements containing vulnerable communities, generally
underserved by the modelling community, has provided experts with more relevant
tools for making decisions on public health interventions, and we hope this work
inspires similar efforts now and in the future.
Additional work is also ongoing to develop ML approaches, and other statistical
methods, for scenario-based modelling to aid in cross-border migration prediction and
contingency planning in Latin America. These tools enable powerful multi-variate
analysis and, since the pull/push factors for migration flows are highly complex and
situation dependent, they present an interest candidate for modelling current and
future patterns. Similarly, ML applications to social media analysis are widespread.
However, radio is one of the most widely used channels for communication and
information dissemination globally, yet analysis methods are minimal. In future
work we will present ML methods for analysing transcribed radio stations in multiple
countries in sub-Saharan Africa, with the objective of better understanding the
discussions and discourse. Such approaches can help inform response efforts to crisis
situations, such as monitoring and understanding aspects of infodemics in ‘offline’
communities.
Through diverse and interdisciplinary research across multiple geographic regions,
we hope to better work towards one of the fundamental pillars of sustainable devel-
opment — leaving no one behind.
Chapter 8
Conclusions
This thesis has discussed the potential for using machine learning techniques at
multiple parts in the event generation pipeline for fundamental particle interactions.
Numerous works have focussed on optimising phase-space sampling for more efficient
integration, parton showering, as well as applying machine learning to simulate the
full event generation pipeline. However, few works have addressed the computation-
ally expensive task of high multiplicity matrix element calculation.
We have also briefly discussed applications of these methods, which we introduced in
the context of particle physics, to other domains. In particular, we demonstrated how
ML techniques can be used in response to crises — focussing on understanding mass
migration and mapping floods to inform response teams, as well as the emergence
of a vast number of approaches directed at challenges presented by the COVID-19
pandemic. Event generation technology is founded on the probabilistic simulation
of multi-particle interactions, and we also discussed how similar methods could be
applied to epidemic modelling, both at the national level, and to help some of the
most vulnerable communities living in refugee and IDP settlements around the world.
Interdisciplinary work such as these simultaneously leverages expertise in multiple
domains, and the complexity of modern challenges necessitates more interdisciplinary
work to overcome them.
Indeed, there is much to be gained by the particle physics community from those in
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other domains. ML is a rapidly growing fields with new methods constantly being
developed. With the challenges to physics calculations discussed in this thesis only
growing in the future, as experiments become increasingly precise in their measure-
ments, it is important to remain up-to-date with this research and keep trying new
techniques. Similarly, a growing number of researchers are focussing on probabilistic
processes and leveraging technological advances in automatic differentiation libraries,
and hardware specifically designed for matrix algebra, to make previously highly
demanding inference problems tractable. These research directions could have applic-
ations, for example, in improving importance sampling methods for efficient integral
convergence. Along with those already discussed above, techniques developed in the
field of particle physics can also be applied back to these domains — for example, in
striving for a better understanding of uncertainty in ML and probabilistic processes,
as well as providing a test bed for complex learning tasks. To ensure more shared
learning and collaborations, we should be looking to continue to open up our re-
search and conferences, and encourage the creation of spaces where cross-disciplinary
discussions can take place and funding is available to allow for such flexibility and
potentially unorthodox high risk/high reward research.
The main focus of this thesis has been developing machine learning approaches for
matrix element approximation up to and including one-loop calculations at high
multiplicity. Our proposed pipeline includes training an ensemble of NNs which
divide the scattering amplitudes into IR divergent sectors according to the FKS
mapping, and finds excellent agreement between distributions generated with the
networks and those generated with conventional analytic and numerical approaches.
Errors from the NN were included through variations of training parameters and
were found to grow with the complexity of the problem, as anticipated (although
they remained largely within the percent level). We also showed that by reweighting
the generated events according to their divergence structure, the accuracy of the
simulation could be improved at a rather low additional computational cost. This
step also provided additional confidence in the inference of the network.
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We validated our methodology on both leptonic collision processes at high multiplicity
and one-loop level, as well as hadronic collisions focussing on complex loop-induced
processes. These are particularly phenomenologically relevant processes given the
increasing precision of particle collision experiments, which are reaching percent level
measurements, requiring increasingly higher precision calculations in perturbative
QCD. High multiplicity matrix elements are time-consuming to calculate using
existing technology, and are one of the bottlenecks in event generation simulations.
The development of new techniques for calculating these quantities, such as those
presented in this thesis, are therefore required. Indeed, this will only become more
relevant after LHC upgrades such as HL-LHC.
Overall, our methodology has shown to provide large speed-ups in the computational
time required to perform these calculations, meaning time-consuming processes now
have the potential to be included in large event generation simulations without
incurring dramatic CPU costs. Improvements to the training and inference stages of
the NNs could also be provided through GPUs, which may be important if a large
number of variations in the cut analysis are required. Indeed, with more research
on the use of such hardware for other components of event generation [219–224],
integration of GPUs into modern event generation pipelines may become increasingly
easier. Futher, the distribution of the trained networks is also simpler than the large
quantity of data generated with Root Ntuples [225, 226], another technique for
optimising the information that can be extracted from expensive simulations, thereby
multiplying the potential computational gains.
There remain open questions of course. It would also be very interesting to apply
this technique to the more intricate problem of real radiation event generation,
since NLO and NNLO simulations are often dominated by these contributions. We
may also find that effects of higher order, double unresolved singularities begin to
play a role. Since NNLO sector decomposition strategies are available, it would be
good to explore this direction in the future. A robust framework for estimating
ML uncertainties is still not available and several sources of uncertainty are still
148 Chapter 8. Conclusions
unaccounted for or hard to quantify, as discussed in Section 5.2.3. Finally, future
work to make connections between the amplitude-level approach presented here and
those ML approaches focusing on other parts of event generation, and to assess the
compounding of the ML-induced uncertainties, would be beneficial. For example,
linking together some of the advances in phase-space sampling and integration with
our approach, and propagating the uncertainties, could start the development of an
integrated ML pipeline for event generation. We hope that these studies will help
to develop a benchmark for future work and lead towards a general framework that
can be used in future experimental analysis.
Appendix A
QCD Feynman Rules
Feynman rules can be derived from the Lagrangian of a theory and define the
permitted interactions in the theory, and how to compute the matrix elements of
certain allowed processes. In this Appendix we present the Feynman rules for QCD,
derived from the Lagrangian in Equation 2.1.1. These rules match the form of those
given in [28]. 2
In massless QCD (which is the focus of this thesis), the propagators of gluons and
quarks with momentum p are given respectively in the Feynman gauge by
a, α b, β















where the ε term (also known as the Feynman parameter) in the denominator
preserves causality, gαβ = diag(1,−1,−1,−1) is the Minkowski matrix and the
indices m,n are those of the Dirac γ-matrices.







= gsfabc[gαβ(p− q)γ + gβγ(q − r)α + gγα(r − p)β] (A.0.3)
2All diagrams are drawn using TikZ-FeynHand [227] based on TikZ-Feynman [228].
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a, α
b, β c, γ
d, δ
= −ig2sfxacfxbd(gαβgγδ − gαδgβγ)
− ig2sfxadfxbc(gαβgγδ − gαγgβδ)
− ig2sfxabfxcd(gαγgβδ − gαδgβγ),
(A.0.4)





Finally, for diagrams containing loops, the momenta in the loop can take on any
value without breaking momentum conservation between the initial and final states.
We therefore include an integral for any loop present in the diagram. For example,
for a loop with momentum k, the integral appearing in the matrix element would
have the form ∫ ddk
(2π)d
, (A.0.6)
where we have not specified the the dimensionality of the integral at this stage to
preserve generality. In addition, each fermion loop picks up a multiplier of (−1).
The on-shell Ward identity governs the behaviour of the gluon polarisation vectors
[229,230]. Unlike in QED, where this identity holds naturally because of the theory’s
Feynman rules, in QCD we must introduce the so-called ghost fields which are
contained in the gauge fixing terms in Equation 2.1.1. As mentioned in Section 2.1,
these additional fields are not considered in this thesis and so we omit the additional






The RAMBO algorithm [6] is the simplest implementation of a phase-space integ-
rator and distributes points uniformly and isotropically. In the massless case, which
we shall detail here, the algorithm generates 4-momenta with uniform weight by




To provide an implementation, we start by defining the phase-space volume for such














where P = (P, 0, 0, 0), θ is the Heaviside step function, the first Kronecker-δ ensures
massless partons, and the latter momentum conservation. The RAMBO algorithm
actually starts from a set of massless 4-momenta, qµi , which are not initially con-
strained by momentum conservation, but then become constrained through a series
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where the function, f , ensures a finite volume phase-space. The qµi are related to
the physical pµi through a Lorentz boost and scaling transformations
p0i = x(γq0i +~b · ~qi) (B.1.4)




















1 +~b, a = 11 + γ . (B.1.7)
In the above equations, and throughout this thesis, we only use the vector markings,
~x, to denote the final three (spatial) components of the 4-momenta.
By choosing f(x) = e−x, and using these transformations, we can arrive at the
expression
Rn = Vn · Sn, (B.1.8)
with











where the Γ-function has the usual definition




xz−1e−xdx, <(z) > 0. (B.1.11)
This naturally provides a Monte Carlo implementation for uniform phase-space point
generation which consists of the following:
1. For a system of n massless partons, generate 4n random numbers, ui, which
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are uniformly distributed in [0,1];
2. From these, generate n massless 4-momenta, qµi , which are distributed isotrop-
ically and with energies, q0i , following the distribution q0i e−q
0
i dq0i by applying
ci = 2ui1 − 1, ψi = 2πui2 , q
0
i = −ln(ui3ui4), (B.1.12)
qxi = q0i
√
1− c2i cosψi, qyi = q0i
√
1− c2i sinψi, qzi = q0i ci; (B.1.13)
3. Transform the qµi using the transformations given in Equations B.1.4 and B.1.5
to arrive at a set of physical 4-momenta pµi .
Since there is no dependence on the weight in Equation B.1.8, the event weights
are constant. Therefore, this procedure provide a simple, flat phase-space sampling
algorithm. This procedure can also be generalised to the massive case.
B.2 VEGAS
The RAMBO algorithm described above gives a simple way to uniformly and iso-
tropically distribute points in the 4-momentum phase-space of n massless particles.
While this algorithm is easily implemented, and is computationally inexpensive, this
naive sampling of the phase-space may still lead to a large number of integrand
evaluations having to be made to ensure convergence during integration. The VE-
GAS algorithm [73,74] is commonly used in particle physics to optimise integration
processes since it brings together many of the approaches from importance and
stratified sampling (discussed in Section 3.3.2), while not requiring any knowledge
of the integrand’s behaviour a priori. It does this by sub-dividing the phase-space
into smaller segments, sampling in each region, and then adjusts the sub-divisions
accordingly to guide the sampler to place more points where the integrand is largest.
VEGAS normally begins by dividing the hypercube, [0, 1]n, into a regular grid which
is then adapted to approximate the optimal probability distribution function (p.d.f.)





by a step function in each segment. For computational memory reasons, VEGAS





























where Nj is the number of sampling points in iteration j. Each subsequent iteration
on a new grid layout is combined with the last so as to make efficient use of the














where m is the total number of iterations and each estimate is weighted by the
number of sampling points in that iteration, as well as the iteration’s variance. A
stopping criteria, such as the differences in inter-segment variance, is set to determine
when an ‘optimal grid’ is found. This usually takes several iterations, but depends
on the criteria and the complexity of the integrand.
During the optimisation steps, the variance can be unstable and so a damping term
is introduced to help avoid this. In addition, the optimisation stage is computa-
tionally expensive as the adaptive stages require continuous variance calculations
and grid adjustments, as well as phase-space evaluations. In practice, we use only a
comparatively few points during the optimisation stage, “freeze” the optimised grid,
and then use this for event generation with many points.
1While this limits the applicability of VEGAS to integrands which can factorise, this condition
is commonly met in particle physics applications.
Appendix C
FKS pairs and partition functions
The FKS subtraction formalism was designed to provide a framework by which
the divergent structure arising from the real radiation corrections at NLO can be
constructed and subtracted in (n+1) phase-space, where n is the number of jets at the
















where σ(B) is the Born cross-section, σ(R) and σ(V ) are the real and virtual corrections
at NLO and σ(S) is the real singular structure. By performing subtraction we are
able to ensure that the singular structures of the virtual and real corrections cancel,
thus leaving us with a non-divergent NLO cross-section.
For the processes considered here, the most general way of defining FKS pairs is
given by
PFKS = {(i, j) | 1 ≤ i ≤ ng + 2, 3 ≤ j ≤ ng + 2, i 6= j,
M(n+1,0) →∞ if p0i → 0 or p0j → 0 or ~pi||~pj}, (C.0.2)
which is the equivalent definition as that used in Equation (5.2.4), but where in
Chapter 5, we used the pairs defined by the Born and virtual correction divergent
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structures, since we do not calculate real corrections and we are not trying to perform
subtraction.
Given that FKS pairs are ordered, there is redundancy in Equation (C.0.2) since we
will double count the soft singularities. An alternative definition is just to drop the
p0j → 0 criteria to get
PFKS = {(i, j) | 1 ≤ i ≤ ng + 2, 3 ≤ j ≤ ng + 2, i 6= j,
M(n+1,0) →∞ if p0i → 0 or ~pi||~pj}, (C.0.3)
as shown in [38]. By using the definition given in Equation (C.0.3), we end up
with the general FKS criteria that each FKS partition contain at most one collinear
and one soft singularity. Formalising this mathematically allows us to require the
following criteria be met by any such FKS partition function, Si,j (adapted from [38])
∑
(i,j)∈PFKS
Si,j = 1, (C.0.4)
lim
~pk||~pl





Si,j = 0, ∀(k, l) ∈ PFKS with k 6= i. (C.0.6)
Examples of partition functions satisfying these conditions are given in [38] in terms
of energies and angles, and in [231] in terms of sij variables among others.
While defining a function in terms of energies and angles can be beneficial when
performing full FKS subtraction, for ease of computation we use the Lorentz invariant
sij variables defined in Equation (5.2.5). However, we note that the definition used
in Equation (5.2.5) does not satisfy Equation (C.0.6) and therefore some of our
partitions will contain multiple soft singularities and thus result in redundancies.
Appendix D
Hyperparameter tuning
This Appendix relates to hyperparameter tuning in the context of the gluon-induced
diphoton amplitudes discussed in Chapter 6. Hyperparameter tuning was performed
on a dataset of 1M points (derived independently from the datasets used for validation
and testing in Section 6.4) to explore optimal data processing and model parameter
choices. Given the computational expense of generating data, this was only done for
the 2→ 3 process.
We tested different model architecture constructions (changing the number of hidden
layers and/or the number of nodes in each hidden layer), data preprocessing methods,
and model loss functions. All other training parameters are as described in Section
6.3.2. For data preprocessing methods, we tested input variable standardisation,
i.e. the training and validation data input variables are each standardised to have
zero mean and unit variance, and normalisation, i.e. the training and validation data
input variables are each normalised according to min/max normalisation
x∗ = x−min(Xtrain)max(Xtrain)−min(Xtrain)
(D.0.1)
where x ∈ Xtrain, Xtrain ⊂ R is the set of training data for a given input variable,
and x∗ is the input variable normalised from x. This procedure means the dataset
is normalised such that x∗ ∈ [0, 1] and therefore encourages a positive-definite
output. When using the standardisation preprocessing step, we use hyperbolic-
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tangent activation functions in the hidden layers, but for normalisation we use
rectified linear units (ReLU) [232]. This latter choice is to further encourage a
positive-definite output and also aims to increase the rate of convergence.
It should be noted that a clear limitation of the positive-definite conditioning of the
normalisation procedure is a reliance on the following conditions:
min(Xtrain) = min(Xtrain ∪Xtest), (D.0.2)
max(Xtrain) = max(Xtrain ∪Xtest), (D.0.3)
where Xtest ⊂ R is the set variable inputs derived from the testing data, and therefore
Xtrain ∪Xtest represents the combination of the training, validation and testing sets.
Since the performance gain from using the ML approach is that the training and
validation sets combined are much smaller than the testing set, the above conditions
are likely to break down as n(Xtrain) n(Xtest).
Two model loss functions were tested during hyperparameter tuning. The first was






where n is the number of training points, f : Rd → R is the function describing
the neural network, xi is the ith d-dimensional input data (here d = 4n), and yi the






(log(f(xi) + 1)− log(yi + 1))2. (D.0.5)
Given the problem of approximating matrix element values for complex scattering
processes, the target variable can take on a wide range of values spanning several
orders of magnitude. After performing standardisation, there will still be important
outliers in the tails of the standardised distribution of target variables. These large
values can sometimes be especially important to the cross-section and so the MSE’s
penalisation of large outlier values can be beneficial; however, this might also make
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the training unstable. We included the MSLE during training to test if reducing the
sensitivity to large scale variations in the target value is beneficial.
The results of the hyperparameter tuning can be found in Table D.1. Here we
see that using data standardisation with an MSE loss function generally produces
better results, although there does not seem to be a clear dependence on the model
architecture or data processing method. Given these findings, we choose to train
our models using data standardisation with hyperbolic-tangent activation functions,
an MSE loss function, and an architecture of 20-40-20. This is consistent with the
set up presented in Section 5.2.2.




































































































































































































































































































































































































































































































































































) gg → γγg
gg → γγgg
Figure E.1: Proportion of the training dataset in the divergent re-
gion, Rdiv, as a function of yp for the 2→ 3 and 2→ 4
process.
This Appendix relates to yp tuning in the context of the gluon-induced diphoton
amplitudes discussed in Chapter 6. The choice of yp defines the partition between
the divergent region of phase-space, Rdiv, and the non-divergent region, Rnon-div (see
Equations 6.3.1 - 6.3.2). While it may be assumed that having more points in each
region is helpful since it provides more data for the networks trained in each region,
this is not always the case. Including a mixture of points in the training dataset,
with large imbalances in the distribution of different scales, can make the network
optimisation procedure increasingly noisy. For this reason, we seek to choose a value
of yp which provides a balance between having enough divergent points to learn
those regions well, whilst not providing too many points that are not in the limit
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and which share similar scales to points in the non-divergent regions of phase-space.
We initially chose yp = 0.02, although the number of points falling into Rdiv depends
on the multiplicity of the process. As presented in Section 6.4.1, this value was shown
to perform well, 1 yet the same value would place a significantly greater proportion
of points into the divergent region when another external leg is added (see Figure
E.1). Instead of choosing the same value of yp for all processes, we aim to select a
value which keeps the proportion of points in the divergent region at the level of 2 -
8% of the whole phase-space sampled. We choose a value of yp = 0.02 for the 2→ 3
process, and yp = 0.001 for the 2→ 4 process. 2
1The value of yp = 0.01 was also tested and found to be in similarly good agreement.
2A value of yp = 0.0025 for the 2 → 4 process would also allow for this; however, at high
multiplicity, the lower value of this cut provided more optimal performance.
Appendix F
Comparison with the naive setup























(a) Unit integration grid.





















(b) VEGAS integration grid.
Figure F.1: Comparison of NN/Njet errors between the single NN
and NN ensemble approaches for the 2→ 3 scattering
process using different integration grids.
Throughout Chapter 6, all results that were presented using an ML approach have
used the NN ensemble methodology. In Chapter 5, this approach was shown to
outperform a naive single NN trained over the whole of phase-space for e+e− colli-
sions. In particular, the motivation for this approach was enhanced performance in
handling real emission, IR singular regions of phase-space, which similarly occur in
the processes studied in this work, especially at high multiplicity. For completeness,
we perform a similar comparison on the 2 → 3 gluon-initiated diphoton processes;
we do not compare on the 2→ 4 process as it is computationally expensive to do so
and it is a natural higher multiplicity extension of the 2→ 3 process.
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Figure F.1 shows the matrix level error analysis of the 2 → 3 scattering process,
using both a unit and VEGAS optimisation grid. In both cases, the error distribution
for the single NN approach has a significantly broader character than the ensemble
method. This demonstrates that the findings described in Chapter 5 are consistent
with those presented in this study.
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