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Abstract--The liberalization of the power market, 
an overall increase in power demand and the 
integration of high capacity unpredictable 
renewable resources (e.g. wind power) pose a 
challenge to transmission network operators that 
have to guarantee a stable and efficient operating of 
the grid. A way to improve the stability and 
efficiency of the existing network – aside from 
expensive reconstruction – is the integration of fast 
power flow controllers in order to dynamically 
redirect power flows away from critically loaded 
resources that may be threatened by an overload. 
In this paper we outline our current work in 
progress on developing a multi-agent model that 
allows for an autonomous distributed coordination 
of fast power flow controllers without the need for 
global information.  
 
Index Terms--Autonomous systems, Cooperative 
systems, Distributed control, Distributed decision-
making, Distributed detection, Multi-agent systems 
Transmission networks. 
 
I.  INTRODUCTION 
 
ARGE scale blackouts in the European power 
grid (on November 4
th
 2006) or in the US (on 
August 14
th
 2003) show that power transmission 
networks are protected insufficiently against 
unpredictable disturbances and/or the failure of 
single resources. The disconnection or 
interruption of a single power line or power plant 
may lead to cascading failures that may ultimately 
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result in large scale blackouts. Large 
interconnected grids are especially prone to such 
instabilities due to dynamical and unpredictable 
changes in power flows. The European Union for 
the Coordination and Transmission of Electricity 
(UCTE) consists of transmission network 
operators from 24 countries [1]. Their common 
goal is to ensure stable and efficient grid 
operations. The main challenges the UCTE has to 
address are the increasing energy demand as well 
as the trade in energy within the European grid 
which affects the load flow in the transmission 
network. Additionally, unpredictable renewable 
resources like wind power as well as the 
increasing distance between supply and demand 
may lead to critical situations within certain 
sections of the transmission network. 
Transmission capacities need to be increased in 
order to meet these new challenges. This may be 
achieved by network construction and expansion 
activities alone. But – aside from being the most 
expensive solution – this approach implies long-
term planning and approval procedures and thus 
may not be available in the near future. Another 
solution is to improve the efficiency of the 
existing network by installing additional power 
flow controllers that increase transmission 
capacities by redirecting power flows away from 
critically loaded resources. However, this solution 
may increase line losses as power flows are 
directed away from electrically shortest line paths. 
Additionally, by unloading a critical line other 
resources may be overloaded. If multiple power 
flow controllers take action within the grid 
complex interactions have to be taken into 
account. An autonomous scalable and thus 
distributed approach is needed to meet these 
challenges. 
Towards Autonomous Distributed Coordination 
of Fast Power Flow Controllers in Transmission 
Networks 
S. Lehnhoff, U. Häger, O. Krause, H. F. Wedde, C. Rehtanz 
L 
 2 
II.  RELATED WORK 
 
Redirecting power flows in order to increase the 
efficiency of transmission networks is pursued in 
many well documented research projects. In [2] a 
method is proposed to coordinate power flow 
controllers by optimizing power flows in terms of 
overloads, voltage bands and line losses. This is 
done on multiple levels. Ultimately a supervisory 
control entity is used to verify local solutions. 
This method is contrary to a scalable and 
completely distributed approach.  
A control system based on heuristic rules is 
proposed in [3]. This approach also requires 
information about the entire system topology as a 
central controller with global information is used 
to send control signals to the power flow 
controllers. 
In [4] an algorithm is proposed for controlling 
local PFCs based on information about available 
parallel paths that may be utilized to redirect 
power flows. The algorithm is based on fuzzy 
control and utilizes a priori knowledge of the grid 
topology. In interconnected power grids between 
independent network operators this information 
may be obsolete or not available at all.  
In [5] the influences of control actions on 
neighboring sections of the network are observed. 
The need for a coordinated approach is motivated.  
In [6] an agent based approach for the 
coordination of PFCs is proposed that is based on 
autonomous and uniform software agents. Agents 
are organized in a hierarchical fashion with local 
resource agents reporting to regionally responsible 
agents. Regionally responsible agents have a 
larger observation scope and provide instructions 
for local agents. This approach allows for an 
autonomous operation. However, regionally 
responsible agents make use of globally available 
information within their observation scope.  
The concepts and challenges of multi-agent 
systems for power engineering applications are 
discussed in [7]. The authors argue that current 
approaches of using central supervisory control 
and data acquisition systems are no longer 
sufficient for certain control operations like active 
distribution networks operation or grid control. 
Multi-agent systems provide an intelligent, fast 
and adaptive local control and autonomous 
decision making. 
In this paper a distributed control method for the 
coordinated control of power flow controllers 
(PFCs) is proposed. This approach is part of our 
ongoing work in progress on autonomous 
distributed coordination systems for fast power 
flow controllers in transmission networks. 
III.  MULTI-AGENT INFRASTRUCTURE 
 
For the implementation of a multi-agent based 
coordinated control system with respect to the 
conditions described above an adequate 
communication model is needed. For this purpose 
each serial device of the power system 
(transmission line, transformer and PFC) is 
represented by a software agent. There are two 
kinds of agents, controlling (active) agents and 
non-controlling (passive) agents. Each PFC is 
equipped with a controlling agent. Each non-
controllable electrical device within the area of 
influence of PFCs is equipped with a non-
controlling agent (e.g. a sensor).  
 
    1)  Communication Model 
 
The communication infrastructure is 
independent of the structure of the underlying 
electric power system. We assume a dedicated 
communication network capable of providing 
reliable and timely communication between 
agents. Thus each agent can communicate directly 
with all other agents even if their corresponding 
electrical devices are not directly linked.  
So called StateInformMessages are submitted 
from passive electrical devices along the network 
topology containing information about loading, 
impedance and state of the electrical devices. 
Active (controlling) agents of PFCs evaluate these 
state messages to determine the current state and 
values of:   
 
 the network topology,  
 the sensitivities of control actions (expected 
impact of the PFC) on passive electrical 
devices, and  
 the necessity for control actions.  
 
Active agents submit so called 
ControlPathRequests along the network topology 
to determine which electrical devices belong to 
control paths or parallel paths of the PFC. Each 
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passive (non-controlling) agent consists of the 
following attributes: 
 
 the direction of the power flow through the 
corresponding device, 
 the loading of the corresponding device, 
 the impedance of the corresponding device, 
 the state of the corresponding device 
(operating or inactive), 
 the neighboring devices that are physically 
connected to the end-nodes of that device. 
 
    2)  Communication of the Local System State 
As mentioned before, the propagation of local 
system states is carried out by the submission of 
StateInformMessages following the physical 
layout of the network topology.  
These messages are submitted from one agent to 
the agents of the neighboring devices according to 
the topology. Each device and each message has a 
unique identifier. The history of sending and 
forwarding agents is stored in each message. In 
the following a basic network situation (depicted 
in Figure 1) is used to illustrate this 
communication paradigm. 
The path and propagation of a 
StateInformMessage from the passive line l3 to the 
active PFC c1 is demonstrated. 
The agent of transmission line l3 submits a 
StateInformMessage to every agent corresponding 
to a neighboring device. The message (each copy) 
contains information about the impedance of 
transmission line l3 and its unique identifier. All 
agents corresponding to the devices physically 
connected to l3 receive this message and add the 
impedance of their own transmission line to the 
StateInformMessage and append their unique 
identifier to the list of identifiers listed in the 
message. Hence, the resulting accumulated 
impedance of one message expresses the 
transmission impedance of the message’s physical 
path which may be traced by the listed identifiers. 
After the update to the StateInformMessage it is 
again forwarded following the network topology 
(omitting the devices that have already been 
traversed).  
Finally the controlling agent of PFC c1 receives 
two messages from line l3 at each end-node of the 
PFC. The first message was submitted along the 
transmission lines l3, l2 and l1, while the second 
message was transmitted along the transmission 
lines l3, l4 and l5. By computing these two 
messages the controlling agent is informed that 
the transmission line l3 is located on a 
transmission path connecting the two end-nodes 
of the PFC and calculates the total impedance of 
this transmission path by summing up the 
accumulated impedances provided by the two 
StateInformMessages.  
 
I this example the active controlling agent of a 
PFC will only consider a passive device for power 
flow control, if the received messages from that 
device were submitted from different end-nodes 
of that source device and also received at different 
end-nodes of the PFC. The device is on a control 
path of the active controller. 
 
 
    3)  Communication Rules 
 
Processing an incoming StateInformMessage a 
passive non-controlling agent will apply the 
following rules: 
 
 If the message has not traversed the current 
agent and thus the message is unknown, the 
agent will add the identifier of its 
corresponding device and updates the 
 
Fig 1. Exemplary network situation for assigning the 
network topology 
c1
l1
l3
l2
l5 l4
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current path impedance stored in the 
message with its own line impedance. After 
this the message is forwarded to all 
neighboring devices connected to the end-
nodes of the device (omitting the devices 
whose identifiers are listed in the message 
and have already been traversed). 
 If the unique identifier of the current device 
is already listed in the identifier list of the 
message the StateInformMessage has been 
sent in a loop. The message is discarded. 
 If the transmission path impedance of the 
incoming message is larger than an allowed 
maximum threshold for the transmission 
path impedance, then the message will be 
discarded. This ensures that only devices in 
the vicinity of a PFC (in terms of 
impedance) are considered for power flow 
control.  
 
An active controlling agent follows the same 
rules like a passive non-controlling agent when 
processing incoming StateInformMessages. In 
contrast to a passive agent, an active agent 
periodically analyzes incoming messages and 
updates its information about the range of impact 
of its corresponding PFC. 
 
    4)  Control Paths and Parallel Paths 
 
By evaluating the received StateInform-
Messages an active agent can determine which 
electrical devices form a transmission path 
between the two end-nodes of the PFC. A 
transmission path is divided into a control path 
and a parallel path.  
The control path of a PFC can be identified by 
iterating from the end-nodes of the PFC until a 
junction with more than one neighboring device is 
reached. All devices on this path belong to the 
control path of the PFC. To perform this 
identification an active agent submits a 
ControlPathRequest from both end-nodes, as long 
as there is only one neighbor device connected to 
that end-node. The receiving agent has two 
options: 
 
 Forwarding the request 
A non-controlling agent has to forward the 
ControlPathRequest, if the other end-node 
of its device has only one neighbor device. 
If there is more than one neighboring 
device, then a junction is reached. Each non-
controlling agent that forwards a 
ControlPathRequest updates the 
transmission path information of the 
message, by adding its own identifier and 
the device impedance. 
 Replying to the request 
If an electrical device is the last device 
before a junction, then its corresponding 
agent has to reply to the 
ControlPathRequest. The agent will include 
the data of its own device into the path 
information of the message and then submit 
the response directly to the controlling 
agent, which is the source of the request. 
 
All devices that are known to a controlling 
agent via periodically received 
StateInformMessages and are not listed in the 
responses to a ControlPathRequest message lie on 
the parallel path of the corresponding PFC.  
Two special cases have to be considered for the 
determination of parallel paths. 
The first exception is necessary if more than one 
StateInformMessage are received by the 
controlling agent and these messages have some 
nodes in common (these messages have parts of 
their paths in common). In this case the PFC 
cannot control the power flow through the 
corresponding electrical device, as it neither 
belongs to a control path nor to a parallel path. An 
example for this situation is given in Figure 2.  
 
 
Fig 2. Exemplary network topology with transmission lines 
that cannot be controlled by the PFC. 
c1
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All StateInformMessages received by the PFC 
from the transmission lines l3, l4, l5 and l6 pass 
through a common node. The PFC cannot control 
the power flow on these lines. All parallel paths 
containing these lines will be discarded. 
The example given in Figure 3 illustrates the 
second exception. Two pairs of the 
StateInformMessages submitted from the same 
sending end-node of the transmission line l6 are 
received at opposite receiving end-nodes of the 
PFC c1. The evaluation of these messages will 
yield two parallel paths with different direction of 
impact on transmission line l6. The first parallel 
path covers the transmission lines l2, l5, l6, l7 and l8 
while the second parallel path covers the 
transmission lines l2, l3, l6, l4 and l8. Hence, the 
StateInformMessages belonging to the parallel 
path with the higher path impedance will be 
discarded to avoid conflicts with the evaluation of 
control actions.   
In case of changes to the power system topology 
the information about control paths and parallel 
paths need to be updated. Hence, ControlPath-
Requests have to be submitted periodically as well 
(similar to the periodical submission and 
evaluation of StateInformMessages). 
 
B.  Influence area of a PFC 
 
An active controlling agent needs to have 
knowledge about the impact of a control action of 
its corresponding PFC on a certain electrical 
device within its range. Two kinds of information 
are needed. The agent needs to know the 
sensitivity of a device (the estimated impact a 
control action has on that device) and the direction 
of the impact on that device to (whether an 
increase in power flow through the PFC increases 
or decreases the power flow on the given device). 
 
    1)  Assigning the Sensitivity 
The knowledge about the impact of a control 
action on the power flow within an area consisting 
of devices that are sensitive to a PFC is 
indispensible to determine an appropriate control 
action. The area of influence of a PFC is identified 
by analyzing the sensitivity of a control action on 
the surrounding electrical devices. The sensitivity 
of an electrical device d with respect to a PFC c is 
the calculated as the quotient between the power 
flow change through the affected device ΔP(d) 
and the power flow change through the control 
path of the PFC ΔP(c).  
If PFC c changes the power flow on the control 
path by ΔP(c) a change of power flow ΔP(d) 
through the electrical device d can be observed. 
The sensitivity between d and c is calculated as 
follows: 
 
 
It is not possible to assess the precise sensitivity 
in advance to a control action within a distributed 
system because there may be multiple effects on 
any given device d by more than one active PFC. 
 
Fig 3. Example for assigning the direction of impact 
between a PFC and an electrical device 
 
Fig 4. Example for a transmission line being on two 
transmission paths with opposite direction of impact 
c1
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However, the sensitivity can be estimated utilizing 
the path impedance information obtained through 
the communication of the agents. At first, all 
parallel path impedances of a PFC c have to be 
summarized to the total parallel impedance 
Ztotal(c). In the next step the sensitivities of each 
parallel path to device d are determined by 
dividing the total parallel impedance Ztotal(c) by 
the parallel path impedance Z(d,c). 
 
 
 
Each electrical device obtains the sensitivity of 
the path to which it belongs. If a device belongs to 
several paths then the sensitivity of the electrical 
device results by the total sensitivity of all paths to 
which it belongs. Sensitivities of devices on 
control paths are set to 1. 
 
    2)  Assigning the Direction of Impact 
 
Each PFC can change the power flow on its 
control path in two directions, by controlling it 
either upwards or downwards.  
To determine the influence of a control action 
on the power flow on a parallel path, the 
controlling agent of the PFC needs information 
about the direction of impact on a device to be 
controlled. That is to say which control action will 
relieve or stress the considered electrical device. 
To acquire this information all electrical devices 
within the area of influence of a given PFC are 
assigned to a ControlUpZone or a 
ControlDownZone. To decrease the load on all 
electrical devices within the ControlUpZone the 
PFC has to be controlled upwards. In order to 
decrease the load on the electrical devices within 
the ControlDownZone the PFC has to be 
controlled downwards. 
In order to assign devices to the ControlUpZone 
or ControlDownZone the passive agent adds 
information about the power flow direction into 
the two StateInformMessages which are submitted 
from both end-node of the electrical device. If the 
power flow is directed from the end-node over 
which the message is sent into the electrical 
device, then a DecreaseRequest is included into 
the StateInformMessage and vice versa, if the 
power flow is directed out of the electrical device 
into the considered end-node over which the 
message is sent. In the latter case an 
IncreaseRequest is included with the 
StateInformMessage. Hence, the two messages 
contain contrary information.  
An example is given in Figure 4 to illustrate this 
procedure. The power flow through transmission 
line l1 is directed from end-node 1 towards end-
node 2. Hence, a DecreaseRequest is included into 
the StateInformMessage submitted from end-node 
1 and an IncreaseRequest is included into the 
StateInformMessage submitted from end-node 2. 
In order to assign the electrical device to one of 
the two zones the controlling agent evaluates both 
StateInformMessages received from this electrical 
device at both of its end-nodes. The controlling 
agent will react in the following way on a 
Requests by the passive non-controlling devices: 
 
 If the controlling agent receives a 
DecreaseRequest at end-node 1 and an 
IncreaseRequest at end-node 2, then the 
PFC has to be controlled upwards. The 
corresponding electrical device will be 
included in the ControlUpZone. 
 If the controlling agent receives an 
IncreaseRequest at end-node 1 and a 
DecreaseRequest at end-node 2, then the 
PFC has to be controlled downwards. The 
corresponding electrical device will be 
included into the ControlDownZone. 
 
In the example given in Figure 4 the controlling 
agent of PFC c1 receives a DecreaseRequest from 
transmission line l1 at end-node 1 and an 
IncreaseRequest at end-node 2. Hence, 
transmission line l1 will be included in the 
ControlUpZone of PFC c1. 
 
C.  Distributed Coordination 
 
The coordinated control system has to react on 
control requests with adequate control actions by 
appropriate PFCs. For this purpose, a number of 
parameters are identified to determine a 
distributed control action. 
The critical loading of a device is defined as 
100% and specified by the parameter crit. The 
parameter low is defined as a lower boundary for 
the loading of a device and indicates when an 
appropriate control action should be initiated 
before the maximum loading of an electrical 
device is reached. If the loading of a device is 
higher than this value, control actions are 
triggered. High is another parameter which is 
needed for the evaluation of the loading of an 
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electrical device (see table 1). Based on these 
boundaries different control actions are required 
according to the following ranging: 
 
 The loading of an electrical device is 
below the lower boundary: 
There is no need for control actions. 
Possible deviations from the neutral position 
of the PFCs can be reversed. 
 The loading of an electrical device is 
between the lower boundary and 100%: 
The electrical device is about to be 
overloaded. First precautious control actions 
should be taken. 
 The loading of an electrical device is 
above 100%: 
The electrical device is overloaded. Control 
actions have to be taken to reduce the 
loading within a justifiable time before harm 
is done to the overloaded device.  
 
The parameter minSensitivity defines the lowest 
sensitivity of an electrical device to be assigned to 
the area of influence of the corresponding PFC. 
Every controlling agent observes all electrical 
devices within the area of influence of its 
corresponding PFC. The controlling agent has 
knowledge about the loading of each observed 
electrical device through received 
StateInformMessages and knows the sensitivity 
and direction of impact between its corresponding 
PFC and the observed electrical devices. The 
fundamental decision criteria for taking control 
actions by the PFC c on the loading of an 
electrical device d are the loading load(d) and the 
sensitivity sensitivity(d,c). A weighting function 
using this information will be described to 
determine whether an electrical device within the 
area of influence of a PFC has to be controlled. In 
the following we use the values according to 
Table 1 for the parameters of the distributed 
coordination.  
 
Table 1. Parameters for distributed coordination 
Parameter Value 
crit 100% 
low 90% 
high 110% 
minSensitivity 0,1 
 
 
    1)  Control of PFCs 
 
Every device d in the ControlUpZone and the 
ControlDownZone of a PFC is evaluated by a 
weighting function fweight(d) that determines the 
state of the device and the need for control 
actions. The weighting function is designed so 
that at any given time there is at least one device 
in a zone which has the maximum weighting 
value. The maximum weighting values are 
compared between the ControlUpZone and the 
ControlDownZone. If the maximum value of the 
ControlUpZone is higher than the value of the 
ControlDownZone, then the PFC is controlled 
upwards and vice versa.  
If the two maximum weighting values in each 
zone are equal, then no control action is carried 
out because in this case there are at least two 
overloaded devices with the need for an 
appropriate control action in the area of influence 
of the PFC. But since each device demands a 
control action that would increase the load on the 
device within the opposite control zone the 
situation cannot be handled adequately by the 
PFC. The overloading of one of these devices 
must be carried out by another PFC that might be 
available after which the first PFC might be able 
to take a non-conflicted control action. 
If both maximum weighting values are zero, 
then there are no overloaded electrical devices in 
the area of influence of the PFC. In this case a 
PFC can be controlled back towards its 
neutral/default position in order to be prepared for 
critical situations to come. To avoid oscillations 
between two control values of the PFC, caused by 
an alternation of the weighting value of an 
electrical device between zero and non-zero, a 
PFC may only be controlled backwards if the 
loads of its controlled devices fall below a certain 
threshold (less than the value low).  
The design of an adequate weighting function is 
crucial for the success and efficiency of this 
distributed approach. Conflicting control actions 
have to be identified so that a PFC may not further 
increase the load on a given device within its area 
of influence. 
The problem of oscillating has to be regarded 
properly since such a phenomenon may further 
increase the unpredictability of power flows in the 
transmission network and thus may be adverse to 
the desired effect of increasing the stability of the 
electrical grid.  
The design of an adequate weighting function 
that takes into account those factors is part of our 
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ongoing work and subject to further publications 
due to page limitations. 
IV.  OUTLOOK AND CONCLUSION 
 
In this paper we have outlined an autonomous 
multi-agent system for the coordination of fast 
PFCs in transmission networks.  The system is 
completely distributed in the sense that it has no 
hierarchical organization under supervisory 
control utilizing global knowledge but instead 
consists of uniform software agents that only 
posses locally available information about the 
state of their corresponding active or passive 
device and the identifiers of the devices directly 
connected to them. The information necessary to 
identify and determine the quality of a control 
action is propagated by periodically transmitted 
and requested StateInformMessages and 
ControlPathRequests, respectively. The 
transmission range of these messages is limited by 
accumulated path impedances of traversed lines as 
messages are always propagated via neighboring 
devices and thus according to the network 
topology.  
Part of our ongoing work is the design of an 
appropriate weighting function that allows for 
adequate reactions to power flow situations within 
the area of influence of a PFC. If conflicting 
requests are received by a PFC that would prevent 
the PFC from taking a control action (because it 
would critically increase the load on another 
device) no action is taken at all. PFCs nearby that 
are able to take non-conflicting control actions are 
to react first and thus ultimately allow the initial 
PFC to take a non-conflicting control action. 
Hence, we assume that for any given demand and 
supply situation an appropriate power flow 
configuration exists that allows for a stable 
operation of the transmission network. 
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