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Abstract This paper focuses on combinatorial feasibility and optimization prob-
lems that arise in the context of parameter identification of discrete dynamical systems.
Given a candidate parametric model for a physical system and a set of experimental
observations, the objective of parameter identification is to provide estimates of the
parameter values for which the model can reproduce the experiments. To this end,
we define a finite graph corresponding to the model, to each arc of which a set of
parameters is associated. Paths in this graph are regarded as feasible only if the sets of
parameters corresponding to the arcs of the path have nonempty intersection. We study
feasibility and optimization problems on such feasible paths, focusing on computa-
tional complexity. We show that, under certain restrictions on the sets of parameters,
some of the problems become tractable, whereas others are NP-hard. In a similar vein,
we define and study some graph problems for experimental design, whose goal is to
support the scientist in optimally designing new experiments.
Keywords Graph problems · Computational complexity · Dynamical systems ·
Parameter identification
1 Introduction
Discrete dynamical systems are an important modeling tool for analysis and predic-
tion of physical processes, describing the discrete-time evolution (xt )t∈N of the system
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state by means of a transition function xt+1 = f (xt , p), with f : Rnx × Rn p → Rnx ,
where p ∈ Rn p is some fixed parameter vector. Limited knowledge about the sys-
tem structure, however, frequently results in competing modeling hypotheses, whose
parameters are often unknown. A successful analysis of the system under study, result-
ing in a model that captures its essential behavior, requires discrimination among these
alternatives. While model correctness is in general impossible to prove, as this would
require infinite experimental evidence, it may be possible to prove that some of the
model alternatives are inconsistent with the available experimental data. This is known
as model invalidation, and amounts to deciding whether there is any parameter value
for which the model can reproduce the measurements. A more ambitious goal is that
of explicitly finding, for each model alternative, the set of all such parameters, if they
exist. This is known as parameter identification.
Traditional statistical approaches to parameter identification are Monte Carlo simu-
lation [see e.g. Robert and Casella (2004)] and data fitting. The latter is often performed
by optimization of some likelihood criteria, the most common of which is least squares
(Marquardt 1963). Some interesting recent works in this field consider the use of col-
location methods (Ramsay et al. 2007) approximating the output of the dynamical
system, coupled with profiled estimation techniques. Statistical approaches, however,
provide results of probabilistic nature. Some studies of necessary conditions for model
validity use frequency-domain data (Smith and Doyle 1992) and time-domain data
(Evans et al. 2004; Schnell et al. 2006), but are frequently limited to linear models.
A recent approach to model invalidation, applicable to a larger class of models, is based
on the existence of a barrier function separating model trajectories from measurement
data (Prajna 2006). However, finding a barrier is a nontrivial task with several degrees
of freedom, and its very existence is not guaranteed for all invalid models.
In this paper we present a graph-based combinatorial approach to parameter iden-
tification and model invalidation, with a focus on computational complexity. The
application of this approach to real-size problems is out of the scope of this paper, and
requires algorithmic tools that are subject to ongoing research. The approach consists
in building a transition graph, a layered graph representing system trajectories for
entire parameter regions. Each layer of this graph corresponds to a time index, and its
nodes represent the discrete states (state space regions, as obtained by discretization)
at the given time. Arcs between nodes of consecutive layers represent the possible
discrete-state transitions. Associated to each arc is the subset of parameters allowing
the corresponding transition, denoted transition parameters. We say that a path in a
transition graph is a transition path if the intersection of the transition parameters
associated to the arcs of the path is nonempty. The parameters in such an intersection,
which we denote path parameters, are those that are consistent with all the transitions
in the path.
Consider a discrete dynamical system and a time-indexed set of experimental mea-
surements. By mapping the measurements onto nodes of the transition graph of the
system, model invalidation can be relaxed into the problem of finding a transition path
that touches the measurement nodes, and parameter identification into the problem
of computing the union of the path parameters over all such paths. Similarly, some
experimental design problems can be formulated as optimization problems on tran-
sition paths. This approach is applicable to any system class for which the transition
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parameters can be efficiently derived. This is for example the case for polynomial
and rational transition functions, for which a semidefinite programming relaxation
approach, introduced in Kuepfer et al. (2007) for stationary systems and extended to
discrete dynamical systems in Borchers et al. (2009), allows to efficiently bound the
transition parameters.
The remainder of the paper is organized as follows. In Sect. 2 the concept of
transition graph is defined, describing its relation with the corresponding dynami-
cal system. The problem of finding a transition path is studied in Sect. 3, show-
ing how its computational complexity depends on the way transition parameters are
defined. The application of the framework to parameter identification is discussed in
Sect. 4, and some experimental design problems defined upon transition paths are
proposed in Sect. 5. Section 6 provides some concluding remarks and outlines future
work.
2 Transition graphs
A discrete dynamical system is a system of parametric equations xt+1 = f (xt , p)
describing the discrete-time evolution of a state vector xt ∈ X at the time-index t ∈ N
for a given parameter vector p ∈ P by means of a transition function f : X × P → X .
The feasible regions X ⊆ Rnx and P ⊆ Rn p for states and parameters are typically
polyhedra, and frequently simply boxes.
This paper focuses on parameter identification of discrete dynamical systems, deriv-
ing a transition graph that represents the possible discrete-time trajectories for entire
parameter regions. In order to define the transition graph, we consider a discretization
of the state space X (which is typically continuous) by means of a partition into a
finite set of regions D = {X j ⊆ X : j ∈ D}. We refer to an index j ∈ D of the
partition as a discrete state, by that indicating the state region X j ∈ D . For simplicity
we consider a time-invariant space discretization. Our approach can be easily extended
to time-variant discretizations, but with higher computational requirements.
For a fixed parameter p ∈ P , each point x ∈ X is mapped by the transition func-
tion to a unique point f (x, p) ∈ X . Conversely, as shown in Fig. 1, a discrete state is
not necessarily mapped to a unique discrete state (i.e., the discrete dynamical system
becomes non-deterministic when the state space is discretized). The set of discrete
states reachable from a discrete state j ∈ D for a parameter p ∈ P is given by
Fig. 1 State and discrete-state transitions. A point x is mapped to a point f (x, p), while a discrete state j
is mapped to a set of discrete states g( j, p), which is the smallest set of discrete states containing the image
of X j under the transition function f
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g( j, p) = { ∈ D : y = f (x, p) for some x ∈ X j , y ∈ X}, g : D × P → 2D,
where 2D = {D′ ⊆ D} is the power set of D. A function taking values in a power
set is also called a multimap. Given a pair of discrete states j,  ∈ D, the transition
parameters that allow the transition from j to  can then be defined by the multimap
φ( j, ) = {p ∈ P :  ∈ g( j, p)}, φ : D × D → 2P .
If φ( j, ) = ∅ we say that ( j, ) is a feasible (discrete-state) transition.
Given a discretization D, the transition parameters multimap φ : D × D → 2P ,
and a discrete time interval T = {1, . . . , τ } for some τ ∈ N, the resulting discretized
dynamical system can be described as a layered digraph T G(D, φ, T ) = (V, A),
where the node set
V = {vtj : j ∈ D, t ∈ T }
contains one node for each discrete state and time step, and the arc set
A =
{(
vtj , v
t+1

)
: φ( j, ) = ∅, j,  ∈ D, t, t + 1 ∈ T
}
,
contains one arc for each feasible transition and time step but τ , where t, t + 1 ∈ T
stands for t ∈ T\{τ }. We denote by V t = {vtj ∈ V : j ∈ D} the node set for layer t ,
and by At =
{(
vtj , v
t+1

)
∈ A : j,  ∈ D
}
the set of arcs between two consecutive
layers V t and V t+1 (Fig. 2).
In the remainder we assume that the transition parameter multimap φ is given in
some compact form, and study the complexity of connectivity problems on transition
graphs, and their relation to model invalidation and parameter identification. Let us
remark that finding the transition parameters is in general a challenging task by itself,
whose solution is out of the scope of this paper. Here we only notice that an approxi-
mation of such sets can be obtained by repeatedly solving, within a recursive bisection
algorithm, the following nonlinear decision problem.
Problem 1 (Feasibility problem) Given j,  ∈ D and Q ⊆ P , decide if there exists
some x ∈ X j , y ∈ Xl , and p ∈ Q for which y = f (x, p).
Fig. 2 Example of transition
graph with T = {1, . . . , 4}. Note
that the layers have the same
structure. More formally, all the
subgraphs
(
V t ∪ V t+1, At
)
for
t, t + 1 ∈ T are isomorphic to
each other. This is because the
parameters and the transition
function are assumed to be time
invariant
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Solving Problem 1 is in general non-trivial, in particular for highly-nonlinear sys-
tems. For a solution approach by semidefinite programming for the case of polynomial
and rational transition functions, the reader is referred to Borchers et al. (2009).
3 Connectivity problems for transition graphs
Given a transition graph T G(D, φ, T ) = (V, A) and two nodes s ∈ V t , d ∈ V ,
with t < , an s–d path is an ordered sequence of nodes B = (vtit , . . . , vi ) such
that vtit = s, vi = d, and (vkik , vk+1ik+1 ) ∈ A for every t  k < . We define the path
parameters of B as the intersection of the transition parameters associated to the arcs
of the path, denoted
φ(B) =
−1⋂
k=t
φ(ik, ik+1).
If φ(B) = ∅ we say that B is a transition path, or equivalently a φ-feasible path.
We then say that s is φ-connected to d if there exists a φ-feasible s–d path. Note that
φ-connectivity is neither symmetric nor transitive, as the graph is directed and the
composition of φ-feasible paths is not necessarily φ-feasible.
Given a path B = (vtit , . . . , vi ), we say that a state trajectory (xk)tk lies inside
B if xk ∈ Xik for all t  k  . The set φ(B) contains all parameters p ∈ P for which
there exists a state trajectory (xk)tk lying inside B such that xk+1 = f (xk, p)
for all t  k < . Note that, due to the state space discretization, there may exist
some p ∈ φ(B) that does not realize any such trajectory. Emptiness of φ(B) is thus
a sufficient condition for proving that no trajectory lying inside B exists, but not a
necessary one.
3.1 φ-connectivity for arbitrary graphs
A transition graph is a particular layered digraph, defined upon the transition param-
eters. More generally, given an arbitrary digraph G = (V, A) and a groundset P ,
finite or infinite, let us define an arc multimap as a multimap φ : V × V → 2P for
which φ(u, v) = ∅ if and only if (u, v) ∈ A. In other words, an arc multimap is an
association of nonempty sets to the arcs of a digraph. In the remainder, we assume that
the membership test p ∈ φ(u, v) can be done efficiently, if p admits a compact rep-
resentation. Whenever considering an arbitrary digraph G = (V, A), we also assume
that |A|  |V |.
For simplicity of notation, let us denote φ(a) = φ(u, v) for an arc a = (u, v) ∈ A,
and given a path B in G let φ(B) be the intersection of φ(a) for all the arcs in B. Note
that for φ-connectivity problems we can restrict our attention to simple paths (paths
that do not contain a loop), as for any non-simple s–d path B there exists a simple s–d
path B ′ for which φ(B) ⊆ φ(B ′). As simple paths can be represented by the subset
of arcs used, we can naturally extend the notation φ(B) to an arbitrary subset of arcs
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(a) (b)
Fig. 3 a An example digraph G = (V, A) with 3 layers, with nodes s and d outlined. b The transition
graph T G(V, φ, T ), which contains the original digraph G as the largest connected component (in evidence
in the figure)
B ⊆ A by defining φ(B) = ∩a∈Bφ(a). We can then formulate φ-connectivity for a
general graph.
Problem 2 Given a digraph G = (V, A), two nodes s, d ∈ V , a groundset P , and an
arc multimap φ : V × V → 2P , decide whether there exists a φ-feasible s–d path.
A positive φ-connectivity result obtained for an arbitrary digraph G and arc mul-
timap φ is clearly directly valid also for transition graphs. Moreover, the following
lemma implies that any negative result obtained for the case in which G is layered
directly holds for the case of transition graphs.
Lemma 1 Given a layered digraph G = (V, A), a groundset P, and an arc multimap
φ : V × V → 2P , it is possible to build in polynomial time a transition graph that is
equivalent to G in terms of φ-connectivity.
Proof Let T = {1, . . . , τ } be the index set of the layers of G. We show that checking
φ-connectivity in G is equivalent to checking φ-connectivity in the transition graph
T G(V, φ, T ).
Let two nodes s, d ∈ V be given, and assume without loss of generality that s
belongs to the first layer, and d to the last one. The transition graph T G(V, φ, T ) has
by definition one layer for each t ∈ T . For each layer, it has one node vtu for every
u ∈ V and one arc (vtu, vt+1w
)
for every u, w ∈ V for which φ(u, w) = ∅, that is, for
every (u, w) ∈ A. As shown in Fig. 3, this transition graph is composed of “diagonal”
connected components (assuming a proper vertical placement of the nodes), the largest
of which is isomorphic to the original digraph G. In particular, it is easy to see that
there exists a φ-feasible s–d path in G if and only if there exists a φ-feasible path in
T G(V, φ, T ) between nodes v1s and vτd . 
unionsq
Arbitrary multimaps have a large degree of expression freedom. Indeed, the fol-
lowing simple result shows that in general even testing φ-feasibility for a given path
B is NP-hard. The problem belongs to NP when a compact certificate for φ(B) = ∅
exists. A rational point p ∈ φ(B) with compact encoding is clearly a valid certificate,
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and can always be found e.g. if the sets φ are polyhedral, or if P is a bounded discrete
set. In the general case, however, the existence of such a point cannot be guaranteed.
Proposition 1 Given a path B in a digraph G = (V, A), a groundset P, and an arc
multimap φ : V × V → 2P , deciding whether B is φ-feasible is NP-hard.
Proof We prove Proposition 1 by reduction from the NP-complete problem of check-
ing emptiness of a binary set Q = {x ∈ {0, 1}n : Ax  b}, with A ∈ Zm×n
and b ∈ Zm . Let Q j = {x ∈ {0, 1}n : A jx  b j } be the binary set defined by
the j th constraint. We assume without loss of generality that Q j = ∅ for every
j (which can be easily checked in polynomial time), as otherwise the instance is
infeasible. We then create a digraph G = (V, A) with V = {v1, . . . , vm+1} and
A = {(v j , v j+1) : 1  j  m}, which is a path of m + 1 nodes, and define an arc
multimap φ : V × V → 2P , with P = {0, 1}n , by setting φ(v j , v j+1) = Q j for
every 1  j  m. Note that a compact encoding of φ requires only A and b. Then,
checking if the path B = (v1, . . . , vm+1) is φ-feasible is clearly the same as checking
if Q = ∅. 
unionsq
3.2 Testing φ-connectivity for box multimaps
As we have seen in the previous section, for arbitrary multimaps even testing φ-fea-
sibility for a given path is NP-hard. Thus, to solve φ-connectivity efficiently one has
to require some structure on the multimap. One of the simplest structures that can be
considered is to require the sets φ(u, v) to be axis-aligned boxes. In this case testing
φ-feasibility for a given path becomes a simple component-wise check on a set of
boxes. However, even for this very simple structure testing φ-connectivity is NP-com-
plete, both for finite and infinite groundsets.
Theorem 1 Given a digraph G = (V, A), two nodes s, d ∈ V , a groundset P, and
an arc multimap φ : V × V → 2P for which testing φ-feasibility is in P, deciding
whether there exists a φ-feasible s–d path is NP-complete, even if the sets φ(·, ·) are
axis-aligned boxes, G is layered, and has at most three nodes per layer.
Proof As testing φ-feasibility is in P, deciding φ-connectivity is in NP. We prove The-
orem 1 by reduction from 3-SAT, a well-known NP-complete problem. An instance
of 3-SAT consists of n variables X1, . . . , Xn and m disjunctive clauses C1, . . . , Cm ,
each involving three literals (variables or negated variables). The goal is to find a
truth assignment satisfying all the clauses. Let each clause be given as a set Ct =
{Lt1, Lt2, Lt3}, with Ltk ∈ {X1,¬X1, · · · , Xn,¬Xn} for k ∈ {1, 2, 3}. We assume
without loss of generality that each clause is composed of three distinct literals, and
that there is no clause Ct for which Xi ,¬Xi ∈ Ct for some variable Xi , as otherwise
such a clause can be discarded.
Given a 3-SAT instance, we build a layered digraph G = (V, A) as follows. For
each clause Ct we build a layer V t = {vt1, vt2, vt3} with three nodes, one for each literal
in Ct . For every pair of consecutive layers V t , V t+1 we include an arc
(
vtk, v
t+1

)
for every k,  ∈ {1, 2, 3}. We then add an initial layer V 0 = {s} and an ending layer
123
388 S. Borchers et al.
Fig. 4 Digraph obtained by the reduction of a 3-SAT instance with 4 clauses
V m+1 = {d}, each with a single node, and include the arcs (s, v1k ) and (vmk , d) for all
k ∈ {1, 2, 3}. Note that the resulting digraph, depicted in Fig. 4, depends only on the
number of clauses.
We set P = {0, 1}n , and define the arc multimap φ : V × V → 2P as follows.
Each node vtk ∈ V corresponds to a literal Ltk , and hence to some variable Xi . If
Ltk = Xi we set φ
(
vtk, w
) = {x ∈ P : xi = 1} for all (vtk, w) ∈ A. If Ltk = ¬Xi
we set φ(vtk, w) = {x ∈ P : xi = 0} for all (vtk, w) ∈ A. Note that these sets are
(n − 1)-dimensional boxes. Finally, we set φ(s, w) = P for every (s, w) ∈ A.
It is easy to see that a φ-feasible s–d path B cannot touch nodes corresponding to
opposite literals, and hence that it yields a (partial) truth assignment satisfying all the
clauses. Conversely, given a satisfying truth assignment we can easily derive, although
not uniquely, a φ-feasible s–d path. Therefore, there exists a φ-feasible s–d path if
and only if the 3-SAT instance admits a satisfying truth assignment.
The result can be extended to the continuous case simply by choosing P = [0, 1]n .
If the boxes must be full-dimensional, we can adapt the proof by defining φ(vtk, w) ={x ∈ P : xi  1 − } if Ltk = Xi and φ(vtk, w) = {x ∈ P : xi  } if Ltk = ¬Xi , for
every (vtk, w) ∈ A, for an arbitrary positive constant  < 0.5. Note that, as a result,
any non-empty intersection of boxes is full-dimensional as well. 
unionsq
3.3 Testing φ-connectivity for explicit groundsets
Proposition 1 and Theorem 1 show that a compact representation of an arc multimap
φ : V × V → 2P for a digraph G = (V, A) does not require the groundset P nor the
sets φ(u, v) to be given explicitly, and can express exponentially large or unbounded
sets. In this section we show that if P is explicit, i.e., finite and given explicitly, then
φ-connectivity can be solved in polynomial time in the size of G and P .
Let us introduce some notation, which will also be used later. Given a digraph
G = (V, A), a groundset P , an arc multimap φ : V × V → 2P , and a subset Q ⊆ P ,
we define G Q = (V, AQ) as the subgraph of G induced by Q, in which AQ contains
only those arcs a ∈ A for which Q ⊆ φ(a). If the subset Q is explicit, then G Q can
be created in polynomial time in |A| and |Q|. For simplicity, we denote by G p the
subgraph G{p} for every p ∈ P .
Proposition 2 Given a digraph G = (V, A), an explicit groundset P, and an arc
multimap φ : V × V → 2P , φ-connectivity can be checked in time O(|A| · |P|).
123
Graph problems arising from parameter identification 389
Proof Given two nodes u, v ∈ V , it is easy to see that there exists a φ-feasible u–v
path in G if and only if there exists an u–v path in G p for at least one p ∈ P . As both
constructing the subgraph G p and searching for an u–v path in G p cost O(|A|) time,
the complexity O(|A| · |P|) directly follows. 
unionsq
As a straightforward corollary, if the cardinality of P is limited by a polynomial
in the size of the graph, then φ-connectivity can be solved in polynomial time. This
is however not true if P is not explicit, as it is in general NP-hard to enumerate the
elements of a set, even assuming there is only one (Valiant and Vazirani 1985).
Given two nodes u, v ∈ V , we are also interested in finding the union of the path
parameters over all u–v paths in G. We formally define such sets as the multimap
 : V × V → 2P with
(u, v) =
{⋃
B∈B(u,v) φ(B) if u = v
P otherwise,
where B(u, v) is the set of all simple u–v paths in G (there is no need to restrict to
φ-feasible paths). If G is the transition graph of a dynamical system, (u, v) gives an
outer-approximation of the set of parameters that can produce a trajectory starting in
the region corresponding to node u and ending in the region corresponding to node v
(see Sect. 4 for further details). Let us then formalize this problem.
Problem 3 Given a digraph G = (V, A), two nodes u, v ∈ V , a groundset P , and an
arc multimap φ : V × V → 2P , compute the set (u, v).
Node u is φ-connected to v if and only if (u, v) = ∅. The set (u, v) can indeed
be equivalently defined as the set of all elements p ∈ P for which there exist an u–v
path B in G with p ∈ φ(B), i.e., for which there exists an u–v path in G p. This gives
the following simple result.
Lemma 2 Given a digraph G = (V, A), an explicit groundset P, and an arc multi-
map φ : V × V → 2P , the set (u, v) for a given pair of nodes u, v ∈ V can be
computed in O(|A| · |P|) time. Moreover, the sets (u, v) for a given source u ∈ V
and every destination v ∈ V can also be computed in O(|A| · |P|) time, and the sets
(u, v) for all pairs u, v ∈ V can be computed in O(|V | · |A| · |P|) time.
Proof The set (u, v) for a given pair u, v can be computed in time O(|A| · |P|)
by deriving in time O(|A|) the subgraph G p for each p ∈ P , and then searching in
time O(|A|) for an u–v path in G p. The same complexity applies to the single-source
version of the problem, finding in time O(|A|) the set of nodes reachable from u in
G p. The time complexity for the all-pairs case then follows directly. Other complexity
bounds for the all-pairs case can be obtained by computing the reachability matrix of
G p, i.e., the incidence matrix of the transitive closure [see e.g. Schrijver (2003)]. 
unionsq
123
390 S. Borchers et al.
Due to path composition, it is also easy to verify that the following properties hold
for every pair of distinct nodes u, v ∈ V :
(u, v) =
⋃
w∈V \{u}
φ(u, w) ∩ (w, v)
=
⋃
w∈V \{v}
(u, w) ∩ φ(w, v)
= φ(u, v) ∪
⋃
w∈V \{u,v}
(u, w) ∩ (w, v).
These properties are the analogue of the composition properties for shortest paths.
Instead of distance labels and edge weights, we have parameter sets  and φ respec-
tively, with empty sets playing the role of infinite weights for arcs not belonging to
the graph. Then, as path composition operation, instead of cost addition we have set
intersection, and instead of taking the minimum among the alternative path labels we
take the union. As a consequence, any shortest-path algorithm with complexity O( f )
can be adapted to compute the sets  in time O( f · |P|). Note that, contrary to the
shortest-path case, there is no notion of negative cycle for φ-feasible paths, so that the
sets  are always defined.
For a layered digraph, the transitive closure can be computed more efficiently. In
particular, for a transition graph T G(D, φ, T ) = (V, A) the transition parameters are
defined for pairs of discrete states, and not for pairs of nodes. For any pair of nodes
vtj , v
k
 ∈ V , with t < k, we can write the recursion

(
vtj , v
k

)
=
⋃
i∈D

(
vtj , v
k−1
i
)
∩ φ(vk−1i , vk )
=
⋃
i∈D
φ
(
vtj , v
t+1
i
)
∩ 
(
vt+1i , v
k

)
.
We can then define t ( j, ) = (u1j , vt+1 ), for t, t + 1 ∈ T . It is straightforward to
see that 1 = φ, and that (utj , vk ) = k−t ( j, ), for every t, k ∈ T with t < k.
This gives the following result.
Proposition 3 Given a transition graph T G(D, φ, T ) = (V, A), with φ : D × D →
2P for an explicit groundset P, the sets (u, v) for all pairs u, v ∈ V can be computed
in O(|D| · |A| · |P|) time.
3.4 Finding φ-infeasible paths
Assuming testing φ-feasibility is in P, Theorem 1 shows that deciding if a φ-feasible
s–d path exists is NP-complete, so that to find one, if it exists, one may need to enumer-
ate exponentially many φ-infeasible paths (unless P = NP). Interestingly, deciding if
a φ-infeasible s–d path exists is also NP-complete, and remains NP-complete even
when the groundset P is explicit. Note that this is not the co-NP version of Problem 2,
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which would require to prove that all the s–d paths are φ-infeasible. Indeed, given
any instance, solving at least one of these two problems is trivial, as any path is either
φ-feasible or φ-infeasible.
Lemma 3 Given a digraph G = (V, A), two nodes s, d ∈ V , an explicit groundset
P, and an arc multimap φ : V ×V → 2P , deciding whether there exists a φ-infeasible
s–d path is NP-complete, even if G is layered and |P| = O( k√|V |) for some k ∈ N.
Proof For an explicit groundset, testing φ-feasibility is in P, and hence the problem is
in NP. We prove Lemma 3 by reduction from the NP-complete problem of deciding
if a given graph has an Hamiltonian path (a path touching each node exactly once).
Given a graph H = (U, E), with |U | = n, we build an instance of our problem as
follows. We create a layered digraph G = (V, A) with n layers V t = {vtu : u ∈ U } of
n nodes each, for 1  t  n, and two additional layers V 0 = {s} and V n+1 = {d}. The
arc set is defined by introducing an arc (vtu, vt+1w ) for every {u, w} ∈ E and 1  t < n,
and the arcs (s, v1u) and (vnu , d) for every u ∈ U . The groundset is P = U , and the arc
multimap is defined by φ(vtu, vt+1w ) = U\{w}, φ(s, v1u) = U\{u}, and φ(vnu , d) = U .
An s–d path B in G corresponds to a path in H touching n (not necessarily distinct)
nodes, and it is easy to see that φ(B) contains exactly those nodes that are not touched
by the path. Therefore, the path in H corresponding to an s–d path B is simple, and
hence Hamiltonian, if and only if φ(B) = ∅. In the reduction we have |P| = O(√|V |),
but it is easy to add an arbitrary polynomial number of nodes and arcs to G without
changing the structure of the reduction, thus completing the proof. 
unionsq
Lemma 3 can be easily extended into the following corollary.
Corollary 1 Given a digraph G = (V, A), two nodes s, d ∈ V , an explicit groundset
P, an arc multimap φ : V × V → 2P , and a subset Q ⊆ P, deciding whether there
exists an s–d path B such that φ(B) = Q is NP-complete, even if G is layered and
|P\Q| = O( k√|V |) for some k ∈ N.
Proof For Q = ∅, Corollary 1 is exactly Lemma 3. We prove the case Q = ∅ by
reduction from Lemma 3. Let the input in Lemma 3 consist of a layered digraph
G = (V, A), two nodes s, d ∈ V , an explicit groundset R, and an arc multimap
θ : V × V → 2R with |R| = O( k√|V |) for some k ∈ N. The reduction keeps G,
creates a groundset P = R ∪ Q, where we assume without loss of generality that
R ∩ Q = ∅, and builds an arc multimap φ : V ×V → 2P defined as φ(a) = θ(a)∪ Q
for all a ∈ A. It is then trivial to see that there exists an s–d path B with φ(B) = Q if
and only if there exists a θ -infeasible s–d path. The proof is concluded by noting that
P\Q = R, from which the condition |P\Q| = O( k√|V |) follows. 
unionsq
The above corollary shows that an oracle providing an s–d path B with φ(B) = Q
for an arbitrary Q ⊆ P allows to solve φ-infeasibility, even if Q is restricted to be
non-empty. The following results shows that the converse also holds, and hence that
the two problems are equivalent.
Proposition 4 Given a digraph G = (V, A), two nodes s, d ∈ V , an explicit ground-
set P, and an arc multimap φ : V × V → 2P , if an oracle for θ -infeasibility for arc
multimaps θ(a) : V × V → 2P is available, then it is possible to find in polynomial
time a path B with φ(B) = Q, for any Q ⊆ P.
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Proof Consider the subgraph G Q = (V, AQ), which contains the arcs a ∈ A for
which Q ⊆ φ(a). Any s–d path B in G such that φ(B) = Q is an s–d path in G Q .
We can then define a multimap θ : V × V → 2P by setting θ(a) = φ(a)\Q for every
a ∈ AQ . Note that G Q and the multimap θ can be constructed efficiently.
It is easy to see that there exists an s–d path B in G with φ(B) = Q if and only if
there exists a θ -infeasible s–d path B in G Q . The multimap θ , however, is not neces-
sarily an arc multimap for G Q , as there could be arcs in G Q for which θ(a) = ∅. To
apply the oracle, we proceed as follows. For any a ∈ AQ with θ(a) = ∅, if there exists
an s–d path B in G Q with a ∈ B, which can be found by two connectivity tests, then
we have found a path (not necessarily simple) with φ(B) = Q. Otherwise, the arc can
be removed. At the end we are left with a smaller graph, for which θ is a proper arc
multimap. 
unionsq
The next result shows that if P is sufficiently small, both problems become easy.
Proposition 5 Given a digraph G = (V, A), with |A| = m, two nodes s, d ∈ V , an
explicit groundset P with |P| = log k log m for some k > 0, and an arc multimap
φ : V × V → 2P , then finding a φ-infeasible s–d path can be solved in polynomial
time.
Proof If |P| = log k log m, we can enumerate all the subcollections Q ⊆ 2P of the
power set of P , whose number is O(mk). For each Q ⊆ 2P , let GQ be the sub-
graph of G obtained by including only arcs a ∈ A for which φ(a) ∈ Q. Then, there
is a φ-infeasible s–d path in G if and only if there exists an s–d path in GQ for a
subcollection Q ⊆ 2P for which the intersection of all Q ∈ Q is empty. 
unionsq
A special case of Proposition 5 is a groundset with constant cardinality. Note that
the assumption |P| = log k log m is equivalent to |P| = log log m +k′. Multiplicative
constants as in |P| = O(log log m) would result, for the above enumeration, in a
super-polynomial complexity. Whether φ-infeasibility can be solved for this case, or
more in general for |P| = O(log m), remains open.
3.5 Testing φ-connectivity in fixed dimension
Theorem 1 states that testing φ-connectivity is NP-complete, even for multimaps φ
where each set φ(u, v) is an axis-aligned box. In this section we study the case P ⊆ Rd ,
where d is assumed to be constant, and we show that if each φ(u, v) is a (possibly
nonconvex) polyhedron in Rd , then φ-connectivity can be solved in polynomial time.
For simplicity, let us start considering axis-aligned boxes in Rd .
Theorem 2 Given a digraph G = (V, A), a groundset P ⊆ Rd with d constant, and
an arc multimap φ : V × V → 2P where each φ(u, v) is an axis-aligned box, the sets
(u, v) for all pairs u, v ∈ V can be computed in O(md+1) time, where m = |A|.
Proof Let the arc multimap be φ(a) = {x ∈ Rd : sai  xi  eai , 1  i  d},
for a ∈ A. Given any subset B ⊆ A, φ(B) is the axis-aligned box φ(B) = {x ∈
R
d : maxa∈B sai  xi  mina∈B eai , 1  i  d}. We assume that φ(B) is either
empty or full-dimensional for every B ⊆ A, which is equivalent to assuming that
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there are no a, b ∈ A with φ(a)∩ φ(b) = ∅ such that eai = sbi for some component i .
This is without loss of generality, as otherwise we can simply enlarge the boxes in all
directions by a positive constant smaller than half the distance between all pairs of
non-overlapping boxes.
Let us assume without loss of generality that P is the bounding box of ∪a∈Aφ(a).
We show that in time O(md+1) one can determine a collection D = {Pj ⊆ P : j ∈ D}
with |D| = O(md) and an arc multimap θ : V ×V → 2D such thatφ(B) = ∪ j∈θ(B) Pj
for every B ⊆ A. This implies the equivalence of φ-connectivity and θ -connectivity
on G, and allows to derive  in terms of , as (u, v) = ∪ j∈(u,v) Pj for every
u, v ∈ V . Theorem 2 then follows from the application of Lemma 2 and the bound on
|D|. Note that D is not required to be a partition of P .
The collection D and the multimap θ are obtained in time O(md+1) as follows. For
each component 1  i  d, the endpoints sai , eai for all a ∈ A are sorted, removing
duplicates. This gives a monotonic sequence Xi = (xik)1kri of ri  2m points, and
a corresponding sequence Yi = (yik)1k<ri of ri − 1 mid-points yik = (xik + xik+1)/2.
The Cartesian product Y = Y1 ×· · ·×Yd ⊂ Rd represents a grid subdivision of P into
|Y | = 	di=1(ri − 1) = O(md) closed boxes Py , each identified by its center y ∈ Y .
For sake of simplicity we directly use y as an index, as Y is a finite set.
For each point y ∈ Y we derive the subset My = {a ∈ A : y ∈ φ(a)} of
arcs whose box contains y. This problem is known as point location. Each set My
can be derived in O(logd−1 m + |My |) query-time with output-sensitive algorithms
(Chazelle 1986; Edelsbrunner and Haring 1986; Chazelle 1988), and the overall time
required is at most O(md+1). From the sets My one can directly define a collec-
tion D = {Py ⊆ P : y ∈ Y, My = ∅} and a multimap θ : V × V → 2Y by
θ(a) = {y ∈ Y : a ∈ My} with the desired properties. 
unionsq
The collection D is not minimal. Regions Py, Pz for which My = Mz represent
the same intersection, and can be merged. Merging all such regions is equivalent to
removing duplicates from a binary matrix, which can be done in linear time (Tomlin
and Welch 1986). Note that each resulting region is in general a set of disconnected
orthogonal (possibly nonconvex) polyhedra, and in the worst case still O(md) such
regions are needed.
In the two-dimensional case, the collection obtained after the above post-processing
is the planar subdivision defined by the collection of rectilinear polygons (orthogonal
polyhedra in R2) obtained by “cutting” the plane with the sides of the m rectangles
φ(a), for a ∈ A. For this case it is easy to show that the resulting planar subdivi-
sion contains at most 2m2 − 2m + 1 connected regions, and that this upper bound is
tight. Such a tight bound however does not easily generalize to higher dimensions.
A problem related to finding the planar subdivision is that of listing all pairwise
intersections of m rectangles. Indeed, each subdivision vertex is either a vertex of
some rectangle or an intersection of two rectangles. Listing all pairwise intersections
is a well-known problem (see e.g. Preparata and Shamos (1985) and the references
therein). The straightforward solution of checking all pairs is worst-case optimal, as
the number k of intersecting pairs could be as large as 
(m2). However, output-sen-
sitive algorithms can solve the problem in O(m log m + k) time, which is both input
and output optimal.
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The most common generalization of the pairwise rectangle intersection problem to
boxes in Rd consists in listing all the pairwise box intersections, for which efficient
output-sensitive algorithms are known (Six and Wood 1982; Edelsbrunner 1983).
However, the space subdivision induced by the boxes cannot be derived by consider-
ing only the vertices of pairwise intersections. Intersections of up to d boxes must be
considered. The subdivision approach considered in this paper, as well as its extensions
hereafter, are only intended as a complexity characterization. Although the derived
bounds are worst-case optimal, the study of output-sensitive algorithms, as well as of
tight upper and lower bounds, would deserve proper attention.
Theorem 2 can be extended to convex polyhedra by defining D as the cell com-
plex induced by the faces of all polyhedra. Such a complex contains O(kd) cells and
can be derived in O(kd) time (Edelsbrunner et al. 1986), where k is the total number
of inequalities describing the polyhedra. Note that a description as convex hull of n
points can be transformed into an inequality description in O(n log n + nd/2) time
(Chazelle 1993), which is worst-case optimal (McMullen 1970). Theorem 2 can then
be extended to nonconvex polyhedra, which are commonly described as a union of
convex polyhedra, possibly overlapping. This is done by splitting each arc a ∈ A into
a set of parallel arcs, one for each convex polyhedron defining φ(a). Nonconvex poly-
hedra in R2 and R3 also allow for a natural face description. In this case, a description
in terms of union of convex polyhedra can be found by convex decomposition. Find-
ing a minimum cardinality partition of a simple nonconvex polyhedron in R2 is easy
(Chazelle 1980; Chazelle and Dobkin 1985). In dimension three, and in dimension
two if holes are allowed, the problem is NP-hard (Lingas 1982), but approximable
with efficient heuristics (see e.g. Chazelle 1984). The decomposition cardinality can
decrease if instead of a partition one searches for a cover, but then the minimization
becomes NP-hard already in dimension two (O’Rourke and Supowit 1983), and even
if holes are not allowed (Culberson and Reckhow 1989).
4 Model invalidation and parameter identification
In this section we apply the results presented in Sect. 3 to model invalidation and
parameter identification. Given a discrete dynamical system with transition function
f : X × P → X and a set of experimental measurements, we say that a parameter
p ∈ P is consistent with the measurements if there exists a state trajectory (xt )t∈N
with xt+1 = f (xt , p) for t ∈ N that is compatible with the measurements. Model
invalidation aims at proving that no consistent parameter exists. Parameter identifica-
tion aims at bounding the set PF ⊆ P of consistent parameters. In our approach, we
search for an outer-approximation P˜F ⊇ PF, which allows to prove model invalidity
whenever P˜F = ∅.
In the remainder, given a discrete time interval T = {1, . . . , τ }, let M = {t1, . . . , te}
be the set of time indexes at which the measurements are taken, with t1 < t2 < · · · < te
and, t1 = 1, te = τ without loss of generality. Furthermore, assume that a state-space
discretization D = {X j : j ∈ D} of X is defined, and that the corresponding tran-
sition parameters φ( j, ) are given for all j,  ∈ D. By mapping the measurements
onto the nodes of the transition graph G = T G(D, φ, T ), the problem of searching
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for a consistent parameterization can be relaxed into the problem of searching for a
transition path in G that touches the measurement nodes. In this section we formulate
this problem more precisely, considering the various forms in which a measurement
can be provided.
4.1 Error-bounded state measurements
Real world measurements of continuous quantities always carry some error. If the error
can be bounded, the measurement at each t ∈ M can be given as a subset X∗t ⊆ X
containing the unknown state x∗t . In the ideal case, the measurement accuracy is suffi-
cient to have, for each measurement X∗t , a discrete state j∗t ∈ D for which X∗t ⊆ X j∗t .
This uniquely identifies a node v∗t ∈ V t of the transition graph, with v∗t = vtj∗t . If mea-
surements are available at all time steps (M = T ), the corresponding measurement
nodes directly yield a path B = (v∗t )t∈T in the transition graph. Model invalidation
then amounts to deciding if there exists a state trajectory that lies inside B, which can
be relaxed into the problem of checking if B is a transition path, that is, if φ(B) = ∅.
Similarly, parameter identification can be approximated by the set P˜F = φ(B). As
shown in Corollary 1, deciding if φ(B) = ∅ is in general NP-hard, but can be solved
efficiently if the sets in the multimap φ are polyhedral.
If M ⊂ T , then we have to search for paths in the transition graph that touch all
the measurement nodes. Let us solve this case by considering the more general sit-
uation in which measurement uncertainty does not yield single nodes, that is, where
measurements X∗t are not strictly contained in any single discrete state. In this case,
we can bound each set X∗t with a set of discrete states (possibly the smallest one),
deriving a corresponding set of nodes V ∗t ⊆ V t . Now we can assume without loss
of generality that M = T , as whenever t /∈ M one can simply set V ∗t = V t . Model
invalidation can then be relaxed into the problem of finding a path B in the transition
graph that touches each set V ∗t , for all t ∈ T . The set of parameters consistent with
the measurements can then be approximated by the union of the parameter sets φ(B)
over all such φ-feasible paths. Let us formulate these problems in general terms.
Problem 4 Given a layered graph G = (V, A) with layers V 1, . . . , V τ , an arc mul-
timap φ : V × V → 2P , and nonempty subsets V ∗1 ⊆ V 1, . . . , V ∗τ ⊆ V τ , find a
φ-feasible path B with B ∩ V ∗t = ∅ for all 1  t  τ .
Problem 5 Given a layered graph G = (V, A) with layers V 1, . . . , V τ , an arc mul-
timap φ : V × V → 2P , and nonempty subsets V ∗1 ⊆ V 1, · · · , V ∗τ ⊆ V τ , compute
the subset
P˜F =
⋃
B :B∩V ∗t =∅ ∀t∈T
φ(B) =
⋃
(v∗1 ,...,v∗τ )∈V ∗1 ×···×V ∗τ
τ−1⋂
k=1
(v∗k , v∗k+1).
Problems 4 and 5 are NP-hard in general, even if the sets φ are axis-aligned boxes
(see Theorem 1), as they include as special cases Problems 2 and 3 respectively. Indeed,
these problems are actually equivalent. Due to the layered structure of the graph, the
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combinatorial explosion in the above equation can be eliminated by defining, for every
v ∈ V ∗tk with k > 1, the recursion
ω(v) =
⋃
w∈V ∗tk−1
ω(w) ∩ (w, v),
with ω(v) = P for every v ∈ V ∗t1 . Due to this recursion, given the multimap  we
can compute the parameter approximation as P˜F = ∪v∈V ∗te ω(v). This allows to apply
Theorem 2, as well as its extensions for the case where φ is defined by polyhedral sets.
The equivalence of these problems can also be seen as follows. Construct a digraph
G˜ by copying G, discarding all nodes in V t \V ∗t , for every t ∈ T , and adding an
initial layer V 0 = {s} and a final layer V τ+1 = {d}. Finally, construct a multimap θ
by copying φ for the arcs that are both in G and G˜, and by setting φ(s, u) = P for all
u ∈ V 1 and φ(v, d) = P for all v ∈ V τ . It is then easy to see that Problem 4 admits
a solution if and only if there exists a θ -feasible path in G˜, and that P˜F = (s, d).
4.2 Output functions and unbounded error measurements
In many applications the state cannot be directly measured, as one can only observe
some output function of state and parameters. In this case, to apply our framework
one needs first to bound the state value, either by inverting the output function (if
possible) or by state-estimation techniques. In case of a polynomial output function,
the techniques for parameter identification described in Borchers et al. (2009) can be
applied. A further important remark is that in many real-case scenarios the measure-
ment error cannot be bounded, due to its stochastic nature. In that case a measurement
is given as a probability distribution, or, when not possible, as a confidence inter-
val, a set that contains the unknown value with a given probability. In this case our
approach remains applicable, but the validity of the corresponding model invalidation
and parameter identification results assume a probabilistic sense.
5 Experimental design
If the given measurements yield an unsatisfactory parameter estimate, by repeating the
experiment the measurement errors might be reduced, hopefully improving the results.
However, experiments cost time and money, and this may be inefficient. Moreover, the
poor estimate could be inherent, if the trajectory followed by the experiment is robust
to parameter changes, in which case the experiment has to be changed. The goal of
experimental design is to devise new experiments, or to support the practitioners in
doing so, so as to optimize some target, as e.g. to optimize the resulting parameter
identification, or to minimize the cost of the experiments required to obtain a given
parameter identification quality.
Numerical analysis and statistical approaches to experimental design are well
known for linear dynamical systems (Pázman 1986; Atkinson and Donev 1992), and
during the last decade the nonlinear case has attracted significant attention (see e.g.
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Bauer et al. (2000), Schittkowski (2007) and the references therein). In this section
we consider experimental design from the viewpoint of transition graphs, defining
some simple combinatorial optimization problems. In the framework considered here,
devising a new experiment amounts to deciding the initial conditions, the duration of
the experiment, and the measurement times. Experimental design is however partic-
ularly relevant for systems in which an input can be applied during the experiment.
The extension of this framework to such systems is out of the scope of this paper, and
will be subject of future work.
5.1 Minimum and maximum cardinality φ-feasible paths
Consider a graph G = (V, A) and an arc multimap φ : V ×V → 2P , with P finite. For
a given path B in G, the intersection φ(B), when G is a transition graph, contains all
the parameters p ∈ P that are consistent with the path. If the experiment were to fol-
low a trajectory lying inside B, then φ(B) would be the resulting parameter estimate.
Given two nodes s, d ∈ V , it is then natural to consider the two problems of finding
a φ-feasible path B with minimum and maximum cardinality |φ(B)|, respectively.
Such paths correspond to the best and worst possible outcome of an experiment, so
that when setting up the experiment we would like to stay as close as possible to the
first, and as far as possible from the second. Let us define these problems explicitly.
Problem 6 Given a graph G = (V, A), an arc multimap φ : V × V → 2P , and two
nodes s, d ∈ V , find a φ-feasible s–d path B that minimizes |φ(B)|.
Problem 7 Given a graph G = (V, A), an arc multimap φ : V × V → 2P , and two
nodes s, d ∈ V , find an s–d path B that maximizes |φ(B)|.
Note that in Problem 7, due to its objective function, we don’t need to explicitly
require φ-feasibility of the path B. As a simple corollary to Lemma 3, obtained by
adding r fictitious elements to the groundset P , we have that finding a φ-feasible path
B with |φ(B)|  r is NP-complete, for any constant r . As a consequence, Problem 6
is NP-hard, even if G is a layered graph and |P| = 
( k√|V |) for any k > 0. Hereafter
we provide an inapproximability result for Problem 7.
Theorem 3 Problem 7 cannot be approximated within a factor |P|1−ε for any ε > 0,
unless NP = ZPP, even if G is a layered graph with at most two nodes per layer, and
P is explicit and has polynomial cardinality in the size of G, where ZPP is the class
of problems that admit a randomized algorithm with zero probability of error.
Proof We proceed by reduction from Maximum Independent Set (MIS). Given a graph
H = (U, E), in MIS one has to find an independent set (a subset of pairwise non-adja-
cent nodes) with maximum cardinality. MIS cannot be approximated within a factor
|U |1−ε for any ε > 0, unless NP = ZPP (Håstad 1999). This inapproximability factor
will directly carry over to Problem 7.
Given H = (U, E), with U = {u1, . . . , un}, we build a layered digraph G = (V, A)
with n + 2 layers and at most two nodes per layer as follows. The first and last layer
contain a single node each, and are denoted V 0 = {s} and V n+1 = {d} respectively.
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Then, for each 1  t  n we build a layer V t = {vtY , vtN } containing two nodes.
The arc set is A = {(w, z) : w ∈ V t , z ∈ V t+1, 0  t  n}, with every pair of
consecutive layers inducing a complete bipartite digraph. The groundset is P = U ,
and the arc multimap φ : V × V → 2P is defined as follows. We set φ(s, w) = U for
every w ∈ V 1. Then, we set φ(vtY , w) = U \δ(ut ) and φ(vtN , w) = U \{ut } for every
1  t  n and w ∈ V t+1, where δ(u) = {w ∈ U : {u, w} ∈ E} is the set of nodes
adjacent to u in H .
Any s–d path B must touch either vtY or vtN for every node ut ∈ U . We can then
correspondingly partition the nodes U into two subsets T YB and T NB . It is easy to see that
φ(B) ⊆ U is an independent set, with φ(B) = T YB if and only if T YB is an independent
set as well. Conversely, given an independent set T we can easily construct a path B
with φ(B) = T by setting T YB = T and T NB = U \T . Given the equivalence of the
objective functions, the result directly follows. 
unionsq
At this point, we have convinced ourselves that finding minimum and maximum
cardinality φ-feasible paths is hard, unless the multimap and the graph have some
special structure. Hereafter we show that Problem 7 is polynomial-time solvable if P
has logarithmic cardinality in the size of the graph.
Proposition 6 If |P| = O(log |A|), then Problem 7 can be solved in polynomial time.
Proof Recall that, as outlined in Sect. 3.3, finding an s–d path B with Q ⊆ φ(B) for
any given Q ⊆ P can be easily done by searching for an s–d path in G Q . Therefore,
an s–d path B maximizing |φ(B)| can be found by enumerating all subsets Q ⊆ P ,
which are polynomially many if |P| = O(log m), and selecting the largest Q ⊆ P
for which there exists an s–d path in G Q . 
unionsq
This proof would be extended to Problem 6 if one could find in polynomial-time
an s–d path B in G Q with φ(B) = Q. As mentioned in Sect. 3.4, this is solvable in
polynomial time whenever finding a φ-infeasible s–d path is. Proposition 5 shows that
this holds when |P| = log k log m for some k > 0. Whether this is true also for the
case |P| = O(log m) remains open. Note that if for some instance class Problem 6 is
tractable, then clearly finding a φ-infeasibile s–d path becomes tractable as well.
5.2 Worst-case initial conditions and additional measurement times
Let us assume that exact state measurements can be obtained at every time step, and
that the duration of the experiment is bounded by T ∈ N. Designing an optimal
worst-case experiment consists in deciding the initial conditions for which the result-
ing parameter estimate will be in the worst case as good as possible. Let us assume
that P is finite and that we can measure the quality of a parameter estimate P˜F by its
cardinality. Given the transition graph T G(D, φ, T ), designing an optimal worst-case
experiment can be formulated as
arg min
s∈V 1
max
d∈V T
|(s, d)|.
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Similarly, given an experiment with measurements x∗t for t ∈ M , deciding whether a
measurement time should be added can be cast as a min-max problem. Let P˜F be the
estimate given by the current experiment, as defined in Sect. 4.1. The best additional
measurement time is the time t ∈ T \M for which the worst-case among all possible
realizations w ∈ V t of the resulting parameter estimate is as good as possible. This
can be formulated as
arg min
t∈T \M maxw∈V t
|P˜F ∩ (v∗t− , w) ∩ (w, v∗t+)|,
where t− and t+ are the closest measurement times before and after t respectively.
Both problems can therefore be solved by evaluating the multimap . These problems
can be easily extended to account for a weight function f (Q) evaluating the quality of
a parameter estimate Q ⊂ P , as well as to account for bounded measurement errors.
6 Conclusions and future work
In this paper we have considered an interesting combinatorial framework arising from
parameter identification and model validation of dynamical systems, which allows
also to formulate some experimental design problems. Given a graph and nonempty
sets associated to the arcs, we studied how hard it is to find a path for which the sets
associated to the arcs of the path have non-empty intersection, and how hard it is
to optimize the cardinality of such intersections. This framework has strong connec-
tions with dynamic programming, as it allows to add a “memory” to the path, and the
resulting combinatorial problems are interesting on their own.
This study focused on establishing the computational complexity of such connec-
tivity problems, considering different possible assumptions on the structure of the sets
associated to the arcs. Open questions to be investigated in our future work include
an extension of the complexity results to other interesting structures, as well as the
development of efficient algorithms for treating the polynomial-solvable cases, and of
good heuristics for the hard ones.
From the viewpoint of dynamical systems, the framework considered here provides
a necessary condition for the existence of a trajectory in the state space. It would be
interesting to find sufficient conditions under which the trajectory can be guaranteed,
possibly within a given error. Another important direction of study concerns the exten-
sion of this framework to dynamical systems in which a control input can be applied,
which is of particular importance in experimental design.
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