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Abstract Biomedical Named Entities (NEs) are phrases
or combinations of phrases that denote specific objects or
groups of objects in the biomedical literature. Research on
Named Entity Recognition (NER) is one of the most dissem-
inated activities in the automatic processing of biomedical
scientific articles. We analyzed articles relevant to NER in
biomedical texts, in the period from 2007 to 2009, through
a systematic review. The results identify the main methods
in the recognition of Biomedical NEs, features and method-
ologies for a NER system implementation. Aside from the
tendencies identified, some gaps are detected that may con-
stitute opportunities for new studies in the area.
Keywords Parsing · Named entity · Recognition ·
Biomedical
1 Introduction
A Biomedical Named Entity (NE) is a phrase or combina-
tion of phrases in a document that denotes a specific object
or a group of objects in the biomedical literature [1]. Objects
could be genes, proteins, drugs, etc. NF2, for example, refers
to a human gene, according to Chen et al. [2]. The automatic
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processing of texts, including the indexing of scientific arti-
cles, paragraphs, sentences, and clauses, as well as the un-
derstanding of relations among parts of the text, make use
of NE recognition. However, identifying and understanding
the meaning of these terms is not a trivial task. In the previ-
ous example, just one capital letter distinguishes that entity
from a rat gene (Nf2). But the term NF2 is also a gene, the
protein that it produces, and the illness resulting from its
mutation. These multiple meanings of terms (phrases) asso-
ciated to polysemous genes come to 14.2% in the 23 species
analyzed in [2].
Scientific research uses digital media to disseminate re-
sults. The strategic reading of articles has become a neces-
sity, and an infrastructure for it has been developing over the
past 20 years. The task of information retrieval is dependent
on text processing and the problems that arise from it. This
automatic processing undergoes NE recognition (NER—
Named Entity Recognition) and then indexing of articles,
paragraphs, sentences, clauses, etc.
Since NER is a subject that has received special atten-
tion in the area of Natural Language Processing (NLP) as
an important preprocessing tool [3], this article presents the
results of a systematic review to identify and analyze ex-
perimental proposals for NER. Biolchini et al. [4] define
systematic review as “a specific methodology of research,
developed in order to gather and evaluate the available evi-
dence pertaining to a focused topic.” A detailed presentation
of the systematic review methodology, including its origins,
can be found in [4] and [5].
The Named Entity Recognition in Biomedicine is the
topic of this research. The research question of this study
is: How is NER carried out in biomedical texts? In order to
specify the research question, we had the following comple-
mentary questions:
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Question 1: What is the main method used in experimen-
tal NER of biomedical corpora?
Question 2: With respect to the main method, what are
the features and methodologies employed in NER? What are
the results?
Question 3: With respect to the main method, is there
a corpus-independent methodology that can be freely em-
ployed?
In the next section, the research question and the basic in-
formation used in the systematic review are presented. Sec-
tion 2 also establishes the criteria for source selection and
article selection, for subsequent information extraction. Sec-
tion 3 reports article searches and the information retrieved.
Results and an analysis of this information are presented
in Sect. 4. Tendencies (findings) and possible opportunities
(gaps) are presented in Sect. 5. Finally, Sect. 6 presents the
conclusions of this review.
2 Methodology and application
2.1 Methodology steps
To find scientific articles1 related to the research questions,
a topic sentence has been established to identify the main
concepts. Based on “Named Entity Recognition and clas-
sification in Biomedicine texts,” concepts, their synonyms,
and some related terms were extracted. The result is a list of
words presented in Table 1.
Articles and data the authors of this article had access be-
fore this review represent the control group. The authors had
access to the corpus used in the bioentity recognition task
from the Joint Workshop on Natural Language Processing
in Biomedicine and its Applications (JNLPBA) [6]. Despite
not being a synonym for NE, the term “event” was added as
a related term. The event recognition is an important topic in
the 2009 edition of the JNLPBA, called BioNLP 2009, and
points to the identification of relationships between biomed-
ical NEs.
Table 1 Keywords, synonyms and related terms
Keywords Synonyms and related terms





1We are working only with articles in English. We consider that is the
language that presents the most representative publication in the inves-
tigated subject.
For the source selection, two aspects are obligatory. Only
the sources that provide access to the full article are selected,
i.e., sources that offer access only to the abstracts are not
considered. Sources that index third party articles are also
excluded. The reason for this choice is to avoid sources with
metasearches, e.g., Google Scholar, which includes results
of an undetermined set of sources.
Moreover, the exclusive search in titles and abstracts is a
desirable functional characteristic of the source. The objec-
tive here is to avoid the sources where research terms appear
in the full text of the article, which can bring texts unassoci-
ated with the focus question or those employing terms with
multiple meanings from multiple domains. This way, four
sources were selected that fulfill these selection criteria, and
present international recognition and circulation. They are:
– IEEE: IEEEXplore2
– ACM: ACM Digital Library3
– BMC: BioMed Central4
– OJ: Oxford Journals5
The search strings, presented in Table 2, are based on the
research questions, keywords (Table 1) and their variations.
The S1 string employs all of the terms related to the research
question presented in Table 2. The S2, S3, and S4 strings
are subsets of S1, where event, corpus, and biomedicine are
terms respectively excluded in a cumulative manner.
The account of articles retrieved by a string is filtered by
two exclusion criteria. They are:
• C1: excludes journal covers, tables of contents from an-
nals, and any other document that is not a scientific arti-
cle;
Table 2 Search Strings
Id String
S1 (named entit* OR event) (classification OR recognition OR
identification OR mention OR categorization) (biomedical
OR biomedicine) (text OR texts OR corpora OR corpus)
S2 named entit* (classification OR recognition OR identifica-
tion OR mention OR categorization) (biomedical OR bio-
medicine) (text OR texts OR corpora OR corpus)
S3 named entit* (classification OR recognition OR identifica-
tion OR mention OR categorization) (biomedical OR bio-
medicine)
S4 named entit* (classification OR recognition OR identifica-
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• C2: excludes articles not related to the context of the re-
view (by reading of the title and, in the case of insufficient
clarification, the abstract).
Using criteria C1 and C2, the articles retrieved were ob-
ject of a preliminary reading, based on their titles and ab-
stracts. During the reading, the articles were classified ac-
cording to a hierarchical set of categories called general cat-
egories. The objective of this set of categories is to classify
the articles according to those concepts related to the re-
search question. The concepts are based on the authors pre-
vious knowledge on the topic and also on those concepts
collected during the preliminary reading of the articles.
2.2 Application
The categories and the definitions for each concept are
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4.4 System, framework, platform or
corpus description
Fig. 1 General categories to classify the 130 articles selected
1. Task: the task refers to the type of problem discussed in
the article.
(a) Anaphor resolution: anaphora are references to ob-
jects in a text, e.g., “it” when referring to a certain
gene. The process involving anaphora comprehen-
sion, with the identification of its two or more parts
(e.g., “it” and the specific gene it refers to) and the
representation for such a construction in a text, is
called Anaphora Resolution.
(b) Annotation: refers to corpora annotation as an objec-
tive as well as a procedure.
(c) Disambiguation: ambiguous NEs in Biomedicine are
understood as those which are similar to common
words, such as English words for example, or those
with multiple meanings in their domain [7]. These
NEs can represent names of genes, molecules or
chemical formula [8, 9]. This problem is treated as
disambiguation.
(d) Normalization: despite Hakenberg definition of nor-
malization as a disambiguation procedure [10], in
the present work, normalization is understood as the
process of relating NEs mentioned in the texts to
entries in databases structured with biological data,
such as ontologies or genetic sequencing databases
[11–13].
(e) Recognition, identification, or extraction: the terms
recognition, identification, and extraction are treated
as synonyms in this taxonomy. However, they are
subclassified as recognition, identification, or extrac-
tion of NEs, events, relationships, facts and specula-
tions, or conflicts of interest. Events, specifically bio-
logical events, are biological processes such as gene
expression, transcription, or regulation, among others
[14]. Relationships, according to Shi et al. in [15], are
functional biomedical relationships between specific
concepts of the domain, for example, a bacterium,
a protein, and a location (e.g., cytoplasm or mem-
brane). However, for Liu et al. in [16], relationships
can be characterized as interactions between proteins
or genes, and this meaning is also given to the con-
cept of event in this taxonomy. Facts or speculations,
according to Cohen in [17], are the identification of
the negation of events (e.g., ‘. . . the event X did not
occur . . . ’) or speculations about them (e.g., ‘. . . I af-
firm that event X should occur. . . ’). Finally, conflicts
of interest are situations in which opinions in a re-
lationship between two parts can be conflicting. Ac-
cording to Aleman-Meza et al. [18], these situations
can appear in personal relationships, in the elabora-
tion of data structures, or texts of a domain.
(f) Classification or categorization: the main objective
of studies on classification or categorization is to
relate phrases to a determined class (i.e., proteins,
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genes, etc., in case they are classified as NEs) [14].
The classification or categorization task can be spec-
ified in the classification of NEs, events, texts, or re-
lationships. The classification of events and relation-
ships (entries 1.6.2 and 1.6.4 in Fig. 1) refers to the
same idea of recognition, identification, or extraction
as explained for item (e) above (entry 1.5 in Fig. 1).
2. Methods: computational method referred to in the arti-
cle.
(a) Machine Learning Based: according to Alpaydin
[19] “Machine Learning (ML) is programming com-
puters to optimize a performance criterion using ex-
ample data or past experience.” This method refers to
the existing models of ML [20], e.g., Support Vector
Machines (SVM), Hidden Markov Model (HMM)
and Conditional Random Fields (CRF) presented in
[21, 22], and [23], respectively.
(b) Dictionary Based: the dictionary based method [20]
refers to the use of word lists or databases containing
NEs, with the purpose of comparison and identifica-
tion.
(c) Rules Based: rule-based systems [20] are used, for
example, in the extraction of events based on the
coocurrence of strings, prefixes, or syntactic tags.
(d) Regular expressions: strings with particular prefixes,
suffixes, or substrings can identify, for example, NEs
or parts of certain events.
(e) Other: a method is mentioned but not named in the
abstract or title.
3. Type of corpus: determines the domain of the corpus cre-
ated or used. A corpus is a set of texts organized with a
specific purpose of study. In the majority of cases, a cor-
pus is enriched with labels that allow studying it in detail,
and the process of associating labels or tags with phrases,
terms, or other parts of the corpus is named annotation.
(a) Medical: studies using or building corpora in the
medical domain.
(b) Biomedical: studies using or building corpora in the
biomedical domain.
4. Type of article: the type of article expresses the objective
of the article.
(a) Survey: articles that are presented as surveys. Sur-
vey is defined by Groves et al. [24] as “a system-
atic method for gathering information from (a sam-
ple of) individuals for the purposes of describing the
attributes of the larger population of which the indi-
viduals are members.”
(b) Overview: articles that are presented as overviews.
According to IEEE [25], “overview articles are in-
tended to be of solid technical depth and lasting value
and should provide advanced readers with a thorough
overview of a field of interest.”
(c) Experimental: articles that report scientific experi-
ments, with objectives, methodology, and results.
(d) System, framework, platform or corpus: articles that
describe NLP resources.
If it was not possible to identify a task, a method, a type of
corpus, or a type of article, we labeled it “no classification.”
Articles can be classified in multiple categories, i.e., an ar-
ticle can be classified according to the method, such as Ma-
chine Learning based or dictionary based. Reading only the
title and the abstract can lead to an erroneous classification
of articles, which is the case for [10], which was classified as
normalization. Upon a complete reading, it was understood
that it should have been classified as disambiguation. Also,
the use of dictionaries, for example, can be part of a more
complex strategy where these data structures are employed
in conjunction with other methods. In these cases, the iden-
tification of a method was done according to the emphasis
of the paper which presented it.
For information extraction, the following conditions were
established to select articles before reading the entire text:
– Articles should investigate NER, i.e., even if the main fo-
cus of the article is text classification, it should use and
discuss the influence of NEs or NER on this task.
– The articles were subclassified in a new set of categories,
presented in Fig. 2, called specific categories. The objec-
tive here is to highlight the information relevant to the
context of the research question. The main concepts in
this classification were:
– Methodology: the methodology highlights the experi-
mental model, with respect to the implementation of a
system for NER. The methodologies are:
• Cascaded: use of a sequence of increasingly more
complex classifiers in cascade, e.g., performing
the tasks of segmentation and classification sepa-
rately [26].
• External Resources: NER is one of the steps/tasks
of the experiment and not the main goal. The use
of external databases, such as Flybase in [22], is a
curated alternative to build annotated corpora or ML
training sets.
• Multiagent: multiagent negotiation framework for
integrating several agents to cooperate effectively to
solve a problem [27].
• Unified: experiments that make recognition of to-
kens/words and NE classification in a single step
are called Unified, as shown in [15] where NEs and
BLPs are simultaneously extracted.
– Purpose: the objective is to specify the main task ex-
posed by the article, such as NER, text classification,
etc.
– Corpus: indicates the corpus or the corpora involved in
the experiments. The four main corpus are:
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Fig. 2 Specific Categories to classify the 13 selected articles
• GENIA: GENIA6 corpus aims to provide reference
materials to let NLP techniques work for bio-text
mining [28]. The 3.0 version of the corpus consist
of 1,999 MEDLINE7 abstracts, more than 400,000
words and almost 100,000 annotations for biologi-
cal terms. The corpus has been annotated semanti-
cally for part-of-speech, syntactic tree, and biomed-
ical terms.
• PubMed/MEDLINE: PubMed8 is an online data-
base, comprising more than 20 million citations for




journals, and online books. Many PubMed citations
contain links to full text articles which are freely
available. MEDLINE is a bibliographic database of
biomedical scientific articles at National Library of
Medicine (NLM).
• RSC: The Royal Society of Chemistry9 (RSC) is an
organization that aims the advance of the chemical
sciences. It publishes journals, books, and databases,
as well as host conferences, seminars, and work-
shops. Some of its texts have been annotated and
used as corpus with information in the chemistry
and biomedical domains. Two examples: the ART
Corpus10 consists of 225 papers manually annotated
from papers from journals of the RSC Publishing;
Corbett, Batchelor, and Teufel [29] have annotated
a corpus of 42 chemistry papers provided from the
RSC.
• Flybase: Flybase11 is an online database of Droso-
phila genes and genomes. It also includes a biblio-
graphy of research on Drosophila genetics that can
be used as a non-annotated corpus.
– NE Class: highlights the NE classes which are the ob-
ject of classification in the article, e.g., GENIA classes;
Bacteria, Protein, Location (BPL), etc.
– Features: identifies the specific features used in the ex-
periments for NER.
3 Execution
The searches for the articles were carried out from Octo-
ber 26, 2009, to November 5, 2009. All results were stored
in the BibTex12 format and maintained with the use of the
Jabref13 reference manager. Quantitative data with respect
to the sources are presented in Table 3. Together with the
names of the sources, the total number of articles indexed
by each one is indicated. The S1 string was selected as the
search string in order to include the most concepts of the
research question, which is the reason why the authors con-
sider it the best to select articles.
Using the S1 string, 244 references were retrieved. Uti-
lizing the criteria C1 and C2, 114 references were excluded.
Journal covers and tables of contents represent half of the
references excluded. Items not related to the research ques-
tion represent the other half of the references excluded due
to the multiple meanings of the words in string S1. For ex-
ample, the word event refers to biomedical events, but also





13Reference manager available at http://jabref.sourceforge.net/.
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Table 3 Results of preliminar articles selection
Source
IEEE ACM BMC OJ Total
2,455,406 263,029 80,951 1,167,839 3,967,225
S1 6 224 12 2 244
S2 6 45 12 1 65
String
S3 8 45 12 4 70
S4 81 260 13 10 375
also to image recognition. The list of references with the re-
maining 130 articles is available online.14 Table 4 reports the
quantity of articles selected by the S1 string for each entry
of the general categories.15
To answer the research questions, it was necessary to
identify the main method used in the articles that do NER
experimentally in biomedical corpora. This way, the arti-
cles for each method were counted and classified. We se-
lected the papers classified as “experimental” (type of arti-
cle), from the “biomedical domain” (domain of corpus) and
as “recognition,” identification, or extraction of NEs (task).
The result indicates, Machine Learning (ML) as the more
frequent method, with 14 articles. As for the rest, 5 articles
with dictionaries, 3 with rules, 3 with regular expressions,
and 4 by other methods.
In fact, besides being the more frequent one, after a
deeper analysis of the papers, we consider ML the main
method in this population. It is directly or indirectly used
in the great majority of the articles. Even inside the other
methods, such as those dictionary based, there are embed-
ded learning approaches. And the same happens when deal-
ing with other tasks such as annotation, disambiguation, or
recognition. Also present in platforms and frameworks, ma-
chine learning is undoubtedly a very important part of the
solutions for NER. Nevertheless, we should notice that no
objective relevance measure was previously defined to be
adopted here.
With the main method identified, the 14 articles of ML
were selected for reading and later classification with the
specific taxonomy. The origin of this group of 14 articles
can be more clearly understood with the help of Fig. 3 that
illustrate graphically how they were selected through the in-
tersection of the set of articles working with Biomedical cor-
pus, the set of articles that uses ML method, and the set of
articles that have NER as a task. Among the 14 selected ar-
ticles, two refer to the same content, but were published in
different sources. They are [8] and [31]. This way, we use
only article [31] for this study and we discard [8], as show
in Fig. 4.
14https://sites.google.com/site/biomedicalnesreview
15Some articles are classified in more than one group.
Table 4 Amount of articles selected with S1 and classified with the
general taxonomy
Categories and Subcategories Amount
of
articles









Facts and speculations 4




















System, framework, platform or corpus 43
No classification 12
Fig. 3 The subset of 14 articles selected for a detailed analysis is ob-
tained through the intersection of the set of articles working with Bio-
medical corpus, the set of articles that uses ML method and the set of
articles that have NER as a task
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4 Preliminary analysis and results
With the execution of searches for articles and the classifica-
tion of those selected by the search string and by the charac-
teristics associated to the research questions, results analysis
are presented in Sects. 4.1 and 4.2.
4.1 Numerical analysis of the results
The first analysis presented here considers publication
sources and the number of articles indexed by each of them.
Figure 5(a), shows the number of articles indexed by each
source during the period in which the searches were done.
The IEEExplore source holds more than half of the ar-
ticles indexed by the four sources (61.89%) and has twice
as many articles as Oxford Journals (29.43%), which is the
second largest one. However, the ACM Digital Library is
the source of the broad majority of references selected by
the S1 string. Two hundred and forty-four references were
retrieved using string S1 (Fig. 5(b)). Using criteria C1 and
C2, 114 references were excluded, representing 46% of the
results.
As expected of the characteristics of string S1, Fig. 6
highlights a large number of articles related to the recogni-
tion, identification, or extraction of NEs (38 articles). More-
over, if we include the articles related to the identification of
events and relationships, we have a greater number of arti-
cles in the same period (41 articles). Events are considered a
problem of recognition, identification, or extraction, and not
only of classification (23 articles), e.g., [32] and [14], NEs
are also considered a problem of classification (8 articles),
e.g., [26] and [33]. However, it is important to emphasize
that for 25 articles (19.23% of 130 articles) the type of the
Fig. 5 Distribution of articles,
per source
Fig. 6 Relationship among the
amount of articles and types of
tasks
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Fig. 7 Articles per
methodology
Fig. 8 Articles per corpus
article was not clearly identified by means of the title or the
abstract.
The analysis of the methods indicates that the ML ap-
proach is the most cited in the abstracts or titles of arti-
cles, with 56 articles (43%). This frequency of occurrence
is sometimes due to the fact that ML is the basis for several
of the proposals appearing in the articles. For example, the
use of the dictionaries (method = dictionary) is often asso-
ciated with a ML approach. However, 60 articles (46.15%)
did not explicitly identify the method used, which may point
to a combination of methods or an underspecification of this
information in the abstract. This question can be evaluated
based on works that describe and highlight the annotation of
corpora, problems, and results, or even the performance of a
system. Such narratives do not exactly aid in the classifica-
tion process of articles executed in this work.
The type of corpus, as expected, is dominated by bio-
medical texts, with 75 articles (57.69%). Despite this, 42
articles (32.30%) do not indicate in their abstract the cor-
pus used. A large number of articles (94 articles, 72.30%)
describe experiments. In a smaller proportion, 12 articles
(9.23%) do not clearly mention their purpose in the abstract.
Finally, 43 articles (33.07%) are presented as a description
or proposal of a system, framework, platform, or corpus (so
mainly describing resources or tools).
Despite being classified as a work related to NER, the
article by Neves et al. [32] refers to event extraction using
Case Based Reasoning (CBR). It mentions events in the ab-
stract, calling them entities. The identification and classifi-
cation of the tokens that constitute an event is done by the
GENIA Tagger, in training as well as in testing. However,
contribution to NER was not the subject here.
Of the 13 articles selected for information extraction
by means of full text reading, some observations can be
brought on methodologies, NE classes, and features. The
cascaded methodology is the most common approach, repre-
senting 28.46% of the total (6 articles, Fig. 7). The cascaded
methodology firstly appears in Physics: a method of attain-
ing successively lower temperatures by utilizing the cool-
ing effect of the expansion of one gas in condensing another
less easily liquefiable, and so on.16 Its use is more recent in
NER, but the principle of successive levels of treatment is
the same here: the use of a sequence of increasingly more
complex classifiers in cascade [34].
The NE classes found in the articles reflect the fact that
the GENIA corpus is the most referenced (6 articles, Fig. 8).
Approximately 38% (5 articles, Fig. 9) use the GENIA tree-
bank annotation schema. Word types morphosyntactic Part-
of-speech (POS) tagging, orthographical rules, term fre-
quency (TF), and Bag of Words (BOW) were other alter-
natives found.
4.2 Detailing Fig. 4
In Fig. 4, we find the 13 papers selected for a detailed analy-
sis. Even if we included published results for F-score (for
10 of the selected articles) and Recall and Precision (for
9 of them), all these results cannot be directly compared.
We should group articles with the same characteristics—
purpose, corpus, type of the named entity they work with—
before comparing results. This means that only those results
by [27, 35], and [26] are comparable and, considering the
16Webster’s Revised Unabridged Dictionary, published 1913 by C. &
G. Merriam Co.
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Fig. 9 Articles per NE class
F-score they report, the best results were obtained by [26]. In
fact, this article brings a particular proposal, using a multia-
gent system to solve the NER problem. As a new paradigm
for software development, multiagent systems did not get
to achieve a top position if compared other alternatives like
object oriented programming. However, the idea of distrib-
uted intelligence they carry may conduct to a well-organized
architecture, where specialized agents (that can be simple
programs working and communicating) interact in order to
solve a problem. This is the case for [26].
Article [14], published in 2009, describes an application
that aims at characterizing event types and their participating
entities, considering a set of 9 event types (e.g., phosphory-
lation, protein catabolism, binding, or regulation). Depend-
ing on the event, it is also necessary to identify one or more
participating proteins. This article reports a system which
took part of the BioNLP’09, one of the contests in the area.
This article brings important contribution to our study even
if it does not provide solutions to NER. The NER methods
already in use were remodeled for event detection, a task that
appears as the next defy in the area. The results in the area
are not yet comparable to those with NER, which points to
future work to be done. Articles regarding NER for chemi-
cal entities in texts such as [9] were also studied, because of
the applicability of these solutions when dealing with bio-
medical entities.
Paper [15] uses a statistical parsing-based method to
identify NER and extract relations in form of BPL (bac-
terium, protein, location) triples from MEDLINE articles.
It makes sintatic and semantic annotation. The authors do
experiments using supervised and semisupervised methods,
getting better results with the second one. We emphasize that
the use of a semantic parser to identify relationships emerges
as a trend in this research field.
The use of the cascaded methodology is emphasized by
article [26]. The authors split the NER problem in two
tasks: Segmentation (SEG) and Classification (CLASS).
SEG groups all entity types of interest into one super-type.
CLASS classifies each entity candidate into one of the entity
types. A unified model called “maximum-entropy margin-
based” (MEMB) is used in both tasks. This model considers
the error between a correct and an incorrect output during
training.
5 Findings, gaps, and opportunities
In this section, tendencies and opportunities identified along
the review are reported. Aside from extracting information,
the objective of these findings is to answer the research ques-
tions presented in Sect. 1: (1) What is the main method used
in experimental NER of biomedical corpora? (2) With re-
spect to the main method, what are the features and method-
ologies employed in NER? What are the results? (3) With
respect to the main method, is there a corpus-independent
methodology that can be freely employed?
Figure 10(a) presents the distribution of the methods with
respect to the number of articles which use NER experimen-
tally in the biomedical domain. There are 14 articles mak-
ing use of ML, 5 articles using dictionary based techniques
(together with ML), 3 articles using rule based techniques,
and 3 using regular expressions. The remaining 4 articles
represent other methods not considered in the general cat-
egories. Figure 10(a) helps in driving us to the same con-
clusion as Gu, Dahl, and Popowich in [36], already pointed
out by Jurafsky and Martin in [22] placing Machine Learn-
ing as the most used method in recent years. As stated in
[36] when studying Biomedical NER, “in recent years, su-
pervised learning techniques have become dominant, with
better performance and adaptability.” The ML method ap-
pears as an undoubtable choice for those who start work-
ing in the area of NER. It is perfected with the Conditional
Random Fields (CRF) alternative, which is already in use in
many of the solutions studied. However, tuning the features
is still an evolving area. We understand that this answers re-
search question 1 for the limits of this review.
With the objective of providing information to answer re-
search question 2, Fig. 4 reports methodologies, features,
and F-score identified in the experiments presented in the
13 articles selected.
The number of articles selected for a review is an impor-
tant point to be considered when making conclusions. We
understand that the number of articles found and selected
for this systematic review—130 articles analyzed, control
done as a distributed task among 3 readers, 13 articles se-
lected, 15 articles discarded—was adequate for this pri-
mary analysis on the subject and for finding tendencies and
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Fig. 10 Distribution of methods and methodologies
Fig. 11 Corpus vs. amount of
articles, grouped by
methodology
Fig. 12 Methodology vs.
amount of articles, grouped by
corpus
Fig. 13 F-score time vs.
methodology
gaps. However, practical decisions regarding the research
questions might claim for a confidence measure to be ap-
plied.
Figure 10(b) presents the proportion of each NER metho-
dology in biomedical texts, considering the main experimen-
tal method, Machine Learning. Among these selected arti-
cles, there are 7 articles that employ the cascaded method,
and 1 article for each one of the other methodologies, so
with a strong presence of this first method.
Figure 11 relates the four corpora identified, and the
amount of articles found that make use of these corpora in
the experiments they report, grouped by methodology.
Figure 12 presents, on the other hand, the amount of ar-
ticles in each methodology, grouped by corpus. From these
two figures, we can observe that:
– The most used corpus in these articles is GENIA. In 2005,
Cohen et al. [37] already indicated the importance of GE-
NIA corpus, presenting it as the most used in the biomed-
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Fig. 14 F-score vs. time vs.
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ical field. Even if NER was not the primary focus of that
paper, the authors explained GENIA’s predominance in
terms of structural and linguistic annotation, which keeps
being one of the important factors for expressiveness and
popularity of GENIA corpus.
– Once the source of the texts of the GENIA corpus is
PubMed, the relevance of GENIA corpus for studies with
NER is highlighted. We also remark that this strong pres-
ence is the result of a high level of preparation and an in-
creasing number of applications and experiments that lie
on GENIA corpus. Other more recent corpora still lack
curation, also a problem for dictionaries and other exter-
nal resources.
– The cascaded methodology is the most frequently used in
the articles that report these experiments (3/4 of the total).
– Among the articles that report experiments with corpora,
the fact that the RSC Corpus is only used in a cascaded
methodology is not necessarily significant. In fact, the
right observation could be that, considering that the RSC
Corpus is not exactly a collection of biomedical texts, the
use of this corpus as a testbed is achieved by means of a
sequence of steps organized to use the best of the avail-
able technologies.
– The use of external resources with Flybase and PubMed
should be connected to the fact that those corpora are
linked with specialized ontologies. These ontologies are
important resources that permit navigation among broader
or narrower terms as well as a detailed description of their
classes.
– The fact that a cascaded methodology may produce more
readable results may influence the preference for this
methodology.
– The importance of GENIA Corpus is also put in evidence
by its use in the contests available in the area and, of
course, regarding the possibility to compare results with
those from other experiments. But would it be mandatory
to participate and test systems in these contests?
Figure 13 relates, for the NER experimentation articles,
the obtained F-score, the year of publication and the method-
ology used. Even if the F-score cannot be compared among
all these experiments, of this relation, it is possible to iden-
tify that:
– During the years from 2007 to 2009, the cascaded method
appears as the most frequent one.
A multiagent methodology, in fact, may claim for special
infrastructure and implementation, so that the development
of this solution is time consuming and demands more, in
terms of computer science knowledge. Could this be a rea-
son for its scarce presence?
Figure 14 presents the relation between the obtained
F-score, in the period from 2007 to 2009 and the corpora
identified in the articles. Based on the figure, it is possible to
observe that:
– The experiments with the GENIA corpus and NER had
their results published until 2008 (F-score between 71.95
and 77.88).
– Experiments using the RSC corpus start appearing in the
year 2008. Note that the results with the RSC corpus
present an F-score above 80% (between 80.32 and 93.48).
Aside from these observations, the following opportuni-
ties are identified:
– GENIA corpus has been extensively in use, what makes
it a reference to the experimental studies in the area. So,
the studies and experiments on this corpus can easily be
compared.
– How do the differences and similarities between GENIA
corpus and RSC corpus impact on the performance of
NER?
– PubMed is the source of texts for GENIA corpus, so
PubMed corpus can also benefit from working with GE-
NIA.
In order to answer research question 3, considering these
observations, we may argue that a relevant methodology for
NER is cascaded. However, it is not possible to confirm it is
an ideal one. Despite the majority of articles reporting ex-
periments making use of a cascaded methodology (Fig. 11),
this does not guarantee the best results (Fig. 13). The relation
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between performance and corpus used in the experiments is
very strict (Fig. 12), which leads one to believe that the fea-
tures of the corpus together with the choice of the method
can influence the performance in the experiments.
6 Conclusions
Most of the scientific studies in biomedical NER (92.1%
among the references studied) are being developed by means
of experimental work based on corpora and Machine Learn-
ing techniques. Other approaches represent only 7.89% of
these studies in the period 2007–2009. Apparently, this is
not different from previous studies reported on NER [1], and
reflects a tendency already pointed out by Jurafsky and Mar-
tin in [38].
The experimental project for NER frequently involves the
use of unified or cascaded approaches. Unified approaches—
those that identify and classify NEs in a single stage—are
common but the most usual practice is the cascaded process-
ing, in two stages, that is, the NE identification followed by
NE classification. Executing different stages in NER has
been leading to interesting results. Moreover, the different
stages make it possible to have a better comprehension of
false-positives and false-negatives in each stage, as well as
to understand the degrees of influence of these results in NE
processing.
The authors usually use well-known corpora, as is the
case with GENIA, but they also build new ones based on
important databases, as with RSC. This may be a way of
putting light on specific problems not found in GENIA texts
but of interest in current research in the area, as well as
discarding those specificities not present in the application-
based corpora (e.g., RSC).
The GENIA corpus seems to be a solid reference for NER
and is understood not to be neglected for purposes of com-
parison, including for other tasks. GENIA has been continu-
ously complemented with new annotation with the purpose
of using it in other tasks beyond NER, with the extraction of
events, for example.
The number of articles found which are related to the
identification of events (23 articles) and relationships (18 ar-
ticles) leads to the conclusion that this topic is of great inter-
est, being a task dependent on NER and maybe a next step
for the research in the area, even if they are not classified as
NER. Otherwise, facts, speculations and conflicts of interest
were more rarely explored in the examined texts. The diffi-
culty to present solutions for these tasks in the early stage
they are, could be some reasons for that. Speculations were
recently included in BioNLP shared task (2009) which may
point to the publication of compared algorithms and results
in a near future. Here, there is clearly a task dependence
on NE, relationship and event recognition. In the long term,
efforts to solve these more complex problems should be ex-
tensively considered.
Broad solutions, planned for treating a large spectrum of
NER cases in different domains, seem to be seldomly effec-
tive here. Sasaki et al. [31] propose a more general method-
ology. However, it is important to note that this is limited to
the classification of proteins. On the other hand, none of the
studies found using GENIA corpus were able to surpass the
results of the 2004 JNLPBA Workshop in terms of F-score,
for the complete set of proposed classes.
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