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a b s t r a c t
It is known that the solutions of characteristic singular integral equations (SIEs) are
expressed in terms of singular integrals of Cauchy type with weight functions w(x) =
(1+x)ν(1−x)µ, where ν = ± 12 , µ = ± 12 . Newquadrature formulas (QFs) are presented to
approximate the singular integrals (SIs) of Cauchy type for all solutions of characteristic SIE
on the interval [−1, 1]. Linear spline interpolation, modified discrete vortex method and
product quadrature rule are utilized to construct the QFs. Estimation of errors are obtained
in the classes of functions Hα([−1, 1], A) and C1([−1, 1]). It is found that the numerical
results are very stable even for the cases of semi-bounded and unbounded solutions of
singular integral equation of the first kind.
Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction
Consider the characteristic singular integral equation (SIE)
1
π
−
∫ 1
−1
ϕ(t)
t − x dt = f (x), −1 < x < 1, (1)
where the minus sign on the definite integral means Cauchy principle value. The complete solutions of (1) are given by the
following expressions [1, pp. 5]:
Case I: The solution of (1) is bounded at both end points x = ±1,
ϕ1(x) = −
√
1− x2
π
−
∫ 1
−1
f (t)√
1− t2(t − x) dt, (2)
provided that∫ 1
−1
f (x)√
1− x2 dx = 0.
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Case II: The solution of (1) is bounded at the right end point x = 1, and unbounded at the left end point x = −1,
ϕ2(x) = − 1
π

1− x
1+ x−
∫ 1
−1

1+ t
1− t
f (t)
t − x dt. (3)
Case III: The solution of (1) is bounded at the left end point x = −1, and unbounded at the right end point x = 1,
ϕ3(x) = − 1
π

1+ x
1− x−
∫ 1
−1

1− t
1+ t
f (t)
t − x dt. (4)
Case IV: The solution of (1) is unbounded at both end points x = ±1,
ϕ4(x) = − 1
π
√
1− x2−
∫ 1
−1
√
1− t2f (t)
t − x dt +
C
π
√
1− x2 , (5)
where∫ 1
−1
ϕ(t) dt = C .
Letw1(x) =
√
1− x2 and
I1(f , x) = w1(x)
π
−
∫ 1
−1
f (t)dt
w1(t)(t − x) . (6)
Ignoring the minus sign in the solutions of Eq. (1) with C = 0, the SIs on the right-hand side of Eqs. (3)–(5) can be written as
Ii(f , x) = I1(f , x)+ Qi(f , x), i = 2, 3, 4, (7)
where
Qi(f , x) = (−1)
i
π
wi(x)
∫ 1
−1
f (t)dt√
1− t2 , i = 2, 3, (8)
Q4(f , x) = − 1
π
w4(x)
∫ 1
−1
g(x, t)dt√
1− t2 , g(x, t) = (x+ t)f (t), (9)
and
ω2(x) =

1− x
1+ x , ω3(x) =

1+ x
1− x , ω4(x) =
1√
1− x2 .
Many methods have been developed to evaluate the SIs (6)–(7) approximately [2–12] and the literature cited therein.
Particularly, Belotserkovskii and Lifanov [13] offered the direct collocationmethod, known as the discrete vortexmethod
(MDV), to solve Eq. (1). They chose the singular point x as a middle point of the subinterval [tj, tj+1] or knot points x = tj
for fixed j and developed MDV for solving SIEs from one-dimensional [11] to higher-dimensional [14, Chapter 3] SIEs. The
advantage of their approach is its simplicity and easy to use for solving the SIEs. They have also used theMDV to approximate
the one-dimensional andmulti-dimensional singular integrals with weight functions [13]. Convergence result is outlined in
the class Hα([a, b], A). In 2003, Lifanov et al. [15] used MDV to solve hypersingular integral equations.
Israilov and Eshkuvatov [16,17] have improved the rate of convergence of MDV for Cauchy type singular integrals (CTSIs)
(6)–(7), with weight functions ω(t) = 1 and ω(x) = (1 − x)±1/2(1 + x)±1/2, respectively, using the modified MDV, called
MMDV,when the singular point x lies in themiddle of the subinterval x = t0j = (tj+tj+1)/2 or coincideswith the knot points
x = tj for fixed j. Estimation of errors are obtained in the classes of functions Hα([−1, 1], A) and C1([−1, 1]). For the same
classes of functions Eshkuvatov and Nik Long [18] have shown that the quadrature formulas (QFs) for (6) withw1(t) = 1 is
convergent for any singular point x ∈ (−1, 1). Eshkuvatov et al. [19] constructed QF for SI (6) using the combinations of the
MMDV and linear spline interpolation and proved the uniform convergence of the QFs for all x ∈ (−1, 1).
In this paper we construct new QFs combining MMDV, linear spline interpolation and product quadrature rule (PQR).
The main coefficients of the QFs are defined similar to the MDV and two more unknown coefficients are found from the
conditions that QFs are exact when the density function f is linear. Thus the obtained QFs provide good convergence for any
singular point x ∈ (−1, 1) for all types of solutions of the SIEs (1).
In obtaining the quadrature formula for (7) we do the following steps:
1. We use QF for SI (6) which is obtained in [19].
2. The product quadrature rule is used for the second integral Qi(f , x), i = 2, 3, 4 on the right-hand side of (7). Full details
of the construction of QFs are given in Section 2.
3. The estimation of the QFs in the classes of functions Hα([−1, 1], A) and C1([−1, 1]) are shown in Section 3.
4. Numerical experiments for the different density function f and singular points x are described in Section 4, and the
FORTRAN code is developed to obtain the numerical results.
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2. Construction of the quadrature formula
In this section we construct two QFs for SIs (7). First group of QFs are for Qi(f , x), i = 2, 3, 4 and the second group QFs
are for Ii(f , x), i = 2, 3, 4.
2.1. Quadrature formula for Qi(f , x), i = 2, 3, 4
Let tk = −1 + kh, k = 0, . . . ,N + 1 and h = 2N+1 . Let the interval [−1, 1] be divided into N + 1 subintervals of equal
length h. Let E = {tk, k = 1, . . . ,N} be a canonic partition of the interval [−1, 1] [13].
Let s1ν(t) and s2ν(x, t) be linear spline interpolation functions [20] such that
s1ν(t) = 1h [(tν+1 − t)f (tν)+ (t − tν)f (tν+1)], ν = 0, . . . ,N, t ∈ [tν, tν+1], (10)
s2ν(x, t) = 1h [(tν+1 − t)g(x, tν)+ (t − tν)g(x, tν+1)], ν = 0, . . . ,N, t ∈ [tν, tν+1], x ∈ (−1, 1), (11)
which have the following properties:
(a) if f (t) = at + b then s1ν(t) = at + b for t ∈ [tν, tν+1],
(b) if f (t) = at + b then s2ν(x, t) = (at + b)x+ (atν + b)t + atν+1(t − tν) for t ∈ [tν, tν+1] and any x ∈ (−1, 1).
Now let us construct the QF for Q4(f , x). Replacing the function g(x, t) in (9) with the linear spline interpolation (11),
yields
Q4(f , x) ∼= Q4(f , x) = − 1hπ w4(x)
N−
k=0
∫ tk+1
tk
(tk+1 − t)g(x, tk)+ (t − tk)g(x, tk+1)√
1− t2 dt
= − 1
π
w4(x)
N+1−
k=0
Ck g(x, tk) = − 1
π
w4(x)
N+1−
k=0
Ck(x+ tk)f (tk), (12)
where Ck are defined as
C0 = 1h
∫ t1
−1
t1 − t√
1− t2 dt,
Ck = 1h
∫ tk
tk−1
t − tk−1√
1− t2 dt +
∫ tk+1
tk
tk+1 − t√
1− t2 dt

, k = 1, . . . ,N,
CN+1 = 1h
∫ 1
tN
t − tN√
1− t2 dt.
Let
P2(t) = arcsin(t) and P3(t) =

1− t2 (13)
then
C0 = 1h

t1

P2(t1)+ π2

+ P3(t1)

,
Ck = 1h

tk−1

P2(tk−1)− 2P2(tk)+ P2(tk+1)

+ 2h

P2(tk+1)− P2(tk)

,+P3(tk−1)− 2P3(tk)+ P3(tk+1)

,
k = 1, . . . ,N,
CN+1 = 1h

tN

P2(tN)− π2

+ P3(tN)

.

(14)
In constructing QFs for the case i = 2, 3, we use linear spline interpolation (10) and follow the steps of constructing the QF
for (9).
2.2. Quadrature formula for Ii(f , x), i = 2, 3, 4
Consider two cases:
1. Singular point x does not coincide with knot points, that is x = tj + ε, j = 1, . . . ,N − 1, where ε ∈ (0, h).
2. Singular point x coincides with knot points, that is x = tj, j = 1, . . . ,N .
In [19], the QF for I1(f , x) at x = tj + ε, j = 1, . . . ,N − 1 are found to be
I1(f , x) ∼= I1(f , x) =  j−2
k=1
+
N−
k=j+3

A(1)k (x)ϕ(tk)+ A(1)0 (x)f (−1)+
j+2−
ν=j−1
A(1)ν (x)f (xν)+ A(1)N+1(x)f (1), (15)
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where ϕ(t) = f (t)− 12 [(1− t)f (−1)+ (1+ t)f (1)] and the coefficients A(1)k are
A(1)k (x) =
√
1− x2
π
h
1− t2k (tk − x)
, k = 1, . . . , j− 2, j+ 3, . . . ,N,
A(1)0 (x) =
1
2π
[
(1− x) ln
P1(tj−1, x)P1(tj+2, x)
−1− x2(π + P2(tj−1)− P2(tj+2))] ,
A(1)N+1(x) =
1
2π
[
(1+ x) ln
P1(tj−1, x)P1(tj+2, x)
+1− x2(π + P2(tj−1)− P2(tj+2))] ,
A(1)j−1(x) =
1
πh
[
(x− tj) ln |P1(tj−1, x)||P1(tj, x)| −

1− x2

P2(tj)− P2(tj−1)
]
,
A(1)j (x) =
1
πh

(tj−1 − x) ln |P1(tj−1, x)| + (2x− tj−1 − tj+1) ln |P1(tj, x)|
+ (tj+1 − x) ln |P1(tj+1, x)| +

1− x2

2P2(tj)− P2(tj−1)− P2(tj+1)

,
A(1)j+1(x) =
1
πh

(tj − x) ln |P1(tj, x)| + (2x− tj − tj+2) ln |P1(tj+1, x)|
+ (tj+2 − x) ln |P1(tj+2, x)| +

1− x2

2P2(tj+1)− P2(tj)− P2(tj+2)

,
A(1)j+2(x) =
1
πh
[
(tj+1 − x) ln |P1(tj+1, x)||P1(tj+2, x)| +

1− x2

P2(tj+2)− P2(tj+1)
]
where P1(t, x) = t
√
1−x2−x
√
1−t2√
1−x2+
√
1−t2
, and P2(t) is defined by (13).
Whereas at the node points x = tj, j = 1, . . . ,N we have the following QF [19]
I1(f , x) ∼= I1(f , x) =  j−2
k=1
+
N−
k=j+2

B(1)k (tj)ϕ(tk)+ B(1)0 (tj)f (−1)+
j+1−
ν=j−1
B(1)ν (tj)f (xν)+ B(1)N+1(tj)f (1), (16)
where
B(1)k (tj) =

1− t2j
π
h
1− t2k (tk − tj)
, k = 1, . . . , j− 2, j+ 2, . . . ,N,
B(1)0 (tj) =
1
2π
[
(1− tj) ln
P1(tj−1, tj)P1(tj+1, tj)
−1− t2j π + P2(tj−1)− P2(tj+1)] ,
B(1)N+1(tj) =
1
2π
[
(1+ tj) ln
P1(tj−1, tj)P1(tj+1, tj)
+1− t2j π + P2(tj−1)− P2(tj+1)] ,
B(1)j−1(tj) =
1
2πh
[
h ln
P1(tj+1, tj)P1(tj−1, tj)
−1− t2j P2(tj+1)− P2(tj−1)] ,
B(1)j (tj) = 0,
B(1)j+1(tj) =
1
2πh
[
h ln
P1(tj+1, tj)P1(tj−1, tj)
+1− t2j P2(tj+1)− P2(tj−1)] .
Consequently, the QFs for singular integrals (7) at x = tj + ε, j = 1, . . . ,N − 1 are of the form
Ii(f , x) ∼= Ii(f , x) =  j−2
k=1
+
N−
k=j+3

A(1)k (x)ϕ(tk)+
(−1)i
π
wi(x)ai(x, tk)Ckf (tk)

+

A(1)0 (x)+
(−1)i
π
wi(x)ai(x,−1)C0

f (−1)+

A(1)N+1(x)+
(−1)i
π
wi(x)ai(x, 1)CN+1

f (1)
+
j+2−
ν=j−1

A(1)ν (x)+
(−1)ν
π
wν(x)ai(x, tν)Cν

f (tν), i = 2, 3, 4 (17)
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whereas at x = tj, j = 1, . . . ,N for fixed jwe have
Ii(f , x) ∼= Ii(f , x) =  j−2
k=1
+
N−
k=j+2

B(1)k (tj)ϕ(tk)+
(−1)i
π
wi(x)ai(x, tk)Ckf (tk)

+

B(1)0 (tj)+
(−1)i
π
wi(x)ai(x,−1)C0

f (−1)+

B(1)N+1(tj)+
(−1)i
π
wi(x)ai(x, 1)CN+1

f (1)
+
j+1−
ν=j−1

B(1)ν (x)+
(−1)ν
π
wν(x)ai(x, tν)Cν

f (tν), i = 2, 3, 4 (18)
where
a2(x, t) = a3(x, t) = 1, a4(x, t) = −(x+ t),
and the coefficients Ck, A
(1)
k and B
(1)
k are defined by (14)–(16), respectively.
3. Estimation of errors
Let
R(i)N (f , x) = |Ii(f , x)−Ii(f , x)|, i = 1, 2, 3, 4, (19)
r(t) = f (t)− s1k(t), (20)
r(x, t) = g(x, t)− s2k(x, t). (21)
Let Hα([−1, 1], A) be the space of Holder continuous functions with constant A and index 0 < α ≤ 1, and C1([−1, 1]) be
the space of functions with continuous first derivative on [−1, 1].
Theorem 1. Let f (t) be a continuous function and E be a set of canonic partition of the interval [−1, 1]. Then the errors of the
QFs (17) and (18) are
R(i)N (f , x) ≤

L1hα ln(N + 1)+ diA¯i2α wi(x)h
α, when f (t) ∈ Hα([−1, 1], A) i = 2, 3, 4,
L2h ln(N + 1)+ diM¯i2 wi(x)h, when f (t) ∈ C
1([−1, 1]) i = 2, 3, 4,
where d2 = d3 = 1, d4 = 3, A¯2 = A¯3 = A, M¯2 = M¯3 = M1,
A¯4 = max{A,M}, M = max
t∈[−1,1]
|f (t)|,
M¯4 = max{M1,M}, M1 = max
t∈[−1,1]
|f ′(t)|,
and
L1 = 12A
π

1+ 3.854
α ln(N + 1) +
0.512
α ln(N + 1)h
1/2

,
L2 = 6M1
π

1+ 3.212
ln(N + 1) +
0.354
ln(N + 1)h
1/2

.
The proof of Theorem 1 is based on the following theorem and lemmas.
Theorem 2. Let f (t) be a continuous function, and E be a set of canonic partition of the interval [−1, 1]. Then the errors of the
QFs (15) and (16) are
R(1)N (f , x) ≤

L1hα ln(N + 1), when f (t) ∈ Hα([−1, 1], A),
L2h ln(N + 1), when f (t) ∈ C1([−1, 1]), (22)
where L1, L2 are defined as in Theorem 1.
The proof of Theorem 2 is given in [19].
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Lemma 1. Let f (t) be a continuous function on [−1, 1] and r(t) be defined by (20). Then for any t ∈ [tk, tk+1]
|r(t)| ≤

A
2α
hα, when f (t) ∈ Hα([−1, 1], A),
M1
2
h, when f (t) ∈ C1([−1, 1]).
Lemma 2. Let f (t) be a continuous function on [−1, 1], x be any point in (−1, 1) and r(x, t) be defined by (21). Then for any
t ∈ [tk, tk+1]
|r(x, t)| ≤

3A¯4
2α
hα, when f (t) ∈ Hα([−1, 1], A),
3M¯4
2
h, when f (t) ∈ C1([−1, 1])
where A¯4 and M¯4 are defined as in Theorem 1.
The proofs of Lemmas 1 and 2 are given in [20].
Proof of Theorem 1. The error terms R(i)N (f , x), i = 2, 3, 4 in (19) can be written as
R(i)N (f , x) ≤ R(1)N (f , x)+ Ei(f , x), (23)
where
R(1)N (f , x) =
I1(f , x)−I1(f , x) , (24)
Ei(f , x) =
Qi(f , x)− Qi(f , x) . (25)
For i = 4, and from relations (11), (12) and (21) and Lemma 2 it follows that
E4(f , x) = 1
π
w4(x)
 N−
k=0
∫ tk+1
tk
r(x, t)dt√
1− t2
 ≤

3A¯4
2α
w4(x)hα, f (t) ∈ Hα([−1, 1], A),
3M¯4
2
w4(x)h, f (t) ∈ C1([−1, 1]).
(26)
The assertion of Theorem 1 for the case i = 4 can be obtained by substituting (22) and (26) into (23). For the cases i = 2, 3
the proofs are carried out in a similar way.
4. Numerical experiments
Example 1. Let the function f on the right-hand side of (1) be given as a polynomial of degree 5, which is
f (t) = t5 + 5t3 + 20.
Since in the construction of theQFs,wehad ignored theminus sign in the solutions of (1),wehave to do the same in obtaining
the exact solutions. It is easy to see that the exact solutions of (1), with the respective cases are:
Case I : ϕ1(x) =

1− x2

x4 + 51
2
x2 + 27
8

. (27)
Case II : ϕ2(x) =

1− x2

x4 + 51
2
x2 + 27
8

+ 20

1− x
1+ x . (28)
Case III : ϕ3(x) =

1− x2

x4 + 51
2
x2 + 27
8

− 20

1+ x
1− x . (29)
Case IV : ϕ4(x) =

1− x2

x4 + 51
2
x2 + 27
8

− 5(4x+ 7/16)√
1− x2 . (30)
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Table 1
Differences between QFs (15)–(16), and the exact (27).
i = 1 N = 40 N = 200
x Error term R(1)N Error term R
(1)
N
−0.997 0.0060030302 0.0005492099
−0.993 0.0070779080 0.0003745276
−0.875 0.026921662 0.0076297575
−0.685 0.0856303642 0.0046367134
−0.485 0.1262670590 0.0131676199
−0.185 0.1294807287 0.0194339727
0.185 0.1294785789 0.0194365904
0.485 0.1262670367 0.0131625774
0.685 0.0856368407 0.0046604080
0.875 0.0026925237 0.0076370171
0.993 0.0070774172 0.0003732014
0.997 0.0060027086 0.0005483408
– – – – ––
Fig. 1. Error term R(1)N for N = 40 and N = 200.
Table 2
Differences between QFs (17)–(18), and the exact (28).
i = 2 N = 40 N = 200
x Error term R(2)N Error term R
(2)
N
−0.997 0.0066004939 0.0055233208
−0.993 0.0074687189 0.0049358315
−0.875 0.0270112571 0.0086765902
−0.685 0.0855768856 0.0040116764
−0.485 0.1262276419 0.0127086805
−0.185 0.1294528581 0.0191079450
0.185 0.1294593367 0.0192123619
0.485 0.1262534647 0.0130033950
0.685 0.0856267969 0.0045435126
0.875 0.0269311317 0.0077068813
0.993 0.0070785333 0.0003883729
0.997 0.0060033939 0.0005585500
Fig. 2. Error term R(2)N for N = 40 and N = 200.
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Table 3
Differences between QFs (17)–(18), and the exact (29).
i = 3 N = 40 N = 200
x Error term R(3)N Error term R
(3)
N
−0.997 0.0060021672 0.0005390514
−0.993 0.0070766296 0.0003589701
−0.875 0.0269155480 0.0075598933
−0.685 0.0856403937 0.0311266378
−0.485 0.1262806330 0.0133269701
−0.185 0.1295000065 0.0196577061
0.185 0.1295064996 0.0197633813
0.485 0.1263058014 0.0136215516
0.685 0.0856884610 0.0052860868
0.885 0.0268367274 0.0065883143
0.993 0.0066977057 0.0041970696
0.997 0.0054077554 0.0051330649
Fig. 3. Error term R(3)N for N = 40 and N = 200.
Table 4
Differences between QFs (17)–(18), and the exact (30).
i = 4 N = 40 N = 200
x Error term R(4)N Error term R
(4)
N
−0.997 0.1069813603 0.0072193975
−0.993 0.0732480124 0.0047360495
−0.875 0.0430603336 0.0086288761
−0.685 0.0749118615 0.0040443230
−0.485 0.1173427797 0.0127351976
−0.185 0.1215466300 0.0191320220
0.185 0.1215531231 0.0192362667
0.485 0.1173684249 0.0130307327
0.685 0.0749623130 0.0045754264
0.875 0.0429797249 0.0076594429
0.993 0.0728544705 0.0001921170
0.997 0.1063971819 0.0002570452
Fig. 4. Error term R(4)N for N = 40 and N = 200.
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The numerical results for the error terms Ri(f , x), i = 1, 2, 3, 4 with different values of singular point x are shown in
Tables 1–4. In each table, the numerical convergence is clearly demonstrated for N = 40 and N = 200. The errors are
considerably small even when the singular point is very close to the end points for all cases (bounded, semi-bounded and
unbounded Figs. 1–4).
Example 2. Let f of (1) be a rational function
f (t) = 10t + 2
1+ t2 .
The exact solutions of (1), ignoring the minus sign, with the respective cases are:
Case I : ϕ1(x) =
√
2(5− x)
√
1− x2
1+ x2 , (31)
Case II : ϕ2(x) =
√
2(5− x)
√
1− x2
1+ x2 +
√
2

1− x
1+ x , (32)
Case III : ϕ3(x) =
√
2(5− x)
√
1− x2
1+ x2 −
√
2

1+ x
1− x , (33)
Case IV : ϕ4(x) =
√
2(5− x)
√
1− x2
1+ x2 −
1√
1− x2

5(2−√2)+√2x

. (34)
Table 5
Differences between QFs (15)–(16) and the exact (31).
i = 1 N = 20 N = 100
x Error term R(1)N Error term R
(1)
N
−0.998 0.0020240417 0.0002346942
−0.978 0.0033404723 0.0005891719
−0.893 0.0022160348 0.0008916005
−0.773 0.0090170595 0.0086876851
−0.568 0.0629427507 0.0029939245
−0.368 0.1237601227 0.0140458164
−0.035 0.1874872541 0.0100147351
0.035 0.1488384062 0.0658508420
0.368 0.1050550928 0.0132857228
0.568 0.0327894648 0.0252397761
0.773 0.0183744711 0.0086398896
0.893 0.0051131671 0.0037587965
0.978 0.0034029717 0.0009619144
0.998 0.0017072791 0.0002717505
Fig. 5. Error term R(1)N for N = 20 and N = 100.
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Table 6
Differences between QFs (17)–(18) and the exact (32).
i = 2 N = 20 N = 100
x Error term R(2)N Error term R
(2)
N
−0.998 0.0088855927 0.0004045011
−0.978 0.0005675532 0.0003973864
−0.893 0.0010642378 0.0008065391
−0.773 0.0089817364 0.0087442107
−0.568 0.0636003486 0.0029554084
−0.368 0.1242679473 0.0140755674
−0.035 0.1878447200 0.0100356768
0.035 0.1491716934 0.0658703678
0.368 0.1052896912 0.0132719735
0.568 0.0329706341 0.0252291674
0.773 0.0182509531 0.0086471057
0.893 0.0050310505 0.0037539933
0.978 0.0033664965 0.0009597532
0.998 0.0016963766 0.0002712032
Fig. 6. Error term R(2)N for N = 20 and N = 100.
Table 7
Differences between QFs (17)–(18) and the exact (33).
i = 3 N = 20 N = 100
x Error term R(3)N Error term R
(3)
N
−0.998 0.0020349723 0.0002353740
−0.978 0.0033768377 0.0005912742
−0.893 0.0022980696 0.0008964067
−0.773 0.0078934729 0.0066804927
−0.568 0.0627616413 0.0030046932
−0.368 0.1235256767 0.0140319443
−0.035 0.1871540117 0.0109951791
0.035 0.1484810254 0.0658298870
0.368 0.1045473273 0.0133153742
0.568 0.0321319038 0.0252783364
0.773 0.0193390770 0.0085833148
0.893 0.0065647497 0.0038439169
0.978 0.0066759455 0.0011532175
0.998 0.0126155318 0.0009120406
Fig. 7. Error term R(3)N for N = 20 and N = 100.
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Table 8
Differences between QFs (17)–(18) and the exact (34).
i = 4 N = 20 N = 100
x Error term R(4)N Error term R
(4)
N
−0.99800 0.0306025578 0.0010157658
−0.94800 0.0086091047 0.0004661566
−0.88700 0.0019051655 0.0059492214
−0.77800 0.0141590863 0.0301784902
−0.56700 0.0652683227 0.0029084236
−0.35500 0.1257445082 0.0141171679
−0.01500 0.1892183809 0.0100744753
0.01500 0.1505453946 0.0659089447
0.35500 0.1067661587 0.0132303890
0.56700 0.0346386448 0.0251822456
0.77800 0.0098545983 0.0450140998
0.88700 0.0027084280 0.0065164637
0.94800 0.0038363748 0.0008099265
0.99800 0.0200187200 0.0003425115
Fig. 8. Error term R(4)N for N = 20 and N = 100.
In Tables 5–8, the error terms R(i)N (f , x), i = 1, 2, 3, 4 with different values of singular point x are given for the above
rational function. Similar observation of the numerical convergence can be seen, as in the previous example, which shows
that our QFs work well in line with the theoretical results (see Figs. 5–8).
4.1. Conclusion
In this paper we have proved the order of the convergence of the QFs for SIs (3), (5) and (5) in the Hölder class
Hα([−1, 1], A) and C1([−1, 1]), for all four cases of the solution of SIE (1). Numerical experiments confirm the theoretical
findings, and in fact, our numerical results give a very small error when the singular point is close to the end points. In
Tables 1–8, it is observed that the suggested computational schemes are very stable even for the cases of semi-bounded
(ϕ2, ϕ3) and unbounded (ϕ4) solutions of Eq. (1). Thus, our newly developed QFs give enough accuracy to the exact solution.
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