This paper presents an innovative Fuzzy-Stochastic Approach (FSA) to solve Binary Linear Programming (BLP) problems under uncertainties. An Interval-coefficient Fuzzy Binary Linear Programming (IFBLP) model is applied here to reflect two different types of uncertainty in a BLP problem. In the proposed IFBLP model the interval coefficient is used to reflect parameter uncertainty, and the fuzzy goal & fuzzy constraints are used to represent model structure uncertainty. The proposed FSA would de-fuzzify the fuzzy constraints in an IFBLP model by considering its fuzzy goal; and then derive two linear BLPs with extreme crisp-coefficients from the IFBLP model, which here are called as a best optimum BLP and a worst optimum BLP. The results of the two-extreme linear BLPs are used to bound the outcome distribution of the IFBLP model. The proposed FSA is applied into a long-term traffic noise control planning to present its applicability.
Introduction
Uncertainty is a major difficulty in solving optimization problems. It may exist in the parameters and/or in the structure in an optimization model, which are called as "parameter uncertainty" and "structure uncertainty" respectively. Previous studies show that a probability technique, interval theory, and fuzzy sets; are three methodologies for dealing with the parameter uncertainty or model structure uncertainty (Herrera et al., 1993; Zimmermann & Pollatschek, 1984; Herrera & Verdegay, 1991; Liu & Sahinidis, 1997; Huang et al., 2001; Yu & Li, 2001) . In the Binary Linear Programming (BLP) area, for example, Yu and Li (2001) proposed a fuzzy method to solve a fuzzy BLP (also called as FBLP) problem, in which the model contains fuzzy coefficients in the objective function and constraints. However, their model doesn't consider the model structure uncertainty, which may result in low efficiency to solve uncertainty in the right-hand side of constraints. On the other hand, the flexible FBLP approach can efficiently solve such right-hand side uncertainty problems (Herrera et al., 1993; Zimmermann & Pollatschek, 1984; Herrera & Verdegay, 1991) . This is because the constraints of a flexible FBLP model are expressed by fuzzy inequalities and allow some violations, which can reflect the uncertain world. However, the parameter uncertainty is not considered in their models. Huang et al. (2001) solved the parameter uncertainty problem by interval-coefficient BLP, which uses interval values (represented by a lower bound value and an upper bound value) to reflect uncertainties in model coefficients.
In this paper, an Interval-coefficient Fuzzy BLP (IFBLP) model that combines a flexible FBLP with an interval-coefficient BLP, is developed for simulating parameter uncertainty and structure uncertainty in real world cases. Because there is no existing method for solving an IFBLP model directly; an IFBLP is pre-converted into two
There is no method that could directly crisp an interval-coefficient BLP. However, the approach developed by Chinneck and Ramadan (2000) , originally designed to crisp an interval-coefficient LP, it is modified in this Paper. It is worth mentioning that the proposed approach in this Paper is not simply defuzzifying and crisping the IFBLP problems; it uses an innovative manner to deal with the problem of the infinite optimal alpha results that are caused by the integration process of the defuzzification and crisping. Moreover, a Fuzzy-Stochastic Approach (FSA) is designed to solve the high non-linear relationship between the coefficients and the optimal alpha which brought by the linear transferring process.
In detail, the proposed FSA novelty consists in: (1) utilizing the T-operator technique to defuzzify the fuzzy constraints with considering the fuzzy goal; (2) using a stochastic simulation model to find the range of optimal alpha solutions; and (3) preforming a crisping process to transfer the interval-coefficient BLP into two extreme auxiliary parametric BLPs. The IFBLP is applied into a long-term traffic noise control planning to demonstrate the applicability.
In Section 2, we present the overall FSA methodology; in particular: we introduce the formulation of IFBLP; the processes of the defuzzification and crisping; and describe the fuzzy-stochastic approach for the solution of the IFBLP. In Section 3, we demonstrate how to build an IFBLP for a long-term traffic noise control plan; show how to solve this IFBLP model; and present the results of the model a related discussion. Section 4 provides conclusions on the proposed methodology.
Methodology

Formulation of IFBLP
Starting from a general IFBLP model that has fuzzy constraints and interval coefficients (Peng & Mayorga, 2013) :
where j x are the binary variables; the symbols "  " represents fuzzy inequality, it means that the decision-maker permit some violations of the constraints;
) The IFBLP model above is used to reflect two different types of uncertainty in a BLP problem: the interval coefficients reflect parameter uncertainty and the fuzzy constraints represent model structure uncertainty. To solve Model (1), two major steps are involved: 1) defuzzifying the fuzziness in the IFBLP that will result in a linear BLP, and 2) crisping the interval-coefficients that will generate a crisp BLP.
Defuzzification Process
Considering about a crisp coefficient BLP model with fuzzy constraints as follows: 100-108 and 254; Herrera et al., 1993) . The algorithms are introduced and discussed as follows.
 -cut Technique Approach
We first introduce this  -cut technique. Defining the membership functions of its ith constraint as follows:
, let any  -cut of the constraint set becomes a classical set:
, then Model (2) is converted into the following auxiliary parametric BLP problem: in convexity and boundedness. The problem is that  is an interval value here that requires iterative process to be generated.
Min-operator Approach
Now we discuss the Min-operator approach. For a fuzzy goal in a model, giving an aspiration value of " ' f " for the objective function that desire to achieve, then Model (2) can be written as:
.
where no distinction is made between fuzzy objective and fuzzy constraints. Per as Bellman and Zadeh (1970) 's concept of maximizing decision: if the result of Model (5) will be * x , the membership function (satisfaction degree) of the optimal
are the membership functions of the goal and the constraints;
) (x D  is called as "the satisfaction degree of a decision".
In order to find the optimal value of *
, the following model is obtained: 
The major advantage of the min-operator technique in Model (7) is that considers the goal as fuzzy. It notes that Model (1) originally has not a fuzzy goal, but be considered the goal as fuzzy when we applying the min-operator technique. However, Zimmermann pointed out that Model (7) may become a nonlinear programming problem due to nonlinear membership functions or min-operator. (see Zimmermann, 1987, pp.100-108 and 254; Herrera et al., 1993) . Therefore, we need an algorithm to deal with this nonlinear problem. Herrera et al. (1993) presented an algorithm that linking above Min-operator approach and  -cut technique for the flexible FBLP. It applies the T-norm operator technique in the process of "satisfy constraints and attain goal", which can avoid the nonlinear problem.
The link of Two Methods
In order to solve Model (2) in the fuzzy solution domain
, the following propositions are presented. The proofs relating to these propositions were given by Herrera et al. (1993) 
to be an Archimedean t-norms operator. Using the Hamacher formulation as:
. Therefore, the following relation holds:
Proposition 4 Let *  is the value obtained from the Hamacher formulation (Zimmermann, 1978) , and suppose ) ( x is the optimal value of Model (2). If   ) ( k k x  denotes the set of points of the solution ) ( x , the optimal value of  for
Based on above propositions, an iteration process for optimal value of *  is generated, which is described in Algorithm 1 http://jmr.ccsenet.org Journal of Mathematics Research Vol. 9, No. 3; 2017 99 (Herrera et al., 1993) . The procedure of Algorithm 1 is shown as follows:
Step 1: Solve
Step 2: Let
Step 3: Let ) ),
Step 4: If
Step 5: Stop.
Crisping Process
After defuzzifying the fuzziness, Model (1) is then transferred into an interval-coefficient BLP model with the optimum of (9) is boundedness that could be treated as an interval values. If we define the upper value and the lower value of a ) ( *  U , this interval value is identified. We give some definitions, theorems and mathematical proofs in the following sections.
Value Range of
*  Based on Proposition 4, the optimal value of *  in a crisp BLP such as Model (4) is obtained by
The following Theorems, their proofs, and Algorithms have been developed by the authors for finding the value range of *  .
is the solution value of a crisp BLP such as Model (4), )) ( (   x has a negative linear correlation relationship with the corresponding variable coefficient in the constraints.
, then a new membership function is generated:
be the optimal 0-1 solution of the corresponding problem ) ( 1  P . According to proposition 1, we have } )), (4):
Use the following membership function equation: , and then convert the Max problem to a Min problem. The proof is then identical to the above proof.
According to Theorem 1, Theorem 2, and Equation (10), we obtain the following consequences, and their proofs are obvious.
(1) The value of *  has a nonlinear relationship with the corresponding variable coefficient in the constraints.
(2) The interval coefficients will result in a continue *  solution set. Therefore, Model (9) can be transferred into the following model: Solving a LP requires that specific values be fixed (crisped) for the coefficients in the model. An interval-coefficient contains infinite crisping coefficients, and a different coefficient will result in a different solution value for the model. Chinneck and Rammadan (2000) developed an algorithm for solving interval-coefficient LP. They declared that the best optimal result and the worst optimal result about the variables in the model can be generated by fixing the interval coefficients on their bounds. Their generalizations of the basic idea are used for the interval-coefficient BLP in this paper.
We call a specific constraint that fixing its coefficients at the lower bounds or the upper bounds as an extreme constraint. 
are the maximum value range constraint combination and the minimum value range constraint combination.
x a be any legal version of the interval constraint combination, not necessarily an extreme one. Then for any particular solution Therefore, it is not necessary to look for the distribution type of the value set of *  , we only need to know the values of  *  and  *  .
Monte Carlo Simulation
The values of  *  and  *  can be found by a statistical simulation technology-Monte Carlo Simulation. Monte Carlo Simulation involves repeated generation of pseudovalues for the modeling inputs, drawn from known probability distributions within the ranges of possible values.
Algorithm 2 the Monte Carlo Simulation includes the following steps:
Step 1 Step 2: implementation of Model (4) and Algorithm 1 with the pseudovalues to find a solution *  .
Step 3: repeat steps 1 and 2;
Step 4: compare the values of *  in the solution set to find  *  (lower boundary) and  *  (upper boundary).
The best and the worst optimum models
Algorithm 3 In the interval coefficient BLP of Model (12),
We could obtain the best optimum by solving the following BLP:
Furthermore, we can generate the worst optimum in Model (12) by solving the following BLP:
Application
Traffic noise control planning requires the decision maker to make binary decisions, it is usually considered as a BLP problem. Because high non-linear and uncertainties exist in real world cases, simply apply the BLP for a traffic noise control planning may mislead the decision maker. Here, we apply the developed IFBLP and its solution process for a long-term traffic noise control planning, to reflect uncertainty and nonlinearity in the real case and demonstrate the applicability of the proposed methodology. 
Site information
The traffic noise control site is a road of 12.4 km length and separated into five sections (the details are shown in Figure 1 and Table 1 ). There are residential zone, public zone, factory, hospital, church, school and commercial zone along this road, and traffic noise is a major complain from residents. Per as these properties and geographic information, total 26 studying zones are identified (the details are shown in Figure 1 and Table 2 ). We develop an IFBLP model with a 15-year planning on these 26 studying zones, and then use the proposed algorithm to solve this model and provide noise control suggestions for the decision maker. 
Traffic Noise Control Techniques
Three Traffic Noise Control Methods
Source control, propagation control, and receiver control are three basic traffic noise control methods. The source control is the first choice due to its proactive and it can reduce noise source for the other two methods (Herman, 1997) . Meanwhile, the propagation control and the receiver control are considered as continual efforts for further mitigating if the traffic noise level still higher than the guideline at the reception sections.
Surface quality improvement of road is an effective way for the source control (shown in Table 3 ). Open-graded asphalt (OGA) is a desired road surface material (shown in Table 4 ) with a large range noise reduction up to 6.5 dB produced by identical vehicles that comparing with a rough surface such as Portland cement concrete (Hanson & James, 2004) . Noise barrier is the most popular noise propagation control method with noise level reduction of 5 to 10 dBA if the barrier height is 3.5 m. However, Noise barrier is not suit for high-rise buildings, which need insulated windows to keep noise out. To install insulated window is called the noise receiver control. Based on the noise criterion of the 23CFR772 criteria of NAC (Barry & Reagan, 1978) , traffic noise is categorized into five noise tolerances classes. They are Quiet, Normal, Annoyance, Severe annoyance, and Un-limitation. Additionally, considering the "Regulations for Community noise" (Dieter, 1995) , an interval noise abatement criteria is obtained for the developed IFBLP model (shown in Table 5 ). 
.3 Traffic Noise Prediction
The traffic noise levels on the 26 studying zones are forecasted by a noise prediction model for the future 15 years (Peng & Mayorga, 2007) . These predicted noise levels are given in interval values. Figure 2 illustrates the forecasted noise levels for zone #11, and shows these noise levels will increase temporally in the future 15 years. Figure 3 demonstrates the forecasted noise levels on the 10 th future year for the 26 studying zones. Figure 3 demonstrates that the predicted noise levels on the 10 th future year will vary on different zones spatially. 
IFBLP Model Building
Based on the information described above, an IFBLP is constructed as follows: The 10th Year dB(A)
The Zone #11 Lower Bound  t SRL = the reduced noise level (dBA) that benefited from OGA surface at t th year in a period.
IFBLP Model Solving
Step 1 Convert the developed IFBLP model of (15) into an interval-coefficient BLP model using Algorithm 1.
Step 2 Calculate the bound values of *  in terms of the Monte Carlo Simulation (Algorithms 2), we could obtain the values of  *  and  *  .
Step 3 Implement Algorithm 3, we can have the following two crisp BLP models.
1) The best optimum BLP model
2) The worst optimum BLP model
Results
The related inputs are in Tables (1) to (6). The aspiration goal was designed as  f = $12,000,000 with the tolerance of $2,000,000 (  f = $14,000,000). The value range of *  was generated by Monte Carlo Simulation method. After solving the model in Matlab, the results were generated and shown in Table 7 . It notes that the value range of *  is bounded by the lower boundary of 0.313 and the upper boundary of 0.9. The best optimal cost is $12, 150,000 and the worst optimal cost is $13,900,000. It is found that two optimal costs are in the interval of [  f ,  f ], where [$12,150,000, $13,900 ,000]  [$12,000,000, $14,000,000]. It is important to mention that some other optimal costs exist between two extreme optimums. These optimal costs are discrete because they are generated by the binary variables in the IFBLP model, and they can be used as trade off by decision maker. Z 1(23) Z 1(24) Z 5(2) Z 5(4) Z 5 (6) Z 5(10) Z 6(21) Z 15(17) Note: X=1 means Road Surface Updating, Y=1 means Barrier Building, Z=1 means Insulted Window Installing, Period index r = 1, 2, 3.; Section index c = 1,…5., Year index i = 1,…15.; Zone index k = 1,…26.
Additionally, it is found that the optimal cost results of the developed IFBLP model are highly related to the aspiration goal and its tolerances. For instance, if the aspiration goal is set at a low value and its tolerance is small, the solution domain will be reduced, and then a feasible solution may not be obtained. therefore, the aspiration goal and tolerance need to be pre-design thought this is time consuming.
Conclusions
In this paper, an IFBLP model is developed to represent binary linear problems under uncertainties. The fuzzy constraints and interval coefficients are designed in the developed IFBLP model, in which the interval coefficients reflect parameter uncertainty and the fuzzy goal & fuzzy constraints represent model structure uncertainty. The solution of the FSA for the IFBLP was generated, having the following novelies: (1) utilized the T-operator technique to defuzzify the fuzzy constraints with considering the fuzzy goal; (2) used a stochastic simulation model to find the range of optimal alpha solutions; and (3) preformed a crisping process to transfer the interval-coefficient BLP into two extreme auxiliary parametric BLPs. In other words, the developed algorithm ensures a linear transformation in the defuzzification process; ensures to find a single *  solution for a flexible FBLP; and ensures to identify the boundaries of *  in an interval-coefficient BLP. Through the best optimum BLP model and the worst optimum BLP model, a closed set of optimal costs could be generated for the IFBLP model. This proposed IFBLP model was applied into a long-term traffic noise control planning. After implemented the developed FSA solution, the results yielded are used to demonstrate its applicability.
