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Summary
The Brownian net is a collection of branching-coalescing Brownian motions s-
tarting from every point in the space-time plane R2, which has been shown to be the
diffusive scaling limit of branching-coalescing simple random walks, where the ran-
dom walk paths do not cross. The first part of the thesis is devoted to showing that
the Brownian net is contained in any subsequential weak limit of nonsimple random
walks with crossing paths. In the second part, we study current fluctuations in a
one-dimensional interacting particle system known as the dual smoothing process
that is dual to random motions in a HowittWarren flow. The Howitt-Warren flow
can be regarded as the family of transition kernels of a random motion in a contin-
uous space-time random environment, which can be constructed from the Brownian
web and net. It turns out that the current fluctuations fall in the Edwards-Wilkinson




Introduction and Main Results
1.1 Overview
The work about the Brownian web dates back to Arratia’s Ph.D. thesis [Arr79],
where he constructed a collection of coalescing Brownian motions starting from
everywhere on R at time 0, which arises as the diffusive scaling limit of the system
of coalescing random walk paths from everywhere on Z. Later in his unpublished
manuscript [Arr81], Arratia attempted to generalize this construction to a collection
of Brownian motions starting from every point in the space-time plane R2. However,
his manuscript was never completed, though the fundamental ideas had already been
revealed. This topic was then not revisited until the paper [TW98] by To´th and
Werner, where they constructed a system of one-dimensional space-time coalescing
Brownian motions, analyzed the system in great detail, and then used it to construct
an unusual process called the true self-repelling motion.
More recently, Fontes, Isopi, Newman and Ravishankar [FINR02, FINR04] for-
mulated this system of space-time coalescing Brownian motions in a different direc-
tion. They introduced a topology such that the weak convergence of discrete model
to the system of space-time coalescing Brownian motions becomes more natural.
Moreover, this system is then realized as a random variable taking values in a Polish
space, and the random variable is named the Brownian web. As an extension of the
1
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Brownian web, the Brownian net was introduced in the same path space by Sun
and Swart in [SS08], and later by Newman, Ravishankar and Schertzer in [NRS10]
independently. Besides the coalescence of the paths in the Brownian web, the paths
in the Brownian net are also allowed to branch.
Both the Brownian web and the Brownian net are motivated by their discrete
analogues, namely the collection of coalescing, resp. branching-coalescing, simple
symmetric random walks on space-time lattice. While the construction of the dis-
crete models are straightforward, the constructions of the Brownian web and net are
non-trivial, due to the uncountably many starting points in the space-time plane R2.
A property used to overcome this difficulty is the instantaneous coalescence of paths,
which makes sure that the number of paths starting from every point on R at time
0 immediately becomes locally finite. Apart from this coming down from infinity
phenomenon, another important property that the Brownian web and net satisfy is
the self-duality. For the Brownian web, one can indeed couple it with a dual Brow-
nian web, such that it is equally distributed with the Brownian web except for a
rotation over 180 degrees in the space-time plane, and any forward path in the web
does not cross any backward path in the dual web. A similar result also holds for
the Brownian net, though the non-crossing property is satisfied only by a subset of
paths. For more interesting properties of the Brownian web and net, one can refer
to the lecture notes [SSS15].
The Brownian web and net are believed to be the universal scaling limits of a
class of one-dimensional interacting particle systems with coalescence and branching-
coalescence respectively. A lot of models have been shown to be in the domain of
attraction of the Brownian web, for example, coalescing random walks [NRS05],
succession lines in Poisson trees [FFW05, CV14a, FVV14], the local time profile
of true self-avoiding random walk on Z [TW98, NR06] and drainage network type
models [CDF09, CV14b, RSS13], infinite rightmost paths in supercritical oriented
percolation on Z1+1 [AS11], stochastic flow lines in planar aggregation models [N-
T12], etc. In contrast to the universality of the Brownian web, only two models have
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been shown to converge to the Brownian net so far, namely the branching-coalescing
simple symmetric random walks [SS08] and the spatial Λ-Fleming-Viot process with
selection [EFS15]. In particular, the paths in these models do not cross each other,
which makes it convenient to find out the rightmost and leftmost paths used to
establish the weak convergence. For the models with crossing paths, showing their
weak convergence to the Brownian net remains a challenge.
The first goal of this thesis is to overcome this challenge. We consider non-
simple branching-coalescing random walks (so that paths can cross), and partially
prove their weak convergence to the Brownian net. To finish this problem, a few
conjectures need to be proved and the work is still in progress. This work is based
on a working paper joint with Jan Swart and Rongfeng Sun.
In a different line of research, Le Jan and Raimond [LR04a] developed the the-
ory of the stochastic flows of kernels, which is a collection of random probability
kernels. Heuristically, a stochastic flow of kernels can be viewed as the transition
kernels of a Markov process in a space-time random environment, where restrictions
of the environment to disjoint space-time regions are independent and the law of the
environment satisfies translation-invariance in space and time. Given the environ-
ment, one can sample n independent Markov processes (random motions) and then
average over the environment. This leads to a Markov process known as the n-point
motion of the flow and their joint law satisfies a natural consistency condition: the
marginal distribution of any k components of an n-point motion is necessarily a k-
point motion. The main result of Le Jan and Raimond [LR04a, Theorem 2.1] is that
any family of Feller processes that is consistent in this way corresponds to a unique
stochastic flow of kernels, even without knowing the existence of the underlying
random environment.
As an example of their fundamental result, in [LR04b] Le Jan and Raimond,
using Dirichlet form construction of Markov process, constructed a consistent family
of n-point motions on the circle which are a special type of sticky Brownian motions.
In [LL04], Le Jan and Lemaire showed the convergence of the n-point motions of
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random walks in i.i.d. Beta distributed space-time random environment to the n-
point motions constructed in [LR04b]. Afterwards, Howitt and Warren [HW09a]
formulated a general condition for the convergence of n-point motions of the random
walks in i.i.d. space-time random environment, and using martingale problems, they
characterized the limiting n-point motions as a class of consistent Feller processes
on R which are Brownian motions with sticky interaction when they meet. The
stochastic flows of kernels corresponding to these n-point motions formulated by
the Howitt-Warren martingale problems are known as the Howitt-Warren flows.
Subsequently, Schertzer, Sun and Swart [SSS14] showed that for the Howitt-Warren
flows, the underlying random environment can be explicitly constructed from the
Brownian web and net. Thus the heuristic interpretation of the Howitt-Warren flows
as the transition kernels in random environment becomes rigorous.
As a result of the existence of the underlying random environment, one can sam-
ple a collection of independent particles in the Howitt-Warren flows. Indeed, [SSS14]
defines a measure-valued Markov process called the Howitt-Warren process which
can be viewed as the measure determining the spatial distribution of particles. Fur-
thermore, the function-valued dual smoothing process is also introduced as the dual
of the Howitt-Warren process. The same as its discrete space-time analogue random
average process, dual smoothing process can be thought of as the evolution of the
interface height function in a growth model as well. In one dimension, conserva-
tive interacting particle systems can always be equivalently formulated as interface
models, where the connection goes by regarding the gradient of the interface height
function as a measure governing the distribution of the particles. The movement
of particle currents can then be viewed as deposition or removal of particles from
the growing interface. With such an equivalent formulation, the current process
maps directly to the height function. In this thesis, we are going to consider the
fluctuations of the height function (dual smoothing process).
In the review article [Sep10], Seppa¨la¨inen discussed the processes of particle cur-
rents in several dynamical stochastic systems of particles on the one-dimensional
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integer lattice. It turns out that for independent random walks, independent ran-
dom walks in an i.i.d space random environment, and the random average process,
there is a universal limit for the current fluctuations on the scale n1/4, which is a cer-
tain family of self-similar Gaussian processes. These three models all belong to the
so-called Edwards-Wilkinson (EW ) universality class. Two more recent examples
in the EW class are one-dimensional Hammersley’s harness process [SZ15] and the
Atlas model [DT15]. In the EW class the limiting current fluctuations are described
by the linear stochastic heat equation Zt = υZxx + W˙ where W˙ is space-time white
noise and υ is a non-zero parameter. In contrast, asymmetric simple exclusion pro-
cess and a class of totally asymmetric zero range processes discussed in [Sep10] have
nontrivial current fluctuations on the scale n1/3, and the Tracy-Widom distribution-
s are the universal limits. These two models belong to the Kardar-Parisi-Zhang
(KPZ ) universality class. More discussions about EW and KPZ universality classes
and their relations can be found in [Sep10] and [Cor12]. However, all the models
shown to be in the EW universality up to now are discrete models defined on Z.
The second goal of this thesis is to present the first continuum model, namely
the dual smoothing process, that falls in the EW universality class. We will show
that on the scale t1/4, the fluctuations of the dual smoothing process (height func-
tion) converge weakly to a universal Gaussian process. Along the way, we will show
that for random motions in the Howitt-Warren flows, the process of the centered
quenched means, indexed by space and time, converges to a Gaussian process af-
ter rescaling by t−1/4. Moreover, we will prove a quenched invariance principle for
random motion in the Howitt-Warren flows, which is of independent interest. This
work is based on the published paper [Yu16].
In the rest of this chapter, we will introduce some necessary background, in-
cluding the Brownian web in Section 1.2, the Brownian net in Section 1.3, and the
Howitt-Warren flows in Section 1.4. We will state our main results regarding the
weak convergence to the Brownian net in Section 1.3.5 and the Edwards-Wilkinson
fluctuations in the Howitt-Warren flows in Section 1.4.3. The content relevant for
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the first goal is mainly in Section 1.2 and Section 1.3, while the one relevant for the
second goal is in Section 1.4. Except for the part about sticky Brownian webs in
Section 1.4.2, they are independent to each other and therefore can be read sepa-
rately. At the end of this chapter, Section 1.5 gives an outline of the proofs that are
contained in Chapter 2 and Chapter 3.
1.2 The Brownian web
The motivation to study the Brownian web comes from its discrete analogue,
namely the discrete web consisting of simple symmetric coalescing random walks.
Therefore we will begin from the discrete models, in order to motivate the Brownian
web together with its dual and show the weak convergence of coalescing random
walks. We shall firstly introduce general discrete webs in Section 1.2.1, then formu-
late the topological space of the collection of paths in Section 1.2.2, and finally state
the characterization and convergence theorems of the Brownian web in Section 1.2.3.
The results in this section are mainly from [FINR04] and [NRS05].
1.2.1 Discrete webs
Let (a(x))x∈Z be a probability law on Z such that the random walk with incre-
ment distribution a(·) is irreducible. Alternatively, denoting
a := {x ∈ Z : a(x) > 0}, (1.1)
irreducibility says that a generates Z in the sense that each element of Z can be
written as the sum of elements of a. We do not in general assume that our random
walk is aperiodic, therefore the simple symmetric random walk (with period 2) is
also included. Letting m denote its period, by irreducibility, there exists some k such
that the greatest common divisor of m and k is one and the random walk starting
at time zero in mZ takes values in mZ + kt at time t, where we use the notation
mZ + k := {mz + k : z ∈ Z}. We refer to [Dur04] for more details on nonsimple




(x, t) : t ∈ Z, x ∈ mZ+ kt}. (1.2)
We denote a typical element of Z2a by (x, t), where we interpret the first coordinate
as space and the second coordinate as time, which is drawn upwards in pictures. In






if x ∈ {−1,+1},
0 otherwise.
(1.3)
More generally, we say that a random walk kernel a is simple if a = {−1,+1}. In
this case,
Z2{−1,+1} = Z2even :=
{
(x, t) ∈ Z2 : x+ t is even}. (1.4)
We will be interested in discrete webs, which are collections of coalescing random
walks with kernel a, starting from every point in space-time Z2a.
To formulate this properly, we define a path pi to be a continuous function pi :
[σpi,∞) → R or pi : R → R, where in the latter case σpi := −∞. The starting time
σpi is part of the definition of a path. We often identify a path pi with its graph,
which is the closed set {(pi(t), t) : t ∈ [σpi,∞)} ⊂ R2. Note that both the function
defining a path and its starting time can be read off from its graph. We will use the
following convention: if K is a set of paths and (x, t) ∈ R2, then
K(x, t) :=
{
pi ∈ K : (pi(σpi), σpi) = (x, t)} (1.5)
denotes the set of paths in K starting at (x, t).






be an i.i.d. collection of Z-valued random variables with common law a. For each
(x, t) ∈ Z2a, draw an arrow from (x, t) to
(
x + ω(x, t), t + 1
)
. Then, starting from
each point (x, s) ∈ Z2a, there starts an a.s. unique path p = p(x,s) along these arrows,
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i.e., a function p : [s,∞)→ R such that at integer times




(t ≥ s). (1.7)
We define p(t) for noninteger times by linear interpolation. A path p with σp = −∞
in Z2a is a continuous function p : R→ R such that
p(t+ 1)− p(t) = ω(p(t), t) (t ∈ Z). (1.8)
Denote by W−∞ all the paths starting at time −∞. The random set of paths
W :=
{
p(x,s) : (x, s) ∈ Z2a
} ∪W−∞ (1.9)
is called a discrete web with jump kernel a.
Only in the case of simple random walk kernels, one can also define dual webs.
Given a collection ω of arrows corresponding to a simple kernel a, we define
ωˆ(x, t) := −ω(x, t− 1) ((x, t) ∈ Z2odd), (1.10)
where Z2odd :=
{
(x, t) ∈ Z2 : x+ t is odd}. For each (x, t) ∈ Z2odd, draw a dual arrow
pointing downwards in time from (x, t) to
(
x+ ωˆ(x, t), t−1). These dual arrows are
equally distributed with the forward arrows ω except for a rotation over 180 degrees.
The dual arrows define a collection Wˆ of dual paths pˆ : (−∞, σˆpˆ]→ R starting from
any point in Z2odd. Equivalently, such dual paths can be characterized by the fact
that they do not cross forward paths, see Figure 1.1.
1.2.2 Topological space of compact sets of the paths
To establish the weak convergence of the discrete webs to the Brownian web, we
will need to view both as random variables in a Polish space. Intuitively, the values
of the random variables should be collections of space-time paths. Recall that given
a Polish space E, the space of all compact subsets of E, endowed with the induced
Hausdorff metric, is in its own right a Polish space. Therefore it is natural to choose
the space whose elements are compact sets of paths.
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Figure 1.1: A simple discrete web and its dual.
We start by the compactification of R2. Let R2c := R2 ∪ {(±∞, t) : t ∈ R} ∪
{(∗,±∞)} be the completion of R2 with respect to the metric
ρ((x1, t1), (x2, t2)) = | tanh(t1)− tanh(t2)| ∨
∣∣∣∣tanh(x1)1 + |t1| − tanh(x2)1 + |t2|
∣∣∣∣ . (1.11)
Note that R2c can be thought of as the continuous image of [−∞,∞]2 under a map
that identifies the line [−∞,∞]×{∞}, (resp. [−∞,∞]×{−∞}) with a single point
(∗,∞) (resp. (∗,−∞)). Nevertheless, this metric is by no means the only choice
to compactify R2, since we only need a topology such that (xn, tn) → (±∞, t) if
xn → ±∞ and tn → t ∈ R, and (xn, tn)→ (∗,±∞) if tn → ±∞.
A path in R2c , which is a generalization of the definition in last section, is a
function pi : [σpi,∞] → [−∞,∞] ∪ {∗}, with σpi ∈ [−∞,∞], such that pi(±∞) = ∗
whenever ±∞ ∈ [σpi,∞], and the map t 7→ (pi(t), t) from [σpi,∞] to (R2c , ρ) is
continuous. For z ∈ R2c , let piz denote a path starting from z. Let Π be the space of
all possible paths in R2c equipped with the metric
d(pi1, pi2) := | tanh(σpi1)− tanh(σpi2)|
∨ sup
t≥σpi1∧σpi2
∣∣∣∣tanh(pi1(t ∨ σpi1))1 + |t| − tanh(pi2(t ∨ σpi2))1 + |t|
∣∣∣∣ . (1.12)
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The space (Π, d) is complete and separable. Note that the convergence of a sequence
of paths in (Π, d) is equivalent to the locally uniform convergence of the paths plus
the convergence of starting times.
Let K(Π) be the space of compact subsets of E, endowed with the Hausdorff
metric dH









and BH be the associated Borel σ-algebra generated by dH. It follows from the
completeness and separability of (Π, d) that (K(Π), dH) is complete and separable
as well, see [SSS14, Lemma B.2]. Moreover, the Hausdorff topology generated by dH
depends only on the topology on Π and not on the choice of the metric d. Hence
the choice of the metric in Π is flexible.
We will construct the Brownian webW and the Brownian net N as (K(Π),BH)-
valued random variables. In contrast, in order to view a discrete web W as a random
variable in the same space, from now on we will modify our definition of W in (1.9)
by adding all trivial paths pi in Π, i.e., the paths with σpi ∈ {±∞}∪Z and pi(t) = −∞
or pi(t) = ∞ for all t ∈ [σpi,∞]. We can show that W is indeed a random compact
subset of Π under the metric d.
Lemma 1.2.1. Assuming that the first moment of the increment distribution a of
the random walk is finite, the associated discrete web W is a.s. a compact set under
the metric d.
Proof We will proceed in two steps. First, we prove that almost surely for any
sequence of paths (pin)n∈N ⊂ W , there is a subsequential limit pi ∈ Π. Second, we
prove that pi ∈ W , which shows the compactness of W .
Let (ω(k,t))k∈Z be the arrows in W that point from (k, t) to (k + ω(k,t), t + 1).
Since for any fixed constant M ,∑
k
P(|ω(k,t)| > k −M) ≤ E[|ω|] +M <∞, (1.14)
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by Borel-Cantelli Lemma a.s. there does not exist a sequence of paths in W such
that the modulus of continuity of the paths tends to infinity in time interval [t, t+1].
Since moreover the metric ρ is bounded, the equicontinuity of paths {pin} follows
by standard arguments. Combining this fact with the definition of the space (Π, d),
it is not hard to see that there is a subsequence of (pin) that converges to a limit
pi ∈ Π.
We then show pi ∈ W . First, we rule out the case that pi(t) = ±∞ and pi(t+1) ∈
R for some t ∈ Z. Because otherwise, we can find a subsequence (pink) such that
pink(t) > k and pink(t + 1) < M for some M , which implies that there are infinitely
many of arrows (ω(k,t))k∈N pointing to the left of the point (M, t + 1), which is
impossible by (1.14).
Now if σpi ∈ R, then it must be in Z as it is the limit of σpin ∈ Z. For the same
reason, pi(σpi) ∈ Z if it is not ±∞, then σpin = σpi and pin(σpi) = pi(σpi) for large n.
Since at every integer time there is only one outgoing arrow from one point, there
are infinitely many paths of {pin} have an identical trajectory and thus their limit
pi lies in W . If pi(σpi) = ±∞, then due to the case we ruled out, it must be a trivial
path and is hence in W .
If σpi =∞, then it is a trivial path. If σpi = −∞, then we only need to consider
the case that pi(t) 6= ±∞ for some t ∈ R. Thanks to the case we ruled out, we have
pi(s) ∈ R and therefore pi(s) ∈ Z for all s < t. Similar to the earlier case, we now
have that pi ∈ W , which finishes the proof.
Remark 1.2.2. Though the discrete net N is not defined yet, we will see in Sec-
tion 1.3.3 that the proof above with a slight modification can be applied to show
that N is a compact subset of Π as well.
To close this section, we point out that the space Πˆ of dual paths pˆi : [−∞, σˆpˆi]→
[−∞,∞] ∪ {∗} can be defined in exactly the same way as Π, except for a rotation
of R2c over 180 degrees.
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1.2.3 The Brownian web and its dual
The finite dimensional distributions of the Brownian web are collections of coa-
lescing Brownian motions. More precisely, for any finitely many space-time points
z1, . . . , zk ∈ R2, we say that the K(Π)-valued random variable {piz1 , . . . , pizk} is dis-
tributed as a collection of coalescing Brownian motions if the marginal distribution
of each single path pizi is a Brownian motion with some constant drift starting from
the space-time point zi, and for any 1 ≤ i < j ≤ k,
pizi(t) = pizj(t) for all t ≥ inf{s ≥ σpizi ∨ σpizj : pizi(s) = pizj(s)}. (1.15)
Condition (1.15) ensures that two paths coalesce as soon as they meet each other.
If we say a collection of standard coalescing Brownian motions, then we mean that
the diffusive constant of the coalescing Brownian motions is 1.
We are now ready to characterize the Brownian web. Although the characteri-
zation of the Brownian web and its dual is first given in [FINR04], we cite a version
from [SSS14, Proposition 3.1] in the following. Below, we say that a path pi ∈ Π
crosses a dual path pˆi ∈ Πˆ from left to right if there exist σpi ≤ s < t ≤ σˆpˆi such that
pi(s) < pˆi(s) and pˆi(t) < pi(t). Crossing from right to left is defined analogously and
when we simply say crossing, we mean in any direction.
Theorem 1.2.3 (Characterization of the Brownian web and its dual). For each
β ∈ R, there exists a random variable (W , Wˆ) with values in K(Π) × K(Πˆ), called
the double Brownian web with drift β, whose distribution is uniquely determined by
the following properties:
(i) For each deterministic z ∈ R2, almost surely there is a unique path piz ∈ W(z)
and a unique dual path pˆiz ∈ Wˆ(z).
(ii) For any finite deterministic set of points z1, . . . , zk ∈ R2, the set of paths
{piz1 , . . . , pizk} is distributed as a collection of standard coalescing Brownian
motions, each with drift β.
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(iii) For any deterministic countable dense subset D ⊂ R2, almost surely, W is the
closure in Π of {piz : z ∈ D} and Wˆ is the closure in Πˆ of {pˆiz : z ∈ D}.
(iv) For any deterministic z ∈ R2, the dual path pˆiz is the a.s. unique path in Πˆ(z)
that does not cross any path in W.
Remark 1.2.4. In the double Brownian web (W , Wˆ), the forward web W and
the backward web Wˆ are called the Brownian web and the dual Brownian web
respectively.
Remark 1.2.5. If the system has diffusive constant σ2 instead of 1 as in condition
(ii), then (W , Wˆ) is called as the double Brownian web with drift β and diffusive
constant σ2. Obviously, if we rescale the time t by 1/σ2, then the double Brownian
web with drift β and diffusive constant σ2 becomes the double Brownian web with
drift β/σ2 and diffusive constant 1. Therefore, in the following we will only consider
the case with diffusive constant 1, both for the Brownian web and the Brownian
net.
Convergence criteria of the Brownian web are also presented by Fontes et al. in
[FINR04], which turn out to be effective for both discrete webs with non-crossing and
crossing paths. As an application, they showed the weak convergence of the discrete
web consisting of simple random walks. To state a version of this theorem, we
adopt the convention that if f : R2c → R2c and A ⊂ R2c , then f(A) := {f(z) : z ∈ A}
denotes the image of A under f . Likewise, if A is a set of subsets of R2c (e.g. a set
of paths), then f(A) := {f(A) : A ∈ A}. This also applies to notation such as
−A := {−z : z ∈ A}. Also, if A,B are two sets of subsets of R2c , then we sometimes
use the shorthand
f(A,B) := (f(A), f(B)), (1.16)
and similarly for n-tuples (A1, . . . ,An). For ε, δ > 0, we define a scaling function
Sε,δ : R
2
c → R2c by
Sε,δ(x, t) := (εx, δt), (1.17)
with the obvious definitions at infinity.
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Theorem 1.2.6 (Scaling limit of simple discrete webs). Let εn ↓ 0 and let an be






β ∈ R. (1.18)
Let Wn be discrete webs with jump kernel an and let Wˆn be their duals. Then
P
[






(W , Wˆ) ∈ · ], (1.19)
where ⇒ denotes weak convergence of probability measures on the Polish space
K(Π)×K(Πˆ), and (W , Wˆ) is a double Brownian web with drift β.
As for the nonsimple random walks with crossing paths, the convergence result
is shown in [NRS05] under a finite fifth moment assumption. Using the method
in [BMSV06], the assumption can be even weakened to that the jump kernel a has
finite (3+ε)-moment. For simplicity, we only consider the aperiodic driftless case.
Note that assumptions (1.20) (i) and (iv) below imply that the constant from (iii)
satisfies 0 < σ2 <∞. The following theorem is cited from [BMSV06, Theorem 1.2].
Theorem 1.2.7 (Scaling limit of nonsimple webs). Let W be a discrete web with
jump kernel a. Assume that:






















[W ∈ · ], (1.21)
where⇒ denotes weak convergence of probability measures on the Polish space K(Π)
and W is a standard Brownian web.
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1.3 The Brownian net
There are several formal ways to construct the Brownian net, such as the hop-
ping construction, the wedge construction and the mesh construction in [SS08], and
the marking construction in [NRS10]. Similar to the Brownian web, the original
construction of the Brownian net in [SS08] is motivated by its discrete analogue,
namely the discrete net. To formulate the characterization and the weak conver-
gence results for the Brownian net, we shall first introduce the so-called left-right
Brownian web and use this ingredient to accomplish the hopping construction of
the Brownian net in Section 1.3.1. In Section 1.3.2, we introduce a concept that
generalizes the left-right Brownian web, called sticky Brownian webs, which plays
an important role in the proof of our result on the Brownian net. We will then
define general discrete nets in Section 1.3.3 and state the convergence theorem for
the simple discrete nets in Section 1.3.4. Finally in Section 1.3.5, we will consider
nonsimple branching-coalescing random walks and the associated nonsimple discrete
nets with crossing paths, state the first main result of the thesis (a lower bound re-
sult for the weak convergence of nonsimple discrete nets), and discuss the difficulties
for nonsimple case as well as our general strategy.
1.3.1 The left-right Brownian web and the Brownian net
Recall that for the Brownian web, almost surely, there is only one Brownian
motion path starting from any fixed space-time point. In contrast, there are multiple
outgoing paths in the Brownian net from any starting point. Therefore a different
strategy is required to characterize the Brownian net. Fortunately, for each space-
time point z, one can find a leftmost path lz and a rightmost path rz among the
outgoing paths. The collections of such leftmost and rightmost paths over the space-
time plane form left and right webs respectively, whose joint distribution can be fully
determined as follows. First, the interaction between a pair of leftmost and rightmost
paths can be characterized by SDEs. Second, the left and right webs are indeed two
1.3 The Brownian net 16
Brownian webs W l and Wr with different drifts. It turns out that this left-right
Brownian web (W l,Wr) is the key ingredient in the hopping construction of the
Brownian net. In fact, every path in the Brownian net N can be approximated by a
sequence of paths that are obtained via hopping in (W l,Wr). For simplicity, we will
mainly consider the standard Brownian net in this section, namely the case where
the drifts of the left-right Brownian web are −1 and +1 respectively. Nevertheless,
it is straightforward to extend the concept to a general Brownian net, which is
uniquely determined by two parameters, i.e. the drifts of its corresponding left-right
Brownian web. The results in this section can be found in [SS08].
To construct the left-right Brownian web (W l,Wr), we first consider the following
SDEs, which determine the evolution of any single pair of leftmost path lz starting
from z and rightmost path rz′ from z
′:











subject to the constraint that Lt ≤ Rt for all t ≥ T0 := inf{s ≥ σL ∨ σR : Ls ≤ Rs},
where σL and σR are starting times of the paths L and R, and B
i
t (i = 1, 2, 3) are
independent standard Brownian motions.
It is shown in [SS08, Proposition 2.1] that the SDEs (1.22) are well-posed, i.e.,
for each initial state (L0, R0) ∈ R2, there exists a unique weak solution to (1.22)
subject to the constraint. Furthermore, one can see from the expression of the SDEs
that the drifts of leftmost and rightmost paths are −1 and +1 respectively.
The next step is to use the induction to construct a finite collection of left-right
coalescing Brownian motions (lz1 , . . . , lzn , rz′1 , . . . , rz′m) for (zi)1≤i≤n and (z
′
i)1≤i≤m in
R2. We begin by letting n + m paths evolve independently until the first time any
two paths meet. If such two meeting paths are of different types (i.e., one is lzi and
the other is rz′j), then let (lzi , rz′j) solve the SDEs (1.22), and let the other paths
evolve independently until the next time two paths meet. If this pair of meeting
paths are of the same type, then let them coalesce into one path with the same type
and iterate the construction. It is easy to see that this procedure terminates after a
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finite time, ending with one path (when n = 0 or m = 0) or two paths solving (1.22).
We summarize the property of (lz1 , . . . , lzn , rz′1 , . . . , rz′m) for (zi)1≤i≤n as follows:
(i) The paths (lz1 , . . . , lzn , rz′1 , . . . , rz′m) evolve independently when they are apart;
(ii) The paths (lz1 , . . . , lzn) and (rz′1 , . . . , rz′m) are distributed as coalescing Brown-
ian motions with drifts −1 and +1 respectively;
(iii) Each pair of leftmost and rightmost paths (lzi , rz′j) solve the SDEs (1.22).
In fact, the properties (i)-(iii) uniquely determine the law of (lz1 , . . . , lzn , rz′1 , . . . , rz′m)
in turn.
Once such consistent family of finite dimensional distributions are determined, by
Kolmogorov’s extension theorem one can uniquely determine the law of a countable
set of paths {lz1 , lz2 , . . . , rz′1 , rz′2 , . . . } where both (zi)1≤i≤∞ and (z′i)1≤i≤∞ are dense
in R2. Taking closure of
({lz1 , lz2 , . . . }, {rz′1 , rz′2 , . . . }) in K(Π)×K(Π) then gives rise
to (W l,Wr). Both W l and Wr are Brownian webs, which are obtained from the
leftmost and rightmost paths among all outgoing paths starting from every space-
time point. For this reason, we call (W l,Wr) the left-right Brownian web. Similarly
we can define a left-right Brownian web with general drifts βl and βr as long as
βl ≤ βr.
Before constructing the Brownian net from the left-right Brownian web, we spec-
ify some notations. We call t ∈ R an intersection time of two paths pi, pi′ ∈ Π if
σpi, σpi′ < t < ∞ and pi(t) = pi′(t). If t is an intersection time of pi and pi′, then we
can define a new path pi′′ by concatenating the piece of pi before t with the piece
of pi′ after t, i.e., by setting pi′′ := {(pi(s), s) : s ∈ [σpi, t]} ∪ {(pi′(s), s) : s ∈ [t,∞]}.
For any collection of paths A ⊂ Π, we let Hint(A) denote the smallest set of paths
containing A that is closed under such ‘hopping’ from one path onto another at





(pik(s), s) : s ∈ [tk−1, tk]
}
, (1.23)
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where pi1, . . . , pim ∈ A, σpi1 = t0 < · · · < tm = ∞, and tk is an intersection time of
pik and pik+1 for each k = 1, . . . ,m− 1. The closure of a set A ⊂ Π with respect to
the topology on Π is denoted by A.
Here is the hopping construction of the Brownian net due to [SS08, Theorem
1.3].
Theorem 1.3.1 (Hopping construction of the Brownian net I). Let (W l,Wr) be the
left-right Brownian web with drifts −1 and +1. Then
N := Hint(W l ∪Wr) (1.24)
is a K(Π)-valued random variable, called the standard Brownian net associated with
(W l,Wr), satisfying the following properties:
(i) For each deterministic z ∈ R2, N (z) almost surely contains a unique leftmost
path lz and a rightmost path rz.
(ii) For any finite deterministic set of points z1, . . . , zk, z
′
1, . . . , z
′
k′ ∈ R2, the set
of paths (lz1 , . . . , lzn) and (rz′1 , . . . , rz′m) are distributed as coalescing Brownian
motions with drifts −1 and +1 respectively.
(iii) For any deterministic countable dense subsets Dl,Dr ⊂ R2,
N = Hint({lz : z ∈ Dl} ∪ {rz : z ∈ Dr}) a.s. (1.25)
Moreover, properties (i)-(iii) uniquely determine the distribution of the Brownian
net N .
Generally, hopping in a left-right Brownian web with drifts βl and βr gives rise
to a Brownian net N with left and right speeds βl, βr. This hopping construction
provides a simple way to determine a Brownian net. Since the distribution of the
left-right Brownian web is uniquely determined by its drifts, the distribution of the
Brownian net is indeed uniquely determined by its left and right speeds.
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1.3.2 Sticky Brownian webs
Note that there is some stickiness between the left-right Brownian web (W l,Wr),
which can be viewed as a special example of sticky Brownian webs. In general,
the notion of sticky Brownian webs was first introduced by Howitt and Warren
in [HW09b] via a martingale problem. Equivalently, sticky Brownian webs can be
constructed from a Poisson marked web as shown in [SSS14], which we will recall in
this section.
Let W be a Brownian web. Using notation as in (1.5), for any z = (x, t) ∈ R2,
we let W(z) denote the set of paths pi ∈ W with starting point (pi(σpi), σpi) = z; we
also say that such a path is an outgoing path at z. We let
Win(z) := {pi ∈ W : σpi < t, pi(t) = x} (1.26)
denote the set of incoming paths in W at z. We say that two incoming paths
pi1, pi2 at z are strongly equivalent, denoted as pi1 =
z
in pi2, if pi1 = pi2 on [t − ε, t] for
some ε > 0, and we let W˜in(z) denote the corresponding set of equivalence classes.
Given a Brownian web, every space-time point z in the plane can be classified into a
particular type according to the number of incoming and outgoing paths at z, i.e., the
cardinalities of W˜in(z) andW(z). Then, by [FINR06, Thm. 3.11-3.14], almost surely,
every point z ∈ R2 is of one of six possible types (0, 1), (0, 1), (0, 3), (1, 1), (1, 2) and
(2, 0), see Figure 1.2 (for example, the points of type (1, 2) denote the points with
(up to equivalence) one incoming path and two outgoing paths).
For us, the points of type (1, 2) will be of special interest. These points are further
divided into two subtypes (1, 2)l and (1, 2)r depending on whether the incoming path
continues as the left or right of the two outgoing paths, respectively. In [SSS14], it
is shown that by changing the orientation of a Poisson set of points of type (1, 2),
one can modify a Brownian web W to obtain a second Brownian web W ′ such that
(W ,W ′) are a sticky pair.
To formulate this rigorously, fix a Brownian web W and for any point z = (x, t)
of type (1, 2), write W(z) = {p−z , p+z } where p−z < p+z on some open time interval
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Figure 1.2: Points classification of the Brownian web. The solid lines denote forward
paths, whereas the dashed lines denote backward paths.
(t, t+ε). Identifying paths with their graphs, for any pi ∈ Win(z), let pit := {(pi(s), s) :
σpi ≤ s ≤ t} denote the piece of pi leading up to z, and set
switchz(W) :=

(W \Win(z)) ∪ {pit ∪ p−z : pi ∈ Win(z)} if z is of type (1, 2)r,(W \Win(z)) ∪ {pit ∪ p+z : pi ∈ Win(z)} if z is of type (1, 2)l.
(1.27)
Then switchz(W) is a modification of W where we have changed the orientation of
the point z. Similarly, if ∆ := {z1, . . . , zn} is a finite set of points of type (1, 2) in
W , then we let
switch∆(W) := switchz1 ◦ · · · ◦ switchzn(W) (1.28)
denote the modification of W where the orientations of all points in ∆ have been
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where the union ranges over all subsets ∆′ ⊆ ∆ with switch∅(W) = W . Then
hop∆(W) describes a set of paths obtained from W by allowing incoming paths at
points in ∆ to continue along each of the two outgoing paths.
It turns out that points of type (1, 2) are exactly those points at which there is
an incoming path both in the Brownian web W and its dual Wˆ . This allows one to
define a rather natural measure ` that is concentrated on points of type (1, 2) and
that is the intersection local time ofW and Wˆ , see [SSS14, Prop. 3.4]. We will show
that the following theorem follows easily from results in [SSS14].
Theorem 1.3.2 (Marking constructions of sticky Brownian webs and net). Let W
be a Brownian web with drift β, let ` be the intersection local time of W and Wˆ and
let `l, `r denote the restrictions of l to the sets of points of type (1, 2)l and (1, 2)r in
W, respectively. Let cl, cr ≥ 0 be constants and conditional on W, let Sl and Sr be
Poisson point sets with intensity clll and crlr, respectively. Then, for any sequence
of finite sets ∆ln ↑ Sl and ∆rn ↑ Sr, the limits
(i) W ′ := lim
n→∞
switch∆ln∪∆rn(W),




exist in K(Π) a.s. and do not depend on the choice of the sequence ∆ln ↑ Sl and
∆rn ↑ Sr. Moreover, W is a Brownian web with drift β′ := β + cl − cr, and N is
the Brownian net with left and right speedsβl := β − cr and βr := β + cl. The pair
(W ,W ′) are called sticky Brownian webs, whose distribution is uniquely determined
by the drifts β, β′ and the coupling parameter κ := min{cl, cr}.
By the theorem, we can parametrize a pair of sticky Brownian webs (W ,W ′)
by their drifts β, β′ and coupling parameter κ. Alternatively, the distribution of
(W ,W ′) is also uniquely determined by the triple (β, β, θ) where
θ := |β′ − β|+ 2κ, (1.31)
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is called the stickiness parameter. The convenience of using these two sets of pa-
rameters to characterize sticky Brownian webs will be seen later, for example, in
Section 1.3.5. Finally, we close this section by remarking that a pair of sticky Brow-
nian webs (W ,W ′) with κ = 0 is a left-right Brownian web with drifts β and β′ as
introduced in Section 1.3.1.
1.3.3 Sticky discrete webs and discrete nets
The first goal of the thesis is to study the weak convergence of discrete nets
to the Brownian net. As we have characterized the limiting object, namely the
Brownian net, in this section we are going to define discrete nets, which is obtained
via hopping in sticky discrete webs.
Recall that in Section 1.2.1, a is the increment distribution of an irreducible
random walk on Z and hence a = {x ∈ Z : a(x) > 0} generates Z. Let a(2) be a
probability law on a× a, and let
(ω1, ω2) =
(
ω1(x, t), ω2(x, t)
)
(x,t)∈Z2a (1.32)
be an i.i.d. collection of random variables with common law a(2). Recall that ω1 and
ω2 can be identified with arrows by drawing arrows from (x, t) to (x+ω1(x, t), t+1)
and (x + ω2(x, t), t + 1). As in (1.9), the collections ω1 and ω2 give rise to discrete
webs W 1 and W 2, and these webs are coupled in a nontrivial way. We will call
the pair (W 1,W 2) a pair of discrete sticky webs with joint jump distribution a(2).
Though this terminology seems a bit inappropriate since W 1 and W 2 only become
sticky when the event {ω1(x, t) = ω2(x, t)} has a large probability, we will see in
Section 1.3.5 that small stickiness between discrete webs is really crucial in the
diffusive scaling limit.
Given a jump distribution a with support a and a constant ε ∈ [0, 1], we can
define a joint distribution a(2) by
a(2)(x1, x2) := (1− ε)1{x1=x2}a(x1) + εa(x1)a(x2), (1.33)
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which says that W 1 and W 2 have the same jump distribution a and are coupled in
such a way that starting from a given point (x, t), with probability 1 − ε we draw
the same arrow ω1(x, t) = ω2(x, t) for both W 1 and W 2, and with probability ε we
choose ω1(x, t) and ω2(x, t) independently. We call (W 1,W 2) a pair of ε-coupled
discrete webs with jump kernel a. Note that W 1 and W 2 are independent as ε = 1,
and they are perfectly coupled as ε = 0.
In the specific example of ε-coupled discrete webs, or more generally for any pair
(W 1,W 2) of discrete sticky webs with collections of arrows (ω1, ω2), one can define
new collections of arrows by
ωl(x, t) := ω1(x, t) ∧ ω2(x, t) and ωr(x, t) := ω1(x, t) ∨ ω2(x, t). (1.34)
Letting W l and W r denote the associated discrete webs, we call (W l,W r) the discrete
left-right web associated with (W 1,W 2). In general, we say that a pair (W 1,W 2) of
discrete sticky webs is a discrete left-right web if ω1(x, t) ≤ ω2(x, t) a.s.
Given a pair (W 1,W 2) of discrete sticky webs, we let N denote the set of all
paths p with starting times σp ∈ Z∪{−∞} that at integer times pass through points
of Z2a and satisfy
p(t+ 1)− p(t) ∈ {ω1(p(t), t), ω2(p(t), t)} (t ≥ σp, t ∈ Z), (1.35)
with linear interpolation between integer times. We call N the discrete net associat-
ed with (W 1,W 2). In the special case that (W 1,W 2) is a pair of ε-coupled discrete
webs with jump distribution a, we say that N is a discrete net with jump kernel a
and (binary) branching probability ε. In the nearest neighbor case a = {−1,+1},
if (W l,W r) is a discrete left-right web and N is the associated discrete net, then,
using notation as in (1.5),
l(x,s)(t) ≤ p(t) ≤ r(x,s)(t)
(
p ∈ N(x, s), t ≥ s), (1.36)
but this property fails as soon as a has three or more elements.
In contrast, given a discrete net N , there is considerable freedom in how to define
two discrete sticky webs (W 1,W 2) such that N is given in terms of (W 1,W 2) as in
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(1.35). For simplicity, we will usually assume that our discrete nets are constructed
from a given pair of discrete sticky webs.
1.3.4 Convergence of simple discrete nets
Given a pair of ε-coupled discrete webs (W 1,W 2) with simple jump kernel a,
namely a = {−1,+1}, one can construct the associated discrete left-right web
(W l,W r) and the discrete net N . In this case, (1.36) shows that the order of paths
from W l, N and W r is kept, which naturally leads us to repeat the procedure of
hopping construction of the Brownian net as in Section 1.3.1 and finally show that
the simple discrete net N converges weakly to the Brownian net N in the diffusive
scaling limit. Indeed, the weak limit of (W 1,W 2) itself is a pair of sticky Brownian
webs (W1,W2) as stated in the following theorem, which follows easily from the
results in [SSS14].
Theorem 1.3.3 (Approximation construction of sticky Brownian webs). Let εn ↓ 0
and let a
(2)
n be probability distributions on {−1, 1}2. Let (ω1n, ω2n) denote a random
variable with law a(2), and assume that
(i) ε−1n E[ω1n] −→
n→∞
β1,
(ii) ε−1n E[ω2n] −→
n→∞
β2,








n) be discrete sticky webs with joint jump
distribution a
(2)
n and let (Wˆ 1n , Wˆ
2
n) be their duals. Then there exists a K(Π)2 ×
K(Πˆ)2-valued random variable (W1,W2, Wˆ1, Wˆ2), where (W1,W2) are sticky Brow-


















(W1,W2, Wˆ1, Wˆ2) ∈ · ], (1.38)
where ⇒ denotes weak convergence of probability measures.
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Theorem 1.3.3 can be viewed as an approximation method of defining sticky Brow-
nian webs. Sometimes we will call (W1,W2) as in Theorem 1.3.2 sticky Brownian
webs in the sense of marking construction and as in Theorem 1.3.3 sticky Brown-
ian webs in the sense of approximation construction in order to distinguish them.
However, one should keep in mind that Theorem 1.3.3 has already implied that two
definitions of sticky Brownian webs are equivalent. Later as we will see, a martingale
problem approach as introduced in [HW09b, Section 4] (see Section 1.4.2) can also
be used to define sticky Brownian webs with zero drifts, which will be sometimes
called sticky Brownian webs in the sense of martingale characterization. Of course
for such subclass of sticky Brownian webs, these three definitions will be shown to
be equivalent as well.
Similar to Theorem 1.3.1, the Brownian net can be obtained by hopping in sticky
Brownian webs, which follows easily from results in [SSS14].
Theorem 1.3.4 (Hopping construction of the Brownian net II). Let (W1,W2) be
a pair of sticky Brownian webs with drifts β1 ≤ β2 and coupling parameter κ. Then
N := Hint(W1 ∪W2) (1.39)
is the Brownian net with left and right speeds
βl := β1 − κ and βr := β2 + κ. (1.40)
Theorem 1.3.1 is a special case of Theorem 1.3.4 when κ = 0. Therefore the
last theorem provides a general hopping construction of the Brownian net. Besides,
there are other ways to construct the Brownian net such as the wedge and mesh
constructions in [SS08], which are useful in showing the weak convergence of simple
discrete nets to the Brownian net, see [SS08, Theorem 1.1]. A result slightly more
general than [SS08, Theorem 1.1] is stated as follows, while the proof can be done
in exactly the same way (see the heuristics of the proof in Section 1.3.5, below
Conjecture 1.3.8).
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Theorem 1.3.5 (Scaling limit of simple discrete nets). Let (W 1n ,W
2
n) be simple









[N ∈ · ], (1.41)
where ⇒ denotes weak convergence of probability measures and N is a Brownian
net with left and right speeds βl and βr as in (1.40).
1.3.5 Convergence of nonsimple discrete nets
The first main aim of this thesis is to generalize Theorem 1.3.5 to the discrete
nets constructed from nonsimple branching-coalescing random walks. In this section,
we will first state a convergence theorem of nonsimple sticky discrete webs to sticky
Brownian webs and a conjecture on the convergence of nonsimple discrete nets to the
Brownian net. We will then discuss our general strategy to deal with the nonsimple
case and the difficulties we meet at present. Eventually Theorem 1.3.9 on the lower
bound will be given as the main result we have.
In the spirit of Theorem 1.2.7, we prove a non nearest neighbor version of The-
orem 1.3.3 .
Theorem 1.3.6 (Scaling limit of nonsimple sticky webs). Let εn ↓ 0 and let
(W 1n ,W
2
n) be εn-coupled discrete webs with fixed jump distribution a satisfying (1.20),
that is,



























(W1,W2) ∈ · ], (1.43)
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where ⇒ denotes weak convergence of probability laws on K(Π)2 and (W1,W2) is
a pair of sticky Brownian webs with drifts β1 = β2 = 0 and stickiness parameter
θ = 2.
Remark 1.3.7. For nearest-neighbor εn-coupled discrete webs, the left-hand side
of (1.37) (iii) converges to 1, which seems to contradict the claim in Theorem 1.3.6
that θ = 2. There is no contradiction, however, since nearest-neighbor kernels do
not satisfy the aperiodicity assumption in (1.42). In general, we expect a stickiness
parameter θ = 2/m, where m is the period of a.
For nonsimple discrete nets, we conjecture as follows.
Conjecture 1.3.8 (Scaling limit of nonsimple nets). Let εn ↓ 0, let (W 1n ,W 2n) be
εn-coupled discrete webs with fixed jump distribution a satisfying (1.42), and let Nn










[N ∈ · ], (1.44)
where N is a Brownian net with left and right speeds βl = −1 and βr = +1.
Before discussing the strategy to prove Conjecture 1.3.8, we briefly introduce the
idea behind the proof of Theorem 1.3.5 due to [SS08].
Let (W ln,W
r









n) converge in distribution
to Brownian webs. Using (1.36), this can be seen to imply tightness of the laws





n, Nn) converges in law to a limit (W l,Wr,N∗). By Skorohod’s
representation theorem, we can assume that the convergence is a.s.
Now the main steps in the proof of [SS08, Thm 1.1] are as follows. First, it
is shown that (W l,Wr) is a left-right Brownian web characterized in terms of a
stochastic differential equation. Letting N denote the Brownian net associated
with (W l,Wr), it is then shown that the random set of paths N∗ above satisfies
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N ⊂ N∗ ⊂ N . In view of the hopping construction of the Brownian net, for the
lower bound, it suffices to prove that
Hint(W l ∪Wr) ⊂ N∗, (1.45)
which turns out to be rather easy. On the other hand, it is proved in [SS08, Thm 1.1]
that N∗ ⊂ N where N is the Brownian net obtained by the so-called wedge constuc-
tion, so in the end the proof is completed by showing that the hopping and wedge
constructions yield the same object.
If we want to prove Conjecture 1.3.8, then we will have to use quite a different
proof strategy than in [SS08] since the properties of non-crossing of paths (1.36) and
duality fail for nonsimple discrete nets.
For the lower bound, we will still proceed similarly, but instead of using left-
right webs we use ε-coupled webs. Thus, the first step is to prove Theorem 1.3.6,
where we need a suitable characterization of the limit object (W1,W2). Instead of
the “left-right stochastic differential equation” of [SS08], we will use a martingale
problem for sticky Brownian motions due to [HW09a] and hence sticky Brownian
webs in the sense of martingale characterization. Once this is done, the lower bound
follows as in (1.45). Here Theorem 1.3.4, which follows from results in [SSS14], tells
us that the lower bound is indeed a Brownian net as first constructed in [SS08].
As for the upper bound N∗ ⊂ N , we can no longer use the wedge construction
which depends crucially on duality. Moreover, the tightness of the sequence of
rescaled nonsimple discrete nets cannot be obtained as before either, because of the
lack of non-crossing property of paths (1.36). As a result we cannot even mention
the “weak limit” N∗. Hence to state a precise result for the lower bound part, we
need to do some preparations as follows.




Kn := {x ∈ E : ∃xn ∈ Kn s.t. xn → x},
lim sup
n→∞
Kn := {x ∈ E : ∃xn ∈ Kn s.t. x is a cluster point of (xn)n∈N}.
(1.46)
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Then the sequence Kn converges in the Hausdorff topology to a limit K ∈ K(E) if
and only if lim infn→∞Kn = lim supn→∞Kn = K, see [SSS14, Lemma B.1].
Let εn ↓ 0, and let (W 1n ,W 2n) be εn-coupled discrete webs with fixed jump distri-
bution a satisfying (1.42). By Theorem 1.3.6 and Skorohod’s representation theorem,
we can couple the (W 1n ,W
2
n) to a pair (W1,W2) of sticky Brownian webs with drifts












N := Hint(W1 ∪W2), (1.48)
which in light of Theorem 1.3.4 is the Brownian net associated with (W1,W2). In
particular, N is the Brownian net with left and right speeds βl = −1 and βr = +1.
The result on the lower bound can now be stated as follows.
Theorem 1.3.9 (The lower bound). Let εn ↓ 0, let (W 1n ,W 2n) be εn-coupled discrete
webs with fixed jump distribution a satisfying (1.42), and let Nn be the discrete nets
associated with (W 1n ,W
2
n). Then there is a pair of sticky Brownian webs (W1,W2)
and the associated Brownian net N as in (1.48) with left and right speeds βl = −1
and βr = +1, which satisfy the coupling as in (1.47) and
lim inf
n→∞
Sεn,σ2ε2n(Nn) ⊃ N a.s. (1.49)
Here is some discussion on the upper bound. Though the wedge construction
does not work now, there are still some directions one can try. For example, it is
possible to use a density argument. If N is a Brownian net and A is a closed subset
of the real line, then setting
ξAt :=
{
pi(t) : pi ∈ N (R× {0})} (t ≥ 0) (1.50)
defines a Markov process taking values in the closed subsets of the real line. This
Markov process is known as the branching-coalescing point set. It is known that
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ξAt comes down from infinity, in the sense that ξ
R
t is a locally finite subset of R for
each deterministic t > 0, with a known density. Moreover, as a result of a third
characterization of the Brownian net known as the mesh construction and proved
in [SS08], it is known that each path pi that lies entirely in the set{
(x, t) : t ≥ 0, x ∈ ξRt
}
(1.51)
is in fact a path in N . (This is known as the image set property, see [SS08,
Prop. 1.13].) In view of these facts, one can get upper bounds N∗ ⊂ N by esti-
mating the density of discrete nets.
1.4 Edwards-Wilkinson fluctuations in the Howitt-
Warren flows
This section is mainly devoted to explaining the second main result of the thesis,
namely finding out a continuum model falling in the Edwards-Wilkinson universal-
ity class. The theory of stochastic flows of kernels will be recalled in Section 1.4.1
as necessary background. In Section 1.4.2, based on martingale problems we will
introduce a class of stochastic flows of kernels that can be regarded as continuum
random environments, called the Howitt-Warren flows. We then consider random
motions in the Howitt-Warren flows (which are random environments) and give a
quenched invariance principle. In the same section, we will also revisit sticky Brow-
nian webs (in view of martingale characterization), which is related to Section 1.3.
In Section 1.4.3, the Howitt-Warren process is introduced and we will establish that
its current process has the universal Edwards-Wilkinson fluctuations.
1.4.1 Stochastic flows of kernels
As a first step, we recall the definition of a stochastic flow of kernels as introduced
in [LR04a], which is also recalled in [SSS14]. Given a Polish space E, let B(E)
be the Borel σ-field of E and M1(E) be the space of probability measures on E
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equipped with the topology of weak convergence and the associated Borel σ-field.
A random probability kernel on E is a measurable function K : Ω×E ×B(E)→ R
such that Kω(x, ·) ∈ M1(E), where (Ω,F ,P) is the underlying probability space.
We say that two random probability kernels K, K ′ are equal in finite dimensional
distributions if for any n and x1, ..., xn ∈ E, the distributions of the n-tuple of
random probability measures
(




K ′(x1, ·), ..., K ′(xn, ·)
)
are equal. We say that two or more random probability kernels are independent if
their finite dimensional distributions are independent. Under these notations, Le
Jan and Raimond (see [LR04a, Definition 1.6]) defines:
Definition 1.4.1. (Stochastic flow of kernels) A stochastic flow of kernels is a
collection (Ks,t)s≤t of random probability kernels on the Polish space E such that
(i) For every s ≤ t ≤ u and x ∈ E, almost surely, Ks,s(x, dz) = δx(dz) and∫
Ks,t(x, dy)Kt,u(y, dz) = Ks,u(x, dz) .
(ii) For every s ≤ t and u ∈ R, Ks,t and Ks+u,t+u are equal in finite dimensional
distributions.
(iii) For any t0 < · · · < tn, the random probability kernels (Kti−1,ti)ni=1 are indepen-
dent.
Remark 1.4.2. In general, it is not known whether condition (i) can be strength-
ened to
(i)’ A.s., Ks,s(x, dz) = δx(dz) and
∫
Ks,t(x, dy)Kt,u(y, dz) = Ks,u(x, dz) for all x ∈ E
and s ≤ t ≤ u,
so that (Ks,t)s≤t is a bona fide family of transition kernels of a random motion in a
random space-time environment and the kernels satisfy the Chapman-Kolmogorov
equation. However, for Howitt-Warren flows, this has been shown to be possible
in [SSS14]. Therefore the Howitt-Warren flows can be interpreted as random envi-
ronments for random motions while it is not generally true for stochastic flows of
kernels.
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Given a stochastic flow of kernels (Ks,t)s≤t, if we set
P
(n)
t−s(~x, d~y) := E
[
Ks,t(x1, dy1), · · · , Ks,t(xn, dyn)
]
(~x, ~y ∈ En, s ≤ t),
then it defines a family of Markov transition probability kernels on En. We call the
Markov process with these transition probabilities the n-point motion associated
with the stochastic flow of kernels (Ks,t)s≤t and a natural consistent condition is
satisfied. Conversely, a fundamental theorem of Le Jan and Raimond [LR04a, The-
orem 2.1] shows that any consistent family of Feller processes on a locally compact
space E gives rise to a stochastic flow of kernels on E and it is unique in the sense
that any two versions of such stochastic flows of kernels are equal in finite dimen-
sional distributions.
1.4.2 The Howitt-Warren flows and sticky Brownian webs
revisited
In this section, we will recall the Howitt-Warren flows, and in particular, the
martingale problem characterization of the Howitt-Warren 2-point motion. Based
on the the Howitt-Warren 2-point motion, we will introduce the martingale problem
method to characterize a class of special sticky Brownian webs. Finally, we will
state our theorems on the random motions in the Howitt-Warren flows, including
the quenched invariance principle for random motions in the Howitt-Warren flows.
Note that the results on sticky Brownian webs in this section is independent from
others in Section 1.4. Actually, it will be used in the proof of the first topic, that is,
the convergence of nonsimple branching-coalescing random walks to the Brownian
net. If one is only interested in the Edwards-Wilkinson fluctuations in the Howitt-
Warren flows, then it will be safe to skip Theorem 1.4.6.
Howitt and Warren constructed in [HW09a] a consistent family of Feller processes
on R via well posed martingale problems, which are Brownian motions with drift
β ∈ R and sticky interactions that can be characterized by a finite measure µ on
[0, 1]. The associated stochastic flow of kernels is now called the Howitt-Warren flow.
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The associated n-point motion evolves as n independent Brownian motions with the
same drift when they do not coincide, but it is possible that two or more Brownian
motions may meet at the same location because of the stickiness which makes the
n-point motion spend positive Lebesgue time together. In [SSS14, Proposition 2.3],
it was shown that for the Howitt-Warren flows, one can choose a set of probability
one on which the relations in Definition 1.4.1 (i) hold for all s ≤ t ≤ u and x ∈ E,
as pointed out in Remark 1.4.2.
To show the results in this thesis, it suffices to formulate the Howitt-Warren 2-
point motion, which we will recall here. For the formal definition of Howitt-Warren
n-point motions, we refer to either [HW09a, Definition 2.1] or [SSS14, Definition
2.2].
Definition 1.4.3. (Howitt-Warren 2-point motion) A Howitt-Warren 2-point
motion is an R2-valued process ~X = (X1(t), X2(t))t≥0 where (X1(t))t≥0 and (X2(t))t≥0
are two Brownian motions with some drift β ∈ R, the covariation process of X1 and











is a martingale with respect to the filtration generated by ~X.
Remark 1.4.4. ~X = (X1, X2) is also called a pair of sticky Brownian motions
with drift β and stickiness parameter θ ≥ 0. Here we need only one parameter
θ to characterize the stickiness of X1 and X2 when they intersect instead of a
finite measure µ needed to characterize the n-point motions as in [SSS14], where
θ = 4µ([0, 1]). Moreover, X1(t) −X2(t) is the well-known sticky Brownian motion
which can be obtained by time-changing a standard Brownian motion in such a way
that its local time at the origin becomes θ/2 times the real time, and it behaves as
a standard Brownian motion on R\{0}. In [HW09a], such ~X is called θ/2-coupled
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Brownian motions. However, the name “stickiness parameter” for θ is a bit of a
misnomer, since the higher θ is, the less sticky the Brownian motions are. For the
Howitt-Warren 2-point motion, we will give a SDE representation in Section 3.1.1.
The Howitt-Warren 2-point motion is well-defined via the martingale problem
characterization , which is shown as a special case of [HW09a, Thm 2.1]
Proposition 1.4.5 (Well-posed martingale problem). For each θ ≥ 0 and (x1, x2) ∈
R2, there exists a pair (X1, X2) of sticky Brownian motions with stickiness parameter
θ ≥ 0 and initial state (X10 , X20 ) = (x1, x2), and such a pair is unique in law.
Following this direction, it turns out in [HW09b] that there is a characterization
of sticky Brownian webs via the martingale problem, which will be called the martin-
gale characterization of sticky Brownian webs. For simplicity, we restrict ourselves
to the driftless case. We start by noting that each Brownian web W defines in a
natural way a filtration FWt , which is the σ-field generated by the restriction of all
paths inW to times ≤ t. For any two σ-fields F ,G, we let F ∨G := σ(F ∪G) denote
the smallest σ-field containing F and G. We extend the definition of a pair (X1, X2)
of sticky Brownian motions to the case that X1 = (X1t )t≥s1 and X
2 = (X2t )t≥s2 start
at possibly different starting times s1, s2 in the natural way, i.e., X1 and X2 are
Brownian motions relative to some common filtration, and the processes in (1.52)-
(1.53) which are defined for times t ≥ s1 ∨ s2 are martingales with respect to this
filtration. We generalize the result [HW09b, Theorem 4] as follows.
Theorem 1.4.6 (Martingale characterization of sticky Brownian webs I). There
exists a pair (W1,W2) of K(Π)-valued random variables whose joint distribution is
uniquely determined by the following properties:
(i) Both W1 and W2 are distributed as Brownian webs with zero drift.
(ii) For any deterministic time s ∈ R and positions y1, y2 ∈ R, let Y 1 ∈ W1 and
Y 2 ∈ W2 be the almost surely unique paths starting from (y1, s) and (y2, s),
respectively. Then (Y 1, Y 2) is a pair of sticky Brownian motions with stickiness
parameter θ, relative to the filtration FW1t ∨ FW2t .
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Moreover, such (W1,W2) is a pair of sticky Brownian webs with drifts 0 and stick-
iness parameter θ
Theorem 1.4.6 also provides a method to define the class of sticky Brownian webs
with zero drifts. To distinguish this from the earlier definitions of sticky Brownian
web, ifW1 andW2 are coupled as in Theorem 1.4.6, then we also say that (W1,W2)
are sticky Brownian webs in the sense of martingale characterization. In Section 2.2,
we will see that all definitions are equivalent if the drifts β1, β2 of sticky Brownian
webs are zero.
We now move back to the Howitt-Warren flows. Given a realization of the
Howitt-Warren flow (Kωs,t)s≤t, one can sample a set of independent random motions
(X1t , · · · , Xnt ). We let P (resp. E) denote the probability (resp. expectation) for
the environment ω, let P ω (resp. Eω) denote the quenched law (resp. quenched
expectation) for the random motions given the environment ω, and let P := EP ω(·)
(resp. E) denote the averaged law (or annealed law) (resp. averaged expectation)
for the random motions by integrating out the environment. Under this notation,
for example, two random motions (X1t , X
2
t ) independent under the law P
ω are in
fact a Howitt-Warren 2-point motion under the averaged law P .
It has been shown in [SSS14] that there is a graphical construction of the Howitt-
Warren flows. As a result, the Howitt-Warren flow can be viewed as a random
environment, which is a continuum analogue of a discrete i.i.d. space-time random
environment. If we consider a random motion (Xt)t≥0 starting from the origin in
the Howitt-Warren flow (Kωs,t)s≤t with drift β and characteristic measure µ (so that
the stickiness parameter for the 2-point motion is θ = 4µ([0, 1])), then there is an
almost sure quenched invariance principle for (Xt)t≥0, which is analogous to the one
for the random walk in i.i.d space-time random environment ( [RAS05, Theorem
1]).
Theorem 1.4.7 (Quenched invariance priciple). Let Yt := Xt−βt, then for P-a.e.ω,
the process (Ynt/
√
n)t≥0 converges weakly to a standard Brownian motion as n→∞.
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Moreover, for P-a.e.ω, n−1/2 maxs≤nt
∣∣EωXs− βs∣∣ converges to 0, and therefore the
same quenched invariance principle also holds for the process Y˜t := Xt − Eω[Xt].
Since P is invariant w.r.t. the space-time shift of the environment ω, this invariant
principle holds for the random motion starting from any space-time point.
If we use the superscript to represent the starting point of the random motion,
i.e., (Xx0,t0t )t≥t0 is a random motion starting from the space-time point (x0, t0), then
we can state a result of the quenched mean process as follows.
Theorem 1.4.8 (Gaussian limit). For every (t, r) ∈ R+ × R, define two rescaled
centered quenched means as follows:










]− r√n) , (1.54)










]− r√n− βnt) , (1.55)
then the finite dimensional distributions of the processes {an(t, r) : (t, r) ∈ R+ ×R}
and {bn(t, r) : (t, r) ∈ R+×R} converge to those of the Gaussian processes {a(t, r) :
(t, r) ∈ R+ × R} and {b(t, r) : (t, r) ∈ R+ × R} with covariance functions given by
Γ((t, r), (s, q)) and Γ((t ∧ s, r), (t ∧ s, q)) respectively, where




















same. Indeed, if we define the translation Tt,x of the random environment that makes
(x, t) the new space-time origin, then it is easy to see that bn(t, r) = an(t, r)◦Tnt,βnt.
(ii) For any (t, r) ∈ R+×R, an(t, r) is a random variable of the environment between
time −nt and 0. (iii) The variance of the quenched mean process is of order n1/2
(see Lemma 3.1.7 (ii)), and this leads to the choice of the scale n−1/4 in an(t, r) and
bn(t, r).
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1.4.3 The Howitt-Warren process and its dual smoothing
process
Given a Howitt-Warren flow (Kωs,t)s≤t, a Howitt-Warren process, which is a





0,t(x, dy) (t ≥ 0), (1.57)




Kω−t,0(x, dy)ζ0(y) (x ∈ R, t ≥ 0), (1.58)
where ζ0 ∈ Db(R), the space of bounded ca´dla´g functions on R. These two processes
are shown to be dual to each other in [SSS14, Lemma 11.1]. Indeed, from (Kωs,t)s≤t
one can define a dual Howitt-Warren process (ρˆt)t≥0, and regard ζt as its height
function at time t. (Hence the difference of ζt is the current process) To see this
fact at a heuristic level, we begin with the description of the discrete Howitt-Warren
flow.
Let Z2even:= {(x, t) : x, t ∈ Z, x + t is even}, where the first and second coordi-
nates are interpreted as space and time. Let ω := (ωz)z∈Z2even be i.i.d. [0, 1]-valued
random variables with common distribution Q. We view ω as a random space-time
environment for a random walk. That is, conditional on ω, if a random walk is at
time t at the position x, then in the next unit time step the walk jumps to x + 1
with probability ω(x,t) and to x− 1 with the remaining probability 1− ω(x,t).
If we use Qω(s,x) to denote the quenched law of a random walk X := (Xt)t≥s






defines the discrete Howitt-Warren flow (K¯ωs,t)s≤t. It is shown in [SSS14] that with
suitable assumption the discrete flow under diffusive scaling converges to the Howitt-
Warren flow, and a graphical construction analogous to the discrete one can be
carried over to the continuum level. A natural corollary of this graphical construction
is that in Definition 1.4.1, condition (i) can be strengthened to (i)’ for Howitt-Warren
flows.
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Recall that given a realization of the environment, one can sample coalescing
random walks starting from every point in Z2even, which is the discrete web W .
Moreover, its dual discrete web Wˆ can be coupled in the following way. Consider
the coalescing random walks running backwards in time, starting from every point
in Z2odd := Z2 \ Z2even. For each (x, t + 1) ∈ Z2odd, the backward walk at time t + 1
at the position x jumps to (x − 1, t) if the forward walk in the discrete web jumps
from (x, t) to (x + 1, t + 1), and otherwise the backward walk jumps to (x + 1, t).
The law of the dual discrete web determines the dual discrete Howitt-Warren flow,
and hence the dual Howitt-Warren flow (Kˆt,s)t≥s, which is equal in distribution to
the Howitt-Warren flow. Furthermore, noting the non-crossing property of paths,
we have the following relationship:
Ks,t
(
x, [y,∞)) = Kˆt,s(y, (−∞, x]) (x, y ∈ R, s ≤ t). (1.59)
In other words, if we sample a forward random motion X := (Xu)u≥s from the
space-time point (x, s) in (Ku,v)u≤v and a backward random motion Xˆ := (Xˆu)u≤t
from (y, t) in (Kˆv,u)v≥u, and if s ≤ t and Xt ≥ y, then since the paths of X and Xˆ
do not cross each other, we must have Xˆs ≤ x. Note that for deterministic y, the
probability that Xt = y is zero, therefore in (1.59) we can change the closed interval
to open interval.









ρˆ0(dy) (x ∈ R), (1.61)
we have that ζt is the height function of ρˆt, and by (1.59) the current flow of ρˆ over
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= ζt(y)− ζ0(x). (1.62)
As a result, considering the current fluctuations of the dual Howitt-Warren process
is equivalent to considering the fluctuations of the dual smoothing process.
Now we consider the fluctuations of a class of generalized dual smoothing pro-
cesses. For any deterministic point x0 ∈ R, we look at the fluctuation rescaled by
n−1/4 along the characteristic line x(t) = x0 − βt, namely the quantity
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For our purpose, we assume the following initial condition:





x∈R is a two-sided Brownian motion, independent of the Howitt-
Warren flow, with W (0) = 0, and f (n)(x) := nf(x
n
), where f is a C1 function such
that f(0) = 0, f ′ is bounded and satisfies the following Ho¨lder continuity condition:
there exist constants C > 0 and γ > 1/2 such that
|f ′(x)− f ′(y)| < C |x− y|γ (x, y ∈ R). (1.64)
It turns out that under Assumption I, as n tends to∞, {zn(t, r) : (t, r) ∈ R+×R}
converges to a Gaussian process {z(t, r) : (t, r) ∈ R+ × R} in finite dimensional
distributions. So we next describe the limiting process.
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Define a covariance function Γ0 on (R+ × R)× (R+ × R),
Γ0((t, r), (s, q)) :=
∫ ∞
r∨q












P (B(t) < z − r)P (B(s) < z − q) dz (1.65)
where B is a standard Brownian motion, and recall the covariance function Γ defined
in (1.56):










Then {z(t, r) : (t, r) ∈ R + ×R} is a mean zero Gaussian process with covariance
given by
Ez(t, r)z(s, q) = f ′2(x0)Γ((t, r), (s, q)) + Γ0 ((t, r), (s, q)) . (1.67)
In fact, the first term in the right-hand side of (1.67) comes from the fluctuation
caused by the dynamics, while the second is from the initial noise ζ0.
The above limiting process {z(t, r) : (t, r) ∈ R+×R} solves the linear stochastic
heat equation as described in Section 1.1 with zero initial condition, see [BRAS06].
Therefore the following theorem, which is the second main goal of this thesis, tells us
that the current process in the Howitt-Warren flows lies in the Edwards-Wilkinson
universality.
Theorem 1.4.10 (Edwards-Wilkinson fluctuations). Under Assumption I, the finite
dimensional distributions of the current fluctuations {zn(t, r) : (t, r) ∈ R+ × R}
defined in (1.63) converge weakly to those of the mean zero Gaussian process {z(t, r) :
(t, r) ∈ R+ × R} with covariance function (1.67).
1.5 Outline of the proofs
The rest of the thesis is aimed to provide the proofs of our results stated above.
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In Chapter 2 we prove our results on the weak convergence of branching-coalescing
random walk to the Brownian net. We will show the equivalence of three construc-
tions of Sticky Brownian webs, namely Theorem 1.3.2 on marking construction,
Theorem 1.3.3 on approximation construction and Theorem 1.4.6 on martingale
characterization. Along the way, we prove Theorem 2.1.2 on hopping construction
of the Brownian net via sticky Brownian webs, Theorem 1.3.5 on the convergence
of simple discrete nets and Theorem 1.3.6 on the convergence of nonsimple sticky
discrete webs. At the end of Chapter 2, we prove Theorem 1.3.9 on the lower bound.
In Chapter 3 we will first prove Theorem 1.4.7 on quenched invariance principle of
random motions in the Howitt-Warren flows, then Theorem 1.4.8 on the convergence
of centered quenched mean process, and eventually Theorem 1.4.10 on the Edwards-
Wilkinson fluctuations in the Howitt-Warren flows.
The thesis concludes with two appendices, one on the quenched invariance prin-





The main purpose of this chapter is to prove Theorem 1.3.9 on the lower bound of
the weak convergence of nonsimple discrete nets. To achieve this goal, we proceed in
three steps. In Section 2.1 we show that the marking construction (Theorem 1.3.2)
and the approximation construction (Theorem 1.3.3) of sticky Brownian webs are
equivalent, which follows easily from the results in [SSS14]. As a byproduct, the
weak convergence of simple discrete nets to the Brownian net (Theorem 1.3.5) is
established. Moreover, we will prove the hopping construction of the Brownian net
via sticky Brownian webs (Theorem 1.3.4) in the same section. We then show the
key result of this chapter in Section 2.2, that is, we make use of potential kernel to
show that the diffusive scaling limit of two paths in sticky discrete webs are sticky
Brownian motions in terms of a martingale problem (1.52)-(1.53). In particular,
applying this result to simple sticky discrete webs reveals the equivalence of the
approximation construction (Theorem 1.4.6) and the martingale characterization of
sticky Brownian webs. Combining Theorem 1.4.6 with the key result for nonsimple
case, we can furthermore show the convergence of nonsimple sticky discrete webs to
sticky Brownian webs (Theorem 1.3.6). We then use Theorem 1.3.6 to prove that if
the rescaled nonsimple discrete nets in Conjecture 1.3.8 converge to a (subsequential)
42
2.1 Equivalence of the constructions of sticky Brownian webs and the
Brownian net 43
limit N∗, then N ⊂ N∗, where
N := Hint(W1 ∪W2) (2.1)
is the Brownian net constructed by hopping between the sticky websW1 andW2 of
Theorem 1.3.6. Or more precisely, following the discussion at the end of Section 1.3.5
we prove Theorem 1.3.9.
In simple sticky discrete webs, one can find the leftmost and rightmost paths
thanks to the non-crossing property of paths. One can then show that they converge
to a pair of paths that solves the left-right SDEs (1.22), from which the left-right
Brownian web is constructed. However, this method fails for nonsimple discrete
nets. In contrast, the tools of potential kernel and sticky Brownian webs allow one
to avoid using non-crossing property of paths, which provides a second method to
show the lower bound. As far as we know, this is the first time to find a method to
build the lower bound for models with crossing paths.
2.1 Equivalence of the constructions of sticky Brow-
nian webs and the Brownian net
We consider the marking and approximation constructions of sticky Brownian
webs. As a first step, we prove Theorem 1.3.2, which follows from the results in
[SSS14].
Proof of Theorem 1.3.2 The fact that the limit in (1.30) (i) exists and that W ′
is a Brownian web with drift β′ := β + cr − cl follows from [SSS14, Theoremm 3.5].
Moreover, [SSS14, Theorem 4.4] allows one to construct a Brownian net N0 and
Brownian web W on the same probability space in the following way. Given the
Brownian net N0, one can define the so-called separation points S (see [SSS14,
Proposition 4.3]) at which there are exactly one equivalent class of incoming paths
and two equivalent classes of outgoing paths. For each z ∈ S, one can define
a {−1,+1}-valued function signpi(z) of paths pi ∈ N0 that enter z, according to
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whether the path goes along the left class of outgoing paths or the right class.
Conditional on N0, one can moreover define a collection of i.i.d. {−1,+1}-valued
random variables α = (αz)z∈S. Now conditioning on N and α, define the collection
W of paths pi ∈ N0 such that if pi enters some separation point z, then signpi(z) = αz.
It turns out that (W ,N0) is a coupling of a Brownian web and Brownian net,
see [SSS14, Proposion 4.4] for details. [SSS14, Proposition 4.5] then allows one to
switch and hop paths of W at a subset of separation points of N0 to obtain a
Brownian web W ′ and a Brownian net N as in (1.30), so that (1.30) (ii) holds.
Note that the parameters β, β′ and κ uniquely determine β, cl and cr, where the
latter set of parameters uniquely determine the distribution of sticky Brownian webs
(W ,W ′) by the Marking construction. Therefore the distribution is also uniquely
determined by β, β′ and κ.
Theorems 1.3.3 and 1.3.5 follow from the following, more precise statement,
which is a slight generalization of [SSS14, Theorem6.15 ]. Note that the theorem
also implies the equivalence of sticky Brownian webs in the sense of approximating
construction and the one in the sense of marking construction.
Theorem 2.1.1 (Scaling limit of simple sticky webs). Let (W 1n ,W
2
n) be simple dis-
crete sticky webs as in Theorem 1.3.3, let Nn be the associated discrete nets and let
(Wˆ 1n , Wˆ
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(W1,W2,N , Wˆ1, Wˆ2) ∈ · ], (2.2)
where ⇒ denotes weak convergence of probability measures on K(Π)3×K(Πˆ)2. Here
(W1,W2) is a pair of sticky Brownian webs with drifts β1, β2 and stickiness param-
eter θ in the sense of the marking construction, N is the associated Brownian net,
and (Wˆ 1n , Wˆ
2
n) are the duals of (W1,W2).
Proof We recall the coupling (W ,N ) of a Brownian web and a Brownian net as
in [SSS14, Proposition 4.4] (i.e., the coupling (W ,N0) in the last proof) from a
collection of i.i.d. random variables (αz). [SSS14, Theorem 6.15] shows that there
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are corresponding random variables (α
〈n〉
zn ) in the simple discrete nets Nn and hence
the associated discrete webs Wn, such that the following weak convergence holds.
P
[






(W ,N ) ∈ · ], (2.3)
Now instead of embedding one Brownian web inside a Brownian net, we need to
embed two sticky webs inside one net. Fortunately, [SSS14, Lemma 7.1] tells us
that we can choose a sequence of proper i.i.d. random vectors {~αz = (α1z, α2z)}z∈S,
where S is the set of separation points of N , such that the associated (W1,W2)
constructed from N and (~αz) is a pair of required sticky Brownian webs. Therefore,















n , Nn) converges weakly to
(W1,W2,N ) as the same as the proof of [SSS14, Theorem 6.15]. Since the weak
convergence of the dual sticky Brownian webs comes from the trivial argument, (2.2
is established.
In contrast to the equivalence of different constructions of sticky Brownian webs,
Theorem 1.3.4 shows that hopping in a pair of sticky Brownian webs provides an
equivalent construction of the Brownian net. The theorem follows from the following
statement, which is more precise.
Theorem 2.1.2 (Hopping construction of the Brownian net II). Let (W1,W2) be
a pair of sticky Brownian webs with drifts β1 ≤ β2 and coupling parameter κ, in the
sense of the marking construction, and let N be the Brownian net associated with
(W ,W ′). Then
N = Hint(W1 ∪W2). (2.4)
In the proof of Theorem 2.1.2, the image set property of the Brownian net
(see [SS08, Prop. 1.13]) is needed, which we state first. In the following, for any
K ∈ K(Π), let
∪K := {z ∈ R2 : ∃pi ∈ K s.t. z ∈ pi}. (2.5)
Let Πt := {pi ∈ Π : σpi = t} denote the space of all paths starting at time t.
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Proposition 2.1.3. Let N be a Brownian net (in the sense of the marking construction).
Then almost surely for all t ∈ [−∞,∞],
N ∩ Πt = {pi ∈ Πt : pi ⊂ ∪(N ∩ Πt)}. (2.6)
Proof of Theorem 2.1.2 Following the notations in Theorem 1.3.2 it is obvious
that for any n ∈ N, ∆ln∪∆rn is a finite subset of the set of intersection points between
W1 and W2. Recalling Hint(W1 ∪W2) in (1.39), we see that
hop∆ln∪∆rn(W) ⊆ Hint(W1 ∪W2). (2.7)
Therefore, letting n tends to ∞, we have the inclusion
N = lim
n→∞
hop∆ln∪∆rn(W) ⊆ Hint(W1 ∪W2). (2.8)
To show the other inclusion of (2.8) we apply Proposition 2.1.3. Since
W1 ∪W2 ⊆ N = lim
n→∞
hop∆ln∪∆rn(W), (2.9)
for any path pi ∈ Hint(W1 ∪ W2) with starting time σpi, by Proposition 2.1.3 pi ∈
N ∩ Πσpi . That is, Hint(W1 ∪W2) ⊆ N . Moreover, since N is compact, by taking
closure we obtain
Hint(W1 ∪W2) ⊆ N . (2.10)
2.2 Scaling limit of coupled discrete webs
In the present section, we investigate ε-coupled discrete webs defined in Sec-
tion 1.3.3. Using the potential kernels, we will show that the scaling limit of a pair
of paths from discrete webs satisfies the martingale problem (1.52)-(1.53) given in
Definition 1.4.3, which will be then used to prove Theorem 1.4.6 and 1.3.6.
Let a be a jump kernel on Z. Assume either that a is the simple random walk
kernel asimp from (1.3) or that a satisfies (1.20). Let σ
2 denote the variance of a
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and let m denote its period, which is m = 2 for asimp and m = 1 for a jump kernel





εn-coupled discrete webs with jump distribution a.
Let X1n, X
2
n be the a.s. unique paths W
i
n(xi,n, 0) = {X in} (i = 1, 2) starting at time
zero from deterministic points x1,n, x2,n ∈ Z; in the simple case, which is periodic,
assume moreover that x1,n, x2,n ∈ Zeven. Fix n for the moment. Then the difference
S(t) := X1n(t)−X2n(t) is a Markov chain in mZ with transition kernel
P (x, y) =

(1− εn)1{y=0} + εnP¯ (x, y) if x = 0,
P¯ (x, y) if x 6= 0,
(2.11)
where
P¯ (x, x+ y) :=
∑
z∈Z
a(z + y)a(z) (x, y ∈ mZ). (2.12)










G¯t(0, 0)− G¯t(x, 0)
]
<∞ (x ∈ mZ) (2.13)
exists; A¯ is called the potential kernel of the random walk with transition kernel P¯ .
Proposition 2.2.1 (Compensator of potential kernel). Let S denote the difference













where the limit runs through x ∈ mZ and σ20 = 2σ2 is the second moment of P¯ .
Proof In the aperiodic case m = 1, formula (2.15) follows from [Spi01, Prop. 29.2].
The general case follows by noting that now A¯(x) = A¯′(x/m), where A¯′ is the
potential kernel of the aperiodic random walk S¯/m.
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P¯ s(0, 0)− P¯ s+1(x, 0))
= A¯t(x) + P¯
0(x, 0)− P¯ t+1(x, 0).
(2.16)
Here limt→∞ P¯ t+1(x, 0) = 0 by the null-recurrence of the random walk with kernel
P¯ , while lim
t→∞
P¯ A¯t(x) = P¯ A¯(x) by [Spi01, Prop. 13.3], so we find that
P¯ A¯(x)− A¯(x) = 1{x=0} (x ∈ mZ). (2.17)
We claim that for the transition kernel P of the difference process S,
PA¯(x)− A¯(x) = εn1{x=0}. (2.18)
Indeed, when x 6= 0, by the definition (2.11) P (x, y) = P¯ (x, y) for all y ∈ Z. Hence
(2.17) is the same as (2.18) in this case. When x = 0, recalling (2.11) and using
A¯(0) = 0, we have
PA¯(0)− A¯(0) = (1− ε0)
∑
y∈Z
1{y=0}A¯(y) + ε0P¯ A¯(0) = ε0P¯ A¯(0) = ε0, (2.19)
where in the last equality we used (2.17).
In general, if S(t) is a Markov chain with countable state space and transition







(t ≥ 0) (2.20)
is a martingale as long as each term in this expression is in L1. Applying this to the
Markov chain S and the function A, using (2.18), we see that the process in (2.14)
is a martingale. Here, to check integrability, we have used that E[|S(t)|] < ∞ and
hence by (2.15) also E[A¯(S(t))] <∞.
Next we consider the convergence of a pair of paths (X1n, X
2
n) from each of the
discrete webs W 1n ,W
2
n . For technical convenience, the discrete paths in this subsec-
tion are interpolated in a piecewise constant, rather than in a linear way, and we
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will work on DRn [0,∞), the space of ca`dla`g functions from [0,∞) to Rn, equipped
with the Skorohod topology. Recall that for continuous local martingales M1 and
M2, there exists a unique process 〈M1,M2〉 of bounded variation such that
M1(t)M2(t)− 〈M1,M2〉(t) (2.21)
is a martingale (see [KS91, Def. 1.5.18]). Moreover, by [KS91, Thm. 3.7.1] one can
define a local time L(x, t) for any real square integrable continuous semimartingale







for any measurable function f : R→ R.
Now we are going to show:
Theorem 2.2.2 (Convergence including intersection times). Consider a sequence




n) with εn ↓ 0 and fixed jump kernel a.
Assume either that a = asimp or a satisfies (1.42). Let σ
2 denote the variance of a
and let m be the period of a, which is m = 2 for asimp and m = 1 otherwise. Let X
1
n




n starting at time zero at positions x1,n
and x2,n, respectively, such that (εnx1,n, εnx2,n)→ (y1, y2) as n→∞. Set
Y in(t) := εnX
i
n
(btnc) (i = 1, 2) and Zn(t) := ε2nσ2 btnc−1∑
s=0
1{Y 1n (s)=Y 1n (s)}, (2.23)
where tn := ε
−2
n σ
−2t. Then the process (Y 1n , Y
2
n , Zn) converges in distribution on
DR3 [0,∞) to a limiting process (Y 1, Y 2, Z), where (Y 1, Y 2) is a pair of sticky Brow-




1{Y 1(s)=Y 1(s)}ds. (2.24)
Proof Since X1n and X
2
n on their own are discrete random walks with the same kernel
a, thanks to the invariance principle, both Y 1n and Y
2
n converge to Brownian motions
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to show that (Y 1, Y 2) is a pair of sticky Brownian motions, it suffices to show (1.52)
and the process in (1.53) is a martingale. Along the way, we will see that Zn, as a
function of (Y 1n , Y
2
n ), also converges weakly to the process Z.







P (2)(x1, x2;x1 +z1, x2 +z2) =

(1− εn)1{z1=z2}a(z1) + εna(z1)a(z2) if x1 = x2,
a(z1)a(z2) if x1 6= x2.
(2.25)

















P (2)(x1, x2;x1 + z1, x2 + z2)(x1 + z1)(x2 + z2)− x1x2
= (1− εn)σ21{x1=x2}.
(2.27)
In terms of Y 1n and Y
2
n , whose trajectories are piecewise constant, for any t ≥ 0,
Y 1n (t)Y
2
n (t)− (1− εn)
∫ btcn
0
1{Y 1n (s)=Y 2n (s)}ds (2.28)
is a martingale, where btcn := ε2nσ2bε−2n σ−2tc = ε2nσ2btnc. Moreover, since the













1{Y 1n (s)=Y 2n (s)}ds (2.29)




1{Y 1n (s)=Y 2n (s)}ds, (2.30)
and notice that Zn(t) = Z˜n(btnc) for all t ≥ 0.
To prove the convergence of the discrete martingale (2.28) to a continuous one,
we adopt an argument in [SSS14, Prop. A.6] (an equivalent proof can be found
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in [HW09a]). First of all, recall that the laws of the processes (Y 1n , Y
2
n ) on DR2 [0,∞)
are tight. Secondly, since the slope of Z˜n is between zero and one, the sequence is
equicontinuous and by the Arzela`-Ascoli theorem tightness holds also for (Z˜n)n>0.
As a result, by going to a subsequence if necessary, we may assume that the joint
processes (Y 1n , Y
2
n , Z˜n) converge weakly in law, and by Skorohod’s representation
theorem (see e.g. [Bil88, Thm. 6.7]), we can couple the (Y 1n , Y
2
n , Z˜n)’s such that the
convergence is almost sure. Moreover, since for all t ≥ 0, the limiting distributions
of Y 1n (t) and Y
2
n (t) are normal and the Z˜n(t) are uniformly bounded by t, they are
uniformly integrable and thereby the convergence is also in L1. Let (Y 1, Y 2, Z∗)
denote the limiting process. Then, taking the limit in (2.28), we see that
Y 1(t)Y 2(t)− Z∗(t) (2.31)
is a martingale, hence




1{Y 1n (s)=Y 2n (s)}ds ∀t ≥ 0 a.s. (2.32)
Since 〈Y 1, Y 2〉(t) is nondecreasing in t by the above equality, almost surely d〈Y 1, Y 2〉(t)
defines a nonnegative measure on [0,∞), which implies that
〈Y 1, Y 2〉(t) ≥
∫ t
0
1{Y 1(s)=Y 2(s)}d〈Y 1, Y 2〉(s) (t ≥ 0). (2.33)
On the other hand, since for given t > 0, the function w 7→ ∫ t
0
1{w1(s)=w2(s)}ds is
upper semicontinuous with respect to the topology on DR2 [0,∞), formula (2.32)
implies that
〈Y 1, Y 2〉(t) ≤
∫ t
0
1{Y 1(s)=Y 2(s)}ds (t ≥ 0). (2.34)
To prove the other inequality in (2.34), let L(x, t) be the local time of the semi-
martingale Y 1 − Y 2, Applying (2.22) to the function f = 1{0}, we find that∫ t
0
1{Y 1(s)=Y 2(s)}d〈Y 1 − Y 2, Y 1 − Y 2〉(s) =
∫
R
1{0}(x)L(x, t)dx = 0. (2.35)
Since Y 1, Y 2 are standard Brownian motions, we have
〈Y 1 − Y 2, Y 1 − Y 2〉(t) = 〈Y 1, Y 1〉(t) + 〈Y 2, Y 2〉(t)− 2〈Y 1, Y 2〉(t)
= 2t− 2〈Y 1, Y 2〉(t).
(2.36)
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Inserting this into (2.35) yields∫ t
0
1{Y 1(s)=Y 2(s)}ds =
∫ t
0
1{Y 1(s)=Y 2(s)}d〈Y 1, Y 2〉(s). (2.37)
Combining the above equality with the inequalities (2.33) and (2.34) shows that
both inequalities are in fact equalities. That is,
〈Y 1, Y 2〉(t) = Z∗(t) =
∫ t
0
1{Y 1(s)=Y 2(s)}ds = Z(t) ∀t ≥ 0 a.s. (2.38)
Therefore, Y 1(t)Y 2(t) − ∫ t
0
1{Y 1(s)=Y 2(s)}ds is a martingale. Moreover, it is easy to
see that the almost sure convergence of Z˜n to Z implies the almost sure convergence
of Zn to the same limit, which implies the weak convergence of Zn.
To check that the process in (1.53) is a martingale, we take the limit in (2.29).
Since P¯ defined in (2.12) has second moment 2σ2, by Proposition 2.2.1, for any
δ > 0, there exists N > 0, such that for all integers |x| > N ,
∆(x) :=
∣∣2σ2A¯(x)− |x|∣∣ < δ|x|. (2.39)
Recalling tn := ε
−2
n σ
−2t, and defining CN := sup|x|≤N
∣∣2σ2A¯(x) − |x|∣∣ and Dn :=










≤ δ|εnDn(ε−2n σ−2t)|+ εnCN = δ|Y 1n (t)− Y 2n (t)|+ εnCN .
(2.40)






[Y 1n (t)− Y 2n (t)]/εn
)
= 0 ∀t ≥ 0 a.s. (2.41)











|Y 1n (t)− Y 2n (t)| =
m
2σ2
|Y 1(t)− Y 2(t)|.
(2.42)
Recalling (2.32) and (2.38), the almost sure limit of (2.29) is
m
2σ2




1{Y 1(s)=Y 2(s)}ds, (2.43)
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and thus (note that the convergence is also in L1)




1{Y 1(s)=Y 2(s)}ds (2.44)
is a martingale.
Therefore, the process (Y 1n , Y
2
n , Zn) converges in distribution on DR3 [0,∞) to
(Y 1, Y 2, Z), where (Y 1, Y 2) is a pair of sticky Brownian motions with stickiness
parameter 2/m and starting point (y1, y2).
Recall that the existence of the pair (W1,W2) of K(Π)-valued random variables
satisfying properties (i)-(ii) described in Theorem 1.4.6 is directly cited from [H-
W09b, Theorem 4]. Before proving that (W1,W2) is a pair of sticky Brownian
webs (in the sense of hopping construction), we call it a pair of sticky Brownian
webs in the sense of martingale characterization. To show that two definitions are
equivalent, we first show the following Theorem.
Theorem 2.2.3 (Scaling limit of coupled discrete webs). Consider a sequence of




n) with εn ↓ 0 and fixed jump kernel a.
Assume either that a = asimp or a satisfies (1.42). Let σ
2 denote the variance of a













(W1,W2) ∈ · ], (2.45)
where ⇒ denotes weak convergence of probability laws on K(Π)2 and (W1,W2) is
a pair of sticky Brownian webs with stickiness parameter θ = 2/m, in the sense of
martingale characterization.
Proof To prove the theorem, we can apply Theorem 1.2.7 which is due to [NRS05,
BMSV06]. This tells us that the rescaled webs Sεn,σ2ε2n(W
i
n) (i = 1, 2) converge














holds. In view of this, it suffices to show that any subse-
quential limit of these laws satisfies condition (ii) of Theorem 1.4.6, i.e., the two-point
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motions are sticky Brownian motions relative to the right filtration. By translation
invariance, it suffices to consider paths starting at time zero, where the required
result has been established in Theorem 2.2.2.
By combining Theorem 2.1.1 with Theorem 2.2.3, we are now also able to prove
the equivalence of the martingale and marking constructions.
Proposition 2.2.4 (Equivalence of the martingale and marking constructions).
Let (W1,W2) be a pair of sticky Brownian webs with stickiness parameter θ ≥ 0 in
the sense of the martingale characterization, and let (W ′1,W ′2) be a pair of sticky
Brownian webs with stickiness parameter θ and drifts β1 = β2 = 0 in the sense of
the marking construction. Then (W1,W2) is equal in law to (W ′1,W ′2).
Proof Let (W 1n ,W
2
n) be simple discrete sticky webs constructed from the kernel asimp
and branching probability θεn, instead of εn. On one hand, by Theorem 2.2.3, it is




n) converges weakly on K(Π)2 to the pair (W1,W2).
On the other hand, since such (W 1n ,W
2
n)’s satisfy the conditions in Theorem 1.3.3




n) converges weakly to (W ′1,W ′2).
Therefore, (W1,W2) is equal in law to (W ′1,W ′2).
Proof of Theorem 1.4.6 While the first half of the theorem is due to [HW09b,
Theorem 4], the second half is exactly Proposition 2.2.4.
Proof of Theorem 1.3.6 Since we have shown that the martingale characterization
of sticky Brownian webs is equivalent to the other two definitions, Theorem 2.2.3
implies the result.
2.3 Proof of the lower bound
Let εn ↓ 0, and let (W 1n ,W 2n) be εn-coupled discrete webs with fixed jump distri-
bution a satisfying (1.42). Recall that by Theorem 1.3.6 and Skorohod’s represen-
tation theorem, we can couple the (W 1n ,W
2
n) to a pair (W1,W2) of sticky Brownian
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N = Hint(W1 ∪W2), (2.47)
is the Brownian net associated with (W1,W2). We are now ready to prove Theo-
rem 1.3.9.
Proof of Theorem 1.3.9 Since lim infn→∞Kn is a closed set by the definition, it
suffices to show that
lim inf
n→∞
Sεn,σ2ε2n(Nn) ⊃ Hint(W1 ∪W2). (2.48)
Moreover, by (1.47), each path in W i (i = 1, 2) can be approximated by paths in
the rescaled discrete net. Therefore, to show (2.48), it suffices to show that for any
Y 1 ∈ W1 and Y 2 ∈ W2 such that t is a intersection time of Y 1, Y 2, the concatenated
path
Y := {(Y 1(s), s) : s ∈ [σpi1 , t]} ∪ {(Y 2(s), s) : s ∈ [t,∞]} (2.49)
belongs to the left-hand side of (2.48). Using notations and results in Theorem 2.2.2,
we can find Y 1n and Y
2




n , Zn) converges almost





resp. Y 1, Y 2. In particular, the almost sure convergence of Zn to Z implies that we




n (viewed as piecewise constant
paths) converging almost surely to t, such that Y 1n (tn) = Y
2
n (tn). Therefore, we can
also concatenate paths Y 1n and Y
2
n at tn in the discrete net, and the concatenated
paths converges almost surely to Y on K(Π). This completes the proof.
Chapter3
Edwards-Wilkinson fluctuations in the
Howitt-Warren flows
The purpose of this chapter is to provide a proof of Theorem 1.4.10 on the
Edwards-Wilkinson fluctuations of the current process of the Howitt-Warren process,
for which we will need to prove Theorem 1.4.7 on the quenched invariance principle
of random motions in the Howitt-Warren flows and Theorem 1.4.8 on the limit of
a quenched mean process in advance. To achieve the purpose, Section 3.1 provides
the SDEs for the Howitt-Warren 2-point motion, establishes some properties of
their collision local time, and computes the covariance of the 2-point motion, which
are served as preliminaries of the main proofs. Section 3.2 proves Theorem 1.4.7.
Section 3.3 and Section 3.4 prove Theorem 1.4.8 and Theorem 1.4.10 respectively.
Moreover, in Appendix A we provide a proof of the quenched invariance principle
of the random motion in an i.i.d. space-time random environment via the second
moment method (a result of independent interest).
Though Theorem 1.4.10 is a continuous analogue of the one for discrete random
average process, we need to use some different strategies to overcome the technical
difficulties in the continuum case. The quenched invariance principle of the random
walk in an i.i.d. space-time random environment, which is a discrete analogue of
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Theorem 1.4.7, was previously proved based on the view of the particle and mar-
tingale techniques in [RAS05]. However, this method can not be transferred to
the continuum case easily. Instead, we have applied the second moment method
to show Theorem 1.4.7, which is also efficient for the discrete case (we provide the
proof in Appendix A). Furthermore, we have taken advantage of self-duality of the
Howitt-Warren flows and different carefully-chosen couplings to approach several
estimates.
3.1 Howitt-Warren 2-point motion preliminaries
In this section we first give a set of SDEs that characterizes the Howitt-Warren
2-point motion, which are Brownian motions with sticky interactions when they
meet. We then derive two useful lemmas about the sticky Brownian motion. Lastly
we consider the covariance of the 2-point motion.
3.1.1 SDEs for the Howitt-Warren 2-point motion
We first recall the concept of local time of continuous local martingale, and then
give a set of SDEs which has a unique weak solution. We will show that a Howitt-
Warren 2-point motion can be represented by the weak solution of the SDEs. This
representation plays an important role throughout the paper.
In Section 3.7 of [KS91], local time of continuous semimartingale is discussed. It
is a generalized concept of local time of Brownian motion, first introduced by P. Le´vy,
which is used to measure the time that a Brownian motion spends in the vicinity of
a deterministic point. Here we only need to consider the local time Λx0(t, x) of local
martingale, and we list some properties of Λx0(t, x) as a proposition. For further
theory of local time, we refer to [KS91, Chapter 3].
Proposition 3.1.1. Let Xt = x0 + Mt be a continuous local martingale on some
probability space (Ω,F ,P), where X0 = x0 ∈ R, and (Mt)t≥0 with M0 = 0 is adapted
to a filtration (Ft)t≥0. Then there exists an a.s. unique process Λx0(t, x), which is
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called the local martingale local time, defined on R+×R×Ω, such that the following
holds:
(i) For all (t, x, ω) ∈ R+ × R× Ω, Λx0(t, x)(ω) is nonnegative.
(ii) For every fixed x ∈ R, Λx0(0, x) = 0, Λx0(t, x) is continuous and nondecreasing
in t, and ∫ ∞
0
1R\{x}(Xt)Λx0(dt, x) = 0, for P−a.e. ω ∈ Ω. (3.1)
(iii) (Tanaka-Meyer formula) For every fixed x ∈ R,
|Xt − x| = |X0 − x|+
∫ t
0
sgn(Xs − x)dMs + 2Λx0(t, x), (3.2)
where sgn(x) is the sign function.
(iv) If Xt is a Brownian motion Bt with B0 = x0 and E[B2t ] = σ2t (usually we
use the notation Lx0(t, x) instead of Λx0(t, x) in this case), then for every








and Lx0(t, x) is continuous in (t, x).
Later, when the starting point of Xt is clear, we will abbreviate the notation
Λx0(t, x) by Λ(t, x).
Now we consider the following SDEs:
dX1t = 1{X1t 6=X2t }dB
1
t + 1{X1t =X2t }dB
3
t + βdt,
dX2t = 1{X1t 6=X2t }dB
2
t + 1{X1t =X2t }dB
3
t + βdt,
θ1{X1t =X2t }dt = 2Λ(dt, 0),
(3.3)
with initial condition X10 = x1 and X
2
0 = x2. Here {Bit; i = 1, 2, 3} are independent
standard Brownian motions starting form the origin, θ is a constant parameter (later
we will see that θ coincides with the stickiness parameter given in Definition 1.4.3),
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and Λ(t, x) is the local time of the difference process X1t −X2t . Later for convenience
we will also use the parameter
ν := 1/θ. (3.4)
Note that from the first two equations, X1t −X2t must be a local martingale, which
leads to the existence of Λ(t, x) by Proposition 3.1.1. In particular, Λ(t, 0) is contin-
uous and nondecreasing in t for a.e. ω. Consequently, it induces a measure on R+
and the third equation of (3.3) is meaningful.
The SDEs (3.3) gives a representation of the Howitt-Warren 2-point motion as
stated in the following theorem.
Theorem 3.1.2. The SDEs (3.3) is well posed, i.e., for every initial condition
(x1, x2) ∈ R2, (3.3) admits a weak solution which is unique in law. Furthermore,
any Howitt-Warren 2-point motion (X1t , X
2
t ) is a solution of (3.3), and vice versa.
We prove this theorem by the following lemmas.
Lemma 3.1.3. Given initial condition X10 = x1, X
2
0 = x2 for any x1, x2 ∈ R, the
SDEs (3.3) has a weak solution, that is, there is a quintuple (X1, X2, B1, B2, B3)
and a filtration {Ft}t≥0 such that the quintuple is adapted to {Ft}t≥0, B1, B2, B3 are
independent Brownian motions and (X1, X2) satisfies (3.3) in Itoˆ-integral form.
Proof Let {B˜it, Bˆit; i = 1, 2, 3} be independent standard Brownian motions starting
from 0 and {Ft}t≥0 be the filtration generated by these Brownian motions. Define
Wt := x1 + Bˆ
1
t − x2 − Bˆ2t , then Wt is a Brownian motion and let L(t, x) denote the
local time of Wt.
Set At := t + 2νL(t, 0), then At is a strictly increasing and continuous function
and At ≥ t. Therefore, we can define the inverse function of At by Tt := A−1t and
define also St := t− Tt. Now let




St + βt, i = 1, 2. (3.5)






































t ) together with the filtration (Ft)t≥0
is a weak solution of (3.3).
To see this, first we note that the quintuple is adapted to {Ft}t≥0. Next we
are going to prove that B1, B2, B3 are independent Brownian motions by Le´vy’s






















s = 0 a.s.. Combining this with the fact that WTt = 0 if and only
if X1t = X
2

















and the quadratic variation



















1{X1s 6=X2s }ds, (3.8)
where the third equality holds because of Proposition 3.1.1 (ii). Hence by the inde-
pendence of Bˆ1 and B˜1, the quadratic variation of B1 is given by






1ds = t. (3.9)
Notice that B1t is a continuous martingale with respect to (Ft)t≥0, so by Le´vy’s
characterization B1t is a Brownian motion. Similarly, B
2
t is also a Brownian motion.
As to B3t , we have
〈B3〉t = St +
∫ t
0
1{X1s 6=X2s }ds = St + Tt = t, (3.10)
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which implies that B3t is also a Brownian motion. It is not difficult to see the




t since the covariation process of each two is zero.






























Thus X1t and X
2
t solve the first two equations of (3.3).
It remains to show that (X1t , X
2
t ) satisfies the third equation in (3.3). Since


















1{Ws=0}L(ds, 0) = 2νL(Tt, 0) = 2νΛ(t, 0).
(3.11)








t ) solves the SDEs (3.3).
Moreover, the weak solution of (3.3) is the Howitt-Warren 2-point motion.
Lemma 3.1.4. Given initial condition X10 = x1, X
2
0 = x2 for any x1, x2 ∈ R,
the solution (X1t , X
2
t ) (in weak sense) solves the martingale problem for the Howitt-
Warren 2-point motion as defined in Definition 1.4.3.
Proof Suppose that (X1t , X
2
t ) is a solution of (3.3). Then











where B1t and B
3
t are independent Brownian motions. It is easy to see that X
1
t −βt is
a continuous martingale and the quadratic variation is t. By Le´vy’s characterization
X1t − βt is a Brownian motion, and so is X2t − βt.
Furthermore, applying the Tanaka-Meyer formula to the martingale X1t − X2t ,
we have
|X1t −X2t | = |x1 − x2|+
∫ t
0
sgn(X1s −X2s )d(X1t −X2t ) + 2Λ(t, 0). (3.12)








(3.3), we conclude that ν|X1t −X2t | −
∫ t
0
1{X1s=X2s }ds is a martingale.
Therefore, the solution (X1t , X
2
t ) solves the martingale problem for the 2-point
motion.
Lastly, the uniqueness of the Howitt-Warren 2-point motion follows from the u-
niqueness of the Howitt-Warren martingale problems shown in [HW09a]. Therefore,
the second statement of Theorem 3.1.2 holds, and the solution of (3.3) is unique.
Thus, we have proved Theorem 3.1.2.
From now on, we will identify the Howitt-Warren 2-point motion and the solution
of (3.3), since we are only interested in the distribution of the 2-point motion.
3.1.2 Local time preliminaries
In this subsection, we always let (X1t , X
2
t ) be a Howitt-Warren 2-point motion
starting from (x1, x2), and θ = 1/ν be the stickiness parameter. We will derive the
first moment of the local time Λx1−x2(t, 0) of the difference process X
1
t −X2t at the
origin (X1t − X2t is indeed a sticky Brownian motion). This result will be used for
several times in Section 3.1.3, 3.2 and 3.3. We will also estimate the probability of
X1t − X2t visiting the origin between two fixed times, which will be applied in the
proof of Theorem 1.4.8.





denotes that there exists a constant C > 0 such that f(t) ≤ Cg(t) as t→∞.
























Proof We follow the notations in Lemma 3.1.3, and first derive the distribution of
the local time Λ(t, 0). In the proof of Lemma 3.1.3, we have the relation X1t −X2t =
WTt , where Wt is a Brownian motion with E[W 2t ] = 2t starting from x1−x2 and Tt is
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the time change defined in Lemma 3.1.3. For the local time Λ (resp. L) of X1−X2
(resp. W ), the equation Λ(t, x) = L(Tt, x) holds and in particular Λ(t, 0) = L(Tt, 0).
Temporarily we use the notation Λ(t) (resp. L(t)) to denote Λ(t, 0) (resp. L(t, 0))
in the left of this paragraph, and define the left inverse L−1(u) := inf{t : L(t) > u}




= u and L(t) ≤ u if and only if L−1(u) ≥ t.




and Tt = A
−1
t is a continuous and strictly increasing function













= L−1(u) + 2νu.
(3.14)
Thereby we have
P(Λ(t) ≤ u) = P(Λ−1(u) ≥ t) = P(L−1(u) ≥ t− 2νu), (3.15)
which is equivalent to
P(Λ(t, 0) > u) =




The distribution of L(t, 0) is standard, which is given by
P(L(t, 0) = 0) = 2Φ






P(L(t, 0) > u) = 2− 2Φ





, for all u ≥ 0. (3.18)
In fact, since L(t, 0) is the solution of a Skorohod equation (see Lemma 6.14 in [KS91,
Chapter 3]), the distribution of L can be easily derived by solving the Skorohod
equation.
We then consider the expectation E [Λ(t, 0)]. When x1 − x2 = 0, for t > 0,
P(Λ0(t, 0) = 0) = P(L0(t, 0) = 0) = 0 (3.19)
P(Λ0(t, 0) > u) =
 P(L0(t− 2νu, 0) > u) = 2− 2Φ( u√t−2νu), t > 2νu > 0;0, 2νu ≥ t > 0.
(3.20)
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Therefore,
E [Λ0(t, 0)] =
∫ ∞
0












2 is the Gaussian density. For the right-hand side of (3.21),
change the order of the integrals, use the substitution z =
√
ν2y2 + t/ν and apply
integration by parts,








































1− Φ(√t/ν)]− 1) ν. (3.22)
Note that ex
2/2 (1− Φ(x)) is a decreasing function when x ≥ 0, so the term in
the bracket of the last line in (3.22) is bounded by 3. Consequently, the order of
E [Λ0(t, 0)] is t1/2.
Generally when x1 − x2 6= 0, according to (3.16)-(3.18), for all u ≥ 0,
P
(
Λx1−x2(t, 0) > u
) ≤ P(Λ0(t, 0) > u). (3.23)
Hence,
E[Λx1−x2(t, 0)] ≤ E[Λ0(t, 0)] = O(t1/2). (3.24)
This completes the proof.
Lemma 3.1.6. Let x1−x2 = 0 and W˜t := X1t −X2t . For a fixed t, let Ek :=
{
W˜s =
0 : for some s ∈ (kt, (k + 1)t]}. Then for any α > 0,
n∑
k=0
P(Ek) = o(n1/2+α), (3.25)




denotes that f(n)/g(n)→ 0 as n→∞.
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Proof W˜t can be obtained by time-changing a Brownian motion Wt as in Lem-
ma 3.1.5. Following the notations there, we write At = t+ 2νL0(t, 0), where L0(t, x)
is the local time of Wt, and Tt = A
−1
t so that W˜t = WTt . Now we define a measure
m(dx) := dx + 2ν1{0}(x) (in some references this measure is called speed measure,
see [Fre71]), then by Proposition 3.1.1 (ii), (iv) and E[W 2t ] = 2t, for any bounded




















Since L0(Tt, x) = Λ0(t, x), where Λ0(t, x) is the local time of W˜ , this equality is






Taking differentiation of both sides with respect to t and then taking the expectation





From the expression (3.13), pt(0) ≤ Ct−1/2 for some constant C when t is large
enough. Note that W˜ behaves as a Brownian motion when it is not at 0, and m
is Lebesgue measure on R\{0}. Consequently, pt(x) ≤ Ct−1/2 also holds for x 6= 0.
Hence for any K > 0,
P(|W˜t| ≤ K) =
∫ K
−K
pt(x)m(dx) ≤ (K + 2ν)Ct−1/2 (3.29)
For the event Ek and any α > 0,
P(Ek) ≤ P(Ek ∩ {|W˜kt| > (kt)α}) + P({|W˜kt| ≤ (kt)α}). (3.30)
Conditional on W˜kt = x > 0, the probability of W˜s hitting 0 on [kt, (k + 1)t] is the
same as the one of a Brownian motion starting from x hitting 0, and it decreases as
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|x| increases. Therefore, recall the definition of Ek,







where the right-hand side is the probability of a Brownian motion starting from
(kt)α hitting zero before time t. Since 1− Φ(x) has a Gaussian decay,
P(Ek ∩ {|W˜kt| > (kt)α}) ≤ Ck−1/2+α. (3.32)
Applying (3.29) and (3.32) to (3.30), we have
P(Ek) = O(k−1/2+α). (3.33)
Since α > 0 is arbitrary, taking summation of (3.33) from 1 to n gives the desired
result.
3.1.3 Variance of the 2-point motion
In this subsection, we will compute the covariance of the Howitt-Warren 2-point
motion. The following lemma and remark will be applied in Section 3.2 and 3.3.
Lemma 3.1.7. Let (X1t , X
2
t ) be a Howitt-Warren 2-point motion starting from
(x1, x2) with stickiness parameter θ = 1/ν. Then the covariance can be expressed as
Cov(X1t , X
2


















1− Φ(√t− s/ν)]− 1}∂Ψ
∂s
(x1 − x2, s)ds, (3.36)
where Ψ(x, s) = 2 − 2Φ(|x|/√2s), and Φ is the standard Gaussian distribution
function. Moreover, (i) ∂G
∂x





nG(x, t), and (iii) for the covariance function Γ as given in
(1.56), Γ
(
(t, x1), (t, x2)
)
= G(x1 − x2, t).
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Proof Assume the drift β = 0 without loss of generality. Note that by Defini-






1{X1s=X2s }ds = ν
(
E|X1t −X2t | − |x1 − x2|
)
. (3.37)
In order to show (3.34), one only need to compute the first moment of the sticky
Brownian motion W˜t = X
1
t − X2t . Let τ be the stopping time of W˜t first hitting
the origin. Since before τ , |W˜t| behaves as a Brownian motion Wt with quadratic
variation 2t and starting point |x1 − x2|, by the reflection principle,
P (τ > t) = P( inf
0≤s≤t
Ws > 0) = 2− 2Φ
( |x1 − x2|√
2t
)
= Ψ(x1 − x2, t). (3.38)
Let σ be the stopping time of Wt first hitting the origin. Note that on the event
{σ ≤ t}, the expectation of Wt is 0.
E
[|W˜t|1{τ>t}] = E[Wt1{σ>t}] = E[Wt]− E[Wt1{σ≤t}] = |x1 − x2|. (3.39)
This last calculation implies that
E
∣∣W˜t∣∣− |x1 − x2| = E[|W˜t|1{τ≤t}]. (3.40)
Conditional on the stopping time τ , W˜t is a sticky Brownian motion starting from 0.
Consider the first moment of a sticky Brownian motion W˜ 0s starting form the origin
with stickiness also at the origin. By the Tanaka-Meyer formula and Lemma 3.1.5,
E
∣∣W˜ 0s ∣∣ = 2E[Λ0(s, 0)] = 2√2/pi s1/2 + 2ν (2es/2ν2[1− Φ(√s/ν)]− 1) . (3.41)

































1− Φ(√t− s/ν)]− 1}P (τ ∈ ds) (3.43)
= G(x1 − x2, t) +H(x1 − x2, t).
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As for the statement (i), since ex
2/2(1− Φ(x)) is bounded by 1 when x ≥ 0, for
all x and t,
|H(x, t)| ≤ 2ν2 ∫ t
0
(2 + 1)P (τ ∈ ds) ≤ 6ν2, (3.44)∣∣∣∂G∂x (x, t)∣∣∣ = √2ν∣∣∣ ∫ 2t/x20 −xspis3/2√2t−x2se−1/2sds∣∣∣ ≤ 2νpi ∫ 2t/x20 |x|√s(2t−x2s)ds ≤ 2ν.(3.45)
(ii) follows directly form the expression of G. By basic calculus,
Γ
(




t = G(0, t) (3.46)






















(t, x1 − x2), (t, 0)
)
. (3.49)
Hence the identity in (iii) holds. At first sight, this identity is not trivial, so we also
provide a probabilistic explanation in Appendix B.
Remark 3.1.8. Note that the Howitt-warren flow has independent increments, i.e.,
the random environment on disjoint time intervals are independent. Therefore, one
can easily modify the above proof to obtain the following conditional covariance of
two random motions in the Howitt-Warren flow: for t > s,
E
[
〈X1, X2〉(t)− 〈X1, X2〉(s)
∣∣∣(X1s , X2s )] = G(X1s −X2s , t− s) +H(X1s −X2s , t− s),
(3.50)
where 〈X1, X2〉 denotes the covariation process. (3.50) will be used in the proof of
Lemma 3.3.2.
3.2 Proof of Theorem 1.4.7
The proof of Theorem 1.4.7 is based on a second moment method, which is
inspired by [BCDG13]. The idea is that the averaged law of a random motion (Xt)t≥0
in the Howitt-Warren flow converges to the law of a drifted Brownian motion, and
3.2 Proof of Theorem 1.4.7 69
the quenched law satisfies a law of large numbers by variance calculations so that it
also converges to the same limit. In the proof, we consider a class of test functions
applied to Y (n) := (Ynt/
√
n)0≤t≤T for some fixed T > 0, where Yt := Xt − βt, and
bound the variance of their quenched mean Eωf(Y (n)) in such a way that we can
apply the Borel-Cantelli lemma to get an almost sure convergence for a subsequence
of the quenched mean. Then with some modification we will reach our goal. This
method can also be applied to show the quenched invariance principle for the random
walk in an i.i.d. space-time random environment (see Appendix A). We begin with
two lemmas.
Lemma 3.2.1. Let T > 0, and C[0, T ] be the space of continuous function on
[0, T ] equipped with the sup norm ‖ · ‖. If for any bounded Lipschitz function
f : C[0, T ] → R, Eω[f(Y (n))] converges to E[f(B)] a.s. as t tends to ∞, where
B := (Bt)0≤t≤T is a standard Brownian motion, then for P− a.e. ω, Y (n) converges
weakly to B.
Proof It suffices to show that there exists a convergence determining class for C[0, T ]
that consists of countably many bounded Lipschitz functions. However, the proof of
Proposition 3.17 in [Res87] shows how to find such a convergence determining class
for general Polish space. As a particular case Lemma 3.2.1 holds.
To check the almost sure convergence for bounded Lipschitz function f , we first
consider its variance.
Lemma 3.2.2. For any bounded Lipschitz function f and a random motion (Xt)t≥0
with X0 = 0 in the Howitt-Warren flow, there exists a constant Cf,T,ν > 0, depending




Eωf(Y (n))− Ef(B))2] ≤ Cf,T,νn−1/4. (3.51)






0 = 0 be two independent random motions in
the same environment, i.e., for a fixed realization of the Howitt-Warren flow. Then
3.2 Proof of Theorem 1.4.7 70
under the averaged law P , (X1t , X
2
t ) is a 2-point motion. Moreover, by Theorem















independent Brownian motions. Let Y it := X
i
t − βt, Y i,(n) := (Y int/
√
n)0≤t≤T for
i=1,2, and Bj,(n) := (Bjnt/
√
n)0≤t≤T for j = 1, 2, 3.
E



















































2 ≤ CT,νn− 14 , (3.52)
where the first equality holds because of the coupling (3.3), the second step is by





are independent in a same environment ω and evolve as a 2-point motion under the








≤ ‖ f ‖∞ Cf
(
E
[ ‖ Y 1,(n) −B1,(n) ‖ ]+ E[ ‖ Y 2,(n) −B2,(n) ‖ ])
≤ Cf,T,νn−1/4, (3.53)
where the first inequality holds because f is Lipschitz with Lipschitz constant Cf .
Now we can finish the proof of Theorem 1.4.7.
Proof of Theorem 1.4.7 For the first statement, we only need to prove that for
all T > 0, (Ynt√
n
)0≤t≤T converges weakly to (Bt)0≤t≤T in C[0, T ] equipped with the
sup norm. We follow the notations given in Lemma 3.2.1 and Lemma 3.2.2. By
Lemma 3.2.1, it only remains to show that for each bounded Lipschitz function f ,
a.s., Eωf(Y (n))→ Ef(B). Without loss of generality, we assume Y0 = 0.
First, observe that along a subsequence kn = n
5, the almost sure convergence
holds. Indeed, for any  > 0, by Lemma 3.2.2 and the Markov inequality,
P
(∣∣Eωf(Y (n5))− Ef(B)∣∣ ≥ ) ≤ Cf,T,ν−2n−5/4. (3.54)
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It is summable, and hence by the Borel-Cantelli lemma Eωf(Y (n
5))→ Ef(B) a.s..
For general m ∈ [n5, (n+1)5), we bound the maximum of the differences between
Eωf(Y (m)) and Eωf(Y (n
5)). Since (n+ 1)5 − n5 ≤ 6n4 for large n,
max
n5≤m<(n+1)5













≤ C ′fn−1 max
n5≤m<(n+1)5








∣∣Yn5t+sT − Yn5t∣∣]. (3.55)
For the process Mt := sup0≤s<6n4
∣∣Yn5t+sT − Yn5t∣∣, we note that for any s ≤ t ≤
s+6n4T , Mt ≤Ms+Ms+6n4T . Therefore, setting Tn := {6Tk/n : 0 ≤ k ≤ [n/6]+1}
gives the following bound:
sup
0≤t≤T
Mt ≤ 2 max
t∈Tn
Mt (3.56)
Moreover, since Yt = Xt − βt is a standard Brownian motion starting form 0 under
the averaged law P , the k-th moment of sup0≤s≤t |Ys| is of order tk/2 and Mt has

















































∣∣∣Eωf(Y (m))− Eωf(Y (n5))∣∣∣ −→ 0. (3.59)




which finishes the proof of the first part.
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To show that for P-a.e. ω, Zn := n−1/2 maxs≤nt
∣∣EωXs − βs∣∣ converges to 0, we





∣∣EωXs − βs∣∣)2] ≤ 4n−1E[Y 1ntY 2nt] = O(n−1/2), (3.60)
Therefore, the order of the second moment of Zn is n
−1/2. So along the subsequence






∣∣Eω[Xs −Xn3t]− β(s− n3t)∣∣. (3.61)
Similar argument as (3.57) and (3.58) can be applied here, and therefore we can
show that for P-a.e. ω, max
n3≤k<(n+13)
∣∣Zk − Zn3∣∣ converges to 0. Thus for P-a.e. ω, Zn
converges to 0.
3.3 Proof of Theorem 1.4.8
In this section we will only focus on an(t, r) as defined in Theorem 1.4.8, since
the proof for bn(t, r) can be easily obtained by a translation of the environment, see
Remark 1.4.9.
The strategy is essentially the same as in [BRAS06]. We proceed in two step-
s. First it will be shown in Lemma 3.3.2 that for a fixed time t, the distribu-
tion of (an(t, r1), · · · , an(t, rk)) for any given integer k > 0 converges weakly to
(a(t, r1), · · · , a(t, rk)).
In the second step, observe that by decomposing Xr
√
n−βnt,−nt
0 in terms of its
3.3 Proof of Theorem 1.4.8 73
increments on [−nt,−n(t− s)] and [−n(t− s), 0],

































































−n(t−s) + βns ∈ dz
)
+ an(t− s, r) ◦ T−ns,−βns, (3.62)
where Tt,x denotes the translation of the random environment that makes (x,t) the
new space-time origin. Here we note that in the decomposition, as functions of the
random environment in disjoint time intervals, an(s,
z√
n
) and an(t− s, r) ◦ T−ns,−βns
are independent, while the random measure in the right-hand side of (3.62) converge
to Gaussian distribution by Theorem 1.4.7.




in Theorem 1.4.8, [BRAS06,
Lemma 3.1] shows that
Proposition 3.3.1. There is a version of the Gaussian process {a(t, r) : (t, r) ∈
R+ × R} that is continuous in (t, r). Moreover, given 0 = t0 < t1 < · · · < tn, let
{a˜(ti − ti−1, ·) : 1 ≤ i ≤ n} be independent random functions such that a˜(ti − ti−1, ·)
has the distribution of a(ti − ti−1, ·) for all i. Define a∗(t1, r) = a˜(t1, r) for r ∈ R
and inductively for i = 2, · · · , n and r ∈ R,
a∗(ti, r) :=
∫




dz + a˜(ti − ti−1, r), (3.63)
where φ(x) = 1√
2pi
e−x
2/2. Then the joint distribution of the random functions {a∗(ti, ·) :
1 ≤ i ≤ n} is the same as that of {a(ti, ·) : 1 ≤ i ≤ n}.
We see that the decompositions (3.62) and (3.63) have the same structure. In
order to show the convergence of the finite dimensional distributions of an(t, r), we
only need to take advantage of this structure, and apply induction to an(t, r).
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3.3.1 A deterministic time-level
In this section we prove the weak convergence of the finite dimensional distribu-
tions of an(t, r) for a fixed time t as formulated in the following lemma:
Lemma 3.3.2. For any fixed t > 0 and N ∈ N, let r1 < · · · < rN be N points on
the real line. Then the RN -valued random vector (an(t, r1), · · · , an(t, rN)) converges





(t, ri), (t, rj)
))
1≤i,j≤N , where Γ
(









Proof By the Crame´r-Wold device, we only need to show that for each ~θ ∈ RN ,∑N
i=1 θian(t, ri) converges weakly to
∑N






we have the decomposition
N∑
i=1





















Xn.ikt −Xn.i(k−1)t − βt
])
, (3.65)





Xn.ikt −Xn.i(k−1)t − βt
]
and the filtration
Fn,k := σ (Ku,v : −nt ≤ u ≤ v ≤ −nt+ kt) k = 0, 1, 2, · · · ,
where (Ks,t)s≤t is the underlying Howitt-Warren flow, then
∑N
i=1 θian(t, ri) =
∑n
k=1 zn,k,
and the process (
∑j








j=0 is a martingale with respect to the filtration (Fn,j)nj=1,
where zn,k is the martingale difference.
Recall that our goal is to prove that
∑n
k=1 zn,k converges in distribution to a
Gaussian. By the martingale central limit theorem [Dur04, Chapter 7, Theorem




















] P−→ 0. (3.67)
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] P−→ 0 (as n→∞), (3.68)


























Xn.ikt −Xn.i(k−1)t − βt
)6 ]
= C(N, t, ~θ)n−1/2, (3.69)
where in the last equality we used that Xn.ikt −Xn.i(k−1)t is a Brownian motion with drift
β under the averaged law P and therefore the 6th-moment is a constant depending
on t.
It only remains to check condition (3.66). First note that if given the environ-
ment ω we take independent copies X1,n.i, X2,n.i of Xn,i, then under the averaged law






















































θiθjΓ ((t, ri), (t, rj)) . (3.70)







]− E [z2n,k] ) P−→ 0. (3.71)
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∣∣Fn,l]− E [z2n,k∣∣Fn,l−1] ) (3.73)
is a random variable determined by the environment up to time lt−nt. Consequently,















l=1 E [R2l ].
Before bounding the second moment of (3.72), let us carefully explain the mean-
ing of some probability laws, which will be used throughout the following paragraphs.
Later we will need to sample a set of 2k random motions under a particular law,
such that before a fixed time lt−nt the random motions behave as a Howitt-Warren
2k-point motion, and after lt− nt, the set of random motions behave as two sets of
independent Howitt-Warren k-point motion. Formally, let ~Xk (resp. ~Y k) denote k
random motions. Since the Howitt-Warren flow has independent-increments prop-
erty, under the law E
[
P ω( ~Xk ∈ ·)∣∣Fn,l], which has averaged over the environment
after time lt−nt, the behavior of k random motions ~Xk is as follows. ~Xk evolves in
a fixed realization ω of the random environment before time lt− nt, and evolves in
the averaged environment after lt−nt (i.e., ~Xk is dominated by the averaged law P
and evolves as a Howitt-Warren k-point motion after lt − nt). For convenience we
introduce
P ωl ( ~X
k ∈ ·) := E[P ω( ~Xk ∈ ·)∣∣Fn,l]. (3.74)
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We then explain the more complicated law
Pl
(
( ~Xk, ~Y k) ∈ ·) := E[P ωl ( ~Xk ∈ ·)P ωl (~Y k ∈ ·)]. (3.75)
To understand it, we only need to first couple ~Xk and ~Y k such that they are in-
dependent under law P ωl , and then average over the random environment ω before
time lt− nt (since under law P ωl , the random environment after lt− nt is averaged
already). As a result, under law Pl, ( ~X
k, ~Y k) is a Howitt-Warren 2k-point motion up
to time lt− nt, and then splits into two sets of independent Howitt-Warren k-point
motions.
In this paragraph let ~X (resp. ~Y ) denote two random motions (X1,n,i1 , X2,n,i2)
(resp. (Y 1,n,i3 , X2,n,i4)), where the latter notation is defined in (3.64), and define
Il(~x) := G
(




x1 − x2, (n− l)t
)
(3.76)
for short, where G and H are defined in (3.34). Recall that then ~Xs denotes the
spatial location of ~X at time s− nt and hence only depends on the environment of
time interval [−nt, s−nt]. To bound the second moment of Rl, we consider the first







































where in the second equality we used the independence and the conditional covari-
ance function given in Remark 3.1.8, and in the last equality we could change Eωl
to Eω because ~Xlt depends on the environment up to time lt−nt. Similarly, for the
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]− El−1[I( ~Xlt)I(~Ylt)], (3.79)
where in the second equality we used the notation in (3.75). ( ~X, ~Y ) in the first term
of (3.79) is a Howitt-Warren 4-point motion. On the other hand, by the explanation
below (3.75), ( ~X, ~Y ) in the second term of (3.79) is a Howitt-Warren 4-point motion
before (l − 1 − n)t, and splits into two sets of independent Howitt-Warren 2-point
motions during time interval [(l−1−n)t, (l−n)t]. Since before time (l−1−n)t, law
P and Pl−1 are equal, we can subtract I( ~X(l−1)t)I(~Y(l−1)t) from both expectations of
(3.79). Therefore, (3.79) can be rewritten as
E
[



















Now let Al denote the event that for some fixed time s ∈
(
(l − 1 − n)t, (l − n)t],
{X1,n.i1s , X2,n.i2s } ∩ {Y 1,n.i3s , Y 2,n.i4s } 6= φ. Notice that on the event Acl , the Howitt-
Warren 4-point motion evolves in the same way as two sets of independent Howitt-
Warren 2-point motions. Therefore, the averaged law P and law Pl−1 are equal
restricted on the event Acl for (
































It then suffices to bound the right-hand side of (3.81), for which we will bound the
first term. Recall that Il(~x) := G
(




x1 − x2, (n − l)t
)
, and
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by Lemma 3.1.7 (i) ∂G
∂x
and H are uniformly bounded by 2ν and 6ν2 respectively.
Thereby, (
I( ~Xlt)− I( ~X(l−1)t)





∣∣X2,n.i2lt −X2,n.i2(l−1)t∣∣2 + Cν . (3.82)










∣∣X1,n.i1lt −X1,n.i1(l−1)t∣∣2]+ 12ν2E[1Al∣∣X2,n.i2lt −X2,n.i2(l−1)t∣∣2]+ CνP (Al)






where in the second inequality we decomposed the expectation into two parts:
|X1,n.i1lt − X1,n.i1(l−1)t| > n1/6 and |X1,n.i1lt − X1,n.i1(l−1)t| ≤ n1/6, and in the first part we
used 1Al ≤ 1, while in the second part we bounded the random motion directly by
n1/6. Since the tail probability of a Brownian motion at a fixed time has a Gaussian















I( ~Xlt)− I( ~X(l−1)t)
)2] ≤ Cn−1 + Cn1/3P (Al). (3.84)
With similar arguments, this estimate also holds for the other three terms in (3.81).
Moreover, by Lemma 3.1.6,
∑n−1
l=1 P (Al) = o(n
1/2+α) for all α > 0. Here we take





















n−2 + C ′n−2/3
n−1∑
l=1
P (Al) = o(1) (3.85)
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This verifies condition (3.66), and therefore completes the proof of Lemma 3.3.2.
3.3.2 Multiple time-levels
In this subsection we utilize the decomposition (3.62) to finish the second step
stated at the beginning of this section, and thus finish the proof of Theorem 1.4.8.
Proof of Theorem 1.4.8 In this step we use induction to show the convergence of
the finite dimensional distributions.
Assume that for some M ∈ N+,(
an(ti, rj) : 1 ≤ i ≤M, 1 ≤ j ≤ N
) d⇒ (a(ti, rj) : 1 ≤ i ≤M, 1 ≤ j ≤ N) (3.86)
on RNM for any finite N , 0 ≤ t1 < · · · < tM and r1 < · · · < rN .
When M = 1, it is just Lemma 3.3.2. It remains to show that (3.86) also holds
for M + 1 time levels. Let 0 ≤ t1 < · · · < tM < tM+1. By the Crame´r-Wold device,




















−n(t−∆) + βn∆ ∈ B
)
. (3.88)






)pωn,j(dz) + a˜n(∆, rj). (3.89)
In order to apply Lemma 3.3.2, we need to discretize the integral in (3.89). Given
A > 0, define a partition Π of [−A,A] by
− A = u0 < u1 < · · · < uL = A. (3.90)














+ a˜n(s, rj) +Rn,j(A), (3.91)
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θM+1,j a˜n(s, rj) +Rn(A). (3.94)
In the above the spatial points {qk} are a relabeling of {rj, ul}, and the ω-dependent











By the quenched invariance principle Theorem 1.4.7, the constant limits ρωn,i,k → ρi,k
exist P-a.s. as n→∞.
To consider the limit a(t, r), let a˜(∆, ·) be a random function which is an inde-





















a(tM , rj + ul)φ(z/
√
∆)dz + a˜(∆, rj)
)
(3.95)
Showing the weak convergence of the linear combination in (3.94) is equivalent
to showing that for any bounded Lipschitz function f on R, (3.96) below vanishes
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It remains to show that the three differences (3.97)-(3.99) all converge to zero.
By the Lipschitz continuity of f and the decomposition (3.94), the difference
(3.97) is bounded by
CfE |Rn(A)| , (3.100)
where Cf is the Lipschitz constant of f . To bound Rn(A), it suffices to bound each
Rn,j(A), for which we will deal with the terms in (3.92) and (3.93) separately. First
by Lemma 3.1.7, the covariance of (an(t, r)) is given by




n(r − q), nt)+H(√n(r − q), nt)), (3.101)




∣∣ ≤ 2ν and H(x, t) ≤ 6ν2 uniformly in
(x, t) (see Lemma 3.1.7), implies that
E
[(
an(t, r)− an(t, q)
)2] ≤ 2n−1/2(G(0, nt)−G(√n(r − q), nt)+ 12ν)
≤ C1 |r − q|+ C2n−1/2. (3.102)
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Using the independence of an(tM , r) and p
ω
n,j in (3.92), the L












































δ + C ′2n
−1/4, (3.103)
where δ is the mesh size of the partition Π.














































(∣∣∣Xz−βntM ,−ntM0 ∣∣∣ ≥ A√n) . (3.104)
As a result, for any given  > 0, we can first choose A large enough and then 4
small enough so that the term (3.97) satisfies
lim sup
n→∞
[(3.97)] < . (3.105)
To bound the difference (3.98), we cite Lemma 5.3 in [BRAS06], which states as
follows:
Lemma 3.3.3. For any k ∈ N+, for each n, let Jn = (J1n, · · · , Jkn), Xn = (X1n, · · · , Xkn)
and Yn be random variables in some probability space. If for each n, Xn and Yn are
independent, and marginally the weak convergences Jn ⇒ j, Xn ⇒ X and Yn ⇒ Y
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hold, where j is a constant k-vector, X a random k-vector and Y a random vari-
able, then the weak convergence JnXn + Yn ⇒ jX + Y holds, where X and Y are
independent.
Now note that in (3.98) ρωn,i,k → ρi,k P-a.s., hence in distribution. By the induc-
tion assumption (3.86), {an(ti, qk) : 1 ≤ i ≤ M, 1 ≤ k ≤ K} converges weakly to
{a(ti, qk) : 1 ≤ i ≤ M, 1 ≤ k ≤ K}, and by Lemma 3.3.2 {a˜n(s, rj) : 1 ≤ j ≤ N}
converges weakly to {a˜(s, rj) : 1 ≤ j ≤ N}. Moreover, for each n, a(ti, qk) is
independent of a˜(s, rj). This implies
lim
n→∞
[(3.98)] = 0. (3.106)
To bound difference (3.99), the method is the same as for (3.97). By Propo-
sition 3.3.1, there is a representation (equal in finite dimensional distributions) of
a(tM+1, rj) given by
a(tM+1, rj) :=
∫
a(tM , r + z)φ(z/
√
∆)dz + a˜(∆, rj). (3.107)
Substitute (3.95) and (3.107) into the first and second term of the difference (3.99).
Again since f is Lipschitz, under the same partition Π we have a similar error term
as Rn(A) in (3.94). Recall the covariance function Γ((t, r), (t, q)) = G(r − q, t) of
a(t, r). We also have
E
[(




] ≤ C2, (3.109)
which allows us to bound the error term with the same method as for (3.97). There-




[(3.99)] < . (3.110)
In sum, given any bounded and Lipschitz continuous function f and  > 0, by


















3.4 Proof of Theorem 1.4.10 85
This complete the proof of Theorem 1.4.8.
3.4 Proof of Theorem 1.4.10
Before going into the proof, we do some analysis on zn(t, r) given in (1.63).
Denote x(n, r) := nx0 + r
√
n, then by the definition of ζt(x) in (1.58),
zn(t, r) = n
−1/4
{∫





W (y)Kω−nt,0(x(n, r)− βnt, dy)−W (x(n, r))
}
(3.113)
=: n−1/4Un(t, r) + n−1/4Vn(t, r), (3.114)
where (Kωs,t)s≤t is the Howitt-Warren flow. We will consider the processes Un and
Vn separately.
To analyze Un(t, r), we break the domain of the integral in line (3.112) into two
parts: (−∞, x(n, r)) and [x(n, r),∞). Note that






Kω−nt,0(x(n, r)− βnt, dy),
and recall that f (n)(x) = nf(x
n






































0 − x(n, r)
)+]
+Rn, (3.115)
where Xx(n,r)−βnt,−nt is a random motion in the Howitt-Warren flow, and Rn is the

































=: Rn1 +Rn2, (3.116)
where in the inequality we bounded the quenched probability by 1 for the first term,
and by Assumption I we take a bound C0/2 of f
′ for the second term. In (3.116) δ
can be any positive constant and will be chosen in (3.117).
For Rn1, by the Ho¨lder continuity of f
′ with Ho¨lder constant C and Ho¨lder
exponent γ > 1/2,
Rn1 ≤ Cn1/2+δ
∣∣∣∣r√n+ n1/2+δn
∣∣∣∣γ = o(n1/4), (3.117)
where we only need to take 0 < δ < (2γ − 1)/(4γ + 4).
As for Rn2, we are going to bound the term sup(t,r)∈ARn2(t, r), where A :=
[0, T ] × [−Q,Q] for some T,Q > 0. We first couple {Xx(n,r)−βnt,−nt : (t, r) ∈ A} in
the Howitt-Warren flow (Ks,t)s≤t such that two random motions coalesce as soon as
they meet. We then couple the backward random motions {Xˆx,0 : x ∈ R} in the dual
Howitt-Warren flow (Kˆt,s)t≥s, as introduced in Section 1.4.3. By the non-crossing














Xˆz,0−ns − (nx0 +Q
√
n− βns)) < 0),
(3.118)
where Pˆ ω denotes the quenched law for Xˆz,0 in the dual flow (Kˆt,s)t≥s. Therefore,






























Xˆz,0−ns − (nx0 +Q
√
n− βns)) < 0)dz, (3.119)
where in the first inequality we extended the lower integral bound to nx0 −Q
√
n+
n1/2+δ and then bounded the supremum by moving the supremum inside the quenched
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probability, while in the second inequality we applied (3.118) and then the Markov
inequality. Note that (Xˆz,0t − βt)t≤0 is a backward Brownian motion under the dual
averaged law Pˆ , thus by the reflection principle, the probability in the right-hand
side of (3.119) is 2
[
1−Φ((z−nx0−Q√n)/T)], where Φ is the Gaussian distribution
function. Note that the function 1−Φ(x) has a Gaussian decay. Moreover, when z
is in the integral domain of (3.119), we have
z − nx0 −Q
√
n > n1/2+δ − 2Qn1/2 = O(n1/2+δ). (3.120)
Therefore, the right-hand side of (3.119) is summable. By the Borel-Cantelli lemma,
for P a.e. ω,
sup
(t,r)∈A
Rn2(t, r) −→ 0, (3.121)
as n → ∞. Applying the same argument to the integral in (3.112) on the domain
(−∞, x(n, r)), we can get a similar result. Hence the following lemma holds:






∣∣∣∣∣Un(t, r)− f ′(x0)Eω [Xx(n,r)−βnt,−nt0 − x(n, r)]
∣∣∣∣∣ = 0. (3.122)
As to the process Vn(t, r), we have a representation:∫















































where in the last equality we interchanged the Lebesgue integral and Itoˆ integral
because of the following lemma and the fact that Eω|Xx(n,r)−βnt,−nt0 | exists for P-
a.e. ω.
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Lemma 3.4.2. Let X be a random variable on the probability space (Ω,F , P ) with
E|X| <∞ and independent of the Brownian motion Wt. Then for any constant c,









1(c,y)(s)P (X ∈ dy)dWs. (3.125)
Proof Without loss of the generality, we assume c = 0. The left side of (3.125) can
be approximated a.s. by
∞∑
k=0




since a.s., Brownian motion is γ-Ho¨lder continuous for all γ < 1/2 and P is a
probability measure. On the other hand, since∣∣∣∣∣
∫ ∞
0





























the second moment of the difference of (3.126) and the right-hand side of (3.125) is
















which is dominated by
∫∞
0
P (X > s/2)ds ≤ 2E|X| <∞. Therefore, by dominated
convergence theorem (3.126) converges to the right-hand side of (3.125) in L2 as
n→∞, and this shows that the interchange is permissible.
With the form of (3.123)-(3.124), it is clear that for P-a.e. ω, Vn(t, r) is a Gaussian
process. Hence conditional on the random environment ω and integrating out the
Brownian motion W , the conditional covariance of Vn(t, r) is the same as the L2
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norm of the Itoˆ integral (3.123)-(3.124) conditional on ω, which is given by







































































0 > nx0 +
√
nz





0 > nx0 +
√
nz
) −→ P (W (s) > z − q) , (3.131)
where W is a standard Brownian motion. Substituting (3.130)-(3.131) into (3.129)
and noticing the expression of Γ0 in (1.65), we conclude that for P-a.e. ω,
n−1/2Eω [Vn(t, r)Vn(s, q)] −→ Γ0((t, r), (s, q)) (3.132)
as n tends to ∞. With these useful observations, we utilize the following lemma
cited from [BRAS06, Lemma 7.1] to show Theorem 1.4.10.
Lemma 3.4.3. Let (Ω,F ,P) and (Ξ,G,P ) be two probability spaces. On the product
space (Ω×Ξ,F×G,P×P ), define two sequences of RN -valued random vectors Un(ω)
and V n(ω, ξ), where Un depends only on ω. Denote the conditional probability
measure P ω = δω × P given ω. If Un and V n satisfy the following two conditions:
(i) As n tends to ∞, Un converges weakly to an RN -valued random vector U ;




] −→ E [eiλ·V ] (3.133)
in P-probability as n tends to ∞;
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then Un + V n converges weakly to U + V , where U and V are independent.
Remark 3.4.4. In Lemma 3.4.3, the limit of Un + V n exists and consists of two
independent parts. This is because for any ω, there is a common limit of V n which
is not dependent on ω, while Un converges and only depends on ω. The proof of













for arbitrary θ, λ ∈ RN vanishes when
n tends to ∞.
Now we are ready to give the proof of Theorem 1.4.10.
Proof of Theorem 1.4.10 We only need to show that for any N space-time
points (t1, r1), · · · , (tN , rN) in R+ × R, (zn(t1, r1), · · · , zn(tN , rN)) converges weakly
to (z(t1, r1), · · · , z(tN , rN)). According to the decomposition (3.114), Lemma 3.4.1
and Theorem 1.4.8,
(
n−1/4Un(t1, r1), · · · , n−1/4Un(tN , rN)
)
depends only on ω and
converges weakly to a random vector (U(t1, r1), · · · , U(tN , rN)). On the other hand,
for P-a.e. ω,
(
n−1/4Vn(t1, r1), · · · , n−1/4Vn(tN , rN)
)









in which Σω is the covariance matrix
(




the expressions). By (3.132), in the limit the matrix becomes Σ = (Γ0((ti, ri), (tj, rj))i,j,
and therefore
(
n−1/4Vn(t1, r1), · · · , n−1/4Vn(tN , rN)
)
converges to a Gaussian vector
(V (t1, r1), · · · , V (tN , rN)) satisfying condition (ii) in Lemma 3.4.3. Hence there ex-
ists a mean zero Gaussian weak limit of (zn(t1, r1), · · · , zn(tN , rN)) in the form of
Lemma 3.4.3. From the covariances, the limit is (z(t1, r1), · · · , z(tN , rN)).
AppendixA
Quenched invariance principle for random
walk in an i.i.d space-time random
environment
The quenched invariance principle for one-dimensional random walk in an i.i.d
space-time random environment has previously been established by Rassoul-Agha
and Seppa¨la¨inen in [RAS05]. They proved the result based on the view of the particle
and martingale techniques. Now we apply the second moment method, similar to
Section 3, to give an alternative proof of this result, since the method in this case
is concise and self-contained. Actually, the second moment method was first used
in this context by Bolthausen and Sznitman in [BS02], and also by Comets and
Yoshida in [CY06].
In this basic model, an environment is a collection of transition probabilities
ω = (pixy)x,y∈Z ∈ Ω where Ω = {(py)y∈Z ∈ [0, 1]Z :
∑
y py = 1}Z. The space Ω
is equipped with the canonical product σ-algebra F and given an i.i.d probability
measure P. Here we say P is i.i.d in the sense that the distribution of the random
probability vectors (pixy)y∈Z are i.i.d over distinct sites x and P is their product
measure.
Once the environment ω is chosen from the distribution P, we fix it and sample a
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Markov process X = (Xn)n≥0 with the state space Z, starting from the site z, with
the transition probability given by:
P ωz (X0 = z) = 1,
P ωz (Xn+1 = y
∣∣Xn = x) = piωxy.
We call X the one-dimensional random walk in an i.i.d space-time random en-
vironment. P ω denotes the quenched law and we denote the averaged law by
P (·) := EP ω(·). Under the averaged law, the averaged walk X is just a random






2p(0, z) be the mean and the variance of the averaged walk. For
t ≥ 0, define the linear interpolation of X by Xt := X[n] + (t − [t])(X[t]+1 − X[t])




random variables in C[0,∞), then we have the following theorem:
Theorem A.0.5. With the notations introduced above, if σ2 <∞ and P(supy∈Z piy <
1) > 0, then for P-a.e. ω, Bn(t) converges weakly to a standard Brownian motion
B(t). Moreover, for P-a.e. ω, n−1/2 maxk≤n
∣∣EωXkt−ktµ∣∣ converges to 0, and there-
fore the same a.s. invariance principle also holds for B˜n.
Proof The argument is similar to the one for Theorem 1.4.7. First we choose a
proper coupling. Given the environment ω, sample two independent random walk
(X1n)n≥0 and (X
2




0 = 0 without loss of generality. Then





n+1) = (y1, y2)





n+1) = (y1, y2)
∣∣(X1n, X2n) = (x, x)) = E[piωxy1piωxy2 ].
Define a sequence of stopping times:
τ0 := 0;
τn+1 := min{k > τn : X1k = X2k} (n ≥ 0).
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and two sequences of i.i.d random variables in the same probability space (ξ1n)n≥0
and (ξ2n)n≥0, which are independent of (X
1, X2) and each other, with
P (ξ10 = z) = P (ξ
2
0 = z) = p(0, z) (z ∈ Z).
Now couple a Markov process (Y 1, Y 2) as follows:
(Y 10 , Y
2
0 ) = (0, 0),
for τk < n ≤ τk+1,








ξjτi (j = 1, 2).
In words, the way (Y 1n , Y
2





X1n 6= X2n. If X1n = X2n = xn, then Y 1n and Y 2n still jump independently with
transition probability p(xn, ·). Therefore, Y 1 and Y 2 are two independent random
walks with transition kernels given by the function p. We also do linear interpolation
to (Xjn)n≥0 and (Y
j
n )n≥0 for j = 1, 2, and denote them by (X
j
t )t≥0 and (Y
j
t )t≥0.
Now consider a bounded Lipschitz function f : C[0, T ]→ R for any fixed T > 0,




























and the inequality E
∣∣∆Xjk − ξjk∣∣ ≤ (E[(∆Xjk − ξjk)2])1/2 ≤ 2σ; the last estimate is






(j=1,2) by Bjn(t) and W
j
n(t),




)2] ≤ Cn−1/4, (A.2)
Hence following the proof of theorem 1.4.7 gives us that for P-a.e. ω, Eωf(Bn) −
Ef(W 1n) → 0. Moreover, by Donsker’s theorem Ef(W 1n(t)) → Ef(B(t)), so for
P-a.e. ω, Bn(t) converges weakly to B(t).
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X1k+1 −X1k − µ
) (














n are independent when they do not meet. Again, with the same argument
as in the proof of the Theorem 1.4.7, we have n−1/2 maxk≤n
∣∣EωXkt−ktµ∣∣ converges
to 0 for P-a.e. ω.
AppendixB
An integral identity
This section gives a probabilistic method that can be used to show the identity
in Lemma 3.1.7(iii).















Therefore the statement of Lemma 3.1.7 (iii) holds.
Proof To see the equality, we in turn consider the following probability question:
For a standard Brownian motion Bt starting from the point x, what is the expec-
tation of the local time at the origin E[Lx(t, 0)] up to time t. We compute this
quantity in two ways.
First we use the same method as in Section 2.2. Decompose it according to the






















































From (B.3) and (B.5) we get the result.
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