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제안한다. 사운드 이벤트 분류는 교통 상황, 방범 상황 감지 시스템 등 다양한 응






위해 원본 데이터셋을 잔향이 존재하는 실제 환경에서 재녹음한 녹음 테스트셋과
공간 임펄스 응답 데이터셋을 이용하여 합성한 합성 테스트셋을 제작하였고, 이를
이용하여잔향환경에서사운드이벤트분류성능이저하됨을관찰하였다.
성능 저하에 대한 개선 기법으로 인위적으로 제작한 가상 공간 임펄스 응답을
이용한 데이터 증가 방법과 공간 임펄스 응답을 네트워크에 컨디셔닝하는 기법을
제안하였다.실험을통해제안한데이터증가방법이잔향환경에서의성능을개선
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류 및 발생한 시간적 위치까지 찾는 이벤트 감지(event detection)와는 달리 사운드
이벤트 분류는 이미 시간적으로 분할되어 입력한 오디오 클립에 대해 이벤트의 종
류만을분류한다.
이렇게 오디오 클립에 대해 자동으로 심볼릭한 레이블 태깅이 가능한 사운드
이벤트분류기술을이용한다양한응용연구가증가하고있다.자동차경적소리분
류를통해교통량을측정하거나 [2],도로상황에서의이상소음자동감지시스템을
위해 자동차 충돌음, 타이어 제동 마찰음 등을 분류하는 등 [3, 4] 교통 상황에서의
자동 감지시스템에 활용할 수 있다. 또 비명소리, 총소리 등을 분류하여 자동으로
방범환경을감지하거나 [5]포유류의울음소리를감지및분류하는연구도진행되
었다. [6]
뉴욕대학교의 CUSP1에서는 실시간 오디오를 입력받고 특징 추출(feature ex-
traction)을수행하는센서장치를뉴욕시내에배치하여이데이터를이용한사운드
이벤트분류를통해사이렌소리,음악소리등의도시내에서발생하는소음들의지
역별 분포 등을 분석하여 시민들에게 도시내 소음정보를 제공하는 Citygram [그림
1Center for Urban Science And Progress, https://cusp.nyu.edu/
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그림 1.1: Citygram온라인인터페이스






적용되기 시작하면서 최근 사운드 이벤트 분류 분야에서도 합성곱 신경망 등 딥러
닝을이용한분류모델이더높은성능을보이고있다. [12–14]
사운드 이벤트 분류 기술이 앞선 사전 연구들과 [2–7] 같이 다양한 실제 환경
에 응용되기 시작함에 따라, 실제 환경에서 강인한 분류 성능을 갖는 것이 중요한
2Detection and Classification of Acoustic Scenes and Events, http://www.cs.tut.fi/sgn/arg/dcase2017/
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문제로 자리잡고 있다. 기존의 사운드 이벤트 분류 연구들, 특히 딥러닝을 이용한
연구에서제안한방법을검증하기위해통상적으로타겟으로삼은데이터셋을트레
이닝셋과이와중복되지않은테스트셋으로나누며이는트레이닝셋에과적합되지
않은 일반화 가능성을 지닌 테스트 성능을 확인하기 위함이다. [15] 하지만 연구의
목표가 실제 환경에서의 강인한 성능을 갖는 것이라면 테스트셋 또한 이러한 환경
에서의 사운드 이벤트 분류 성능을 검증할 수 있도록 구성되어야 할 것이다. 이는
모델이 적용될 실제 환경을 잘 모방하지 못하는 테스트셋으로 검증한 모델은 실제
환경에서의성능을보장할수없음을의미한다.
분류해야할오디오자체의다양성을제외하고,테스트셋과모델이적용될실제
환경의 가장 큰 차이는 잡음(noise)과 잔향(reverberation)에 의한 오디오 신호의 왜
곡이라고할수있다.타겟으로삼은오디오를직접녹음하고다양한환경잡음들을
여러 signal to noise ratio (SNR)로선형적으로더하는합성방법을이용하여다양한
잡음이 섞인 타겟 오디오 데이터셋을 제작한 연구도 있었으나 [3, 16], 이 합성방법
에는잔향에의한신호왜곡이배제되어있다.
한편유저들의협업방식으로다양한오디오에대한온라인데이터베이스를구
축하고 있는 Freesound3에서 키워드 ‘field recordings’ 태깅이 되어있는 오디오를
수집하여 실제 환경과 유사한 데이터셋을 구성한 연구도 진행 되었으나 [17, 18]
이러한 데이터셋의 숫자가 제한적이고, 수집된 데이터셋의 특성상 잡음과 잔향을
제어하며성능을검증하기어렵기에잡음및잔향정도에따른성능저하경향등을
파악하기힘들다는단점이있다.다시말하여,잡음과잔향이실제환경에서사운드
이벤트 분류 성능을 저하시키는 두드러지는 요인임에도 이를 실험을 통해 확인하









테스트셋을 재녹음한 녹음 테스트셋과, 다양한 잔향 환경에서 녹음된 공간 임펄스
응답데이터셋과컨볼루션을통해합성한합성테스트셋을이용한다.
제작한테스트셋을이용하여잔향환경에서사운드이벤트분류성능이저하됨























event classification) 혹은 환경 사운드 분류(environmental sound classification)라고






장점으로 다양한 분야에의 적용이 가능하다. 교통 상황에서 발생하는 이상 소음들




분할되지 않은 긴 오디오 스트림(stream)에서 이벤트가 존재하는 시간적 위치
까지 까지 찾는 사운드 이벤트 감지(sound event detection) 과제와는 다르게 사운
드 이벤트 분류에서는 이미 잘려진 특정 오디오 클립을 입력으로 받아 그 레이블
을 분류한다. 일반적으로 오디오 클립 그 자체를 모델의 입력으로 이용하기 보다
오디오로부터 사운드 이벤트 분류에 적합한 특징을 추출하여 입력으로 사용한다.
대표적으로 mel-frequency cepstral coefficients (MFCC)혹은멜-스펙트로그램(mel-
spectrogram)등을이용한다.
기존 사운드 이벤트 분류 연구에서는 고전적인 오디오 분석 기술을 이용하여
사운드 신호에서 스펙트로그램(spectrogram), MFCC 등의 특징을 추출한 뒤 sup-






딥러닝(deep learning)은인공지능(artificial intelligence)에속하는개념으로 [15]





language processing),음악정보검색(music information retrieval)등다양한분야에
서높은성과를내고있다. [21]
인공신경망은 [그림 2.2]과같이입력층(input layer),은닉층(hidden layer),출력
층(output layer)으로 나누어지며 일반적으로 은닉층의 층 개수가 2 개 이상일 경우





합이후활성함수(activation function)를이용하며대표적으로 Sigmoid, Tanh, ReLu,
그리고 Softmax 함수가 있다. 특히 Softmax 함수는 입력된 데이터에 대하여 정해진


















합성곱 신경망의 구조는 [그림 2.3]과 같이 일반적으로 합성곱 층(convolution
layer),풀링층(pooling layer), FC층(fully connected layer)으로나누어진다.합성곱
층은 특정 크기를 갖는 필터(filter) 혹은 커널(kernel)을 일정 간격(stride)에 따라 이
동하며 필터 안에 들어오는 이미지의 픽셀 값과 필터 가중치의 원소 곱 후 총합을
계산한다. 설계에 따라 연산 이후 편향(bias) 값이 더해지며 동일한 필터가 이미지
전체에적용되고합성곱의효과로필터는학습된특징이데이터에있는지없는지를
검출할수있다.필터의크기,개수및이동간격은하이퍼파라미터(hyper parameter)
로 설계에 따라 변경할 수 있고, 학습에 의해 필터의 가중치와 편향 값이 업데이트
된다.
풀링층에서는세로,가로방향의공간을줄이는풀링연산을수행한다.풀링은
영역에서 최댓값 혹은 평균값을 취하는 연산으로 학습해야할 매개변수가 없으며,
풀링층은입력데이터의변화에강인하다는특징을가진다.이렇게합성곱층,풀링
층등을반복적으로거친후일반적으로최종 FC층으로연결되며,이후인공신경













정보로 인하여 성능 향상을 기대할 수 있다. 이는 원본 태스크와 대상 태스크의 데
이터셋에서 추출해야 하는 정보가 유사하다는 전제가 있을 경우 효율적이다. 또한
데이터셋의크기로인한성능저하를극복하기위한용도외에도,대상태스크에서





사운드 이벤트가 발생하고, 청자 혹은 마이크 등의 수신단에 전달되기까지 사
운드신호는물체와벽등에반사되며왜곡된다.사운드신호는이벤트발생원에서
수신단까지 직진경로 만으로 이동하지않고 [그림 2.5]과 같이 물체와 벽 등에 반사
되어이동하며반사된신호는원본신호와유사한형태로그크기가점차감소하며
반복되며 나타나는 신호 시퀀스 형태를 가진다. 이 반사된 신호를 잔향(reverbera-
tion)이라고 하고 이 잔향에 의해 원본 사운드 이벤트 신호의 어쿠스틱한 특성이
변질되게 된다. 잔향은 실내 공간에만 국한되는 용어가 아닌 원본 사운드 신호가
반사될수있는물체를지닌모든공간에적용되나,벽등이있는실내공간에서더
두드러지게나타난다.




곡된 형태로 나타난다. [그림 2.6]의 시간 영역 파형을 보면, 원본 사운드 신호에는
없었던파형이수신된사운드신호에는잔향에의해발생했음을볼수있다.마찬가
지로시간축으로구간에따라 short time fourier transform (STFT)를한주파수영역
스펙트로그램을 보면, 원본 사운드 신호의 스펙트로그램에는 없었던 시간에 따른
주파수성분들이수신된신호에존재함을볼수있다.
잔향에 의해 왜곡된 신호는 원본 사운드 신호와 잔향이 존재하는 공간의 공간
임펄스 응답(room impulse response) 간의 컨볼루션 연산(convolution)으로 모델링
할 수 있다. [23] 공간 임펄스 응답은 임펄스 사운드에 대한 공간에서의 반응이며,
사운드이벤트신호가원본발생지로부터수신단까지잔향에의해왜곡되는변화를
보여준다고 할 수 있다. 따라서 원본 사운드 신호와 공간에서 수신된 사운드 신호,




h(τ)x(t− τ) = h(t) ∗ x(t) (2.1)
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F{h(t) ∗ x(t)} = k · F{h(t)} · F{x(t)} (2.2)
여기서 · 는 곱셈을, F 는 푸리에 변환을 나타내고 k 는 푸리에 변환의 정규화
(normalization)상수이다.따라서공간에서수신된사운드신호 y(t)는다음과같이
표현가능하고,
y(t) = l · F−1{F{h(t)} · F{x(t)}} (2.3)
여기서 F−1 는주파수영역의신호를시간영역신호로변환하는역푸리에변
환(inverse Fourier transform)을 나타내며, l 은 역 푸리에 변환의 정규화 상수이다.
(식 2.3)에 따라 공간 임펄스 응답 h(t) 에 의해 왜곡되어 수신된 사운드 신호 y(t)
로부터원본사운드신호 x(t)를다음식과같이디컨볼루션(deconvolution)연산을
통해얻을수있다.
x(t) = m · F−1{F{y(t)}/F{h(t)}} (2.4)
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본 절에서는 사운드 이벤트 분류 분야의 사전 연구들을 비롯한 본 연구에서 제
안한기법에근간이된연구에대해서설명한다.먼저사운드이벤트분류분야에서
주어진 데이터셋 내에서 제안기법을 검증한 여러 연구들, 특히 데이터 증가 방법
을 이용하여 분류 성능을 향상시킨 연구를 살펴본 뒤 이어서 환경 잡음에 강인한
성능을 검증하기 위해 환경 잡음을 포함한 테스트셋으로 제안기법을 검증한 연구
를살펴보고그한계점을고찰한다.다음으로본연구에서트레이닝을위해사용한
가상공간임펄스응답을이미지방법(image method)을이용하여인위적으로제작
하는 알고리즘을 제안한 연구와, 요소간 변환 기법을 사용하여 유의미한 네트워크
컨디셔닝결과를보인연구에대해설명한다.
2.2.1 사운드이벤트분류연구
고전적인 사운드 이벤트 분류 연구에서는 zero-crossing rate, 스펙트럼 에너지
(spectral energy) 등의 저수준 특징이나 MFCC 등을 특징으로 이용하여 여러 확률
모델을 통해 분석하는 것이 일반적이었다. 대표적으로는 MFCC를 입력 특징으로
이용하여 HMM 확률 모델을 이용하여 사운드 이벤트 분류 및 감지를 수행한 연구
19
가있었다. [19]





Piczak [12]은 2개의합성곱층,풀링층, FC층으로구성된합성곱신경망네트워크
를 이용하여 기존대비 높은 성능 향상을 보였다. 데이터셋으로는 ESC-10, ESC-50
데이터셋 [18]과 Urbansound8k데이터셋 [17]을이용했고시간지연(time delaying),
시간 스트레칭(time stretching), 피치 이동(pitch shifting) 등의 데이터 증가 방법을
적용했다. 데이터셋의 사운드 신호를 로그 스케일의 멜-스펙트로그램으로 전처리
한 특징을 네트워크의 입력으로 사용하여 합성곱 신경망이 사운드 이벤트 분류 과
제에도높은성능을가짐을보였다.
이후 딥러닝 기술의 적용이 더욱 활발해 지면서 convolutional restricted boltz-
mann machine (ConvRBM)을이용하여원오디오신호로부터특징추출을위한필
터를 비지도 학습을 통해 학습하고 합성곱 신경망을 통해 사운드 이벤트 분류를
수행하는 연구도 진행되었다. [13] 이 연구에서는 특히 기존 연구에서 많이 사용되




며 특히 심층 신경망 등 모델 용량(capacity)이 큰 여러 층의 깊은 모델에서 이러한
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그림 2.7:이미지분야의데이터증가방법예시
경향이 두드러지게 나타난다. 훈련 데이터셋의 크기가 작을 경우, 데이터 증가 방
법을 적용하여 인위적으로 데이터를 증가시켜 성능을 향상 시킬 수 있다. 데이터
증가의주요목적은레이블링된훈련데이터에대하여각데이터의레이블과의미




(rotation), 반전(mirroring), 스케일링(scaling) 등은 원본 이미지가 담고있는 의미론
적정보는손실시키지않으면서데이터에다양성을부여할수있다.
오디오 분야에도 마찬가지로 원본 오디오가 가진 의미론적 정보를 손실시키지
않으면서데이터에다양성을부여하는데이터증가방법이시도되었다. Piczak [12],
Salamon [14]은사운드이벤트분류과제의훈련데이터가부족할시적용가능한데
이터 증가 방법을 검증하였다. Piczak은 클래스 마다 입력 오디오에 무작위로 시간
지연, 시간 스트레칭, 피치 이동 등의 데이터 증가 방법을 이용하여 사운드 이벤트




치 이동, 동적 범위 압축(dynamic range compression),배경 잡음(background noise)
을섞는방법그리고여러증가방법을혼합한방법을사용하여데이터증가방법에
의한 성능 향상을 검증하였다. 데이터셋은 Urbansound8k [17]를 이용했고, 네트워
크구조로작은수용필드(receptive field)를가진합성곱필터를이용한깊은합성곱
신경망을 이용하여 데이터 증가 방법 뿐만 아닌 깊은 합성곱 신경망의 성능 또한
검증했다.






스를 ‘engine idling’으로 혼동하는 비율이 높아져 이 클래스에 한해서 분류 성능이
매우 저하된다. 이에 대하여 저자는 ‘air conditioner’ 클래스의 어쿠스틱한 특성상
배경 잡음과 유사한 일정한(steady) 사운드로 구성되어 있어 배경 잡음을 섞는 등
의증가방법은오히려해당클래스의의미론적인정보를가려성능저하가나타난





있다고 할 수 있다. 하지만 이를 포함한 앞선 연구 모두 [12–14, 19, 24] 데이터셋




최근에는 데이터셋 내에서의 성능 검증 이외에 다양한 잡음 환경에서 강인한
성능을 검증하는 연구가 진행되었다. 예를 들어, 실제 도로 환경의 잡음이 반영된
테스트 환경을 모델링을 하고자 잡음을 선형적으로 더한 테스트셋을 사용하여 제
안한 모델의 성능을 검증한 연구가 있었다. [3] 이 연구에서는 사운드 신호로부터
신호 크기, 에너지, zero-crossing rate, 스펙트럼 중심(spectral centroid) 등의 저수
준 특징과 MFCC, Bark 밴드 에너지 등을 추출한 뒤 bag-of-words 방식을 오디오
도메인에 적용한 audio words 방식으로 보다 고수준의 특징으로 매핑하였다. 이렇





사이의 거리를 계산하여 다양한 SNR의 음원을 사용하여 검증하였다. 음원과 일정
SNR로섞기위한잡음은도로환경에서발생할수있는도로소음을녹음하여사용
하였다.
이와 유사하게 잡음에 강인한 사운드 이벤트 분류 성능을 갖기 위하여, 사운드
이벤트 음원에 군중소리, 공장소리 등의 환경 잡음을 선형적으로 더하여 테스트셋
을 제작한 연구도 진행되었다. [25] 이 연구에서는 stabilized auditory image (SAI)
특징과 spectrogram image features (SIF) 특징을 입력으로 사용하였다. SAI 특징은
사람의 청각 자극 처리에서 영감을 얻은 것으로 실제 청자가 안정적이라고 인지하
는 반복적인 사운드의 특징을 부각시킨다. 기본적으로 2 차원 데이터로, 각 필터
구간에 대한 주파수 값이 있는 차원과 피크(peak)값이 발생하는 구간에서 스트로
브된(strobed)시간축차원으로나뉜다.일반적으로검출하려는이벤트는피크값이
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영향을줄일수있다는장점이있다.이연구에서는 SAI, SIF두가지특징에 SVM과
심층신경망을적용하여잡음에강인한사운드이벤트분류성능을가짐을보였다.
SIF특징의잡음강인성특징을이용하여, SIF특징과함께합성곱신경망을이
용하여 더 높은 잡음 강인성을 가진 사운드 이벤트 분류 모델을 제안한 연구 또한
진행되었다. [26] 이 연구에서도 앞선 연구와 마찬가지로 사운드 이벤트 음원에 환
경잡음을선형적으로더한테스트셋을사용하여성능을검증하였다.
이와같이데이터셋뿐만아니라잡음환경에서의강인한성능을가진사운드이
벤트분류를위한기법들을제안하는연구가진행되었으나 [3, 25, 26],세연구모두
잡음에 강인한지 검증하기 위한 테스트셋 제작 시 원본 트레이닝셋에 잡음을 SNR
에 따른 일정 비율로 선형적으로 더하는 합성방법을 사용하여, 실제 환경에 대한
충분한고찰이이루어졌다고보기힘들다.실제환경에서는잡음뿐아니라사운드
가 발생하는 공간의 벽, 물체 등에 의한 잔향에 의해 선형적 덧셈과는 다른 복잡한




Allen [27]은 작은 방의 음향을 효율적으로 나타낼 수 있는 이미지 방법을 제안
하였다. 이는 곧 인위적으로 크기를 가정한 가상의 공간에 대하여 공간의 특성을





이미지 방법은 닫힌 공간에서의 음향 속성을 분석하는데에 널리 사용되지만,
실제 환경에서는 벽이 완전히 단단하지 않고 유한한 임피던스를 가지기 때문에 이
미지방법만으로는이를완전히모델링할수없다. Allen은벽의임피던스가음향의
투사각에 비례한다고 가정하였으며, 벽의 반사 계수를 조정 가능한 하이퍼 파라미
터로 두어 완전히 단단하지 않은 유한한 임피던스를 가진 공간에서의 공간 임펄스
응답을추정하였고,이는곧유한한임피던스를가진실제환경에서의잔향을모델
링하기위함이다.
Allen이 제안한 가상 공간 임펄스 응답 추정 방법은 직사각형 모양의 공간, 100
∼ 4 kHz사이의주파수영역, 0.7이상의반사계수와임펄스발생지점과수신지점
이벽에서너무가깝지않은조건에서만높은신뢰도로공간임펄스응답을모델링
할수있다.이런한계점이있음에도제안한가상공간임펄스응답추정방법은그
구현에의 용이함으로 다양한 연구에 빈번하게 이용되고 있으며, 본 연구에서도 데
이터증가방법을위한가상공간임펄스응답을제작하는데에사용하였다.
Perez [28]는요소간변환을이용하여네트워크에특정정보를컨디셔닝하는기
법을 제안하였다. 이미지에 특정 사물이 몇 개 있는지 자동으로 세거나 오디오와
25
비디오가 존재하는 동영상을 분석하는 등의 문제는 이미지 정보만으로는 완전히
이해할 수 없다. 실제 문제들은 이미지와 텍스트, 혹은 이미지와 오디오 등 다양한








은 두 입력간의 관계에 대한 정보를 얻기 유용하고, 두 요소가 더해지는 바이어싱
방법은 서로 의존적이지 않은 독립적인 정보를 얻기 유용하다. [29] 스케일링 방법
은로지스틱(logistic)함수를적용하여출력을 0과 1사이로제한하여특정요소를





도형의 개수, 색깔, 모양 등, 이미지에 페어링된 텍스트가 존재하는 CLEVR 데이터
셋 [30]에서의성능을검증하였다.구체적으로는텍스트를보조입력으로받아인공
신경망의 일종인 순환 신경망(recurrent neural network)을 이용하여 텍스트에서 특
징을 추출하고, 합성곱 신경망을 이용하여 이미지로부터 특징을 추출한 뒤 요소간
변환을 수행하는 요소간 선형 변조 (feature-wise linear modulation) 층을 두어 텍스
트정보를이미지에컨디셔닝하였다.특히요소간선형변조층이후에비선형변환
을 수행하는 ReLU 활성화 함수를 통해 추출한 특징중 특정 요소만을 사용하였다.
이 연구를 통하여 Perez는 당시 CLEVR 데이터셋에서 최고 성능을 기록하였으며,
요소간 변환 기법이 서로 다른 도메인의 정보를 컨디셔닝하는데 효과가 있음을 검











사운드 이벤트 분류 분야에서 사용하는 데이터 증가 방법은 Salamon의 [14]에
서와 같이 시간 스트레칭, 피치 이동, 동적 범위 압축, 배경 잡음을 섞는 방법 등이
있다.이외에도오디오를 2차원의이미지로변환한스펙트로그램에서특정구간을




















1 3 3 2 0.15
2 3 3 2 0.3
3 7 7 3 0.2
4 7 7 3 0.35
5 15 15 5 0.25
6 15 15 5 0.35
7 15 15 5 0.55
8 30 30 10 0.5
9 30 30 10 0.7
표 3.1:가상공간임펄스응답생성을위한 9개가상공간설정값
본연구에서는이와유사하게데이터의의미론적인정보에만집중하는한편,실
제 환경에서 사운드 이벤트 분류 성능 저하의 요인이 되는 잔향에 강인한 성능을
갖게하기위해공간임펄스응답을이용한데이터증가방법을제시한다.공간에서
의잔향은공간에서의임펄스응답과컨볼루션연산을통해모델링할수있으며(식
2.1), 이를 이용한 데이터 증가 방법을 통해 모델이 잔향에 강인하게 하고, 잔향을
제외한데이터의의미론적정보에만집중하게한다.
데이터 증가 방법을 위해 사용한 가상 공간 임펄스 응답은 2.2.2에서 설명한











잔향 특성이 반영될 수 있음을 의미하며 학습시 생성한 가상 공간 임펄스 응답 중
무작위로선택하여컨볼루션연산을통해데이터를증가시켰다.
생성한가상공간임펄스응답의예시는 [그림 3.1]과같으며 [표 3.1]중 Room 1,
6, 9를골라각가상공간내에서무작위샘플을선택하여시간축신호와주파수축
스펙트로그램을분석하였다.가상공간의설정크기및잔향시간이증가함에따라




제안한 컨디셔닝 네트워크는 3.1에서 제안한 데이터 증가 방법과 함께 적용가
능한 구조로서, 잔향이 존재하는 실제 공간에서 사운드 이벤트 분류를 수행하는
하드웨어가 해당 공간의 임펄스 응답을 손쉽게 수집할 수 있다는 점에서 착안하였
다.실제공간에서의사운드이벤트들은공간의잔향에의해왜곡되며잔향은공간
및수신하는하드웨어의위치에따라달라진다.공간임펄스응답은이러한공간의
잔향을 나타내는 해당 공간의 특징이 되며, 이러한 공간 임펄스 응답에서 유의한




소스 입력에는 잔향에 의해 왜곡된 사운드 이벤트 오디오가 들어가며, 보조 입
력으로 소스 입력의 사운드 이벤트 오디오를 왜곡시킨 공간 잔향을 나타내는 공간
임펄스 응답이 들어간다. 컨디셔닝 방법은 2.2.2에서 설명한 요소간 변환을 이용하
였다.자세한네트워크구조는 4.1.3에서서술한다. 2.2.2에서설명한 Perez [28]에서
는 이미지와 텍스트라는 서로 다른 도메인의 정보를 컨디셔닝하기 위해 각각 다른
임베딩 블락을 사용하였지만 본 연구에서 제안하는 컨디셔닝 방법은 잔향에 의해
그림 3.2:컨디셔닝네트워크개요도
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왜곡된 사운드 이벤트와 공간 임펄스 응답이라는 서로 같은 오디오 도메인의 정보
를 컨디셔닝한다. 따라서 소스 입력인 사운드 이벤트 오디오에서 정보를 추출하는
임베딩 블락과 보조 입력인 공간 임펄스 응답 오디오에서 정보를 추출하는 임베딩
블락의구조를동일하게설정하였다.
제안한 컨디셔닝 네트워크는 소스 입력이 이미 잔향에 의해 왜곡되어 있다고
가정하고 이 잔향 특성을 나타내는 공간 임펄스 응답을 보조로 입력한다. 따라서
다양한 가상 공간 임펄스 응답을 이용한 데이터 증가 방법과 함께 적용하였다. 단,
학습시 데이터 증가 방법이 적용된 데이터들과 더불어 왜곡되지 않은 원본 소스










전이하여 제안한 컨디셔닝 네트워크의 임베딩 블락의 가중치 학습 초기값으로 설
정한다.이런전이학습을적용함은,컨디셔닝네트워크의임베딩블락을통해공간
임펄스응답에서정보를추출함에있어잔향의공간별특징을구분짓는두드러지는




본 장에서는 본 연구에서 제안한 기법을 검증하는 실험에 대해 설명한다. 먼저







사운드이벤트분류과제를위한데이터셋은 Real World Computing Partnership
(RWCP) [31]데이터셋을사용했다. RWCP데이터셋은 [그림 4.1]과같이무향실에
서 녹음한 데이터셋으로 잔향 등 공간 특성에 의한 원본 사운드 신호의 왜곡에서
자유롭다.
그림 4.1: RWCP데이터셋무향실데이터수집예시 (클래스 : coffcan)
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aircap bank bells5 book1 bottle1
bowl buzzer candybwl cap1 case1
cherry1 clap1 clock1 coffcan coffmill
coin1 crumple cup1 cymbals dice1
doorlock drum dryer file horn
kara magno1 maracas mechbell metal05
pan particl1 phone1 pipong pump
punch ring sandpp1 saw1 shaver
snap spray stapler sticks string
teak1 tear trashbox whistle1 wood1
표 4.1: RWCP사운드이벤트클래스 (50종류)
클래스는나무부딪히는소리,쇠부딪히는소리,벨소리등 90가지이상의다
양한 소리이며 클래스 당 약 100 개의 샘플을 녹음하였고 40 ∼ 50 db의 높은 SNR


















AIR Booth 12 3.00 × 1.80 × 2.20 0.267
AIR Lecture 24 10.8 × 10.9 × 3.15 0.682
AIR Office 12 5.00 × 6.40 × 2.90 0.385
AIR Stairway 78 5.20 × 7.00 × - 0.771
MARDY - 73 - 0.550
QMUL Classroom 130 7.50 × 9.00 × 3.50 1.341
WDR CR7 360 7.26 × 7.33 × 2.90 0.294
표 4.2:합성테스트셋용공간임펄스데이터셋정보
먼저합성테스트셋에사용한공간임펄스응답데이터셋은 Aachen impulse re-
sponse (AIR) [32], multichannel acoustic reverberation database at York (MARDY)
[33], Queen Mary University of London (QMUL) [34], Westdeutscher Rundfunk (WDR)
[35]이며데이터셋내에서사용한공간별상세는 [표 4.2]와같다.공간별로테스트
셋을합성하여총 7개의합성테스트셋을생성하였으며합성시이벤트음원에해당
공간 내 공간 임펄스 응답을 무작위로 선택하여 (식 2.1)의 컨볼루션 연산을 통해
합성하였다.
[표 4.2]의 RT60은 사운드 이벤트 피크값에서 60 db 만큼 떨어지기까지 걸리는
시간으로,일반적으로공간의잔향특성을나타내는대표값으로사용된다. RT60의
측정은 [그림 4.2]과같이공간임펄스응답오디오의피크값에서 5 db감소된시점
에서 60 db가더떨어지기까지의시간을구하지만,일반적으로각각 20 db, 30 db가
떨어지는데걸리는시간인 RT20, RT30을구한뒤에외삽(extrapolation)하여각각 3,
2 를 곱하여 RT60을 구하는 방법을 사용한다. 본 연구에서는 RT20을 구한뒤 외삽
하여 RT60을구하는방법을사용하였으며,사운드이벤트분류모델의입력주파수
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그림 4.2: Reverberation Time (RT60)측정예시


























짧은 음원의 경우 제로 패딩(zero padding)하였다. 이후 1 초로 길이가 제한된 오디
오를 오디오의 최대 값으로 나누는 정규화(normalization)를 적용하였고 이에대한
수식은다음과같다.
normalized x(i) = x(i) / max(∀ |x(i)|) (4.1)
(식 4.1)에 따라 정규화 한 뒤 멜-스펙트로그램으로 변환하였다. 멜-스펙트로그
램은시간축으로윈도우길이(window length)에따라 STFT를수행한뒤주파수빈
(bin)의크기를선형이아닌사람의청각지각과유사하게로그스케일로변형한오
디오특징이다.샘플링율(sampling rate)은 16 kHz,프레임(frame)수는 100,주파수
밴드(band)수는 64,윈도우길이는 32 ms,홉(hop)길이는 10 ms,주파수축의최저
주파수는 125 Hz, 최고 주파수는 7500 Hz로 제한하였다. 합성 테스트셋과 녹음 테
스트셋도이와같은전처리과정을적용하였다.
4.1.1에서 서술한 대로, 50 개 클래스는 각각 80 개의 데이터를 갖는다. 이중 60
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개를 트레이닝, 20 개를 테스트셋으로 사용하였으며 트레이닝셋의 20%를 검증셋
(validation set)으로 사용하였다. 따라서 데이터 증가 방법이 적용되지 않은 경우
클래스당 48 개 데이터로 트레이닝, 12 개 데이터로 검증, 이후 20 개 데이터로 테
스트가 이루어지며 이는 전체 클래스로 보면 에폭(epoch)마다 2,400, 600, 1,000 개
데이터가각각트레이닝,검증,테스트로사용된다.
제안한데이터증가방법을적용한실험의경우기존 2,400개트레이닝셋, 600
개 검증셋에 데이터 증가 방법이 적용된 2,400 개 트레이닝셋, 600 개 검증셋을 추
가로학습한다.이추가된데이터들은기존훈련시키는트레이닝셋,검증셋과같은
의미론적(semantic) 정보를 가지는 오디오에 3.1의 데이터 증가 방법을 적용한 것




셋 2 개를 사용하였고, 잔향에 의한 왜곡을 반영하지 않은 Clean 테스트셋까지 총
10 개 테스트셋을 사용하였다. 트레이닝셋과 테스트셋에 대한 개요는 [그림 4.3]과




쌍의 트레이닝셋, 테스트셋 쌍을 만들어 모든 실험에서 10 개 쌍에 대한 테스트 결
과를 구해 평균값을 취하였다. 따라서 10 개의 트레이닝셋, 테스트셋 쌍에 훈련된
모델이각각존재하며이모델은서로독립적인학습과정및성능을가진다.
분류모델의네트워크는,먼저공간임펄스응답을컨디셔닝하지않은베이스라
인 모델은 [그림 4.4]과 같은 합성곱 신경망 구조를 사용하였다. ‘CONV’는 합성곱
층을 의미하며 합성곱 층의 숫자는 필터 수를 의미한다. ‘MAX-POOL’은 최대값-
풀링 층을, ‘Flatten’은 다차원의 구조를 갖는 이전 층의 출력을 일차원의 형태로
변환시키는층이며 ‘FC 128’은 128개의차원을갖는 FC층을의미한다.이후출력
(output)층에서 각 클래스에 대한 확률값을 출력한다. 매 합성곱 층 이후에 배치 정
규화(batch normalization)를적용하고 ReLU 활성화함수를통과시켰다.
3.2에서 서술한 제안한 컨디셔닝 네트워크의 구조는 [그림 4.5]과 같다. 구체적
으로는, 베이스라인 합성곱 신경망 모델의 FC 층 전까지의 구조와 동일한 구조의















킨 뒤, Flatten 층 이전까지의 가중치들을 제안한 컨디셔닝 네트워크의 RIR 임베딩
블락으로 전이한다. 전이한 방법은 가져온 가중치들로 임베딩 블락의 초기값을 설
정하고,이후재훈련하였다.
구현은 Tensorflow [36] 백엔드(backend)의 Keras [37]를 이용했다. 최대 에폭값
을 100으로제한한뒤검증셋의검증손실값(validation loss)이최저일때의모델을
선택하였다.배치사이즈는 64,손실함수는크로스엔트로피를사용했고,최적화함

























Baseline 99.32 56.56 57.74 88.11 75.66 61.28 53.27 47.10 46.89 32.25
표 4.4:베이스라인모델의분류성능 (%)
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그림 4.7:베이스라인모델의 RT60에따른분류성능 (%)
인모델을사용하였고분류성능은 10개의트레이닝셋,테스트셋쌍에대한 10번의
실험의평균분류정확도(%)를계산하였다. ‘Clean’은원본데이터셋의테스트셋이
며이는잔향이없는무향실에서의테스트성능이다. ‘Recorded Hallway’, ‘Recorded
Room’은 녹음 테스트셋이며 나머지는 합성 테스트셋이다. 테스트셋은 RT60의 크
기에따라오름차순으로정렬하였다.
잔향이 없는 환경의 테스트셋인 ‘Clean’의 성능은 99.32%로 높은 성능을 보이
나 잔향 환경의 테스트셋으로 검증할 시 성능이 급격하게 저하되는 것을 확인할
수 있다. 모든 잔향 환경 테스트셋의 각 10 번의 실험에 대하여 ‘Clean’ 테스트셋과
통계적으로 유의미한 성능 하락이 있었다(Paired t-test, p < 0.001). 특히, 합성 테
스트셋에서 [그림 4.7]과 같이 RT60이 증가함에 따라서 성능이 저하되는 경향성을
확인하였다.
[그림 4.8]은 데이터셋 내 cherry 클래스의 샘플 오디오에 대하여, 4 개 테스트
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그림 4.8: 4개테스트공간에서의샘플오디오분석 (클래스 : cherry)
공간에서의 시간축 신호 및 주파수축 스펙트로그램 분석이다. 4 개 테스트 공간은
각각 잔향에 의한 왜곡이 없는 원본 테스트셋인 ‘Clean’, 그리고 각각 0.267, 0.682,
1.341의 RT60길이를갖는 ‘AIR Booth’, ‘AIR Lecture’, ‘QMUL Classroom’을선정
하였다.
RT60이짧은 AIR Booth테스트공간에서의이벤트파형은시간축신호와주파
수축 스펙트로그램 모두 원본 테스트 공간인 ‘Clean’과 유사함을 볼 수 있다. 반면
‘AIR Lecture’, ‘QMUL Classroom’테스트공간에서는 RT60이길어짐에따라파형




그림 4.9: 4개테스트공간에서의샘플오디오분석 (클래스 : ring)
[표 4.4]와 [그림 4.7]을보면 ‘Recorded Hallway’, ‘Recorded Room’의녹음테스
트셋의성능이합성테스트셋의 RT60에따른경향에비해현저하게낮은데이는제
작한녹음테스트셋에잔향외에잡음에의한추가적인왜곡이반영되었기때문으로
추측한다. 합성 테스트셋의 경우 무향실에서 녹음된 원본 데이터셋과 공간 임펄스
데이터셋과의 컨볼루션으로 생성하여, 두 데이터셋이 잡음에 의한 왜곡이 없다는
가정하에합성테스트셋또한잡음에의한왜곡이없다.
반면녹음테스트셋의경우,원본데이터셋을복도와회의실두공간에서재생하
고 마이크로 재녹음하는 과정에서 마이크의 잡음과, 복도와 회의실에 존재하는 잡
음에의한추가적인왜곡이반영되었다.실제로 [그림 4.10]과같이합성테스트셋과
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그림 4.10:녹음테스트셋과합성테스트셋의샘플오디오비교 (클래스 : cherry)
녹음테스트셋의샘플오디오를비교했을때,합성테스트셋의오디오는이벤트신호
발생 전 및 잔향 신호가 종료된 시점에서 신호가 없는 반면, 녹음 테스트셋의 오디
오는 오디오 전역에 걸쳐 잡음이 존재함을 확인하였다. 주파수 축 스펙트로그램을













스트셋에서는 이론적으로 온전한 원본 사운드 오디오 복원이 가능하기에, ‘Clean’
성능과 같은 99.32%의 성능을 보였다. 다만, 녹음 테스트셋의 경우 베이스라인 성
능보다하락한것을볼수있는데,이는사운드이벤트를왜곡시킨잔향과디컨볼루
션에사용한공간임펄스응답이완전히매핑되지않기때문으로추측하였다.
‘Deconv short’의 경우 테스트셋의 RT60이 증가함에 따라 성능이 저하되며 이
는 디컨볼루션 연산을 이용한 온전한 복원을 위해서는 원본 사운드 이벤트 오디오
길이와공간임펄스응답오디오길이가포함된충분히긴오디오길이가필요하기




















Baseline 99.32 56.56 57.74 88.11 75.66 61.28 53.27 47.10 46.89 32.25
Deconv 99.32 49.55 50.05 99.32 99.32 99.32 99.32 99.32 99.32 99.32
Deconv short 99.32 48.33 47.02 99.30 98.99 99.02 98.44 97.95 95.65 61.12
Deconv shuffle 99.32 20.97 32.81 56.81 31.33 32.11 25.80 22.59 24.33 18.76
표 4.5:디컨볼루션적용시베이스라인모델의분류성능 (%)
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그림 4.11:디컨볼루션샘플오디오분석 (클래스 : sandpp1)
‘Deconv shuffle’은베이스라인성능에비해현저히떨어지는결과를보이며,이
는 디컨볼루션 연산이 원본 사운드 이벤트 오디오를 왜곡시킨 잔향과 완벽히 매핑
되는공간임펄스응답이아니라면,같은공간내공간임펄스응답이라고하더라도
디컨볼루션연산시원본사운드이벤트오디오를불완전하게복원함을의미한다.
[그림 4.11]는 ‘AIR Stairway’ 테스트셋 샘플 오디오의 디컨볼루션 이후 복원된
원본오디오분석이다. ‘AIR Stairway’는합성테스트셋으로 [그림 4.11]의 ‘Decon-
volution’을 보면, 원본 ‘Original’과 매우 유사하게 신호 복원이 이루어졌으며 주파
수영역스펙트로그램또한유사한형태를보인다.반면,동일공간내다른위치의
공간임펄스응답으로디컨볼루션한 ‘Deconvolution shuffle’을보면원본 ‘Original’




점으로는 첫째, 특히 긴 잔향 시간을 갖는 공간에서 온전한 복원을 위해 긴 오디오
길이가 필요하며 이는 실제 환경의 사운드 이벤트 분류의 실시간성을 저하시킬 수
있다.둘째,같은공간이라도사운드이벤트발생위치등에따라수집한공간임펄스
응답과정확히매핑되지않는잔향의영향을받을시,불완전하게복원되어성능을





[표 4.6]는 3.1에서 설명한, 제안한 데이터 증가 방법을 적용한 모델의 각 테스
트셋에서의 분류 성능이다. ‘Baseline’은 제안한 기법을 적용하지 않은 베이스라인
모델이고 ‘Aug’는 제안한 데이터 증가 방법을 적용한 모델로 네트워크 구조는 베
이스라인모델과같다. ‘Clean’테스트셋을제외한모든데이터셋에서 ‘Baseline’에
비해 ‘Aug’에서통계적으로유의미한성능향상이있었다(Paired t-test, p < 0.001).
제안한 데이터 증가 방법을 적용한 ‘Aug’ 모델 또한 RT60의 증가에 따라 분류
성능이저하되지만([그림 4.12]),잔향이없는 ‘Clean’테스트셋을제외한모든테스
트셋에서유의미한성능향상이있었다는점에서,제안한데이터증가방법이잔향



















Baseline 99.32 56.56 57.74 88.11 75.66 61.28 53.27 47.10 46.89 32.25
Aug 99.38 81.18 75.39 98.38 98.39 96.95 94.90 91.14 87.94 67.56
표 4.6:데이터증가방법을적용한모델의분류성능 (%)
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먼저 ‘Aug+Cndt’ 모델의 경우 ‘Aug’ 모델과 비교했을 때 ‘MARDY’, ‘AIR Lec-
ture’, ‘AIR Stairway’, 그리고 ‘QMUL Classroom’ 테스트셋에서 통계적으로 유의
미한 성능 향상이 있었다(Paired t-test, p < 0.05). 통계적으로 유의한 성능 향상을
그림 4.12:데이터증가방법적용모델의 RT60에따른분류성능 (%)
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그림 4.13:컨디셔닝네트워크모델의 RT60에따른분류성능 (%)
보인 4개테스트셋은 RT60길이가긴상위 4개테스트셋으며,제안한컨디셔닝네
트워크가 데이터 증가 방법만으로 성능 향상의 한계가 있는 잔향 공간에서 추가로
성능을향상시킴을확인하였다.
나머지테스트셋에서는 ‘Aug’모델과비교했을때통계적으로차이가없었으며,
특히 ‘Clean’, ‘AIR Booth’, ‘WDR CR7’,그리고 ‘AIR Office’테스트셋은 ‘Aug’모델
만으로도성능이포화점에근접하게도달했기때문으로추측한다.
다음으로 제안한 데이터 증가 방법과 컨디셔닝 네트워크, 그리고 전이학습까



















Baseline 99.32 56.56 57.74 88.11 75.66 61.28 53.27 47.10 46.89 32.25
Aug 99.38 81.18 75.39 98.38 98.39 96.95 94.90 91.14 87.94 67.56
Aug+Cndt 99.11 84.53 78.20 98.13 97.98 96.75 97.30 94.54 95.20 87.78
Aug+Cndt+transfer 99.48 88.68 82.42 98.31 98.45 97.47 98.25 95.86 96.46 90.18
표 4.7:컨디셔닝네트워크를적용한모델의분류성능 (%)
51
장 높은 분류 성능을 보인다. ‘Aug+Cndt’ 모델과 비교했을 때 ‘Recorded Hallway’,
‘Recorded Room’, ‘MARDY’테스트셋에서통계적으로유의한성능향상을보였다
(Paired t-test, p < 0.05).
‘Aug’모델과비교했을때에는 ‘Recorded Hallway’, ‘Recorded Room’, ‘MARDY’,
‘AIR Lecture’, ‘AIR Stairway’,그리고 ‘QMUL Classroom’테스트셋에서 ‘Aug+Cndt’
모델에비해통계적으로더욱유의한성능향상을보였다(Paired t-test, p< 0.01). [그
림 4.13]은 4가지모델의RT60에따른각테스트셋에서의성능이며 ‘Aug+ Cndt+transfer’
모델이가장높은성능을가짐을보여준다.
t-stochastic neighbor embedding (t-SNE) [39]는고차원의벡터들간의구조적관
계를유지하는 2차원의벡터를학습하여고차원의데이터를 2차원지도로표현하
는 알고리즘으로, 벡터 시각화에 많이 사용된다. [그림 4.14]은 테스트셋에 사용한
공간 임펄스 응답들의 임베딩 벡터를 t-SNE로 표현한 것이다. 임베딩 네트워크는





을이루는것을볼수있다. 0.3초미만의 RT60을갖는 ‘Clean’, ‘AIR Booth’, ‘WDR
CR7’, ‘Recorded Hallway’, ‘Recorded Room’그룹(‘짧은 RT그룹’)과 0.3초이상 1
초미만의 RT60을갖는 ‘AIR Office’, ’MARDY’, ‘AIR Lecture’, ‘AIR Stairway’그룹




t-SNE의 random state (RS)를 변경함에 따라 결과 표현이 조금씩 달라지는데,
대부분의 t-SNE 결과에서 3 개의 군집 그룹 및 그 구성 테스트셋의 종류는 유지되
었다.단, ‘Recorded Hallway’, ‘Recorded Room’테스트셋의경우 ‘중간 RT그룹’에
근접하게표현되는결과가발견되었는데,이는 RT60이 0.3초미만임에도 4.2.1에서
서술했듯 녹음 테스트셋의 공간 임펄스 응답 오디오 전역에 합성 테스트셋의 공간
임펄스 응답보다 잡음이 많이 존재하기 때문에 잡음의 영향이 마치 잔향의 영향과
유사하게동작했을것으로추측한다.전이학습을적용하지않은 ‘Aug+Cndt’모델을
이용하여 t-SNE결과를분석했을때에도이와유사한경향성이발견되었다.








[그림 4.15]에서 True 컨디셔닝 방법은 Input에서 오디오를 왜곡시킨 공간 임펄
스응답을네트워크의보조입력으로주어컨디셔닝하지만, Fake컨디셔닝방법에는
Input의공간임펄스응답과관련없는다른공간임펄스응답으로 Fake컨디셔닝한
다. [그림 4.14]의 세 그룹(‘짧은 RT 그룹’, ‘중간 RT 그룹’, ‘긴 RT 그룹’) 별 1 개
테스트셋을 골라 Fake 컨디셔닝을 실험한 결과는 [표 4.8]와 같다. 각 표의 상단은
Input에 들어가는 테스트셋의 이름과 RT60을 나타내며, 각 표 내에서는 Input과 상
관 없는 다른 공간의 테스트셋의 공간 임펄스 응답으로 컨디셔닝한 결과이며 분류
성능의 내림차순으로 정렬하였다. 단, Room Name 중 True는 True 컨디셔닝을 적
용한본래의결과이고, True가아님에도표상단의테스트셋과동일한이름을갖는
Room Name (예:첫번째표의 4번째행 AIR Booth)은동일한테스트셋내에서서로
다른 공간 임펄스 응답을 무작위로 컨디셔닝한 결과이다. p 값 유의성 표기는 True
결과와나머지결과사이의통계검정결과이다(Paired t-test).
먼저 [표 4.8]의AIR Booth를보면AIR Booth가속해있는 ‘짧은 RT그룹’의다른
테스트셋 공간 임펄스 응답으로 Fake 컨디셔닝 할시 성능이 크게 감소하지 않으며
테스트셋의 RT60이 증가함에 따라 성능이 감소한다. 반면 ‘긴 RT 그룹’인 QMUL
Classroom의 경우 RT60이 감소함에 따라 성능이 감소하고, ‘중간 RT 그룹’인 AIR








































































































*** : p < 0.001, ** : p < 0.01, * : p < 0.05
표 4.8: Fake컨디셔닝실험결과





[표 4.9]는 [표 4.5]의 디컨볼루션을 적용한 모델과 제안한 컨디셔닝 네트워크
모델의성능을비교한결과이다. ‘Baseline’은베이스라인모델, ‘Deconv’는베이스






















Baseline 99.32 56.56 57.74 88.11 75.66 61.28 53.27 47.10 46.89 32.25
Deconv 99.32 49.55 50.05 99.32 99.32 99.32 99.32 99.32 99.32 99.32
Deconv shuffle 99.32 20.97 32.81 56.81 31.33 32.11 25.80 22.59 24.33 18.76
Aug+Cndt+transfer 99.48 88.68 82.42 98.31 98.45 97.47 98.25 95.86 96.46 90.18
Aug+Cndt+transfer
shuffle
99.48 88.41 80.93 98.29 98.48 97.51 98.12 95.93 96.21 90.19
표 4.9:디컨볼루션적용베이스라인모델과제안한컨디셔닝네트워크모델의분류
성능 (%)
학습이 적용된 컨디셔닝 네트워크 모델이며, ‘Aug+Cndt+transfer shuffle’은 제안한
모델에서 공간 임펄스 응답을 컨디셔닝 할 때, 입력과 정확히 매핑되지 않은, 같은
공간내다른위치의공간임펄스응답으로컨디셔닝한모델이다.
‘Deconv’와 ‘Deconv shuffle’의결과를보면 4.2.2에서서술한대로,합성테스트
셋의 경우 이상적인 디컨볼루션 연산이 가능하기에 ‘Clean’ 테스트셋과 동일한 성




하지만 제안한 컨디셔닝 네트워크 모델의 경우, 원본 오디오를 왜곡시킨 잔향
과 완벽히 매핑되는 공간 임펄스 응답이 아닌 다른 위치의 공간 임펄스 응답으로









녹음테스트셋결과와모델중 ‘Deconv shuffle’, ‘Aug+Cndt+transfer shuffle’모델의













셋 2 개를 제작하였고, 통계적으로 유의미한 성능 저하를 확인하였다. 특히, 테스
트셋의 RT60이 증가함에 따라 성능이 하락하는 경향성을 확인하였고, 디컨볼루션
방법을적용했을때의잔향테스트셋에서의성능과그한계점에대해고찰하였다.
잔향 환경에서의 성능 저하에 대한 개선 방법으로, 먼저 이미지 방법을 통해
인위적으로 제작한 가상 공간 임펄스 응답과의 컨볼루션 연산을 통해 데이터를 증
가시키는데이터증가방법을제시하였고,제안한데이터증가방법이설정한모든
잔향 환경 테스트셋에서 성능 향상의 효과가 있음을 실험적으로 검증하였다. 또한
실제환경에서사운드이벤트분류를수행함에있어해당공간의임펄스응답을쉽
게수집가능하다는점에서착안하여제안한데이터증가방법과함께사용가능한,
공간 임펄스 응답을 네트워크에 컨디셔닝하는 기법을 제안하였다. 구체적으로는
스케일링및바이어싱요소간변환기법을이용하였고제안한컨디셔닝네트워크가
긴 RT60길이를갖는테스트셋에서성능향상의효과가있음을검증했다.








길이를 갖는 공간 임펄스 응답을 컨디셔닝함으로써 성능을 향상시킬 수 있음을 보
였다. 이는 실제 잔향 환경에서의 정확한 공간 임펄스 응답을 모를지라도, RT60의
정보만으로도사운드이벤트분류성능을향상시킬수있음을의미한다.
이에따라제안한기법이,정확한공간임펄스응답을사용할경우에만높은성
능을 보이는 디컨볼루션 적용 방법의 한계점을 극복할 수 있음을 확인하였다. 또,
공간의잔향시간이길어짐에따라온전한복원을위해더긴오디오입력을필요로
하는 디컨볼루션 방법과 달리 제안한 기법은 공간의 잔향 시간과 관계 없이 짧은
오디오 길이만으로도 향상된 성능을 보여, 실제 환경의 사운드 이벤트 분류 시 실
시간성에도 유리할 것으로 기대된다. 궁극적으로 제안한 기법은 디컨볼루션 등의
중간연산의필요없이잔향에의해왜곡된오디오입력시이에해당하는클래스를



















둘째, 데이터셋을 잔향이 존재하는 환경에서 재녹음한 녹음 테스트셋에 대한
다양하고면밀한검증이추가로필요하다.녹음테스트셋제작시실제환경에존재
하는잡음등의문제로합성테스트셋에사용한데이터셋에비해많은양의잡음이
녹음 테스트셋에 포함되었다. 잔향 뿐만 아니라 잡음 또한 사운드 이벤트 분류 성
능을 저하시키는 주 요인이기에 잔향과 잡음이 확실하게 제어된 녹음 테스트셋을
제작하여제안한기법을검증할필요가있다.또한이과정에서사용한마이크와스
피커에따른성능경향성등을파악할필요가있다.
셋째, 본 연구에서 제안한 기법이 베이스라인 모델에 비해 성능이 향상됨을 검
증했지만 잔향을 제거하는 등 기존 잔향 관련 연구의 기법들과 성능을 비교하지
않았다는데에 그 한계가있다. 사운드 이벤트 분류 분야 외에도, 음성 인식 등의 분






향후 연구 계획으로는, 먼저 5.2에서 제시한 한계점들을 해결하기 위한 검증을
시도할 계획이다. 다양한 오디오 특성을 가진 데이터셋, 특히 이미 잔향에 의해 왜

















저하시키는 주된 요인은 잡음과 잔향으로, 잡음을 이용한 컨디셔닝 네트워크를 통
해잡음환경에서의성능향상경향성을확인하고궁극적으로는잡음과잔향이모두
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ABSTRACT
In this paper, we propose techniques to enhance performance of sound event clas-
sification in reverberant environment. Sound event classification is actively applied
to various application fields such as anomaly detection system, and it is important to
maintain robust performance in real-world environments. In real-world environments,
noise and reverberation are the main factors that degrade the performance of sound
event classification. However, the research on sound event classification in noisy and
especially reverberant environments is poor.
Therefore, in this paper, we observe the degradation phenomenon of sound event
classification in reverberant environments and propose performance enhancement tech-
niques for this phenomenon. To do this, we build a test set that models the reverberant
environments and observe that sound event classification performance of the test set is
degraded.
In order to improve the performance, we propose a data augmentation method us-
ing an artificially synthesized room impulse response and a method of conditioning
the room impulse response to the network. Experimental results show that the pro-
posed data augmentation method improves performance in reverberant environments.
It also demonstrates additional performance improvements when using with the pro-
posed conditioning method together. Finally, we show that the proposed method im-
proves the performance by using approximate reverberation time information even
when accurate room impulse response audio is not known.
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