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Abstract
We investigate a few problems in the theory of linear time-invariant systems that
arise when the open-loop system possesses imaginary eigenvalues. The problems are:
(1) the infinite horizon, minimum energy optimal control problem; (2) the matter of
defining the controllability Gramian for systems that are not stable; (3) the regularity
as a distribution of the Fourier transform of the state impulse response. Apart from
separately investigating these problems, we also indicate how they are interconnected.
Keywords. linear time-invariant systems, controllability Gramian, frequency response,
minimum energy optimal control
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93D15
1 Introduction
Consider matrices A ∈ Rn×n and B ∈ Rn×m and the resulting control system with governing
equations
ξ˙(t) = Aξ(t) +Bµ(t). (1.1)
We shall investigate the effect of imaginary eigenvalues of A on three basic problems in the
theory of linear time-invariant systems.
The infinite horizon, minimum energy optimal control problem A basic optimal
control problem is:
For x0,x1 ∈ Rn and for T ∈ R>0, find µ ∈ L2([0, T ];Rm) such that the solution
ξ : [0, T ]→ Rn steers x0 to x1 while minimising the cost∫ T
0
‖µ(t)‖2 dt.
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2 B. Gharesifard and A. D. Lewis
This problem is important because it is solvable for every x0,x1 ∈ Rn and every T > 0
if and only if the pair (A,B) is controllable, and, if this is so, then the solution to the finite
horizon, minimum energy optimal control problem has an interesting solution. To define this
solution, let us define the finite horizon controllability Gramian
W c(A,B)(t) =
∫ t
0
eA(t−τ)BBT eA
T (t−τ) dτ.
We note that W c(A,B)(t) is symmetric and positive-semidefinite for all t ∈ R>0. The con-
trollability of (A,B) is equivalent to W c(A,B)(t) being positive-definite for t ∈ R>0 (Brock-
ett, 1970, Theorem 13.1). This being the case, the solution to the finite horizon, minimum
energy optimal control problem is
µ(t) = −BT eAT (T−t)W c(A,B)(t)−1(eAT (x0)− x1)
(Brockett, 1970, Theorem 22.1).
The problem of interest to us is that of solving this problem for x1 = 0 and taking
T →∞. That is, we steer x0 to 0 in infinite-time while minimising the cost∫ ∞
0
‖µ(t)‖2 dt.
We shall show that this problem admits no solution when A has imaginary eigenvalues.
The controllability Gramian In the case that A is Hurwitz, one can define the control-
lability Gramian by
W∞c (A,B) = lim
t→∞W c(A,B)(t) =
∫ ∞
0
eAtBBT eA
T t dt. (1.2)
By (Zhou, 1996, Lemma 3.18), the controllability Gramian is the unique symmetric positive-
semidefinite solution to the Lyapunov equation
AQ+QAT +BBT = 0.
It is, moreover, positive-definite if and only if (A,B) is controllable (see the discussion fol-
lowing Lemma 3.18 in (Zhou, 1996)). The controllability Gramian so-defined is an important
measure of a system’s properties. For example, the size of the smallest eigenvalue can be
used as a measure of “how controllable” the system is; the larger the eigenvalue, the more
controllable the system is.
A quite natural extension of the definition of the controllability Gramian is proposed by
Zhou, Salomon, and Wu (1999) (see also (Varga, 2001) for the discrete-time case), where
they give an application of their definition to the problem of constructing so-called balanced
realisations (Pernebo and Silverman, 1982). Their construction assumes that A has no
imaginary eigenvalues.
We shall examine the controllability Gramian of Zhou, Salomon, and Wu (1999) and we
shall see that the difficulties of making the definition when A has imaginary eigenvalues are
connected to the lack of a solution of the infinite horizon, minimum energy optimal control
problem in this case.
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The regularity (as a distribution) of the state frequency response Consider the
distributional differential equation
θ′ = Aθ +Buδ,
where δ is the Dirac distribution with support at 0, u ∈ Rm, and where the unknown solution
θ is a distribution with values in Rn. Referring to the discussion surrounding Theorem 6.3-
1 in (Zemanian, 1965), (1) there is a solution of this distributional differential equation
and (2) if we additionally require the solution to have support bounded on the left, then
it is uniquely defined. Moreover, this unique distributional solution is regular—i.e., it is
the distribution associated with a locally integrable function of time—and is the regular
distribution associated with the function
hu(t) =
{
eAtBu, t ≥ 0,
0, t < 0.
We see that this function is linear in u and so we define the state impulse response by
h : R→ Rn×m
t 7→
{
eAtB, t ≥ 0,
0, t < 0.
We see that, when A is Hurwitz, we have
W c(A,B) =
∫ ∞
0
h(t)h(t)T dt,
connecting the state impulse response to the controllability Gramian.
Furthermore, in case A is Hurwitz, then state frequency response can be computed via
the Fourier transform:
H(ω) =
∫ ∞
0
h(t)eiωt dt = (iωIn −A)−1B,
and the Plancheral theorem ensures that
W c(A,B) =
1
2pi
∫
R
H(ω)H(ω)T dω.
Even whenA is not Hurwitz, we can apply the distributional Fourier transform and determine
the state frequency response as an ultradistribution. What we see, then, is that there is an
entire conversation that can be conducted at the level of distributions. The state impulse
response is naturally defined as a distribution, being the solution of a distributional differential
equation. The state frequency response is then the distributional Fourier transform of the
state impulse response. One can then ask when, in this conversation about distributions, the
distributions are regular.
We shall see that, when (A,B) is controllable, the only distribution that is not regular
is the state frequency response when A has imaginary eigenvalues.
Summarising, we will arrive at the following theorem.
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Theorem Let A ∈ Rn×n and B ∈ Rn×m be such that (A,B) is controllable. Then the
following statements are equivalent:
(i) A has no imaginary eigenvalues;
(ii) the infinite horizon, minimum energy optimal control problem has a solution;
(iii) the controllability Gramian is well defined;
(iv) the state frequency response is a regular distribution.
Given that we have demonstrated above that the last three statements are intertwined,
one is led to wonder whether there is some deeper connection between what seems initially
to be quite disparate phenomenon.
Outline of paper
After a review of notation and a presentation of some background material in Section 2, the
paper is divided into three sections, one for each of the problems outlined above.
In Section 3 we consider the infinite horizon, minimum energy optimal control problem.
After providing some context for this problem, we present the main result in this section,
Theorem 3.3. We prove that the problem studied in this section does not have a solution
when the open-loop system has imaginary eigenvalues. From the existing literature, one can
see that the associated Riccati equation fails to have a solution in this case (we examine this
carefully in the proof of Lemma 1 from the proof of Theorem 3.3). However, as far as we are
aware, our demonstration of the lack of existence of a solution to the optimal control problem
is new. In the case where the restriction of the open-loop system to the invariant subspace
associated with the imaginary eigenvalues is diagonalisable, it is fairly easy to prove this
result. However, the general case poses some challenges, and thus the proof of Theorem 3.3
is quite complicated, although “elementary.”
In Section 4 we explore the matter of defining the controllability Gramian for general
systems. This is classical textbook material in the case when the open-loop system is Hurwitz.
When the open-loop system is not Hurwitz, there is a pretty obvious way of adapting the
Hurwitz construction to arrive at a sensible controllability Gramian (this is part (i) of our
Proposition 4.5). Zhou, Salomon, and Wu (1999) give a frequency-domain characterisation
of this adaptation of the classical construction, and we state—as Zhou, Salomon, and Wu
stated—the connection between this frequency-domain characterisation of the controllability
Gramian and the obvious adaptation of the classical construction. A principal result in
this section is Theorem 4.8, where we, again following Zhou, Salomon, and Wu, connect
the frequency-domain characterisation of the controllability Gramian to an optimal control
problem. We show, using our Theorem 3.3 from Section 3, that this optimal control problem
does not have a solution when the open-loop system has imaginary eigenvalues.
In Section 5, we consider the state impulse response and the state frequency response
(the prefix “state” is used here as we do not work with outputs in this paper). The aim
is to present a completely distributional basis for these constructions, and then consider
the matter of when the distributions arising from these constructions are, in fact, regular
distributions. We show in Propositions 5.2 and 5.5 that, of all the distributions encountered,
only one is possibly not regular, and this happens only in the case when the open-loop system
has imaginary eigenvalues. We also “close the loop” on the presentation by clearly stating
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the relationship between the state impulse and state frequency responses to the general
controllability Gramian from Section 4. This connection is pretty clearly suggested by the
frequency-domain characterisation of the controllability Gramian.
2 Background and notation
In this section we shall provide the notation used in the paper, and as well review some
aspects of the theory of distributions we shall require. We also provide the definitions for
the class of systems we use in the paper. We comment that we shall do LTI system theory
in general finite-dimensional vector spaces; thus we shall not work in the main body of the
paper with the notation used in the introduction. We feel that this clarifies the mathematical
meaning of the concepts we encounter, although it does so at the expense of requiring the
reader to familiarise themselves with some algebraic notation and constructions that are not
necessarily the way things are normally done in control theory.
2.1 Elementary notation
We use standard set theoretic notation. If A ⊆ S, we denote by S \A the complement of A in
S. By idS we denote the identity map on a set S. For a map f : S → T between sets, image(f)
denotes the image of f . If f : S → T is invertible, we denote its inverse by f−1 : T → S. By
card(S) we denote the cardinality of a set. By Sk we denote the permutation group on k
elements and, for σ ∈ Sk, we denote the signature of σ by sgn(σ).
By R and C we denote the sets of real and complex numbers, respectively. By R>0, R≥0,
and R<0 we denote the set of positive, nonnegative, and negative real numbers, respectively.
We denote i =
√−1. By Z we denote the set of integers, with Z>0 and Z>0 denoting the sets
of positive and nonnegative integers, respectively. For x ∈ R, we denote
sign(x) =

1, x ∈ R>0,
0, x = 0,
−1, x ∈ R<0.
We shall work with vector spaces over both R and C, and for this reason we will denote
F ∈ {R,C} to allow working with both cases simultaneously. For x ∈ F, we shall denote
x¯ =
{
x, F = R,
complex conjugate of x, F = C,
(2.1)
and |x| the absolute value (when F = R) or complex modulus (when F = C).
The set of m × n matrices with entries in F ∈ {R,C} we denote by Fm×n. The n × n
identity matrix is denoted by In.
If U and V are F-vector spaces, then HomF(U;V) denotes the set of F-linear maps from
U to V. By ker(L) we denote the kernel of L. For an F-vector space V, we denote by
V∗ = HomF(V;F) the set of linear mappings from V into F, i.e., the dual space. If v ∈ V and
α ∈ V∗, we shall sometimes denote 〈α; v〉 = α(v). If S ⊆ V, the annihilator of S is
ann(S) = {α ∈ V∗ | α(v) = 0, v ∈ S}.
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If L ∈ HomF(U;V), we denote by L∗ ∈ HomF(V∗;U∗) the mapping defined by
〈L∗(α);u〉 = 〈α; L(u)〉, u ∈ U, α ∈ V∗;
this is the dual of L.
If U1, . . . ,Uk are subspaces of an F-vector space V, we write
V = U1 ⊕ · · · ⊕ Uk
if every v ∈ V has a unique expression as v = u1 + · · · + uk for uj ∈ Uj , j ∈ {1, . . . , k}. We
say that V is the direct sum of the subspaces U1, . . . ,Uk.
If V is an F-vector space, we denote by S2(V∗) the set of F-bilinear mappings from V×V
into F. We shall primarily use S2(V∗) in the case when F = R. For F = C, it is more useful
in this paper to consider the set S2(V∗) of Hermitian forms, by which we mean the mappings
B : V × V→ C that satisfy
1. B(a1v1 + a2v2, v) = a1B(v1, v) + a2B(v2, v), v, v1, v2 ∈ V, a1, a2 ∈ C, and
2. B(u, v) = B(v, u), u, v ∈ V.
If we agree to use the convention (2.1), we note that we can also use the notation S2(V∗)
in the real case, in which case we have S2(V∗) = S2(V∗). We note that, for v ∈ V and
B ∈ S2(V∗), we have B(v, v) ∈ R. Thus we can say that B ∈ S2(V∗) is positive-semidefinite
if B(v, v) ≥ 0 for every v ∈ V and is positive-definite if it is positive-semidefinite and if,
additionally, B(v, v) = 0 only if v = 0. We denote by S2≥0(V
∗) the set of positive-semidefinite
Hermitian forms and by S2>0(V
∗) the set of positive-definite Hermitian forms. We note that,
if B ∈ S2>0(V∗), then it is a inner product (when F = R) or an Hermitian inner product (when
F = C). It, therefore, defines a norm that we denote by
‖v‖B = B(v, v)1/2.
If F ∈ {R,C} and if V is an F-vector space, there is associated to B ∈ S2(V∗) a mapping
B : V→ V∗ (abusing notation) defined by
〈B(v);u〉 = B(v, u), u, v ∈ V.
The properties of Hermitian forms ensure that this mapping is F-linear for both F = R and
F = C. If B ∈ S2>0(V∗) is additionally positive-definite, then B ∈ HomF(V;V∗) is invertible,
and we denote its inverse by none other than B−1. Note that B−1 defines an Hermitian form
on V∗, also denoted by B−1 ∈ S2>0(V) (noting that V∗∗ ' V), and defined by
B−1(α, β) = B(B−1(α),B−1(β)).
Even when we work with R-vector spaces, we sometimes will be required to complexify
to talk about possible complex eigenvalues. For a R-vector space V, the complexification
of V is the C-vector space VC = V × V with the vector space operations
(u1, v1) + (u2, v2) = (u1 + u2, v1 + v2), (a+ ib)(u, v) = (au− bv, bu+ bv)
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for (u, v), (u1, v1), (u2, v2) ∈ VC and a, b ∈ R. If L ∈ HomR(V;V), the complexification of L
is the linear mapping LC ∈ HomC(VC;VC) defined by
LC(u, v) = (L(u), L(v)).
One can complexify a R-bilinear map B ∈ S2(V∗) to an Hermitian form BC ∈ S2(V∗C) by the
formula
BC((u1, v1), (u2, v2)) = (B(u1, u2) + B(v1, v2)) + i(B(v1, u2)− B(u1, v2)).
In case V is already a C-vector space, in order to be able to talk about the real and
complex cases simultaneously, we shall denote VC = V, LC = L for L ∈ HomC(V;V), and
BC = B for B ∈ S2(V∗).
Let F ∈ {R,C} and let V be a finite-dimensional F-vector space. By spec(L) ⊆ C we
denote the set of eigenvalues of L ∈ HomF(V;V). For λ ∈ spec(L), by ma(λ) we denote the
algebraic multiplicity of λ, by which we mean the number of times λ is repeated as a root
of the characteristic polynomial. The geometric multiplicity is the (complex) dimension of
the subspace ker((LC − λ idVC)ma(λ)). This subspace is LC-invariant and, when F = R, there
corresponds to it a real subspace of V that is L-invariant. This invariant subspace is the
generalised eigenspace for the eigenvalue λ, and we note that V is the direct sum of the
generalised eigenspaces. We denote
specs(L) = {λ ∈ spec(L) | Re(λ) < 0},
specu(L) = {λ ∈ spec(L) | Re(λ) > 0},
specc(L) = {λ ∈ spec(L) | Re(λ) = 0}.
We denote by Es(L) the direct sum of generalised eigenspaces for eigenvalues in specs(L), by
Eu(L) the direct sum of generalised eigenspaces for eigenvalues in specu(L), and by Ec(L) the
direct sum of generalised eigenspaces for eigenvalues in specc(L).
For F ∈ {R,C}, for a finite-dimensional F-vector space V, and for L ∈ HomF(V;V), we
shall denote by t 7→ eLt ∈ HomF(V;V) the operator exponential of L, by which we mean the
solution to the initial value problem
Φ˙(t) = L ◦Φ(t), Φ(0) = idV,
in HomF(V;V). We shall also write expL(t) = e
Lt when we wish to think of the operator
exponential as a HomF(V;V)-valued function of t. It will be helpful to have at hand a
compact form for eLt. By (e.g., Arnol′d, 1978), we have
eLt =
∑
λ∈spec(L)
ma(λ)−1∑
k=0
Lλkt
keλt, (2.2)
for some
Lλk ∈ HomC(VC;VC), k ∈ {0, 1, . . . ,ma(λ)− 1}, λ ∈ spec(L).
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Some of these linear mappings may be zero. Moreover, when F = R, there are relationships
between the linear mappings Lλk and L
λ¯
k that ensure that e
Lt is, in fact, real. This degree of
resolution is not necessary for our purposes, however.
Let T ⊆ R be an interval, let F ∈ {R,C}, and let V be a finite-dimensional F-vector space
with a norm ‖·‖V. By C0(T;V) we denote the set of continuous mappings from T into V. By
C00(T;V), we denote{
f ∈ C0(T;V) | for  ∈ R>0, there exists a compact interval K ⊆ T
such that ‖f(t)‖ <  for t ∈ T \K} .
For p ∈ [1,∞), we denote by Lp(T;V) the set of measurable mappings f : T→ V such that
‖f‖V,p ,
(∫
T
‖f(t)‖pV dt
)1/p
<∞.
Note that this definition is independent of the norm on V, although the exact value of the
norm ‖·‖V,p does, of course, depend on this norm. We also denote by Lploc(T;V) the set of
measurable mappings f : T → V such that f |K ∈ Lp(K;V) for every compact subinterval
K ⊆ T.
If f ∈ L1(T;V), we can define the integral of f with respect to the Lebesgue measure, and
we write this in the usual way: ∫
T
f(t) dt.
If one wishes, one can be fancy and think of this as being the Bochner integral of f (e.g.,
Schaefer and Wolff, 1999, Theorem III.6.5). However, in the simple finite-dimensional case
with which we are working in this paper, one can work with a basis and do the integration
component-wise, in the usual sense.
We denote by 1≥0 the unit step function:
1≥0(t) =
{
1, t ≥ 0,
0, t < 0.
If S is a set, if f : R→ S is an S-valued function, and if a ∈ R, we define
τa : R→ R
t 7→ t− a
and
τ∗af : R→ S
t 7→ f ◦τa(t) = f(t− a).
We also define
σ : R→ R
t 7→ −t
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and
σ∗f : R→ S
t 7→ f ◦σ(t) = f(−t).
If x 7→ f(x) is a k-times continuously differentiable function of a real or complex variable x,
we will use f (k) to denote the kth-derivative. Sometimes we will write the first derivative as
f ′. We will sometimes write
dkf
dxk
(x) = f (k)(x).
2.2 Distributions
In Section 5, the whole point of the discussion will be about the regularity of certain distri-
butions that arise in linear system theory. To establish the results we need will require an
understanding of the basic concepts of distribution theory; we present these here, and refer
to (Zemanian, 1965) for a readable introduction to the subject. One small extension we make
is to work with distributions with values in a normed vector space. This is not a difficult
extension in the finite-dimensional case we consider; indeed, by a choice of basis the theory
can be reduced to the case of scalar-valued distributions.
2.2.1 Definitions
We begin by introducing the spaces of test functions we require. In this discussion, we let
F ∈ {R,C} and let V be a finite-dimensional F-vector space with a norm ‖·‖.
1. D(R;F): This is the F-vector space of infinitely differentiable functions φ ∈ C∞(R;F)
with compact support. We make this space into a topological vector space by describing
the sequences converging to zero. To this end, a sequence (φj)j∈Z>0 converges to zero
if
(a) there exists a compact K ⊆ R such that
supp(φj) ⊆ K, j ∈ Z>0,
and
(b) for each k ∈ Z>0, (φ(k)j )j∈Z>0 converges uniformly to zero.
2. Z (R;F): We denote by Z (R;F) the functions φ : R → F for which there exists an
holomorphic function αφ : C→ C for which
(a) φ(t) = αφ(t+ i0) for t ∈ R and
(b) there exists a ∈ R>0 and Ck ∈ R≥0, k ∈ Z>0, such that
|zkαφ(z)| ≤ Ckea|=(z)|, j ∈ Z>0, z ∈ C.
The essential feature of this space of functions is that Z (R;C) = F (D(R;C)).1 This
becomes a topological vector space by declaring that a sequence (φj)j∈Z>0 converges
to zero if
1We note that F (D(R;R)) is the subspace of Z (R;C) consisting of those functions for which φ(z¯) = φ(z).
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(a) there exists a ∈ R>0 and Ck ∈ R>0, k ∈ Z>0, such that
‖zkαφj (z)‖ ≤ Ckea|=(z)|, k ∈ Z>0, z ∈ C,
and
(b) for every compact K ⊆ C, (αφj |K)j∈Z>0 converges uniformly to zero.
Associated with these spaces of test functions are corresponding spaces of distributions,
which are elements of the continuous dual of the test function spaces.
1. D ′(R;V): This is the space of V-valued distributions and is the set of continuous
linear mappings from D(R;F) to V. To be specific, continuity of θ ∈ HomF(D(R;F);V)
is tantamount to the condition that (θ(φj))Z>0 converges to 0 ∈ V for every sequence
(φj)j∈Z>0 converging to zero in D(R;F). We topologise the space of distributions by
using the weak topology. That is to say, a sequence (θj)j∈Z>0 of distributions converges
to a distribution θ if limj→∞ θj(φ) = θ(φ) for every φ ∈ D(R;F).
2. Z ′(R;V): This is the space of V-valued ultradistributions and is the set of con-
tinuous linear mappings from Z (R;F) to V. Similarly to distributions, continuity of
θ ∈ HomF(Z (R;F);V) means that (θ(φj))j∈Z>0 converges to 0 ∈ V for every sequence
(φj)j∈Z>0 converging to zero in Z (R;F). As with the space of distributions, we topol-
ogise Z ′(R;V) with the weak topology.
If φ is a test function and if θ is a (ultra)distribution, we may write θ(φ) = 〈θ;φ〉.
2.2.2 Constructions with distributions
We shall simply provide a list of constructions with distributions that we shall require.
1. The kth derivative of a distribution θ ∈ D ′(R;V) is denoted by θ(k) and is defined by
〈θ(k);φ〉 = (−1)k〈θ;φ(k)〉, φ ∈ D(R;F)
(Zemanian, 1965, §2.4). We may write θ′ = θ(1).
2. For θ ∈ D ′(R;V), we define σ∗θ by 〈σ∗θ;φ〉 = 〈θ;σ∗φ〉, φ ∈ D(R;F).
3. For a ∈ R and θ ∈ D ′(R;V), we define τ∗aθ by 〈τ∗aθ;φ〉 = 〈θ; τ∗−aφ〉, φ ∈ D(R;F). Note
that, if V is a C-vector space and if θ ∈ Z ′(R;V), then we can define τ∗aθ ∈ Z ′(R;V)
for a ∈ C. To see this, note that, if φ ∈ Z (R;C), then φ extends to a unique entire
function which we also denote by φ. We then define 〈τ∗aθ;φ〉 = 〈θ; τ∗−aφ〉.
4. If V is a R-vector space and if θ ∈ D ′(R;V), then we define the complexification of θ
to be θC ∈ D ′(R;VC) by
〈θC;φ〉 = (〈θ; Re(φ)〉, 〈θ;=(φ)〉), φ ∈ D(R;C).
Of course, we take θC = θ if θ takes values in a C-vector space.
5. If θ ∈ D ′(R;U) and if L ∈ HomF(U;V), then we define L ◦θ ∈ D ′(R;V) by
〈L ◦θ;φ〉 = L(〈θ;φ〉), φ ∈ D(R;F).
6. If θ ∈ D ′(R;F) and v ∈ V, we define v ⊗ θ ∈ D ′(R;V) by
〈v ⊗ θ;φ〉 = 〈θ;φ〉v, φ ∈ D(R;F).
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7. A distribution θ ∈ D ′(R;V) vanishes on an open subset O ⊆ R if θ(φ) = 0 for all
φ ∈ D(R;F) for which supp(φ) ⊆ O. The support of θ ∈ D(R;V) is the subset of R
defined by
supp(θ) = R \ (∪{O ⊆ R | O is open and θ vanishes on O})
Since supp(θ) is the complement in R of a union of open sets, it is a closed subset of R.
8. Distributions θ1, θ2 ∈ D ′(R;V) agree on an open subset O ⊆ R if θ1(φ) = θ2(φ) for
each φ for which supp(φ) ⊆ O.
2.2.3 Special distributions
By δt0 ∈ D ′(R;F) we denote the Dirac distribution with support at t0. Thus
〈δt0 ;φ〉 = φ(t0), φ ∈ D(R;F).
We abbreviate δ = δ0. If f ∈ L1loc(R;V), then this defines a distribution θf ∈ D ′(R;V)
according to
θf (φ) =
∫
R
φ(t)f(t) dt, φ ∈ D(R;F).
Such distributions are called regular distributions. A regular distribution is uniquely pre-
scribed by the function defining it in the sense that, if θf = θg, then f(t) = g(t) for almost
every t ∈ R. The singular support of θ ∈ D ′(R;V) is the largest closed set sing(θ) ⊆ R
with the property that on R \ sing(θ) there exists f ∈ L1loc(R;V) so that θ agrees with θf .
Thus a distribution θ is regular if and only if sing(θ) = ∅.
We shall also make use of the principal value and finite part of divergent integrals as
distributions. The definitions we give for these are as follows. For k ∈ Z>0, we denote by
ρk : R→ F the mapping
ρk(t) =
{
t−k, t 6= 0,
0, t = 0.
Note that ρk is not locally integrable as its integral diverges over any interval containing 0;
thus there is no regular distribution θρk . Note, however, that t 7→ log|x| is locally integrable,
and so defines a regular distribution that we denote by θLog. Thus
〈θLog;φ〉 =
∫
R
log|t|φ(t) dt, φ ∈ D(R;F).
Using the fact that ddt log|t| = t−1 for t 6= 0 as motivation, we define a distribution associated
with ρ1 to be pv1 = θ
′
Log. This is the principal value integral of ρ1. Note that an
application of integration by parts gives
〈pv1;φ〉 = −
∫
R
log|t|φ′(t) dt = lim
↓0
(∫ −
−∞
φ(t)
t
dt+
∫ ∞

φ(t)
t
dt
)
, φ ∈ D(R;F).
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Now, noting that ddt t
−1 = −t−2, we define the distribution associated with ρ2 to be fp2 =
−pv′1. This is the finite part integral for ρ2. One now proceeds recursively to define the
finite part integral for ρk+1 to be fpk+1 = − 1k fp′k for k ∈ Z>0. Clearly we have
fpk+1 =
(−1)k
k!
θ
(k+1)
Log , k ∈ Z>0.
Fox (1957) shows that
〈fpk+1;φ〉 = lim
↓0
∫ −
−∞
φ(t)
tk+1
dt+
∫ ∞

φ(t)
tk+1
dt−
k−1∑
j=0
φ(j)(0)
j!
1− (−1)k−j
(k − j)k−j
 .
2.3 The Fourier transform
We shall use the Fourier transform in typical and not quite typical ways. Here we give a
quick review of what we need.
2.3.1 Fourier transform of vector functions
We shall take the Fourier transform of vector space-valued functions. To do so, we shall
reduce to the case of the standard F-valued Fourier transform, in the particular variant
F (f)(ω) =
∫
R
f(t)e−iωt dt, f ∈ L1(R;F).
We note that F (f) ∈ C00(R;C) in this case (Gasquet and Witomski, 1999, Theorem 17.1.3).
The appropriate version of the Fourier integral for this Fourier transform is
f(t)“=”
1
2pi
∫
R
F (f)(ω)eiωt dt,
which can be obtained from the results of Lesson 18 of (Gasquet and Witomski, 1999).
Because of this inversion formula, which is valid under certain restrictions, we denote, for
F ∈ L1(R;V),
F (F ) =
1
2pi
∫
R
F (ω)eiωt dω.
We shall use the Fourier transform on L2(R;F), following, for example, (Gasquet and
Witomski, 1999, Lesson 22). In this case, F : L2(R;C)→ L2(R;C) can be defined as a limit
in L2(R;C), and is an isomorphism of Hilbert spaces. Its inverse is F , which we similarly
defined as a limit in L2(R;C). With the Fourier transform constants we are using, the unitary
nature of F is expressed as∫
R
f(t)g(t) dt =
1
2pi
∫
R
F (f)(ω)F (g)(ω) dω (2.3)
(Gasquet and Witomski, 1999, Theorem 22.1.4).
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Now let us define the Fourier transform in the vector-valued case. We let F ∈ {R,C} and
let V be an F-vector space with (Hermitian) inner product B ∈ S2>0(V∗) and induced norm
‖·‖B. If f ∈ L1(R;V) or f ∈ L2(R;V), we define
F (f) : R→ V
by requiring that, for every α ∈ V∗,
〈α;F (f)(ω)〉 = F (α ◦f)(ω). (2.4)
If V = Fn, this definition is readily checked to agree with the component-wise definition.
More generally, this definition is equivalent to choosing a basis (e1, . . . , en) for V, writing
f(t) = f1(t)e1 + · · ·+ fn(t)en,
and defining
F (f)(ω) = F (f1)(ω)e1 + · · ·+F (fn)en.
We prefer the representation (2.4) for reasons of elegance. Keeping in mind that B is Hermi-
tian (if F = C) and that BC is always Hermitian, the identity (2.3) takes the form∫
R
B(f(t), g(t)) dt =
1
2pi
∫
R
BC(F (f)(ω),F (g)(ω)) dω (2.5)
for f, g ∈ L2(R;V).
2.3.2 Fourier transform of distributions
In order to extend the usual theory of frequency response from stable systems to possibly
unstable systems, we shall need to be able to define the Fourier transform of functions that
are only locally integrable. Such functions are well-defined as distributions, and this is how
we shall determine their Fourier transforms.
Let F ∈ {R,C} and let V be a F-vector space V. To define the Fourier transform on
D ′(R;V), we first note that, if φ ∈ L1(R;F), then φ ∈ Z (R;F) if and only if F (φ) ∈
D(R;C). Moreover, F : Z (R;C) → D(R;C) is an isomorphism of topological vector spaces
with inverse F . These matters are discussed in (Zemanian, 1965, §7.6). One uses this
fact to define the Fourier transform of θ ∈ D ′(R;V). Indeed, the Fourier transform of
θ ∈ D ′(R;V) is F (θ) ∈ Z ′(R;VC) defined by
〈F (θ);φ〉 = 〈θC;F (φ)〉, φ ∈ Z (R;F).
Similarly, we define F (θ) by
〈F (θ);φ〉 = 〈θC;F (φ)〉, φ ∈ Z (R;F).
These mappings are clearly well-defined. Moreover, F is an isomorphism of topological
vector spaces with inverse F (Zemanian, 1965, Theorems 7.4-1 and 7.8-1).
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We are primarily interested in the Fourier transform as applied to functions in
L1loc(R≥0;V). In this case we note that, for f ∈ L1loc(R≥0;V), the definition of the distri-
bution θf gives
〈F (θf );φ〉 =
∫
R≥0
f(t)
(∫
R
φ(ω)e−iωt dω
)
dt, φ ∈ Z (R;C). (2.6)
Since F (φ) has compact support, the outer integral is well-defined. Note that one cannot
generally use Fubini’s Theorem to swap the order of integration in the above expression.
2.4 Systems
In this section we will consider our notions of systems that will be used in the paper. We
work with systems whose state space and control space are vector spaces over F ∈ {R,C}.
Generally, we will not indicate explicitly that F is permitted to be either R or C, so this
should always be assumed to be the case.
Here is our definition.
Definition 2.1 Let F ∈ {R,C}. A system is a quadruple Σ = (X,U,A,B) where X and U
are finite-dimensional F-vector spaces, A ∈ HomF(X;X) and B ∈ HomF(U;X). •
If T ⊆ R is an interval, if µ ∈ L1loc(T;U), if t0 ∈ T, and if x0 ∈ X, we denote by
T 3 t 7→ ΦΣ(t, t0, x0, µ) ∈ X
the unique solution to the initial value problem
ξ˙(t) = A ◦ξ(t) + B ◦µ(t), ξ(t0) = x0.
Explicitly, the variation of constants formula gives
ΦΣ(t, t0, x0, µ) = e
A(t−t0)(x0) +
∫ t
t0
eA(t−τ) ◦B ◦µ(τ) dτ.
3 The infinite horizon, minimum energy optimal control prob-
lem
In this section we consider the following optimal control problem.
Problem 3.1 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗). For x0 ∈ X, find
µx0 ∈ L2(R≥0;U) such that
(i) limt→∞ΦΣ(t, 0, x0, µx0) = 0 and,
(ii) if µ ∈ L2(R≥0;U) satisfies limt→∞ΦΣ(t, 0, x0, µ) = 0, then∫ ∞
0
‖µx0(t)‖2R dt ≤
∫ ∞
0
‖µ(t)‖2R dt. •
In words, we steer from x0 to 0 while minimising the control energy.
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3.1 A review of what we know
Of course, quadratic optimal control problems have been extensively studied, and are a part
of the education of most any graduate student in control theory. As such, the problems are
extensively studied in many texts, and we mention (Brockett, 1970; Kwakernaak and Sivan,
1972; Zhou, 1996) as examples. A typical problem makes use of R ∈ S2≥0(U∗) and Q ∈ S2≥0(X∗)
to give a cost function∫
T
(Q(ΦΣ(t, t0, x0, µ),Φ
Σ(t, t0, x0, µ)) + R(µ(t), µ(t))) dt
for a control µ ∈ L2(T;U). For example, one may study the problem of steering from x0 to 0
on R≥0 while minimising the cost function. The case that we are interested in corresponds
to Q = 0 and to R ∈ S2>0(U∗) being an (Hermitian) inner product. Sometimes solutions to
the optimal control problem can be given in feedback form. If R ∈ S2>0(U∗), for example, a
typical state feedback is of the form
µ = −R−1 ◦B∗ ◦P ◦ξ, (3.1)
where P ∈ S2≥0(X∗) is a solution to the algebraic Riccati equation:
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P + Q = 0. (3.2)
The precise conditions under which this general algebraic Riccati equation possesses solu-
tions, and the description of the exact nature of these solutions, are complicated (Zhou,
1996, Chapter 13), involving various combinations of controllability/observability, stabilis-
ability/detectability, positive-definiteness, and eigenvalue conditions.
Let us review what is known for our particular problem, with Q = 0 and R ∈ S2>0(U∗).
1. If the system is stable (meaning that A is Hurwitz), then obviously the optimal control
is µx0 = 0. Indeed, this control steers the system to zero in infinite time and with zero
cost.
2. If the system is antistable (meaning that −A is Hurwitz), then the algebraic Riccati
equation
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P = 0 (3.3)
possesses a solution, and the resulting feedback (3.1) gives a solution to the optimal
control problem. We shall provide precise references for this fact in the proof of Theo-
rem 3.3 below.
3. In the unstable case with no imaginary eigenvalues, the system can be decomposed into
its stable/antistable parts, and the above solutions combined.
4. In the case when A has imaginary eigenvalues, then the algebraic Riccati equation (3.3)
does not satisfy standard conditions for existence of stabilising solutions; we shall spell
this out clearly in the proof of Lemma 1 from the proof of Theorem 3.3 below. Moreover,
as we shall show in Theorem 3.3 below, Problem 3.1 does not possess a solution for
every x0 ∈ X.
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3.2 A simple motivating example
We take X = U = R with
A =
[
a
]
, B =
[
1
]
,
for a ∈ R. The governing equations are
ξ˙(t) = aξ(t) + µ(t).
Let us first consider the finite-time, minimum energy optimal control problem: find µ ∈
L2([0, T ];R) steering from x0 at time 0 to 0 at time T , while minimising
1
2
∫ T
0
µ(t)2 dt.
Note that µ(t) = ξ˙(t)− aξ(t) so the minimisation becomes that of∫ T
0
1
2
(ξ˙(t)2 − 2aξ(t)ξ˙(t) + a2ξ(t)2)︸ ︷︷ ︸
L(ξ(t),ξ˙(t))
dt.
This is then a classical calculus of variations problem, with Euler–Lagrange equations
d
dt
dL
dξ˙
− dL
dξ
= ξ¨(t)− a2ξ(t) = 0.
The boundary value problem
ξ¨(t)− a2ξ(t) = 0, ξ(0) = x0, ξ(T ) = 0,
has the solution
ξ(t) =
{
x0 (cosh(at)− coth(aT ) sinh(at)) , a 6= 0,
x0
(
1− tT
)
, a = 0.
Thus the energy minimising, time T controller is µa,x0 = ξ˙ − aξ, giving
µa,x0(t) =
{−ax0e−at(1 + coth(aT )), a 6= 0,
−x0
T
, a = 0.
Now let us consider the infinite-time case. For a ∈ R>0, we have the pointwise limit
limT→∞ µa,x0(t) = −2ax0e−at when a ∈ R>0. This gives the solution to the infinite-
time optimal control problem in this case. For a ∈ R<0, we have the pointwise limit
limT→∞ µa,x0(t) = 0 when a ∈ R<0. This again gives the proper solution to the infinite-
time optimal control problem in this case since the energy-minimising control is “do nothing
and wait.”
For a = 0, we have the pointwise limT→∞ µ0,x0(t) = 0. This means that taking the limit
of the finite-time controller as T →∞ gives a null controller, that certainly does not satisfy
the infinite-time optimal control problem in this case. Moreover, as the following lemma
shows, this optimal control problem does not have a solution.
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Lemma 3.2 The following problem has no solution when x0 6= 0: Find µ ∈ L2(R≥0;R) that
minimises
1
2
∫ ∞
0
µ(t)2 dt,
subject to
ξ˙(t) = µ(t), ξ(0) = x0, lim
t→∞ ξ(t) = 0.
Proof: Since solutions of the initial value problem satisfy
ξ(t) = x0 +
∫ t
0
µ(τ) dτ,
the problem is to find µ ∈ L2(R≥0;R) such that∫ ∞
0
µ(t) dt = −x0,
and that minimises the L2-norm of µ. If x0 6= 0, it is clearly the case that a solution µ to this
problem must satisfy ‖µ‖2 > 0. We shall show that there is a sequence (µj)j∈Z>0 such that∫ ∞
0
µj(t) = −x0, lim
j→∞
‖µj‖2 = 0,
and this will show that the problem has no solution.
Let us define
µj(t) = − 2
jx0
e−2t/jx
2
0
and easily compute ∫ ∞
0
µj(t) = −x0,
∫ ∞
0
µ2j (t) dt =
1
j
for j ∈ Z>0. This exhibits the desired sequence, and so shows that the optimal control
problem given in the statement of the lemma does not have a solution. 
Let us make a few comments on what this example reveals.
1. In the case when the system is stable, the optimal strategy is to do nothing, as the
system will itself steer any initial condition asymptotically to zero while incurring zero
cost.
2. In the case when the system is unstable with no imaginary eigenvalue, the optimal
strategy comes in feedback form.
3. In the case when the system is unstable with an imaginary eigenvalue, we construct a
sequence of controls in feedback form that steers an initial condition to zero, and with
a cost that gets smaller and smaller, converging to zero. Thus, were an optimal control
to exist, it would have to be zero, and the zero control certainly will not steer any initial
condition to zero asymptotically in this case.
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4. We see, in the computations of the proof of Lemma 3.2, that there are competing
objectives in designing the appropriate sequence of controls with cost converging to
zero. On the one hand, each control must steer the system asymptotically to zero,
while on the other hand it must do this with a cost that diminishes to zero. We can
resolve this “by hand” in the example. In generality, however, particularly when there
are repeated imaginary eigenvalues, this problem becomes challenging, and this explains
the rather elaborate proof of the necessity part of Theorem 3.3 below.
3.3 Existence of optimal solutions
Throughout this section, it is understood that we are working with systems defined over the
scalar field F ∈ {R,C}, and that we allow either possibility.
Our main result concerning optimal control is the following.
Theorem 3.3 Let Σ = (X,U,A,B) be a system with R ∈ S2>0(U∗) an (Hermitian) inner
product on U. Then Problem 3.1 has a solution for every x0 ∈ X if and only if
(i) (A,B) is stabilisable and
(ii) specc(A) = ∅.
Moreover, if these conditions are satisfied, then
(iii) for any x0 ∈ X, any solution to Problem 3.1 is of the form
µx0(t) = −R−1 ◦B∗ ◦P ◦ΦΣ(t, 0, x0, µx0),
where P ∈ S2(X∗) is a solution to the algebraic Riccati equation
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P = 0,
and
(iv) for any x0 ∈ X, the optimal cost is P(x0, x0).
Proof: First suppose that (A,B) is stabilisable and that specc(A) = ∅. Decompose X into the
stable and unstable eigenspaces of A, denoted X = Es(A)⊕ Eu(A). We shall be interested in
the particular algebraic Riccati equation
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P = 0. (3.4)
Since this is a sort of degenerate form of the algebraic Riccati equation and since we shall
make use of the solutions of this equation in the proof below and also in Section 5, let us
clearly indicate the conditions for existence and uniqueness of solutions, and the character of
these solutions.
Lemma 1 Let Σ = (X,U,A,B) be a system with R ∈ S2>0(U∗) an (Hermitian) inner product
on U. If
(i) (A,B) is stabilisable and
(ii) specc(A) = ∅,
then the algebraic Riccati equation (3.4) has a unique solution P with the following properties:
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(iii) P ∈ S2≥0(V∗);
(iv) if F = R, then P is real;
(v) A− B ◦R−1 ◦B∗ ◦P is Hurwitz;
(vi) ker(P) = Es(A).
Proof: Let us carefully assemble what we need to know about this equation, with references
to (Zhou, 1996, Chapter 13).
1. The Hamiltonian operator for this Riccati equation is
H =
[
A −B ◦R−1 ◦B∗
0 −A∗
]
(Zhou, 1996, Equation (13.2)).
2. From the preceding, we conclude that the eigenvalues of H are exactly the union of
eigenvalues of A and −A. In particular, H has no imaginary eigenvalues if and only if
A has no imaginary eigenvalues.
3. By the preceding, by (Zhou, 1996, Theorem 13.7), and by our observation 2, if A has
no imaginary eigenvalues and if (A,B) is stabilisable, then, in the terminology of Zhou
(1996, page 325), H ∈ dom(Ric), with dom(Ric) meaning the domain of the Riccati
function.
4. From the preceding and (Zhou, 1996, Theorem 13.5), if A has no imaginary eigenvalues
and if (A,B) is stabilisable, then there exists a unique solution P ∈ S2(X∗) of (3.4) such
that A− B ◦R−1 ◦B∗ ◦P is Hurwitz. Moreover, if F = R, then P is real.
5. Suppose that A has no imaginary eigenvalues and that (A,B) is stabilisable. As per 4,
let P ∈ S2(X∗) be the unique solution of (3.4) such that A− B ◦R−1 ◦B∗ ◦P is Hurwitz.
By (Zhou, 1996, Theorem 13.7), P ∈ S2≥0(X∗). Moreover, we can refine slightly the
statement of Zhou’s Theorem 13.7 to show that, under the current hypotheses, ker(P) =
Es(A).
Let us prove this, noting that this will complete the proof of the lemma.
First let us show that ker(PC) is AC-invariant. Let x ∈ XC satisfy PC(x) = 0. Directly
from (3.4) we conclude that PC ◦AC(x) = 0, giving the desired AC-invariance of ker(PC).
Let x ∈ ker(PC). Since ker(PC) is AC-invariant, there exists λ ∈ spec(A) and k ∈ Z>0
such that x ∈ ker((AC − λ idXC)k). We shall prove by induction on k that this implies
that x ∈ Es(AC). First, for k = 1, we have
λx = AC(x) = (AC − BC ◦R−1C ◦B∗C ◦PC)(x) = 0.
Thus λ is an eigenvalue of AC − BC ◦R−1C ◦B∗C ◦PC and so Re(λ) < 0. Thus x ∈ Es(AC).
If (AC − λ idXC)(x) 6= 0 but (AC − λ idXC)2(x) = 0, then
(AC − λ idXC)(x) = x′ ∈ ker(AC − λ idXC).
We have
x′ = AC(x)− λx =⇒ PC(x′) = PC ◦AC(x)− λPC(x) = 0,
since ker(PC) is AC-invariant. Now, as in the proof for k = 1, we conclude that Re(λ) <
0 and so x′ is in the generalised eigenspace for λ. Since x is mapped into this generalised
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eigenspace by (AC−λ idXC), we can conclude that x is also in this generalised eigenspace.
That is to say, x ∈ Es(AC). We can continue this process to show that, if
x ∈ ker(PC) ∩ ker((AC − λ idXC)k)
for some k ∈ Z>0, then Re(λ) < 0 and so x ∈ Es(AC).
To show the converse, let λ ∈ specs(AC) and let x ∈ ker(AC−λ idXC)k for some k ∈ Z>0.
We shall show by induction on k that this implies that PC(x) = 0. For k = 1, we
use (3.4) to compute
0 = 〈A∗C ◦PC(x) + PC ◦AC(x)− PC ◦BC ◦R−1C ◦B∗C ◦PC(x);x〉
= 〈PC(x);AC(x)〉+ 〈λPC(x);x〉 − 〈PC ◦BC ◦R−1C ◦B∗C ◦PC(x);x〉
= 2 Re(λ)PC(x, x)− ‖B∗C ◦PC(x)‖2R−1C .
Since Re(λ) < 0, the preceding equation implies that
2 Re(λ)PC(x, x) = 0, ‖B∗C ◦PC(x)‖2R−1C = 0.
Now let x ∈ ker((AC − λ idXC)2) so that
(AC − λ idXC)(x) = x′ ∈ ker(AC − λ idXC).
As above, PC(x
′) = 0. Then compute
0 = 〈A∗C ◦PC(x) + PC ◦AC(x)− PC ◦BC ◦R−1C ◦B∗C ◦PC(x);x〉
= 〈PC(x);AC(x)〉+ 〈PC(λx+ x′);x〉 − 〈PC ◦BC ◦R−1C ◦B∗C ◦PC(x);x〉
= 〈PC(x);λx+ x′〉+ 〈λPC(x);x〉 − 〈PC ◦BC ◦R−1C ◦B∗C ◦PC(x);x〉
= 2 Re(λ)PC(x, x)− ‖B∗C ◦PC(x)‖2R−1C .
As above, we argue that PC(x) = 0. This process can be continued to show that
all generalised eigenvectors for λ are in the kernel of PC. Since this holds for every
λ ∈ spec(As), Es(AC) ⊆ ker(PC).
The above shows that Es(AC) = ker(PC). In case F = R, as PC is the complexification of
a R-bilinear map and since Es(AC) is the complexification of a R-subspace, we conclude
that Es(A) = ker(P). H
We claim that with P chosen as per the lemma, the feedback control
µx0(t) = −R−1 ◦B∗ ◦P ◦ΦΣ(t, 0, x0, µx0)
solves Problem 3.1.
To prove this, we use the standard completing the squares argument. Indeed, let
x0 ∈ X and let µ ∈ L2(R≥0;U) be such that limt→∞ΦΣ(t, 0, x0, µ) = 0. Abbreviate
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ξ(t) = ΦΣ(t, 0, x0, µ). Then we compute∫ ∞
0
‖µ(t)‖2R dt =
∫ ∞
0
(R(µ(t), µ(t)) + 〈P ◦B ◦R−1 ◦B∗ ◦P ◦ξ(t); ξ(t)〉
− 〈A∗ ◦P ◦ξ(t); ξ(t)〉 − 〈P ◦A ◦ξ(t); ξ(t)〉) dt
=
∫ ∞
0
(R(µ(t) + R−1 ◦B∗ ◦P ◦ξ(t), µ(t) + R−1 ◦B∗ ◦P ◦ξ(t))
− 〈P ◦ξ(t);B ◦µ(t)〉 − 〈P ◦B ◦µ(t); ξ(t)〉
− 〈P ◦ξ(t);A ◦ξ(t)〉 − 〈P ◦A ◦ξ(t); ξ(t)〉) dt
=
∫ ∞
0
‖µ(t) + R−1 ◦B∗ ◦P ◦ξ(t)‖2R dt
−
∫ ∞
0
(〈P ◦ξ(t); ξ˙(t)〉+ 〈P ◦ ξ˙(t); ξ(t)〉) dt
=
∫ ∞
0
‖µ(t) + R−1 ◦B∗ ◦P ◦ξ(t)‖2R dt−
∫ ∞
0
d
dt
P(ξ(t), ξ(t)) dt
= P(x0, x0) +
∫ ∞
0
‖µ(t) + R−1 ◦B∗ ◦P ◦ξ(t)‖2R dt.
Clearly this is minimised by taking µ = −R−1 ◦B∗ ◦P ◦ξ. Moreover, the optimal cost is
P(x0, x0), as claimed.
Now we show that if, either (A,B) is not stabilisable or if specc(A) 6= ∅, then Problem 3.1
has no solution.
It is clear that, if (A,B) is not stabilisable, then Problem 3.1 has no solution. Indeed, this
hypothesis ensures the existence of a nonzero initial condition
x0 ∈ Eu(A) \ image
([
B A ◦B · · · Adim(X)−1 ◦B]) ,
and thus lim supt→∞‖ΦΣ(t, 0, x0, µ)‖ =∞ for any µ ∈ L2(R≥0;U).
Next we show that, if specc(A) 6= ∅, then Problem 3.1 has no solution.
As a first step, let us decompose X into its centre/stable/unstable subspace decomposition:
X = Ec(A)⊕ Es(A)⊕ Eu(A).
We abbreviate X0 = Ec(A) and X1 = Es(A)⊕ Eu(A), and let
pi0 : X→ X0, pi1 : X→ X1
be the projections. Denote the corresponding decomposition of A and B by[
A0 0
0 A1
]
,
[
B0
B1
]
.
A state x ∈ X we denote by (x0, x1) ∈ X0⊕X1. Similarly, a curve ξ in X is written as (ξ0, ξ1).
As in the first part of the proof, let P1 ∈ S2≥0(X∗1) be such that
A∗1 ◦P1 + P1 ◦A1 − P1 ◦B1 ◦R−1 ◦B∗1 ◦P1 = 0.
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We note that (A0,B0) must be controllable if Problem 3.1 has a solution. Indeed, if it is
not controllable, there exists a nonzero
x0 ∈ X0 \ image(
[
B A ◦B · · · Adim(X)−1 ◦B]).
This will ensure that lim supt→∞‖ΦΣ(t, 0, x0, µ)‖ > 0 for any µ ∈ L2(R≥0;U), from which it
follows that, for any control, there is a trajectory that does not asymptotically approach 0.
Thus Problem 3.1 has no solution. Thus we suppose from now on that (A0,B0) is controllable.
Now suppose that µ ∈ L2(R≥0;U) is such that limt→∞ΦΣ(t, 0, (x00, x01), µ) = 0. Abbre-
viate
ξ0(t) = pi0 ◦ΦΣ(t, 0, (x00, x01), µ), ξ1(t) = pi1 ◦ΦΣ(t, 0, (x00, x01), µ).
Then limt→∞ ξ1(t) = 0. From the first part of the proof it follows that∫ ∞
0
‖µ(t)‖2 dt ≥ P1(x01, x01). (3.5)
We claim that, in fact, the preceding inequality is strict if x00 6= 0. Indeed, suppose that µ
is as stated and that ∫ ∞
0
‖µ(t)‖2 dt = P1(x01, x01).
As in the first part of the proof, this means that µ = −R−1 ◦B∗1 ◦P1 ◦ξ1. The resulting
closed-loop dynamics are then
ξ˙0(t) = A0 ◦ξ0(t)− B0 ◦R−1 ◦B∗1 ◦P1 ◦ξ1(t),
ξ˙1(t) = (A1 − B1 ◦R−1 ◦B∗1 ◦P1) ◦ξ1(t).
Thus
ξ0(t) = e
A0t(x00)−
∫ t
0
eA0(t−τ) ◦B0 ◦R−1 ◦B∗1 ◦P1 ◦ξ1(τ) dt.
Since ξ1(t) goes to zero exponentially as t→∞ and since A0 has imaginary eigenvalues,
lim
t→∞
∫ t
0
eA0(t−τ) ◦B0 ◦R−1 ◦B∗1 ◦P1 ◦ξ1(τ) dt = 0.
Since the eigenvalues of A0 are imaginary, this gives lim supt→∞‖ξ0(t)‖ > 0. This contradicts
the fact that that limt→∞ ξ0(t) = 0, and so the inequality in (3.5) must be strict.
We next show that, given x0 ∈ X with x00 6= 0, there is a sequence (µx0,j)j∈Z>0 in
L2(R≥0;U) such that
1. limt→∞ΦΣ(t, 0, x0, µx0,j) = 0 and
2. lim
j→∞
∫
R≥0
‖µx0,j(t)‖2 dt = P1(x01, x01).
There are many possible sequences (µx0,j)j∈Z>0 with the desired property, and we shall con-
struct one such that µx0,j is in state feedback form for each j ∈ Z>0. In any case, upon
finding such a sequence, we arrive at the conclusion that Problem 3.1 has no solution. In-
deed, suppose that Problem 3.1 has a solution µx0 . As we argued above, since x00 6= 0,∫ ∞
0
‖µx0(t)‖2 dt = P1(x01, x01) + β
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for some β ∈ R>0. However, for j ∈ Z>0 sufficiently large, we also have∫
R≥0
‖µx0,j(t)‖2 dt < P1(x01, x01) + β,
contradicting the optimality of µx0 .
Assuming, without loss of generality for our present purposes, that B0 has full rank, we
may choose bases for X0 and U0 so that the matrix representatives of A0 and B0 are
A0 =

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · Ak
 , B0 =

b1 0 · · · 0
0 b2 · · · 0
...
...
. . .
...
0 0 · · · bk
 , (3.6)
where
Al =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−pl,0 −pl,1 −pl,2 · · · −pl,nl−1
 , bl =

0
0
...
0
1
 , l ∈ {1, . . . , k} (3.7)
(Luenberger, 1967, Equations (14,15)). Therefore, to simplify notation, for the next (rather
lengthy) part of the proof we shall eliminate the index l and simply assume that A0 and B0
are such that, for suitable bases for X0 and U0, we have the matrix representatives for A0 and
B0 as
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−p0 −p1 −p2 · · · −pn−1
 , b =

0
0
...
0
1
 . (3.8)
We let n be the dimension of X0. This simplification will remain in place until we clearly
indicate to the contrary below.
The characteristic polynomial of A is
PA(z) , zn + pn−1zn−1 + · · ·+ p1z + p0,
and all roots of this polynomial are imaginary. In the usual way, for
f =
[
f0 f1 · · · fn−1
]
,
we have
A− bf =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−p0 − f0 −p1 − f1 −p2 − f2 · · · −pn−1 − fn−1
 ,
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and so the eigenvalues of A − bf can be arbitrarily assigned by an appropriate choice of
f (cf. the proof of (Wonham, 1985, Theorem 2.1)). In particular, for  ∈ R, there exists a
unique f  such that
spec(A− bf ) = {−+ λ | λ ∈ spec(A)}. (3.9)
Let us abbreviate A = A− bf . We suppose that there are r distinct eigenvalues λ1, . . . , λr
of A giving rise, therefore, to r distinct eigenvalues
λs() = −+ λs, s ∈ {1, . . . , r},
for A. We wish to determine the character of f e
At as  → 0. To do this, we shall first
prove a few results about matrices in companion form.
We begin by determining the generalised eigenvectors of companion matrices. Thus we
consider a general complex matrix in companion form:
A =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−p0 −p1 −p2 · · · −pn−1
 .
We suppose that A has an eigenvector λ with algebraic multiplicity ma(λ). We shall deduce
a basis for the generalised eigenspace for the eigenvalue λ of A with useful properties. To
define this basis, define
κλ : Z>0 × Z>0 → C
(α, β) 7→
{(
β−1
α−1
)
λβ−α, α ≤ β,
0, otherwise.
If we display these numbers in a semi-infinite matrix κλ with α as row index and β as column
index, we have
κλ =

1 λ λ2 λ3 λ4 λ5 λ6 · · ·
0 1 2λ 3λ2 4λ3 5λ4 6λ5 · · ·
0 0 1 3λ 6λ2 10λ3 15λ4 · · ·
0 0 0 1 4λ 10λ2 20λ3 · · ·
...
...
...
...
...
...
...
. . .
 .
For α ∈ {1, . . . ,ma(λ)}, let wλα ∈ Cn be the vector whose components are the first n com-
ponents of the αth row of κλ. The following property of the vectors wλα, α ∈ {1, . . . ,ma(λ)}
will be useful.
Lemma 2 Let A ∈ Cn×n be a matrix in companion form and let λ ∈ C be an eigenvalue for
A with algebraic multiplicity ma(λ). Then, taking w
λ
0 = 0, we have
(A− λIn)wλα = wλα−1, α ∈ {1, . . . ,ma(λ)}.
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Proof: For w ∈ Cn, we compute
Aw = (w2, w3, . . . , wn,−w1p0 − w2p1 + · · · − wnpn−1)
and so
(A− λIn)w
= (−λw1 + w2,−λw2 + w3, . . . ,−λwn−1 + wn,−λwn − w1p0 − w2p1 + · · · − wnpn−1).
Since
wλ1 = (1, λ, λ
2, . . . , λn−1)
and since
λn + pn−1λn−1 + · · ·+ p1λ+ p0 = 0
by virtue of λ being an eigenvalue of A, one then directly checks that
(A− λIn)wλ1 = 0 = wλ0 ,
giving the lemma for α = 1.
Now suppose the lemma holds for α ∈ {1, . . . ,ma(λ) − 1}. Since λ is a root of PA of
multiplicity ma(λ),
dl
dzl
PA(z)
∣∣∣∣∣
z=λ
= 0, l ∈ {0, 1, . . . ,ma(λ)− 1}.
A straightforward inductive computation for the derivatives of polynomials gives
dα
dzα
PA(z) =
n∑
β=α
pβα!
(
β
α
)
zβ−α,
understanding that pn = 1. Thus we have
n∑
β=α
pβ
(
β
α
)
λβ−α = 0. (3.10)
If we write
wλα = (w
λ
α,1, . . . , w
λ
α,n), w
λ
α+1 = (w
λ
α+1,1, . . . , w
λ
α+1,n),
then we have
−λwλα+1,β + wλα+1,β+1 = −
(
β − 1
α
)
λβ−α +
(
β
α
)
λβ−α
=
(
β − 1
α− 1
)
λβ−α = wλα,β (3.11)
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for β ∈ {1, . . . , n− 1}, using the standard recurrence relation for binomial coefficients (Char-
alambides, 2002, Theorem 2.6). We also have, using (3.10),
−λwλα+1,n −
n∑
β=1
wλα+1,βpβ−1 = −
(
n− 1
α
)
λn−α −
n∑
β=α+1
pβ−1
(
β − 1
α
)
λβ−α−1
= −
(
n− 1
α
)
λn−α −
n−1∑
β=α
pβ
(
β
α
)
λβ−α
= −
(
n− 1
α
)
λn−α +
(
n
α
)
λn−α
=
(
n− 1
α− 1
)
λn−α = wλα,n, (3.12)
again using the standard recurrence relation for binomial coefficients.
Combining (3.11) and (3.12) gives the lemma for α + 1, and so gives the lemma by
induction. H
Now—remaining for the moment in the situation of a general matrix A in companion
form with an eigenvalue λ of algebraic multiplicity ma(λ)—by construction, the vectors w
λ
α,
α ∈ {1, . . . ,ma(λ)}, of the lemma satisfy
(A− λIn)ma(λ)wλα = 0, α ∈ {1, . . . ,ma(λ)}.
Thus these form a basis for the generalised eigenspace for A associated with the eigenvalue λ,
since the vectors are clearly linearly independent; simply look at the rows of κλ. Moreover,
if ξλα is the solution to the initial value problem
ξ˙
λ
α(t) = Aξ
λ
α(t), ξ
λ
α(0) = w
λ
α,
then we have
ξλα(t) = e
λt
ma(λ)−1∑
β=0
tβ
β!
(A− λIn)βwλα.
By the lemma we conclude that
ξλ1(t) = e
λtInw
λ
1 = e
λtwλ1 ,
ξλ2(t) = e
λt(In + t(A− λIn))wλ2 = eλt(wλ2 + twλ1),
...
ξλma(λ)(t) = e
λt
(
wλma(λ) + tw
λ
ma(λ)−1 + · · ·+
tma(λ)−1
(ma(λ)− 1)!w
λ
1
)
.
These form a basis of solutions for
ξ˙(t) = Aξ(t) (3.13)
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associated with the eigenvalue λ.
Now, still remaining for the moment in the situation of a general matrix A in companion
form, but now supposing that we have distinct eigenvalues λ1, . . . , λr for A with algebraic
multiplicities ma(λ1), . . . ,ma(λr), we have a basis of solutions for (3.13) given by
ξλsαs(t) = e
λst
αs∑
βs=1
tαs−βs
(αs − βs)!w
λs
βs
, s ∈ {1, . . . , r}, αs ∈ {1, . . . ,ma(λs)}.
Let us stack these n vector functions of time in the columns of a matrix which we call Ξ(t).
We then have eAt = Ξ(t)Ξ(0)−1 (check that both matrix functions of time satisfy the same
initial value problem). We note, by virtue of Lemma 2, that
Ξ(0) =

1 0 0 · · · 1 0 0 · · ·
λ1 1 0 · · · λ2 1 0 · · ·
λ21 2λ1 1 · · · λ22 2λ2 1 · · ·
λ31 3λ
2
1 3λ1 · · · λ32 3λ22 3λ2 · · ·
λ41 4λ
3
1 6λ
2
1 · · · λ42 4λ32 6λ22 · · ·
λ51 5λ
4
1 10λ
3
1 · · · λ52 5λ42 10λ32 · · ·
λ61 6λ
5
1 15λ
4
1 · · · λ62 6λ52 15λ42 · · ·
...
...
...
. . .
...
...
...
. . .

(3.14)
It will be helpful to have the following formula for the determinant of this matrix.
Lemma 3 det Ξ(0) =
∏
1≤j<k≤r
(λk − λj)ma(λk)ma(λj).
Proof: Let us introduce some notation. We note that the matrix Ξ(0) is really determined
solely by λs, s ∈ {1, . . . , r}, and ms , ma(λs), s ∈ {1, . . . , r}. Thus we denote
λ = (λ1, . . . , λs), m = (m1, . . . ,mr),
and denote by V (λ,m) the matrix depicted in (3.14). We let
M(m) = max{ms | s ∈ {1, . . . , r}}
and
C(m) = card{s ∈ {1, . . . , r} | ms = M(m)}.
We will prove the lemma by induction on M(m).
For M(m) = 1, we have r = n and
V (λ,m) =

1 1 · · · 1
λ1 λ2 · · · λn
λ21 λ
2
2 · · · λ2n
...
...
. . .
...
λn−11 λ
n−1
2 · · · λn−1n
 .
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If Vjk denotes the component in the jth row and kth column of V (λ,m), we have
detV (λ,m) =
∑
σ∈Sn
sgn(σ)
n∏
j=1
Vσ(j)j . (3.15)
We thus see that detV (λ,m) is an homogeneous polynomial of degree
n−1∑
j=0
j =
1
2
n(n− 1).
in λ1, . . . , λn. This polynomial can be uniquely written as a product of prime factors, i.e., as
detV (λ,m) = a
∏
1≤j<k≤n
(λk − λj) (3.16)
for some a ∈ C (Hungerford, 1980, Theorem III.6.14). To determine a, it suffices to determine
the coefficient of a single monomial in detV (λ,m). From (3.15) we see that the monomial
V11V22 · · ·Vnn = λ2λ23 · · ·λn−1n
appears with coefficient 1. In the expression (3.16), this same monomial can be determined
by noting that
detV (λ,m) = a(λ2 − λ1)(λ3 − λ2)(λ2 − λ1) · · · (λn − λn−1) · · · (λn − λ1),
and so if we take the “first term” in the expansion, i.e., the products of the first term in each
prime factor, we get
aλ2λ
2
3 · · ·λn−1n .
We conclude that a = 1 and so
detV (λ,m) =
∏
1≤j<k≤n
(λk − λj),
giving the lemma for M(m) = 1.
Now assume that the lemma holds when M(m) < l for l ≥ 2. We shall show that the
lemma then holds for M(m) = l by induction on C(m). Thus we suppose that M(m) = l,
and we first consider the case when C(m) = 1. Thus there exists a unique s ∈ {1, . . . , r}
such that ms = l. For α ∈ C, define
λα = (λ1, . . . , λs−1, λs, α, λs+1, . . . , λr),
mα = (m1, . . . ,ms−1, l − 1, 1,ms+1, . . . ,mr).
Define
f(α) = detV (λα,mα).
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The matrix V (λα,mα) is thus obtained by replacing the last of the columns associated
with λs with the column with components (1, α, α
2, . . . , αn−1). By definition, the last of the
columns associated with λs has components0, . . . , 0︸ ︷︷ ︸
l−1 times
, 1,
(
l
l − 1
)
λs,
(
l + 1
l − 1
)
λ2s, . . . ,
(
n− 1
l − 1
)
λn−ls
 .
On the other hand, a direct computation gives
dl−1
dαl−1
(1, α, . . . , αl−1, αl, . . . , αn−1)
= (l − 1)!
0, . . . , 0︸ ︷︷ ︸
l−1 times
, 1,
(
l
l − 1
)
α,
(
l + 1
l − 1
)
α2, . . . ,
(
n− 1
l − 1
)
αn−l

We conclude that
f (l−1)(λs)
(l − 1)! = detV (λ,m). (3.17)
Next note that M(mα) = l − 1. By the induction hypothesis we then have
f(α) = detV (λα,mα) = (α− λs)l−1
×
r∏
j=1
j 6=s
sign(s− j)(α− λj)mj
r∏
j=1
j 6=s
sign(s− j)(λs − λj)(l−1)mj
∏
1≤j<k≤r
j,k 6=s
(λk − λj)mkmj
︸ ︷︷ ︸
f1(α)
.
With f1(α) as indicated and using (3.17), we use the Leibniz rule to arrive at
detV (λ,m) =
f (l−1)(λs)
(l − 1)! = f1(λs) =
∏
1≤j<k≤r
(λk − λj)mkmj ,
the last equality following by an inspection of the definition of f1. This gives the lemma for
M(m) = l and C(m) = 1.
Now suppose that the lemma holds for M(m) = l and C(m) < p for p ≥ 2. We shall show
that the lemma then holds for M(m) = l and C(m) = p. Thus we suppose that M(m) = l
and C(m) = p. Let
{s1, . . . , sp} = {s ∈ {1, . . . , r} | ms = l}.
For α ∈ C, define
λα = (λ1, . . . , λsp−1, λsp , α, λsp+1, . . . , λr),
mα = (m1, . . . ,msp−1, l − 1, 1,msp+1, . . . ,mr).
Note that M(mα) = l and C(mα) = p− 1. Thus the induction hypothesis holds to compute
detV (λα,mα). We now argue exactly as in the preceding part of the proof, replacing s with
sp, to arrive at the conclusion of the lemma for V (λ,m). H
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Now we return to the situation of a matrixA in companion form and the choice of feedback
f  giving (3.9). At this point, we do not care that the eigenvalues of A are imaginary. Let
us write
f  =
[
f0, f1, . . . fn−1,
]
so that
A = A− bf  =

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−p0 − f0, −p1 − f1, −p2 − f2, · · · −pn−1 − fn−1,
 .
Let us denote pj, = pj + fj,, j ∈ {0, 1, . . . , n− 1}, so that
PA(z) = z
n + pn−1,zn−1 + · · ·+ p1,z + p0,.
The following lemma is essential to obtaining the bounds we shall need.
Lemma 4 For s ∈ {1, . . . , r} and αs ∈ {1, . . . ,ma(λs)}, there exist constants Cλsαsβs, βs ∈{1, . . . , αs} such that
f ξ
−+λs
αs (t) =
αs∑
βs=1
Cλsαsβs
ma(λs)−βs+1tαs−βse(−+λs)t.
Proof: For s ∈ {1, . . . , r} and αs ∈ {1, . . . ,ma(λs)}, we calculate
f w
−+λs
αs =
n∑
βs=αs
fβs−1,
(
βs − 1
αs − 1
)
(−+ λs)βs−αs
=
n∑
βs=αs
pβs−1,
(
βs − 1
αs − 1
)
(−+ λs)βs−αs −
n∑
βs=αs
pβs−1
(
βs − 1
αs − 1
)
(−+ λs)βs−αs
= pn,
(
n
αs − 1
)
(−+ λs)n−αs+1 +
n∑
βs=αs
pβs−1,
(
βs − 1
αs − 1
)
(−+ λs)βs−αs
− pn
(
n
αs − 1
)
(−+ λs)n−αs+1 −
n∑
βs=αs
pβs−1
(
βs − 1
αs − 1
)
(−+ λs)βs−αs ,
understanding that pn = pn, = 1. As we saw in the proof of Lemma 2,
dαs−1
dzαs−1
PA(z) =
n∑
βs=αs−1
pβs(αs − 1)!
(
βs
αs − 1
)
zβs−αs+1
=
n+1∑
βs=αs
pβs−1(αs − 1)!
(
βs − 1
αs − 1
)
zβs−αs
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and, similarly,
dαs−1
dzαs−1
PA(z) =
n+1∑
βs=αs
pβs−1,(αs − 1)!
(
βs − 1
αs − 1
)
zβs−αs .
Since
P
(αs−1)
A
(−+ λs) = 0
by virtue of −+ λs being an eigenvalue for A of multiplicity ma(λs), we have
f w
−+λs
αs = −
1
(αs − 1)!P
(αs−1)
A (−+ λs).
Therefore,
f ξ
−+λs
αs (t) = e
(−+λs)t
αs∑
βs=1
tαs−βs
(αs − βs)!f w
−+λs
βs
= − e(−+λs)t
αs∑
βs=1
tαs−βs
(αs − βs)!
1
(βs − 1)!P
(βs−1)
A (−+ λs).
Now write
PA(z) =
r∏
s=1
(z − λs)ma(λs),
so that
P
(βs−1)
A (z) = Q
λs
βs
(z)(z − λs)ma(λs)−βs+1, βs ∈ {1, . . . ,ma(λs)},
for some polynomial Qλsβs . Therefore,
P
(βs−1)
A (−+ λs) = Cλsβs ma(λs)−βs+1, βs ∈ {1, . . . , αs},
for some constants Cλsβs ∈ C. Thus
f ξ
−+λs
αs (t) =
αs∑
βs=1
Cλsαsβs
ma(λs)−βs+1tαs−βse(−+λs)t,
for some constants Cλsαsβs ∈ C, just as claimed. H
Now we assume that λ1, . . . , λr are imaginary. In this case we have the following lemma.
Lemma 5 For s ∈ {1, . . . , r} and αs ∈ {1, . . . ,ma(λs)},
lim
→0
∫ ∞
0
|f ξ−+λsαs (t)|2 dt = 0.
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Proof: We note that ∫ ∞
0
tke−at dt =
k!
ak+1
, Re(a) > 0.
In particular, there exist constants Mαsβs ∈ R>0 such that∫ ∞
0
t2(αs−βs)e−2t ≤Mαsβs−2(αs−βs)−1, αs ∈ {1, . . . ,ma(λs)}, βs ∈ {1, . . . , αs}.
Now we observe that
2ma(λs)−2βs+2−2(αs−βs)−1 = 2(ma(λs)−αs)+1.
Since αs ≤ ma(λs), the lemma follows from Lemma 4. H
Now we define Ξ(t) to be the matrix whose columns are the components of the vector
functions of time
ξ−+λsαs (t), s ∈ {1, . . . , r}, αs ∈ {1, . . . ,ma(λs)}.
Thus eAt = Ξ(t)Ξ(0)
−1. By the form of the generalised eigenvectors
w−+λsαs , s ∈ {1, . . . , r}, αs ∈ {1, . . . ,ma(λs)},
from Lemma 2, Ξ(0) is a polynomial matrix in . By Lemma 3, det Ξ(0) is independent of .
Therefore, by Cramer’s Rule for computing the inverse of a matrix, Ξ(0)
−1 is a polynomial
matrix in . Therefore, by Lemma 5, we have
lim
→0
∫ ∞
0
‖f eAt‖2 dt = 0, (3.18)
using your favourite norm for Cn, it matters not which.
Now we are finished with the simplification of assuming that A0 and B0 have matrix repre-
sentatives (3.8). We now go back to the general situation where these matrix representatives
are given by (3.6) and (3.7). In this case, we can apply the arguments from the simplified
case to each of the blocks in (3.6) and obtain feedbacks f1,, . . . ,fk,. Now define
F =
[
F0, F1
] ∈ HomF(X0 ⊕ X1;U)
as follows. We require that the matrix representative of F0, in the bases giving the matrix
representations (3.6) to be
F 0, =
f1, 0 · · · 00 f2, · · · 0
0 0 · · · fk,
 .
We also take F1 = −R−1 ◦B∗1 ◦P1. For x0 ∈ X, denote
µx0,(t) = −F ◦e(A−B ◦F)t(x0).
We have
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1. µx0, ∈ L2(R≥0;U) since F is designed so that A− B ◦F is Hurwitz,
2. for each  ∈ R>0, limt→∞ΦΣ(t, 0, x0, µx0,) = 0, again since A− B ◦F is Hurwitz, and
3. we have
P1(x01, x01) ≤ lim
→0
∫ ∞
0
‖µx0,(t)‖2R dt = lim
→0
∫ ∞
0
‖F ◦e(A−B ◦F)t(x0)‖2R dt
≤ lim
→0
∫ ∞
0
‖F0,e(A0−B0 ◦F0,)t(x00)‖2R dt
+
∫ ∞
0
‖F1e(A1−B1 ◦F1)t(x01)‖2R dt
= P1(x01, x01),
using (3.18).
This completes the proof. 
The proof of the preceding theorem is quite detailed, particularly as concerns the explicit
construction of the feedback F0,. A discussion of the proof, and why it is as complicated as
it is, seems worthwhile.
First of all, before we get to the feedback, we comment that Lemma 1 from the proof
certainly contains well-known facts about algebraic Riccati equations. However, we feel that
a detailed description of where the hypotheses come into play is worth presenting, since it is
the failure of these hypotheses that makes the problem worth understanding. Moreover, a
reader trained only in the more “standard” aspects of the theory of Riccati equations may
not conceive of the pathology pointed out in the theorem.
As concerns the construction of the feedback F0,, we note that this feedback has to have
two properties: (1) for  ∈ R>0, the closed-loop system must be Hurwitz; (2) as  → 0,
the cost function associated with F0, must go to zero. For the first of these objectives,
one is interested in understanding the closed-loop eigenstructure for  ∈ R>0. In general,
this is quite difficult, owing to the complicated dependence of the eigenvector structure on
parameters (Kato, 1980, Chapter II). However, the dependence of our particular feedback
on  has enough structure that we can understand this, albeit with some effort.
Much of this effort is expended on understanding how the eigenstructure of a companion
matrix changes as the eigenvalues are perturbed. Some helpful existing work is scattered
through the literature, although much of this was only discovered after we proved the results
ourselves (for then we knew what we were looking for). For example, Brand (1964) discusses
companion matrices, and gives the form from Lemma 2 for the generalised eigenvectors. The
matrix (3.14) whose columns are these generalised eigenvectors is called a “confluent alternant
matrix” by Aitken (1956, §50) and he discusses its determinant and inverse. His discussion
is difficult to read for a modern reader, and is neither complete nor general. Sometimes one
sees this matrix (or its transpose) referred to as a “generalised Vandermonde matrix”2 or a
“confluent Vandermonde matrix,” and as such it is discussed in the literature. The formula
in Lemma 3 for the determinant of a generalised Vandermonde matrix is certainly known.
Apart from being given by Aitken (1956), it also appears in the well-known book (Horn
2As one might imagine, other things also appear under the name “generalised Vandermonde matrix.”
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and Johnson, 1991, Equation (6.1.34)) as part of an exercise. Often the incomplete proof of
Aitken is reproduced in the literature in a more modern form, for example in (Kalman, 1984)
and (Sobczyk, 2002). Our proof of Lemma 3 gives a complete and detailed proof of the form
for the determinant of a generalised Vandermonde matrix. The inverse of these matrices is
also interesting, but seems to not admit a palatable closed-form expression. The crux of the
proof is Lemma 4, as here the powers of  appearing in the closed-loop matrix are carefully
bookkept, allowing the proof of the essential Lemma 5.
While we give a quite particular form for the feedback F0,, experimentation with Math-
ematica suggests that one can construct these feedbacks in many other ways. It is possibly
interesting to understand this in general.
4 The controllability Gramian
Zhou, Salomon, and Wu (1999) provide a frequency-domain definition of controllability and
observability Gramians. The definition given there for the controllability Gramian agrees
with the time-domain definition (1.2) in the case that A is Hurwitz. It has the benefit, how-
ever, of often making sense when A is not Hurwitz. Zhou, Salomon, and Wu (1999) also
give a time-domain interpretation of their frequency-domain definition of the controllability
Gramian, which then puts this definition of the controllability Gramian into the field of play
of our results from Section 3. In particular, one is caused to wonder how the definition of the
controllability Gramian fares when A has imaginary eigenvalues. Indeed, the imaginary eigen-
value case is explicitly excluded by Zhou, Salomon, and Wu (1999). We provide additional
context for excluding this case.
Throughout this section, it is understood that we are working with systems defined over
the scalar field F ∈ {R,C}, and that we allow either possibility.
4.1 Definition
In this section we shall consider a system Σ = (X,U,A,B). We let R ∈ S2>0(U∗) be an
(Hermitian) inner product on U.
Before we define the controllability Gramian, let us first make some preliminary construc-
tions that will be useful. First let us decompose X as
X = Es(A)⊕ Eu(A)⊕ Ec(A), (4.1)
according to the stable/unstable/imaginary eigenspaces for A. We note that this induces a
decomposition
X∗ = ann(Eu(A)⊕ Ec(A))⊕ ann(Es(A)⊕ Ec(A))⊕ ann(Es(A)⊕ Eu(A)). (4.2)
We write A and B as
A =
As 0 00 Au 0
0 0 Ac
 , B =
BsBu
Bc
 .
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If S ∈ S2(X∗), then we can decompose S (thought of as a linear map from X to X∗) as
S =
 Ss S12 S13S∗12 Su S23
S∗13 S∗23 Sc
 ,
where Ss ∈ S2(Es(A)), Su ∈ S2(Eu(A)), Sc ∈ S2(Ec(A)), and for appropriate linear maps S12,
S13, and S23.
We shall sometimes make an assumption, the language of which we now define clearly.
Definition 4.1 Let Σ = (X,U,A,B) be a system. We say that A has no controllable
imaginary eigenvalues if
image
([
B A ◦B · · · Adim(X)−1 ◦B]) ∩ Ec(A) = {0}. •
This descriptive terminology has a simple interpretation in terms of the decomposi-
tion (4.1).
Lemma 4.2 Let Σ = (X,U,A,B) be a system. Then A has no controllable imaginary eigen-
values if and only if, in the decomposition (4.1), Bc = 0.
Proof: Using the decomposition (4.1), A having no controllable imaginary eigenvalues is
equivalent to
image
([
Bc Ac ◦Bc · · · Adim(Ec(A))−1c ◦Bc
])
= {0}. (4.3)
It is then clear that, if Bc = 0, then A has no controllable imaginary eigenvalues. Conversely,
if Bc 6= 0, then the image in (4.3) is not {0}. 
Associated with the Hurwitz endomorphisms As and −Au, we have the usual controlla-
bility Gramians:
W∞c (As,Bs) =
∫ ∞
0
eAst ◦Bs ◦R−1 ◦B∗s ◦e
A∗s t dt ∈ S2≥0(Es(A)∗),
W∞c (−Au,Bu) =
∫ ∞
0
e−Aut ◦Bu ◦R−1 ◦B∗u ◦e
−A∗ut dt ∈ S2≥0(Eu(A)∗).
We shall require solutions to some Lyapunov and Riccati equations, and we present these
equations now, noting that we shall make appropriate assumptions to ensure the existence
of suitable solutions when we need to. In all cases, we let R ∈ S2>0(U∗). These equations are
As ◦Qs + Qs ◦A∗s + Bs ◦R
−1 ◦B∗s = 0, (4.4)
(−As)∗ ◦Ps + Ps ◦As − Ps ◦Bs ◦R−1 ◦B∗s ◦Ps = 0, (4.5)
(−Au) ◦Qu + Qu ◦ (−Au)∗ + Bu ◦R−1 ◦B∗u = 0, (4.6)
A∗u ◦Pu + Pu ◦Au − Pu ◦Bu ◦R−1 ◦B∗u ◦Pu = 0, (4.7)
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P = 0, (4.8)
(A− B ◦R−1 ◦B∗ ◦P) ◦Q + Q ◦ (A− B ◦R−1 ◦B∗ ◦P)∗ + B ◦R−1 ◦B∗ = 0. (4.9)
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Note that we can immediately conclude from (Zhou, 1996, Lemma 3.18) that W∞c (As,Bs) is
the unique symmetric and positive-definite solution to (4.4) and that W∞c (−Au,Bu) is the
unique symmetric and positive-definite solution to (4.6).
With the preliminary constructions at hand, let us define the controllability Gramian.
Definition 4.3 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian) inner
product. Assume that A has no controllable imaginary eigenvalues. The controllability
Gramian of (A,B) is
W∞c (A,B) =
1
2pi
∫
R
(iω idXC −AC)−1 ◦BC ◦R−1C ◦B∗C ◦ (iω idX∗C −A∗C)−1 dω ∈ S2≥0(X). •
Because there are no controllable imaginary eigenvalues of A, the possible frequencies
where the linear mapping iω idX∗C −A∗C fails to be invertible do not appear after multiplication
on the right by BC; this is a consequence of the decomposition (4.1) and Lemma 4.2. We note
that W∞c (A,B) is a positive-semidefinite bilinear map (in case F = R) or Hermitian form (in
case F = C) on X∗ (not on X).
Let us first make sure that this definition agrees with the usual one when A is Hurwitz.
Proposition 4.4 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian)
inner product. If A is Hurwitz, then∫ ∞
0
eAt ◦B ◦R−1 ◦B∗ ◦eA
∗t dt
=
1
2pi
∫
R
(iω idXC −AC)−1 ◦BC ◦R−1C ◦B∗C ◦ (iω idX∗C −A∗C)−1 dω.
Proof: Let α, β ∈ X∗. Note that∫ ∞
0
〈
α; eAt ◦B ◦R−1 ◦B∗ ◦eA
∗t(β)
〉
dt =
∫ ∞
0
R−1(B∗ ◦eA
∗t(α),B∗ ◦eA
∗t(β)) dt
and∫
R
〈
α; (iω idXC −AC)−1 ◦BC ◦R−1C ◦B∗C ◦ (iω idXC −A∗C)−1(β)
〉
dω
=
∫
R
R−1(B∗C ◦ (iω idXC −A∗C)−1(α),B∗C ◦ (iω idXC −A∗C)−1(β)) dω.
If we denote h+Σ(t) = 1≥0(t)e
At ◦B (the notation is borrowed from Section 5.1 below), then
F (h+Σ)(ω) = (iω idXC −AC)−1 ◦BC.
This can be regarded as well-known (e.g., Dullerud and Paganini, 1999, page 88), or the
reader can refer to Proposition 5.5(v) below. In any case, we have∫ ∞
0
〈
α; eAt ◦B ◦R−1 ◦B∗ ◦eA
∗t(β)
〉
dt =
∫
R
R−1(h+Σ(t)
∗(α), h+Σ(t)
∗(β)) dt
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and∫
R
〈
α; (iω idXC −AC)−1 ◦BC ◦R−1C ◦B∗C ◦ (iω idXC −A∗C)−1(β)
〉
dω
=
∫
R
R−1C (F ((h
+
Σ)
∗)(ω)(α),F ((h+Σ)
∗)(ω)(β)) dω.
By (2.5), and since α and β are arbitrary, this gives the result. 
Now let us follow Zhou, Salomon, and Wu (1999) and indicate the manner in which the
controllability Gramian is related to the solutions of various Lyapunov and Riccati equations.
What we state here is Theorems 1 and 2 in Zhou, Salomon, and Wu (1999); our proofs are
elementary.
Proposition 4.5 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian)
inner product. Then the following statements hold:
(i) if A has no controllable imaginary eigenvalues, then, according to the decomposi-
tion (4.1), we have
W∞c (A,B) =
W∞c (As,Bs) 0 00 W∞c (−Au,Bu) 0
0 0 0
 ,
W∞c (As,Bs) and W∞c (−Au,Bu) being the unique solutions of the Lyapunov equa-
tions (4.4) and (4.6), respectively;
(ii) if A has no imaginary eigenvalues and if (A,B) is stabilisable, then W∞c (A,B) is the
unique symmetric, positive-definite solution to the Lyapunov equation (4.9), with P the
unique stabilising solution of Riccati equation (4.8).
Proof: (i) By Proposition 4.4, we have
W∞c (As,Bs) =
∫ ∞
0
eAst ◦Bs ◦R−1 ◦B∗s ◦e
A∗s t dt
W∞c (−Au,Bu) =
∫ ∞
0
e−Aut ◦Bs ◦R−1 ◦B∗u ◦e
−A∗ut dt
=
∫ 0
−∞
eAut ◦Bs ◦R−1 ◦B∗ue
A∗ut dt
W∞c (A,B) =
 12pi
∫
R(iω idEs(A)C −As,C)−1 ◦Bs,C ◦R−1C ◦B∗s,C ◦ (iω idEs(A)∗C −A∗s,C)−1 dω
1
2pi
∫
R(iω idEu(A)C −Au,C)−1 ◦Bu,C ◦R−1C ◦B∗u,C ◦ (iω idEu(A)∗C −A∗u,C)−1 dω
0
 .
Again using Proposition 4.4, we have∫ ∞
0
eAst ◦Bs ◦R−1 ◦B∗s ◦e
A∗s t dt
=
1
2pi
∫
R
(iω idEs(A)C −As,C)−1 ◦Bs,C ◦R−1C ◦B∗s,C ◦ (iω idEs(A)∗C −A
∗
s,C)
−1 dω
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and∫ 0
−∞
eAut ◦Bu ◦R−1 ◦B∗u ◦e
A∗ut dt
=
1
2pi
∫
R
(iω idEu(A)C −Au,C)−1 ◦Bu,C ◦R−1C ◦B∗u,C ◦ (iω idEu(A)∗C −A
∗
u,C)
−1 dω
giving this part of the proposition.
(ii) Under the assumptions of this part of the proposition, Ec(A) = {0}. As in the
proof of the first part of Theorem 3.3, the unique stabilising solution to (4.8) is given in the
decomposition (4.1) by
P =
[
0 0
0 Pu
]
,
where Pu then satisfies (4.7). We saw in the proof of Theorem 3.3 that Pu is, moreover,
invertible, cf. Lemma 1 from the proof.
We claim that P−1u = W∞c (−Au,Bu). To see this, we compute
A∗u ◦Pu + Pu ◦Au − Pu ◦Bu ◦R−1 ◦B∗u ◦Pu = 0
=⇒ P−1u ◦A∗u + Au ◦P−1u − Bu ◦R−1 ◦B∗u = 0,
showing that P−1u satisfies (4.6). However, the unique solution to the Lyapunov equation (4.6)
is W∞c (−Au,Bu) (Zhou, 1996, Lemma 3.18).
Now let us abbreviate Qs = W
∞
c (As,Bs) and define Q ∈ HomF(X;X) to be given in the
decomposition (4.1) by
Q =
[
Qs 0
0 P−1u
]
. (4.10)
Then a slightly tedious calculation gives
(A− B ◦R−1 ◦B∗ ◦P) ◦Q + Q ◦ (A− B ◦R−1 ◦B∗ ◦P)∗ + B ◦R−1 ◦B∗
=
[
As ◦Qs + Qs ◦A∗s + Bs ◦R−1 ◦B∗s 0
0 Au ◦P−1u + P−1u ◦A∗u − Bu ◦R−1 ◦B∗u
]
.
Thus, with Q in the form of (4.10), we have
(A− B ◦R−1 ◦B∗ ◦P) ◦Q + Q ◦ (A− B ◦R−1 ◦B∗ ◦P)∗ + B ◦R−1 ◦B∗ = 0 (4.11)
if and only if
As ◦Qs + Qs ◦A∗s + Bs ◦R
−1 ◦B∗s = 0
and
Au ◦P−1u + P
−1
u ◦A
∗
u − Bu ◦R−1 ◦B∗u = 0.
Thus we see that (4.11) holds if Q is as given. Since the Lyapunov equation (4.11) has a
unique solution by (Zhou, 1996, Lemma 3.18), we conclude this part of the proposition. 
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Corollary 4.6 Let Σ = (X,U,A,B). If A has no imaginary eigenvalues, then (A,B) is
controllable if and only if W∞c (A,B) is positive-definite.
Proof: By part (i) of the theorem, W∞c (A,B) is positive-definite if and only if W∞c (As,Bs)
and W∞c (−Au,Bu) are positive-definite. By the standard theory (see the discussion following
Lemma 3.18 in (Zhou, 1996)), (1) W∞c (As,Bs) is controllable if and only if (As,Bs) is con-
trollable and (2) W∞c (−Au,Bu) is controllable if and only if (Au,Bu) is controllable. Finally,
(A,B) is controllable if and only if both (As,Bs) and (Au,Bu) are controllable. 
4.2 Connection to the minimum energy optimal control problem
Next we connect the definition of the general controllability Gramian to the minimum energy
optimal control problem, Problem 3.1. We do this by giving a modified version of this
problem.
Problem 4.7 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian) inner
product. For x0 ∈ X, find µx0 ∈ L2(R;U) such that
(i) limt→∞ΦΣ(t, 0, x0, µx0) = 0,
(ii) limt→−∞ΦΣ(t, 0, x0, µx0) = 0, and,
(iii) if µ ∈ L2(R;U) satisfies limt→∞ΦΣ(t, 0, x0, µ) = 0 and limt→−∞ΦΣ(t, 0, x0, µx0) = 0,
then ∫
R
‖µx0(t)‖2R dt ≤
∫
R
‖µ(t)‖2R dt. •
The next theorem then connects the controllability Gramian to this optimal control prob-
lem. This is stated as Theorem 5 in (Zhou, Salomon, and Wu, 1999). Our result is sharper
since we can use Theorem 3.3 to give necessary and sufficient conditions for the existence of
a solution.
Theorem 4.8 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian) inner
product. Then Problem 4.7 has a solution for every x0 ∈ X if and only if
(i) (A,B) is controllable and
(ii) specc(A) = ∅.
Moreover, for any x0 ∈ X, the optimal cost is W∞c (A,B)−1(x0, x0).
Proof: First of all, let us reduce Problem 4.7 to Problem 3.1.
Note that minimising ∫
R
‖µ(t)‖2R dt
is the same as minimising both∫ ∞
0
‖µ(t)‖2R dt and
∫ 0
−∞
‖µ(t)‖2R dt
since all controls are required to steer 0 to x0 on (−∞, 0] and to steer x0 to 0 on [0,∞).
Moreover, the problem of steering 0 to x0 on (−∞, 0] subject to
ξ˙(t) = A ◦ξ(t) + B ◦µ(t)
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while minimising ∫ 0
−∞
‖µ(t)‖2R dt
is equivalent, by a change of time variable t 7→ −t, to steering x0 to 0 subject to
ξ˙(t) = −A ◦ξ(t)− B ◦µ(t)
while minimising ∫ ∞
0
‖µ(t)‖2R dt.
Thus solving Problem 4.7 is really the same as solving two separate versions of Problem 3.1,
one for Σ = (X,U,A,B) and the other for Σ− = (X,U,−A,−B). This equivalent characteri-
sation of Problem 4.7 is the one we will work with.
By Theorem 3.3 we have the following necessary and sufficient conditions for the existence
of a solution of Problem 4.7:
1. (A,B) is stabilisable;
2. A has no imaginary eigenvalues;
3. (−A,−B) is stabilisable;
4. −A has no imaginary eigenvalues.
The second and fourth of these conditions are obviously the same condition. And given that
A and −A have no imaginary eigenvalues, we see that (A,B) is stabilisable if and only if
Eu(A) ∩ image
([
B A ◦B · · · Adim(X)−1 ◦B]) = Eu(A),
i.e., if and only if there are no unstable uncontrollable eigenvalues. Now note that (−A,−B)
is stabilisable if and only if (−A,B) is stabilisable. Similarly to above, (−A,B) is stabilisable
if and only if
Es(A) ∩ image
([
B A ◦B · · · Adim(X)−1 ◦B]) = Es(A),
i.e., if and only if there are no stable uncontrollable eigenvalues. Thus we conclude that
Problem 4.7 has a solution if and only if specc(A) = ∅ and (A,B) is controllable.
Now we prove the final assertion of the theorem concerning the optimal cost for a given
x0 ∈ X. We do this by using the optimal cost part of Theorem 3.3, applied to Σ and Σ−. We
decompose X into the stable and unstable eigenspaces for A, as in (4.1).
First let us work with Σ. From Theorem 3.3 we have the optimal cost for Problem 3.1
applied to Σ as P(x0, x0) where P is the unique stabilising solution of the Riccati equation
A∗ ◦P + P ◦A− P ◦B ◦R−1 ◦B∗ ◦P = 0.
We saw in the second paragraph of the proof of Proposition 4.5(ii) that, in the decomposi-
tion (4.1), we have
P =
[
0 0
0 W∞c (−Au,Bu)−1
]
.
Now we work with Σ−. From Theorem 3.3 we have the optimal cost for Problem 3.1
applied to Σ− as P−(x0, x0) where P− is the unique stabilising solution of the Riccati equation
(−A)∗ ◦P− + P− ◦ (−A)− P− ◦B ◦R−1 ◦B∗ ◦P− = 0.
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Now we follow the computations from the second paragraph of the proof of Proposition 4.5(ii),
mutatis mutandis, to get P− in the decomposition (4.1) as
P− =
[
W∞c (As,Bs)−1 0
0 0
]
.
The theorem now follows. 
5 Regularity of state frequency response
In this section, we consider the third of the three basic system theoretic constructions for
which imaginary eigenvalues play an interesting roˆle. We shall carefully examine the im-
pulse response as a solution to a distributional differential equation, and make a number
of nonstandard constructions with the notion of impulse response. After this, we turn to
frequency response, defined as the distributional Fourier transform of impulse response. Here
we prove that, only when A has imaginary eigenvalues, is the frequency response not a regular
distribution. As an aside, we give some interesting formulae for the frequency response.
We observe that, in Section 4.1, the definition of the general controllability Gramian
is connected to the usual construction via the Fourier transform. We shall flesh out these
observations. Given Theorem 4.8, one is led to wonder whether there is a deeper connection
between the failure of the optimal control problems stated in Problems 3.1 and 4.7 to have
solutions with the failure of the Fourier transform of the state impulse response to be a
regular (ultra)distribution.
Throughout this section, it is understood that we are working with systems defined over
the scalar field F ∈ {R,C}, and that we allow either possibility.
5.1 The state impulse response
We define in this section what we call the state impulse response. This differs from the usual
impulse response only in that we are not working with outputs in this paper. Or, thought of
differently, we are taking the outputs to be equal to the states.
We shall initially give a purely distributional definition of the impulse response. We shall
then show that the distribution we arrive at is a regular distribution, which then connects
the distributional definition we give to the usual definition.
We consider a system Σ = (X,U,A,B) and consider the distributional differential equation
θ′u = A ◦θu + B ◦ (u⊗ δ),
for u ∈ U and where the dependent variable is θu ∈ D ′(R;X). According to the discussion
surrounding Theorem 6.3-1 in (Zemanian, 1965), we know the following:
1. there is a unique solution θ+u to this differential equation with support bounded on the
left;
2. there is a unique solution θ−u to this differential equation with support bounded on the
right.
Moreover, these solutions are linear in u. Thus there exist:
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1. a unique distribution θ+Σ ∈ D ′(R; HomF(U;X)) with support bounded on the left and
such that θ+u = θ
+
Σ(u);
2. a unique distribution θ−Σ ∈ D ′(R; HomF(U;X)) with support bounded on the right and
such that θ−u = θ
−
Σ(u).
We shall make use of both of these solutions, and indeed do so in the following definition.
Definition 5.1 Let Σ = (X,U,A,B) be a system.
(i) The causal state impulse response for Σ is the distribution θ+Σ .
(ii) The acausal state impulse response for Σ is the distribution θ−Σ . •
Let us prove that both the causal and acausal state impulse response are regular distri-
butions.
Proposition 5.2 Let Σ = (X,U,A,B) be a system. Then the following statements hold:
(i) θ+Σ is the regular distribution associated to the locally integrable function
h+Σ : R→ HomF(U;X)
t 7→ 1≥0(t)eAt ◦B;
(ii) θ−Σ is the regular distribution associated to the locally integrable function
h−Σ : R→ HomF(U;X)
t 7→ −1≥0(−t)eAt ◦B.
Proof: Let ξ+u (t) = 1≥0(t)eAt ◦B(u) and, for φ ∈ D(R;R), compute
〈θ′
ξ+u
;φ〉 = − 〈θξ+u ;φ′〉 = −
∫ ∞
0
ξ+u (t)φ
′(t) dt
= − ξ+u (t)φ(t)|t=∞t=0 +
∫ ∞
0
(ξ+u )
′(t)φ(t) dt
= φ(0)B(u) +
∫ ∞
0
A ◦eAt ◦B(u)φ(t) dt
= 〈B ◦ (u⊗ δ);φ〉+ 〈A ◦θξ+u ;φ〉.
Since ξu has support bounded on the left, we conclude that θ
+
u = θξ+u . Since ξ
+
u (t) = h
+
Σ(t)(u),
this part of the proposition follows.
Similarly, using ξ−u (t) = −1≥0(−t)eAt ◦B(u), we calculate
〈θ′
ξ−u
;φ〉 = 〈B ◦ (u⊗ δ);φ〉+ 〈A ◦θξ−u ;φ〉,
which gives the result. 
Now let
X = Es(A)⊕ Eu(A)⊕ Ec(A) (5.1)
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be the decomposition of X according to the stable/unstable/imaginary eigenvalues for A.
Denote the decompositions of A and B according to this decomposition of X by
A =
As 0 00 Au 0
0 0 Ac
 , B =
BsBu
Bc
 .
Define
h+,sΣ (t) = 1≥0(t)e
Ast ◦Bs, h
+,u
Σ (t) = 1≥0(t)e
Aut ◦Bu, h
+,c
Σ (t) = 1≥0(t)e
Act ◦Bc
and
h−,sΣ (t) = −1≥0(−t)eAst ◦Bs, h−,uΣ (t) = −1≥0(−t)eAut ◦Bu, h−,cΣ (t) = −1≥0(−t)eAct ◦Bc
Then we write the impulse responses in the decomposition (5.1) as
h+Σ(t) =
h+,sΣ (t)h+,uΣ (t)
h+,cΣ (t)
 , h−Σ(t) =
h−,sΣ (t)h−,uΣ (t)
h−,cΣ (t)
 .
With these constructions, we make a somewhat strange construction, whose import will
become apparent as we proceed. For the moment, we note that we define the only integrable
combination of the preceding data.
Definition 5.3 Let Σ = (X,U,A,B) be a system. The L1-state impulse response for Σ
is the function hL
1
Σ : R→ HomF(U;X) given by
hL
1
Σ (t) =
h+,sΣ (t)h−,uΣ (t)
0

in the decomposition (5.1). •
5.2 The state frequency response
Next we consider the state frequency response.
Definition 5.4 Let Σ = (X,U,A,B) be a system. The state frequency response for Σ is
the ultradistribution HΣ = F (θh+Σ
). •
Let us examine some of the properties of the frequency response.
Proposition 5.5 Let Σ = (X,U,A,B) be a system. Then the following statements hold:
(i) there exists a unique decomposition
HΣ = θH0Σ
+ HsingΣ ,
where H0Σ ∈ L2(R; HomC(UC;YC)), and where HsingΣ is a distribution satisfying
sing(HsingΣ ) ⊆ {λ′ ∈ R | iλ′ ∈ specc(A)};
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(ii) HΣ = θH0Σ
if and only if A has no controllable imaginary eigenvalues;
(iii) in the decomposition of (5.1),
θH0Σ
=
F (θh+,sΣ )F (θh+,uΣ )
0
 ;
(iv) H0Σ = F (h
L1
Σ );
(v) for every ω ∈ R, in the decomposition of (5.1) we have
H0Σ(ω) =
 (iω idEs(A)C −As,C)−1 ◦Bs,C(iω idEu(A)C −Au,C)−1 ◦Bu,C
0
 .
Proof: Let us first note that, by (2.2), we can write
h+,sΣ,C(t) =
∑
λ∈specs(A)
m(λ)−1∑
k=0
1≥0(t)tkeλt Aλk ◦Bs,C︸ ︷︷ ︸
Lλk
,
h+,uΣ,C(t) =
∑
λ∈specu(A)
m(λ)−1∑
k=0
1≥0(t)tkeλt Aλk ◦Bu,C︸ ︷︷ ︸
Lλk
,
h+,cΣ,C(t) =
∑
λ∈specc(A)
m(λ)−1∑
k=0
1≥0(t)tkeλt Aλk ◦Bc,C︸ ︷︷ ︸
Lλk
,
defining
Lλk , k ∈ {0, 1, . . . ,m(λ)− 1}, λ ∈ spec(A),
with appropriate domains and codomains.
We now use the following technical lemma.
Lemma 1 For α ∈ C and k ∈ Z>0, denote Pk, expα : R→ C by
Pk(t) = t
k, expα(t) = e
αt.
Then F (θ1≥0Pk expα) = Θ
(k)
α , where
Θα =
{
piδα′ +
1
i τ
∗
α′ pv1, α = iα
′, α′ ∈ R,
θFα , Re(α) 6= 0,
where Fα(ω) =
1
iω−α .
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Proof: We first compute, for φ ∈ Z (R;C) and using (2.6),
〈F (θ1≥0Pk expα);φ〉 = 〈θ1≥0Pk expα ;F (φ)〉
=
∫ ∞
0
tkeαt
(∫
R
φ(ω)e−iωt dω
)
dt
=
∫ ∞
0
eαt
(∫
R
φ(ω)tke−iωt dω
)
dt
=
1
(−i)k
∫ ∞
0
eαt
(∫
R
φ(ω)
dk
dωk
e−iωt dω
)
dt
=
(−1)k
(−i)k
∫ ∞
0
eαt
(∫
R
φ(k)(ω)e−iωt dω
)
dt,
using integration by parts k times. This gives
〈F (θ1≥0Pk expα);φ〉 =
(−1)k
(−i)k 〈θ1≥0 expα ;F (φ
(k))〉 = (−1)
k
(−i)k 〈F (θ1≥0 expα);φ
(k)〉
= ik〈F (θ1≥0 expα)(k);φ〉. (5.2)
Next, for φ ∈ Z (R;C), we calculate
〈F (θ1≥0 expα);φ〉 = 〈θ1≥0θexpα ;F (φ)〉 = 〈θ1≥0 ; expαF (φ)〉
=
∫ ∞
0
(∫
R
φ(ω)e−iωteαt dω
)
dt.
If α ∈ iR, say α = iα′, then∫
R
φ(ω)e−i(ω−α
′)t dω =
∫
R
φ(ω + α)e−iωt dω = F (τ∗iαφ),
by a standard change of variables. Let us now consider the case where α is not imaginary.
As φ ∈ Z (R;C), it is the restriction to the real axis of an entire function that we also denote
by φ. We take the case of Re(α) > 0, the case Re(α) < 0 following similarly. Let R ∈ R>0
and consider the contour ΓR in the complex plane given by
ΓR = {(0, ω) | ω ∈ [−R,R]} ∪
{
(σ,−R) ∣∣ σ ∈ [0,Re(α)]}
∪ {(Re(α), ω) ∣∣ ω ∈ [−R,R]}∪{(σ,R) ∣∣ σ ∈ [0,Re(α)]},
with counterclockwise orientation, as depicted in Figure 1. For the entire function F (ζ) =
φ(−iζ)e(α−ζ)t, we have∫
ΓR
F (ζ) dζ =
∫ −R
R
φ(ω)e(α−iω)t dω +
∫ Re(α)
0
φ(R− iσ)e(α−σ+iR)t dσ
+
∫ R
−R
φ(ω − i Re(α))ei(=(α)−ω)t dω +
∫ 0
Re(α)
φ(−R− iσ)e(α−σ−iR)tdσ.
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Re
Im
R
−R
Re(α)
Figure 1: A contour
The second and fourth terms on the right go to zero as R→∞ by the Dominated Convergence
Theorem, noting that
|φ(R− iσ)e(α−σ+iR)t| ≤ |e(α−σ)t||φ(R− iσ)|
(and similarly for the fourth term) and that limR→∞ φ(R − iσ) → 0 (and similarly for the
fourth term). Thus we have, by Cauchy’s Theorem,∫
R
φ(ω)e−iωteαt dω =
∫
R
φ(ω − i Re(α))e−i(ω−=(α))t dω
=
∫
R
φ(ω − i Re(α) + =(α))e−i(ω−=(α))t dω = F (τ∗iαφ).
Therefore,
〈F (θ1≥0 expα);φ〉 = 〈θ1≥0 ;F (τ∗iαφ)〉 = 〈F (θ1≥0); τ∗iαφ〉 = 〈τ∗−iαF (θ1≥0);φ〉.
Now we recall that
F (θ1≥0) = piδ0 +
1
i
pv1
(Zemanian, 1965, Exercise 8.3.14), so that
F (θ1≥0 expα) = piτ
∗
−iαδ0 +
1
i
τ∗−iα pv1 .
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If α is imaginary, say α = iα′, this gives
F (θ1≥0 expiα′ ) = piδα′ +
1
i
τ∗α′ pv1 .
If Re(α) 6= 0, we claim that F (θ1≥0 expα) is the regular distribution associated with the
function
Fα(ω) =
1
iω − α.
For concreteness, let us suppose that Re(α) > 0. Consider the contour Γα,R,r given by
Γα,R,r = {(0, ω) | ω ∈ [−R,R]} ∪ {(σ,−R) | σ ∈ [0,Re(α)]}
∪ {(Re(α), ω) | ω ∈ [−R,=(α)− r]} ∪ {α+ reiθ | θ ∈ [−pi2 , pi2 ]}
∪ {(Re(α), ω) | ω ∈ [=(α) + r,R]} ∪ {(σ,R) | σ ∈ [0,Re(α)]},
as shown in Figure 2. We then have, by Cauchy’s Theorem,
Re
Im
R
−R
α
Figure 2: Another contour
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0 =
∫
α,R,r
φ(−iζ)
ζ − α dζ (5.3)
=
∫ −R
R
φ(ω)
iω − α dω +
∫ Re(α)
0
φ(R− iσ)
σ − iR− α dσ (5.4)
+
∫ =(α)−r
−R
φ(ω − i Re(α))
Re(α) + iω − α dω +
∫ 3pi
2
−pi
2
φ(−i(α+ reiθ))
reiθ
reiθ dθ (5.5)
+
∫ R
=(α)+r
φ(ω − i Re(α))
Re(α) + iω − α dω +
∫ 0
Re(α)
φ(−R− iσ)
σ + iR− α dσ (5.6)
for φ ∈ Z (R;C). The second and sixth integrals on the right vanish as R → ∞, as we saw
above for the contour ΓR. Also, expanding ζ 7→ φ(−iζ) in a Taylor series about α,
lim
r→0
∫ 3pi
2
−pi
2
φ(−i(α+ reiθ)) dθ = lim
r→0
∫ 3pi
2
−pi
2
(φ(−iα) + o(r)) dθ = piφ(−iα).
Thus, taking limits as r → 0 and R→∞, we have
〈θFα ;φ〉 =
∫
R
φ(ω)
iω − α dω
= lim
r→0
∫ =(α)−r
−∞
φ(ω − i Re(α))
Re(α) + iω − α dω
+ lim
r→0
∫ ∞
=(α)+r
φ(ω − i Re(α))
Re(α) + iω − α dω + piφ(−iα)
= lim
r→0
1
i
∫ −r
−∞
φ(ν − iα)
ν
dν
+ lim
r→0
1
i
∫ ∞
r
φ(ν − iα)
ν
dν + piφ(−iα)
= pi〈δ0; τ∗iαφ〉+ 1i 〈pv1; τ∗iαφ〉 = 〈piτ∗−iαδ0 + 1i τ∗−iα pv1;φ〉,
as claimed.
In summary, we have
F (θ1≥0 expα) =
{
piδα′ +
1
i τ
∗
α′ pv1, α = iα
′, α′ ∈ R,
θFα , Re(α) 6= 0.
Combining this with (5.2), the lemma follows. H
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Making use of this lemma, we have
F (θh+,sΣ,C
)(ω) =
∑
λ∈specs(A)
m(λ)−1∑
k=0
dk
dωk
(
1
iω − λ
)
Lλk ,
F (θh+,uΣ,C
)(ω) =
∑
λ∈specu(A)
m(λ)−1∑
k=0
dk
dωk
(
1
iω − λ
)
Lλk ,
F (θh+,cΣ,C
) =
∑
iλ′∈specc(A)
m(iλ′)−1∑
k=0
(
piδλ′ +
1
i
τ∗λ′ pv1
)(k)
Liλ
′
k ,
(5.7)
noting that the first and second of these Fourier transforms are regular ultradistributions.
With these computations at hand, we can proceed with the proof.
(i) The existence of the asserted decomposition is evidently described by taking
θH0Σ
= F

θh+,sΣ,C0
0

+F

 0θh+,uΣ,C
0

 , HsingΣ = F

 00
θh+,cΣ,C

 .
For uniqueness, suppose that HΣ = θH+Θ for H ∈ L2(R; HomC(UC;YC) and for Θ either zero
or a singular distribution with the stated singular support. Then
θH = θH0Σ
+ HsingΣ −Θ.
First take the case when HsingΣ is nonzero. In this case, since θH is regular, Θ = H
sing
Σ , and so
H = H0Σ. On the other hand, if H
sing
Σ is zero, then we must have Θ = 0 since θH is regular
and so we also have θH = θH0Σ
.
(ii) By Lemma 4.2, A has no controllable imaginary eigenvalues if and only if Bc = 0.
Since eAct is invertible for every t ∈ R≥0, we conclude that h+,cΣ,C = 0 if and only if Bc = 0.
Since HsingΣ = 0 if and only if h
+,c
Σ,C = 0, this part of the result follows.
(iii) This was part of the definition of H0Σ in part (i).
(iv) Let α ∈ C with Re(α) 6= 0. Adopting the notation of Lemma 1 above, for φ ∈
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Z (R;C), we compute, using (2.6),
〈F (θσ∗1≥0Pk expα);φ〉 = 〈θσ∗1≥0Pk expα ;F (φ)〉
=
∫ 0
−∞
tkeαt
(∫
R
φ(ω)e−iωt dω
)
dt
=
∫ 0
−∞
tk
(∫
R
φ(ω)e−i(ω+iα)t dω
)
dt
= (−1)k+1
∫ ∞
0
tk
(∫
R
φ(ω)ei(ω+iα)t dω
)
dt
= (−1)k
∫ ∞
0
tk
(∫
R
φ(−ω)e−i(ω−iα)t
)
dt
= (−1)k〈θ1≥0Pk exp−α ;F (σ∗φ)〉
= (−1)k〈σ∗F (θ1≥0Pk exp−α);φ〉.
By Lemma 1, thinking of F (θ1≥0Pk exp−α) as a regular distribution, we have
F (θ1≥0Pk exp−α)(ω) =
dk
dωk
1
iω + α
and so
σ∗F (θ1≥0Pk exp−α)(ω) = (−1)k
dk
dωk
1
−iω + α
Thus
F (θσ∗1≥0Pk expα)(ω) = −
dk
dωk
1
iω − α.
Therefore,
F (θ
hL
1
Σ
) =
 F (θh+,sΣ,C)F (θσ∗h−,uΣ,C )
0
 =
F (θh+,sΣ,C)F (θh+,uΣ,C)
0
 = θH0Σ .
(v) For simplicity and without loss of generality, suppose that A has no imaginary eigen-
values. Then, keeping in mind that HΣ is simply the regular distribution H
0
Σ, we have
H0Σ(ω)(u) = F (θh+Σ,C
)(ω)(u), ω ∈ R, u ∈ U.
Now, recall from Proposition 5.2 that θh+Σ,C
(u) = θξu , where
θ′ξu = A ◦θξu + B ◦ (u⊗ δ).
Taking the Fourier transform of the preceding equation, using the differentiation rule for the
Fourier transform of a derivative ((Zemanian, 1965, Equation (7.8.3))), noting that F (θξu)
is a regular distribution, and noting that F (δ) is the constant function ω 7→ 1 ((Zemanian,
1965, Example 7.4-1)), gives
iωF (θξu)(ω) = AC ◦F (θξu)(ω) + BC(u) =⇒ F (θξu)(ω) = (iω idXC −AC)−1 ◦BC(u).
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Thus
H0Σ(ω)(u) = F (θξu)(ω) = (iω idXC −AC)−1 ◦BC(u).
If we decompose X = Es(A)⊕ Eu(A), we get the result. 
To punctuate the essential point of the detailed understanding provided about the state
frequency response by the preceding result, we have the following.
Corollary 5.6 Let Σ = (X,U,A,B) be a system and suppose that (A,B) is controllable. Then
the following statements are equivalent:
(i) A has no imaginary eigenvalues;
(ii) (a) the distributions h+Σ and h
−
Σ are regular and
(b) the ultradistribution HΣ is regular.
Moreover, if A has imaginary eigenvalues, then only the ultradistribution HΣ is not regular.
5.3 Connections to the controllability Gramian
Now let us close the loop on the material in the paper by making the rather obvious connec-
tions between the state frequency response and the state impulse response, and the general
controllability Gramian from Section 4.1.
The result we have is the following.
Proposition 5.7 Let Σ = (X,U,A,B) be a system and let R ∈ S2>0(U∗) be an (Hermitian)
inner product. Then the following hold:
(i) W∞c (As,Bs) =
∫ ∞
0
h+,sΣ (t) ◦R
−1 ◦h+,sΣ (t)
∗ dt;
(ii) W∞c (−Au,Bs) =
∫ 0
−∞
h−,uΣ (t) ◦R
−1 ◦h−,uΣ (t)
∗ dt.
If A has no controllable imaginary eigenvalues, then
(iii) W∞c (A,B) =
1
2pi
∫
R
H0Σ(ω) ◦R
−1 ◦H0Σ(ω)
∗ dω =
∫
R
hL
1
Σ (t) ◦R
−1 ◦hL
1
Σ (t)
∗ dt.
Proof: By virtue of Proposition 4.4, part (i) follows immediately from the standard definition
of W∞c (As,Bs) and the definition of h
+,s
Σ . Part (ii) follows in a similar manner, along with
a change of variable, cf. the proof of Proposition 4.5(i). With the assumption of no control-
lable imaginary eigenvalues, the first equality of part (iii) follows from Proposition 5.5(v).
The second equality of part (iii) follows from Proposition 5.5(iv) and (2.5), cf. the proof of
Proposition 4.4. 
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