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REPRESENTATION THEORY OF A SEMISIMPLE EXTENSION OF
THE TAKIFF SUPERALGEBRA
SHUN-JEN CHENG AND KEVIN COULEMBIER
Abstract. We study a semisimple extension of a Takiff superalgebra which turns out to
have a remarkably rich representation theory. We determine the blocks in both the finite-
dimensional and BGG module categories and also classify the Borel subalgebras. We further
compute all extension groups between two finite-dimensional simple objects and prove that
all non-principal blocks in the finite-dimensional module category are Koszul.
Introduction
Let s be a finite-dimensional simple Lie algebra and let ΠV be its adjoint module regarded
as an odd space. We can build in a rather simple fashion the corresponding Takiff superal-
gebra s ⋊ ΠV by declaring ΠV to be an abelian ideal. Letting d denote the space of outer
derivations of s ⋊ ΠV we can show that g = (s ⋊ΠV ) ⋊ d is a semisimple Lie superalgebra,
which is the semisimple extension of the Takiff superalgebra from the title. In this paper
we attempt to understand the representation theory of g. Our motivation, among others,
comes from the structure theory of classical Lie superalgebras.
A finite-dimensional Lie superalgebra is called ‘classical’ if the adjoint action restricted to
its even subalgebra is semisimple. In particular the even subalgebra is a reductive Lie algebra,
which is one of the main reasons classical Lie superalgebras have been studied extensively
in the literature. While many simple Lie superalgebras are classical, not all of them are.
Indeed, from the classification of simple Lie superalgebras in [Ka] it follows that all simple
Lie superalgebras are classical except for those of Cartan types, i.e., the Lie superalgebras
of vector fields on purely odd dimensional superspaces.
It is known, see [El, Theorem B] (or [CCC, Theorem 2.6]), that all classical Lie superal-
gebras can be obtained from the semisimple classical Lie superalgebra ones by applying two
types of elementary extensions, namely even central extensions and extensions by an odd
abelian vector space similar to the one described for the Takiff superalgebra above.
Thus, one is led naturally to the study of semisimple classical Lie superalgebras. In
contrast to Lie algebras, a semisimple Lie superalgebra is in general not a direct sum of simple
Lie superalgebras, see [Ka, Theorem 6] and [Ch, Proposition 7.2], and the same is true for
classical semisimple Lie superalgebras. However, the building blocks of classical semisimple
Lie superalgebras are precisely classical simple Lie superalgebras and the semisimple Lie
superalgebra of the form g above.
While the representation theory of simple Lie superalgebras has been studied in great
detail by mathematicians and physicists alike and substantial progress has been made by
now towards a satisfactory and complete theory, the representation theory of the semisimple
extension of the Takiff superalgebra g has not been studied much. While it is easy to
compute the finite-dimensional irreducible characters of g, see [Ch, Section 10] for even
more general types of semisimple Lie superalgebras, not much about the finite-dimensional
module category F seems to be known. In this paper, we first classify and determine the
blocks in F and also in the corresponding BGG category O. When rank s ≥ 2 we show that
the number of blocks in either category is finite and equals the determinant of the Cartan
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matrix, which coincides with the number of minuscule representations of s and also with
the order of the fundamental group of s (the quotient of the integral weight lattice with
the root lattice). In the case of s = sl2 one has three blocks in either module category. As
a consequence of our block decomposition of category O we prove that the centre of the
universal algebra of g is trivial.
Another main result of this work is the computation of all extension groups between
two simple objects in F . Remarkably, our computation of the first extension groups in F
reveals a perfect match with the first extensions groups in the category of so-called finite
current conformal modules first calculated in [CKW, Section 4]. The notion of conformal
modules was originally motivated by 2-dimensional conformal field theory. Our results on the
extension groups show that the non-principal blocks in F are indeed Koszul. Interestingly,
the category F is already graded Koszul itself and is in fact the graded lift in a ‘super’ sense
of the category of modules of its derived algebra g′. We also investigate the tensor powers(Cn∣n)⊗r in the case s ≅ sl(n) and study the g-invariants in the corresponding endomorphism
algebras in the spirit of the celebrated Schur-Weyl duality. We show that this algebra of
g-invariants is isomorphic to the group algebra of the symmetric group in r letters in the
case r < n in Theorem 3.4.3, but that for high r the symmetric group does not produce all
invariants.
We conclude this introduction with an outline of the paper. In Section 1, we set up nota-
tions and also recall some basic results about Lie superalgebras that will be used throughout
the paper. In Section 2, the main object of study, the semisimple extension of the Takiff
superalgebra g, is constructed. We classify the Borel subalgebras of g up to conjugation
by inner automorphisms. In particular, we show in Theorem 2.2.2 that the number of such
conjugacy classes equals twice the number of the so-called ⊕-sign types indexed by the pos-
itive roots of the corresponding simple Lie algebra s that have been studied earlier in [Sh]
in the context of left cells in affine Weyl groups. They admit remarkable combinatorial in-
terpretations, e.g., in type A these numbers are precisely the Catalan numbers. In Section
3, we determine the blocks decompositions of F and O and study invariant theory. Finally,
in Section 4, the higher extension groups between simple objects in F are computed, from
which Koszulity of the non-principal blocks is derived.
1. Preliminaries
We always work over the ground field C of complex numbers and set Z and N to be the
sets of all and nonnegative integers, respectively.
1.1. Classical Lie superalgebras. We refer to [Ka, CW, Mu] for more general background
on Lie superalgebras. Recall that a finite-dimensional Lie superalgebra g = g0¯⊕g1¯ is ‘classical’
if the adjoint action of g0¯ on g is semisimple (in particular g0¯ is reductive).
1.1.1. The module category. For a classical Lie superalgebra g, we denote by F(g) the cat-
egory of finite-dimensional (super) modules which are semisimple over g0¯. We denote the
functor which switches the Z/2-parity of a module by Π.
Since the functors U(g) ⊗U(g0¯) − (respectively HomU(g0¯)(U(g),−)) send any semisimple
finite-dimensional g0¯-module to a projective (respectively injective) module in F(g), it fol-
lows that F(g) has enough injective and projective objects. Since F(g) is a tensor category,
or because U(g)⊗U(g0¯) − and HomU(g0¯)(U(g),−) are isomorphic up to composition with an
auto-equivalence, see [BF, Go], it follows that injective and projective objects coincide.
Unless stated otherwise all morphisms are homogeneous with respect to the Z/2-grading.
1.1.2. Borel subalgebras. We follow the definition in [PS] of Borel subalgebras. Consider a
classical Lie superalgebra g and fix a Cartan subalgebra h of g0¯. We denote the set of roots
(non-zero weights which appear in the adjoint action of h on g) by Φ. An element H ∈ h is
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called regular, if Reβ(H) /= 0, for all β ∈ Φ. Here Rez stands for the real part of a complex
number z. A regular element defines a triangular decomposition
g = gRe<0 ⊕ gRe=0 ⊕ gRe>0,
where gRe<0 denotes the span of vectors X ∈ g such that [H,X] = β(H)X with Reβ(X) < 0,
and similarly for gRe=0 and gRe>0. We call the subalgebra gRe=0 ⊕ gRe>0 arising from such
a regular element a Borel subalgebra of g. Replacing a regular element H by −H, we see
that gRe=0 ⊕ gRe<0 is also a Borel subalgebra. Observe that the even subalgebra of a Borel
subalgebra b is a Borel subalgebra of the reductive Lie algebra g0¯.
1.2. Relative Lie superalgebra cohomology.
1.2.1. For a Lie superalgebra k with subalgebra a, we have the standard resolution of the
trivial k-module⋯→ U(k)⊗U(a) ∧i(k/a)→ ⋯→ U(k)⊗U(a) (k/a)→ U(k)⊗U(a) C→ C→ 0, (1.1)
see [Fu]. We will only need the differential in a specific case, so we do not write it out in
full generality. By definition, the relative Lie superalgebra cohomology of a k-module M is
given by
Hk(k,a;M) ∶= Hk(Homk(U(k)⊗U(a) ∧●k/a,M)) ≅ Hk(Homa(∧●k/a,M)).
In particular, for k-modules M and N we have
Hk(k,a; HomC(M,N)) ≅ Hk(Homa(∧●k/a⊗M,N)). (1.2)
Lemma 1.2.2. For a classical Lie superalgebra g, M,N ∈ F(g) and i ∈ N we have
ExtiF(g)(M,N) ≅ H i(g,g0¯; HomC(M,N)) ≅ H i(Homg0¯(S●g1¯ ⊗M,N)).
If the action of g1¯ on N is trivial, the coboundary homomorphisms are
d ∶ Homg0¯(Sn−1g1¯ ⊗M,N)→ Homg0¯(Sng1¯ ⊗M,N) ∶
(dα)(X1X2⋯Xn ⊗ v) = n∑
i=1α(X1X2 iˆ⋯Xn ⊗Xiv).
Proof. It suffices to observe that (1.1) is a projective resolution of C in F(g) and that we
can identify the space ∧n(g/g0¯) with Sng1¯. 
1.3. Classical Lie superalgebras of type I. In this section, we completely ignore Z/2-
parity, so every statement and module only makes sense modulo Π.
1.3.1. A classical Lie superalgebra g is of type I if it admits a three-term Z-grading
g = g−1 ⊕ g0 ⊕ g1, with g0¯ = g0 and g1¯ = g−1 ⊕ g1.
We will set g≤0 = g0⊕g−1 and g≥0 = g0⊕g1. It is then well-known that F(g) is an essentially
finite highest weight category, see [BS2]. In particular, this is the case because it is a
parabolic category O for parabolic subalgebra g≤0 or g≥0, see, e.g., [CCC, §3].
We choose a Cartan subalgebra h and a Borel subalgebra b0¯ of g0¯ with h ⊂ b0¯. For λ ∈ h∗
we have the simple highest weight module L0(λ) of g0. If L0(λ) is finite dimensional, we
have the (co)standard modules (with respect to parabolic subalgebra g≥0)∇(λ) ∶= coindgg≤0L0(λ),
∆(λ) ∶= indgg≥0L0(λ),
in F(g). Denote by L(λ) the top of ∆(λ). This is the simple highest weight module, with
respect to the Borel subalgebra b = b0¯⊕g1, with highest weight λ. It follows that the simple
modules in F(g) are labelled by the same set of weights as those in F(g0¯).
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Let P (λ) denote the projective cover of L(λ) in F(g). Then it has a filtration of sub-
modules such that each quotient is isomorphic to a standard module and we have the BGG
reciprocity: (P (ν) ∶ ∆(κ)) = [∇(κ) ∶ L(ν)]. (1.3)
1.3.2. We will also briefly consider the BGG categoryO with respect to the Borel subalgebra
b = b0¯ ⊕ g1 of g above. For ν ∈ h∗, let ∆0(ν) and ∇0(ν) denote the g0-Verma and g0-dual
Verma modules, respectively. We define the g-Verma and g-dual Verma modules to be
respectively: ∇′(ν) ∶= coindgg≤0∇0(ν),
∆′(ν) ∶= indgg≥0∆0(ν).
Denote the projective cover of L(ν) in O by P ′(ν), which again has a ∆′-filtration. We have
for ν, κ ∈ h∗ the BGG reciprocity in O:(P ′(ν) ∶ ∆′(κ)) = [∇′(κ) ∶ L(ν)]. (1.4)
2. A semisimple extension of the Takiff superalgebra
We fix a finite-dimensional simple Lie algebra s with a fixed Cartan subalgebra hs.
2.1. Definitions. We introduce the classical Lie superalgebra g which we will study in the
remainder of the paper.
2.1.1. Let ∧(ξ) be the associative Grassmann superalgebra in the odd indeterminate ξ and
let d denote the Lie superalgebra of derivations of ∧(ξ). Then d = C∂ξ + Cξ∂ξ, where ∂ξ is
the derivation of ∧(ξ) uniquely determined by ∂ξ(ξ) = 1.
We can form the Takiff superalgebra s ⊗ ∧(ξ). Note that d acts naturally on the Lie
superalgebra s⊗ ∧(ξ), so that we may form the extension
g ∶= (s⊗ ∧(ξ)) ⋊ d. (2.5)
The radical (maximal solvable ideal) of g is trivial, so by definition g is a semisimple Lie
superalgebra.
2.1.2. The adjoint action of −ξ∂ξ provides a Z-grading g = g−1 ⊕ g0 ⊕ g+1 with
g−1 = s⊗ ξ, g0 = s⊕Cξ∂ξ, g+1 = C∂ξ.
The Lie superalgebra g is clearly classical of type I.
We will always consider the Cartan subalgebra h ∶= hs ⊕Cξ∂ξ of g. We define the element
δ ∈ h∗ determined by δ(H) = 0 for H ∈ hs and δ(ξ∂ξ) = −1.
Denote the roots of s with respect to hs by Φ(s). Then, the roots of g with respect to h
are as follows:
Φ = Φ0¯ ⊔Φ1¯, Φ0¯ = {α∣α ∈ Φ(s)}, Φ1¯ = {α − δ,±δ∣α ∈ Φ(s)}. (2.6)
In the next subsection we will classify the Borel subalgebras, as defined in Section 1.1.2,
of g. First we review the two canonical ‘extremal’ cases.
Example 2.1.3. Let h ∈ hs be a regular element giving rise to a Borel subalgebra bs of s.
Choose λ ∈ R with ∣Reα(h)∣ < λ, for all α ∈ Φ(s). Then the element H+ ∶= h+λξ∂ξ is regular,
and the Borel subalgebra of g associated with H is bs + Cξ∂ξ + s ⊗ ξ, which gives a Borel
subalgebra with maximal possible dimension. On the other hand, the element H− ∶= h−λξ∂ξ
is also regular and the associated Borel subalgebra of g is bs + Cξ∂ξ + C∂ξ, which gives a
Borel subalgebra with minimal possible dimension.
2.2. Borel subalgebras. Our goal is to describe the Borel subalgebras of g up to conjugacy
by automorphisms induced by inner automorphisms of g0¯.
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2.2.1. Let b and b′ be two Borel subalgebras of g. Since their even subalgebras are Borel
subalgebras of the even part, b0¯ and b
′¯
0
are conjugate by an inner automorphism of the
reductive Lie algebra g0. Such an automorphism induces an automorphism on g. Note
that an inner automorphism of g0¯ that preserves a Borel subalgebra also preserves the root
spaces. Hence, in order to determine the Borel subalgebras of g up to conjugacy by inner
automorphisms, it suffices to determine the Borel subalgebras of g such that b0¯ = bs ⊕Cξ∂ξ
is a fixed Borel subalgebra of g0. Here, b
s is a fixed Borel subalgebra of s.
We thus fix a Borel subalgebra hs ⊂ bs ⊂ s for the rest of the section. We also let ns
be the corresponding nilradical of bs and also let ns− denote the opposite nilradical so that
s = bs ⊕ ns−.
With this in place we can state our main result.
Theorem 2.2.2. (i) Let W be the Weyl group, h the Coxeter number, and e1, . . . , er be
the exponents of s, where r = rank s. Then the number of conjugacy classes of Borel
subalgebras of g equals
2∣W ∣ r∏i=1(h + ei + 1).
Explicitly, these numbers are as follows:
s conjugacy classes
sl(n) 2n+1(2nn )
so(2n + 1) 2(2nn )
sp(2n) 2(2nn )
so(2n) 2 ((2nn ) − (2n−2n−1 ))
E6 2
7 ⋅ 13
E7 2
7 ⋅ 5 ⋅ 13
E8 2
7 ⋅ 5 ⋅ 11 ⋅ 19
F4 2 ⋅ 3 ⋅ 5 ⋅ 7
G2 2
4
(ii) We have the following possibilities for b1¯, the odd part of a Borel subalgebras b with
even subalgebra b0¯ = bs ⊕Cξ∂ξ:
(a) b1¯ = N ⊗ ξ, where N is a bs-ideal in s such that bs ⊆ N .
(b) b1¯ = N ′ ⊗ ξ +C∂ξ, where N ′ is a bs-ideal such that N ′ ⊆ ns.
We start the proof with the following lemma.
Lemma 2.2.3. Every Borel subalgebras b with even subalgebra b0¯ = bs ⊕ Cξ∂ξ is of one of
the two types described in Theorem 2.2.2(ii).
Proof. Suppose that H = h+λξ∂ξ is a regular element giving rise to the Borel subalgebra b.
Then for any α ∈ Φ(s) we have Reα(h) = Reα(H) /= 0, hence h ∈ hs is a regular element of
hs ⊆ s. Also, Reδ(H) = −Reλ /= 0.
We have b1¯ ⊆ g1¯ = (s⊗ ξ)⊕C∂ξ. It is clear that C∂ξ ⊆ b1¯ if and only if Reλ < 0.
Now, suppose that Reλ > 0. In this case, we have b1¯ = N ⊗ ξ, for some bs-ideal N ⊆ s.
Since [H,x⊗ ξ] = λ(x⊗ ξ), for x ∈ hs, it follows hs ⊆ N in this case. Since N is bs-invariant,
it follows that bs ⊆ N .
Now, if Reλ < 0, then we have b1¯ = N ′ ⊗ ξ + C∂ξ, for some bs-ideal N ′ ⊆ s. Since[H,x⊗ ξ] = λ(x⊗ ξ), for x ∈ hs, it follows hs ∩N ′ = 0 and thus, N ′ ⊆ ns. 
Lemma 2.2.4. There is a bijection between bs-ideals in s containing bs and bs-ideals con-
tained in ns.
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Proof. We have a canonical bijection between bs-ideals containing bs and bs-submodules
in s/bs. Via the Killing form, we get an isomorphism (s/bs)∗ ≅ ns of bs-modules. We thus
get a canonical bijection between bs-submodules in s/bs and bs-submodules in ns, by sending
a submodule K ⊂ s/bs to the kernel of ns ↠K∗. 
The bs-ideals inside the nilradical ns were studied earlier by Jian-Yi Shi who has obtained
the following characterization.
Theorem 2.2.5. [Sh, Theorem 1.4] Suppose that N ′ ⊆ ns is a bs-ideal. Then there exists an
element h ∈ hs, such that Reα(h) > 0, for any positive root α of s and furthermore:
(i) If sα ⊆ N ′, then Reα(h) > 1.
(ii) If sα /⊆ N ′, then 0 < Reα(h) < 1.
Proposition 2.2.6. (i) Let N be a bs-ideal of s such that bs ⊆ N . Then b ∶= bs +Cξ∂ξ +
N ⊗ ξ is a Borel subalgebra of g.
(ii) Let N ′ be a bs-ideal of s such that N ′ ⊆ ns. Then b ∶= bs +Cξ∂ξ +N ′ ⊗ ξ +C∂ξ is a
Borel subalgebra of g.
Proof. Let N ′ ⊆ ns be a bs-ideal. Let α be a positive root. For simplicity, let us say that
α ∈ N ′ if sα ⊆ N ′. Then, by Theorem 2.2.5 we can find an element h ∈ hs with 0 < Reα(h) /= 1,
for every positive root α, and 1 < Reα(h) if and only if α ∈ N ′. Define
H ′ ∶= h − ξ∂ξ.
Then H ′ is a regular element and for any α ∈ Φ(s) we have Reα(H ′) − Reδ(H ′) > 0 if and
only if α ∈ N ′. As [H ′, ∂ξ] = ∂ξ, we see that the Borel subalgebra corresponding to this
regular element is precisely b ∶= bs +Cξ∂ξ +N ′ ⊗ ξ +C∂ξ. This proves Part (ii).
Recall the correspondence between a bs-ideal N containing bs and an ideal N ′ ⊆ ns in
Lemma 2.2.4. Let h be the corresponding element in hs for N ′. Consider the element
H ∶= h + ξ∂ξ.
Then H is regular and from the correspondence one checks that the Borel subalgebra asso-
ciated with H is precisely bs +Cξ∂ξ +N ⊗ ξ. This proves Part (i). 
Proof of Theorem 2.2.2. Given a regular element and its associated Borel subalgebra b, the
odd part b1¯ must be of the form 2.2.2(ii)(a) or 2.2.2(ii)(b) by Lemma 2.2.3. By Proposition
2.2.6 such odd subspaces are indeed all odd parts of Borel subalgebras with fixed b0¯. Thus,
the number of non-conjugate Borel subalgebras of g with fixed even part equals precisely
twice the number of bs-ideals inside ns. The numbers of such ideals for different s have been
calculated in [Sh, Theorems 3.2 and 3.6], and these numbers are precisely half of the ones
listed in the theorem.
Finally, the closed formulas for these ad-nilpotent ideals in terms of the order of the Weyl
group, the Coxeter number, and the exponents have been obtained in [CP, Theorem 1] by
relating these ideals to certain orbits in the corresponding affine Weyl groups. 
Remark 2.2.7. The number 1n+1(2nn ) appearing in Theorem 2.2.2 for s = sl(n), is the
Catalan number and it admits various combinatorial interpretations. The most relevant
interpretation for us is that 1n+1(2nn ) is the number of monotonic lattice paths along the
edges of a grid with n × n square cells, which do not pass above the diagonal. This allows
to visualise the Borel subalgebras of g elegantly. For instance one can picture the Borel
subalgebras in the realisation of g in 3.4.1 below, by viewing the n × n-matrix C as such a
grid. For s of other classical types BCD, the numbers (2nn ) and (2nn ) − (2n−2n−1 ) admit similar
interpretations as numbers of certain lattice paths inside non-rectangular grids. This gives
explicit realisations of such ad-nilpotent ideals of classical types, see [Sh, Figures 5–7].
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2.3. Some s-module morphisms. The extension groups between simple g-modules will be
described in Section 4 in terms of the following s-module morphisms. For a finite-dimensional
simple s-module V and n ∈ Z>0 we set:
Dn[V ] ∶ Sn(s)⊗ V → Sn−1(s)⊗ V, X1X2⋯Xn ⊗ v ↦ n∑
i=1X1X2
iˆ⋯Xn ⊗Xiv. (2.7)
Recall hs denotes a Cartan subalgebra of s. For µ ∈ (hs)∗, let Vµ denote the µ-weight
space in V .
Lemma 2.3.1. Fix n ∈ Z>0 and set Dn ∶=Dn[V ].
(1) The space Sn−1(hs)⊗ Vµ ⊆ imDn, for µ /= 0.
(2) If V0 = 0, then Dn is surjective.
(3) Take µ ∈ (hs)∗ and αi ∈ Φ(s) ⊔ {0}, for 1 ≤ i ≤ n − 1, such that µ +∑i∈S αi /= 0 for
every subset S of the interval [1, n− 1]. Then X1X2⋯Xn−1 ⊗ v is in imDn for v ∈ Vµ
and Xi ∈ sαi.
(4) If V /= C, then cokerD2 is either zero or else a trivial s-module.
(5) The morphism D1 is surjective if and only if V /= C.
Proof. For µ /= 0, we can choose a basis {Hi} of hs such that µ(H1) = 1 and µ(Hi) = 0 for
i /= 1. Now take a basis of Sn−1(hs)⊗Vµ where each basis element has the form Ha1 f ⊗ v, for
0 ≤ a ≤ n − 1 and f a product of n − 1 − a elements Hi, i /= 1. Since we have
Dn(Ha+11 f ⊗ v) = (a + 1)Ha1 f ⊗ v,
part (1) follows.
Now we prove part (2). For each root in s, we choose a non-zero root vector. Together
with our basis of hs for each weight vector v, this yields a basis Bv of s for each weight vector.
We then have a basis of Sn−1(s)⊗V where each basis element is of the form g⊗v, with v ∈ V
a weight vector and g a monomial in the basis Bv. We refer to the number of factors in the
monomial g which are in hs as the ‘degree’ of g ⊗ v. We prove that each basis element is in
the image of Dn, by (downwards) induction on the degree. If the degree is n − 1, we have
already proved the claim in the first paragraph. Assuming the claim is proved for degree k
and g ⊗ v is a basis element of degree k − 1, then Dn(H1g ⊗ v) is equal to mg ⊗ v, for some
m > 0, plus a linear combination of basis elements of strictly higher degree. Since the latter
are in the image of Dn by induction hypothesis, so is g ⊗ v. This concludes the proof.
Part (3) can be proved identically to part (2). By the assumption on the weights, no
vector in V0 will appear in the procedure.
For Part (4) we freely use that D2 is an s-module morphism. We consider a highest weight
vector x = ∑iXi⊗vi in s⊗V of weight λ /= 0. If λ /∈ Φ(s)⊔{0}, then x is in imD2, by Part (3).
Now assume that λ ∈ Φ(s). Then the above summation defining x contains a term Xλ ⊗ u,
for some Xλ ∈ sλ (and hence u ∈ V0), while all other terms are in imD2 by Part (3). Now,
u is a linear combination of vectors of the form u′ ∶=X−α1⋯X−αkv+, for v+ a highest weight
vector of V and X−αi ∈ s−αi for positive roots αi and k > 0.
We set w =X−α2⋯X−αkv+ and Y = [X−α1 ,Xλ]. Then we have
X−α1(Xλ ⊗w) = Xλ ⊗ u′ + Y ⊗w.
By Part (3), Xλ ⊗w is in imD2, since λ + α1 /= 0. The term Y ⊗w (which might be zero) is
also in imD2 by Part (3). Consequently Xλ⊗u′, and hence also Xλ⊗u and x, lies in imD2.
Thus, any singular vector of non-trivial weight lies in imD2, and Part (4) follows.
Part (5) is obvious. 
Remark 2.3.2. For s = sl(2), the morphisms Di[s] are not surjective. For instance
cokerD2[s] contains a copy of the trivial representation and cokerD3[s] contains a copy
of the adjoint representation.
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3. Character formulae, block decomposition and invariant theory
In this section we start the study of the representation theory of the Lie superalgebra g,
as defined in (2.5), in the category F(g) of Section 1.1.1.
3.1. Some reductions. We reduce the problem of studying F(g) to an equivalent but
‘smaller’ problem. We will typically denote a weight in h∗ by λ+aδ, with λ ∈ (hs)∗ and a ∈ C
for the root δ ∈ Φ(g).
Note that the category F(g) does not depend on the choice of Borel subalgebra. When
we label the simple modules by their highest weight or consider (co)standard modules we
will always take the Borel subalgebra
b ∶= bs ⊕Cξ∂ξ ⊕C∂ξ = b0¯ ⊕ g1
of minimal dimension, see Example 2.1.3.
3.1.1. Integrability. Consider a reductive algebraic group S over C with underlying Lie al-
gebra s. We will focus on finite-dimensional g-modules for which the (s ⊕ C) ≅ g0-module
structure integrates to S ×Gm, with Gm = C× the multiplicative group. In other words, we
consider the category of modules F(g)int for the supergroup pair (S ×Gm,g). Concretely,
only weights λ + aδ with λ integral and a ∈ Z appear in the modules in F(g)int. We denote
this set of weights by Λ ⊂ h∗.
It follows easily that F(g) ≅ ⊕
x∈C/ZF(g)int,
where C/Z is the quotient of C with respect to the canonical action Z↷ C.
3.1.2. Parity. We define the function
p ∶ Λ→ Z/2, λ + aδ ↦ a mod 2.
It follows immediately from (2.6) thatF(g)int ≅ F ⊕F ′, with Π ∶ F ∼→ F ′
where F is the full subcategory of modules where vectors of weight κ ∈ Λ have degree p(κ).
The category F ′ can be defined similarly, or as the image of F under Π. Without loss
of generality we will therefore focus on F . Simple highest weight modules L(κ) will be
assumed to be in F , meaning we let the highest weight vector be of parity p(κ). We follow
the corresponding convention for g0-modules, which means that L
0(λ + aδ) is of the same
parity as a.
In F simple highest weight modules are uniquely defined up to isomorphism by their
highest weights and we denote by Λ+ ⊂ Λ the corresponding set of integral dominant weights.
In a way analogous to the definition of F above we define the corresponding BGG categoryO of those modules which only have non-zero weight spaces for weights in Λ with the same
parity condition. This reduction is justified by the same arguments.
To make a distinction between g0-modules and s-modules we will denote the simple s-
module with highest weight λ ∈ (hs)∗ by L0λ and always consider it as purely even.
3.2. Character formulae and Cartan matrix. In this subsection we determine the com-
binatorics of the structural modules in the highest weight category F . Note that we derived
above that F(g) is a direct sum of categories equivalent to F . Simple modules in F are
uniquely determined by their highest weight λ + aδ ∈ Λ+.
Lemma 3.2.1. If λ /= 0, we have ∇(λ + aδ) = L(λ + aδ). Moreover, there is a short exact
sequence
0→ L(aδ)→ ∇(aδ)→ L((a − 1)δ)→ 0.
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Consequently, we have
Resgg0L(aδ) ≅ L0(aδ) and Resgg0L(λ + aδ) ≅ L0(λ + aδ)⊕L0(λ + (a − 1)δ).
Proof. As a g0-module, ∇(λ + aδ) is clearly the sum of L0(λ + aδ) and L0(λ + (a − 1)δ),
where ∂ξ acts as an s-linear morphism from L
0(λ+ (a− 1)δ) to L0(λ+ aδ). For an arbitrary
v ∈ L0(λ + (a − 1)δ) and X ∈ s, we have (X ⊗ ξ)v = 0 and hence(X ⊗ ξ)∂ξv = [X ⊗ ξ, ∂ξ]v = −Xv.
Consequently, ∇(λ + aδ) is simple if and only if λ /= 0. 
Corollary 3.2.2. Assume λ /= 0.
(1) We have P (λ + aδ) = ∆(λ + aδ), and furthermore a short exact sequence
0→∆((a + 1)δ)→ P (aδ)→∆(aδ)→ 0.
(2) We have
L(λ + aδ)∗ ≅ L(−w0λ + (1 − a)δ) and L(aδ)∗ ≅ L(−aδ),
where w0 is the longest element of the Weyl group of s.
Proof. These are immediate consequences of Lemma 3.2.1 and Equation (1.3). 
Remark 3.2.3. Lemma 3.2.1 allows us to describe the simple g-module L(λ+aδ) with λ /= 0
as follows. We have s-module morphisms σi ∶ L0λ → L(λ+ aδ) for i ∈ {0,1}, with σi of degree
i, which yield an isomorphism
Πp(a)L0λ ⊕Πp(a−1)L0λ ∼→ L(λ + aδ), (Πp(a)u,Πp(a−1)v)↦ σp(a)(u) + σp(a−1)(v).
The remainder of the g-action is described by (X ∈ s):
ξ∂ξ(σp(a−i)(u)) = (a − i)σp(a−i)(u), (X ⊗ ξ)(σp(a)(u)) = σp(a−1)(Xu),
∂ξ(σp(a−1)(v)) = σp(a)(v), (X ⊗ ξ)(σp(a−1)(v)) = 0 = ∂ξ(σp(a)(u)).
Lemma 3.2.4. For all λ + aδ, µ + bδ ∈ Λ+, we have
[∆(λ + aδ) ∶ L(µ + bδ)] = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑a−bi=0 (−1)a−b−i[∧is⊗L0λ ∶ L0µ] if b ≤ a and µ /= 0[∧a−bs⊗L0λ ∶ C] if b ≤ a and µ = 0
0 if b > a
Proof. We have
resgg0∆(λ + aδ) ≅ dim s⊕
i=0 ∧is⊗L0(λ + (a − i)δ).
Since we already know resgg0L(µ + bδ), the lemma follows easily. 
Proposition 3.2.5. If λ /= 0, we have
[P (λ + aδ) ∶ L(µ + bδ)] = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∑a−bi=0 (−1)a−b−i[∧is⊗L0λ ∶ L0µ] if b ≤ a and µ /= 0[∧a−bs⊗L0λ ∶ C] if b ≤ a and µ = 0
0 if b > a
Furthermore, we have
[P (aδ) ∶ L(µ + bδ)] =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∧a−b+1s ∶ L0µ] if b ≤ a and µ /= 0[∧a−bs ∶ C] + [∧a−b+1s ∶ C] if b ≤ a and µ = 0
δµ,0 if b = a + 1
0 if b > a + 1
Proof. This is an immediate application of Corollary 3.2.2(1) and Lemma 3.2.4. 
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3.3. Block decomposition. For λ + aδ and µ + bδ in Λ+, we say that λ + aδ and µ + bδ areF-linked if L(λ + aδ) and L(µ + bδ) lie in the same block in the category F . We write
λ + aδ ∼ µ + bδ.
Similarly, for λ+aδ and µ+ bδ in Λ, we say that λ+aδ and µ+ bδ are O-linked if L(λ+aδ)
and L(µ + bδ) lie in the same block in the category O. Naturally, two dominant weights
are O-linked, if they are F-linked. We shall see in Corollary 3.3.6 and Proposition 3.3.7
below that the converse is also true. When there is no confusion we shall simply say ‘linked’
when we mean F-linked. By Corollary 3.2.2(1) or the fact that it has simple top, every
composition factor of ∆(λ + aδ) is linked to λ + aδ. We will use this fact freely. We also set
ρ0 = 1
2
∑
α∈Φ+(s)α.
Lemma 3.3.1. Assume that rank s ≥ 2. Let λ be a dominant s-weight such that for every
root β of s the weight λ + β is dominant. Then
λ + aδ ∼ λ + bδ and λ + aδ ∼ λ + β + bδ,
for all a, b ∈ Z and β ∈ Φ(s).
Proof. We claim that
L0λ ⊗ s ≅ ⊕
β∈Φ(s)L0λ+β ⊕ (L0λ)rank s.
By Lemma 3.2.4, we thus see that[∆(λ + aδ) ∶ L(λ + (a − 1)δ)] = [s⊗L0λ ∶ L0λ] − 1 = rank s − 1 ≥ 1.
In particular λ + aδ ∼ λ + (a − 1)δ and the first relation in the lemma follows by iteration.
Similary, we find [∆(λ + (b + 1)δ) ∶ L(λ + β + bδ)] = [s⊗L0λ ∶ L0λ+β] = 1.
Hence λ + β + bδ is linked to λ + (b + 1)δ and composition with the first relation yields the
second relation in the lemma.
For completeness we prove the above claim. By the Weyl character formula we have
ch (L0λ ⊗ s) = ∑w∈W (−1)`(w)w(eλ+ρ0)∏α∈Φ+(s)(1 − eα) × ⎛⎝ ∑β∈Φ(s) eβ + rank s ⋅ 1⎞⎠ .
Since chs is W -invariant, we deduce that
ch (L0λ ⊗ s) = ∑
β∈Φ(s)
∑w∈W (−1)`(w)w(eλ+β+ρ0)∏α∈Φ+(s)(1 − eα) + rank s ⋅ ∑w∈W (−1)`(w)w(eλ+ρ0)∏α∈Φ+(s)(1 − eα)= ∑
β∈Φ(s) chL
0
λ+β + rank s ⋅ chL0λ.
This completes the proof. 
Lemma 3.3.2. Assume that rank s ≥ 2 and λ + aδ ∈ Λ+. Then for any b ∈ Z we have
λ + aδ ∼ λ + bδ ∼ λ + 2ρ0 + bδ.
Proof. We set ` ∶= ∣Φ+(s)∣. We have[∧`s⊗L0λ ∶ L0λ+2ρ0] = 1 and [∧is⊗L0λ ∶ L0λ+2ρ0] = 0, for i < `.
Lemma 3.2.4 thus implies that[∆(λ + aδ) ∶ L(λ + 2ρ0 + (a − `)δ)] = 1.
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By iteration, this means that
λ + aδ ∼ λ + 2kρ0 + (a − k`)δ,
for every k ≥ 0.
For every λ, we can choose k ≥ 0 such that λ + 2kρ0 is a weight satisfying the conditions
in Lemma 3.3.1. Consequently, every relation in the lemma can be obtained by composing
the above relation with the one in Lemma 3.3.1. 
Recall that a finite-dimensional irreducible s-module is called minuscule, if every weight
is W -conjugate to the highest weight. By W -invariance, every weight space is therefore
one-dimensional. We will also say that an hs-weight is minuscule if it is the highest weight
of a minuscule representation.
Lemma 3.3.3. Let λ be a dominant integral s-weight. If λ is not minuscule, then there
exist kα ∈ N, α ∈ Φ+(s), such that λ −∑α>0 kαα is dominant and not all kα = 0.
Proof. Since λ is not minuscule, there exists a weight µ in L0λ such that µ is not in the
W -orbit of λ. Now there exists w ∈W such that wµ is dominant and wµ /= λ. But wµ is also
a weight of L0λ and hence it must be of the desired form λ−∑α>0 kαα, and not all kα = 0. 
Lemma 3.3.4. Assume that rank s ≥ 2. Suppose that λ and λ −∑α>0 kαα with kα ∈ N are
both dominant integral weights. Then for all a, b ∈ Z we have
λ + aδ ∼ λ − ∑
α>0kαα + bδ.
Proof. We prove this by induction on k ∶= ∑α kα. The case k = 0 is included in Lemma 3.3.2.
Assume the lemma has been proved for k − 1, assume kβ > 0 for some β ∈ Φ+ and set
k′α = kα − δαβ.
We can find a j ∈ N sufficiently large such that λ + 2jρ0 −∑α k′αα + γ is dominant for all
γ ∈ Φ(s). By Lemma 3.3.1 we find
λ + 2jρ0 −∑
α
k′αα + aδ ∼ λ + 2jρ0 −∑
α
kαα + bδ. (3.8)
By the induction hypothesis applied to λ+ 2jρ0 and k′ = ∑α k′α, the weight on the left hand
side of (3.8) is linked to λ+ 2jρ0 + aδ. The latter weight is linked to λ+ aδ by Lemma 3.3.2.
The weight on the right hand side in (3.8) is linked to λ−∑α kαα+bδ, again by Lemma 3.3.2.
This concludes the proof. 
Theorem 3.3.5. Assume that rank s ≥ 2. The blocks in F are parameterised by the minus-
cule s-weights. Indeed, let {νi∣1 ≤ i ≤ r} be set of minuscule weights of s. Then the highest
weights of the simple g-modules in F in the block Fνi containing L(νi) are precisely the
dominant weights of the form νi +∑α kαα + aδ, kα ∈ N and a ∈ Z.
Proof. Clearly, if two weights λ + aδ and µ + bδ in Λ are linked, then λ and µ differ by an
element in the root lattice. So the number of blocks must be at least the index of the root
lattice in the integral weight lattice.
On the other hand, if λ + aδ ∈ Λ+, then λ + aδ ∼ ν + aδ, for some minuscule highest weight
ν by Lemmas 3.3.3 and 3.3.4. Now, the number of minuscule representations of s is well
known to be equal to the index of the root lattice in the integral weight lattice. 
Corollary 3.3.6. Assume that rank s ≥ 2. The blocks in O are also parameterised by the
minuscule weights of s. Indeed, let {νi∣1 ≤ i ≤ r} be set of minuscule weights of s. Then the
highest weights of the simple g-modules in O in the block Oνi containing L(νi) are precisely
the weights in νi +ZΦ(g).
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Proof. If two weights λ + aδ and µ + bδ are linked, then λ − µ must lie in the root lattice.
Thus, by Theorem 3.3.5 there are at least as many blocks in O as there are in F .
Now, let λ + aδ ∈ Λ and ` = ∣Φ+(s)∣. We note that[∆′(λ + aδ) ∶ L(λ + 2ρ0 + (a − `)δ)] = 1,
since dim ∆′(λ + aδ)λ+2ρ0+(a−`)δ = 1 and there are no weights in ∆′(λ + aδ) of the form
λ+ 2ρ0 + (a− `+ 1)δ or λ+ 2ρ0 +α+ (a− `)δ, α ∈ Φ+(s). Iterating, we conclude that λ+ aδ is
linked to λ + 2kρ0 + (a − k`)δ, for any k ≥ 0. Since we can choose k ≫ 0 so that λ + 2kρ0 is
dominant, we conclude that every block in O contains a simple module in F . The corollary
now follows. 
The following proposition describes the blocks in the case rank s = 1, i.e., s ≅ sl(2). Let ω
denote the fundamental weight and write [n] = nω, for n ∈ Z.
Proposition 3.3.7. Let s ≅ sl(2). Then the number of blocks in F and O equals 3. Indeed,
the highest weights of the simple g-modules in F in these three blocks are:{[2n] + aδ∣n ∈ N, a ∈ Z},{[1 + 2n] + (2a − n)δ∣n ∈ N, a ∈ Z},{[1 + 2n] + (2a − n − 1)δ∣n ∈ N, a ∈ Z}. (3.9)
Furthermore, the highest weights of the simple g-modules in O in the three blocks are given
by the exact same formula as in (3.9) with n ∈ N replaced in there by n ∈ Z.
Proof. We first consider the case of F . By Lemma 3.2.4, we have the following identity in
the Grothendieck group K0(F) for n ≥ 2:
∆([n] + aδ) = L([n] + aδ) +L([n + 2] + (a − 1)δ) +L([n − 2] + (a − 1)δ) +L([n] + (a − 2)δ),
∆([1] + aδ) = L([1] + aδ) +L([3] + (a − 1)δ) +L([1] + (a − 2)δ),
∆(aδ) = L(aδ) +L([2] + (a − 1)δ) +L((a − 3)δ).
Now we can use Corollary 3.2.2(1) to prove the following:
aδ ∼ [2n] + bδ, ∀n ∈ N;a, b ∈ Z,[1] + aδ ∼ [1] + (a − 2)δ, ∀a ∈ Z,[1] + aδ ∼ [1 + 2n] + (a − n)δ, ∀n ∈ N;a ∈ Z.
Furthermore, the weights aδ, [1] + aδ and [1] + (a − 1)δ are not linked. This proves the
proposition for F .
Now, we turn to the category O case. We want to prove that the linkage classes are given
by the three sets in (3.9) now with n ∈ N in there replaced by n ∈ Z.
Since the g-Verma module ∆′([2n]+ aδ) contains a composition factor L([−2n− 2]+ aδ),
for n ≥ 0, it follows from the linkage in F that the set of weights {[2n] + aδ∣n, a ∈ Z} forms
one linkage class.
Next, consider the subcategory of O generated by simple objects with highest weights of
the form [1 + 2n] + aδ, for n ∈ Z and a ∈ Z. Let s ∈W be the generator of the Weyl group of
s. We compute
s ⋅ [1 + 2n] + (2m − n − κ)δ = [1 + 2(−2 − n)] + (2(m − n − 1) + 2 + n − κ) δ, κ = 0,1.
This implies that each of the two sets of weights {[1 + 2n] + (2m − n)δ∣m,n ∈ Z} and {[1 +
2n]+ (2m−n− 1)δ∣m,n ∈ Z} are invariant under the dot action of the Weyl group. Also, for
these weights we have
ch∇′(κ) = chL(κ) + chL(s ⋅ κ), if κ is dominant,∇′(κ) = L(κ), otherwise. (3.10)
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By (1.4), we have therefore
P ′(κ) = ∆′(κ), if κ is dominant,
chP ′(κ) = ch∆′(κ) + ch∆′(s ⋅ κ), otherwise. (3.11)
We compute the character of the Verma module:
ch∆′(κ) = ch∇′(κ) + ch∇′(κ + [2] − δ) + ch∇′(κ − [2] − δ) + ch∇′(κ − 2δ).
Thus, by (3.10) and (3.11), we conclude that the highest weights of the composition factors
of a Verma module with highest weight belonging to one of these two sets will all belong
to the same set again, which implies that the same is true for a projective cover as well.
This implies that this subcategory splits into two blocks with simple objects having highest
weights of the forms described above. 
Proposition 3.3.8. We have Z(g) ≅ C ≅ S(g)g, where Z(g) denotes the centre of U(g) and
S(g)g the algebra of g-invariants under the adjoint action on the symmetric algebra S(g).
Proof. Consider the vector space decomposition
g = g−1 ⊕ ns− ⊕ h⊕ ns ⊕ g1.
We choose an ordered basis of g which is compatible with the above decomposition. This
yields a PBW basis of U(g) such that every basis element of U(g) is a monomial of basis
elements in g, each one in one of the above subspaces, and from left to right in the monomial
we first have elements of g−1, then of ns− etc. In particular this yields a commutative diagram
of C-linear morphisms
U(g) // U(g≤0) // U(g0) // U(h)
S(g)
∼ OO
// S(g≤0) //
∼ OO
S(g0)
∼ OO
// S(h).
The vertical isomorphisms are the realisations of the PBW theorem, with respect to our
chosen basis (which also yields bases of g≤0 and g0). The upper horizontal arrows are
Harish-Chandra morphisms. Concretely, the first one is a projection with kernel U(g)g1, the
second one has kernel g−1U(g≤0) and the final one has kernel ns−U(g0)+U(g0)ns. The lower
horizontal arrows are the obvious surjective algebra morphisms. For instance, the first one
is the algebra morphism induced by the C-linear projection g↠ g≤0 with kernel g1.
It is an easy consequence of [Se2, Proposition 1.1], applied to the coadjoint representa-
tion g ↷ g∗ that S(g) → S(g≤0) restricts to a monomorphism on S(g)g. Moreover, since
S(g) → S(g≤0) is g0-equivariant, the restriction to S(g)g → S(g≤0) takes values in S(g≤0)g0 .
Since g0 contains the degree operator ξ∂ξ, the space S(g≤0)g0 is actually contained in S(g0).
In particular, the composite S(g) → S(g0) from the diagram restricts to a monomorphism
S(g)g ↪ S(g0)g0 . By the classical Harish-Chandra isomorphism, or again [Se2, Propo-
sition 1.1], S(g0) → S(h) also restricts to a monomorphism on S(g0)g0 . In conclusion,
S(g)g → S(h) is a monomorphism.
The left vertical isomorphism restricts to an isomorphism S(g)g ≅ Z(g). Therefore, by
the above paragraph, all we need to prove is that, with h ∶ U(g)→ S(h) the Harish-Chandra
homomorphism with kernel (g−1 + ns−)U(g) + U(g) (ns + g1), we have that h(z) is a scalar,
for every central element z ∈ U(g). If we interpret h(z) ∈ S(h) as a polynomial function on
h∗, then h(z)(λ) is the scalar by which z acts on ∆′(λ).
For each z ∈ Z(g) the function λ ↦ h(z)(λ) must be constant on the set of weights λ
for which ∆′(λ) is in the block of O containing the trivial module. Corollary 3.3.6 and
Proposition 3.3.7 then imply that h(z) is constant on
ZΦ = ZΦ(s)⊕Zδ ⊂ (hs)∗ ⊕Cδ = h∗.
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The only polynomials which are constant on this root lattice (which is of maximal rank in
h∗ and therefore Zariski dense) are scalars, which concludes the proof. 
3.4. Some invariant theory. In this subsection, we set s = sl(n) for some integer n ≥ 2.
3.4.1. We set V ∶= L(ω1), with ω1 the first fundamental weight of sl(n). By Remark 3.2.3,
we have V ≅ Cn∣n and the representation g→ gl(n∣n) allows to realise g as
g = {( A bIn
C A + dIn ) ∣ A,C ∈ Cn×n, trA=0=trC, b, d ∈ C} ,
with In the identity n × n matrix.
3.4.2. In this section we investigate the invariant endomorphisms of ⊗rV . Let Sr denote
the symmetric group on r symbols. We have a canonical algebra morphism
φr ∶ CSr → Endg(⊗rV ),
where the action of the symmetric group is given by permuting the tensor factors with
appropriate minus signs, see, e.g., [BR, §1].
Theorem 3.4.3. (1) For r < n and r = n ≥ 3, φr yields an isomorphism
CSr
∼→ Endg(⊗rV ).
For r = n = 2, the morphism φr is not surjective.
(2) For r > 2n − 2, the morphism φr is not surjective.
(3) For r > 1, the morphism
U(g) → EndCSr(⊗rV )
is not surjective.
The remainder of this section is devoted to the proof of Theorem 3.4.3. We will rely on
the established invariant theory for gl(V ) = gl(n∣n) and our results on the representation
theory of g.
3.4.4. We introduce some notation for the Lie superalgebra g˜ ∶= gl(n∣n), which we realise as
2n×2n complex matrices. The elementary matrix with 1 at the (i, j)th place and 0 elsewhere
is denoted by Eij , for 1 ≤ i, j ≤ 2n. For example, with 1 ≤ i, j ≤ n, we have Ei+n,j ∈ g if and
only if i /= j. We have the standard Cartan and Borel subalgebra and furthermore we let{δi∣1 ≤ i ≤ 2n} be the basis dual to {Eii∣1 ≤ i ≤ 2n}, the standard basis of the standard
Cartan subalgebra.
3.4.5. Let λ = (λ1, λ2, . . .) be a partition with λn+1 ≤ n. Then the transpose ν′ of the
partition ν ∶= (λn+1, λn+2, . . .) is a partition of length `(ν′) ≤ n. We set λ♮ to be the bi-
partition (λ1, . . . , λn;ν′1, . . . , ν′n), which we can interpret as a weight for g˜ as follows:
λ♮ ∶= n∑
i=1λiδi +
n∑
j=1ν′jδn+j . (3.12)
Note that if `(λ) ≤ n, then λ = λ♮.
As a U(g˜) ⊗ CSr-module, we have the following analogue of the classical Schur-Weyl
duality [Se1, BR]: ⊗r V ≅ ⊕
λ⊢r,λn+1≤nL(λ♮) ⊠ Sλ. (3.13)
Here Sλ stands for the simple Specht module of Sr corresponding to the partition λ, while
L(λ♮) is a simple gl(n∣n)-module of highest weight λ♮ with respect to the standard Borel
subalgebra.
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Lemma 3.4.6. Consider a partition λ with `(λ) ≤ n, so that λ = λ♮. We can interpret λ
canonically as an sl(n)-weight as well. Then there exists a (unique up to scalar multiple)
g-morphism p ∶ ∆(λ)→ L(λ). Furthermore, p is an epimorphism if `(λ) < n.
Proof. We consider the canonical three term Z-grading on g˜ compatible with the one on g.
Now define the subalgebra
a = {( aI 0
0 B
) ∣ B ∈ Cn×n, trB=0, a ∈ C} ⊂ g˜.
Then, for any vector F ∈ g˜−1/g−1 we have
g˜0 = g0 ⊕ a, and g˜−1 = g−1 ⊕CF.
The highest weight (with respect to b) in the g-module L(λ) is precisely λ, from which
we get the unique morphism p. It maps a generating highest weight vector vλ ∈ ∆(λ) to a
vector wλ ∈ L(λ). Since L(λ) is a simple g˜-module, by the PBW theorem we have
L(λ) = U(g≤0)U(CF )U(a)wλ.
We have awλ = Cwλ and we can now interpret p as
U(g≤0)vλ → U(g≤0)wλ +U(g≤0)Fwλ, uvλ ↦ uwλ.
Hence p is an epimorphism if and only if Fwλ is actually contained in U(g≤0)wλ.
Now assume `(λ) < n. For i ≥ n, the facts that Ei,i+1Ei+1,iwλ = 0, that L(λ) is a simple
g˜-module and that Ei+1,i is a simple root vector imply that Ei+1,iwλ = 0. Since E2n,n is
contained in the subalgebra generated by Ei+1,i with i ≥ n it follows that E2n,nwλ = 0. Hence
we can take F = E2n,n. 
The above lemma is strict in the sense that for `(λ) = n there are examples where p
is not surjective. For instance, if λn ≥ n (and λn+1 = 0), we know that L(λ) is a typical
gl(n∣n)-module and it follows that
dim ∆(λ) < dimL(λ).
The lemma below shows that already the ‘smallest’ partition with `(λ) = n yields a coun-
terexample.
In the sequel we let θ denote the highest root in s so that L0θ ≅ s.
Lemma 3.4.7. Suppose that λ = (1n). As a g-module we have a non-split exact sequence
0Ð→M Ð→ L(λ)Ð→ L(−δ)Ð→ 0, (3.14)
where M is a homomorphic image of ∆(λ) = ∆(0). Here M is the radical of L(1n), so
L(1n) has simple top L(−δ). Furthermore, we have [L(1n) ∶ L(µ)] = 0, for µ /= 0 and we
have [M ∶ L(−δ)] = 0.
Proof. Recall g˜ = gl(n∣n) with the usual gradation g˜ = g˜−1 ⊕ g˜0 ⊕ g˜+1 compatible with the
Z-gradation of g. Let E˜ = ∑ni=1En+i,i ∈ g˜−1 so that we have
g˜−1 = g−1 ⊕CE˜.
When λ = (1n) we have the following decomposition of L(λ) into its −ξ∂ξ-eigenspaces:
L(1n) ≅ ∧n(V ) = n⊕
k=0L(1n)−kδ with L(1n)−kδ = ∧n−k(V0¯)⊗ Sk(V1¯), (3.15)
from which we see that [L(1n) ∶ L(µ)] = 0, for µ /= 0. Also, we have that L(λ)−δ, as a
g0-module, is isomorphic to ∧n−1V0¯ ⊗ V1¯, which decomposes into L0(θ − δ)⊕L0(−δ).
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Take a g˜-highest weight vector vλ of L(λ). By irreducibility of L(λ) we must have L(λ)−δ =
g˜−1vλ. It follows therefore that we must have
g−1vλ = L0(θ − δ), and CE˜vλ = L0(−δ).
The following are easy to verify using the explicit realisation of g˜ as first order differential
operators on the super Grassmann algebra ∧nV = L(λ):
(i) g−1L0(θ − δ) = L(λ)−2δ.
(ii) ∂ξL
0(−δ) = Cvλ.
By (i) we have g−1E˜vλ ⊆ L(λ)−2δ = g−1L0(θ − δ) ⊆ ∧2(g−1)vλ. Hence, for k ≥ 2, we have
L(λ)−kδ = ∧k(g˜−1)vλ = ∧k(g−1)vλ + ∧k−1(g−1)E˜vλ = ∧k(g−1)vλ.
It follows now that the U(g)-module generated by vλ has codimension one and is a quotient
of ∆(λ). Furthermore, L(λ)/U(g)vλ ≅ L(−δ). By (ii), the exact sequence (3.14) is non-split
and U(g)v−δ = L(1n). 
Lemma 3.4.8. Let λ be a partition with λn+1 ≤ n. Denote by λ′ the conjugate partition of
λ and let m = ∑ni=1 λ′i be the sum of the first n parts of λ′. Suppose that L(µ−kδ) lies in the
socle of the g-module L(λ♮). Then we have:
(i) If µ = 0, then k =m − 1,m.
(ii) If µ /= 0, then k =m − 2,m − 1.
Proof. First, we note that from the character formula of L(λ♮) in [BR, Section 6], we have
the following decomposition of L(λ♮) into its −ξ∂ξ-eigenspaces:
L(λ♮) = m⊕
k=0L(λ♮)−kδ.
Suppose that L(µ − kδ) is in the socle of L(λ♮).
(i). Here we suppose that µ = 0. Then g−1L(0 − kδ) = 0. There are two possibilities.
Either E˜L(0 − kδ) = 0 or else E˜L(0 − kδ) /= 0. In the first case, consider the g˜0-module
M = U(g˜0)L(0 − kδ), which lies in L(λ♮)−kδ. Since we have g˜−1M = 0, it follows that it
must contain a highest weight vector with respect to the Borel subalgebra g˜−1 + b˜, where b˜
is the standard Borel subalgebra of g˜0. Now, it follows from [CW, Theorem 2.55] that such
a vector has to lie in L(λ♮)−mδ. Thus, in this case we have k =m.
Now, if E˜L(0 − kδ) /= 0, then E˜E˜L(0 − kδ) = 0 and also g−1E˜L(0 − kδ) = 0. Thus, the
U(g˜0)-module M = U(g˜0)E˜L(0− kδ) is annihilated by g˜−1 and hence it contains a g˜-highest
weight vector with respect to the Borel subalgebra g˜−1 + b˜, which lies in L(λ♮)−mδ. Thus, we
have −k − 1 = −m, and hence k =m − 1. This proves Part (i).
(ii). Now, assume that µ /= 0. In this case we must have g−1L(µ−kδ)−kδ = L(µ−kδ)(−k−1)δ /=
0 and we consider the U(g˜0)-module M = U(g˜0)L(µ − kδ)(−k−1)δ, if E˜L(µ − kδ)(−k−1)δ = 0,
or else M = U(g˜0)E˜L(µ − kδ)(−k−1)δ, if E˜L(µ − kδ)(−k−1)δ /= 0. Now, an analogous argument
as in (i) shows that in the first case k =m − 1 and in the second case k =m − 2, 
Proof of Theorem 3.4.3. We start by proving Part (1). Assume r < n. For λ ⊢ r, Lemma 3.4.6
implies that L(λ) is a quotient of ∆(λ) in the case when r < n. Lemma 3.2.4 therefore implies
that for λ,µ ⊢ r we have
dim Homg(L(λ),L(µ)) = δλµ.
The isomorphism now follows from (3.13).
Now, consider the case of r = n. In this case the only partition of λ with `(λ) ≥ n is
the partition (1n). As above, in order to prove Part (1) in this case it suffices to show the
following:
(i) dim Homg(L(1n),L(1n)) = 1.
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(ii) dim Homg(L(λ),L(1n)) = 0, for λ /= (1n).
(iii) dim Homg(L(1n),L(λ)) = δn,2, for λ /= (1n).
By Lemma 3.4.7, the g-module L(1n) has a simple top and this top only appears once as a
constituent in L(1n). This implies (i).
By Lemma 3.4.6, L(λ) has a simple top L(λ). Since this simple does not appear in L(1n),
by Lemma 3.4.7, (ii) follows.
By Lemma 3.4.7, the radical of L(1n) has a simple top L(0). Since [L(λ) ∶ L(0)] = 0 we
find
Homg(L(1n),L(λ)) ≅ Homg(L(−δ),L(λ)).
By Lemma 3.4.8 the above space is zero when n ≥ 3. Thus, in the case of n ≥ 3, (iii) is
proved.
Now consider the case of r = n = 2. Since L(2) = S2(V ), it follows easily that in K0(F)
L(2) = L(θ) +L(−δ) +L(−2δ).
On the other hand, Proposition 3.2.5 implies that in K0(F)
P (−δ) = L(0) +L(−δ) +L(−3δ) +L(−4δ) +L(θ − δ) +L(θ − 2δ)
and hence the entire radical of P (−δ) is in the kernel of P (−δ) → L(2). Thus L(−δ) lies in
the socle of L(2) proving (iii) for n = 2. Note that an easier argument uses the information
on Ext1(L(−δ),−) in Corollary 4.1.3 below. This completes the proof of Part (1).
Now we prove Part (2). We have r > 2n−2 and we set a ∶= r+2−2n > 0. First we consider
the symmetric power SrV . It is well known that
SrV ≅ n⊕
i=0 Sr−iV0¯ ⊗ ∧iV1¯,
and hence [SrV ∶ L] = 1 with L ∶= L((r−n)ω1+(1−n)δ) and furthermore [SrV ∶ L(ν+aδ)] = 0
for a ≤ −n. Since, by Proposition 3.2.5, the radical of the projective cover of L only has such
constituents L(ν + aδ) with a ≤ −n, we find that L appears in the socle of SrV .
On the other hand, consider the partition µ = (a,12n−2) and the gl(n∣n)-module L(µ♮).
Now the gl(n∣n)-highest weight in L(µ♮) by (3.12) is aδ1+∑ni=2 δi+(n−1)δn+1, which restricts
to the g-weight (a + n − 2)ω1 + (1 − n)δ. We thus find that
L(µ♮)kδ = 0 if k > 1 − n and L0((r − n)ω1 + (1 − n)δ) ⊂ L(µ♮)(1−n)δ.
Consequently, we have [L(µ♮) ∶ L] /= 0 and by Proposition 3.2.5, there are no other simple
constituents in L(µ♮) for which L appears as a constituent in their projective cover. Thus we
find that L appears now in the top of L(µ♮). Again, this also follows from the information
on Ext1(−, L) in Corollary 4.1.3 below. In conclusion, we find a g-module morphism
L(µ♮)↠ L↪ SrV = L(rδ1)
which clearly is not in the image of φr.
Now we prove Part (3). By Lemma 3.4.6, SrV is a quotient of ∆(rω1). In particular it
has simple top L(rω1). If r > 1, we have
dim(SrV )0¯ > dim(SrV0¯) = dimL(rω1)0¯,
where the equality follows from Remark 3.2.3. Hence L(rδ1) = SrV ↠ L(rω1) is not an
isomorphism, and so the map
U(g) → EndCSr(⊗rV ) ≅ ⊕
λ⊢r,λn+1≤nEndC(L(λ♮)) → EndC(SrV )
cannot be an epimorphism. 
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Question 3.4.9. For s = sl(2), Theorem 3.4.3 answers the question of when φr is surjective
completely: it is surjective if and only if r = 0,1. Note also that for arbitrary s = sl(n) by the
results of [BR, Se1] recalled in (3.13) we know that φr is injective if and only if r < (n+ 1)2.
For s = sl(n) with n > 2, the question remains whether φr is surjective (or equivalently an
isomorphism) in the region [n + 1,2n − 2].
4. Higher extensions and Koszulity
In this section we compute all extension groups between simple modules in F and prove
that every non-principal block in F is Koszul.
4.1. Extensions. Again we let λ + aδ and µ + bδ be arbitrary weights in Λ+. Recall the
s-module morphism Di[V ] ∶ Si(s)⊗ V → Si−1(s)⊗ V from (2.7).
Theorem 4.1.1. If i ∈ N and λ,µ /= 0, we have
dim ExtiF(L(λ + aδ), L(µ + bδ))= δa−b,i [kerDi[L0λ] ∶ L0µ] + δa−b,i+1 [cokerDi+1[L0λ] ∶ L0µ] ,
dim ExtiF(L(λ + aδ), L(bδ)) = δa−b,i+1[Sis ∶ L0λ],
dim ExtiF(L(aδ), L(µ + bδ)) = δa−b,i[Sis ∶ L0λ],
dim ExtiF(L(aδ), L(bδ)) = ⎧⎪⎪⎨⎪⎪⎩[S
a−b+i
2 s ∶ C], if a − b + i is even and −i ≤ a − b ≤ i,
0, otherwise.
First we review some special cases of the result. As an application of Lemma 2.3.1(2), we
can simplify the expression in Theorem 4.1.1 in the following special case.
Example 4.1.2. If L0λ contains no zero-weight vectors and if µ /= 0 then
dim ExtiF(L(λ + aδ), L(µ + bδ)) = δa−b,i ([Sis⊗L0λ ∶ L0µ] − [Si−1s⊗L0λ ∶ L0µ]) .
Application of Lemma 2.3.1(4) and (5) yields the following explicit expression for the first
extensions.
Corollary 4.1.3. Let θ denote the highest root of s. If λ,µ /= 0, we have
dim Ext1F(L(λ + aδ), L(µ + bδ)) = δa−b,1([s⊗L0λ ∶ L0µ] − δλ,µ),
dim Ext1F(L(λ + aδ), L(bδ)) = δa−b,2δλ,θ,
dim Ext1F(L(aδ), L(λ + bδ)) = δa−b,1δλ,θ,
dim Ext1F(L(aδ), L(bδ)) = δb−a,1.
Now we start the proof of Theorem 4.1.1.
Proposition 4.1.4. If i ∈ N and λ /= 0, we have
dim ExtiF(L(λ + aδ),∇(µ + bδ))= δa−b,i [kerDi[L0λ] ∶ L0µ] + δa−b,i+1 [cokerDi+1[L0λ] ∶ L0µ] ,
dim ExtiF(L(aδ),∇(µ + bδ)) = δa−b,i[Sis ∶ L0λ].
Proof. For an arbitrary M ∈ F , we have by Shapiro’s lemma
ExtiF(M,∇(µ + bδ)) ≅ ExtiF(g≤0)(M,L0(µ + bδ)).
Consider the complex C●(M) of g0-modules with boundary morphisms
Sng−1 ⊗M → Sn−1g−1 ⊗M, Y1Y2⋯Yn ⊗ v ↦ n∑
i=1Y1Y2
iˆ⋯ Yn ⊗ Yiv.
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It then follows from Lemma 1.2.2 that
ExtiF(g≤0)(M,L0(µ + bδ)) ≅ H i(Homg0(S●g−1 ⊗M,L0(µ + bδ)))≅ Homg0(Hi(C●(M)), L0(µ + bδ)).
Consider first M = L(aδ). Then the boundary morphisms in C●(M) are zero, so we find
Hi(C●(M)) ≅ Ci(M) ≅ Sis⊗L0((a − i)δ),
which implies
dim ExtiF(M,∇(µ + bδ)) = [Sis⊗L0((a − i)δ) ∶ L0(µ + bδ)] = δa−i,b[Sis ∶ L0µ].
Next we consider M = L(λ + aδ), for λ /= 0. Using Remark 3.2.3 we can describe the
complex C●(M) as follows. As an s-module, we have
Cn(M) ≅ (Sns⊗L0λ)⊕ (Sns⊗ΠL0λ),
and the boundary homomorphisms are
(Y1⋯Yn ⊗ u,Z1⋯Zn ⊗Πw)↦ (0, n∑
i=1Y1
iˆ⋯ Yn ⊗ YiΠu).
Plugging in the ξ∂ξ-action from Remark 3.2.3 thus yields
Hi(C●(M)) ≅ (kerDi[L0λ])⊗L0((a − i)δ) ⊕ (cokerDi+1[L0λ])⊗L0((a − i − 1)δ),
which concludes the proof. 
Proof of Theorem 4.1.1. By Lemma 3.2.1 we have L(µ + bδ) ≅ ∇(µ + bδ) when µ /= 0, so
Proposition 4.1.4 implies the first and the third equations in the theorem. The second
equation follows from the third, together with Corollary 3.2.2(2) and the fact that s∗ ≅ s.
By Lemma 1.2.2 we have
ExtiF(L(aδ), L(bδ)) ≅ Homg0(Sig1¯, L0((b − a)δ))≅ i⊕
j=0 Homg0(L0((i − 2j)δ)⊗ Sjs, L0((b − a)δ)),
which concludes the proof. 
4.2. Koszulity. We refer to [MOS, §2.1] for details on the notions of Z-graded categories,
homogeneous functors, and categories with free Z-action. In short, a Z-graded category is
one enriched in the monoidal category of Z-graded vector spaces.
4.2.1. We have the derived subalgebra
g′ ∶= [g,g] = g−1 ⊕ s⊕ g1,
which is again a classical Lie superalgebra of type I. Because of this structure, for i ∈ Z, we
can consider the algebra automorphism
ϕi ∶ U(g)→ U(g), determined by ⎧⎪⎪⎨⎪⎪⎩X ↦X, for X ∈ g
′
ξ∂ξ ↦ ξ∂ξ + i.
This morphism induces a functor (an auto-equivalence) ⟨i⟩ ∶ F → F which twists each module
by ϕi.
20 SHUN-JEN CHENG AND KEVIN COULEMBIER
4.2.2. Let P○ denote a skeletal category equivalent to the category of indecomposable pro-
jective modules in F . The functors ⟨i⟩ restrict to P○ and acts as
P (λ + aδ)↦ P (λ + aδ)⟨i⟩ = P (λ + (a − i)δ).
The collection of these functors yields a free Z-action on P○. We define the C-linear Z-graded
category a as the quotient P○/Z with respect to this free Z-action.
We describe this category explicitly. Let Λ+0 denote the set of integral dominant s-weights.
In particular, we have a canonical bijection
Λ+ → Λ+0 ×Z, λ + aδ ↦ (λ, a).
Then we have Oba = Λ+0 and the graded morphism spaces are determined as follows. For
λ,µ ∈ Λ+0 and i ∈ Z, we set
a(λ,µ)i = Homg(P (λ), P (µ + iδ)) ≅ Homg(P (λ + aδ), P (µ + (i + a)δ)).
The isomorphism is used in the definition of the composition of morphisms in a.
4.2.3. Let vecZ be the category of finite-dimensional Z-graded vector spaces. It then follows
from [MOS, §2.1], that F is equivalent to the category of homogeneous degree zero functors
a → vecZ. In other words, F is equivalent to the category a-gmod of finite-dimensional
graded modules of the graded algebra (without unit) ⊕λ,µ a(λ,µ).
Remark 4.2.4. By definition, F ≃ a-gmod is the ‘graded lift’ of the abelian category of all
C-linear functors a→ vec, where we thus ignore the Z-grading on a. Usually, it is the latter
functor category which has a Lie-theoretic origin, see [BGS, BS1, BLW, CG, CL, GM, GS],
and the existence of the graded lift is part of ‘the theorem’. In contrast, in the present setup,
our module category already acts as the graded lift itself.
Naturally, one can still wonder how to interpret the degraded category of F , that is the
category of functors a → vec. As it turns out, it is more elegant to answer a ‘super’ version
of the question. Rather than completely forgetting the Z-grading on a, we can restrict it to
a Z/2-grading. One can then show that the category of homogeneous degree zero (for the
Z/2-grading) functors a→ vecZ2 is equivalent to F(g′), with g′ the derived algebra of g. The
fact that we did not forget the grading completely results in a Z/2-action on the resulting
module category, as a shadow of the Z-action on F . This is precisely the action of Π onF(g′).
4.2.5. It is a priori clear that a(λ,µ) = 0 unless λ − µ ∈ ZΦ(s). Consequently, we can
decompose the category a as
a = ∐
ν
aν ,
where ν ranges over the set of minuscule s-weights (as algebras one can also write a =⊕ν aν).
It follows easily from Theorem 3.3.5 and Proposition 3.3.7 that each category aν is connected,
so the above decomposition is exhaustive.
Furthermore, Theorem 3.3.5 and Proposition 3.3.7 also imply that aν-gmod is indecom-
posable (as an additive category) in all cases except when s = sl(2) and ν is the fundamental
weight. In the latter case aν-gmod decomposes into two blocks, which are interchanged by
the auto-equivalence ⟨1⟩. In particular, the second and third block in Proposition 3.3.7 are
equivalent.
Lemma 4.2.6. If ν /= 0, then aν is positively graded in the sense of [MOS, Definition 1],
meaning for λ,µ ∈ ν +ZΦ(s) we have
(1) aν(λ,µ)i = 0 for i < 0;
(2) aν(λ,µ)0 = Cδλ,µ;
(3) ⊕κ aν(λ,κ)i and ⊕κ aν(κ,µ)i are finite-dimensional, for i > 0.
Furthermore, a0 is not positively graded.
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Proof. Proposition 3.2.5 implies easily that (3) is satisfied in every aν , whereas (1) and (2)
are satisfied if and only if ν /= 0. 
Following [MOS, §5.4], a positively graded category c is Koszul if each simple object in
c-gmod admits a linear (in the grading) projective resolution. For a simple object L in
degree zero, this means that there exists a projective resolution P● such that the top of Pi
lives in degree i. Clearly a linear projective resolution is a minimal projective resolution and
it exists if and only if
Exti
c-gmod(L,L′⟨j⟩) = 0 whenever i /= j,
for every two simple modules L,L′ in degree zero.
Proposition 4.2.7. The graded category aν is Koszul when ν /= 0.
Proof. This follows immediately from Example 4.1.2. 
4.3. Further comments on Koszulity.
4.3.1. One way to formulate Proposition 4.2.7 is as follows. Every block in the categoryF(g′) admits a Z-graded lift (in the informal ‘super’ sense of Remark 4.2.4). Whenever
the block is not principal (does not contain a trivial g′-module), this graded lift is Koszul
(more precisely the category of graded modules of a Koszul category). This leaves open the
question of whether the principal block in F(g′) admits some different graded lift which
might be Koszul.
This seems unlikely and one can easily prove for s = sl(2) that this is not possible. Let
ω be the fundamental weight and consider the standard module ∆(2ω). When we ignore
parity, it has socle filtration
L(2ω), L(4ω)⊕C, C, L(2ω),
and radical filtration
L(2ω), C , L(4ω)⊕C, L(2ω).
However, it is well known, see [BGS, Proposition 2.4.1], that modules with simple socle and
simple top must be rigid (the socle and radical filtrations must coincide) over any Koszul
category.
4.3.2. Connection with Conformal Modules. The first extension groups in F described in
Corollary 4.1.3 have remarkable similarities to the first extension groups between so-called
finite conformal modules over the current conformal algebra computed in [CKW]. Below, we
shall not give the precise definition of conformal modules but instead define the corresponding
equivalent category of modules over the so-called extended annihilation algebra, which will
denoted by G below. The interested reader is referred to [CK] for further detail.
Let s be a finite-dimensional simple Lie algebra as before. Let C[t] be the polynomial
algebra so that we can form the Lie algebra s⊗C[t]. Set ∂t ∶= ∂∂t and let D = C∂t +Ct∂t. We
consider the (infinite-dimensional) semisimple extensionG ∶= s⊗C[t] ⋊D.
Our Lie superalgebra (2.5) can be regarded as the ‘super analogue’ of G. The Lie algebra G
is Z-graded with grading operator t∂t, i.e., G = ⊕∞j=−1 Gj with G−1 = C∂t, G0 = s ⊕Ct∂t, andGj = s⊗ tj , for j > 0. Set G≥0 ∶=⊕j≥0 Gj .
Let C be the category of G-modules M such that t∂t acts semisimply with integer eigen-
values and M is finitely generated over C[∂t]. It follows readily that for each vector v ∈M
there exists a positive integer N (depending on v) with Gjv = 0, for all j ≥ N .
Let λ ∈ (hs)∗ be a dominant integral s-weight and define δ ∈ h∗ by δ(−t∂t) = 1 extended
trivially to h. We have the finite-dimensional irreducible G0-module L0(λ + aδ) of highest
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weight λ + aδ, a ∈ Z. We can extend the action of G0 on L0(λ + aδ) to an action of G≥0 in a
trivial way. Then we can construct the induced module
indGG≥0L0(λ + aδ).
If λ /= 0, it turns out that indGG≥0L0(λ + aδ) is irreducible. On the other hand, if λ = 0, then
L0(aδ) extends trivially to an irreducible G-module.
We summarise the above discussion in the following.
Proposition 4.3.3. [CK, Corollary 3.1] The simple objects in C are parameterized by pairs(λ, a), where λ is a dominant integral weight of s and a ∈ Z. Denoting the corresponding
simple modules by L(λ + aδ) we have
(i) L(λ + aδ) = indGG≥0L0(λ + aδ), if λ /= 0.
(ii) L(aδ) = L0(aδ) extended trivially, if λ = 0.
The first extension groups between the simple objects in C have been classified in [CKW,
Section 4].
Theorem 4.3.4. Let θ denote the highest root of s. If λ,µ /= 0, we have
dim Ext1C(L(λ + aδ),L(µ + bδ)) = (δa−b,1 + δa−b,2δs,sl(2))([s⊗L0λ ∶ L0µ] − δλ,µ),
dim Ext1C(L(λ + aδ),L(bδ)) = δa−b,1δλ,θ,
dim Ext1C(L(aδ),L(λ + bδ)) = 0,
dim Ext1C(L(aδ),L(bδ)) = δb−a,1.
Henceforth we exclude s = sl(2). Then we can draw the following conclusions from Theo-
rems 4.3.4 and Corollary 4.1.3.● There is a canonical correspondence between the blocks in the category C and the
blocks in F . Indeed, while the generators of the equivalence relations coming from
the Ext1-quivers are not exactly the same, it is easy to see they generate the same
equivalence relations in the sense that L(λ + aδ) will be in the same block of C as
L(µ + bδ) if and only if L(λ + aδ) is in the same block of F as L(µ + bδ).● Take a block in F which is Koszul (so any block but the principal one). The canonical
identification of labels yields an isomorphism of the Ext1-quiver of simple objects with
the one for the corresponding block in C.
The above observations might raise hopes that one could realise the Koszul dual of blocks
in F as appropriate module categories of G. However, it is not clear that this might be
possible. The most naive guesses fail to be the Koszul dual, since G seems to be ‘too
big’, leading to graded morphism spaces between projective objects which are bigger than
the corresponding extension spaces in Example 4.1.2. We conclude by looking at a similar
situation.
Remark 4.3.5. For a simple finite-dimensional s-representation V , we can construct the
generalised Takiff algebra s⋉V and superalgebra s⋉ΠV similarly as described in the Intro-
duction. In [GM, §5.1], see also [CG], it is observed that a category of s⋉V -modules admits
a graded lift which is Koszul and moreover it is Koszul dual to a graded lift of a category
of s ⋉ ΠV -modules. We can reformulate this for the special case where V is the adjoint
representation as follows. For the Lie superalgebra k ∶= (s⊗∧(ξ))⋊Cξ∂ξ, the category F(k)
is Koszul and the Koszul dual is given by a category of modules over (s⊗C[t]/(t2)) ⋊Ct∂t.
It is easy to see that the truncation t2 = 0 is essential for the Koszul duality. In our setting
we have ∂t ∈ G, so such a truncation to make G smaller is not possible.
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