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conformal algebra is isomorphic to that of general conformal
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algebra g with coeﬃcients in its module Mb,0 of rank 1, where
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module, this provides an example of a ﬁnitely freely generated
simple Lie conformal algebra of linear growth that cannot be
embedded into the general conformal algebra gcN for any N .
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1. Introduction
The notion of conformal algebras, introduced in [14], encodes an axiomatic description of the
operator product expansion (or rather its Fourier transform) of chiral ﬁelds in conformal ﬁeld theory.
Conformal algebras play important roles in quantum ﬁeld theory and vertex operator algebras, which
is also an adequate tool for the study of inﬁnite-dimensional Lie algebras and associative algebras
(and their representations), satisfying the locality property in [15]. There has been a great deal of
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expansion of chiral ﬁelds of a conformal ﬁeld theory (e.g., [5,16]). The singular part of the operator
product expansion encodes the commutation relations of ﬁelds, which leads to the notion of Lie
conformal algebras.
The structure theory, representation theory and cohomology theory of ﬁnite Lie conformal algebras
has been developed in the past few years (e.g., [3,4,6–11,19–23]). Simple ﬁnite Lie conformal algebras
were classiﬁed in [8], which shows that a simple ﬁnite conformal algebra is isomorphic either to
the Virasoro conformal algebra or to the current Lie conformal algebra Curg associated to a simple
ﬁnite-dimensional Lie algebra g. The theory of conformal modules has been developed in [6] and
of their extensions in [7]. In particular, all ﬁnite simple irreducible representations of simple ﬁnite
Lie conformal algebras were constructed in [6]. The cohomology theory of conformal algebras with
coeﬃcients in an arbitrary module has been developed in [4]. However, the structure theory, repre-
sentation theory and cohomology theory of simple inﬁnite Lie conformal algebras is far from being
well developed.
In order to better understand the theory of simple inﬁnite Lie conformal algebras, it is very natural
to ﬁrst study some important examples. As is pointed out in [14], the general Lie conformal algebras
and the associative conformal algebras are the most important examples of simple inﬁnite conformal
algebras. It is well known that the general Lie conformal algebra gcN plays the same important role in
the theory of Lie conformal algebras as the general Lie algebra glN does in the theory of Lie algebras:
any module M = C[∂]N over a Lie conformal algebra R is obtained via a homomorphism R → gcN .
Thus the study of Lie conformal algebras gcN has drawn some authors’ attentions (e.g., [1,2,17]).
In order to study simple inﬁnite Lie conformal algebras, it is also very important to ﬁnd the ﬁl-
tered inﬁnite Lie conformal algebras whose associated graded Lie conformal algebras are some known
inﬁnite Lie conformal algebras. The determination of ﬁltered algebras with associated graded algebras
isomorphic to some known algebras is in general a highly nontrivial problem, as can be seen from
examples in [12,13]. Thus one of our motivations in the present paper is to investigate some simple
inﬁnite Lie conformal algebras by determining ﬁltered Lie conformal algebras whose associated graded
conformal algebras are isomorphic to that of general conformal algebra gcN . Due to the reason stated
in Remark 2.3(2), we have to treat gc1 separately. Thus in the present paper, we shall only consider
the case gc1. The consideration of the general case gcN for N > 1 will be our next goal.
The main result in the present paper is the following theorem.
Theorem 1.1 (Main theorem).
(1) Let G be a ﬁltered Lie conformal algebra whose associated graded conformal algebra is isomorphic to that
of general conformal algebra gc1 . Then G ∼= gc1 or gr gc1 (the associated graded conformal algebra of
gc1).
(2) The graded conformal algebra gr gc1 does not have a nontrivial representation on any ﬁnite C[∂]-module.
In particular, gr gc1  gc1 , and gr gc1 is a ﬁnitely freely generated simple Lie conformal algebra of linear
growth that is not embedded into gcN for any N.
Theorem 1.1(1) will follow from some computations (see Section 4) and some results (Theorem 3.2)
on the second cohomology groups of the conformal algebra g with coeﬃcients in its modules Mb,0
of rank 1, where g= VirMa,0 is the semi-direct sum of the Virasoro conformal algebra Vir with its
module Ma,0. Here in general, Vir and M,α (which is a simple Vir-module if and only if  = 0) are
deﬁned by
Vir= C[∂]L: LλL = (∂ + 2λ)L, (1.1)
M,α = C[∂]v: Lλv = (α + ∂ + λ)v. (1.2)
We will prove Theorem 1.1(2) in Section 5.
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Deﬁnition 2.1. A Lie conformal algebra is a C[∂]-module A with a λ-bracket [xλ y] which deﬁnes a
linear map A × A → A[λ], where A[λ] = C[λ] ⊗ A is the space of polynomials of λ with coeﬃcients
in A, such that for x, y, z ∈ A,
[∂xλ y] = −λ[xλ y], [xλ∂ y] = (∂ + λ)[xλ y] (conformal sesquilinearity), (2.1)
[xλ y] = −[y−λ−∂x] (skew-symmetry), (2.2)[
xλ[yμz]
]= [[xλ y]λ+μz]+ [yμ[xλz]] (Jacobi identity). (2.3)
The general Lie conformal algebra gcN can be deﬁned as the inﬁnite rank C[∂]-module C[∂, x]⊗ glN ,
with the λ-bracket
[
f (∂, x)Aλg(∂, x)B
]= f (−λ, x+ ∂ + λ)g(∂ + λ, x)AB − f (−λ, x)g(∂ + λ, x− λ)B A, (2.4)
for f (∂, x), g(∂, x) ∈ C[∂, x], A, B ∈ glN , where glN is the space of N × N matrices, and we have
identiﬁed f (∂, x) ⊗ A with f (∂, x)A. If we set JnA = xn A, then
[
JmA λ J
n
B
]= m∑
s=0
(
m
s
)
(λ + ∂)s Jm+n−sAB −
n∑
s=0
(
n
s
)
(−λ)s Jm+n−sB A ,
for m,n ∈ Z+ , A, B ∈ glN , where
(m
s
)=m(m − 1) · · · (m − s + 1)/s! if s  0 and (ms )= 0 otherwise, is
the binomial coeﬃcient. The formal distribution Lie algebra corresponding to gcN is the well-known
Lie algebra DN of N × N-matrix differential operators on the circle.
In particular, the general Lie conformal algebra gc1 is the inﬁnite rank free C[∂]-module C[∂, x] with
a generating set { Jn = xn+1 | −1 n ∈ Z}, such that
[ Jmλ Jn] =
m∑
s=0
(
m+ 1
s + 1
)
(λ + ∂)s+1 Jm+n−s −
n∑
s=0
(
n+ 1
s + 1
)
(−λ)s+1 Jm+n−s, (2.5)
for −1m,n ∈ Z. Naturally, gc1 is a ﬁltered algebra with ﬁltration
{0} = gc(−2)1 ⊂ gc(−1)1 ⊂ · · · ⊂ gc1 with gc(n)1 = span{ J i | −1 i  n} for n−1, (2.6)
such that
[ J iλ J j] ≡
(
(i + j + 2)λ + (i + 1)∂) J i+ j (mod gc(i+ j−1)1 ) for i, j −1. (2.7)
Deﬁnition 2.2. Let G =⋃i∈Z G(i) be a Lie conformal algebra with a ﬁltration
· · · ⊆ G(−1) ⊆ G(0) ⊆ G(1) ⊆ · · · ,
such that [G(i)λ G( j)] ⊆ G(i+ j) for i, j ∈ Z. Denote grG =
⊕
i∈Z G(i) , where G(i) = G(i)/G(i−1) , then grG
has a natural Lie conformal algebra structure, called the associated graded conformal algebra of G .
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(1) The gr gc1 is the Lie conformal algebra with free C[∂]-generating set { J i | −1  i ∈ Z}, and the
λ-bracket (cf. (2.7))
[ J iλ J j] =
(
(i + j + 2)λ + (i + 1)∂) J i+ j for i, j −1. (2.8)
It is straightforward to verify that gr gc1 is a simple conformal algebra, whose corresponding
formal distribution Lie algebra is a well-known Block type Lie algebra studied in [18], thus we
refer this conformal algebra to as a Block type conformal algebra.
(2) Note from (2.4) that when N > 1, the ﬁltration of gcN has to be taken as
{0} = gc(−1)N ⊂ gc(0)N ⊂ · · · ⊂ gcN with gc(n)N = span
{
J iA
∣∣ A ∈ glN , 0 i  n}
for n 0, (2.9)
such that for i, j,∈ Z+ , A, B ∈ glN ,
[
J iAλ J
j
B
]≡ J i+ j[A,B] (mod gc(i+ j−1)N ), where [A, B] = AB − B A. (2.10)
Thus the ﬁltration of gcN for N > 1 is different from that of gc1. This is why we have to treat gc1
separately (if we use the ﬁltration (2.9) for gc1, then we obtain from (2.10) that the associated
graded conformal algebra of this ﬁltration is simply nothing but trivial).
The main problem to be addressed in this paper is to determine ﬁltered Lie conformal algebras
whose associated graded conformal algebras are isomorphic to that of general conformal algebra gc1.
3. Some second cohomology groups
To prove Theorem 1.1(1), we need some results on the second cohomology groups. We refer to
[4] for deﬁnition of conformal cohomology. Let Vir = C[∂]L and M,α = C[∂]v be respectively the
Virasoro conformal algebra and its module deﬁned in (1.1) and (1.2). By [4, Theorem 7.2(3)], we have
dim H2(Vir,M,α) =
⎧⎨
⎩
2 if  = −1,0 and α = 0,
1 if  = −6,−4,1 and α = 0,
0 otherwise.
(3.1)
H2(Vir,M1,0) = Cφ, where φλ1,λ2(L, L) = λ1 − λ2. (3.2)
Let VirMa,0 = C[∂]L ⊕ C[∂] J be the semi-direct sum of the Virasoro conformal algebra Vir =
C[∂]L and its module Ma,0 = C[∂] J . Then a Vir-module Mb,0 = C[∂]v becomes a VirMa,0-module
with the trivial λ-action of J . As in [4, §7.2], for any 2-cochain ψ ∈ C2(VirMa,0,Mb,0), there are
3 unique polynomials P J J (λ1, λ2), Pλ1,λ2 , PLL(λ1, λ2) such that P J J (λ1, λ2), PLL(λ1, λ2) are skew-
symmetric, and
ψλ1,λ2( J , J ) ≡ P J J (λ1, λ2)v, ψλ1,λ2(L, J ) ≡ Pλ1,λ2 v, ψλ1,λ2(L, L) ≡ PLL(λ1, λ2)v, (3.3)
where “≡” means “equality under modulo ∂ + λ1 + λ2”.
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P J J (λ1, λ2) =
{
c0(λ1 − λ2) if b = 2a− 2,
0 otherwise.
(3.4)
Proof. From the deﬁnition of differential operator d, and using [ Jλ J ] = 0 and Jλv = 0, we obtain
0 = (dψ)λ1,λ2,λ3(L, J , J)
= Lλ1ψλ2,λ3( J , J ) − ψλ1+λ2,λ3
([Lλ1 J ], J)+ ψλ1+λ3,λ2([Lλ1 J ], J)
≡ (−λ1 − λ2 − λ3 + bλ1)P J J (λ2, λ3)v − (−λ1 − λ2 + aλ1)P J J (λ1 + λ2, λ3)v
+ (−λ1 − λ3 + aλ1)P J J (λ1 + λ3, λ2)v. (3.5)
First assume a = 1. Letting λ3 = 0, we obtain
P J J (λ1, λ2) = 1
(a− 1)λ1
((
(1− b)λ1 + λ2
)
P J J (λ2,0) +
(
(a− 1)λ1 − λ2
)
P J J (λ1 + λ2,0)
)
. (3.6)
If a = b = 2, then P J J (λ1, λ2) = λ1−λ2λ1 (P J J (λ1 + λ2,0) − P J J (λ2,0)), using this in (3.5), we eas-
ily obtain that P J J (λ,0) = c0λ for some c0 ∈ C, and the ﬁrst case of (3.4) holds. If a = 2 =
b, using P J J (λ,λ) = 0 in (3.6), we immediately obtain that P J J (λ,0) = 0, thus P J J (λ1, λ2) =
0 by (3.6). Hence, we suppose a = 2. Using P J J (λ,λ) = 0, we have P J J (2λ,0) = b−2a−2 P J J (λ,0),
which implies P J J (λ,0) = P J J (1,0)λm is a homogenous polynomial of degree, say m, such that
b−2
a−2 = 2m . Then by (3.5) and (3.6), we obtain that m = 1, P J J (λ,0) = P J J (1,0)λ, and P J J (λ1, λ2) =
(a−1)λ1+(a−1−b)λ2
a−1 P J J (1,0). This gives (3.4).
Finally assume a = 1. Letting λ3 = 1 in (3.5) gives
P J J (λ1, λ2) =
(
(b − 1)λ1 − λ2 − b − 1
)
R(λ2) + λ2R(λ1 + λ2 − 1), (3.7)
where R(λ) = P J J (λ,1). Using P J J (λ,0) + P J J (0, λ) = 0, and using (3.7) in (3.5) with λ2 = 0 and
λ1 = λ3 = λ, we obtain respectively
(λ + b)R(λ) − λR(λ − 1) + ((1− b)λ + b)R(0) = 0, (3.8)(
(b − 2)λ − b)R(λ) + λR(2λ − 1) = 0. (3.9)
If b = 0, then (3.9) shows that R(0) = 0, and from (3.8) and (3.9), we can obtain R(λ) = 0 for inﬁnite
many λ’s, thus R(λ) = 0. If b = 0, then (3.8) gives R(1) = 0 and R(λ) = R(0)(1−λ), and we have (3.4)
by (3.7). 
Now we determine the polynomial Pλ1,λ2 below. Similar to (3.5), we have
0= (dψ)λ1,λ2,λ3(L, L, J)
= Lλ1ψλ2,λ3(L, J) − Lλ2ψλ1,λ3(L, J) − ψλ1+λ2,λ3
([Lλ1 L], J)+ ψλ1+λ3,λ2([Lλ1 J ], L)
− ψλ2+λ3,λ1
([Lλ2 J ], L)
≡ ((b − 1)λ1 − λ2 − λ3)Pλ2,λ3 v − (−λ1 + (b − 1)λ2 − λ3)Pλ1,λ3 v − (λ1 − λ2)Pλ1+λ2,λ3 v
− ((a− 1)λ1 − λ3)Pλ2,λ1+λ3 v + ((a − 1)λ2 − λ3)Pλ1,λ2+λ3 v. (3.10)
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(m)
λ1,λ2
.
Note that for any polynomial Q (λ), we can deﬁne a 1-cochain f ∈ C1(VirMa,0,Mb,0) by fλ(L) = 0,
fλ( J ) = Q (λ)v . Let ψ¯ = df be the corresponding 2-coboundary, and set ψ ′ = ψ − df . Then
ψ ′λ1,λ2(L, J) = P ′λ1,λ2 v, where
P ′λ1,λ2 = Pλ1,λ2 − (−λ1 − λ2 + bλ1)Q (λ2) + (−λ1 − λ2 + aλ1)Q (λ1 + λ2). (3.11)
If we replace ψ by ψ ′ , then Pλ1,λ2 is replaced by P ′λ1,λ2 . Thus, by some suitable choice of Q (λ), we
can always suppose
P (m)λ,0 = 0 ifm 1, a = 1, or (m,a,b) = (1,1,0),
P (m)λ,−λ = 0 ifm 1, a = 1, b = 0,
P (m)λ,λ = 0 ifm 3, a = 1, b = 0. (3.12)
Assume P (m)λ1,λ2 = 0. For m = 0,1,2, one can directly check that for some ci ∈ C,
P (m)λ1,λ2 =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
c1 ifm = 0, a = b,
c2λ1 ifm = 1, a = b,
c3λ2 if (m,a,b) = (1,1,0),
c4λ1λ2 ifm = 2, a = 1, b = 0,
c5λ21 + c6λ1λ2 if (m,a,b) = (2,1,0).
(3.13)
From now on, we suppose m  3. First assume a = 1,b. Putting λ2 = λ3 = 0 in (3.10), we obtain
(a − 1)P0,λ1 = (b − 1)P0,0, thus P0,λ2 = 0. This together with (3.12) proves P (m)λ1,λ2 is divided by λ1λ2,
and we can suppose P (m)λ1,λ2 = λ1λ2P ′λ1,λ2 for some polynomial P ′λ1,λ2 . Now putting λ3 = 0 in (3.10)
gives λ2P ′λ1,λ2 = λ1P ′λ2,λ1 . Thus P ′λ1,λ2 is divided by λ1. Therefore, we can suppose
P (m)λ1,λ2 = λ21λ2Sλ1,λ2 , (3.14)
where Sλ1,λ2 is a homogenous symmetric polynomial of degree m − 3. Write Sλ1,λ2 as Sλ1,λ2 =∑m−3
i=0 siλ
m−3−i
1 λ
i
2. Comparing the coeﬃcients of λ1λ
m−1− j
2 λ
j+1
3 on the both sides of (3.10), we have
(m− 1+ b − a)s j = 0 for 0 j m− 3. Thus Sλ1,λ2 = 0 if m = a− b + 1. Now suppose m = a− b + 1.
For m = 3,4,5,6,7, one can easily solve
P (m)λ1,λ2 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c7λ21λ2 ifm = a− b + 1 = 3,
c8λ21λ2(λ1 + λ2) ifm = a− b + 1 = 4,
λ21λ2(c9(λ
2
1 + λ22) + c10λ1λ2) ifm = a− b + 1 = 5,
c11λ21λ2(λ
3
1 + λ32 + 207 λ1λ2(λ1 + λ2)) if (m,a,b) = (6,5,0),
λ21λ2(c12(λ
5
1 + λ52) + c13(λ41λ2 + λ1λ42) + c14(λ31λ22 + λ21λ32))
ifm = a− b + 1 = 7,
(3.15)
for some ci ∈ C, with the following conditions,
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(9+ 2b)c13 = (33+ 5b)c12, (9+ 2b)c14 = (51+ 16b)c12, b = 1
2
(−5± √19)
ifm = 7. (3.16)
Now suppose m = a− b + 1 8. By comparing the coeﬃcients of λ21λa−b− j2 λ j3 on the both sides of
(3.10), we obtain
(a − b − 2− j)(a− b + 1− j)s j−1 + ( j + 1)( j − 2a+ 2)s j
= 2
((
a− b
j
)
− a
(
a− b − 1
j
))
s0, (3.17)
(a− b − j)(−a− b + 1− j)s j−1 + ( j − 1)( j + 2)s j = 2
((
a− b
j + 1
)
− a
(
a− b − 1
j
))
s0, (3.18)
for 1 j  a − b − 2, where (3.18) is obtained from (3.17) by symmetry of Sλ1,λ2 . Similarly, by com-
paring the coeﬃcients of λ31λ
a−b− j
2 λ
j−1
3 , we have
(a− b − 3− j)(a− b + 1− j)(a− b + 2− j)s j−2 + j( j + 1)( j − 3a+ 2)s j
= 6
((
a− b − 1
j − 1
)
− a
(
a− b − 2
j − 1
))
s1, (3.19)
( j + b − a)(a− b + 1− j)(2a+ b + j − 2)s j−2 + ( j − 3)( j + 1)( j + 2)s j
= 6
((
a− b − 1
j
)
− a
(
a− b − 2
j − 1
))
s1, (3.20)
for 3  j  a − b − 2. Note that we can recursively use (3.18) to solve s j in terms of s0 and s1 for
j  2. If a = 32 , then from (3.17), we obtain s0 = 0, and one can then easily check from (3.17)–(3.20)
that s j = 0 for all j. Thus suppose a = 32 . Use (3.17) to solve s1 in term of s0, we can then obtain s j in
term of s0. Taking j = 2 in (3.17) and j = 4 in (3.20), one immediately obtain s0 = 0. Thus Sλ1,λ2 = 0.
Now assume a = b. By (3.12), we can suppose P (m)λ1,λ2 = λ2Rλ1,λ2 if a = 1 or P
(m)
λ1,λ2
= (λ1 +λ2)Rλ1,λ2
if a = 1, for some homogenous polynomial Rλ1,λ2 of degree m − 1. Then using (3.10) and discussing
as above, we can prove P (m)λ1,λ2 = 0.
Next assume a = 1, b = 0. As above, we can suppose P (m)λ1,λ2 = (λ1−λ2)Rλ1,λ2 for some homogenous
polynomial Rλ1,λ2 of degree m− 1, from which we can deduce that P (m)λ1,λ2 = 0.
Finally assume a = 1, b = 0,1. As before, we can suppose P (m)λ1,λ2 = (λ1 + λ2)Rλ,λ2 for some ho-
mogenous polynomial Rλ1,λ2 of degree m− 1. For m = 3,4,5,6, one can easily solve
P (m)λ1,λ2 =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
c15λ21(λ1 + λ2) if (m,a,b) = (3,1,−1),
c16λ21λ2(λ1 + λ2) if (m,a,b) = (4,1,−2),
λ21λ
2
2(λ1 + λ2) if (m,a,b) = (5,1,−3),
c17λ21λ2(λ1 + λ2)(λ21 + λ1λ2 + 7λ22) if (m,a,b) = (6,1,−4).
(3.21)
If m 7, then similar to the arguments after (3.16), we obtain P (m)λ1,λ2 = 0.
Note that every 2-cochain ψ ∈ C2(VirMa,0,Mb,0) can be restricted to a 2-cochain ψ ′ :=
ψ |Vir×Vir ∈ C2(Vir,Mb,0), and conversely, every 2-cochain ψ ′ ∈ C2(Vir,Mb,0) can be extended to a
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zero. From this, we obtain an embedding H2(Vir,Mb,0) → H2(VirMa,0,Mb,0). Thus, we can regard
H2(Vir,Mb,0) as a subspace of H2(VirMa,0,Mb,0). Now we can state the main result in this section.
Theorem 3.2.We have
dim H2(VirMa,0,Mb,0) = dim H2(Vir,Mb,0) + δb,2a−2 + τa,b, where
τa,b =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
3 if (a,b) = (1,0),
2 if a = b, or a = 1, b = −3,−4,−5,−6,
1 if a = 1, b = 1,0,−3,−4,−5,−6, or a = 1, a− b = 2,3,4,
or a = 5, b = 0, or a = 6+ b, b = 12 (−5±
√
19 ),
0 otherwise.
(3.22)
Furthermore, every 2-cocycle ψ ′ ∈ C2(VirMa,0,Mb,0) is equivalent to a 2-cocycle ψ such that the corre-
sponding polynomial P J J (λ1, λ2) deﬁned in (3.3) has the form in (3.1), and the homogenous part P
(m)
λ1,λ2
of
Pλ1,λ2 has the form in (3.13), (3.15) or (3.21).
4. Proof of Theorem 1.1(1)
Now in order to prove the main theorem, we need some preparations. Since G is a ﬁltered Lie
conformal algebra and grG ∼= gr gc1, by (2.7), we can suppose
[ J−1λ J−1] = 0, (4.1)
[ J−1λ J0] = λ J−1, (4.2)
[ J0λ J0] = (2λ + ∂) J0 + g1(λ, ∂) J−1, (4.3)
[ J−1λ J1] = 2λ J0 + g2(λ, ∂) J−1, (4.4)
[ J0λ J1] = (3λ + ∂) J1 + g3(λ, ∂) J0 + g4(λ, ∂) J−1, (4.5)
[ J−1λ J2] = 3λ J1 + h1(λ, ∂) J0 + h2(λ, ∂) J−1, (4.6)
[ J0λ J2] = (4λ + ∂) J2 + h3(λ, ∂) J1 + h4(λ, ∂) J0 + h5(λ, ∂) J−1, (4.7)
[ J1λ J1] = 2(2λ + ∂) J2 + f1(λ, ∂) J1 + f2(λ, ∂) J0 + f3(λ, ∂) J−1, (4.8)
where gi(λ, ∂) for 1 i  4, hi(λ, ∂) for 1 i  5 and f i(λ, ∂) for 1 i  3 are all polynomials of λ
and ∂ . Then our aim is to determine all these polynomials of λ and ∂ by making use of Theorem 3.2
and by computations.
Lemma 4.1. In (4.3), by re-choosing the generator J0 , we can suppose g1(λ, ∂) = 0.
Proof. Noting from (4.2), we see PLL(λ1, λ2) := g1(λ1,−λ1 − λ2) is a skew-symmetric polynomial,
thus we can deﬁne a 2-cochain ψ ∈ C2(Vir,M1,0) with ψλ1,λ2 (L, L) = g1(λ1,−λ1 − λ2), which is in
fact a 2-cocycle by Jacobi identity. Note that for any polynomial p(∂), if we replace the generator
J0 by J ′0 = J0 − p(∂) J−1, it is equivalent to replacing the 2-cocycle ψ by ψ ′ = ψ − dφ, where φ ∈
C1(Vir,M1,0) is the 1-cochain deﬁned by φλ(L) = p(−λ). Thus by (3.2), we can suppose g1(λ1,−λ1 −
λ2) = a0(λ1 − λ2) for some a0 ∈ C, i.e., g1(λ, ∂) = a0(∂ + 2λ). Applying the operator J0μ to (4.4) and
(4.5), using the Jacobi identity and comparing the coeﬃcients of J0 and J−1 respectively, we obtain
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= (3λ + μ + ∂)g3(μ, ∂) + (2μ + ∂)g3(λ, ∂ + μ) + 2a0(λ + μ)(λ − μ),
2μa0(∂ + 2λ) + (λ + ∂)g2(μ,λ + ∂) + μg2(λ + μ,∂)
= (3λ + μ + ∂)g2(μ, ∂) + μg3(λ,μ + ∂).
To prove a0 = 0, we only need to suppose g3(λ, ∂), g2(λ, ∂) are homogenous polynomials of degree 1
(since coeﬃcients of terms of other degrees do not contribute). Then one can immediately check from
the above two equations that a0 = 0. The lemma follows. 
Similar to the proof of Lemma 4.1, from (4.5), we can use g3(λ, ∂) to deﬁne a 2-cocycle ψ ∈
C2(VirM3,0,M2,0) such that the corresponding polynomials deﬁned in (3.3) have the forms,
PLL(λ1, λ2) = P J J (λ1, λ2) = 0, and Pλ1,λ2 = g3(λ1,−λ1 − λ2).
Thus, using Theorem 3.2, by replacing J1 by J ′1 = J1 + p(∂) J0 for some polynomial p(∂), we can
suppose g3(λ, ∂) = 0. Similarly, g4(λ, ∂) deﬁnes a 2-cocycle in C2(VirM3,0,M1,0), using Theorem 3.2
and the ﬁrst case of (3.15), by replacing J1 by J ′1 = J1 + p(∂) J−1 for some polynomial p(∂) (this
replacement does not affect g3(λ, ∂)), we can suppose
g4(λ, ∂) = a1λ2(λ + ∂) for some a1 ∈ C.
Lemma 4.2. In (4.5), there exists some a2 ∈ C such that g2(λ, ∂) = a2λ(λ − ∂).
Proof. Comparing the coeﬃcients of J−1 on the both sides of the Jacobi identity [ J0λ [ J−1μ J1]] =[[ J0λ J−1]λ+μ J1] + [ J−1μ [ J0λ J1]], by (4.2)–(4.5), Lemma 4.1 and g3(λ, ∂) = 0, we have
(λ + ∂)g2(μ,λ + ∂) − (3λ + μ + ∂)g2(μ, ∂) + μg2(λ + μ,∂) = 0. (4.9)
Taking ∂ = 0 gives
g2(μ,λ) = 1
λ
(
(3λ + μ)g2(μ,0) − μg2(λ + μ,0)
)
. (4.10)
Using this in (4.9) and taking ∂ = μ = −λ, we obtain g2(2λ,0) = 4g2(λ,0) + 3g2(0,0). Inductively,
we obtain that g2(xλ,0) = x2g2(λ,0) + (x2 − 1)g2(0,0) holds for all x = 2k , k = 1,2, . . . , thus holds
for all x ∈ C since g2(λ,μ) is a polynomial. Taking x = 0, we obtain g2(0,0) = 0. Thus g2(x,0) = a2x2,
where a2 = g2(1,0). Using this in (4.10), we obtain g2(λ, ∂) = a2λ(λ − ∂). 
For later convenience (in order to let other polynomials have some suitable forms), we respectively
re-denote a2 by c2 , a1 by − b2 and replace J1 by J ′1 = J1 + c2∂ J0 + b2∂2 J−1, so that g2(λ, ∂), g3(λ, ∂)
and g4(λ, ∂) have the following forms,
g2(λ, ∂) = cλ2, g3(λ, ∂) = cλ2, g4(λ, ∂) = bλ2∂ for some b, c ∈ C. (4.11)
Similarly, by (4.7), h3(λ, ∂), h4(λ, ∂) and h5(λ, ∂) deﬁne 2-cocycles ψ3 ∈ C2(g,M3,0), ψ4 ∈ C2(g,M2,0)
and ψ5 ∈ C2(g,M1,0) respectively with g = VirM4,0. Thus using Theorem 3.2, by replacing J2 by
J ′2 = J2 + p0(∂) J1 + p1(∂) J0 + p2(∂) J−1 for some polynomials p0(∂), p1(∂), p2(∂), we can suppose
for some a3, t ∈ C,
h3(λ, ∂) = 0, h4(λ, ∂) = a3λ2(λ + ∂), h5(λ, ∂) = tλ2(λ + ∂)∂. (4.12)
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Proof. Comparing the coeﬃcients of J−1 and J0 on the both sides of the Jacobi identities
[ J−1λ [ J−1μ J2]] = [ J−1μ [ J−1λ J2]] and [ J−1λ [ J0μ J2]] = [[ J−1λ J0]λ+μ J2] + [ J0μ [ J−1λ J2]] respectively,
we deduce
3μg2(λ, ∂) + λh1(μ,λ + ∂) = 3λg2(μ, ∂) + μh1(λ,μ + ∂), (4.13)
(λ + 4μ + ∂)h1(λ, ∂) + 2λh3(μ,λ + ∂)
= λh1(λ + μ,∂) + 3λg3(μ, ∂) + (2μ + ∂)h1(λ,μ + ∂). (4.14)
Set μ = ∂ = 0 in (4.13), by (4.11), we get λh1(0, λ) = 2λg1(0,0) = 0, i.e., h1(0, λ) = 0. Taking ∂ = 0
in (4.14), by (4.11) and (4.12), we immediately obtain
h1(λ,μ) = 1
2μ
(
(λ + 4μ)h1(λ,0) − λh1(λ + μ,0) − 3cλμ2
)
. (4.15)
Using this and (4.11) in (4.13), we obtain
λ(μ + ∂)(4λ + μ + 4∂)h1(μ,0) + λμ(λ − μ)h1(λ + ∂ + μ,0)
= μ(λ + ∂)(λ + 4μ + 4∂)h1(λ,0) + 3cλμ(μ − λ)(λ + ∂)(μ + ∂).
Setting ∂ = −λ − 1, μ = 1, and using h1(0,0) = 0, we obtain h1(λ,0) = λh1(1,0) + cλ(λ − 1). Thus
(4.15) turns into h1(λ, ∂) = cλ(λ − 2∂) + 32λ(h1(1,0) − c). Taking λ = 1 and ∂ = 0 gives h1(1,0) = c.
Hence we have the lemma. 
For later convenience (in order to let other polynomials have some suitable forms), we re-denote
a3 by 5k3 , and replace J2 by J
′
2 = J2 + c∂ J1 − k3∂2 J0, so that by (4.12) and Lemma 4.3, h1(λ, ∂),
h3(λ, ∂), h4(λ, ∂), h5(λ, ∂) have the following forms
h1(λ, ∂) = 3cλ2, h3(λ, ∂) = 3cλ2, h4(λ, ∂) = kλ3, h5(λ, ∂) = tλ2(λ + ∂)∂. (4.16)
Lemma 4.4. In (4.6), we have
h2(λ, ∂) = 1
2
(
k − b − c2)λ∂2 − 3
2
(
k − c2 + b)λ2∂ + 1
2
(
k + b + c2)λ3. (4.17)
f1(λ, ∂) = −c
(
2λ∂ + ∂2). (4.18)
Proof. Comparing the coeﬃcients of J−1 on the both sides of [ J0λ [ J−1μ J2]] = [[ J0λ J−1]λ+μ J2] +[ J−1μ [ J0λ J2]], we get
3μg4(λ, ∂) − g2(μ, ∂)h3(λ,μ + ∂) − μh4(λ,μ + ∂)
= −μh2(λ + μ,∂) + (4λ + μ + ∂)h2(μ, ∂) − (λ + ∂)h2(μ,λ + ∂).
Since we already get g4(λ, ∂) = bλ2∂ , g2(λ, ∂) = cλ2, h3(λ, ∂) = 3cλ2 and h4(λ, ∂) = kλ3, the above
equation turns into
μh2(λ + μ,∂) − (4λ + μ + ∂)h2(μ, ∂) + (λ + ∂)h2(μ,λ + ∂) = −3bλ2μ∂ + 3c2λ2μ2 + kλ3μ.
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Thus h2(0, ∂) = 0. Then taking λ = −μ and ∂ = 0 respectively in the above equation, we obtain
(3μ − ∂)h2(μ, ∂) − (μ − ∂)h2(μ, ∂ − μ) = −3bμ3∂ +
(
3c2 − k)μ4,
h2(μ,λ) = 1
λ
(−μh2(λ + μ,0) + (4λ + μ)h2(μ,0) + 3c2λ2μ2 + kλ3μ). (4.19)
Using the second equation in the ﬁrst equation with λ = ∂ = μ, we obtain
h2(2μ,0) = 5h2(μ,0) + 3
2
(
k + b + c2)μ3. (4.20)
If h2(μ,0) has degree, say m, greater than 3, then by comparing coeﬃcients of μm in (4.20), we
obtain 2m = 5, a contradiction. Thus m 3, and we can suppose h2(μ,0) = d3μ3 + d2μ2 + d1μ + d0.
By (4.20), we immediately get d3 = 12 (k + b + c2) and d2 = d1 = d0 = 0. Now using this in (4.19), we
obtain (4.17).
By comparing the coeﬃcients of J0 on the both sides of the Jacobi identity
[
J−1λ [ J1μ J1]
]= [[ J−1λ J1]λ+μ J1]+ [ J1μ [ J−1λ J1]], (4.21)
we deduce
(2μ + λ + ∂)h1(λ, ∂) + λg3(−μ − ∂, ∂) + λ f1(μ,λ + ∂)
= λg3(λ + μ,∂) + (λ + μ)g2(λ,−λ − μ) + (μ + ∂)g2(λ,μ + ∂).
Taking ∂ = 0 and sing g3(λ, ∂) = cλ2, g2(λ, ∂) = cλ2 and h1(λ, ∂) = 3cλ2, we immediately obtain
(4.18). 
Lemma 4.5.We have f2(λ, ∂) = 2b5 (2λ∂2 + ∂3), and k = c2 − 75b.
Proof. Comparing the coeﬃcients of J−1 on the both sides of (4.21), we deduce
2(2μ + λ + ∂)h2(λ, ∂) + f1(μ,λ + ∂)g2(λ, ∂) + λ f2(μ,λ + ∂)
= 2λg4(λ + μ,∂) − 2λg4(−μ − ∂, ∂) − g2(λ,μ + ∂)g2(−μ − ∂, ∂)
+ g2(λ,−λ − μ)g2(λ + μ,∂).
Using (4.11), (4.16) and (4.18), we obtain
λ f2(μ,λ + ∂) = −λ(λ + 2μ + ∂)
((
k + b − c2)(λ2 + ∂2)+ (−5b + 3c2 − 3k)λ∂).
Taking ∂ = 0 and ∂ = λ respectively, we immediately obtain the result. 
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g1(λ, ∂) = 0, g2(λ, ∂) = cλ2, g3(λ, ∂) = cλ2, g4(λ, ∂) = bλ2∂,
h1(λ, ∂) = 3cλ2, h2(λ, ∂) = −6
5
bλ∂2 + 3
5
bλ2∂ +
(
c2 − 1
5
b
)
λ3, h3(λ, ∂) = 3cλ2,
h4(λ, ∂) =
(
−7
5
b + c2
)
λ3, h5(λ, ∂) = t
(
λ2∂2 + λ3∂),
f1(λ, ∂) = −c
(
2λ∂ + ∂2), f2(λ, ∂) = 2
5
b
(
∂3 + 2λ∂2). (4.22)
Next we should determine f3(λ, ∂). By comparing the coeﬃcients of J−1 on the both sides of the
Jacobi identity [ J0λ [ J1μ J1]] = [[ J0λ J1]λ+μ J1] + [ J1μ [ J0λ J1]], we obtain that
2(2μ + λ + ∂)h5(λ, ∂) + f1(μ,λ + ∂)g4(λ, ∂) + (λ + ∂) f3(μ,λ + ∂)
= (2λ − μ) f3(λ + μ,∂) + g3(λ,−λ − μ)g4(λ + μ,∂) + g4(λ,−λ − μ)g2(λ + μ,∂)
+ (3λ + μ + ∂) f3(μ, ∂) − g3(λ,μ + ∂)g4(−μ − ∂, ∂)
− g4(λ,μ + ∂)g2(−μ − ∂, ∂). (4.23)
Lemma 4.6.We have f3(λ, ∂) = −bc(∂4 + 3λ∂3 + 3λ2∂2 + 2λ3∂) and t = 32bc.
Proof. Using (4.22) in (4.23) gives
(λ + ∂) f3(μ,λ + ∂) − (2λ − μ) f3(λ + μ,∂) − (3λ + μ + ∂) f3(μ, ∂)
= −λ2(λ + 2μ + ∂)(bc(λ2 + λμ + μ2 − 3λ∂ + μ∂ + ∂2)+ 2t(∂2 + λ∂)). (4.24)
Taking ∂ = 0 gives
f3(μ,λ) = 1
λ
(
(2λ − μ) f3(λ + μ,0) − (3λ + μ) f3(μ,0)
)
− λ(λ + 2μ)bc(λ2 + λμ + μ2). (4.25)
Using this in (4.24) with ∂ = −μ = −λ, we obtain f3(2λ,0) = −10 f3(λ,0) − 9 f3(0,0). If f3(λ,0)
has degree, say m, greater than 0, then by comparing coeﬃcients of λm , we obtain 2m = −10, a
contradiction. Thus m = 0, and so f3(λ,0) = f3(0,0) = 0. Now using this in (4.25), we obtain that
f3(λ, ∂) = −bc(2λ + ∂)∂(∂2 + λ∂ + λ2). Using this in (4.24) gives t = 32bc. Therefore the lemma
holds. 
In order to prove Theorem 1.1(1), we need the following lemma whose proof seems to be rather
technical.
Lemma 4.7. In (4.22), we have b = 0.
Proof. First we assume c = 0. By (2.7), we can suppose
[ J1λ J2] = (5λ + 2∂) J3 + f4(λ, ∂) J2 + f5(λ, ∂) J1 + f6(λ, ∂) J0 + f7(λ, ∂) J−1,
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[
J1λ [ J1μ J1]
]= [[ J1λ J1]λ+μ J1]+ [ J1μ [ J1λ J1]]. (4.26)
Since our purpose is to prove b = 0, by comparing the coeﬃcients of J1 and J−1 on the both sides of
(4.26) respectively, we see that the coeﬃcients of terms of f5(λ, ∂) (resp., f7(λ, ∂)) with degree not
equal to 3 (resp., 5) do not have relations with b. Thus we can suppose that f5(λ, ∂) =∑3i=0 aiλ3−i∂ i
and f7(λ, ∂) =∑5i=0 biλ5−i∂ i . Set J ′3 = J3+c1∂2 J1+c2∂4 J−1 for some c1, c2 ∈ C, then we can choose
suitable complex numbers c1 and c2 such that by replacing J3 by J ′3, we can suppose a3 = 0, b5 = 0.
Thus
f5(λ, ∂) =
2∑
i=0
aiλ
3−i∂ i, f7(λ, ∂) =
4∑
i=0
biλ
5−i∂ i . (4.27)
Since c = 0, by (4.22) and Lemma 4.6, comparing the coeﬃcients of J1 and J−1 on the both sides of
(4.26) respectively, we obtain that
[ J1λ J2] = (5λ + 2∂) J3 + f4(λ, ∂) J2 +
(
a0λ
3 + (a0 − b)λ2∂ + a2λ∂2
)
J1
+ f6(λ, ∂) J0 +
(
1
5
b2λ4∂ + b2λ3∂2 +
(
b2 + 2
5
b2
)
λ2∂3
)
J−1. (4.28)
By (2.3), we also have the Jacobi identity
[
J0λ [ J1μ J2]
]= [[ J0λ J1]λ+μ J2]+ [ J1μ [ J0λ J2]]. (4.29)
By (4.22) (with c = 0) and (4.28), we obtain
(5μ + 2λ + 2∂)[ J0λ J3] = (5μ + 2λ + 2∂)(5λ + ∂) J3 + l1(λ,μ, ∂) J2 + l2(λ,μ, ∂) J1
+ l3(λ,μ, ∂) J0 + l4(λ,μ, ∂) J−1, (4.30)
where li(λ,μ, ∂) for 1 i  4 are polynomials of λ,μ, ∂ . Using (4.29), by a little lengthy calculation,
we also get
l2(λ,μ, ∂) = −1
5
λ2
(
(15b − 10a0)λ2 + (51b − 25a0 + 15a2)λμ + (24b − 10a0)λ∂
+ (15b − 15a0 + 35a2)μ∂ − 10a2∂2
)
, (4.31)
l4(λ,μ, ∂) = 1
5
λ2
(
b2λ4 + 4b2λ3μ + (4b2 − 5b2)λ2μ2 + (4b2 − 5b2)λμ3 − b2λ3∂
− (2b2 + 5ba2)λ2μ∂ + (3b2 − 5ba0 − 20b2)λμ2∂ − (b2 + 5ba0 + 15b2)μ3∂
+ (6b2 + 10b2)λ2∂2 + (26b2 − 10ba2 + 25b2)λμ∂2 − (b2 + 5ba0 + 15b2)μ2∂2
+ (11b2 + 10b2)λ∂3 + (6b2 − 5ba2 + 15b2)μ∂3). .(4.32)
From (4.30), we know that 5μ + 2λ + 2∂ must be a common factor of l2(λ,μ, ∂) and l4(λ,μ, ∂).
Therefore by (4.31) and (4.32), we can deduce that b must be zero.
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b0 = 0, b1 = 1
5
b2 − 5
2
bc2, b2 = −2
5
b2, b3 = −1
2
bc2.
Then by comparing the coeﬃcients of J−1 on the both sides of (4.30) (this time, instead of (4.32),
we need to assume that l4(λ,μ, ∂) = (5μ + 2λ + 2∂)∑5i=0 diλ5−i∂ i), we obtain an equation, then by
comparing coeﬃcients of ∂6, ∂5, ∂4 in this equation, we can obtain d5 = d4 = b4 = 0 and bc = 0. Thus
b = 0. 
Now we are ready to prove the main result of this paper.
Proof of Theorem 1.1. By (4.22), Lemma 4.6 and Lemma 4.7, we have
[ J−1λ J−1] = 0, [ J−1λ J0] = λ J−1,
[ J0λ J0] = (2λ + ∂) J0, [ J−1λ J1] = 2λ J0 + cλ2 J−1,
[ J0λ J1] = (3λ + ∂) J1 + cλ2 J0, [ J−1λ J2] = 3λ J1 + 3cλ2 J0 + c2λ3 J−1,
[ J0λ J2] = (4λ + ∂) J2 + 3cλ2 J1 + c2λ3 J0, [ J1λ J1] = 2(2λ + ∂) J2 − c
(
2λ∂ + ∂2) J1, (4.33)
for some c ∈ C. If c = 0, by replacing J−1 and J1 by J ′−1 = −c J−1 and J ′1 = −c−1 J1 respectively, we
can suppose c = −1. Thus, we can suppose c is either equal to 0 or −1. We want to prove
[ Jmλ Jn] =
{
((m+ n+ 2)λ + (m+ 1)∂) Jm+n if c = 0,∑m
s=0
(m+1
s+1
)
(λ + ∂)s+1 Jm+n−s −∑ns=0 (n+1s+1)(−λ)s+1 Jm+n−s if c = −1, (4.34)
for m,n−1. By (4.33), we see (4.34) holds for all m,n with max{m,n,n +m} 2. Now inductively
assume that for N  2, (4.34) holds for all m,n with max{m,n,n + m}  N . Denote the right-hand
side of (4.34) by
∑m+n
k=−1 Fm,n,k(λ, ∂) Jk for some polynomials Fm,n,k(λ, ∂). Assume
[ J1λ J N ] −
N+1∑
k=−1
F1,N,k(λ, ∂) Jk =
N∑
k=−1
pk(λ, ∂) Jk, (4.35)
[ J0λ J N+1] −
N+1∑
k=−1
F0,N+1,k(λ, ∂) Jk =
N∑
k=−1
qk(λ, ∂) Jk, (4.36)
[ J−1λ J N+1] −
N∑
k=−1
F−1,N+1,k(λ, ∂) Jk =
N−1∑
k=−1
rk(λ, ∂) Jk, (4.37)
for some polynomials pk(λ, ∂),qk(λ, ∂), rk(λ, ∂). Applying the μ-brackets J0μ , J−1μ to (4.35) respec-
tively, using inductive assumption, we obtain
−F1,N,N+1(λ, ∂)
N∑
k=−1
qk(μ, ∂) Jk =
N∑
k=−1
pk(λ, ∂)
k∑
k′=−1
F0,k,k′(μ, ∂) Jk′
=
N∑( N∑
′
pk′(λ, ∂)F0,k′,k(μ, ∂)
)
Jk, (4.38)k=−1 k =k
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N−1∑
k=−1
rk(μ, ∂) Jk =
N∑
k=−1
pk(λ, ∂)
k−1∑
k′=−1
F−1,k,k′(μ, ∂) Jk′
=
N−1∑
k=−1
(
N∑
k′=k+1
pk′(λ, ∂)F−1,k′,k(μ, ∂)
)
Jk. (4.39)
Note from the right-hand side of (4.34) that F1,N,N+1(λ, ∂) = (N + 3)λ + 2∂ , and F−1,k′,k(μ, ∂) =
μF ′k′,k(μ) for some polynomial F
′
k′,k(μ) on μ. Comparing the coeﬃcients of Jk for k = N,N − 1, . . . ,
in (4.39) shows that μ and (N + 3)λ + 2∂ are factors of rk(μ, ∂) and pk(λ, ∂) respectively. Thus
rk(μ, ∂) = μr′k(μ, ∂) and pk(λ, ∂) = ((N + 3)λ + 2∂)p′k(λ, ∂) for some r′k(μ, ∂) and p′k(λ, ∂). Fur-
thermore, we see that r′k(μ, ∂) = r′k(∂) and p′k(λ, ∂) = p′k(∂) do not depend on λ,μ. Thus in
(4.38), if we replace J N+1 by J N+1 − ∑Nk=−1 p′k(∂) Jk , we see that the right-hand side of (4.38)
becomes zero, i.e., by re-choosing the generator J N+1, we can suppose all pk(λ, ∂) = 0. Then
(4.38) and (4.39) show that all qk(μ, ∂), rk(μ, ∂) are zero. Hence (4.34) holds for all m,n with
max{m,n,n + m} = N + 1 and m  1. To prove (4.34) for 2  m  n with m + n = N + 1, we use
Jm = 1F1,m−1,m(μ,∂) ([ J1μ Jm−1] −
∑m−1
k=−1 F1,m−1,k(μ, ∂) Jk), and Jacobi identity and induction on m. This
proves (4.34) and Theorem 1.1(1). 
5. Proof of Theorem 1.1(2)
Assume V is a ﬁnitely freely C[∂]-generated nontrivial gr gc1-module. Regarding V as a module
over Vir, by [6, Theorem 3.2(1)], we can choose a composition series,
V = VN ⊃ VN−1 ⊃ · · · ⊃ V1 ⊃ V0 = 0,
such that for each i = 1,2, . . . ,N , the composition factor V i = Vi/Vi−1 is either a rank one free
module Mi ,αi with i = 0, or else a 1-dimensional trivial module Cαi with trivial λ-action and
with ∂ acting as the scalar αi . Denote by v¯ i a C[∂]-generator of V i and vi ∈ Vi the preimage of v¯ i .
Then {vi | 1  i  N} is a C[∂]-generating set of V , such that the λ-action of J0 on vi is a C[λ, ∂]-
combination of v1, . . . , vi .
Lemma 5.1. For all i  0, the λ-action of J i on v1 is trivial, namely, J iλv1 = 0.
Proof. Assume i  0 is ﬁxed and suppose J iλv1 = 0, and let ki  1 be the largest integer such that
J iλv1 ⊂ Vki−1. We consider the following possibilities.
Case 1. V1 = M1,α1 , V ki = Mki ,αki .
We can write
J iλv1 ≡ pi(λ, ∂)vki (mod Vki−1) for some pi(λ, ∂) ∈ C[λ, ∂]. (5.1)
Applying the operator J0μ to (5.1), we obtain
pi(λ,μ + ∂)(αki + ∂ + kiμ) =
(
(1+ i)μ − λ)pi(λ + μ,∂)
+ (α1 + λ + ∂ + 1μ)pi(λ, ∂). (5.2)
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pi(λ,μ) = − 1
αki + kiμ
((
(1+ i)μ − λ)pi(λ + μ,0) + (α1 + λ + 1μ)pi(λ,0)). (5.3)
Using this in (5.2) with λ = (1+ i)μ and ∂ = −αki − kiμ, we obtain
(i + 1)((ki + 1)μ + αki )pi((i + 1− ki )μ − αki ,0)
= ((i + 1− 1ki )μ + α1 − αki1)pi((i + 1)μ,0).
Suppose pi(λ,0) has degree mi . Comparing the coeﬃcients of μmi+1 in the above equation, we obtain
(note that the following equation does not depend on the coeﬃcients of pi(λ,μ)),
(i + 1)(ki + 1)(i + 1− ki )mi = (i + 1− 1ki )(i + 1)mi . (5.4)
When i is suﬃcient large, one can easily see that (5.4) cannot hold if mi > 1 (note that 1,ki = 0,
and ki has only a ﬁnite possible choices since 1 ki  N). Thus mi  1 if i  0. Then from (5.3), we
obtain that pi(λ,μ) is a polynomial of degree  1. Thus suppose pi(λ,μ) = ai,0 + ai,1λ + ai,2μ. Then
(5.2) immediately gives pi(λ,μ) = 0.
Case 2. V1 = Cα1 , V ki = Mki ,αki .
In this case, we can still assume (5.1). Applying the operator J0μ to (5.1), we obtain
pi(λ,μ + ∂)(αki + ∂ + kiμ) =
(
(1+ i)μ − λ)pi(λ + μ,∂). (5.5)
Letting μ = ∂ = 0, we obtain pi(λ,0) = 0. Then letting ∂ = 0, we obtain pi(λ,μ) = 0.
Case 3. V1 = M1,α1 , V ki = Cαki .
In this case, since ∂ acts on v¯ki as the scalar αki , i.e., ∂vki ≡ αki vki (mod Vki−1), we can write
J1λv1 ≡ pi(λ)vki (mod Vki−1) for some pi(λ) ∈ C[λ]. (5.6)
Applying the operator J0μ to (5.6), we obtain
0 = ((1+ i)μ − λ)pi(λ + μ) + (α1 + λ + ∂ + 1μ)pi(λ). (5.7)
By comparing the coeﬃcients of ∂ , we immediately obtain pi(λ) = 0.
Case 4. V1 = Cα1 , V ki = Cαki .
As above, we immediately obtain pi(λ) = 0. 
By induction on j  N , we obtain J iλv j = 0, i.e., the λ-action of J i is trivial. From this, we imme-
diately obtain that the λ-action of gr gc1 on V is trivial since gr gc1 is a simple conformal algebra.
This proves Theorem 1.1(2).
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