Abstract The reflection-mode digital gradient sensing (r-DGS) method is extended for visualizing and quantifying crack-tip deformations in solids under quasi-static and dynamic loading conditions. The r-DGS technique employs digital image correlation principles to quantify two orthogonal surface slopes simultaneously in specularly reflective solids by measuring small deflections of light rays. Here, for the first time, r-DGS is implemented to study both mode-I and mixed-mode (I/II) problems and evaluate fracture parameters. Under dynamic loading conditions, r-DGS is employed in conjunction with highspeed digital photography to map surface slopes in edge cracked plates subjected to one-point impact. The measured surface slopes are used to successfully evaluate instantaneous stress intensity factor histories by combining measurements with the corresponding asymptotic crack-tip fields and performing over-deterministic least-squares analyses. Finite element computations are also used to complement experimental measurements as needed.
Introduction
Measurement of stresses, strains, and deformations is at the heart of experimental mechanics studies. Over the years, this community of researchers has introduced many different measurement techniques, both point-wise and fullfield, to understand the underlying mechanics of materials. Point-wise techniques such as strain gages and fiber optic sensors have been popular due to their cost-effectiveness and simpler signal processing requirements. The full-field techniques on the other hand generally involve spatiallyrich 2-D and 3-D optical signals and have contributed to several fundamental breakthroughs in mechanics in general and stress concentration studies related to material fracture/failure in particular [1, 2] . The full-field nature of measurement techniques generally involves elaborate data analyses with varying degrees of user intervention. The optical techniques can be further classified into incoherent and coherent types. Photoelasticity [3] [4] [5] , moiré methods [6] [7] [8] , optical caustics [9, 10] generally use incoherent light from extended sources and require special surface and/or material characteristics such as birefringence, reflectivity, printed gratings, etc., for implementation. Others such as speckle photography [11] , holographic interferometry [12] , Twyman-Green interferometry [13] , speckle shearing interferometry [14] , coherent gradient sensing [15] [16] [17] all use coherent laser-light.
In the 1980s digital image correlation [18, 19] and white light speckle photography [20, 21] methods were introduced as full-field experimental mechanics tools. They employ random speckles, typically created by misting the surface with black and white paint in the absence of a natural texture, to monitor motion of material points. The latter used Fourier domain correlation based on optical spatial filtering principles whereas the former employed & Hareesh V. Tippur tippuhv@auburn.edu spatial domain digital correlation. The digital image correlation or DIC methods have rapidly evolved in the past decade or so from being a 2-D surface deformation measurement approach to sophisticated 3-D measurement technique employing stereo-imaging principles. Other advances in digital image processing methods, spectral augmentation and resolution enhancement of optical sensors along with an exponential growth in computer processing power have enabled volumetric measurements as well. The relative ease of implementation and possibilities for automation has made DIC methods popular in industrial and research settings alike.
In this context, a technique called digital gradient sensing (DGS) method based on 2-D digital image correlation, has been recently introduced for studying phase (transparent) objects [22, 23] and reflective solids [24] by measuring small angular deflections of light rays caused by inhomogeneities, defects or deformation of solids. In the former, the method has been successfully demonstrated by quantifying two orthogonal stress gradients near stress concentrations in solids whereas the latter has been demonstrated by measuring full-field orthogonal surface slopes of thin plates subjected to flexure. The purpose of the current work is to extend the reflection-mode DGS (or, simply r-DGS) method to quasi-static and dynamic fracture mechanics studies. Visualization of time-resolved deformations near mode-I and mixed-mode (mode I/II) cracks for quantifying fracture parameters are among the goals of this work.
Optical Setup and Working Principle
The schematic of the optical setup used for reflection-mode DGS (or, r-DGS) is shown in Fig. 1 . It consists of a specularly reflective planar object (specimen), a (50/50) beam splitter, a randomly speckled/textured planar target and a digital recording device (camera). The speckle pattern on the target is prepared by decorating a planar surface with alternative black/white mists of paint. The nature of speckles used for a given application depends on the camera parameters (pixel and gray scale resolutions, camera gain, numerical aperture of the lens), image magnification and measurement resolution needed.
The optical arrangement is such that the digital camera is used to record speckles on the target plane via the reflective specimen and the beam splitter. In the undeformed or the reference state of the specimen, a generic point P on the target is photographed through a point O on the specimen surface. When the specimen deforms, the point O moves to O 0 with an out-of-plane displacement w in the z-direction (the optical axis). This results in the camera photographing a neighboring point Q on the target in the deformed state of the specimen. By correlating these two images corresponding to the reference and deformed states of the specimen, the local displacement components d x and d y in the x-and y-directions, respectively, can be evaluated in the whole field of observation. Knowing the local surface normal at Q, the surface slope components in, say, the x-z and y-z planes can be evaluated as [24] ,
where / x;y represent angular deflections of light rays. Here D denotes the distance between the specimen and target planes and is the optical lever that controls the sensitivity of the method in addition to those associated with digital image correlation such as the sub-image size, pixel overlap and the searching algorithm, to name a few. It should be noted that the coordinates of the target plane should be mapped to that of the specimen plane using ðx; yÞ ¼ L LþD ðx 0 ; y 0 Þ where L is the distance between the camera and the specimen and the subscript '0' denotes coordinates of the target plane [22] . A detailed set of baseline experiments including the role of target plane speckle characteristics, specimen-to-target plane distance, sub-image size used for during image correlation, to name a few, can be found in Refs. [25, 26] .
Quasi-Static Experiments: Mode-I and MixedMode
Quasi-static 3-point bend experiments were performed on edge notched PMMA specimens using r-DGS. A 130 9 60 9 8.9 mm 3 specimen was used for both mode-I and mixed-mode loading configurations. An initial crack of length 12 mm normal to the edge (crack length to plate width ratio a/W = 0.2), as shown in the Fig. 2a , was used for mode-I loading and an initial crack of 12 mm at 45°to the edge (Fig. 2b) was used for mixed-mode experiments. The specimen resting on two anvils (120 mm span) was loaded in a displacement control mode (cross-head speed = 0.005 mm/s) using Instron 4465 universal testing machine. One of the two 130 9 60 mm 2 faces of the specimen was deposited with a thin aluminum film to make the surface specularly reflective. A 50/50 beam splitter was positioned between the specimen and the camera at an angle of 45°to the optical axis of the camera (see Fig. 3 ). A speckle target plate, sprayed with alternate mists of black and white paint to create a random speckle pattern, was placed at 45°to the beam splitter.
The normal distance between the specimen surface and the speckle plane was D ¼ ð Þ 65 mm. In this optical arrangement, the camera was focused on the speckles via the specular specimen surface. The target plate was marked with a few reference points to obtain the scale factor for relating the image dimensions with the actual specimen dimensions. A Nikon D100 digital SLR camera fitted with 28-300 mm focal length macro lens and an adjustable bellows was placed in front of the specimen at a distance of *1150 mm. A small aperture (F # = 32) was selected for achieving a good depth-of-focus. The target plate was uniformly illuminated by a pair of LED lamps. A reference image was recorded with a camera resolution of 1504 9 1000 pixels (one pixel covered 28.06 lm on the target for mode-I experiments and 31.06 lm for mixedmode experiments) in no-load/reference state. During the experiment, speckle images were recorded once every 5 s and at different load levels representing deformed states of the specimen. A pair of speckle images corresponding to the reference and deformed states for mode-I and mixedmode cases are shown in Fig. 4 . In these images the crack can be seen as a smeared gray line normal to or inclined to the lower edge of the image.
Due to deformations in the crack-tip vicinity, the reflected light rays carry surface slope information relative to the reference state. Using 2-D DIC, the angular deflection fields / x and / y were obtained by correlating images corresponding to the deformed state with the one from the reference state. The images were divided into 15 9 15 pixel sub-images and correlated with a 5 pixel overlap during image correlation. This resulted in an array of 297 9 196 data points around the crack-tip for subsequent extraction of fracture parameters. Figure 5 shows the resulting surface slopes near the crack-tip for different load levels. The contours represent surface slopes ow ox (column-1) and ow oy (column-2) where w is the displacement in the out-of-plane (in the z-) direction. Symmetry and antisymmetry of ow ox and ow oy contours, respectively, relative to the crack line (x-axis) can be seen for all load levels. The contour lines adjacent to the crack faces appear perturbed due to unavoidable edge effects and finite sub-image size. Further, these contours show qualitative similarities with the reflection-mode CGS counterparts [15] [16] [17] which measures the same field quantity but one component at a time and as an analog light intensity field.
Mode-I Stress Intensity Factors
Using Williams' asymptotic stress field expansion for mode-I cracks, the in-plane gradients of out-of-plane displacement (or the angular deflection) can be expressed [27] as, (2), if K-dominance is assumed to prevail in the crack-tip vicinity, 1 terms corresponding to N [ 1 can be neglected to get,
An overdeterministic linear regression analysis was performed from the measured angular deflection data based on the estimated crack tip location guided by the tri-lobed contours of surface slopes around the singularity. The angular deflections in the region around the crack-tip (0:5 r=B 1:5, -150°B h B ?150°) were used in the regression analysis. This region was chosen to minimize the triaxial effects near the crack-tip [10] and to limit analysis to regions rich in K-dominant data based on prior knowledge on these field quantities [15] . The variation of stress intensity factors for different load levels are plotted in Fig. 6 . The error bars correspond to uncertainty in cracktip location during regression analysis of measured data.
The mode I stress intensity factors based on boundary collocation method is given by [28] ,
where F is the applied load, S is the distance between the supports, a is the initial crack length, and W is the specimen width. The stress intensity factors obtained from the above equation are plotted in Fig. 6 comparatively with those from the regression analysis of optical data. Evidently the agreement between the analytical and experimental stress intensity factors is good, suggesting r-DGS as a feasible method for mode-I fracture mechanics investigations. Figure 7 shows r-DGS contours due to surface deformations near the mixed-mode crack-tip. The measured orthogonal surface slopes for two select load levels are shown in the global x-and y-coordinates defined at the crack-tip and aligned with the loading direction and the specimen edges. The availability of two orthogonal fields offers flexibility to evaluate slopes in a rotated coordinate system aligned with the crack orientation, denoted by the 
Mixed-Mode Stress Intensity Factors
where a (= 45°in this case) is the crack orientation angle (see, Fig. 2b ). Contour plots in Fig. 7 (2nd and 4th rows) represents the surface slope contours after transforming them into the local coordinate system using the corresponding ones in the global coordinates shown in the 1st and 3rd rows, respectively. The asymptotic expansion for in-plane surface slopes for mixed-mode loading condition is obtained by superposing the mode-I and mode-II fields [27], 
is the crack orientation angle), E the elastic modulus, m the Poisson's ratio, B the nominal specimen thickness,
Þwith K I and K II being the mode-I and mode-II stress intensity factors, respectively. Solutions based on N up to 3 were used to extract the stress intensity factors. The results thus obtained are plotted in Fig. 8 for different load levels. Again, the error bars are due to variation in locating the crack-tip and hence the values of (r, h 0 ) used in the regression analysis. A finite element analysis was carried out using ABA-QUS TM software package to complement mixed-mode stress intensity factors obtained experimentally as this method has not been implemented previously for mixedmode conditions. The numerical model shown in Fig. 9 singularity at the crack-tip by incorporating special elements. The elastic constants used in the analysis were the same ones as in experiments. The crack opening and crack sliding displacements from the finite element simulations were used to obtain the two stress intensity factors K I and K II . That is, the displacements for the nodes along the two crack flanks were output in the local x 0 and y 0 coordinates. Using these, apparent mode-I and -II stress intensity factors were calculated at each nodal location using,
where u 2 is the crack face opening displacement and u 1 is crack face sliding displacement at a node along the upper and lower crack faces. The linear region of apparent K I and K II extrapolated to the crack-tip provided the two stress intensity factors. Figure 8 shows the variation of these computations overlaid on experimental results. A good match between the two is evident from the plot, suggesting the feasibility of r-DGS for studying mixed-mode fracture problems.
Dynamic Experiments
The crack-tip deformation measurements under mode I and mixed-mode (I/II) conditions for an edge notched PMMA specimen during stress wave propagation were performed using a long-bar impactor in conjunction with high-speed photography and r-DGS method. The schematic of the experimental setup is as shown in Fig. 10 . The loading device consisted of an aluminium 7075-T6 long-bar (25.4 mm diameter and 2 m long) with a cylindrical impacting head, a gas-gun and a high-speed digital camera. The long-bar was aligned coaxially with the barrel of the gas-gun housing a 305 mm long, 25.4 mm diameter aluminum striker. The crack-tip deformations were photographed using a Cordin 550 high-speed digital camera equipped with 32 CCD sensors and two highenergy flash lamps to illuminate the target plate. A 50/50 beam splitter positioned between the lens and the specimen at 45°a ngle was used to view the speckle pattern on the target via the reflective face of the specimen. Other experimental parameters such as the framing rate, flash duration and image storage were managed using a computer connected to the camera. The cylindrical tip of the long-bar was registered against the notchfree edge of the specimen (of dimensions 130 9 60 9 8.9 mm 3 ) in both mode-I and mixed-mode loading experiments. The specimens were rested on an adjustable platform Fig. 9 Finite element model for mixed-mode crack tip analysis. Enlarged view of the mesh near the crack tip is also shown and sandwiched between two strips of soft putty (2 mm thick) at the top and bottom faces (60 9 8.9 mm 2 ) to simulate 'freefree' conditions along those faces. For mode-I loading the tip of the long-bar was in-line with the edge notch whereas for the mixed-mode loading experiments an eccentricity of 20 mm with respect to the crack line and the axis of the long-bar (see, Fig. 11 ) was used. As in the quasi-static experiments, one of the faces of the specimen (130 9 60 mm 2 ) was made specularly reflective by sputter coating it with aluminum. The dynamic loading was initiated by suddenly discharging compressed air from the gas-gun chamber which propelled the striker situated in the barrel. A compressive stress wave was initiated in the long-bar when the striker impacted the longbar, and the resulting stress waves travelled the length of the bar before imparting a transient line-load to the edge of the specimen at the desired location.
A strain gage (CAE-13-125UN-120, Micro-Measurements Group) bonded to the long-bar was used to measure the strain history in the bar during impact loading. The measurements were performed using a Lecroy oscilloscope and an Ectron signal amplifier/conditioner with a Wheatstone quarter-bridge circuit. As soon as the striker contacted the long-bar, an electrical circuit was completed. Using a pre-set delay on a delay generator, the high-speed camera was triggered to photograph speckles on the target plane via the specimen surface during stress wave propagation. Particle velocity of the long-bar was subsequently calculated using the strain history measured from the oscilloscope. In these experiments, the distance between the target plate and specimen was (D =) 102 mm (and the distance between the camera lens and the specimen was *715 mm).
To carry out digital image correlation, a set of 32 reference images (one image from each CCD sensor of the high-speed camera) prior to loading was captured by operating the camera at 150,000 frames per second. Next the camera was triggered as the striker contacted the longbar. A second set of 32 speckle images was captured at the same framing rate while the specimen was experiencing transient loading. A set of speckle images recorded during mode-I and mixed-mode dynamic fracture experiment is shown in Figs. 12 and 13 . These images show speckle recordings corresponding to a few select time instants before and after crack initiation. In these, the current location of the crack-tip can be seen as the terminus of a smeared strip of speckles. The deformed and reference image pairs recorded by the same sensor of the high-speed camera were paired and correlated to obtain orthogonal displacements d x and d y on the target plane (see, Fig. 1 ). These were subsequently converted into orthogonal angular deflections of light rays / x and / y in the x-z and y-z planes, respectively, and the corresponding surface slopes ow ox and ow oy on the specimen plane. The image correlation was carried out using a sub-image size of 15 9 15 pixels (one pixel covered 36.1 lm on the target for mode-I experiments and 34.8 lm for mixed-mode experiments) with 5 pixels overlap during analysis.
Dynamic Results: Mode-I Figure 14 shows surface slopes around dynamically loaded mode-I crack. The first two rows of images correspond to the pre-crack initiation and the last two to the post-crack initiation regimes. Following crack initiation, it can be seen that the crack travels self-similarly in the direction of the initial notch without any kink due to the imposed symmetric loading. These contours show qualitative similarity with those for the static mode-I results shown in Fig. 5 . The contours immediately adjacent to the crack-tip are lost due to a combination of diffraction effects, the numerical aperture of the high-speed camera used and the severity of deformations limiting the correlation of speckles. This however is comparable to similar issues associated with the formation of a shadow spot or sheared images in photoelastic and coherent gradient sensing counterparts.
The expressions for surface slopes corresponding to a steadily propagating crack in an elastic planar solid are given by [27] , where, E is the elastic modulus (=5.8 GPa for PMMA 2 ), f is a function of crack velocity V, dilatational and shear wave speeds C L (=2602 m/s) and C S (=1354 m/s) respectively and
q with K I ðtÞ being the instantaneous mode-I stress intensity factor. (The dilatational and shear wave speeds of the specimen were measured using ultrasonic pulse-echo measurements.) Also, for plane stress conditions,
where, a L:
The crack velocity for the propagating crack was estimated by measuring the change in the crack length between two successive images and dividing by the time interval between them (1/framing rate) and it ranged between 250 and 400 m/s. The instantaneous crack length measured from the high-speed camera images are shown in Fig. 15 . Equations (8) were then used to extract the dynamic mode-I stress intensity factor (K I ðtÞ) history by performing an overdeterministic analysis of the measured surface slopes in the crack-tip vicinity. A three-term expansion of surface slopes (N = 3 in Eq. 8) was employed. As in the quasi-static case, data in the 0:5 r=B 1:5 ð Þ and ðÀ150 h 150Þ range were used in the analysis. The error bars in the Fig. 16 correspond to the variation of stress intensity factor resulting from locating the crack-tip (origin) in the images. Evidently, the crack initiates at about 33.3 ls after impact and the mode-I stress intensity factors increase monotonically during the crack-tip loading phase. Immediately following crack initiation, a visible dip in the stress intensity factor value is evident due to instantaneous unloading of the crack-tip vicinity. Subsequently, the stress intensity factors continue to increase but more modestly showing a tendency to plateau at the later stages of the observation window. A companion 3-D elasto-dynamic finite element simulation of the mode-I dynamic loading experiment was performed using ABAQUS TM /Explicit structural analysis software package. The simulation was limited to determining the stress intensity factors independently for a dynamically loaded stationary crack. The model included an edge cracked specimen and a long-bar as shown in Fig. 17 . The discretized finite element model consisted of 176,711 quadratic 3D elements (C3D10 M) with a fine mesh near the crack-tip having element size of *0.1 mm. The semicircular head of the long-bar was in contact with the specimen (frictionless contact was defined between the two bodies) along the edge opposite to the crack-tip. The particle velocity measured from the strain history on the bar was input on the far end of the long-bar. The particle velocity V p (Fig. 17) on the long-bar was obtained from,
where C Al is the wave speed of the Al bar (=5370 m/s) and e is the measured strain history from the strain gage. The stress waves were transmitted to the specimen from the semicircular head of the long-bar placed against the edge of the specimen. The time steps during the analysis were allowed to be controlled automatically by the explicit integration scheme. The instantaneous mechanical fields including inplane displacements were output at time instants corresponding to the framing rate (or, every 6.6 ls once) used during experiments. From these displacement fields, the instantaneous mode-I stress intensity factor was calculated using the regression analysis of crack opening displacements adopting the procedure outlined earlier in the quasi-static counterpart since the functional form of the crack-tip fields are the same until crack initiation, with the inertia effects accounted for by the elasto-dynamic computations. The stress intensity factors corresponding to the earliest measurable deformation from the finite element simulation near the crack faces is taken as the first time interval and the instant prior to that was designated t = 0. The computed data is superimposed with the experimental data up to the crack initiation in the Fig. 16 and a good agreement between experimental and numerical results is readily evident.
Dynamic Results: Mixed-Mode Figures 18 and 19 show the evolution of r-DGS contours near a dynamically loaded mixed-mode crack-tip at a few select time instants. The measured orthogonal surface slopes (Fig. 18) are shown using the global crack-tip coordinates x and y (aligned with the loading direction and the specimen edges shown in Fig. 11 ) for time instants before crack initiation. The contour plots of surfaces slopes in Fig. 19 represent the ones for the post-initiation regime following crack kinking from its initial orientation. Here Fig. 19a , c show the surface slopes in the global coordinates whereas the same have been transformed to the local coordinates and shown in Fig. 19b, d . As in the quasi-static counterparts, a rotation of the contour lobes as a whole after coordinate transformation is evident. The stress intensity factors in the pre-crack initiation phase was performed in the global coordinate system (x and y) defined at the crack-tip aligned with the loading direction and the specimen edges (Fig. 10) . The stress intensity factors in the pre-crack initiation regime for a stationary but dynamically loaded crack was evaluated using the mixed-mode asymptotic equation [27], where aðtÞ is the instantaneous crack orientation angle. Examples of surface slope contours using this transformation are shown in Fig. 19b, d for time instants 53.2 and 59.8 ls, respectively. The stress intensity factors were evaluated by using steady-state approximation, where f and g denote functions associated with the instantaneous crack velocity, dilatational and shear wave speeds C L and C S respectively, and ðr; h 0 Þ denote the cracktip polar coordinates (h 0 ¼ h þ a) associated with the growing crack. For plane stress, the functions f and g are,
where
The instantaneous crack velocity V for the propagating crack was calculated by knowing the change in the crack length (see, Fig. 20 ) between two successive images and was found to be in the 150-250 m/s range, lower than the mode-I counterpart. Again, a threeterm expansion was used to extract the stress intensity factors and was found to capture the overall behavior of a mixed-mode crack. The least-squares analysis was performed on the data in the range 0:5 r=B 1:5
ð Þand ðÀ150 h 0 150Þ to extract stress intensity factors. Figure 21 shows thus extracted stress intensity factor histories.
In Fig. 21 , initially both mode-I and -II stress intensity factors are negative. Though unintuitive, the former is caused by a tendency for notch (initially *300 lm wide) to close due to eccentric loading above the crack line as shown in Fig. 11 . With the passage of time, upon reflection of compressive stress waves as tensile waves from the free edges (particularly from the cracked edge) of the sample, the crack flanks open (and slide simultaneously) causing mode-I stress intensity factor to turn positive. Mode-II stress intensity factor continue to be negative, consistent with the loading configuration. Further, its magnitude increases monotonically until crack initiation. After initiation, however, the magnitude of mode-II stress intensity factors decreases to zero as the crack kinks and re-orients to propagate in an increasingly dominant mode-I condition.
Conclusions
In this work, the reflection-mode digital gradient sensing (r-DGS) method has been successfully extended to the study of static and dynamic fracture mechanics problems. First, it is demonstrated for quasi-static mode-I and mixedmode (I/II) problems using edge cracked PMMA samples. Three-point bend configurations with straight and inclined edge cracks in otherwise symmetrically loaded samples. Two orthogonal surface slopes in the crack-tip vicinity with and without coordinate transformation are used for extracting stress intensity factors. The measurements based on over deterministic least-squares analysis of optical data in conjunction with crack-tip field descriptions have produced reliable fracture parameter estimates.
Next, the r-DGS method has been extended to study dynamic fracture problems under impact loading conditions. The orthogonal deformations near the tip of dynamically loaded stationary cracks as well as transiently propagating cracks are mapped by coupling r-DGS method with highspeed digital photography. The results presented include both self-similar and kinked crack growth relative to the initial crack orientation. The evolution of both mode-I and mixedmode (I/II) stress intensity factor histories have been analyzed using measured optical data in conjunction with plane stress elasto-dynamic steady-state crack-tip field descriptions. The mode-I stress intensity factor history thus obtained matches the one evaluated from a companion elasto-dynamic finite element analysis of the sample based on independently measured transient particle velocity input. The stress intensity factor histories in the mixed-mode case conforms well with the physical aspects of loading the specimen both before and after crack initiation including a precipitous drop in the magnitude of mode-II stress intensity factor after crack initiation.
