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Abstract
In this second paper, we look at the following question: are the prop-
erties of the trees associated to the tilings {p, 4} of the hyperbolic plane still
true if we consider a finitely generated tree by the same rules but rooted at
a black node? The direct answer is no, but new properties arise, no more
complex than in the case of a tree rooted at a white node, and worth of
interest. The present paper is an extension of the previous paper [5].
1 Introduction
The existence of a tree generating the pentagrid, i.e. the tiling {5, 4} of the
hyperbolic plane generalizes to the tilings {p, 4} in the same plane. This paper
can be seen as an extension of the previous paper [5] which investigated the
following question: are the properties of the Fibonacci tree of the pentagrid still
true if we consider a tree rooted at a black node? As in [5], we shall see that
preferred son property is no more true but that new properties, sightly more
complex ones, arise in their place.
In this new setting, we generalize what we called the golden sequence in [5]
towhat could be called a generalizedFibonacci sequence butwhichwe shall call
the metallic sequences which we define in section 2: the Fibonacci sequence
is connected with the golden number which is the root of a polynomial whose
form is a particular case of the polynomials we shall meet in the paper. In
that section too, we remind the reader some properties about infinite trees and
numbers connected with the rules which defines those trees. We shall define
two kinds of them. One kind is studied in Section 3, the other in Section 4
where we investigate the properties of a black metallic tree. In Subsections 4.1
and 4.4 we indicate the connection of those trees with two infinite families of
tilings of the hyperbolic plane. In Section 5, we compare the properties studied
in Sections 3 and 4, giving an explanation to the differences we observed.
Section 5 concludes the paper.
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2 The metallic trees
In Subsection 2.1, we remind the reader with general definitions about infinite
trees with finite branching. Then, in Subsection 2.2 we introduce the definition
of the metallic trees and then of the metallic sequences we associate to them. In
that section too, in Subsection 2.3 we look at the metallic representation of the
positive numbers as sums of terms of themetallic sequence and the connections
of those numbers with the trees. We define addition and subtraction on the
representations of metallic numbers in Subsection 2.4, which will help us to
establish the properties investigated in Sections 3 and 4.
2.1 Preliminary properties
Consider an infinite tree T with finite branching at each node. Number the
nodes from the root which receives 1, then, level by level and, on each level,
from left to right with the conditions that for each node, the numbers of its
sons are consecutive numbers. We then say that T is numbered or that it
is endowed with its natural numbering. In what follows, we shall consider
numbered trees only. Clearly, a sub-treeS ofT can also be numbered in the just
above described way but it can also be numbered by the numbers of its nodes
in T . In that case, a node νmay receive two numbers: nS, the number defined
in S as a numbered tree and nT , its number as a node of T . A node may have
no son, it is then called a leaf. A path from µ to ν is a finite sequence of nodes
{λi}i∈[0..k], if it exists, such that λ0 = µ, λk = ν and, for all iwith i ∈ [0..k−1], λi+1 is
a son of λi. A branch of T is a maximal finite or infinite sequence of paths {πi}
from the root of T to nodes of that tree such that for all i, j, πi ⊆ π j or π j ⊆ πi.
Accordingly, a branch connects the root to a leaf or it is infinite. It is clear that
for any node, they are connected to the root by a unique path. The length of
the path from a node to one of its son is always 1. If the length of a path from µ
to ν is k, the length of the path from µ to any son of ν, assuming that ν is not
a leaf, is k+1. The length of the path leading from the root to a node ν of T
is called the distance of ν to the root ρ and it is denoted by dist{ρ, ν}. We also
define dist{ρ, ρ} = 0. The level k of T is the set of its nodes which are at the
distance k from its root. Denote it by Lk,T . Define Tn as the set of levels k of T
with k ≤ n. Say that the height of Tn is n. By definition, Tn is a sub-tree of T .
For each node ν of T , λT (ν) is its level in T , i.e. its distance from the root, and
σT (ν) is the number of its sons. Clearly, if ν ∈ Tn and if λT (ν) = n, then σ(ν) = 0.
If S is a sub-tree of T , denote it by S ⊳ T , and if ν ∈ S, then λS(ν) ≤ λT (ν) and
the numbers may be not equal.
Consider two infinite numbered trees T1 and T2. Say that T1 and T2 are
isomorphic if there is a bijection β from T1 onto T2 such that:
f (nT1) = nT2 for any n ∈N.
λT2( f (nT1)) = λT1(n).
σT2( f (nT1)) = σT1(n).
(0)
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2.2 Metallic trees and metallic numbers
We call metallic tree a finitely generated tree with two kinds of nodes, black
nodes and white ones whose generating rules are:
B→ BWp−4 andW → BWp−3. (1)
with p ≥ 5.
The property for a node to be white or black is called its status.
We shall mainly investigate two kinds of infinite metallic trees. When the
root of the tree is a white, black node, we call such a metallic tree a white, black
metallic tree respectively. We denote the infinite white metallic tree byW and
we endow it with its natural numbering. We do the samewith the infinite black
metallic tree B. Note that we can construct a bijective morphism between B
and a part B of W as follows. The morphism is the identity on B and we fix
the following conditions:
σB(1) = σW(1) − 1,
σB(n) = σW(n), for all positive integer n.
Moreover, the nodes numbered by n ∈ [1..p−2] in W also belong to B and
receive the same numbers in the natural numbering of B. This morphism
allows us to identify B with B, so that in our sequel, we shall speak of B
only. From what we just said, it is plain that for a node ν ∈ B, if νB > p−2,
then νB < νW. We shall look closer to the connection between νB and νW in
Section 5.
Before turning to the properties ofW and B separately, we shall study the
connection of the numbering with respect to properties which are associated
with the rules (1).
To that purpose let mn, bn be the number of nodes on Ln,W and Ln,B re-
spectively. We also define Mn, and Bn as the number of nodes of Wn and Bn
respectively.
The connection with the metallic sequence first appear when we count the
number of nodes which lay at the same level of the tree. For a white metallic
tree, we have the following property:
Theorem 1 [2] Consider the numbers mn defined as the number of nodes on Ln,W,
whereW is the white metallic tree. The numbers mn satisfy the following induction
equation:
mn+2 = (p−2)mn+1 −mn with m0 = 1 and m−1 = 0. (2)
We call white metallic sequence the sequence {mn}n∈N.
Proof. Note that each node gives rise to p−2 sons if it is white, to p−3 of them if
it is black. Now, each node gives rise to exactly one black son. Accordingly, if
mn is the number of nodes on the level n, we have that mn+2 = (p−2)mn+1 −mn
as the number of black nodes on the level n+1 is mn from what was just said
and as in considering (p−2)mn+1, we count twice the black nodes yielded by the
black nodes of the level n+1. 
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As the black metallic tree is defined by the same rules, we may conclude
that the same equation rules the sequence {bn}n∈N:
Theorem 2 The sequence {bn}n∈N of the number of nodes onLn,B satisfies the equation:
bn+2 = (p−2)bn+1 − bn with b1 = p−3 and b0 = 1. (3)
We call black metallic sequence the sequence {bn}n∈N.
Note that we could define the white metallic sequence by the initial con-
ditions m1 = p−2 and m0 = 1. In our sequel we shall say metallic sequence
instead of white metallic sequence for a reason which will be made more clear
in a while.
Before turning to the properties of the integers with respect to the metallic
numbers, we have to consider the numbersMn and Bn already introduced with
respect to the finite treesWn and Bn.
Theorem 3 [3] On the level k ofW, with non-negative k, the rightmost node has the
number Mk, so that the leftmost node on the level k+1 has the number Mk+1.
On the level k of B with non-negative k, the rightmost node has the number mk, so
that the leftmost node on the level k+1 has the number mk+1.
The sequence {Mn}n∈N satisfies the following induction equation:
Mn+2 = (p−2)Mn+1 −Mn + 1, (4)
with the initial conditions M0 = 1 and M−1 = 0, while the sequence {Bn}n∈N satisfy
the equation (2) with the same initial conditions, which means that Bn = mn for any
non-negative n. We also have:
Mn+1 = Bn+1 +Mn and mn+1 = bn+1 +mn (5)
Proof. Consider the numbersMn. We can write:
Mn+2 =
n+2∑
i=0
mi =
n∑
i=0
mi+2 +m1 +m0 =
n∑
i=0
mi+2 + p−1
= (p−2)
n∑
i=0
mi+1 −
n∑
i=0
mi + p−1 = (p−2)(Mn+1−M0) −Mn + p−1
which is the equation (4).
In the case of the blackmetallic sequence, the same computation shows that
b1+b0 = p−2 which is cancelled by the sum (p−2)
n∑
i=0
bi+1 = (p−2)(Bn+1 − B0), so
that the sequence satisfies (2) with the same initial conditions. Another way to
see that is to observe that from the decomposition ofW = B ∪ CwithB ∩ C = ∅
we can see that Wn+1 = Bn+1 ∪ Cn. Indeed, C is isomorphic to W if we take
into account that the image of the root of C is the rightmost son ofL1,W, so that
Mn+1 = Bn+1 +Mn. Taking the trace of the decompositionWn+1 = Bn+1 ∪ Cn on
Ln+1,W, we get that mn+1 = bn+1 +mn. Accordingly, Bn is the difference of two
terms of the sequence defined by (4), so that the equation satisfied by Bn is
obtained from (4) by cancelling the term +1. So that Bn satisfies (2) with the
same conditions and so, Bn = mn for any n inN. 
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2.3 Metallic representation of the natural numbers and metal-
lic codes for the nodes of the metallic trees
.
Let us go back to the sequence {mn}n∈N of metallic numbers. It is clear that
the sequence defined by (2) is increasing starting from m1: from (2), we get
that mn+2 > (p−3)mn+1 if we assume that mn < mn+1. As p ≥ 5, we get that the
sequence is increasing starting from m1. Now, as the sequence is increasing, it
is known that any positive integer n can be written as a sum of distinct metallic
numbers whose terms are defined by Theorem 1:
n =
k∑
i=0
aimi with ai ∈ {0..p−3}. (6)
The sum of aimi’s in (6) is called the metallic representation of n and the mi’s
in (6) are the metallic components of n.
From now on, we use bold characters for the digits of a metallic representa-
tion of a number. In particular, we define d to represent p−3, c to represent p−4
and e to represent p−5 when p > 5. Of course, 0, 1, 2 and 3 represent 0, 1, 2 and
3 respectively.
First, note that the representation (6) is not unique.
Lemma 1 [6, 3] For any integers n and h with 0 ≤ h ≤ n, we have:
(p−3)mn+1 +
n∑
k=h+1
(p−4)mk + (p−3)mh
= (p−3)mn+1 +
n∑
k=h+2
(p−4)mk + (p−3)mh+1 −mh +mh−1 (7)
Corollary 1 [6, 3] For any positive integer n, we have:
(p−3)mn+1 +
n∑
k=1
(p−4)mk + (p−3)m0 = mn+2 (8)
Proof. By induction on the starting index in the summing sign, Lemma 1 shows
us that:
(p−3)mn+1 +
n∑
k=h+1
(p−4)mk + (p−3)mh = mn+2 −mh−1. (9)
The corollary follows immediately from (9) bymaking h = 0 as, by assumption,
m−1 = 0.
Proof of Lemma 1. We can see that the last term (p−3)mh of the left-hand side
of (7) can be developed as follows:
(p−3)mh = (p−2)mh −mh = mh+1 −mh +mh−1.
Putting the right-hand side of that computation into the left-hand side member
of (7) we get its right-hand side member. 
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Let us write the ai’s of (5) as a word ak..a1a0 which we call a metallic
word for n as the digits ai which occur in (5) are not necessarily unique for
a given n. They can be made unique by adding the following condition on
the corresponding metallic word for n: the pattern dc∗d is ruled out from that
word. It is called the forbidden pattern. Lemma 1 proves that property which
is also proved in [6, 3]. We reproduced it here for the reader’s convenience.
When ametallic representation for n does not contain the forbidden pattern
it is called the metallic code of n which we denote by [n]. We shall write
ν = ([ν]) when we wish to restore the number from its metallic code. Let us call
signature of ν the rightmost digit of [ν] = ak..a1a0 and denote it by sg. Let σ1,
σ2, ..., σk with k = p−2 or k = p−3 be the sons of ν. We call sons signature of ν
the word s1...sk, where si = sg(σi).
2.4 Operations on metallic codes
We need to define additions and subtractions on metallic codes. For the addi-
tion, we have the following algorithm:
Algorithm 1 Adding two codes: ak...a0 and bk...b0. The digits are denoted by a(i)
and b(i), a and b being seen as tables. Also s is a table. We use global affectations
to update a, b, s and the auxiliary table carry in order to shorten the writing of the
algorithm.
carry := 0; completed := false; test := 0;
while not completed
loop for i in [0..k]
loop s(i) := a(i) + b(i);
if s(i) ≥ 10
then carry(i+1) := carry(i+1) + 1;
if i > 0
then carry(i−1) := carry(i−1) + 1;
end if;
s(i) := s(i) − 10;
end if;
test :=
∑
carry(i);
if test = 0
then completed := true;
else a := s; b := carry; carry := 0;
end if;
end loop;
end loop;
Of course, if the forbidden pattern occurs, we convert if to the correct form:
we replace the pattern by the same number of digits appending one to the
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first digit which is on the left-hand side of the pattern. Note that several
forbidden patterns may occur in the result of Algorithm 1. Now, that algorithm
can be used to eliminate the occurrences of forbidden patterns in the metallic
representation of a number.
To that purpose, note that the equation (2) can be rewritten as follows:
(10)(10k+1) = (1010k) (10)
as far as (10) = p−2, [mk] = 10
k and, by convention, ν = ([ν]). Accordingly,
appending 10 at some place k involves a carry 1 on two places: k+1 and k−1,
except if the place is 0, in which case the carry applies to place 1 only. It is the
reason of the instructions managing the carry in Algorithm 1. We already now
from Corollary 1, that
(dckd) = (10k+2)
In fact, the relation (9) given in the proof of Lemma 1 can be rewritten as:
(dckd0h) = (10k+210h−1). (11)
which means that if the pattern dckd occurs with its right-hand side d at the
place a and its left-hand side one at the place a+k+1, increasingly numbering the
places from right to left, the pattern is replaced by k+2 0’s at the same place and
a carry 1 is put at the places a+k+2 and h−1. As a consequence, if a forbidden
pattern occurs among the metallic code of a number, we replace the pattern by
the needed number of 0’s at the same places and we add to that new number
with the help of Algorithm 1, the number whose representation is given in the
right hand-side part of (11). From this, we can see that such an operation is
repeated until no forbidden pattern occurs.
Now, we can turn to the subtraction of two numbers a and b performed on
their metallic codes, which we may assume to be free of any forbidden pattern.
We decompose the subtraction of b from a into three parts. First, we check
whether a > b directly on [a] and [b]. If it is not the case, the subtraction
is not possible unless a = b and the algorithm stops here. If it is the case,
by appending possible leading 0’s, we may assume that [a] and [b] have the
same length. Let us consider the codes [a] and [b] as tables. We denote by
[a](i), [b](i) the digit of [a], [b] respectively, which occurs at the place i, where
i is the place of the digit which is the coefficient of mi, the metallic compo-
nent of a, b respectively. We assume to read the places from right to left,
starting from place 0. The second operation consists in constructing in a ta-
ble [c], the complement to mk, i.e. where c is defined by c + b = mk, k being
the length of [b]. Let us write a = αkmk + a1 and b = βkmk + b1. We may assume
αk > βk: otherwise, a − b is not changed if we remove from both numbers
the equal leading digits until we find the unequal ones, as we assume a > b.
Then, a − b = (αk − βk)mk + a1 − b1 = ((αk−1) − βk)mk + (mk − b1) + a1. Note that
αk−1 ≥ βk. Accordingly, provided we may define the complement of b1 to mk,
we reduced the subtraction to three additions.
First, we define the comparison algorithm, again, assuming that the num-
bers are given inmetallic representationswhich are free from forbiddenpattern.
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Algorithm 2 Comparison of a and b from [a] and [b]. We assume that the lengths of
the corresponding tables are equal. The answer is given by the variables bigger and
smaller.
bigger := false; smaller := false;
for i in [0..k] in reverse
loop if [a](i) , [b](i)
then if [a](i) > [b](i)
then bigger := true;
else smaller := true;
end if;
exit;
end if;
end loop;
In order to write the algorithm computing the complement to mk,we intro-
duce an additional convention. If [a] is the metallic code of a number, [a](u..v)
is a sub-word of [a] going from the place u to the place v, assuming that u ≤ v.
In the algorithm, [a](u..v) can be a value and it can be addressed a value by af-
fectation or by an operation. The addition described by Algorithm 1 is denoted
by ⊕.
The first idea is to take dck−2d instead of 1k in order to represent mk. We
again denote dck−2d by [a]. We use this trick as far as for most digits [b](i),
they are not greater than c. But for a few of them, we may have [b](i) > [a](i).
When it is the case, we say that we have an inversion at i. Note that i < k
as [a](k) = d. Assume that the first digit of [b] is less than d. In that case, we
split [a] as follows: [a](0..k) = [a](i+1..k)+[a](0..i), and we perform the following
transformations. Taking an auxiliary table aux of size k+1 initialized with
0’s, we define aux(0..i) = [a](0..i), then we set [a](i+1) to [a](i+1)−1 and we set
[a](0..i) = dci−1d. Call these changes the lifting. Note that a lifting leaves [b]
unchanged but it changes the value of a by subtracting ([(a)](0..i)). It is the
reason why we saved the replaced digits of [a] in aux. However, the result of
the lifting will eventually put in [a] digits which are never less than those of [b],
so that the subtraction can be performed digit by digit. Now, as we changed
the value of a, we have to add the value of the saved digits to the result we
have obtained. However, there may be several inversions in b. Moreover, the
lifting may raise a new inversion. Nonetheless, the inversion will eventually
lead to a new value of [a]whose digits are not less than the corresponding digits
of [b]. Before turning to the situation of several liftings, note that after the first
lifting, we have to add the digits we have to save to the current value of aux:
we should not forget the former values, as each lifting consists in subtracting a
value from [a] which must be added to the final subtracting digit by digit.
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Algorithm 3 We assume that [a](0..k) = dck−1d that the length of [b] is k+1. The
result is in [c].
aux(0..k) := 0k + 1; inversion := false;
while not inversion
loop for i in [0..k] in reverse
loop if b(i) > a(i)
then inversion := true; place := i; exit;
else inversion := false;
end if;
end loop;
if inversion
then aux(place+1..k) := aux ⊕ [a](place+1..k);
[a](place+1) := [a](place+1) − 1;
[a](0..place) := dcplace−1d;
end if;
end loop;
for i in [0..k]
loop [c](i) := [a](i)− [b](i);
end loop;
[c] := [c] ⊕ aux;
Presently, let us look closer at the lifting of an inversion. We defined the
place iwhere the inversion occurs and acted on the digit at i+1 and on the part
(0..i) of [a]. The change [a](i+1) := [a](i+1)−1 entails an inversion in the case
when [a](i+1) = [b](i+1) before the lifting. Remember that, by definition of the
inversion, [a](i+1) ≥ [b](i+1) before the lifting. In that case, a new inversion
occurs at i+1. Now, we claim that to the left of the place of the first lifting
and in between an occurrence of d in [a] to the next one to the right, we may
always assume that there is an index j such that [a]( j) > [b]( j). It is plain for two
occurrences of d inside [b] as there is no forbidden pattern in [b]. Consider the
case of the first lifting. It may happen that [a]( j) = c for all j ∈ [i+1..k]. In that
case, the first lifting raises an inversion at i+1. A new lifting raises a new one
at i+2 raising again the initial inversion at i. This process is repeated until the
inversion occurs at k−1. Now, at k−1 the lifting raises no more inversion and
the leftmost d occurs now in k−1. The inversion at i is still present, so that the
process is repeated until the lifting occurs at k−2, placing d at this place. We
can see that the process is repeated until d is placed at i+1. At that moment,
the lifting replaces d by c, so that presently [a](i+1) = [b](i+1). Accordingly, all
digits of [a] and [b] from the place k to the place i+1 are equal so that we may
forget them and we have [a](i) = d while [b](i) = d too, so that those digits are
equal too. The proof of the correctness of Algorithm 3 is completed. 
We conclude that subsection by looking at two additional algorithms: one
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for incrementing the metallic code of a number and the other for decrementing
it. For these operations, we need an algorithmwhich transforms a metallic rep-
resentation of n into its metallic code [n] which does not contain any occurrence
of the forbidden patterns. We start with that algorithm:
Algorithm 4 The representation is given in a, a(i) being its ith digit.
warning := false; i := 0;
while i ≤ k
loop if a(i) = d
then if not warning
then warning := true; init := i;
i := i+1;
else if a(i) = d
then final := i;
for j in [init..final]
loop a(i) := 0; end loop;
if init > 0
then a(init−1) := a(init−1)+1;
end if;
a(init+1) := a(init+1)+1;
i := 0; warning := false; exit;
else if a(i) < c
then warning := false;
end if;
i := i+1;
end if;
end if;
else if a(i) < c
then warning := false;
end if;
i := i+1;
end if;
end loop;
Note that Algorithm 4 eliminates all forbidden pattern from the metallic repre-
sentation of n.
Thanks to that algorithm, we assume that we consider the metallic code
of n, i.e. the metallic representation of the number which is free of forbidden
pattern. Denoting Algorithm 1 by ⊕ and the subtraction by ⊖, we might define
the operation of incrementing [n] by [n]⊕1 and the operation of decrementing
the same code by [n]⊖1. However, for those particular operations, it is possible
to provide simpler algorithms, see Algorithm 5 and Algorithm 6, below.
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Algorithm 5 Algorithm for writing [n+1] knowing a = [ν].
if a(0) = d
then a(0) := 0; a(1) := a(1)+1;
else if a(0) < c
then a(0) := a(0)+1;
else i := 0;
while a(i) = c
loop (i) := i+1; end loop;
if a(i) < d
then a(0) = d;
else for j in [0..i]
loop a( j) := 0; end loop;
a(i+1) := a(i+1) + 1;
end if;
end if;
end if;
Algorithm 6 Algorithm for writing [n−1] knowing a = [ν].
i := 0;
while a(i) = 0 loop (i) := i+1; end loop;
a(i) := a(i)−1;
for j in [0..i−2] loop a( j) := c; end loop;
if i ≥ 1
then a(i−1) = d;
end if;
Note that a is supposed to be ametallic code and that, accordingly, the result
is a metallic code too. From these algorithms, we can see that successively
incrementing [n], the change behaves as if [n] were written in basis p−2 until
a pattern dc∗d occurs as a suffix of [n+m]. Then, the pattern is replaced by
the same number of 0’s as its length and by adding a carry 1 to the rest of the
representation. We shall also use that property in the proofs of the properties
which will be reported in Sections 3 and 4.
3 Properties of the white metallic tree
After defining the basic operations on the metallic code we shall use in this
section and in the next ones, we look at the metallic codes of the numbers we
met about the metallic trees, namely mn, bn,Mn and Bn. From Theorem 3 and
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the relations (5), we have:
Lemma 2 In the white metallic tree, the number of nodes on the level n is mn and
[mn] = 10
k. The rightmost node on that level is Mn and [Mn] = 1
k+1.
In the black metallic code, the number of nodes on the level n is bn and [bn] = c
n−1d.
As Bn = mn, we conclude that [Bn] = 10
k.
Proof. The metallic codes of mn, hence for Bn are trivially computed. For [bn],
we apply the proof of the correctness of Algorithm 3. Indeed, it appears from
bn+1 = mn+1 −mn that [bn+1] is the complement to mn+1 of mn. Writing [bn+1] as
dcn−1d and [mn] as 10
n, we immediately get that [bn+1] = c
nd, as far as all digits
of [mn] or not greater than the corresponding ones of dc
n−1d. 
Consider the white metallic treeW. We can prove the following result:
Lemma 3 Denote by B2,n,W3,n, ...,Wd,n,W10,n andW11,n the metallic sub-trees
ofW of height n rooted at the nodes 2, 3, ..., d, 1 and 11 the sons of the root 1. Denote
by ρ2,n, ρ3,n, ..., ρd,n and ρ10,n and ρ11,n the rightmost node of the respective sub-trees
on the level n+1 ofW. We get that:
[ρ2,n] = 201
n−1, [ρ3,n] = 301
n−1,
...,
[ρd,n] = d01
n−1, [ρ10,n] = 101
n, [ρ11,n] = 1
n+2,
(12)
Proof. From Lemma 2, we know that the rightmost son of Ln,W is Mn and
that [Mn] = 1
n+1. We also know that [bn] = c
n−1d. Accordingly, we obtain that
[ρ2,n] = 1
n+1 ⊕ cn−1d, which can be computed byAlgorithm 1. The computation
gives rise to:
11...11
0c...cd
1d...d0
1 1
1d...d0
1 1
1d...01
1 1
... 1d...11
1 1
20...11
whichprove the result forρ2,n. Now, for the followingnodes, we simply append
mn at each step and, as [mn] = 10
n, we get the result of the lemmaup toρd,n being
included. For the two rightmost sub-tree,we have that [ρ10,n] = [ρd,n] ⊕ mn and
that [ρ11,n] = [ρ10,n] ⊕ mn, i.e.:
0d0...11
010...00
000...11
1 1
101...11
010...00
111...11
The proof of the lemma is completed. 
We can now state the following property:
Theorem 4 In a white metallic tree, for any node ν we have that among its sons a
single one has [ν]0 as its metallic code, which is called the preferred son of ν. In
order to find out which son of ν is its preferred one, we distinguish two kinds of white
12
nodes : wℓ and wr. In a black node and in a wℓ-node, its preferred son is its last one.
In a wr-node, its preferred son is its penultimate one. Moreover, the nodes obey the
following rules :
b → bw
p−5
ℓ
wr, wℓ → bw
p−4
ℓ
wr, wr → bw
p−5
ℓ
wrwr. (13)
Denote p−3 by d, p−4 by c, p−5 by e and by a any digit in [2..d]. We also have the
following rules on the signatures where type and signature are associated on the left
hand-side of the rule:
b1,b2 → b2(wa)p−5w0, wa → b1(wa)p−4w0,
w0 → b1(wa)p−6wcw0w1, w1 → b2(wa)p−6wdw0w1,
(14)
so that wa is a wℓ-node while w0 and w1 are wr-nodes. At last, for any non-negative
integer k, mk+1 is the preferred son of mk.
Proof. Figure 1 illustrates the properties stated in the theorem. In the figure,
p = 9 andwe did not represent all the sons of a node for clarity reasons. Enough
nodes are documentedwhich allows the reader to note that the properties stated
in the theorem are observed. For the nodes which are documented, the number
is written in red and displayed as usual. The metallic code is written in purple
and vertically under the node. In the figure, we represent black nodes in red
colour. White nodes are represented in blue for wℓ-nodes, in green for wr-
nodes. Moreover, green nodes which are also preferred sons of their father are
represented by a green disc with a red border.
1
1
2
2
3
3
6
d
7
1
0
8
1
1
9
1
2
10
1
3
13
1
d
14
2
0
15
2
1
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2
2
20
2
d
21
3
0
36
c
1
37
c
2
41
c
d
42
d
0
43
d
1
44
d
2
47
d
c
48
1
0
0
49
1
0
1
50
1
0
2
51
1
0
3
54
1
0
d
55
1
1
0
56
1
1
1
57
1
1
2
62
1
2
0
91
1
d
1
92
1
d
2
95
1
d
c
96
2
0
0
97
2
0
1
98
2
0
2
104
2
1
0
324
d
c
1
325
d
c
2
328
d
c
c
329
1
0
0
0
330
1
0
0
1
379
1
1
0
2
380
1
1
0
3
383
1
1
0
d
384
1
1
1
0
385
1
1
1
1
Figure 1 The white metallic tree. Partial representation of the first three levels of
the tree when p = 9 with the conventions mentioned in the text.
The figure is intended to help us to perform the proof of Theorem 4.
In our proof and later on, we denote byWν the white metallic tree rooted at
the white node ν, and by Bβ the black metallic tree rooted at the black node β.
Later, in the index, the occurrence of nwill indicate thatwe consider the sub-tree
of height n issued from the same root.
First, note that although Lemma 3 seems to give global information and
although it is precise on the extremal branches of each sub-tree only, it can be
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used for more local information, provided we know the distance of a node ν
from the borders of the sub-tree containing νwe consider.
As an example, consider the location of the nodes mn. We have seen that
Lemma 3 proved that [ρ11,n] = 1
n+1 and that [mn] = 10
n. Let us look at what it
means on levels 1, 2 and 3. On level 1, [m1]= 10, so that it is the penultimate son
of the root 1. On level 2, [m2] = 100, so that its distance fromM2, the rightmost
node of level 2 is 11 which can be split into m1+m0. Now, m1 is the distance
from ρ11,1 to ρ10,1, so that m0 = 1 is the distance from m2 to ρ10,1: indeed, the
level 1 ofW10 is on the level 2 ofW. Accordingly,m2 is the penultimate son of
the rootm1 ofW10. The same decomposition forM3 −m3 shows us that inside
W10 at which we arrive thanks to m2 which is the distance from ρ11,2 to ρ10,2.
Define π1 to be ρ11,1, the root of W11. Then, define π2 to be the root of the
sub-tree ofW10 rooted at m1+1. By m1, we arrive from the rightmost node of
LWπ2 ,1 to a node π3 on the level 2 ofW10 which is at the distance m0 from m3.
Accordingly, m3 ∈Wm2 and m3 is the penultimate son of m2.
By induction, denote πn the node of the level n ofW which is in between
mn and Mn at the distance m0 from mn. Also, assume that the distance of mn
from ρ11,n−1 is mn−1 as already known allows us to cross the sub-trees Wπ1 ,
..., Wπn whose heights are n−1, ..., 0 respectively. On the level n+1 of W,
when we go from ρ11,n to mn+1, the level of the crossed nodes is n inWπ1 , ...,
1 in Wπn respectively and the number of nodes which are crossed is mn, ...,
m1 respectively. Accordingly, after crossing
n∑
i=1
mi nodes from ρ11,n, we arrive
to the rightmost son of πn: it is the level 1 of Wmn . It is πn+1 and we remain
with the crossing of that node in order to reachmn+1, consuming m0, so that we
crossed Mn+1 −mn =Mn nodes. This proves that mn+1 is the penultimate son
of mn and we proved the induction hypothesis. Accordingly, the last property
stated in Theorem 4 is proved.
Let us prove the other assertions of the theorem. Applying Algorithms 5
and 6, we assume that those properties are true for all nodes whose number is
at most ν: it means that it is true for all nodes of Wn, where n+1 is the level
of ν and, on the level n+1 for all nodes whose number µ is less than ν. The
computations of Lemma 3 show us that the relations (13) and (14) are true for
the nodes of level 1: they are immediate consequences of (12).
Assume that ν is the leftmost node on the level n+1. Its number is Mn+1,
so that [ν] = 1n2 as deduced from Lemma 3. Let σ be the leftmost node of ν.
From the same lemma, [σ] = 1n+12, so that the repetition of Algorithm 5 shows
us that the son signature of ν is 23..d0 so that we have the rule 2 → 23..d0.
Next, we display the proof in Table 2 which concentrates the computations
performed by the iterated application of Algorithm 5. Denote by σℓ(ν), σr(ν) the
leftmost, rightmost son respectively of ν. From the definitions we easily get:
σℓ(ν+1) = σr(ν) + 1 and sg(σℓ(ν+1) = sg(ν) ⊕ 1. (15)
To better understand the construction of the table, wemake use of Table 1which
give the possible sons signatures of a node assuming the signature of its leftmost
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son. By induction hypothesis, we assume that we have sg(σℓ(ν)) ∈ {1, 2} for the
node ν, wheter it is black or white. Tables 1 and 2 also take into account that
a black node has (d) sons and that a white one has (10) of them. Note that c is
followed by 0 if and only if a suffix dc∗ occurs in [ν−1]. When going from the
sons of the node ν to those of the node ν+1, we shall use the following remark:
we also shall consider πr(ν) the penultimate son of ν.
Table 1 Auxiliary table for the computations of the sons signature in a white metallic
tree. We remind the reader that e satisfies e−+1 = c. The bullet • indicates the part of
the table used by a black node.
1 2 ... c d • 10
0 1 ... e c d 1
0 1 ... e c 0 2
1 2 ... c d 0 3 ∗
1 2 ... c 0 1 4 ∗
2 3 ... d 0 1 5 ∗
2 3 ... 0 1 2 4
Table 1 indicates the possible sons signatures according to the signature of
the leftmost son of a node. The nodes are mentioned by their position as sons
of the node, from 1 up to d for a black node, up to 10 for a white one. For the
son 1, we indicated the signatures 0, 1 and 2, the last two ones only occurring
in the relations (14). The signature 0 for a black node does not occur in a white
metallic tree: we shall prove that property.
Table 2 Computation of the sons signatures in the white metallic tree. To left, νwhich
is supposed to observe the relations (14). To right, the node ν+1.
1 Ca Ca⊕1
b Ca−2 ... Ca−d Ca0
w Ca−1 ... Ca−c Ca−d Ca0
w Ca1 ... Cac Cad Ca+0
2 C0− C+0
wd Cc1 ... Ccc Ccd Cd0 w0 Cd1 ... Cdc C+00 C+01
wc Cc−1 ... Cc−c Cc−d Cc0 w0 Cc1 ... Ccc C+00 C+01
3 C+0 C+1
w0 Cd1 ... Cdc C+00 C+01
b1 C+02 ... C+0d C+10
w1 C+02 ... C+0d C+10 C+11
4 C01 C02
w1 C+02 ... C+0d C+10 C+11 b2 C+02 ... C+0d C+10
Using (15) and Table 1, Table 2 computes the transition from ν to ν+1 by
arguing on their metallic codes only, taking into account what we said about
Algorithm 5 and the elimination of a forbidden pattern. The table displays
[ν] as Ca, with a = sg(ν). In the table, a− is the digit defined by a− = a⊖1 and
a+ = sg(a⊕1). We can see that when a = c, we have a+ = d and we have a+ = 0
only if C contains a suffix of the form dc∗.
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In part 1 of Table 2, we have in the left-hand side as ν either a black node or a
wa-node, with a, 0 and a, 1. The node ν+1 is a wa-node in the case when ν is
black. It is also the case for a wa-node, provided that a+ , 0. The computation
directly proceeds from Table 1: line 3 applies here.
In part 2, we have that sg(ν+1) = 0. We have two cases: the case when C
has not a suffix of the form dc∗, the first line of part 2, and the case when it does
have it: the second line. In the first line, as C does not end with dc∗, we can
write Ccd and then, for the rightmost son, Cd0. In the second line, we canwrite
Cc−d as far as cc∗d is a permitted pattern. In the right-hand side of the same
line, we arrive to Cc∗c for the son c, but Cc∗d is a forbidden pattern so that we
get C+00, where C+ = C⊕1. Note that line 4 of Table 1 applies here in both cases
and in both cases too, the rightmost son of ν+1 is a w1-node, a node which we
did not meet yet.
In part 3, we deal with the case when ν is a w0-node. Up to now, we have
seen two such cases: The case when such a node is the rightmost node of a
black node or of a wa-node. In that case, ν+1 is a black node. It is the first line
of the right-hand side of part 3. We also met the case when ν is the penultimate
node of a w0-node. The situation is given in the second line of the right-hand
side of part 3, an application of the line 5 of Table 1.
At last, in part 4, we have that ν is a w1-node, a node which appeared in the
right-hand side of part 2. As it is the rightmost node of a white node, ν+1 is a
black node. The line 5 of Table 1 again applies but we need only the sons 1 up
to d.
The table show us that we always used the lines 3, 4 and 5 of Table 1 and
that the other lines never appear in the new configurations. Accordingly, (14)
is proved for ν+1 too. The proof of Theorem 4 is completed. 
Before turning to the next subsection, we go back to a property we noticed
with the proof of (12) in Lemma 3. We have seen that mk+1 is the preferred son
of mk and that it is the penultimate son of that latter node. So that from the
root ofW, we have a branch whose nodes have that additional property that
the root excepted, all nodes are preferred sons of the previous node according
to the son-father order. In fact many branches do possess a similar property.
Consider a node ν and let Tν be the sub-tree of W rooted at ν. We call 0-
branch the branch of T whose nodes, the root possibly excepted, have the
signature 0, so that they are the preferred son of the previous node. We can
infer that property from the recursive application of the rule applied to w0-
nodes, namely the rule w0→ b1...wcw0w1 which is applied to the penultimate
node in the right-hand side of the rule. The computations which we performed
in Lemma 3 can be applied to the nodes ρa,n for a ∈ {2..d, 10}. For such a node
ν, which is of the form Mn−kmn, with k ∈ {0..p−4}, and whose metallic code is
a01n−1. A node at the level h from ν belonging to the 0-branch issued from ν,
is at the distanceMh from ρa,n+h. The computation gives the same result as the
iterated application of the above rule: a01n−10h.
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4 Properties of the black metallic tree
As defined in Subsection 2.2, the black metallic tree B is defined by the same
rules as the white one, the difference being that the root of B is a black node.
We know that the number of nodes on the level n of B is bn which satisfies (3).
We also know that Bn = mn. Accordingly, the nodes of the rightmost branch of
B are numbered by mn and their metallic code is 10
n.
We can formulate an analogous version of Lemma 3.
Lemma 4 Let B be the black metallic tree dotted with its natural numbering. As for
Lemma 3, denote by B2,n,W3,n, ...,Wd,n and W10,n the metallic sub-trees of B of
height n rooted at the nodes 2, 3, ..., d and 10 the sons of the root 1. Denote by ϕ2,n,
ϕ3,n, ..., ϕd,n and ϕ10,n the rightmost node of the respective sub-trees on the level n+1
of B. We get that:
[ϕ2,n] = 1c
n−1d, [ϕ3,n] = 2c
n−1d,
...,
[ϕd,n] = c
nd, [ϕ10,n] = 10
n+1.
(16)
Proof. The proof is the same as for Lemma 3: we subtract mn from ϕ10,n and
we repeat until we reach ϕ2,n. At each step, we apply the subtraction using
Algorithms 2, 3, 1 and 4. 
We shall see that the properties of the sons signatures of the nodes in the
black metallic tree are different from those we have noted in the white one.
Figure 2 illustrates the black metallic tree for p = 9 as in the case of Figure 1 to
which the reader is referred for a comparison betweenW and B. We shall go
back to that comparison in Section 5, illustrated by Figure 6 in that section.
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Figure 2 The black metallic tree. The same convention about colours of the nodes
and of the edges between nodes as in Figure 1 is used. We can see that the preferred
son property as stated in Theorem 4 is not true in the present setting.
Figure 2 shows us that the preferred is no more true. The leftmost son of
a level, a black node, has no son whose signature is 0. All other nodes have
a son whose signature is 0, and among them, the last node of a level has two
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sons whose signature is 0. Now, for a node ν which has a unique son whose
signature is 0, the metallic code of that node is not [ν]0 but it is [µ]0, where
µ = ν−1. Call successor of the node ν, the node whose metallic code is [ν]0. We
can state:
Theorem 5 Define types for the nodes of a black metallic tree as follows: b0,b1 for a
black node whose signature is 0,1 respectively, w0 for a white node whose signature
is 0 and wa for a white node whose signature is not 0. We have the following rules on
the types of the nodes and the signatures :
b0 → b0(wa)p−4, b1 → b1(wa)p−4,
wa → b0(wa)p−3, w0 → b0(wa)p−4w0.
(17)
For any node ν which is not the rightmost one on a level, the successor of ν is
the leftmost node of ν+1. For the rightmost node on the level n, its successor is the
rightmost node on the level n+1. We also have that the type b1 occurs for the leftmost
node of a level only and that the type w0 occurs for the rightmost node of a level only.
Proof. We again use Table 1. But this time, the lines 1 and 2 of the table will be
used by all the nodes and the other lines of the table will not be used.
Table 3 Computation of the sons signatures in the black metallic tree. To left, ν which
is supposed to observe the relations (17). To right, the node ν+1. In the table, a≤ c if C
does not contain the suffix dc∗ and the value a=c is ruled out if C contains that suffix.
1 C1 C2
b1 C01 ... C0c C0d w2 C10 ... C1c− C1c C1d
2 Ca Ca+
wa Ca−0 ... ... Cc−c Cc−d wa+ Ca0 ... Cac− Cac Cad
3 Cd C+0
wd Cc0 ... ... Ccc Ccd
b0 Cd0 ... Cdc− Cdc
w0 Cd0 ... Cdc− Cdc C+00
4 Cc C+0
wc Cc−0 ... ... Cc−c Cc−d
b0 Cc0 ... Ccc− Ccc
w0 Cc0 ... Ccc− Ccc C+00
5 C0 C1
b0 C−c0 ... ... C−cc
b0 C−d0 ... ... C−dc
w0 C−c0 ... .˙. C−cc C00
w0 C−d0 ... .˙. C−dc C00
w1 C00 ... C0c− C0c C0d
b1 C01 ... C0c C0d
We can see that under the assumptions of (17) applied to the left-hand side of
the table, the right hand-side also observes the rules of (17). Table 3 also shows
that the position of the successor is that which is indicated in the statement of
the theorem. We can also see thatwhat is said in that statement for the b1-nodes
and for the w0-ones is observed. Accordingly, Theorem 5 is proved. 
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Note that we can also say for the blackmetallic tree thatmk+1 is the preferred
son of mk.
4.1 Connection of the white metallic tree with the tilings {p, 4}
and {p+2, 3} of the hyperbolic plane
As mentioned in the introduction, the white metallic tree is connected with
the tilings {p, 4} and {p+2, 3} of the hyperbolic plane with p ≥ 5. Those tilings
are generated by the reflection of a basic polygon in its sides and the recursive
reflections of the images in their sides. The basic polygon is the regular convex
polygon with p, p+2 sides and with
π
2
,
2π
3
as vertex angle in {p, 4},{p+2, 3}
respectively.
Figure 3 The tilings generated by the white metallic tree with p = 7. To left, the
the tiling {7, 4} to right, the tiling {9, 3}
Figure 4 How the white metallic tree generates the tilings {7, 4} and {9, 3}: the
sectors are delimited by colours, each sector being associated with three colours which
are attached to the status of the nodes. Each sector in the above figures is spanned
by the white metallic tree.
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Those polygons live in the hyperbolic plane, not in the Euclidean one.
Figure 3 illustrates the tiling {7, 4}, left hand side, and the tiling {9, 3}, right
hand side, associated to p = 7.
Figure 4 illustrates how the white metallic tree generates the considered
tilings. In both tilings, the tiles of a sector, can be put in bijection with the
nodes of the tree. In the case of the tiling {p, 4}, such a sector is a quarter of
the plane: it is delimited by two perpendicular half-lines stemming from the
same vertex V of a tile τ and passing through the other ends of the edges of τ
sharing V. The definition of the sector is more delicate in the case of the tiling
{p+2, 3}. The sector is also defined by half-lineswhich are, this time, issued from
the mid-point of an edge η and those half-lines pass through the mid-points
of two consecutive sides of a tile sharing V as a vertex, V being also an end
of η. The reader is referred to [3] for proofs of the just mentioned properties.
Accordingly, as shown on the figure illustrating the case when p = 7, seven
sectors allow us to locate tiles in the tiling {p, 4} and nine sectors allow us to
perform the same thing in the tiling {p+2, 3}. From now on, we call tile ν the
tile attached to the node ν of such a white metallic tree we assume to be fixed
once and for all. We also say that [ν] is the code of the tile ν.
In Sub-section 4.3, we shall prove that the preferred son property allows
us to compute in linear time with respect to the code of a node ν the codes of
the nodes attached to the tiles which share a side with the tile ν. Such tiles
are called the neighbours of ν. We shall also see that Theorem 4 allows us to
compute in linear time with respect to [ν] a shortest path in the tiling, leading
from the tile ν to tile 1.
4.2 The neighbours of a node in {p, 4}
Consider a tile τ in the tiling {p, 4}. Fix a central tilewhichwill be numbered by 0
and fix p sectors around tile 0. Another tile is a neighbour of τ if and only of it
shares a side of τ. In order to identify the neighbours of τ, we number its sides
as follows: side 1 is the side shared with the father of τ in the white metallic
tree which spans the sector to which τ belongs. By definition, the father of the
leading tile of a sector is tile 0. Tile 0 has no father but we number its side by
fixing its side 1 once and for all. Now that the side 1 of each tile is defined, we
number the other sides while counterclockwise turning around the tile, giving
the number n+1 when meeting the new side after the side n. Accordingly, the
p neighbours of τ are numbered from 1 up to p. The tile which shares with τ
its side i is called the neighbour i of τ and we denote it by τi. Accordingly, τ1
is the father of τ, except when τ = 0. Thanks to Theorem 4, we indicate how to
compute the metallic code of τi for each i. It will also help us to construct the
path from τ to tile 0.
We shall identify a tile with its number in its sector and also by the metallic
code of its number. If τ is the tile, n(τ) is its number, [τ] is its metallic code and
n is the tile whose number is n. If τ is a white node numbered by ν, its
sons are τi with i ∈ [2..p−1]. We can see in Figure 1 that τp is the leftmost son
of ν+1. We can write: τp =n(τ)+1α, with α = 2, 3 depending on whether
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ν+1 is white, black respectively. If τ is a black node, τ2 =n(τ)−1, its
sons are τi for i ∈ [3..p−1] and τp is again the leftmost son of ν+1, so that we
have τp =n(τ)+12 as ν+1 is a white node.
We turn now to the writing of the metallic codes for the neighbours of a
tile τ from [τ]. Note that if [τ] = ak..a0 and [τ−1] = bk..b0, we have:
Lemma 5 Let τ be a node and let [τ] = ak..a0. Let [τ]⊖1 = bk..b0. Then,
if τ is a wa-node:
[τ1] = bk..b1, [τi] = bk..b0[i−1], i ∈ [2..p−2],
[τp−1] = ak..a00, [τp] = ak..a01.
if τ is a b-node:
[τ1] = bk..b1, [τ2] = bk..b1⊖1,
[τi] = bk..b0[i−1], i ∈ [3..p−2],
[τp−1] = ak..a00, [τp] = ak..a01.
if τ is a wα-node, α ∈ [0, 1]:
[τ1]= ak..a1, [τi]=bk..b0[i−1+α], i ∈ [2..p−3],
[τp−2] = ak..a00, [τp−1] = ak..a01,
[τp] = ak..a01.
(18)
Proof: the proof is a direct application of the relation (14). 
We can conclude from (18) the following algorithm to compute [τ1] from [τ]:
Algorithm 7 Computation of the father of τ from [τ]. We assume that [τ] = ak..a0
and that (τ)i = ai, with i ∈ {0..k}.
if (τ)0 ∈ {2..d}
then [τ1] := ak..a1⊕1;
else if (τ)0 = 0
then [τ1] := ak..a1;
else i := 1;
while (τ)i = 1 or i > k
loop i := i+1; end loop;
if i > k orelse (τ)i = 0
then [τ1] := ak..a1;
else [τ1] := ak..a1⊕1;
end if;
end if;
end if;
The first condition in the algorithm comes from the examination of the rules
giving the sons signatures. It is clear when sg(τ) ∈ {3..d}. When sg(τ) = 2,
whether the node is black or white, it is the leftmost son of τ1 or its second
son respectively. And so, as the successor of τ1 is its rightmost son, we have
to perform what the algorithm indicates. When sg(τ) = 0, it is clear that [τ1] is
obtained as indicated in the algorithm. We remainwith the casewhen sg(τ) = 1.
21
It is either a black node, in which case the father is given by ak..a1⊕1, or it is
white but in that case the father is ak..a1. The difference of the situation is
defined by the digits which is to the left of a0. As long as we meet 1 while going
to the left, we cannot distinguish between the two cases. When wemeet ai with
ai , 0, we know that we are in the case of a black node. If ai = 0, we are in the
case of a white node: it is a corollary of what was proved in Lemma 3 and of
the remarks we made after the proof of Theorem 4. This completes the proof of
the algorithm. 
Algorithm 7 is the key for devising an algorithm to compute a path from a
tile τ to the leading tile of the sector where it lies. We cannot use the function
defined by the algorithm as is. If we do that, in case the metallic code contains
a large pattern 1∗, we have to repeat the while loop each time we meet 1 which
leads to a quadratic time. The idea is to fix the choice of the definition of the
father once 1 is detected. Once we find the non 1-digit of highest rank with
respect to those 1-digits, we fix the choice accordingly until the pattern 1∗ is
dealt with.
Here is the algorithm:
Algorithm 8 Computation of the sequence of tiles which constitutes the path, along a
branch of theW from a given tile τ to the leading tile of the sector which contains τ.
We assume that [τ] = ak..a0.
list := [τ]; r := 0; fixed := false; node := ak..a0;
for i in[0..k]
loop
if (node)(i) ∈ {2..d}
then node := ak..ai+1⊕1;
else if (node)(i) = 0
then node := ak..ai+1;
else i := 1;
if not fixed
then r := i;
while (node)(r) = 1 or r > k
loop r := r+1; end loop;
if r > k orelse (node)(r) = 0
then node := ak..ai+1; fixed := true;
else node := ak..ai+1⊕1; fixed := false;
end if;
else node := ak..ai+1;
end if;
end if;
end if;
list := node & list;
end loop;
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Note that this algorithm allows us to compute the path as a sequence of
nodes. The computation of each node requires at most k+1 digits, where k+1 is
the initial length of [τ]. The for-loop has k+1 steps, so that the time complexity
of the computation is quadratic: it is α.(k+1)2. The space complexity is also
α.(k+1)2: the length of a digit is constant and we have also to take into account
a separator.
4.3 The neighbours of a node in {p+2, 3}
After Subsection 4.2, we deal with the same question in the tiling {p+2, 3}.
Note that there is no change for what concerns the spanning tree. We already
mentioned in Subsection 4.1 that the white metallic tree spans the sectors in
both tilings {p, 4} and {p+2, 3}. The difference, from the point of view of the trees
lies in the number of sectors: p in the tiling {p, 4}, p+2 in the tiling {p+2, 3}.
That difference comes from a deeper one: the number of tiles around a
vertex: 4 of them in {p, 4}while there are 3 of them in {p+2, 3}. That difference in
the number of tiles around a vertex has a consequence on the neighbourhood
of a tile. We keep the same definition as for the tiling {p, 4}: a neighbour of a
tile τ is a tile which shares a side with τ. Of course, a neighbour of τ also shares
two vertices with τ: the ends of the common side. Now, in the tiling {p+2, 3}, if
two tiles share a vertex they also share a side. It is also the reason while the tree
for {p, 4} is the same as the tree for {p+2, 3} and not for {p, 3}which is completely
different. So, in {p+2, 3}, a tile has p+2 neighbours. Outside the father, the sons
and the son of another tile, τ has also two additional neighbours which lie on
the same level of the tree as τ. We adopt the same numbering of the sides of a
tile as in Subsection 4.2. Side 1 being the side of the father and τ being identified
by its number, τ2 isτ−1, the sons areτi for i ∈ {3..p} for a white
node, for i ∈ {4..p} for a black one, τp+1 is the leftmost son ofτ+1 and τp+2
isτ+1, the other tile which is on the same level of the tree as τ.
This leads us to a modified version of Lemma 5:
Lemma 6 Let τ be a node and let [τ] = ak..a0. Let [τ]⊖1 = bk..b0. Then,
if τ is a wa-node:
[τ1]=bk..b1, [τ2]= [τ]⊖ 1, [τi]=bk..b0[i−2], i ∈ [3..p−1],
[τp] = ak..a00, [τp+1] = ak..a01, [τp+2] = [τ] ⊕ 1.
if τ is a b-node:
[τ1] = bk..b1, [τ2] = [τ1] ⊖ 1, [τ3] = [τ] ⊖ 1,
[τi] = bk..b0[i−2], i ∈ [4..p−1],
[τp] = ak..a00, [τp+1] = ak..a01, [τp+2] = [τ] ⊕ 1.
if τ is a wα-node, α ∈ [0, 1]:
[τ1]= ak..a1, [τ2]= [τ]⊖ 1, [τi]=bk..b0[i−2+α], i ∈ [3..p−2],
[τp−1] = ak..a00, [τp] = ak..a01,
[τp+1] = ak..a02. [τp+2] = [τ] ⊕ 1,
(19)
The lemma is not different from Lemma 5. It is the reason why we may
apply Algorithm 8 to the tilings {p+a, 3} without any change. However, we
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indicate here another algorithmwhich also work for the tilings {p, 4}. Note that
Algorithm 8 is a bottom-up algorithm: it constructs the path from the tile to
the leading one by scrutinizing the digits of the metallic code from its weakest
metallic component up to its highest one. We constructed the path as a LIFO-
stack. Here, we proceed in the reverse order: from the highest component
down to the weakest one. Accordingly, the path will be constructed as a FIFO-
stack. The first tile of the path is, of course, the leading one. Next, we look at
the highest digit: in most cases, it indicates in which sub-tree B2 or Wa the
tile belongs, where a ∈ {3..01}. But in some cases, we might hesitate between
Wa and Wa⊕1 or between W11 and B2. As an example, 1
k2 belongs to B2
while 1k belongs to W11. That example indicates that the ambiguity can be
raised by reading the last digit only. In order to raise the ambiguity, we chose
both sub-trees and we repeat that kind of choice at each step. Now, let us show
that no binary tree is raised in that process. Assume that we have a single path
π = {π0..πk} and that reading the digit a, we hesitate between the sub-trees Tµ
and Tµ⊕1. We constitute two paths: π = {pi0..πkµ} and ω = {π0..πkµ
+}, where
we denote µ ⊕ 1 by µ+. We have the condition 0 ≤ µ+ − µ ≤ 1. Now let b be
the next digit we read. Assume that starting from µ, we hesitate between two
sub-trees rooted at two consecutive sons of µ, ν and ν+ = ν ⊕ 1. Similarly, b
gives raise to the possible choices between consecutive sons of µ+, say ϕ and
ϕ+ = ϕ ⊕ 1. Now, we can see that (ab) < (a+0). It means that the tile cannot be
both in the sub-tree rooted at ν+ and that rooted at ϕ+: in between them there
is the tree rooted at ϕ. A similar argument tells us that the tile cannot be both
in the sub-tree rooted at ν and that rooted at ϕ, the sub-tree rooted at ν+ lying
in between them. So we may continue either by appending ν and ν+ to π, or
by appending ϕ and ϕ+ to ω or by appending ν+ to π and ϕ to ω. In all cases
the distance between two nodes belonging to each path with the same rank
being 1, except at the initialisation step and at the end of the algorithm. From
that we get Algorithm 9.
In order to better understand the algorithm, we indicate several of its fea-
tures. The metallic code of the node for which we compute the path to the
root is represented as a table whose elements are the digits of the code. The
path is represented by a table whose elements are digits and a letter, w or b,
indicating the status of the node. We start from the root which does not occur
in the table. Recursively, the status indicated at the considered entry helps us
to knowwhich son is represented in the next case which indicates the signature
of that latter node. This is a difference with Algorithm 8. In the bottom-up
approach, we do not know the status of the current node ν. If the signature
of ν is in 0,3..d, we know its status, otherwise it is not possible without further
information.
Let us look at what can be given by the top-down approach. Let µ be a
node. The signature of a son ν of µ and the status of µ allows us to identify ν
and to know its status, so that we can recursively continue the identification of
the nodes on the path using the successive digits of [ν]. Let us look at the way
to do that precisely. We start from the root, and we compute two tables list−
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Algorithm 9 Computation of the sequence of tiles which constitutes the path, along
a branch of W from a given tile τ to the leading tile of the sector which contains τ.
We assume that [τ] = ak..a0. The path is represented by a table whose elements are a
number, the signature of the considered node, together with its status.
node := ak..a0;
list−(1) := akw; list
+(1) := (ak⊕1)w;
if ak = 1 then list
−(1) := 1w; list+(1) := 2b; end if;
ifak = 2 then list
−(1) := 2b; end if; ifak = d then list
+(1) := 0w; end if;
j := 1; first := 1;
for i in[0..k−1] in reverse
loop
status := st(list−( j));
if ai in {2..d}
then for h in [first.. j] loop list−(h) := list+(h); end loop;
first := j+1;
list−( j+1) := akw;
if ((status = w0) and (ai = c)) or (ai = d)
then list+( j+1) := 0w;
else list+( j+1) := (ai⊕1)w;
end if;
if ai = 2
then if status in {w,b}
then list−( j+1) := 2b;
end if;
end if;
if ai in {0,1}
then if ((ai = 0) and (status in {w0,w1}))
or ((ai = 1) and (status not in{w,1}))
then for h in [first.. j] loop list+(h) := list−(h); end loop;
first := j+1;
if ai = 1 then list
−( j+1) := 1b;
else list−( j+1) := 0w; end if;
list+( j+1) := ai⊕1w;
else if ai = 0
then list−( j+1) := 0w; list+( j+1) := 1b;
else list−( j+1) := 1b; list+( j+1) := 2w; end if;
end if;
end if;
j := j+1;
end loop;
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and list+ step by step as follows. Let µ be the node identified by list−( j) and µ+1
be the one identified by list+( j). When j = 1, µ is identified as the son of the root
whose signature is the highest digit of [ν]. We read the next digit a of [ν]. The
status of µ and a allow us to identify the node ω such that a occurs at the right
place in the metallic code of nodes which belong to the treeTω. More precisely,
the concerned nodes lay to the right of the 0-branch issued from Tω and to the
left of the 0-branch issued fromTω+1, that latter branch being included. We can
decide which will be the next pair of nodes ω and ω+1 to store in our tables:
if a is not 1, we know whether ω is in Tµ or in Tµ+1. This depends on a and
on the status of µ. Algorithm 9 carefully scrutinizes the required conditions.
Let us stress the following feature: if ω ∈ Tµ for instance, it may happen, this
is mostly the case, that ω+1 cannot be reached from the path leading to µ+1 in
the tree. In that situation, we decide that list+(h) = list−(h) for h ≤ j. We may
organise the computation in such a way that we have not to perform that latter
identification from the root. It is enough to remember the last point where
such an identification was performed. This the role of the variable first in the
algorithm. To better understand what may happen, we can note that when
a=0 or a=1, it is not clear to which sub-tree ν belongs. If µ is a wa-node, ν
may fall under the tree rooted at µ or in the one rooted at µ+1. In some cases,
that can be decided in the last digit only: it is the case if [ν] = 1k+1f where
f ∈ {1, 2}. Outside such cases, the result of the computation is to be found in
list−, by construction. The interest of this way of computation is that [ν] is read
once, without repetition and that each execution of the body of the for-loop is
bounded by a constant, except the updating of list− and list+. Also note that in
an updating, the new path does not go to the left of the previous path recorded
in list−. Now, thanks to the memorization of the last final place of the previous
updating, the cumulative effect of the actualization process is equivalent to the
reading of each table from its lowest index up to its highest one.
As our argument is based on the digits of [ν], the algorithm may also be
applied to the tiling {p, 4}without any change. Consequently we proved:
Theorem 6 Algorithm 9 provides an algorithm to compute the path from the leading
tile of a sector to a given tile τ of the sector in the tiling {p, 4} or the tiling {p+2, 3}
which is linear in time with respect to the metallic code [ν] of the node.
4.4 The black metallic tree in the tilings {p, 4} and {p+2, 3}
It is time to indicate which place a black metallic tree takes in the tilings {p, 4}
and {p+2, 3}.
As illustrated by Figure 5, the sectors defined by Figure 4 in Sub section 4.1
can be split with the help of regions of the tiling generated by the white metallic
tree and by the black one.
In the figure, the sector is split into a tile, we call it the leading tile, and
a complement which can be split into p−3 copies of the sector and a region
spanned by the black metallic tree which we call a strip.
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In both tilings, the strip appears as a region delimited by two lines ℓ1 and ℓ2
which are non-secant. It means that they never meet and that they also are not
parallel, a property which is specific of the hyperbolic plane. There is a third
line which supports the side of the tile τ which is associated with the root of
the blackmetallic tree. That line is the common perpendicular to ℓ1 and ℓ2. The
tile τ is called the leading tile of the strip. It is worth noticing that the way
we used to split the sector can be recursively repeated in each sector generated
by the process of splitting. We can note that the strip itself can be exactly split
into a tile, a strip and p−4 sectors, as can easily be seen on the right-hand side
picture of Figure 5. This process is closely related with the generating rules of
the metallic trees.
Figure 5 The decomposition of a sector spanned by the white metallic tree into a
tile, then two copies of the same sector and a strip spanned by the black metallic
tree. To left: the decomposition in the tiling {p, 4}; to right, the decomposition in the
tiling {p+2, 3}. In both cases, the dark blue colour indicates the black nodes while
the white ones are indicated in dark yellow, in green and in purple.
At this point, it can be noticed that there are several ways to split a sector
and a strip again into strips ans sectors. This can be associated with other rules
for generating a tree which we again call a metallic tree. There are still two
kinds of nodes, white and black ones. But the rules are different by the order in
which the black son occurs among the sons of a node. There are p−3 choices for
black nodes and p−2 of them for white ones. Accordingly, there are (p−2)(p−3)
possible definitions of a metallic tree. We can also decide to choose which rule
is applied each time a node is met. In [2] those possibilities are investigated in
the case when p = 5. We refer the interested reader to that paper.
But a sector can be split in another way which is illustrated by figure 5.
Consider a sector S0. Consider its leading tile T. That tile is associated with
the root of the white metallic tree. Assume that we associate it with the black
metallic tree in such a way that in the association the leftmost son of T is again
the black son of the root in both trees. What remains in the sector? It remains a
node which we can associate with the root of the white metallic tree. A simple
counting argument, taking into account that the levels are different by one step
from the white tree to the black one in that construction, shows us that in this
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way we define an exact splitting of the sector. And so, there is another way to
split the sector: into a stripB0 and a sector again,S1. Now, whatwas performed
for S can be repeated for S1 which generates a strip B1 and a new sector S2.
Accordingly, arguing by induction we proved:
Theorem 7 The sector associated to the white metallic tree can be split into a sequence
of pairwise adjacent stripsBn, n ∈N, associated to the blackmetallic tree. Equivalently,
the white metallic tree can be split into the union of a sequence of copies of the black
metallic tree. The leading tiles of theBn’s are associated with the nodes Mn of the white
metallic tree, i.e. the nodes which are on the rightmost branch of the white metallic tree.
Note that the proof is a bit easier if it is performed starting from the tree. The
decomposition stated in the theorem is straightforward from the structure of the
rules. Let us remind ourselves that the rule for the white nodes is w → bwp−3
and that it is b → bwp−4 for a black node. The difference on the sons is that the
p−3 first ones are the same for all nodes. A white node appends an additional
node to the rightmost one, so that a white metallic sub-tree of height h+1 can be
decomposed into a black metallic sub-tree of height h+1 and a white metallic
sub-tree of height h whose root is considered as a son of the root of the black
tree of height h+1. Clearly, for infinite trees as considered here, this splitting
gives rise to the theorem.
4.5 The neighbours of a node of the black metallic tree in {p, 4}
and {p+2, 3} under the natural numbering of that tree
Let us consider a tile of a sector which falls in the part of it which is spanned
by B, the black metallic tree. As the metallic code defined with respect to the
numbering of that tree is different from the one considered in the relations (18)
and (19), we have to compute appropriate relations.
Lemma 7 Let τ be a node in the black metallic tree and let [τ] = ak..a0 be its black
metallic code. Let [τ]⊖1 = bk..b0. Then, the black metallic codes of the neighbours
of τ are given by Table 4. In the left, right hand-side part of the table, the codes for the
neighbours in the tiling {p, 4}, {p+2, 3} respectively.
Proof. The proof proceeds from the previous study of the sons signature in a
black metallic tree. We take into account that the numbering of the sides is the
same as in Subsections 4.2 and 4.3. We have to establish the correspondence
between the number of a side and the signature of the corresponding neigh-
bour. In the tiling {p, 4}, the sons of a white node τ are its i-neighbours, with
i ∈ {2..p−1}. As the leftmost son of τ is (τ)2, the signature of the i-neighbour is
[i−2], as the signature of the leftmost son is 0. As the signature of the leftmost
son of a black node is 0 too and as it is 3-neighbour of the node, we have that
i ∈ {3, p−1} and the signature of the i-neighbour is [i−3]. Table 4 gives the whole
computations, for the tiling {p, 4} in its left hand-side part, for the tiling {p+2, 3}
in its right hand-side one. In the table, a ⋆ indicates that the corresponding
neighbour(s) belong(s) to another strip.
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Table 4 Blackmetallic codes for the neighbours of a node belonging to the black metallic
tree.
in {p, 4} in {p+2, 3}
if τ is a wa-node:
[τ1] = bk..b1,
[τi] = bk..b0[i−2],
i ∈ [2..p−1],
[τp] = ak..a00,
if τ is a w0-node:
[τ1] = bk..b1,
[τi] = bk..b0[i−2],
i ∈ [2..p−2],
[τp] = [τ1+1], ∗
if τ is a b0-node:
[τ1] = bk..b1,
[τ2] = [τ1] ⊖ 1,
[τi] = bk..b0[i−3],
i ∈ [3..p−1],
[τp] = ak..a00,
if τ is a b1-node:
[τ1] = bk..b1,
[τ2] = [τ4−1], ∗
[τi] = bk..b0[i−2],
i ∈ [3..p−1],
[τp] = ak..a01,
if τ is a wa-node:
[τ1] = bk..b1,
[τ2] = [τ] ⊖ 1,
[τi] = bk..b0[i−3],
i ∈ [3..p],
[τp+1] = ak..a00,
[τp+2] = [τ] ⊕ 1.
if τ is a w0-node:
[τ1] = bk..b1,
[τ2] = [τ] ⊖ 1,
[τi] = bk..b0[i−3],
i ∈ [3..p−1],
[τp] = ak..a00,
[τp+1] = [τ1+1], ∗
[τp+2] = ([τ1+1])4, ∗
if τ is a b0-node:
[τ1] = bk..b1,
[τ2] = [τ1] ⊖ 1,
[τ3] = [τ] ⊖ 1,
[τi] = bk..b0[i−4],
i ∈ [4..p],
[τp+1] = ak..a01,
[τp+2] = [τ] ⊕ 1.
if τ is a b1-node:
[τ1] = ak..a1,
[τ2] = [τ4−1], ∗
[τ3] = [(τ4−1)p], ∗
[τi] = bk..b0[i−3], i
i ∈ [4..p−2],
[τp+1] = ak..a00.
[τp+2] = [τ] ⊕ 1,
That latter point requires some attention. Let ν be a w0-node belonging to
Bn as defined in Theorem 7, assuming that we are in the tiling {p, 4}. In the
white metallic tree containing all trees Bn, νp ∈ Bn+1. It is not difficult to see,
from the construction of the Bn’s, that the level k in Bn+1 is the level k in Bn.
From that observation, we can see that if τ is a w0-node in Bn, τp = (τ1)
◦
4
where
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τ◦
1
is the same number as τ1 for a node in Bn+1. Note that τp is a black node.
Now, if σ = τ◦
1
, we have that τ = (σ4)
†
2, where σ
† indicates a node in Bn which
has the same number as the node σ of Bn+1. Such connections can be checked
on Figures 1 and 6.
Algorithm 10 Computation of the path from the leading tile of a strip to the tile
belonging to the strip. The function st gives the status of a node.
node := ak..a0;
list−(1) := akw; list
+(1) := akw;
if ak = 1 then list
−(1) := 0w; list+(1) := 2b; end if;
ifak = d then list
−(1) := 0w; list+(1) := 0w; end if;
ifak not in {1,d} then list
−(1) := (a⊕1)w; list+(1) := list−(1); end if;
j := 1; first := j+1;
for i in[0..k−1] in reverse
loop
status := st(list−( j));
if (status ,w0) or else (ai , 0)
then if ai = d
then list−( j+1) := 0w; list+( j+1) := list−( j+1);
else list−( j+1) := (ai⊕1w); list
+( j+1) := list−( j+1);
end if;
if first < j+1
then for h in [first.. j]
loop list−(h) := list+(h); end loop;
else first := j+2;
end if;
else - - status = w0 and ai = 0
list−( j+1) := 0w; list+( j+1) := 2b;
if i = 0
then if ai , 0
then for h in [first.. j]
loop list−(h) := list+(h); end loop;
end if;
end if;
end if;
j := j+1;
end loop;
If σ is the number of the sector where τ lies, the new sector is σ⊕1 for the
w0-nodes and it is σ⊖1 for the b1-nodes. 
Table 4 shows us that the determination of the path in the blackmetallic tree
is easier than in the case of the white tree. The reason of that simplification is
that if the digit a is not 0, the next digit exactly determines the sub-tree where
the given node lies because the next digit is in 0..d which corresponds to the
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sons of a wa-node. If the node to which we arrive is a black node, we are sure,
from the structure of a black metallic tree, that the digit d was not read.
If the digit arriving at aw0-node ν is 0, that digit which occurs in themetallic
code at its position in the metallic code of τ also occurs in the metallic codes
of nodes which belong to the sub-tree issued from ν+1 which is a b1-node. As
long as 0-digits are read, the indetermination between those consecutive w0-
and b1-nodes happens and it is raised by the first non 0-digit or by the fact that
all digits of [τ] were used. This leads us to Algorithm 10. 
We can state the following property:
Theorem 8 Algorithm 10 provides us with an algorithm to compute the path from the
leading tile of a strip to another tile τ of the strip which is linear in time with respect
to [τ].
As Algorithm 10 is much simpler than Algorithm 9, Theorem 7 offers an
alternative way to compute the path from a tile τ to the leading tile of the sector
which contains τ: we first compute the path from τ to the leading tile ρ of the
strip which contains τ and then we take the part of the rightmost branch of
W which goes from the root of W to ρ. By numbering the strips Bn given
by Theorem 7, we obtain an alternative linear algorithm to compute the path
from τ to the leading tile of its sector.
5 Comparing properties of white metallic trees with
those of black ones
The last remark which concludes the previous section invites us to compare
the properties stated by Theorems 4 and 5. The first comparison can be made
between the rules (14) with the rules (17). For the convenience of the reader,
we repeat them right now:
b1,b2 → b2(wa)p−5w0, wa → b1(wa)p−4w0,
w0 → b1(wa)p−6wcw0w1, w1 → b2(wa)p−6wdw0w1,
(14)
b0 → b0(wa)p−4, b1 → b1(wa)p−4,
wa → b0(wa)p−3, w0 → b0(wa)p−4w0.
(17)
In both cases, we have two types for thewhite nodes but for the black nodes,
we have a single type for the white metallic tree and two ones for the black
tree. The difference comes from the fact that the white metallic tree possesses
the preferred son property while the black metallic tree does not. For the black
metallic tree we gave up the term preferred son, replacing it by successor. Of
course, the definition of the successor also applies to the white metallic tree and
a way to rephrase Theorem 4 consists in saying that in a white metallic tree,
the successor of each node is its preferred son, where the preferred son, denote
it wp is given by the following rules:
b → bw
p−5
ℓ
wp, wℓ → bw
p−4
ℓ
wp, and wr → bw
p−5
ℓ
wpwr. (20)
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We can say that the preferred son is always a wr-node. In a b-node and in a
wℓ-one it is necessarily the rightmost son, in a wr-one it is the penultimate son,
starting from the leftmost son of the node. We remind the reader that in (5), we
proved that mn+1 = bn+1 +mn. In the black metallic tree, we can also rephrase
Theorem 5 as follows, denoting by st(ν) the status of ν and its successor by
succ(ν):
st(ν)=b or st(ν)=wa⇒ (succ(ν) = sℓ(ν+1)) and (st(succ(ν))=b0),
st(ν) = w0 ⇒ (succ(ν) = sr(ν)) and (st(succ(ν) = w0).
(19)
Let us look closer at the difference of the rules by one additional white node
in the rightmost position. Remember that B is identified to the black metallic
tree and that it is dotted with its natural numbering. But the nodes of B may
receive another numbering: the number they receive in a white metallic tree as
W is such a tree. For any node ν ∈ B, denote by νW, νB the numbers received
by ν inW, B, respectively in their respective natural numbering. We can see
that both numberings coincide for the root and for all nodes of level 1, the
rightmost one, σ, excepted which is the root of C, not in B, see Figure 6. Let
ϕk be the rightmost node of B on the level k and let λk be the leftmost node
on the same level. It is not difficult to see that for any node ν of B and on
level 2, νW = νB+1. Indeed, we have (λ2)B = (ϕ1)B+1 while (λ2)W =M1+1 as
proved in Theorem 3. Accordingly, on level 3, for any node ν of B, we have
νW = νB+M1. Say that the numbers in W are shifted by M1 with respect to
those inB. We noticed that on level 2 the shift was 1, so that the shift increased
by m1 from level 2 to level 3 and m1 is the number of nodes ofW\B on level 2,
i.e. the nodes of C on its level 1.
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Figure 6 Comparing the white metallic numbering, in blue in the figure, on the
black metallic tree with the natural numbering of that latter one, in red. Partial
representation of the first three levels of the tree when p = 9 with the conventions
mentioned for Figures 1 and 2.
Accordingly, by induction on n, assume that on the level n, for any node ν
of B we have νW = νB+Mn−2. Accordingly, (ϕn)W = (ϕn)B+Mn−2, so that we
have (λn+1)W = (λn+1)B+Mn−2+mn−1, as the number of nodes of W\B on the
level n is mn−1, the number of nodes of C on its level n−1. Now, from the
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equalityMn−2+mn−1 =Mn−1 which proves our claim, we can state:
Lemma 8 For any node ν on the level n+1 of B, we have:
νW = νB+Mn−1 (19)
As an application, let us look at the 0-branch of W and denote it β0,W.
The nodes of the rightmost branch of B have the metallic code 101n in W.
Accordingly, β0,W is contained in B. Accordingly, if πn is the node of β0,W
which lies on the level n of W, we have from (19) that πnB = πnW −Mn−2.
Performing 10n − 1n−2 thanks to Algorithms 2, 3, 1 and 4 we get:
Corollary 2 Let πn denote the sequence of nodes defined by the following conditions:
π0 is the root of W, πn+1 is the penultimate son of πn for all positive integer n. We
have that [πnW] = 10
n and [πnB] = d(c
−)n−2c.
We already proved that in the black metallic tree, the rightmost node on the
level n+1 is numberedmn+1. It was proved by removing fromMn+1 the number
of nodes in C. The number of the removed nodes is Mn which repeats the
argument used in the proof of Theorem 4 to show that πn+1 is the penultimate
son of πn. This confirms the fact that β0,W is not the rightmost branch of B
as already mentioned. Note that the sub-tree of B whose root is the rightmost
son of B on its level 2 is isomorphic to C. In terms of the sub-tilings generated
by the trees in the tiling {p, 4} or {p+2, 3)} that isomorphism corresponds to a
shift. InW the leftmost black node puts the successor at its expected place in
both trees so that the white nodes, which have p−2 sons keep the place of the
successors where they should be. As the shift which allows us to pass from
one numbering to the other corresponds to a number of nodes in the white tree
at the previous level, the occurrence of the pattern 0k replacing the forbidden
dck−2d occurs at a right place with respect to the nodes of the previous level.
And so, we have the explanation of the differences we noticed on the rules
(14) and (17).
Conclusion
We can conclude the paper with several remarks.
The first one is that the results of the paper are different from those of [6]
as in that paper, the rules place the black son at a very different place from the
place defined by (20). Now, the existence of a linear algorithm constructing
the path from a node to the root of the tree was proved in [4] which takes the
setting of [6]. Accordingly, the result of the present paper confirms the result
of [4]. Now, neither in [6] nor in [3], nor in [4] the case of the black tree was
investigated for Fibonacci trees. There is a mention in [1] of the value of bn in
the case of the Fiboancci tree but no other property of its natural numbering,
in particular no connection with the code associate to that latter numbering.
Such properties were first studied by the author in [5] as mentioned in the
Introduction.
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The interest of the blackmetallic tree is confirmed by the general case inves-
tigated in the present paper. We could conclude in [5] that the white Fibonacci
tree is the best tree for navigation purpose in the pentagrid and in the heptagrid,
those tessellation that live in the hyperbolic plane. Probably, it is still the case
in the general setting considered in the present paper. However, the simplicity
of Algorithm 10 a bit tempers the previous statement. For investigations in the
black metallic tree only, considering the natural numbering of that tree would
perhaps be the best issue: there is no difference between black andwhite nodes
for the determination of the successor of a node, except for the rightmost branch
of the tree. Now, that rightmost branch is exceptional too in the white metal-
lic tree. Worse, that exceptional situation is translated to the sub-trees of the
white tree. It is not the case in the black metallic tree equipped with its natural
numbering. Moreover, B covers a large part of W. Also note that a branch
passing through a given node is unique in a tree. Accordingly, the path joining
a node placed in a Bn tree with n > 0 is the same path as inW to get connected
with the root. In particular, the path defined in W passes through the same
nodes of the rightmost branch ofW as abovementioned. Those considerations
reinforce the interest of Algorithm 10. And so, in this context, the nice property
of the preferred son which holds in the white metallic tree and which no more
holds for the black one, is replaced by a nice property too for the successor of a
node.
Up to a point, the present paper closes the problem for the tilings {p, 4} and
{p+2, 3} for what is the rules (1). As already noted in [2], other rules giving
rise to the same number of branching for black and white nodes as in (1) could
be investigated, we made hint to that feature in Sub-section 4.4. In that paper,
we had 6 pairs of rules. Some of them could give rise to stronger distortions
with respect to the regularity shown in the present paper. Now, in [2], another
question was considered: on each level of the tree, the rules applied to a black,
white node is taken at random for the possible rules for that type of node. Little
was indicated in [2] about that situation. In the situation investigated in the
present paper, we have (p−3)(p−2) possible pairs of rules, and so, if the rules
are taken at random, the number of possibilities is much higher than in the
situation considered in [2]. Accordingly, there are still open problems in the
topic considered in the present paper.
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