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In a spacetime with no global timelike Killing vector, we do not have a natural choice for the vacuum
state of matter fields, which leads to an ambiguity in defining the Feynman propagators. In this paper,
taking the vacuum state to be the instantaneous ground state of the Hamiltonian at each moment, we
develop a method for calculating wave functions associated with the vacuum and the corresponding in-in
and in-out propagators. We apply this method to free scalar field theory in de Sitter space and obtain
de Sitter invariant propagators in various coordinate patches. We show that the in-out propagator in the
Poincare´ patch has a finite massless limit in a de Sitter invariant form. We argue and numerically check
that our in-out propagators agree with those obtained by a path integral with the standard i" prescription,
and we identify the condition on a foliation of spacetime under which such coincidence can happen for the
foliation. We also show that the in-out propagators satisfy Polyakov’s composition law. Several
applications of our framework are also discussed.
DOI: 10.1103/PhysRevD.88.024041 PACS numbers: 04.62.+v, 11.25.Tq, 98.80.k
I. INTRODUCTION
In a spacetime with no global timelike Killing vector,
we do not have an established prescription to define the
vacuum state of matter fields. The issue exists even at
the level of free fields, leading to an ambiguity in defining
propagators [1] (see also [2] for recent discussions).
A typical example of such spacetimes is de Sitter space,
and various vacua have been studied throughout the deca-
des. Among them, the Euclidean vacuum (or the Bunch-
Davies vacuum) [3] is often used in cosmology to describe
the physics in the inflationary era. This is mainly because it
is invariant under the de Sitter group and further satisfies
the Hadamard condition, which essentially states that a
two-point function comes to behave in the same way as
in flat Minkowski space as two points get closer to each
other (see, e.g., [4–9] for arguments that physically natural
states should satisfy the Hadamard condition). Also often
studied are a series of vacua called the  vacua
(or Mottola-Allen vacua) [10,11], which are parametrized
by a complex number . They are all de Sitter invariant but
do not satisfy the Hadamard condition except for ¼ 1,
which corresponds to the Euclidean vacuum.1
An interesting feature of de Sitter space is its thermody-
namic property. As is pointed out in [17], a particle detector
staying in de Sitter space and interacting weakly with a
scalar field in the Euclidean vacuum behaves as if it is in a
thermal bath with the temperature T ¼ 1=2‘, where ‘ is
the de Sitter radius. This phenomenon crucially depends on
the setup where the Euclidean vacuum is taken. In fact, other
 vacua do not yield such thermal behavior [18]. In this
sense, the choice of vacuum is also important in understand-
ing the thermodynamic character of curved spacetimes.
In this paper, we take the vacuum of a free scalar field
to be the instantaneous ground state of the Hamiltonian
at each moment. We develop a general method to
calculate transition amplitudes during finite time intervals
for a quantum mechanical system with time-dependent
Hamiltonian and define the propagators as the limit of
two-point functions, when the initial and final times are
sent to the past and future infinities.2 In our method, wave
functions associated with the vacuum are automatically
determined with no need to consider asymptotic boundary
conditions such as positive-energy conditions.
We apply the method to construct various Feynman
propagators in de Sitter space. We treat the principal series




1It is pointed out on the basis of the in-in formalism (or the
Schwinger-Keldysh formalism) [12,13] that two-point functions for
 vacua have various pathological behaviors (e.g., the breaking of
their analyticities) when a quantumfield has an interaction [14–16].
Note that discussions in favor of the Hadamard condition are about
the in-in propagators and are not applied to the in-out propagators.
In this paper, wewill not further touch on this fundamental issue of
the Hadamard condition on two-point functions.
2There was a study that took the vacuum to be the instanta-
neous ground state, which is sometimes called the instantaneous
Hamiltonian diagonalization method (see, e.g., [1,19,20]
and references therein). Our framework has the same principle
as that of the method in determining the vacuum, but has
an advantage over the method in that it enables us to obtain
an explicit form of various propagators for finite time in-
tervals and can be applied to a wide class of nonstatic
spacetimes.
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series (with small mass, m< ðd 1Þ=2) at the same time,
and show that the obtained in-in and in-out propagators
always take de Sitter invariant forms. Furthermore, we
show that our de Sitter invariant in-out propagator has a
finite massless limit in the Poincare´ patch.3 This is in
contrast to the in-in propagators, for which the no-go
theorem states that there is no de Sitter invariant Fock
vacuum for massless scalar fields [11].
We argue and numerically check that our in-out propa-
gators agree with the propagators obtained by a path
integral with the standard i" prescription. This result is
consistent with the de Sitter invariance of the propagators
since the corresponding path integral is performed over a
patch which is preserved under the infinitesimal action of
de Sitter group SOð1; dÞ. Moreover, our in-out propagators
are shown to satisfy the composition law [21], which has
been claimed by Polyakov recently as a principle to be
satisfied in order for the propagator to be interpreted as
representing a sum over paths of a particle moving in a
spacetime.
This paper is organized as follows. In Sec. II, we develop
a general framework for a given foliation of spacetime
to calculate wave functions and propagators for quantum
mechanics with a time-dependent Hamiltonian. In Sec. III
we demonstrate how our prescription works in the simplest
spacetime, Minkowski space. A mathematical detail is
given in Appendix A. Another well-studied example of
asymptotically Minkowski space is investigated in
Appendix B. We analyze the de Sitter case in Sec. IV.
After giving a brief review on the geometry of de Sitter
space in Sec. IVA, we discuss the propagators in the
Poincare´ patch in Sec. IVB and those in the global patch
in Sec. IVC. For both patches, we first make a mode
expansion of a scalar field and calculate the propagators
for each mode. We then make a sum over modes to obtain
the propagators in spacetime, both of the in-in and in-out
types. The obtained propagators are found to be written
with the de Sitter invariant quantity. In Sec. V we introduce
the concept of effective noncompactness in the time direc-
tion and show that when the foliation meets the condition
of effective noncompactness, our in-out propagator coin-
cides with that obtained by a path integral with the standard
i" prescription. We further show that the Poincare´ and the
global patches satisfy the condition and confirm the coin-
cidence of the two propagators by numerical calculations.
In Sec. VI we prove that our in-out propagators have the
heat-kernel representation, which means that the propaga-
tors satisfy Polyakov’s composition law [22]. Section VII
is devoted to discussions and conclusion. We give some of
the mathematical details in Appendixes C, D, E, and F with
useful formulas. In Appendix G we show that each of the
in- and out-vacua for the two patches can be identified with
a vacuum. In Appendix H we consider two possible ways
to introduce the i" prescription and confirm that the two
prescriptions give the same analytic expressions after
taking the limit "! 0.
II. GENERAL FRAMEWORK
A. Setup
In this paper, we consider quantum theory of a free real
scalar field ðxÞ living in a d-dimensional curved space-
time with background metric g,
4





We assume that the spacetime is globally hyperbolic and
the foliation of spacetime (i.e., the set of time slices) is
already specified. We denote the temporal and spatial
coordinates by t and x, respectively, and the spacetime
coordinates by x ¼ ðxÞ ¼ ðt; xÞ ð ¼ 0; 1; . . . ; d 1Þ.
We further assume that the metric has the form
ds2 ¼ N2ðtÞdt2 þ A2ðtÞhijðxÞdxidxj
ði; j ¼ 1; . . . ; d 1Þ: (2)















p  ffiffiffiffiffiffiffiffiffiffiffiffiffidethijp , and d1  ð1= ffiffiffihp Þ@ið ffiffiffihp hij@jÞ is
the Laplacian for the spatial metric ds2d1 ¼ hijðxÞdxidxj.
We have neglected the surface term coming from integra-
tion by parts. We introduce a complete system fYnðxÞg of




hðxÞp YnðxÞYn0 ðxÞ ¼ nn0 ; (4)
and make a mode expansion of the scalar field as
ðxÞ ¼ ðt; xÞ ¼X
n
nðtÞYnðxÞ: (5)
Note that nðtÞ 2 R since YnðxÞ are real valued. The






dtLn;"ðnðtÞ; _nðtÞ; tÞ; (6)
with






3The in-out propagator in the global patch still diverges in the
massless limit. 4The metric has the signature ð;þ; . . . ;þÞ.
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This shows that the nth mode function nðtÞ behaves as a
quantum oscillator with time-dependent mass ðtÞ and
frequency!nðtÞ. Here, we have introduced an infinitesimal
imaginary part i" (" > 0) in order to discuss the behavior
of states near the temporal boundary in a well-defined
manner. Note that the combination ðtÞ!nðtÞ is always
real. The quantum oscillator with time-dependent mass
ðtÞ and frequency !nðtÞ is described by the following
time-dependent Hamiltonian in the Schro¨dinger picture:








where the suffix s indicates that the operators are in
the Schro¨dinger picture. Thus, the theory is reduced to
quantum mechanics of a set of independent harmonic



















Note that the introduction of i" in (8) and (9) corresponds to
the replacement Hn;sðtÞ ¼ ei"½Hn;sðtÞj"¼0, which makes
the Hamiltonian a non-Hermitian operator. The quantiza-
tion is accomplished by setting the commutation relations,
½n;s; m;s ¼ in;m; (12)
½n;s; m;s ¼ 0 ¼ ½n;s; m;s: (13)
In the following subsections, we develop a general theory to
describe the time evolution of states for quantummechanics
with such a time-dependent Hamiltonian.
We here make a comment on a subtlety existing in
field redefinitions (for brevity we set " ¼ 0 below).
By transforming the mode function nðtÞ to 	nðtÞ ¼
1=2ðtÞnðtÞ  e
ðtÞnðtÞ, one can make the coefficient







½ _	2nðtÞ 2nðtÞ	2nðtÞ; (14)
2nðtÞ  !2nðtÞ  ð _
ðtÞÞ2  €
ðtÞ: (15)
However, it can often happen that 2nðtÞ takes negative
values for some region of m2 even though the original
!2ðtÞ is strictly positive.5 Although the physics should be
the same for the two descriptions using nðtÞ and 	nðtÞ
(as long as i" is introduced in a consistent way), the
inverted harmonic potential for 	nðtÞ can easily cause a
catastrophe when making an analysis based on an approxi-
mation, such as the WKB approximation. In order to avoid
this subtlety (and also to keep the original symmetry
manifest), we will not make such transformations.6
B. Quantum mechanics with time-dependent
Hamiltonian
To simplify expressions in the following discussions, for
a while we omit the mode index n and denote the canonical
variables fn;s; n;sg in the Schro¨dinger picture by fqs; psg.
Our Hamiltonian then takes the form






and the system is quantized by setting the commutation
relation
½qs; ps ¼ i: (17)
Recall that ðtÞ ¼ ei"jðtÞj and !ðtÞ ¼ ei"j!ðtÞj.
We denote by Ts the time at which quantization is
carried out in the Schro¨dinger picture. The Hilbert state
H ¼ fjc ig with a Hermitian inner product ðc 1; c 2Þ is
then constructed on the time slice at t ¼ Ts, and the dual
spaceH  ¼ fhc jg is defined with respect to the Hermitian
inner product with the rule hc 1j  ðjc 1iÞy, i.e.,
hc 1jðjc 2iÞ ¼ ðc 1; c 2Þ. The time evolution of a state
jc i 2H is governed by the Schro¨dinger equation
@tjc ; ti ¼ iHsðtÞjc ; ti; (18)
with the initial condition jc ; Tsi ¼ jc i. The Schro¨dinger
equation can be integrated to the form
jc ; ti ¼ Uðt; TsÞjc i; (19)
where Uðt; TsÞ is the time-evolution operator expressed as
the time-ordered exponential of HsðtÞ,










 ð1 itN1HsðtN1ÞÞ . . . ð1 it1Hsðt1ÞÞ
t ¼ tN > tN1 >   > t1 > t0 ¼ Ts




The Hermitian conjugate of jc ; ti is given by
5A typical example is a scalar field in the Poincare´ patch of
de Sitter space. One can easily see that 2nðtÞ can be negative
when the mass is small and nðtÞ represents a mode of long
wavelength.
6The coefficient of the kinetic term can also be set to unity by
making a transformation of the time coordinate. We will see that
physical quantities do not change under the transformation (see
the last paragraph of Sec. II E).
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hc ; tj ¼ hc jUyðt; TsÞ: (21)
In addition, we introduce a one-parameter family of states
for a given state hc j 2H  as
hc ; tj  hc jU1ðt; TsÞ; (22)
which satisfy
@thc ; tj ¼ þihc ; tjHsðtÞ; hc ; Tsj ¼ hc j: (23)
Note that the pairing of hc 1j and jc 2i does not change
under the time evolution,
hc 1; tjc 2; ti ¼ hc 1jc 2i; (24)
although this is not the case for hc 1; tjc 2; ti when "  0
because the time evolution operator is then not unitary,
U1ðt; TsÞ  Uyðt; TsÞ.
The spectrum of the Hamiltonian HsðtÞ can be easily























We call asðtÞ and ays ðtÞ the annihilation and creation
operators at time t. Note that asðtÞ and ays ðtÞ are
Hermitian conjugate to each other, because ðtÞ!ðtÞ is
positive and qys ¼ qs and pys ¼ ps. From the commutation
relation (17), we have
½asðtÞ; ays ðtÞ ¼ 1: (27)
The Hamiltonian (16) can then be rewritten as
HsðtÞ ¼ !ðtÞ2 ½a
y
s ðtÞasðtÞ þ asðtÞays ðtÞ
¼ !ðtÞ

ays ðtÞasðtÞ þ 12

: (28)
We define the state j0t; ti as that which vanishes when
acted on by asðtÞ,
asðtÞj0t; ti ¼ 0: (29)
Accordingly, the state h0t; tj  h0t; tj ¼ j0t; tiy satisfies
h0t; tjays ðtÞ ¼ 0: (30)
Then the right and left eigenstates of HsðtÞ are given by
jn; tit  1n! ½a
y
s ðtÞnj0t; ti; (31)
thn; tj  1n! h0t; tj½asðtÞ














We call j0t; ti ¼ j0; tit the ground state (or the vacuum)
at time t, since this is the minimum energy state at the
moment if " ¼ 0.
It is important to note that the ground state at time t0,
j0t0 ; t0i, is generically different from the state j0t; t0i; the
latter is obtained as a time evolution of the ground state
j0t; ti at time t, j0t; t0i ¼ Uðt0; tÞj0t; ti (see Fig. 1). Note
also that since the Hamiltonian is already specified at each
time, the vacuum state is uniquely determined, and there is
no freedom to introduce other vacuum states through
Bogoliubov transformations.
C. Heisenberg picture
Now we move from the Schro¨dinger picture to the
Heisenberg picture. Given a Schro¨dinger operator OsðtÞ
[possibly depending on t through the parameters involved
when constructing the operator as in Eq. (25)], we define
the corresponding Heisenberg operator as
OðtÞ  U1ðt; TsÞOsðtÞUðt; TsÞ; (35)
which satisfies the Heisenberg equation,








FIG. 1. Time evolution of states. The system is quantized in
the Schro¨dinger picture on the time slice at Ts. j0t; ti is the state
annihilated by the Schro¨dinger operator asðtÞ, while j0ti is the
state annihilated by the Heisenberg operator aðtÞ.
7They are Schro¨dinger operators, and the time dependence
comes only through the parameters ðtÞ and !ðtÞ.
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For our harmonic oscillator, the time evolution of the
canonical variables is given by
_qðtÞ ¼ i½HðtÞ; qðtÞ ¼ pðtÞ
ðtÞ ; (37)
_pðtÞ ¼ i½HðtÞ; pðtÞ ¼ ðtÞ!2ðtÞqðtÞ; (38)








þ ðtÞ!2ðtÞqðtÞ ¼ 0: (39)
This is certainly the equation of motion derived from the
Lagrangian Lðq; _q; tÞ ¼ ðtÞ _q2=2 ðtÞ!2ðtÞq2=2. Note
that if we had used Uyðt; TsÞ in Eq. (35) instead of
U1ðt; TsÞ, the equation of motion could not be reproduced
correctly when "  0.
In the Heisenberg picture, the annihilation and creation
operators become
























They satisfy the commutation relation
½aðtÞ; aðtÞ ¼ 1; (42)
but are not Hermitian conjugate to each other when "  0.
The Hamiltonian is then expressed as












Note that the states j0ti  j0t; Tsi ¼ U1ðt; TsÞj0t; ti and
h0tj  h0t; Tsj ¼ h0t; tjUðt; TsÞ ¼ h0t; tjUðt; TsÞ (see Fig. 1)
satisfy the equations
aðtÞj0ti ¼ 0 ¼ h0tjayðtÞ; (44)
h0tj aðtÞ ¼ 0 ¼ ayðtÞj0ti: (45)
h0tj may differ from h0tj since Uðt; TsÞ is not unitary when
"  0.
We denote by ffðtÞ; gðtÞg a pair of linearly independent
c-number solutions of (39). One can easily show that their
Wronskian,




ðW½f; gÞ ¼ f d
dt
ð _gÞ  d
dt
ð _fÞg ¼ 0: (47)
Thus the combination (to be called the weighted
Wronskian),
W½f; g  ðtÞW½f; gðtÞ; (48)
does not depend on t. Since qðtÞ is also a solution of
Eq. (39), we can expand canonical variables qðtÞ and
pðtÞ as
qðtÞ ¼ c1fðtÞ þ c2gðtÞ; (49)
pðtÞ ¼ ðtÞ _qðtÞ ¼ ðtÞ½c1 _fðtÞ þ c2 _gðtÞ; (50)
where c1 and c2 are some time-independent quantum
operators living in a space spanned by qs and ps with
complex coefficients. Equations (49) and (50) can be







































 ðtÞ½ _gðtÞ  i!ðtÞgðtÞ: (55)
Note that
ðu v v uÞðtÞ ¼ 2iðtÞ!ðtÞW½f; g; (56)
detCðtÞ ¼ i
W½f; g ð¼ constÞ; (57)
C1ðtÞ ¼ iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðtÞ!ðtÞp




D. Bogoliubov coefficients for finite time intervals
The Bogoliubov coefficients from time t0 to time t are
defined by



































uðt0Þ vðtÞ  vðt0Þ uðtÞ uðt0Þ vðtÞ  vðt0Þ uðtÞ
vðt0ÞuðtÞ  uðt0ÞvðtÞ vðt0ÞuðtÞ  uðt0ÞvðtÞ
 !
: (61)
This is the fundamental formula to express the Bogoliubov
coefficients in terms of a given set of independent solutions
ffðtÞ; gðtÞg.
Because of the commutation relations (42), the
Bogoliubov coefficients should satisfy the relation
ð   Þðt; t0Þ ¼ 1: (62)
This can be directly checked by using the identity (57) as
ð   Þðt; t0Þ ¼ detC1ðtÞ detCðt0Þ ¼ W½f; g
W½f; g ¼ 1:
(63)
Note that    and    when "  0.
E. Wave functions
Using the Bogoliubov coefficients, we can express the
Heisenberg operators qðtÞ with the creation and annihila-
tion operators at a different time tI as follows
8:
qðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðtÞ!ðtÞp ðaðtÞ þ aðtÞÞ
¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðtÞ!ðtÞp ð ðt; tIÞaI  ðt; tIÞ aI
þ ðt; tIÞ aI  ðt; tIÞaIÞ
 ’ðt; tIÞaI þ ’ðt; tIÞ aI; (64)
where we have defined functions ’ðt; tIÞ and ’ðt; tIÞ
(to be called wave functions) as
’ðt; tIÞ  1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





p ðvIfðtÞ  uIgðtÞÞ; (65)
’ðt; tIÞ  1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





p ð vIfðtÞ  uIgðtÞÞ: (66)
By using the t-independence of W½f; g and Eq. (56), we
can show that ’ðt; tIÞ and ’ðt; tIÞ are normalized as
W½’ðt; tIÞ; ’ðt; tIÞ ¼ i ð8 t;8 tIÞ: (67)




ðt1; t0Þ ¼ i
W½ ’ðt; t1Þ; ’ðt; t0Þ W½ ’ðt; t1Þ; ’ðt; t0Þ
W½’ðt; t1Þ; ’ðt; t0Þ W½’ðt; t1Þ; ’ðt; t0Þ
 !
: (68)
We are now in a position to make a few comments.
1. Basis independence
We can show that the Bogoliubov coefficients and the
wave functions f’ðt; tIÞ; ’ðt; tIÞg do no depend on the
choice of a pair of independent solutions ffðtÞ; gðtÞg, as
they should. In fact, suppose that we take another pair
ff0ðtÞ; g0ðtÞg. They should be expressed as linear combina-
tions of ffðtÞ; gðtÞg of the form
ðf0ðtÞ g0ðtÞÞ ¼ ðfðtÞ gðtÞÞ ð 2 GLð2;CÞÞ; (69)








The new Bogoliubov coefficients associated with the
choice ff0ðtÞ; g0ðtÞg then become
8In the following, we will use the shorthand notation, such as
fI  fðtIÞ or _fI  _fðtIÞ, when a quantity is evaluated at time tI .













which shows the basis independence of the Bogoliubov
coefficients. The wave functions f’ðt; tIÞ; ’ðt; tIÞg are also
basis independent since they are expressed by the basis-
independent Bogoliubov coefficients [see Eqs. (65) and (66)].
2. Lapse independence
We can show that the Bogoliubov coefficients and the
wave functions ’ðt; tIÞ behave as scalar functions under the
temporal reparametrizations, preserving the foliation of
spacetime. In fact, for such reparametrization t! ~t ¼
~tðtÞ, the pull-back of the lapse function NðtÞ [see Eq. (2)]
is given by NðtÞ ! ~NðtÞ ¼ ðd~t=dtÞNð~tðtÞÞ, and we can
choose a new pair of solutions f~fðtÞ; ~gðtÞg as ~fðtÞ ¼
fð~tðtÞÞ and ~gðtÞ ¼ gð~tðtÞÞ. Then, we can easily show that
the functions ðtÞ!ðtÞ, uðtÞ, vðtÞ, and W½fðtÞ; gðtÞ trans-
form as scalar functions under the reparametrization. Since
the Bogoliubov coefficients and the wave function ’ðt; tIÞ
are written as combinations of these functions, they also
transform as scalar functions. This means that there is no
need to care about the temporal reparametrization [i.e., the
choice of the lapse functionNðtÞ] when we construct vacua.
F. Feynman propagators
We consider the region ti < t0  ft; t0g  t1 < tf, where
tf and ti are the future and the past boundaries of the
spacetime region we consider. The in-out and in-in propa-
gators are defined with the following two steps:
Step 1: We first introduce the following two-point func-
tions from our wave functions ’ðt; tIÞ and ’ðt; tIÞ9:




W½’ðs; t1Þ; ’ðs; t0Þ’ðt>; t1Þ ’ðt<; t0Þ
ðs: arbitraryÞ; (72)




V½ ’ðs; t0Þ; ’ðs; t0ÞðTsÞ
 ’ðt>; t0Þ ’ðt<; t0Þ; (73)
where t>  max ðt; t0Þ, t<  min ðt; t0Þ and V½f; gðsÞ 
ðsÞfðsÞ _gðsÞ  ðsÞ _fðsÞgðsÞ.10
Step 2: We then define the in-out and in-in propagators
by sending t0 and t1 to the values at the temporal boundary,
Gout=inðt; t0Þ  lim
t0!ti
t1!tf
G10ðt; t0; t1; t0Þ; (74)
Gin=inðt; t0Þ  lim
t0!ti
G00ðt; t0; t0; t0Þ: (75)
Here we make a few comments. To obtain the last
expression of (72), we use the following identities which
are direct consequences of Eqs. (59), (62), and (68):
a1 ¼ ðt1; t0Þa0 
ðt1; t0Þ
ðt1; t0Þ ð a1 þ ðt1; t0Þa0Þ
¼ 1
ðt1; t0Þ ða0 










W½’ðs; t1Þ; ’ðs; t0Þ
ðs: arbitraryÞ: (77)
We then have
G10ðt; t0; t1; t0Þ ¼ 1h0t1 j0t0i
h0t1 jð’ðt>; t1Þa1 þ ’ðt>; t1Þ a1Þ
 ð’ðt<; t0Þa0 þ ’ðt<; t0Þ a0Þj0t0i




W½’ðs; t1Þ; ’ðs; t0Þ’ðt>; t1Þ ’ðt<; t0Þ
ðs: arbitraryÞ: (78)
On the other hand, to obtain the last expression of (73), we
start from the identities
ay0 ¼ 
V½’ðs; t0Þ; ’ðs; t0ÞðTsÞ




V½ ’ðs; t0Þ; ’ðs; t0ÞðTsÞa0; (79)
9If we instead use G010ðt;t0;t1;t0Þ¼h0t1 jqyðt>Þqðt<Þj0t0 i=h0t1 j0t0 i, then the corresponding in-out propagator will not
coincide with the propagator obtained by the standard
path integral (see Sec. V), and thus we do not consider this
choice in this paper. By contrast, the in-in propagator still
has options for its definition (e.g., G000ðt; t0; t0; t0Þ ¼h0t0 jTqðtÞqðt0Þj0t0 i=h0t0 j0t0 i), and we leave for a future work a
detailed study of such options as well as an investigation of the
relation to the path integral based on the Schwinger-Keldysh
formalism [12,13].
10Note that when " ¼ 0, V½f; gðsÞ coincides withW½f; gðsÞ
and thus is constant in s. Otherwise, it may depend on s.
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h0t0 j ay0 a0j0t0i
h0t00t0i
¼ i
V½ ’ðs; t0Þ ’ðs; t0ÞðTsÞ ; (80)
which can be shown by using the Hermiticity at time Ts, q
yðTsÞ ¼ qðTsÞ and pyðTsÞ ¼ pðTsÞ (see Appendix A). We then
have
G00ðt; t0; t0; t0Þ ¼ 1h0t0 j0t0i
h0t0 jð’ðt>; t0Þa0 þ ’ðt>; t0Þ a0Þyð’ðt<; t0Þa0 þ ’ðt<; t0Þ a0Þj0t0i
¼ ’ðt>; t0Þ ’ðt<; t0Þ
h0t0 j ay0 a0j0t0i
h0t0 j0t0i
¼ i
V½ ’ðs; t0Þ; ’ðs; t0ÞðTsÞ ’
ðt>; t0Þ ’ðt<; t0Þ: (81)
When we need to specify Ts, we will set Ts ¼ t> as in [23] [see also discussions following Eq. (109)], which leads in the
Schro¨dinger picture to
G00ðt; t0; t0; t0Þ ¼
ðUðt>; t0Þj0t0 ; t0iÞyqsUðt>; t<ÞqsUðt<; t0Þj0t0 ; t0i
kUðt>; t0Þj0t0 ; t0ik2
: (82)
When ðtÞ and !ðtÞ are asymptotically constant in the
remote past [i.e., ðtÞ 	 in and !ðtÞ 	!in as t! ti],
we can choose a pair of independent solutions ffðtÞ; gðtÞg
as those which behave as
fðtÞ 	 ei!int; gðtÞ 	 eþi!int ðt	 tiÞ: (83)
If we choose such a basis, we then have
u0 	 0; u0 	2iin!inei!int0 ; (84)
v0 	 2iin!inei!int0 ; v0 	 0 ðt0 	 tiÞ; (85)
and from Eqs. (65) and (66) the wave functions at the
remote past are found to behave as
’ðt; t0Þ 	 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2in!in
p ei!inðtt0Þ; (86)
’ðt; t0Þ 	 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2in!in
p eþi!inðtt0Þ ðt	 ti; t0 	 tiÞ: (87)
A conclusion of the same kind can be obtained for the wave
functions ð’ðt; t1Þ; ’ðt; t1ÞÞ if ðtÞ and !ðtÞ are asymptoti-
cally constant at the remote future. This behavior of the
wave functions will be directly seen in concrete examples
given in Sec. III and Appendix B.
III. SIMPLE EXAMPLE: SCALAR FIELD
IN MINKOWSKI SPACE
In this section, to demonstrate how the prescription of
the previous section works, we consider a free real scalar
field ðxÞ living in Minkowski space with the metric
ds2 ¼ dt2 þ dx2: (88)
Another well-studied example is investigated within our
framework in Appendix B.
A. Setup
In order to clarify the structure of mode functions, we
first assume that the spatial part is a (d 1)-dimensional
torus of radius L=2, which we will take infinite after-
wards. The wave vectors k then take the following values:
k ¼ 2
L
n ðn 2 Zd1Þ: (89)
For k ¼ ðk1; k2; . . . ; kd1Þ, we write k> 0 (or k< 0) if the
first nonvanishing element in the sequence fk1; k2; . . .g is
positive (or negative). Note that k< 0 is equivalent to
k> 0. We write k ¼ 0 if k is the zero vector (k ¼ 0).
We introduce a complete set of (real-valued) eigenfunc-






k ¼ 0: Yk¼0;a¼1  1ffiffiffiffi
V
p ðV  Ld1Þ; (90)











sin k  x: (92)
They satisfy the orthonormal relations,Z
dd1xYk;aðxÞYk0;a0 ðxÞ ¼ k;k0a;a0 ; (93)
and we expand the scalar field ðxÞ as
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We thus have the following correspondence with the in-
gredients of the previous section:
qðtÞ ¼ k;aðtÞ; ðtÞ ¼ ei"; (97)
!ðtÞ ¼ !k;"  ei"!k ð¼ constant in tÞ: (98)
B. Propagator for each mode
The equation of motion is given by €qþ!2q ¼ 0, and
we choose a pair of independent solutions as
fðtÞ ¼ ei!t; gðtÞ ¼ ei!t: (99)
Their Wronskian is given by W½f; g ¼ 2i! ¼ 2i!k,
which is constant in t.



















and using (65) and (66) we obtain the wave functions as
































From them, we have
W½’ðs; t1Þ; ’ðs; t0Þ ¼ iei!k;"ðt1t0Þ; (106)
V½ ’ðs; t0Þ; ’ðs; t0Þ ¼ ieið!k;"!k;"Þðst0Þ; (107)
and the two-point functions take the forms




Gk;00ðt; t0; t0; t0Þ ¼ iV½ ’ðs; t0Þ ’ðs; t0ÞðTsÞ




Note that the dependence on t0 and t1 totally disappears in
Gk;IJðt; t0; tI; tJÞ for Minkowski space, and thus we need
not to take the limit t0 ! 1, t1 ! þ1 to obtain the
in-out and in-in propagators. We see from (109) that the
behavior of Gk;00 in the region k! 1 gets significantly
improved if we choose Ts such that Ts 
 t>. By simply
setting Ts ¼ t>, we obtain




which will be denoted by Gkðt; t0Þ in the following
discussions.
C. Propagator in spacetime
Once propagators are obtained for each mode ðk; aÞ, the
propagator in spacetime can be obtained by summing them
over the modes. The manipulation is known very well for
Minkowski space, but we here review it briefly for later
reference.
The in-out or in-in propagator is given by the following
summation (ti ¼ 1, tf ¼ 1):
11The Bogoliubov coefficients can be calculated by using
(68) as
ðt1; t0Þ ¼ ei!kðt1t0Þ; ðt1; t0Þ ¼ 0;
ðt1; t0Þ ¼ ei!kðt1t0Þ; ðt1; t0Þ ¼ 0;
which indicates that the vacuum at a later time, j0t1 i, coincides
with the vacuum at an earlier time, j0t0 i, up to a phase.
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 Yk;aðxÞYk0;a0 ðx0Þ: (111)








 Yk;aðxÞYk0;a0 ðx0Þ: (112)

























Gkðt; t0ÞRkðx; x0Þ: (115)
Here, Rkðx; x0Þ 
P
aYk;aðxÞYk;aðx0Þ are easily calculated
as
Rk¼0ðx;x0Þ¼ 1V ; Rk>0ðx;x
0Þ¼ 2
V
cosk  ðxx0Þ; (116)
and thus we have
Gðx; x0Þ ¼ 1
V

Gk¼0ðt; t0Þ þ 2
X
k>0










0Þ cosk  ðx x0Þ; (117)
where we have taken the limit L! 1 in the last equality.
The integration (117) can be performed easily (see
Appendix C), and we obtain















þ i0p Þ (118)
with 
  ðx x0Þ2. Here, JðzÞ is the Bessel function, and
KðzÞ is the modified Bessel function of the second kind.
IV. SCALAR FIELD IN DE SITTER SPACE
A. Geometry and definitions
We first recall the geometry of de Sitter space and collect
the notation and definitions, where d-dimensional de Sitter
space ðdSdÞ has the topology R Sd1 and is defined as a
hyperboloid,
MNX
MXN ¼ ‘2 ðM;N; . . . ¼ 0; . . . ; dÞ;
ðMNÞ ¼ diagð1; 1; . . . ; 1Þ;
(119)
in (dþ 1)-dimensional Minkowski space with the metric
ds2 ¼ MNdXMdXN (120)
and ‘ is called the de Sitter radius. The constant Ricci
scalar curvature is then given by R ¼ dðd 1Þ=‘2.
There are several well-known coordinate patches that
cover all or just a part of de Sitter space. Among them, we
consider the global patch and the Poincare´ (or planer)
patch, which we will briefly review below.
1. Global patch
This coordinate patch covers the whole region of de Sitter
space. The embedding of dSd is given by the functions
X0ð;Þ ¼ ‘ sinh ;
XIð;Þ ¼ ‘ cosh I ðI ¼ 1; . . . ; dÞ;
(121)
with  ¼ 1. Here,  runs over the range1< <1,
and is a unit vector inRd spanning a (d 1)-dimensional
sphere. With the coordinates ð;Þ the metric has the form
ds2 ¼ ‘2½d2 þ cosh 2d2d1
¼ ‘2½ð1 t2Þ2dt2 þ ð1 t2Þ1d2d1: (122)
In the last equality, we have introduced another temporal
coordinate t as
t  tanh  ð1< t < 1Þ: (123)
2. Poincare´ patch
This coordinate patch covers only half of de Sitter space.
The embedding is given by the following functions with
< 0 and x 2 Rd1:
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X0ð; xÞ ¼ ‘
2  2 þ jxj2
2 ; X
ið; xÞ ¼ ‘ x
i
 ;
Xdð; xÞ ¼ ‘
2 þ 2  jxj2
2 ; (124)




. Note that this patch only covers the region X0 þ
Xd ¼ ‘2=ðÞ> 0. In these coordinates, the metric takes
the form
ds2 ¼ ‘2d
2 þ dx  dx
2
: (125)
The Poincare´ patch is not preserved under a finite
action of de Sitter group SOð1; dÞ, but is still preserved
under infinitesimal actions of SOð1; dÞ. In fact, the infini-
tesimal actions are given by the Killing vectors MMN ¼
XM@N  XN@M, which take the following forms in the
Poincare´ patch:
M0d ¼ @ þ xi@i; (126)
M0i þMdi ¼ 1‘ ½2x
i@ þ 2xixj@j  ð2 þ jxj2Þ@i;
(127)
M0i Mdi ¼ ‘@i; (128)
Mij ¼ xi@j  xj@i: (129)
These Killing vectors do not have the @ component at the
boundary of the patch  ¼ 0 as long as jxj<1. Similarly,
if we define another time coordinate t  1=ðÞ, we find
that the Killing vectors do not have the @t component at
another boundary at t ¼ 0 (i.e.,  ¼ 1). These results
show that the infinitesimal transformations map any point
inside the Poincare´ patch (i.e., jxj<1 and 1<< 0)
into the same region.
We define the de Sitter invariant quantity
Zðx; x0Þ  ‘2MNXMðxÞXNðx0Þ; (130)
which is related to the geodesic distance dðx; x0Þ between
two points x and x0 via the relation






It takes the following values depending on the positional




>1 ðfor x and x0 timelikely separatedÞ
¼ 1 ðfor x and x0 lightlikely separatedÞ
<1 ðfor x and x0 spacelikely separatedÞ;
(132)





In the global and the Poincare´ coordinates, Zðx; x0Þ is
written in the form
Zðx; x0Þ ¼




One can easily prove that any two-point function Gðx; x0Þ
that is invariant under the infinitesimal actions MMN þ
M0MN ¼ MMNðxÞ@=@x þMMNðx0Þ@=@x0 must be a func-
tion of the de Sitter invariant Zðx; x0Þ. We will see that all
the propagators constructed in this paper turn out to be
functions of Zðx; x0Þ. In what follows (except in Sec. VI C),
we set ‘ ¼ 1.
B. Scalar field in the Poincare´ patch
We first consider a free real scalar field in the Poincare´









Using the same eigenfunctions fYk;aðxÞg as those
given in Sec. III [Eqs. (90)–(92)], we expand a scalar field
ðxÞ as






The functions defined in Sec. II then take the following
form [see (8) and (9)]:
qðÞ ¼ k;aðÞ; ðÞ ¼ ei"ðÞðd2Þ; (137)
12In this paper, we put a possible curvature-coupling
term, ð=2ÞR2 ¼ ðdðd 1Þ=2Þ2, into the mass term,
ðm2=2Þ2.







from which we introduce13
m"  ei"m; k"  ei"k: (139)
Note that
!k;0  !kð0Þ 			!0!1k; !k;1  !kð1Þ 			!1!0 m1 :
(140)
1. Propagators for each mode in the Poincare´ patch
The equation of motion (39) takes the form
2 €qðÞ  ðd 2Þ _qðÞ þ ðk2"2 þm2"ÞqðÞ ¼ 0; (141)
and we choose a set of independent solutions as
fðÞ ¼ ðÞd12 J"ðk"Þ; (142)














































Here, NðxÞ is the Neumann function. Note that Re" > 0
for any positive value of m. The Wronskian is given by
W½f; gðÞ ¼ ð2=ÞðÞd2, and thus
W½f; g ¼ ðtÞW½f; gðtÞ ¼ ei" 2 : (145)







































¼ NðzÞ  zNþ1ðzÞ: (149)












p ðIÞd22 ½ vIfðÞ uIgðÞ; (151)







V½ ’ðs;0Þ; ’ðs;0ÞðsÞ ’
ð>;0Þ ’ð<;0Þ:
(153)
We now send 0, 1 to the boundary of the Poincare´
patch: 0 ! i ¼ 1 and 1 ! f ¼ 0. By using the
































13Our prescription for Sec. II cannot be applied directly to the
exactly massless case, where !ðÞ ¼ 0 for k ¼ 0. We actually
define the massless theory as the m! 0 limit of a massive
theory. 14We have used the inequalities Re" > 0 and Reðik"Þ> 0.










one can easily show that uI, uI, vI, and vI (I ¼ 0, 1) have
the asymptotic forms











































 "  im"

: (161)
Since " always has a positive real part, we obtain the
relation ð1Þ"  ð1Þ" in the limit 1 ! 0, from
which we find
ju1j  jv1j; j u1j  j v1j: (162)
























p ð1Þd12 v1fðÞ; (166)

















ð0Þd2j v0j2V½ðfðÞ igðÞÞ;fðÞ igðÞ:
(168)
The in-out propagator can be readily obtained by







½ðÞð0Þd12 Jðk">ÞHð2Þ ðk"<Þ: (169)
Here, Hð1;2Þ ðxÞ are the Hankel functions defined by
Hð1;2Þ ðxÞ  JðxÞ  iNðxÞ, and we have set " ¼ 0 in the
last expression as far as it does not change the analytic
property of the propagator. One the other hand, in order to




½fð>Þ  igð>Þ½fð<Þ  igð<Þ
ðV ¼ V½ðfðsÞ  igðsÞÞ; fðsÞ  igðsÞðsÞÞ;
(170)
we first notice that the complex conjugate of
fðÞ  igðÞ ¼ ðÞd12 Hð2Þ" ðk"Þ is given by
½fðÞ  igðÞ ¼ ðÞd12 Hð1Þ"ðk"Þ. Thus, for the
small mass case, m< ðd 1Þ=2 ( 2 R), we have
½Hð2Þ ðzÞ ¼ Hð1Þ ðzÞ, so that we obtain
fðÞ  igðÞ ¼ ðÞd12 Hð2Þ ðk"Þ þOð"Þ; (171)
½fðÞ  igðÞ ¼ ðÞd12 Hð1Þ ðk"Þ þOð"Þ; (172)
which lead to
V ¼ 4i þOð"Þ: (173)
For the large mass case, m 
 ðd 1Þ=2 ( ¼ i 2 iR),
we have ½Hð2Þ ðzÞ¼½Hð2Þi ðzÞ¼Hð1ÞiðzÞ¼eHð1Þi ðzÞ,
so that we obtain
fðÞ  igðÞ ¼ ðÞd12 Hð2Þ ðk"Þ þOð"Þ; (174)
½fðÞ  igðÞ ¼ eðÞd12 Hð1Þ ðk"Þ þOð"Þ;
(175)
which lead to
V ¼ e 4i þOð"Þ: (176)
Substituting Eqs. (171)–(176) for (170), we obtain





½ðÞð0Þd12 Hð1Þ ðk">ÞHð2Þ ðk"<Þ:
(177)
We here make a few comments. With " set to zero, the
wave function ’ð;0Þ converges in the limit 0 ! 1






ðÞd12 Hð2Þ ðkÞ (178)
up to an oscillatory phase, while ’ð;1Þ diverges as
ð1Þ in the limit 1 ! 0. This difference can be
attributed to the fact that the timelike vector @ becomes
asymptotically a Killing vector in the remote past but not in
the remote future.15 The finite asymptotic function ’inðÞ
coincides with the positive-mode wave function associated
with the Euclidean vacuum up to a phase. One should note
that, in the limit 1 ! 0, the divergence in ’ð;1Þ is
canceled out with that in W½’ð;1Þ; ’ð;0Þ, and the
in-out propagator is obtained with a finite value.
For completeness, we show the asymptotic forms of the
Bogoliubov coefficients,










 eiðk"0þð2þ1Þ4 Þ; (179)














which diverge in either of the limits 0 ! 1 and
1 ! 0.
2. Propagators in the Poincare´ patch
Since the eigenfunctions fYk;aðxÞg are the same as those
given in Sec. III, the propagators in spacetime can be
























as in the case of Minkowski space (see Appendix C).
For the in-out propagator, we have













 Jðk">ÞHð2Þ ðk"<Þ: (182)
As is proved in Appendix D, this can be integrated to
the form16
Gout=inðx; x0Þ ¼ e
iðd2Þ
ð2Þd=2 ðu
2  1Þd24 Qd221=2ðuÞ (183)













Hð1Þ ðk">ÞHð2Þ ðk"<Þ (184)
can be rewritten in a similar manner to the form
Gin=inðx; x0Þ ¼ ð
d1
2 þ Þðd12  Þ
2ð2Þd=2
 ðu2  1Þd24 Pd221=2ðuÞ; (185)
with u  Zðx; x0Þ þ i0. A proof is also given in




























where Kummer’s relation (B34) has been used in the first
equality andC

 ðxÞ is the Gegenbauer function. This propa-
gator is the same as the well-known in-in propagator
associated with the Euclidean vacuum.
If we consider the massless limit where ! ðd 1Þ=2,
the in-in propagator diverges, as was pointed out in [11]. In
contrast, we find that the in-out propagator has a finite
massless limit,
15In fact, the Lie derivative of g with respect to the vector
 ¼ @ is Lg / ðÞ3.
16Here we have taken the limit "! 0. P ðzÞ andQ ðzÞ denote
the associated Legendre functions of the first and second kind
that are defined on the complex z plane other than the cut along
the real axis to the left of the point z ¼ 1. There are other types
of associated Legendre functions that are defined on the interval
ð1; 1Þ, which we denote by PðxÞ and QðxÞ. See Appendix E for
their definitions and several useful identities.
MASAFUMI FUKUMA, SOTARO SUGISHITA, AND YUHO SAKATANI PHYSICAL REVIEW D 88, 024041 (2013)
024041-14
Gout=inðx; x0Þ ¼ e
iðd2Þ
ð2Þd=2 ðu




C. Scalar field in the global patch
In the global patch, as a complete set of eigenfunc-
tions of the spatial Laplacian d1 on Sd1, we take
(real-valued) spherical harmonics fYLMðÞg. They satisfy
d1YLM ¼ LðLþ d 2ÞYLM ðM ¼ 1; . . . ; NðdÞL Þ, and
the degeneracy NðdÞL is given by
NðdÞL ¼
ðLþ d 3Þ!
ðd 2Þ!L! ð2Lþ d 2Þ (189)
with the exceptional case d ¼ 2 and L ¼ 0, where
Nð2Þ0  1. We choose them such that they are orthonormal:Z
dYLMðÞYL0M0 ðÞ ¼ LL0MM0 : (190)




the mode function qðtÞ  LMðtÞ describes a harmonic
oscillator with time-dependent mass and frequency of the
following form [see (8) and (9)]:
ðtÞ ¼ ei"ð1 t2Þd32 ; (192)
!ðtÞ ¼ ð1 t2Þ1ei"
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LðLþ d 2Þð1 t2Þ þm2
q
 ð1 t2Þ1 mðtÞ: (193)
1. Propagators for each mode in the global patch
The equation of motion takes the form
€qðtÞ þ ðd 3Þ t
1 t2 _qðtÞ þ!
2ðtÞqðtÞ ¼ 0: (194)
We choose a pair of independent solutions as


















and P ðtÞ andQ ðtÞ are the associated Legendre functions
defined on the interval ð1; 1Þ (see Appendix E). The
weighted Wronskian (constant in t) then has the form
W½f; g ¼ ðtÞW½f; gðtÞ ¼ ei" ðk" þ " þ 1Þðk"  " þ 1Þ : (197)


























 ðk"  " þ 1ÞQ"k"þ1ðtÞ

; (199)













ð1 t2I Þd14 ð vIfðtÞ uIgðtÞÞ:
(201)
We now send t0, t1 to the boundary of the global patch:
t0 ! ti ¼ 1 and t1 ! tf ¼ 1. Using (E20) and (E21), we
see that u1 ¼ uðt1Þ and v1 ¼ vðt1Þ take the following





































and thus we find that the wave functions behave as17
17The asymptotic forms given in Eq. (204) do not satisfy the
normalization condition (67). Actually, to ensure this normal-
ization, we need to add a subleading term proportional to
ð1 t21Þ"=2, which is omitted from the above asymptotic forms.
The asymptotic forms, however, are still sufficient for calculat-
ing various propagators.







i"ðk"  " þ 1Þffiffiffiffiffiffiffi
2m
p















ð1 t2Þd14 P"k" ðtÞ: (204)




cos "Þ, and we have used the formula (E10) and the fact that
m1 ! ei"m (t! þ1).

















 ei"2" sin ðk"Þð"Þ

d1






























Here, in adopting the asymptotic forms of P"k" ðt0Þ and Q
"
k"
ðt0Þ for t0 ! 1 [see (E22) and (E23)], we have used the fact
that Re" > 0, which particularly means that ð1 t20Þ
"
2  ð1 t20Þ
"








































ð1 t2Þd14 Q"k" ðtÞ ðd: evenÞ; (210)




ðk" þ " þ 1ÞÞ.
With the wave functions’ðt; tIÞ at hand [see (204), (209), and (210)], the weightedWronskian can be readily obtained as
W½’ðt; t1Þ; ’ðt; t0Þ 	
(þ10v1 v0ð1 t2ÞW½P"k" ðtÞ;P"k" ðtÞ ðd: oddÞ
10v1 u0ð1 t2ÞW½P"k" ðtÞ;Q
"
k"
ðtÞ ðd: evenÞ ¼
(þei"10v1 v0 2 sin" ðd: oddÞ
ei"10v1 u0 cos" ðd: evenÞ:
(211)
We then obtain the in-out propagator
Gout=inL ðt; t0Þ ¼ limt0!1
t1!þ1
i





2 sin ½ð1 t2>Þð1 t2<Þðd1Þ=4Pk ðt>ÞPk ðt<Þ ðd: oddÞ;
i
cos ½ð1 t2>Þð1 t2<Þðd1Þ=4Pk ðt>ÞQk ðt<Þ ðd: evenÞ:
(212)
In the last expression, we have set " ¼ 0.
To obtain the in-in propagator, we first notice that
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V  V½ ’ðt; t0Þ; ’ðt; t0Þ ¼
8<
: j0j
2j v0j2V½f; fðTsÞ ðd: oddÞ
j0j2j u0j2V½g; gðTsÞ ðd: evenÞ;
(213)
from which we have
Gin=inL ðt; t0Þ ¼ lim
t0!1
i
V½ ’ðt; t0Þ; ’ðt; t0ÞðTsÞ ’










When the mass is large [m 
 ðd 1Þ=2 and thus  ¼ i 2 iR], we have
½fðtÞ ¼ ð1 t2Þd14 ½P"k" ðtÞ ¼ ð1 t2Þ
d1
4 P"k" ðtÞ þOð"Þ; (215)
½gðtÞ ¼ ð1 t2Þd14 ½Q"k" ðtÞ ¼ ð1 t2Þ
d1
4 Q"k" ðtÞ þOð"Þ; (216)
and thus
V½f; fðTsÞ ¼ 2i sinh þOð"Þ; (217)
V½g; gðTsÞ ¼ i sinh2 þOð"Þ: (218)
The in-in propagator is then obtained as




2 sinh ðÞ ½ð1 t2>Þð1 t2<Þ
d1
4 Pik ðt>ÞPik ðt<Þ ðd: oddÞ;
2
 sinh ðÞ ½ð1 t2>Þð1 t2<Þ
d1
4 Qik ðt>ÞQik ðt<Þ ðd: evenÞ:
(219)
On the other hand, when the mass is small [m< ðd 1Þ=2 and thus  2 R], we have fðtÞ ¼ fðtÞ þOð"Þ, gðtÞ ¼
gðtÞ þOð"Þ, and thus V½f; fðTsÞ ¼ Oð"Þ, V½g; gðTsÞ ¼ Oð"Þ. This means that lim t0!1G00ðt; t0; t0; t0Þ has the
singularity of the form Oð"1Þ, and we cannot set " ¼ 0.
The wave functions at the remote past and future had been obtained for the heavy mass case (m 
 ðd 1Þ=2) in
[10,18] as18




2Þd14 Pik ðtÞ ðd: oddÞ
ð1 t2Þd14 Qik ðtÞ ðd: evenÞ;
(221)
by requiring that ’inðtÞ ð’outðtÞÞ be regular for t! 1 (t! þ1) and an analytic function in the lower half of complexm2
plane (see also [24] where they are obtained by suitably choosing the Jost functions). Our propagators (212) and (219) for
m 
 ðd 1Þ=2 are consistent with these wave functions.
From (68), the Bogoliubov coefficient ðt1; t0Þ can be found to have the asymptotic form
18We here give the following identities which are useful in comparing our results with the literature:
2
d1





þ L; d 1
2
þ Lþ ; 1þ ;e2

¼ ð1 t2Þd14 Pk ðtÞ;
2
d1





þ L; d 1
2
þ L ; 1 ;eþ2

¼ ð1 t2Þd14 Pk ðtÞ
¼ ðkþ 1þ Þ




kPk ðtÞ ðd: oddÞ
ð1Þkþ1=2ð2=ÞQk ðtÞ ðd: evenÞ
:
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in odd dimensions, and

































































2. Propagators in the global patch
We now make a sum over all modes to obtain the propagators, Gout=inðx; x0Þ and Gin=inðx; x0Þ. For d 
 3, the summation
over M can be written with the Gegenbauer polynomials as
XNðdÞL
M¼1
YLMðÞYLMð0Þ ¼ 2Lþ d 2ðd 2Þjd1jC
d2
2
L ð 0Þ ðjd1j ¼ 2d2=ðd=2ÞÞ: (226)












which is the same as the d! 2 limit of the expression (226). Thus Eq. (226) can be understood to hold for any
dimensionality d 
 2. The in-out propagator in spacetime then takes the form














L ð 0Þ; (228)
which becomes
Gout=inodd ðx; x0Þ ¼
i









in odd dimensions, and
Gout=ineven ðx; x0Þ ¼ i





ð2Lþ d 2ÞPk ðt>ÞQk ðt<ÞC
d2
2
L ðcos Þ (230)
in even dimensions. Here, we have defined  via the relation  0  cos .
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Using Eqs. (E24) and (E25) and introducing
uðx; x0Þ  Zðx; x0Þ  i0 ¼  tt
0 þ cos 
ð1 t2Þ12ð1 t02Þ12  i0; (231)
we can rewrite the in-out propagator in a de Sitter invariant form,
Gout=inodd ðx; x0Þ ¼
eid22
2ð2Þd2 sin ðÞ ½ðu









Gout=ineven ðx; x0Þ ¼ ie
id22
2ð2Þd2 cos ðÞ ½ðu









In the massless limit m! 0 (or ! ðd 1Þ=2), we have
sin! 0 ðd: oddÞ; cos! 0 ðd: evenÞ; (234)
and thus the propagators (232) and (233) diverge. We thus conclude that there exists no finite massless limit in the global
patch, as opposed to the case of the Poincare´ patch.
On the other hand, the in-in propagator in the heavy mass case (m> ðd 1Þ=2) takes the form








L ð 0Þ; (235)
which becomes
Gin=inodd ðx; x0Þ ¼
i









in odd dimensions, and
Gin=ineven ðx; x0Þ ¼ 2i





ð2Lþ d 2ÞQk ðt>ÞQk ðt<ÞC
d2
2
L ðcos Þ (237)
in even dimensions. Here,  ¼ i ¼ i ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffim2  ðd 1Þ2=4p ð 2 RþÞ. Note that Gin=inodd ðx; x0Þ ¼ Gout=inodd ðx; x0Þ, which is
consistent with a well-known fact that the in-vacuum equals the out-vacuum up to a phase in odd dimensions (see
[18]). The summations in (236) and (237) can be carried out analytically by using (E24) and (E27) and are again expressed
in de Sitter invariant forms,




































































V. FEYNMAN PATH INTEGRAL IN DE SITTER SPACE
In this section, we consider the Feynman propagator obtained by a path integral in curved spacetime with the
background metric (2),















This action gives a Hamiltonian of the form HsðtÞ ¼
ei"½HsðtÞj"¼0 in the Schro¨dinger picture. We expect that
the propagator defined by the path integral agrees with the
in-out propagator obtained in the preceding sections. In
fact, suppose that the base spacetime where ðxÞ lives
has a sufficiently large noncompact region in the temporal
direction near the future and past boundaries at t ¼ tf and
t ¼ ti, respectively (see Fig. 2). Then, due to the existence
of i", if we first define the path integral for a finite interval
ðt0; t1Þ and send the initial time t0 and the final time t1 to the
infinite past ti and the infinite future tf, respectively, then
the initial and final states would be well kept subject to the
projection to the instantaneous ground state at each moment
t0 or t1, and the dominant contribution to the path integral
will be only from the configurations that are in the instan-
taneous ground states near the temporary boundaries. In this
section, we first identify the (sufficient) condition under
which such projection onto the instantaneous ground states
can happen and show that both the Poincare´ and the global
patches indeed satisfy this condition.
A. Effective noncompactness in the temporal direction




The propagator is then written as a sum of the propagators

















For a fixed mode n, the propagator hnðtÞnðt0Þi can be
given the following operator representation in the




hc 1; t1jUðt1;tÞn;sUðt;t0Þn;sUðt0;t0Þjc 0;t0i
hc 1;t1jUðt1; t0Þjc 0; t0i : (246)
Here, jc 1; t1i and jc 0; t0i are the final and initial states to
be specified as boundary conditions when performing a
path integral, and are formally taken to be hnjc 1; t1i ¼
hnjc 0; t0i ¼ 1 for the path integral (244). In the follow-





h0t1 ; t1jUðt1; tÞn;sUðt; t0Þn;sUðt0; t0Þj0t0 ; t0i
h0t1 ; t1jUðt1; t0Þj0t0 ; t0i
(247)
for arbitrary jc 1; t1i and jc 0; t0i, provided that the change
of time variable t! 
ðtÞ such that j!nðtÞjdt ¼ d
 maps
the region ðti; tfÞ onto a noncompact region for both sides,
(i.e., 
i  
ðtiÞ ¼ 1 and 
f  
ðtfÞ ¼ þ1). When
this condition is met, the foliation under consideration
will be said to be effectively noncompact in the temporal
direction for the mode n.
It is enough to show that the following equalities hold
for an arbitrary state jc i:
lim
t1!tf
hc 1; t1jUðt1; tÞjc i ¼ lim
t1!tf
hc 1; t1j0t1 ; t1i
 h0t1 ; t1jUðt1; tÞjc i; (248)
lim
t0!ti
hc jUðt; t0Þjc 0; t0i ¼ lim
t0!ti
hc jUðt; t0Þj0t0 ; t0i
 h0t0 ; t0jc 0; t0i: (249)
To show the first equality, we first introduce a new time
coordinate 
 such that j!nðtÞjdt ¼ d
, which maps the
time interval ðt; t1Þ to a new interval ð
;
1Þ. Then
the Hamiltonian for the mode n becomes (we will omit
the index n for brevity)19





FIG. 2 (color online). The spacetime region where the path
integral is performed.
19We will discard the zero-point energy in the following
discussions.




ÞÞ, and the time evolution operator
becomes













We then introduce a small interval  and divide the new






By introducing sk  
þ k ðk ¼ 0; 1; . . . ; NÞ with s0¼

and sN ¼ 




exp ½iei"bys ðskÞbsðskÞ: (253)
Substituting this to the amplitude hc 1; t1jUðt1; tÞjc i and
inserting the identity
P1
nk¼0 jnk; skihnk; skj ¼ 1 at each
time sk, we obtain






nkhc 1; t1jnN; sNihn0; s0jc i
YN
k¼1
hnk; skjeibys ðskÞbsðskÞjnk1; sk1i:
(254)
We thus find that the amplitude hc 1; t1jUðt1; tÞjc i is
expressed as a sum over the paths, each path correspond-
ing to an evolution of energy levels (not of ‘‘positions’’)
and represented by a sequence fnkg ðk ¼ 0; 1; . . . ; NÞ. We
see that each path receives a suppression factor
exp ½"PNk¼1 nk ¼ exp ½" ðareaÞ, where (area) is
the area of the shaded region in Fig. 3.
We now take the limit t1 ! tf. If the foliation is effec-
tively noncompact in the temporal direction (i.e., if 
1
approaches 
f ¼ 1), then Nð;
1  
Þ goes to infinity
as t1 ! tf for the fixed small number , and thus the
suppression factor removes the contribution from any
path having a nonvanishing tail for large t and projects
onto a set of paths satisfying the condition nk ! 0
ðk! 1Þ . This proves the equality (248). Equality (249)
can also be proved in the same way.
We can easily show that both the Poincare´ and the global
patches are effectively noncompact in the temporal direc-
tion for any mode. As for the Poincare´ patch, the frequency
for the mode k is given by j!kðÞj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2ðÞ2 þ k2p ,
and thus it behaves as j!kðÞj 	 k ð	 i ¼ 1Þ and









dj!kðÞj ¼ m log 1f þ const ¼ þ1:
(255)
FIG. 3. A path labeled by fnk; skg. The amplitude suffers from
a suppression proportional to the area of the shaded region. If

1 ! 
f ¼ 1 as t1 ! tf, only such paths survive that are the
instantaneous ground states in the far future (i.e., nk ¼ 0 for
large enough k).
FIG. 4 (color online). Poincare´ patch with light mass: the real
part (upper) and the imaginary part (lower) of the in-out propa-
gator Gout=ink ð;0Þ (dashed curve) and the propagator
hkðÞkð0Þi (solid curve) are shown for d ¼ 4, m ¼ 0:5,
k ¼ 1, a ¼ 0:02, " ¼ 0:01, 0 ¼ 60, 1 ¼ 0:01, and 0 ¼
30:005. Recall that i ¼ 1 and f ¼ 0.
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This shows that the Poincare´ patch is effectively noncom-
pact for nonvanishing modes k.20 As for the global patch,
the frequency for the mode ðL;MÞ is given by j!LðtÞj ¼
ð1 t2Þ1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffim2 þ LðLþ d 2Þð1 t2Þp , and thus it
behaves as j!LðtÞj 	 ðm=2Þð1þ tÞ1 ðt	 ti ¼ 1Þ and





dtj!LðtÞj ¼ m2 log
1




dtj!LðtÞj ¼ m2 log
1
1 tf þ const ¼ þ1:
(256)
This shows that the global patch is effectively noncompact
for any mode ðL;MÞ.
Once the equivalence is established, we can easily
understand why the obtained in-out propagators are written
with the de Sitter invariant Zðx; x0Þ. In fact, since the
patches we consider are preserved under infinitesimal
actions of SOð1; dÞ, and since a path integral (for a free
scalar field) can be defined as respecting the symmetry
under the infinitesimal actions of SOð1; dÞ (which is indeed
the case only after we take the limit "! 0), the propagator
obtained by such path integral (and thus the in-out propa-
gator) must be invariant under the infinitesimal actions of
SOð1; dÞ. As was mentioned in the last paragraph of
Sec. IVA, this invariance is sufficient to ensure that the
propagator can be written with the de Sitter invariant
Zðx; x0Þ.
B. Numerical check
In this subsection, we numerically demonstrate that the
equivalence between the two propagators certainly holds,
one obtained by a path integral with the i" prescription and
another obtained as the in-out propagator using the instan-
taneous ground states.
We first rewrite the action (245) with a new variable
	nðtÞ ¼ jðtÞj1=2nðtÞ  e
ðtÞnðtÞ (we will omit the
mode label n for simplicity). Then, the action for each
mode has the form







FIG. 5 (color online). Poincare´ patch with heavy mass: the real
part (upper) and the imaginary part (lower) of the in-out propa-
gator Gout=ink ð;0Þ (dashed curve) and the propagator
hkðÞkð0Þi (solid curve) are shown for d ¼ 4, m ¼ 9,
k ¼ 1, a ¼ 0:02, " ¼ 0:07, 0 ¼ 60, 1 ¼ 0:01, and
0 ¼ 30:005. Recall that i ¼ 1 and f ¼ 0.
FIG. 6 (color online). Global patch with light mass (d: odd/
even): the imaginary part of the in-out propagator Gout=inL ðt; 0Þ
(dashed curve) and the propagator hLðtÞLð0Þi (solid curve) are
shown for d ¼ 3 (upper) [d ¼ 4 (lower)], m ¼ 0:5, L ¼ 2,
a ¼ 0:005, " ¼ 1010, t0 ¼ 0:995, and t1 ¼ 0:995. Recall
that ti ¼ 1 and tf ¼ þ1. The real part is zero.
20The zero mode k ¼ 0 does not satisfy the condition.
However, since the mode belongs to a continuous spectrum,
this does not give rise to a problem.
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2"ðtÞ  ei"j!ðtÞj2  ei"ð _
ðtÞÞ2  ei" €
ðtÞ; (258)
and the propagator for each mode is given by
hðtÞðt0Þi¼ jðtÞðt0Þj1=2h	ðtÞ	ðt0Þi
¼ jðtÞðt0Þj1=2htj iei"@2t 2"
jt0i: (259)
We numerically evaluate the propagator (259) by dividing
the interval ðti; tfÞ into N parts and by calculating the
inverse of the matrix corresponding to i1ðei"@2t 2"Þ.
We take a uniform spacing a  ðt1  t0Þ=N for brevity and
write the time variable as t ¼ ar with r an integer in the
region r0 < r < r1 (r0  t0=a and r1  t1=a). We then
introduce dimensionless variables 	r as
	ðtÞ ¼ a1=2	r; (260)










dN		r	r0 exp ð i2
P
S";ss0	s	s0 ÞR
dN	 exp ð i2
P
S";ss0	s	s0 Þ
¼ iðS1" Þrr0 ;
(263)
the propagator is obtained as
hðtÞðt0Þi ¼ iajðtÞðt0Þj1=2ðS1" Þrr0
ðt ¼ ar; t0 ¼ ar0Þ:
(264)
We numerically calculate the inverse matrix (264) for both
of the Poincare´ and global patches and compare the result
with our in-out propagators obtained in Sec. IV.
The results in the Poincare´ case for fd ¼ 4; m ¼ 0:5g
and fd ¼ 4; m ¼ 9g are depicted in Figs. 4 and 5, while
those in the global patch for fd ¼ 3; 4; m ¼ 0:5g, fd ¼
3; m ¼ 9g, and fd ¼ 4; m ¼ 9g are in Figs. 6–8. We find
that there is a perfect agreement for the global patch, while
there exists a small discrepancy for the Poincare´ patch. We
observe that the discrepancy gets reduced as one takes a
finer mesh near  ¼ 0 and a larger value for j0j, and we
expect that it will disappear eventually. We thus are almost
FIG. 7 (color online). Global patch with heavy mass (d: odd):
the real part (upper) and the imaginary part (lower) of the in-out
propagator Gout=inL ðt; 0Þ (dashed curve) and the propagator
hLðtÞLð0Þi (solid curve) are shown for d ¼ 3, m ¼ 9, L ¼
2, a ¼ 0:005, " ¼ 0:07, t0 ¼ 0:995, and t1 ¼ 0:995. Recall
that ti ¼ 1 and tf ¼ þ1.
FIG. 8 (color online). Global patch with heavy mass (d: even):
the real part (upper) and the imaginary part (lower) of the in-out
propagator Gout=inL ðt; 0Þ (dashed curve) and the propagator
hLðtÞLð0Þi (solid curve) are shown for d ¼ 4, m ¼ 9,
L ¼ 1, a ¼ 0:005, " ¼ 0:07, t0 ¼ 0:995, and t1 ¼ 0:995.
Recall that ti ¼ 1 and tf ¼ þ1.
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convinced that the equivalence between the two propaga-
tors is confirmed numerically.
VI. HEAT KERNEL REPRESENTATION AND
THE COMPOSITION PRINCIPLE
A. General theory
We consider the random walk of a relativistic particle
moving in a Lorentzian manifold with the metric
ds2 ¼ gðxÞdxdx: (265)
Its trajectory is uniquely specified by the functions XðÞ
ð0    1Þ, up to reparametrizations ! fðÞ such that
dfðÞ=d > 0, fð0Þ ¼ 0, fð1Þ ¼ 1. The amplitude con-








where VolðDiff1Þ is the gauge volume of one-dimensional
diffeomorphisms
XðÞ ! ~XðÞ ¼ XðfðÞÞ; (267)
and we propose to set the action I0½X for the random walk
in a Lorentzian manifold as










Note the presence of two infinitesimal imaginary parts, i"
and i"0, in I0½XðÞ (", "0 > 0). The first ði"Þ is the standard
one, which manifestly suppresses the contribution from
such paths that are prolonged in the timelike direction.
We further have introduced the second one ði"0Þ in order
to define the path integral for any shape of path in a
Lorentzian manifold. In fact, for a timelike segment
( _X2<0), we can neglect "0 and the action becomes the
standard action for a timelike path, while for a spacelike
segment ( _X2 > 0), we can rewrite the square root asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi











and the action gives the path-integral weight which sup-
presses the contribution from such paths that are stretched
largely in the spacelike direction.
The action (268) of the Nambu-Goto type is equivalent













where eðÞ> 0 is the einbein defined on the one-
dimensional manifold. We can see from this expression
that i" and i"0 give imaginary parts of the same sign. The
new action I½XðÞ; eðÞ also has the invariance under the
one-dimensional diffeomorphisms
XðÞ ! ~XðÞ ¼ XðfðÞÞ; (271)
eðÞ ! ~eðÞ ¼ dfðÞ
d
eðfðÞÞ; (272)
and we can take a gauge fixing where eðÞ ¼ constant 
T. However, as is discussed in detail in [25], such constant
T ¼ R10 deðÞ is actually Diff1 invariant and needs to be















































where in the last line we have rewritten the expression with
t  T. The path integral is nothing but that for the quan-
tum mechanical amplitude from the state jx0i to the state







 1ffiffiffiffiffiffiffigp @ð ffiffiffiffiffiffiffigp g@Þ þm2  i"

; (274)









Here, Kðx; x0;TÞ is the heat kernel of the d’Alembertianh,
Kðx; x0;TÞ  hxjeiðT=2Þhjx0i; (276)




Kðx; x0;TÞ ¼  1
2
hxKðx; x0;TÞ; (277)
21There may arise a divergence when calculating the Jacobian
to obtain the second line, but such divergence should be ultra-
local in quantum mechanics (i.e., one-dimensional field theory
with a coordinate ) and can be simply dealt with by an additive
renormalization of mass m, as in the Euclidean space considered
in [25].
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Kðx; x0;T ¼ 0Þ ¼ dðx; x0Þ  1ffiffiffiffiffiffiffigp dðx x0Þ: (278)
Note that we need to multiply (273) by 1=2 to obtain the
propagator Gðx; x0Þ of a neutral particle (i.e., particle ¼
antiparticle),









Since the propagator Gðx; x0Þ can formally be written as
Gðx; x0Þ ¼ ihxjðhm2 þ i"Þ1jx0i, one can easily show
that Gðx; x0Þ satisfies the following composition law [21]:
@
@m2




ddyGðx; yÞGðy; x0Þ; (280)
which is consistent with the asymptotic form ofGðx; x0Þ for
large timelike separation with large mass
Gðx; x0Þ 	 eimLðx;x0Þ; (281)
where Lðx; x0Þ is the timelike geodesic distance between x
and x0. The relation (280) has been proposed by Polyakov
as a principle to be satisfied by quantum field theory in
curved spacetime in order for the propagator to be inter-
preted as representing a sum over paths of a relativistic
particle in the spacetime. If the spacetime has a global
timelike Killing vector (as does Minkowski space), one can
define a common vacuum of scalar field from the past
through the future, and the relativistic particle corresponds
to a one-particle state. Note that such interpretation is not
always possible when spacetime has no global timelike
Killing vector [1] (see also [26] for a recent discussion).
As a simple example, we consider a neutral particle
propagating in a d-dimensional Minkowski space with
the metric
ds2 ¼ dt2 þ dx2: (282)



















Here, the first i reflects the fact that the Gaussian integral
over p0 has the opposite sign of the quadratic term to that
for the other variables pi ði ¼ 1; . . . ; d 1Þ. Substituting
this to (279), we obtain the following expression:








with z2 ¼ "0  iðx x0Þ2 and a ¼ iðm2  i"Þ. This
integration can be easily performed, and we obtain


























  ðx x0Þ2. This certainly agrees with the
propagator (118) of a real scalar field.
B. de Sitter case
In this subsection, we check that the in-out propagators
(183), (232), and (233) indeed satisfy the composition law
by giving their heat kernel representations.22
1. Poincare´ patch
We start from the following integral representation of
















2 þ 2 ½d 2 Z;Re > 0: (286)
Since 2" has a positive imaginary part, we have









ðd12 þ iÞðd12  iÞ
ðiÞðiÞ

































We thus find that the in-out propagator (183) in the
Poincare´ patch has the heat kernel representation of the
form
22See [27] (also [21]) for the direct evaluation of the random
walk in de Sitter space, which is based on the heat kernel for
Euclidean AdS space obtained in [28].
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2 TKðx; x0;TÞ; (289)
Kðx; x0;TÞ ¼  e









































































ðuÞ ¼ 0; (292)
and the fact that the Klein-Gordon operator for functions of
the de Sitter invariant fðZÞ can be written as
hfðZÞ ¼ ð1 Z2Þ@2ZfðZÞ  dZ@ZfðZÞ: (293)
The initial condition (278) can be shown to hold by using
the heat kernel equation and the equality

















¼ iKðx; x0; 0Þ: (295)
2. Global patch
In a similar way, using Eq. (287), we can show that the
in-out propagators (232) and (233) have the heat kernel
representation of the form
Gout=inf oddeveng




























































Equations (277) and (278) also hold for these heat kernels,
as can be shown in the same way as above.
C. Relation to the Green function in
Euclidean AdS space
As has been pointed out in [27], the in-out propagator in
the Poincare´ patch is directly related to the Green function
in Euclidean anti–de Sitter (AdS) space through an analytic
continuation. In this subsection, we demonstrate this
equivalence with precise numerical constants.
We define d-dimensional Euclidean AdS space (EAdSd)
as the hypersurface in a (dþ 1)-dimensional Minkowski
space with the relation
MNY
MYN ¼ ‘02 ðM;N ¼ 0; . . . ; dÞ; (299)
where ‘0 is called the AdS radius. EAdSd has two con-
nected components. A frequently used coordinate system
which covers only a single connected component is the
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Poincare´ coordinates ðz; yiÞ ði ¼ 1; . . . ; d 1Þ that are
defined by the following embedding:
Y0 ¼ ‘
02 þ z2 þ jyj2
2z









We here have chosen the component with z > 0. The
metric then takes the form
ds2 ¼ ‘02 dz
2 þ dy  dy
z2
: (301)
The Green function in Euclidean AdS space is known to





02ðy; y0Þ  1Þd24 Qðd2Þ=2
01=2 ðZ0ðy; y0ÞÞ;
(302)
where Z0ðy; y0Þ is the invariant of Euclidean AdS space,
Z0ðy; y0Þ  ‘02MNYMðyÞYNðy0Þ
¼ 1þ ðz z












Note that Z0 is always larger than unity.
The coordinate system ðz; yiÞ is related to the Poincare´
coordinates ð; xiÞ of d-dimensional de Sitter space
through the analytic continuation
z ¼ ei02 ðÞ; yi ¼ xi; ‘0 ¼ ei02 ‘; (305)
or equivalently,
Y0 ¼ iXd; Yi ¼ Xi; Yd ¼ iX0: (306)
In fact, one can easily show that the metrics of EAdSd and

















Z0ðy; y0Þ ¼ z
2 þ z02 þ jy y0j2
2zz0
¼ ðÞ
2 þ ð0Þ2  jx x0j2
20
 i0
¼ Zðx; x0Þ  i0; (308)
with which the Green function on Euclidean AdS space can
be rewritten as
GEAdSðy; y0Þ ¼ e
iðd2Þ
ð2Þd=2‘d2 ðu
2  1Þd24 Qðd2Þ=2"1=2 ðuÞ
ðu ¼ Zðx; x0Þ  i0Þ: (309)
This agrees with the in-out propagator (183) in the
Poincare´ patch of de Sitter space,
Gout=inðx; x0Þ ¼ e
iðd2Þ
ð2Þd=2‘d2 ðu
2  1Þd24 Qðd2Þ=21=2 ðuÞ
ðu ¼ Zðx; x0Þ  i0Þ: (310)
As pointed out in [18], the Green function of Euclidean
AdS space has no direct relation with the in-in propagators
associated with  vacuum of de Sitter space for any . We
see that it is the in-out propagator (in the Poincare´ patch)
which is actually related to the Green function of
Euclidean AdS space. We thus expect that we can obtain
a deep insight on the dS/CFT correspondence [30] by
analytically continuing the Euclidean AdS/CFT correspon-
dence and by interpreting the result in terms of the in-out
propagators (not of the in-in propagators).
VII. DISCUSSIONS AND CONCLUSION
In this paper, we have considered quantum theory of a
free scalar field in nonstatic spacetime. We first developed
a framework to treat a harmonic oscillator with time-
dependent parameters and then applied it to investigate a
free scalar field in de Sitter space, both in the Poincare´ and
the global patches.
We have taken the vacuum state at each moment tI to be
the instantaneous ground state of the Hamiltonian at the
moment. We developed a calculation method to obtain the
wave function ’ðt; tIÞ associated with the vacuum. The in-
out and in-in propagators are then obtained from the wave
functions by sending the initial and final times to the past
and future infinities.
A major advantage of our prescription in defining the
vacuum is that we do not need to introduce ‘‘positive-
energy wave functions’’ that cannot be defined in a definite
way for a spacetime with no asymptotic timelike Killing
vector.
23In fact, solving the Klein-Gordon equation with a delta
function source using the Euclidean AdS invariant Z0 ¼
Z0ðy; y0Þ, we see that the Green function is a linear combination
of ðZ02  1Þðd2Þ=4P ðd2Þ=2
01=2 ðZ0Þ and ðZ02  1Þðd2Þ=4
Qðd2Þ=2
01=2 ðZ0Þ. By requiring that the Green function damps at
large separation (cluster property), only the latter solution is
selected, as can be seen from the asymptotic forms of the
associated Legendre functions [see (E18) and (E19)]. The nor-
malization is then determined by requiring that the Green
function coincides with that in Euclidean space for infinitesimal
separation of y and y0 [or Z0ðy; y0Þ ! 1].
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We have applied our method to calculate the in-out and
in-in propagators in de Sitter space. The obtained propa-
gators take de Sitter invariant forms and are consistent with
the results known in the literature. What actually happens
is that, when the time tI is sent to a temporal boundary, our
wave function’ðt; tIÞmay diverge, but the obtained propa-
gator has a finite limit and coincides with the propagator in
the literature [see the comments following (177)].
As a new result, we have found that a finite massless
limit exists for the in-out propagator in the Poincare´ patch.
This is in contrast to the in-in propagator, where the no-go
theorem states that no massless limit exists for the in-in
propagators without breaking the de Sitter invariance [11].
The same functional form had been obtained for the in-out
propagators without precise numerical coefficients in
[21,27] from other approaches, and the massless case
also had been considered in [21]. However, one cannot
discuss the existence of a finite massless limit without
knowing the precise numerical coefficients. Indeed, our
in-out propagator in the global patch diverges in the mass-
less limit just because the numerical coefficient diverges.
We have argued that our in-out propagator for a given
foliation coincides with the Feynman propagator obtained
by a path integral with the i" prescription, provided that the
foliation is effectively noncompact in the temporal direc-
tion. We also have shown that both the Poincare´ and the
global patches meet the condition, and have confirmed the
coincidence by numerical calculations.
We have also shown that the in-out propagators in both
the Poincare´ and the global patches satisfy Polyakov’s
composition law, demonstrating that the in-out propagators
can be expressed as a sum over paths of a relativistic
particle. It should be interesting to investigate whether
the composition law holds universally for the in-out propa-
gators in any spacetime. Furthermore, as a more funda-
mental issue, it must be important to clarify the meaning
of (or to try to give an interpretation to) the relativistic
particle in the language of quantum field theory in curved
spacetime, where it is known that it is not always possible
to introduce the concept of particles.
Our in-in propagator in the global patch has a finite value
for m 
 ðd 1Þ=2, but it diverges for m< ðd 1Þ=2. It
will be important to compare the in-in propagators with
those obtained (numerically) by the path integral of the
Schwinger-Keldysh type [12,13] (see also [23]).
As an important application of our construction,
it should be interesting to investigate a thermodynamic
property intrinsic to de Sitter space, especially its nonequi-
librium property [31]. On the basis of our formalism, it
would also be interesting to investigate some physical
quantities such as the rate of vacuum decay at finite times.
As another future direction, it would be interesting to apply
our method to quantum field theories in spacetimes with
horizon, such as a spacetime with black hole and de Sitter
space in the static patch. For such a spacetime, one needs to
carefully study the consistency of our formalism with
boundary conditions at the horizon.
It should be important to consider interacting fields in
generic nonstatic spacetimes and to establish perturbation
theory on the basis of our formalism. It will be also
interesting to investigate the in-out propagators for grav-
itons, since our method can be applied to field theory of
higher spins without any essential modifications.
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APPENDIX A: PROOF OF EQ. (79)
Setting t ¼ Ts in (52) and using the Hermiticity


















ðV½f;gf _g _fgÞ: (A1)














A straightforward calculation shows that
ðt; t0Þ ¼ i V½ ’
ðTs; tÞ; ’ðTs; t0Þ V½ ’ðTs; tÞ; ’ðTs; t0Þ
V½’ðTs; tÞ; ’ðTs; t0Þ V½’ðTs; tÞ; ’ðTs; t0ÞÞ
 !
: (A3)
Note that detðt; t0Þ ¼ 1 due to the commutation relations ½ayðtÞ; ayðtÞ ¼ 1 and ½aðt0Þ; aðt0Þ ¼ 1 (this can also be
checked by a direct calculation). Then, setting t ¼ t0 ¼ t0 in (A2) and (A3), we find that
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ay0 ¼ 
V½’ðTs; t0Þ; ’ðTs; t0Þ




V½ ’ðTs; t0Þ; ’ðTs; t0Þ a0: (A4)
APPENDIX B: ASYMPTOTICALLY
MINKOWSKI SPACE
In this Appendix, we reinvestigate within our frame-
work a well-studied case where spacetime is asymptoti-
cally Minkowski in both the remote past and the remote
future [1].
1. Setup
For brevity we consider the two-dimensional spacetime
with the metric
ds2 ¼ a2ðtÞðdt2 þ dx2Þ; (B1)









This spacetime is asymptotically Minkowski with scale a0
in the remote past and with scale a1 in the remote future.
By expanding a scalar field ðt; xÞ as




























Thus, the correspondence with the ingredients of Sec. II is
given by






















!  12 ð!1 !0Þ: (B8)
2. Wave functions
The equation of motion takes the form














which can be solved analytically with the hypergeometric



























i!; 1 i!; 1þ i!0; 1þ 2

; (B11)
where   tanh t, and Fða; b; c; zÞ is the hypergeometric
function. Their asymptotic forms for t ¼ t0 	1
(or  ¼ 0 	1) are easily found to be
f0 ¼ fðt0Þ 	 ei!0t0 ; g0 ¼ gðt0Þ 	 ei!0t0 ; (B12)
and the weighted Wronskian W½f; g ¼ ðtÞW½f; gðtÞ is
found to be
W½f; g ¼ 2i!0: (B13)
From this we find that the functions in (54) and (55) have
the asymptotic forms
u0 	 0; u0 	2i!0ei!0t0 ; (B14)
v0 	 2i!0ei!0t0 ; v0 	 0: (B15)
The wave functions in the limit t0 ! 1 then take the
form





p ei!0t0i!þti! log ð2 cosh tÞ
 F





24Since i" plays no essential role in this Appendix, we have
eliminated it from the action.
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p ei!0t0þi!þtþi! log ð2 cosh tÞ
 F





In order to calculate the asymptotic forms of various
functions for t	þ1, it is convenient to rewrite fðtÞ and
gðtÞ by using the formula
Fða; b; c; zÞ
¼ ðcÞðc a bÞ
ðc aÞðc bÞFða; b;aþ b cþ 1; 1 zÞ
þ ðcÞðaþ b cÞ
ðaÞðbÞ ð1 zÞ
cab















































































ð1þ i!Þði!Þ : (B22)
With these, the asymptotic forms for t1 	þ1 can be
obtained easily as





1=2ð~ei!1t1  ~ei!1t1Þ; (B23)






























1=2ð2i ~!1Þei!1t1 : (B28)
We then find that the Bogoliubov coefficients take the
asymptotic forms
ðt1; t0Þ 	 ~eið!0t0!1t1Þ  1 ð ðt1; t0Þ 	 1Þ; (B29)
ðt1; t0Þ 	 ~eið!0t0þ!1t1Þ  1 ð ðt1; t0Þ 	 1Þ: (B30)
They coincide with the well-known values in the literature
(see, e.g., in [1]) up to a phase. It is easy to see
j1j2 ¼ sinh
2ð!þÞ
sinh ð!0Þ sinh ð!1Þ ; (B31)
j1j2 ¼ sinh
2ð!Þ
sinh ð!0Þ sinh ð!1Þ ; (B32)
and thus the relation j1j2  j1j2 ¼ 1 actually holds.
Using the asymptotic forms of u1 and v1, we can calcu-
late the wave function ’ðt; t1Þ for t1 ! þ1,
’ðt; t1Þ ¼ 1ffiffiffiffiffiffiffiffiffi
2!0
p ei!1t1½~fðtÞ þ ~gðtÞ: (B33)
This can be further rewritten by using Kummer’s relation,







i!;1þ i!;1 i!0;1 tanht2

: (B35)
This certainly coincides up to a phase with the positive-
energy wave function in the remote future given in [1]. One
can easily see that ’ðt; t1Þ actually has the form ’ðt; t1Þ 	
ð1= ffiffiffiffiffiffiffiffiffi2!1p Þei!1ðtt1Þ when t is also very large.
APPENDIX C: PROPAGATOR IN
MINKOWSKI SPACE
In order to evaluate the integral (117), we introduce the
polar coordinates for the wave vector as
d k2 ¼ dk2 þ k2ðd2 þ sin 2d2d3Þ; (C1)
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where  is chosen such that  ¼ 0 corresponds to the
direction x x0, i.e., k  ðx x0Þ ¼ kjx x0j cos . The
volume element is then given by
dd1k ¼ dkkd2 dsin d3 dd3
¼ dkkd2 d cosð1 cos 2Þðd4Þ=2dd3; (C2)
and (117) becomes







dsð1 s2Þðd4Þ=2 cos ðkjx x0jsÞ; (C3)
where jn1j is the area of the unit sphere in
n-dimensional Euclidean space, jn1j ¼
R
dn1 ¼
2n=2=ðn=2Þ. The integration with respect to s ¼ cos 
can be carried out by using the formula (8.411-8 in [32])
Z 1
1
dsð1 s2Þ cos ðzsÞ
¼ ffiffiffiffip ðþ 1Þz
2
12
Jþ12ðzÞ ½Re >1; (C4)
and we obtain


























dð2  1Þd34 emeið"Þ=2ðt>t<ÞJd3
2
ðkjx x0jÞ; (C5)





















½Re> 0;  2 R (C6)
with  ¼ ðd 3Þ=2,  ¼ meið0Þ=2ðt>  t<Þ,  ¼ mjx x0j, we obtain
Gðx; x0Þ ¼ m
ðd2Þ=2
ð2Þd=2 ½e







where t  t t0 and x  x x0. This expression can
be further rewritten by separately investigating the cases
for different sign of 
  ðx x0Þ2 ¼ t2 þ x2.
(1) spacelike (
> 0):









p Þ, and we
have










By using the relations eið0Þt2 þ x2 ¼ eið
Þ and
Kðei=2zÞ ¼ ði=2ÞHð2Þ ðzÞ, we have


















Gðx; x0Þ ! ððd 2Þ=2Þ
4d=2
ð
þ i0Þd22 : (C11)
The right-hand side actually coincides with the massless
propagator.
It is easy to see that all of the expressions for the three
cases can be derived from a single expression,






þ i0p Þ: (C12)
APPENDIX D: PROOFS OF EQS. (183) AND (185)
In order to show Eq. (183), we use the following
equation (6.578-11 in [32]):


















By setting a^ ¼ ei=2a and b^ ¼ ei=2b for=2< arg a 
 and < arg b  =2, and by using the identities
Hð2Þ ðaxÞ ¼ 2i

ei=2Kða^xÞ; (D2)
JðbxÞ ¼ ei=2Iðb^xÞ; (D3)
















We substitute for this x ¼ k, a ¼ ei"ð<Þ, b ¼
ei"ð>Þ, c ¼ jx x0j, and  ¼ ðd 3Þ=2. We then
obtain Eq. (183) with u ¼ Zðx; x0Þ  i 0 for infinitesimal ".
In order to show Eq. (185), we start from the following



















By setting a^ ¼ ei=2a and b^ ¼ ei=2b with =2<
arg a   and =2< arg b  , and by using the
identities
Hð1Þ ðaxÞ ¼  2i

ei=2Kða^xÞ; (D6)
Hð2Þ ðbxÞ ¼ 2i

ei=2Kðb^xÞ; (D7)















We substitute for this x ¼ k, a ¼ ei"ð>Þ, b ¼
ei"ð<Þ, c ¼ x x0, and  ¼ ðd 3Þ=2. We then ob-
tain Eq. (185) with u ¼ Zðx; x0Þ þ i 0 for infinitesimal ".
APPENDIX E: ASSOCIATED LEGENDRE
FUNCTIONS AND THE ADDITION FORMULAS
In this Appendix, we give several formulas of the asso-
ciated Legendre functions that are used in Sec. IVC. For
details of the associated Legendre functions, see [32,33].
The associated Legendre functionsP ðzÞ andQ ðzÞ are
defined over the complex z plane other than the cut along
the real axis to the left of the point z ¼ 1 (running from
1 to 1), while the associated Legendre functions P ðxÞ
and Q ðxÞ are defined only on the interval 1< x< 1,


































P ðxÞ  1
2





























The four functions P ðzÞ, QðzÞ, PðxÞ, and QðxÞ are
related to each other as (3.4 and 3.3.1 in [33])
ei

2P ðxþ i0Þ ¼ ei2P ðx i0Þ ¼ P ðxÞ; (E5)
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eiQ ðzÞ ½Imz > 0
eiQ ðzÞ ½Imz < 0:
(E7)
We also have (8.73 in [32])




























sinP ðxÞ þ cosQ ðxÞ

; (E11)






þ sinðþÞQ ðxÞ: (E13)
Their Wronskians have the forms (8.741 in [32])









ðþ 1Þ ; (E14)




















¼ ðþ 1ÞxQ ðxÞ  ðþ 1ÞQþ1ðxÞ: (E17)
2. Asymptotic forms




















 cos ðkÞ ðkþþ1Þðþ1Þðkþ1Þ ð1 x2Þ

2 ½k 2 Z
 2 sin ðkÞðÞ ð1 x2Þ






1 cos ðkÞðÞð1 x2Þ2 ½k 2 Z;Re > 0
 21ðkþþ1Þsin ðkÞðþ1Þðkþ1Þ ð1 x2Þ

2 ½k 2 Zþ 1=2: (E23)
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3. Addition formulas
We find the following formulas, which are useful in obtaining the propagators in the global patch:
iðcos’1 cos’2Þd12
2ðd 2Þjd1j sin ðÞ
X1
L¼0






2ð2Þd2 sin ðÞ ½ðu








ðuÞ ðd: oddÞ; (E24)
iðcos’1 cos’2Þd12
ðd 2Þjd1j cos ðÞ
X1
L¼0










































































































where =2<’2 <’1 <=2, 0    , k  Lþ ðd 3Þ=2, and
uð’1; ’2; Þ  Zð’1; ’2; Þ  i0 with Zð’1; ’2; Þ   sin’1 sin’2 þ coscos’1 cos’2 : (E28)
We prove Eqs. (E24) and (E25) for the rest of this Appendix. Equation (E26) can be proved in a similar way, and (E27) is
readily obtained from (E25) and (E26).











ð2Lþ d 2ÞPk ðcosh1ÞQk ðcosh2ÞC
d2
2
L ðcos Þ; (E29)
where
coshð1; 2; Þ  cosh1 cosh2  cossinh1 sinh2 ; Re2 > jRe1j þ jImj: (E30)
25Equation (E26) can be proved by replacing Qk ðcosh2Þ in (E29) by Qk ðcosh2Þ with the help of (E9).
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Both sides of Eq. (E29) should be understood as the quan-
tities that are continued analytically from the region where
1,2, and take all real values (forwhich cosh > 1).We













; 0< "1 < "2  1

(E31)
and only keep the contributions from " to the linear order.
We then have
cosh ¼ sin’  i" cos; (E32)
sinh ¼ i cos’ þ " sin; (E33)
and
cosh  coshð1 ; 2 ; Þ
¼ Zð’1; ’2; Þ þ iOð"1; "2Þ: (E34)
If we fix the parameters "1 and "2, and vary ’1, ’2, and
 within the regions =2<’2 <’1 <=2 and 0 
  , then cosh ranges in the region depicted in
Fig. 9.
In the following, we divide the parameter region of ’1,
’2, and  into three parts, where Z takes values in
(1) Z > 1, (2) 1>Z>1, and (3) Z <1, respectively.
We then derive a simpler expression of Eq. (E29) for
each case and show that the obtained expressions for
the three cases can be summarized in the form
(E24) and (E25).
(1) Z > 1
In this case, cosh ¼ Z i0 as can be seen from
Fig. 9.26 Thus, we have













where we have used Eq. (E7) and the fact thatQ ðzÞ does
not have a cut in the region Rez > 1. Then, Eq. (E29)
becomes











ð2Lþ d 2ÞPk ðsin’1ÞQk ðsin’2  i0ÞC
d2
2
L ðcos Þ: (E37)






















ð2Lþ d 2ÞPk ðsin’1ÞPk ðsin’2ÞC
d2
2
L ðcos Þ; (E38)
where Eq. (E6) has been used. Similarly, by taking their sum, we obtain
FIG. 9 (color online). Schematic view illustrating the range of
coshþ for "1 ¼ 0:001 and "2 ¼ 0:02. Here, ’1 and ’2 run
over the range =2<’2 <’1 <=2, and  runs over its full
range 0    . The range of cosh can be obtained by
turning the figure by 180 over the horizontal axis.
26"1 and "2 are to be taken to zero, keeping "2 > "1.



























The right-hand side of Eqs. (E24) and (E25) can then be written as8>><
>>:
 i sinðd22 Þ
ð2Þd2
eid22 ðZ2  1Þd24 Qd22
12
ðZÞ ðd: oddÞ;
 i cosðd22 Þ tan
ð2Þd2





In this case, as can be seen from Fig. 9, coshþ crosses the branch cut between 1< z < 1 from above and moves to
another Riemann sheet. On the other hand, cosh crosses the branch cut between1< z < 1 from below. Thus, in this
region, we have

















































ð2Lþ d 2ÞPk ðsin’1ÞQk ðsin’2  i0ÞC
d2
2
L ðcos Þ: (E43)











ð2Lþ d 2ÞPk ðsin’1ÞPk ðsin’2ÞC
d2
2
L ðcos Þ: (E44)





























In this case, from Fig. 9, we know that, in the region Rez > 1, coshþ runs above the real axis, or below the real axis in
the next Riemann sheet after passing through the cut on1< z < 1 from above. On the other hand, in the region Rez > 1,
cosh runs below the real axis, or above the real axis in another sheet after passing through the cut on1< z < 1 from
below.
When cosh ¼ Z i0, we have









and then the following equation is obtained:
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ð2Lþ d 2ÞPk ðsin’1ÞQk ðsin’2  i0ÞC
d2
2
L ðcos Þ: (E48)




































ðcoshÞ on a new
Riemann sheet, since cosh has already crossed the branch cut. We then have









ðZÞ  ieid22 P d22
12
ðZÞ; (E52)
and Eq. (E29) takes the form
ðZ2  1Þd24 ½Qd22
12











ð2Lþ d 2ÞPk ðsin’1ÞQk ðsin’2  i0ÞC
d2
2
L ðcos Þ: (E53)




















ð2Lþ d 2ÞPk ðsin’1ÞPk ðsin’2ÞC
d2
2
L ðcos Þ: (E54)
















































In particular, in even dimensions, we have

















which is equivalent to Eq. (E50). Thus, when Z <1, the right-hand sides of Eqs. (E24) and (E25) always take the forms











We thus have obtained simplified expressions for Eq. (E29) for three different regions of Z in the form Eqs. (E40), (E46),
and (E58). One can readily see that three equations can be obtained from Eqs. (E24) and (E25). This completes the proof of
our assertion.
APPENDIX F: INTEGRAL REPRESENTATION OF THE ASSOCIATED LEGENDRE FUNCTIONS















2 þ 2 ½d 2 Z;Re > 0; (F1)
treating the odd- and even-dimensional cases separately. Our discussion is heavily based on the derivation of the heat
kernel in Euclidean AdS space performed in [28] (see also [27]).
1. Odd dimensions







sin ½ðd12  iÞðd12 þ iÞðd12  iÞ
ðu2  1Þd24 Cd12
id12
ðuÞ; (F2)






























































e ½Re _ 0;Re > 0
¼ eid12 Qd221=2ðcoshÞ ½Re > 0: (F5)










 ½Re > 0;Re > 0

2 e
 ½Re < 0;Re > 0; (F6)


























2 e ½Re < 0:
(F7)
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2. Even dimensions











































2 þ 2 P i1=2ðuÞ
¼ ð1Þd22 ðu2  1Þd24 ð d
du
Þd22 Q1=2ðuÞ
¼ eid22 Qd221=2ðuÞ; (F9)
where we have used the identities for the associated
Legendre functions with integer order,
ðu2  1Þn=2 d
n
dun
P i12ðuÞ ¼ P ni12ðuÞ; (F10)









2 þ 2 P i1=2ðuÞ ¼ Q1=2ðuÞ ½Re > 0:
(F12)
APPENDIX G:  VACUA
Since the in-in and in-out propagators in de Sitter space
always have de Sitter invariant forms, it is natural to expect
that the in- and out-vacua both in the Poincare´ and the
global patch belong to a family of de Sitter invariant vacua,
i.e., the  vacua (or the Mottola-Allen vacua) [10,11]. In
this Appendix, we calculate the values of  2 C associ-
ated to the in- and out-vacua (both in the Poincare´ and the
global patch) explicitly. We will set " ¼ 0 in the following
discussions.
Given a mode expansion, a  vacuum is defined for a
complex number  with Re< 0 such that the corre-
sponding wave function for each mode n is given by
’ðÞn ðtÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 jej2p ½’ðEÞn ðtÞ þ e’ðEÞn ðtÞ; (G1)
where ’ðEÞn ðtÞ is the wave function of the Euclidean
vacuum. The Feynman propagator associated with the 
vacuum is then given (for each mode) as
GðÞn ðt; t0Þ ¼ i





W½’ðEÞn ; ’ðEÞn 
½’ðEÞn ðt>Þ’ðEÞn ðt<Þ
þ jej2’ðEÞn ðt>Þ’ðEÞn ðt<Þ
þ e’ðEÞn ðt>Þ’ðEÞn ðt<Þ
þ e’ðEÞn ðt>Þ’ðEÞn ðt<Þ: (G2)
We also have multiplied the factor i=W½’ðÞn ; ’ðÞn  for
which we need not care about the normalization of wave
functions. Thus, if we expand the in-in or out-out propa-
gator (for each mode) as a quadratic form of ’ðEÞn and’ðEÞn ,
we can find the values of  associated to the in- or out-
vacua. Here, the in-in propagator is defined as in (73) and
(75), and the out-out propagator is defined by
Gout=outðt; t0Þ  lim
t1!tf
G11ðt; t0; t1; t1Þ;










V½’ðt; t1Þ; ’ðt; t1ÞðTsÞ’ðt>; t1Þ’
ðt<; t1Þ:
(G4)
Since the in-in propagator in the Poincare´ patch (185)
coincides with the Feynman propagator in the Euclidean
vacuum, the in-vacuum in the Poincare´ patch is identified
with the Euclidean vacuum (i.e., the  vacuum with
 ¼ 1). On the other hand, by using (166), we can
show that the out-out propagator for each mode in the
Poincare´ patch [which is finite only if m> ðd 1Þ=2]
takes the following form:




2 sinh ðÞ Jiðk">ÞJiðk"<Þ: (G5)
If we use the wave function associated with the Euclidean vacuum,







2 ðÞd12 Hð1Þi ðkÞ; (G6)
with  an arbitrary complex constant, we can expand the out-out propagator for each mode as follows:




W½’ðEÞk ðtÞ; ’ðEÞk ðtÞ









If we choose the constant  real, the out-vacuum is shown to correspond to the  vacuum with  ¼ .
In the global patch, the in-in and out-out propagators for each mode in the heavy mass case (m> ðd 1Þ=2) take the
following forms:




2 sinh ðÞ ½ð1 t2>Þð1 t2<Þ
d1
4 Pik ðt>ÞPik ðt<Þ ðd: oddÞ;
2
 sinh ðÞ ½ð1 t2>Þð1 t2<Þ
d1
4 Qik ðt>ÞQik ðt<Þ ðd: evenÞ;
Gout=outL ðt; t0Þ ¼

2 sinh ðÞ ½ð1 t
2
>Þð1 t2<Þd14 Pik ðt>ÞPik ðt<Þ:
(G8)
On the other hand, the wave function associated with the Euclidean vacuum is known to have the following form
(see, e.g., [18]):




ðLþ d12 þ iÞcosh LeðLþ
d1
2 þiÞ





; Lþ d 1
2









ðt  tanh Þ: (G9)























if we choose the constant such that arg ¼ arg ðkþ 1 iÞ, we find that, in odd dimensions, the in- and out-vacua are
the  vacua with  ¼ þ i, while in even dimensions, the in-vacuum is the  vacuum with  ¼  and the out-
vacuum is that with  ¼ þ i.
APPENDIX H: ANOTHER i" PRESCRIPTION
In this paper, the i" prescription is defined by the replacement
ðtÞ ! eþi"ðtÞ; !nðtÞ ! ei"!nðtÞ; (H1)
which corresponds to the replacement Hn;sðtÞ ¼ ei"½Hn;sðtÞj"¼0. Another standard definition of the i" prescription
(which does not break the symmetry existing in the background spacetime) is given by
m2 ! m2  i": (H2)
In this Appendix, we comment on the difference between the two i" prescription.
In fact, for the global patch, there is no difference in the analytical results between the two i" prescription. On the other
hand, for the Poincare´ patch, if we use the i" prescription given by m2 ! m2  i", the wave functions have the form







































 " þ i m1

ðÞd12 J"ðkÞ: (H6)
These wave functions agree with (163)–(166) after we take the limit "! 0, except for the wave function ’ð;0Þ. Since
the in-in or in-out propagator does not use ’ð;0Þ, the propagators in the Poincare´ patch do not depend on the manner of
the i" prescription. Thus, in both patches, there is no difference in the analytical results between the two i" prescriptions.
However, for the numerical calculations given in Sec. V, these two prescriptions give slightly different results, and the i"
prescription used in this paper seems to be better in comparison with the analytical results.
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