Introduction
Throughout this paper every ring is assumed to be Noetherian, commutative, associative, with identity, and of prime characteristic p. If R is such a ring then for any positive integer e we define the e thiterated Frobenius endomorphism T e : R → R to be the map r → r p e . For any R-module M, we can define F e * M to be the Abelian group M with R-module structure given by r · m = T e (r)m = r p e m for all r ∈ R and m ∈ M. We can also define a functor, the e th -Frobenius functor from R-modules to R-modules as follows. For any R-module M, we consider the F e * R-module F e * R ⊗ R M and after identifying the rings R and F * R, we may regard F e * R ⊗ R M as an R-module and denote it F e R (M) or just F e (M) when R is understood. The functor F e R (−) is exact when R is regular, cf. Corollary 8.2.8] , and for any matrix C with entries in R, F e R (Coker C) is the cokernel of the matrix C obtained from C by raising its entries to the p e th power. The main result of this paper concerns the study of HSL numbers which we now define. For any R-module M an additive map Θ : M → M is an e th -Frobenius map if it satisfies Θ(rm) = r p e Θ(m) for all r ∈ R and m ∈ M. Given such Θ we can define for i ≥ 0 the R-submodule M i = {m ∈ M | Θ i m = 0}. We define the submodule of nilpotent elements in M, denoted Nil(M), to be ∪ i≥0 M i .
We have the following.
Theorem 1 (cf. Proposition 1.11 in [H-S] and Proposition 4.4 in [L] ). Assume (R, m) is a complete regular ring, M is an Artinian Rmodule and Θ : M → M is a Frobenius map then the ascending sequence {M i } i≥0 above stabilises, i.e., there exists an e ≥ 0 such that Θ e Nil(M) = 0.
Definition 2. We define the HSL number or index of nilpotency of Θ on M, denoted HSL(M), to be the smallest integer e at which Θ e Nil(M) = 0, or ∞ if no such e exists.
We can rephrase Theorem 1 by saying that under the hypothesis of the theorem, HSL(M) < ∞.
Our results are a generalisation of [H, Prop. 4.8] where it is proven that under certain hypothesis, the F -injective locus of a ring, which we introduce below, is open.
Recall that a natural Frobenius map acting on any R-module M induces a natural Frobenius map on H We shall say that (R, m) is CMFI if it is Cohen-Macaulay and Finjective. A non-local ring R is CMFI if for each maximal ideal m ⊂ R the localisation R m is CMFI. We define the F -injective locus of R to be:
The structure of this paper is the following; in Section 2 we define the operator I e (−) and in the case of a polynomial ring A we show that it commutes with completions and localisations with respect to any multiplicatively closed subset of A. In Section 3 we are given a quotient S of a local ring (R, m) and we give an explicit description of the Rmodule F e (H Throughout Section 2 let A be a polynomial ring K[x 1 , . . . , x n ] and W be a multiplicatively closed subset of A and J ⊂ A an ideal.
Proof. 
and consequently
Proposition 9. Let A denote the completion of A with respect to any prime ideal and W any multiplicatively closed subset of A. Then the following hold:
Proof.
But I e (J) is the smallest ideal such that I e (J)
where in the latter equality we have used Lemma 7.
The local case
In this section we give an explicit formula for the HSL-numbers (cf. Definition 2) under some technical hypothesis. For the moment, assume (R, m) is complete and local and let (−) ∨ denote the Matlis dual, i.e. the functor Hom R (−, E R ), where E R = E R (K) is the injective hull of the residue field K of R. We start by recalling the notions of ∆ e -functor and Ψ e -functor which have been defined in [K1, Section 3] ; let C e be the category of Artinian R-modules with Frobenius maps and D e the category of R-linear maps α M : M → F e R (M) with M a Noetherian R-module and where a morphism between
We define a functor ∆ e : C e → D e as follows: given an e th -Frobenius map Θ of the Artinian R-module M, we obtain an R-linear map φ : F e * (R) ⊗ R M → M which sends F e * r ⊗ m to rΘm. Taking Matlis duals, we obtain the R-linear map
where the last isomorphism is the functorial isomorphism described in [L, Lemma 4 From now on let (R, m) be a complete, regular and local ring, I an ideal of R and write S = R/I. Let d be the dimension of S and suppose S is Cohen-Macaulay with canonical moduleω. For our purpose, we assume that S is generically Gorenstein (i.e. each localisation of S at a prime ideal is Gorenstein) so thatω ⊆ S is an ideal of S, cf. [M1, Proposition 2.4 ]. In which case we can consider the following short exact sequence: 0 →ω → S → S/ω → 0 that induces the long exact sequence
Since S is Cohen-Macaulay, the above reduces to Moreover, we can give an explicit description of the R-module F e and consequently of the natural Frobenius which generates it. Our strategy consists of checking that the exact sequence (1) is an exact sequence in C e so that we can apply to it the ∆ e -functor defined above.
Firstly, note that the natural Frobenius acting on S induces (by restriction) the natural Frobenius map onω. Hence we also have a natural Frobenius map F acting on H mS (S/ω) and we need to check that this restriction is an endomorphism so that we have that (1) is a short exact sequence in C 1 . Consider the following diagram
where T is the natural Frobenius acting on H d mS (S). To show that F Ker(α) ⊆ Ker(α) we use that the surjection α :
is compatible with the Frobenius maps. Pick a ∈ Ker(α) then F (a) ∈ Ker(α) because α(F (a)) = T (α(a)) = T (0) = 0.
Once we have fixed an isomorphism between Ann E R (I) and H d mS (ω) we can then consider a Frobenius map induced on Ann E R (I). By [K1, Prop. 4 .1] all Frobenius actions on Ann E R (I) are given by the restriction of uF : E R → E R where u ∈ (I [p] : I) and F is the natural Frobenius map acting on E R . Consequently the e th -iterated Frobenius map acting on Ann E R (I) is of the form
where ν e = 1 + p + · · · + p e−1 when e > 0 and ν 0 = 0. We can then apply the ∆ e -functor to (1) but before we do that we write such a short exact sequence in a useful way for our computations.
First note that identifying H d mS (ω) with Ann E R (I) we obtain that H d −1 mS (S/ω) must be of the form Ann E S (J) for a certain ideal J ⊆ R. More precisely we have the following:
m (R/ω)) = ω follows from [LL, Theorem 2.17] replacing R with R/ω and (0) with ω and using the fact that ω is unmixed.
Hence we can rewrite (1) as 
where ω is the preimage ofω in R.
We prove now the main result of this section:
where ω is the preimage ofω in R and ν e = 1 + p + · · · + p e−1 when e > 0 and ν 0 = 0.
Proof. Let T be the natural Frobenius map acting on H 
where the map
must be the multiplication by u νe because of the surjectivity of the horizontal maps; note that such a map is well defined because
must be the zero-map by construction. Hence,
e , and in order to have the inclusion (3), L e must be the smallest ideal such that its e th -Frobenius power contains u νe ω so it must be that L e = I e (u νe ω).
Corollary 14. S is F -injective if and only if ω = I 1 (uω).
Proof. S is F -injective if and only if the index of nilpotency is zero i.e. if and only if ω = I 1 (uω).
The non-local case
In this section let A be a polynomial ring →Ω is the multiplication by x ∈ B/{0}, induces the following exact sequence for each prime ideal p ⊂ B :
is a nonzerodivisor onΩ p . SinceΩ p is a maximal Cohen-Macaulay module then Ker(x) p = 0 for each p and consequently by [Ei, Lemma 2.8] Ker(x) = 0.
Proposition 16. Assume that B is a non-local Cohen-Macaulay domain and letΩ be a global canonical module for B. ThenΩ is isomorphic to an ideal of B.
Proof. If W = B/{0} then W −1 B is a field hence Gorenstein and consequently
. Let η : W −1Ω → W −1 B an isomorphism and letη :Ω → W −1 B be the restriction of η toΩ. We need to show thatη is injective. If x ∈ Ker(η) then From now on suppose B is a domain; so we can assumeΩ ⊆ B and the following quantity is well defined:
where Ω is the preimage ofΩ in A. Note that U (e) is a finitely generated A-module since A is Noetherian. Now, for any prime ideal p ⊂ A, the A-module consting of the Frobenius maps on H dim Bp p Bp ( B p ) is of the form:
and F e ∼ = U (e) A p ; consequently U (e) A p is generated by one element by Theorem 10.
We prove now the following result for a generic finitely generated A-module.
Theorem 17. Let M be a finitely generated A-module and let g 1 , · · · , g s be a set of generators for M. If M is locally principal then for each i = 1, · · · , n
Before we proceed with the proof of Theorem 17 we need the following lemma. Let M be an A-module generated by g 1 , · · · , g s . Let e 1 , · · · , e s be the canonical basis for A s and define the map Proof. Firstly suppose Im J i = A s−1 . We can add to J, columns of Im J without changing its image so we can assume that J looks like
where a k,l , b j ∈ A. In this way for every j = 1, · · · , s we have g j −b j g i = 0 i.e. g i generates M. Viceversa if M is generated by g i then for all j = i we can write g j = r j g i i.e. g j − r j g i = 0 and this happens if and only if e j − r j e i = 0 if and only if e j − r j e i ∈ Ker ϕ = Im J. Hence we can assume J to contain the vector whose entries are all zeros but in the i-th and j-th positions where there is 1 and r j respectively. Consequently J i contains the (s − 1) × (s − 1) identity matrix.
Let M be a A-module generated by g 1 , · · · , g s and let W be any multiplicatively closed subset of A. Localise the exact sequence A t → A s → M → 0 with respect to W obtaining the exact sequence Proof. Apply Lemma 18 to the localised sequence
The proof of Theorem 17 follows immediately since the above Proposition is equivalent to saying that the intersecion of W with the ideal of (s − 1) × (s − 1) minors of J i is not trivial.
Proof of Theorem 17. p ∈ G i if and only if p ⊇ J i .
From Theorem 17 it follows that if we choose M = U (e) then for every prime ideal p ∈ Spec(A) = i G i there exists an i such that p ∈ G i and the A-module U (e) A p is generated by one element which is precisely the image of g i . Hence, once we have localised and completed B with respect to any prime ideal of A we can use the local theory developed so far. In particular, from Corollary 14 it follows: pBp ( B p ) and d (p) = dim B p . Then for all i = 1, · · · , n:
The latter is a finite set therefore Proof. It is the special case of Theorem 22 when e = 0.
Note that this argument can be implemented as an algorithm which takes B = A/J as input and produces a set of ideals K 1 , · · · , K t such that, for each i = 1, · · · , t, V(K i ) consists of a prime for which the index of nilpotency is greater than i and Spec(B) = V(K i ).
