Introduction to the Issue on Advances in Spoken
Dialogue Systems and Mobile Interface R ECENTLY, there have been a host of developments in both the theory and practice of spoken dialog systems, especially in mobile settings. Theoretical advances have derived largely from the careful application of statistical methods and machine learning. Over the past 15 years, researchers have made steady progress toward spoken dialog systems that can learn both off-line from corpora of dialogs, and also on-line through interaction. In industry, there are now numerous massive-scale public deployments of spoken interfaces, such as Apple's Siri, Google's voice actions, Microsoft Bing voice search, Nuance's Dragon Go!, and systems in cars from several manufacturers. Speech input in mobile settings has moved beyond a mere keyboard replacement, to provide integrated voice search, speech understanding, and basic device control, albeit with limited cross-turn persistence in the state of the dialog.
Thus there is now a pivotal moment in spoken dialog systems-a confluence of data-driven, stateful control algorithms in the research community, and the presence of large quantities of speech interaction data (and large numbers of users) in industry. There is great potential in the combination of the two, and there are some early signs of impact from the research community: for example, at the 2012 IEEE International Workshop on Multimedia Signal Processing in Banff, Canada, Jerome Bellegarda from Apple Inc. suggested in an invited talk, "Natural Language Technology in Mobile Devices," that its Siri service will, in future, be based on a family of machine learning techniques-reinforcement learning in partially observable Markov decision processes (POMDPs)-which have been in development in the research community for about a decade.
With this backdrop, this special issue has sought to draw together advances in both theoretical and practical aspects of spoken dialogue systems, especially those relevant to mobile interfaces. Of 22 papers submitted, 8 (36%) were ultimately accepted for publication.
The central problem in spoken dialog systems is deciding what the system should do-the system action-given the context-the history of the current dialog, and prior dialogs. All of the papers deal with this challenge in some respect, employing some kind of machine learning. Broadly, two paradigms have been suggested: supervised learning and reinforcement learning. Supervised learning can be applied when there exists a corpus of dialogs that contain the desired behaviors, and seeks to predict the next system action in the corpus given the dialog history. The corpus may consist of human-human dialogs, or wizard-of-oz style dialogs. Reinforcement learning (RL) assumes the presence of a real-valued reward signal that indicates the "goodness" of each action/dialog history pair. The RL agent seeks to maximize the sum of these rewards over the course of the entire dialog. If the reward signal is present, an Digital Object Identifier 10.1109/JSTSP.2012.2234401 RL agent can learn through interaction with either simulated or real users. In both approaches, the dialog history may be aggregated into a compact fixed-size representation called a "dialog state."
The first three papers in this special issue are based on reinforcement learning. The first, "A Comprehensive Reinforcement Learning Framework for Dialogue Management Optimization" by Lucie Daubigney, Matthieu Geist, Senthilkumar Chandramohan, and Olivier Pietquin, argues that the Kalman Temporal Differences framework meets the varied needs of a reinforcement learning agent in spoken dialog systems. The second, "Incremental Sparse Bayesian Method for Online Dialog Strategy Learning" by Sungjin Lee and Maxine Eskenazi, applies Bayesian learning methods to continuously update estimates of the expected sum of rewards until the end of the dialog. The third paper, "Building Adaptive Dialogue Systems via Bayes-Adaptive POMDPs" by Shaowei Png, Joelle Pineau, and Brahim Chaib-draa, casts dialog as a partially observable Markov decision process (POMDP), in which an RL-based approach is used with dialog states modeled as distributions over the hidden variables, such as the user's goal. This paper presents a Bayesian reinforcement learning framework for learning the POMDP parameters online from data.
The fourth and fifth papers develop methods for choosing system actions that use supervised learning. "Naturalistic Dialogue Management for Noisy Speech Recognition," by Rebecca J. Passonneau, Susan L. Epstein, and Tiziana Ligorio, applies supervised learning to choose clarification actions that best match those selected by people. "An Example-Based Approach to Ranking Multiple Dialog States for Flexible Dialog Management," by Hyungjong Noh, Donghyeon Lee, Kyusong Lee, Cheongjae Lee, and Gary Geunbae Lee, uses a ranking-based approach to choose possible responses based on a corpus.
The sixth paper, "Challenges and Opportunities for State Tracking in Statistical Spoken Dialog Systems: Results From Two Public Deployments" by Jason D. Williams, examines the accuracy of statistical dialog state tracking in two public deployments, identifying strengths and shortcomings with current methods.
The seventh paper, "Predicting User Satisfaction in Spoken Dialog System Evaluation with Collaborative Filtering" by Zhaojun Yang, Gina-Anne Levow, and Helen Meng, seeks to predict user satisfaction through a mixture of clustering of labeled dialogs and regression models. User satisfaction is a key input to machine learning methods, for example in the reward signal used by reinforcement learning techniques.
The eighth paper, "Harvesting and Summarizing User-Generated Content for Advanced Speech-Based Human-Computer Interactions" by Jingjing Liu, Stephanie Seneff, and Victor Zue, constructs an end-to-end dialog system that can converse about data gathered from the web. User-generated web data-such as restaurant reviews-are first ingested to produce structured, concise summaries. This data can then be accessed via a natural language interface, geared toward use on a mobile device.
Unlike many fields where reliable evaluations can be conducted using only a corpus, in this area convincing evaluations usually require a deployment to real users. Accordingly nearly every paper in this issue employed end-to-end evaluations with real people, with half using deployments to the public. Two trends here are notable. First, three papers have drawn on the recent Spoken Dialog Challenge. First held in 2010 and again in 2011, this challenge has enabled a handful of research teams to deploy their end-to-end systems to the public-bus riders in Pittsburgh, PA. The data from this challenge, released by the Dialog Research Center at Carnegie Mellon University (http://dialrc.org), has also been an important enabling corpus for recent work. The second trend is the use of crowd-sourcing in spoken dialog systems research. Dialog system evaluation has typically been slow and expensive; crowd-sourcing enables fast, inexpensive evaluations to be done with real people-albeit usually people who do not have the genuine need the dialog system aims to serve.
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