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Abstract
We present a general analysis of variance reduced stochastic gradient methods
with bias for minimising convex, strongly convex, and non-convex composite ob-
jectives. The key to our analysis is a new connection between bias and variance in
stochastic gradient estimators, suggesting a new form of bias-variance tradeoff in
stochastic optimisation. This connection allows us to provide simple convergence
proofs for biased algorithms, extend proximal support to biased algorithms for the
first time in the convex setting, and show that biased gradient estimators often of-
fer theoretical advantages over unbiased estimators. We propose two algorithms,
B-SAGA and B-SVRG, that incorporate bias into the SAGA and SVRG gradi-
ent estimators and analyse them using our framework. Our analysis shows that
the bias in the B-SAGA and B-SVRG gradient estimators decreases their mean-
squared errors and improves their performance in certain settings.
1 Introduction
Consider the following convex composite minimisation problem:
min
x∈Rp
{
F (x)
def
= f(x) + g(x)
def
=
1
n
∑n
i=1
fi(x) + g(x)
}
. (1)
We assume throughout this manuscript that fi has an L-Lipschitz continuous gradient, g is convex,
and that the operator proxηg(·) = argminx ηg(x) + 12‖x− ·‖2 can be evaluated efficiently over the
domain of g. No further restrictions on fi or g are placed unless stated otherwise.
Problems of the form of (1) arise frequently in machine learning, statistics, operations research, and
imaging. For instance, in machine learning, these problems often arise as empirical risk minimisa-
tion problems from classification and regression tasks. Examples include ridge regression, logistic
regression, Lasso, and `1-regularised logistic regression. Principal component analysis (PCA) can
also be formulated as a problem with this structure, where the functions fi are non-convex [5, 12].
Stochastic gradient estimators In practice, the value of n is often very large, which makes classic
gradient based methods, such as proximal gradient descent [7] and FISTA [6], obsolete. Recently,
stochastic gradient methods have become prevalent for solving (1), since they have very low per
iteration computational cost and can have the same convergence rates as their deterministic coun-
terparts. Here, the full gradient is replaced by a stochastic gradient estimator. Let jk be chosen
randomly from {1, ..., n}. The following are popular examples of stochastic gradient estimators.
• Stochastic gradient descent [21] is the classical example, using the gradient estimator
∇˜SGDf(xk) def= ∇fjk(xk).
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• The SAGA gradient estimator [9] has the form
∇˜SAGAf(xk) def= ∇fjk(xk)−∇fjk(ϕjkk ) +
1
n
∑n
i=1
∇fi(ϕik),
where ϕik follows the update rule ϕ
j
k+1 = xk. The algorithms Point-SAGA [8], Finito [10],
MISO [15], SDCA [23], and those in [13] use gradient estimators related to ∇˜SAGAf .
• The SVRG gradient estimator [14], with s in {m, 2m, ...}, is defined as
∇˜SVRGf(xk) def= ∇fjk(xk)−∇fjk(ϕs) +∇f(ϕs),
where ϕs is a “snapshot” point updated every m steps. The algorithms prox-SVRG [26],
Katyusha [2], KatyushaX [3], Natasha [1], Natasha2 [4], MiG [27], and ASVRG [24] use
the SVRG gradient estimator or a relative.
• The SARAH gradient estimator [18],
∇˜SARAHf(xk) def= ∇fjk(xk)−∇fjk(xk−1) + ∇˜SARAHf(xk−1).
The algorithms SARAH, prox-SARAH [19], SPIDER [11], SPIDERBoost [25] and SPIDER-
M [28] use this gradient estimator.
• The SAG gradient estimator [22] is closely related to ∇˜SAGA, but differs in a crucial way that
we discuss below.
∇˜SAGf(xk) def= 1n
(∇fjk(xk)−∇fjk(ϕjkk ))+ 1n∑ni=1 ∇fi(ϕik).
There has been much less research on algorithms using this gradient estimator.
The majority of the literature on stochastic optimisation considers the first three of these examples,
as these gradient estimators are unbiased, while the last two are biased.1 We refer to algorithms
employing (un)biased gradient estimators as (un)biased stochastic algorithms, respectively.
The body of work on biased algorithms is stunted compared to the enormous literature on unbiased
algorithms. Biased algorithms currently have
• Complex convergence proofs. It is commonly believed that the relationship Ek
[∇˜f(xk)] =
∇f(xk) is essential for a simple convergence analysis (see the discussion in [9], for exam-
ple). The convergence proof of the unbiased algorithm SAG is notoriously complex, requiring
computational verification for one of the steps [22].
• No proximal support. To the best of our knowledge, there are no existing theoretical guaran-
tees for biased algorithms to solve (1) with g 6≡ 0.
• Sub-optimal convergence rates. For example, SARAH achieves an O( log(1/) ) complexity
bound for solving (1) with g ≡ 0 and each fi is convex [18], while SAGA/SVRG achieve a
complexity bound of O ( 1 ).2
However, there are notable exceptions that suggest biased algorithms are worth further considera-
tion. Recently, [11, 19, 25, 28] proved that algorithms using the SARAH gradient estimator achieve
the oracle complexity lower bound of O(√n2 ) for non-convex composite optimisation. For compar-
ison, the best complexity proved for SAGA and SVRG in this setting is O(n2/32 ).3
Contributions In this paper, we present a novel approach to study the convergence of stochas-
tic gradient methods. The resulting framework unifies the analysis for both biased and unbiased
stochastic gradient algorithms in convex, strongly convex, and non-convex settings. Our framework
produces simple convergence proofs; no computational certificates are required, and it introduces a
new bias-variance tradeoff in stochastic composite optimisation. We apply this framework to study
1The SARAH gradient estimator satisfies the relationship E
[∇˜SARAHf(xk)] = E [∇f(xk)], but this is not
the same as being an unbiased estimator.
2These complexities are for finding a point satisfying E[F (xk)− F (x∗)] ≤ .
3These complexities are for finding a point satisfying E‖G(xk)‖2 ≤  (see Section 3.1 for more informa-
tion).
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biased extensions of SAGA and SVRG, and show that incorporating bias into these gradient estima-
tors reduces their mean squared errors which can improve their performance. Our framework allows
for the development of new biased stochastic gradient estimators that can navigate the bias-variance
tradeoff for better performance.
The simplicity of our unified framework comes at the cost of requiring smaller step sizes for SAG,
SAGA, and SVRG than those of existing analyses. Nevertheless, we recover the state-of-the-art
convergence rates for SAGA and SVRG in the convex and non-convex settings, and nearly match
the state-of-the-art linear rates in the strongly convex setting.
Other related work The concurrent work [16] presents the algorithm SVAG, which is equivalent
to our algorithm B-SAGA when g ≡ 0. The authors prove that SVAG achieves an O ( 1T ) conver-
gence rate for all values of θ on convex objectives. Our analysis is simpler and more general, proving
linear convergence when strong convexity is present and proving convergence rates without convex-
ity. Our analysis also applies to many stochastic gradient estimators beyond B-SAGA, including the
B-SVRG gradient estimator we consider in this work.
Notation We use ∂g(x) to denote the subdifferential of g at x ∈ Rp. We use proxηg(y) as short-
hand for the proximal operator of ηg at y ∈ Rp; we provide a definition of the proximal operator
in Appendix B. For a general stochastic gradient operator, we use ∇˜, and we include subscripts
to refer to specific estimators (e.g. ∇˜B-SAGA). The points ϕik denote points where an algorithm has
evaluated a stored gradient of fi. The operatorEk is expectation conditioned on the random variables
j1, j2, · · · , jk−1.
2 Bias and Variance in Stochastic Gradient Estimation
In this section, we outline the role of bias in stochastic gradient methods. Bias affects the conver-
gence analysis of stochastic gradient methods in two respects. The first is its affect on the mean
squared error (MSE) of the gradient estimator.
Definition 1. The mean squared error of the stochastic gradient estimator ∇˜f(xk) is defined as
Ek‖∇˜f(xk)−∇f(xk)‖2.
The MSE admits the following bias-variance decomposition:
Ek‖∇˜f(xk)−∇f(xk)‖2 = Ek‖∇˜f(xk)− Ek[∇˜f(xk)]‖2 + ‖Ek[∇˜f(xk)]−∇f(xk)‖2. (2)
The decomposition in (1) shows that introducing bias to the estimator can decrease the MSE if the
biased estimator has a smaller variance; we refer to a relationship of this type as a bias-variance
tradeoff.
Bias also manifests as an additional term in our convergence analysis, which we refer to as the
“bias term”. Below, we outline how the MSE and bias term arise from the traditional analysis of
gradient descent methods for non-composite, composite, and non-convex objectives, as the effects
differ slightly in each case.
Non-composite case (g ≡ 0) Consider applying the vanilla gradient descent to solve (1) with
g ≡ 0 and fi convex. Let η ≤ 2/L be the step size. The Lipschitz continuity of∇f implies [17],
f(xk+1)− f(x∗) ≤
(
L
2 − 1η
)‖xk+1 − xk‖2 + f(xk)− f(x∗),
which is the classic descent property of gradient descent. When using a stochastic gradient estimator,
we can only obtain the following relation:
Ek
[
f(xk+1)− f(x∗)
]
= Ek [f(xk+1)− f(xk) + f(xk)− f(x∗)]
≤ 1ηEk〈∇f(xk)− ∇˜f(xk), xk+1 − xk〉+
(
L
2 − 1η
)
Ek‖xk+1 − xk‖2 + f(xk)− f(x∗)
≤ 2ηEk‖∇f(xk)− ∇˜f(xk)‖2 +
(
L
2 +
1
2η − 1η
)
Ek‖xk+1 − xk‖2 + f(xk)− f(x∗). (3)
Compared to gradient descent, the difficulty of analysing stochastic gradient methods is that we
must control the MSE of the gradient estimator. In the non-composite case, it has been suggested
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that biased estimators such as SAG might perform better than unbiased estimators because they
have smaller variance (see, for example, the discussion in [9]). While the SAG estimator does have
smaller variance, it is the MSE that arises in our analysis, so we should not necessarily infer a
relationship between the variance of a gradient estimator and its performance. Instead, we must
minimise the variance and the bias of our gradient estimator in order to minimise the MSE through
the relationship (1).
Composite case (g 6≡ 0) The situation becomes more complicated when g is non-trivial. Let
Gk+1 ∈ ∂g(xk+1) be a subgradient, then for proximal stochastic gradient descent, we have
Ek
[
F (xk+1)− F (x∗)
]
= Ek [f(xk+1)− f(xk) + f(xk)− f(x∗) + g(xk+1)− g(x∗)]
1©≤ 2ηEk‖∇f(xk)− ∇˜f(xk)‖2 +
(
L
2 +
1
2η − 1η
)
Ek‖xk+1 − xk‖2
+ f(xk)− f(x∗) + Ek [g(xk+1)− g(x∗)]
2©≤ 2ηEk‖∇f(xk)− ∇˜f(xk)‖2 +
(
L
2 +
1
2η − 1η
)
Ek‖xk+1 − xk‖2
+ Ek〈∇f(xk) +Gk+1, xk − x∗〉
3©≤ 2ηEk‖∇f(xk)− ∇˜f(xk)‖2 +
(
L
2 +
1
2η − 32η
)
Ek‖xk+1 − xk‖2
+ Ek〈∇f(xk)− ∇˜f(xk), xk − x∗〉 − 12ηEk‖xk+1 − x∗‖2 + 12η‖xk − x∗‖2.
(4)
Inequality 1© is an application of (2), 2© follows from the convexity of g, and 3© comes from the
implicit definition of the proximal operator (see (B)). The term 〈∇f(xk) − ∇˜f(xk), xk − x∗〉
vanishes when ∇˜f(xk) is an unbiased estimator, which is why unbiased algorithms are easier to
analyse. When the estimator is biased, we must develop a new way to control this term.
At this point, we have uncovered a bias-variance tradeoff in stochastic composite optimisation that
subsumes the tradeoff in (1). We have two terms unique to the analysis of stochastic methods,
Ek〈∇f(xk)− ∇˜f(xk), xk − x∗〉 and Ek‖∇f(xk)− ∇˜f(xk)‖2, (5)
that must be bounded to ensure convergence. We refer to the first term as the “bias term”, and the
second term is simply the MSE defined above. The optimal stochastic gradient estimator minimises
the effects of both of these terms. This relationship, together with (1), forms a new bias-variance
tradeoff in stochastic composite optimisation.
Non-convex case The influence of bias is much simpler in non-convex composite optimisation,
which explains why biased algorithms have recently had success in this regime. In the non-convex
case, only the later of the two terms in (2) appears in our convergence analysis. The optimal bias
must only minimise the MSE, so navigating the bias-variance tradeoff amounts to adjusting the bias
and variance of ∇˜f(xk) to affect the MSE through the relationship in (1).
Analysis framework The challenge in analysing the convergence of biased gradient schemes is
to find biased gradient estimators that minimise the effects of these two terms in (2) simultane-
ously. This work takes a step in this direction. Based on the discussion above, our proposed simple
framework for analysing biased stochastic gradient methods is summarised below:
A framework for analysing biased stochastic gradient methods for convex composite objectives
1. Apply inequality (2) to bound the expected suboptimality Ek [F (xk+1)− F (x∗)].
2. Derive a bound on the MSE involving ‖xk+1 − xk‖2 and telescoping terms.
3. Derive a bound on the bias term involving ‖xk+1 − xk‖2 and telescoping terms.
4. Sum the resulting inequality from k = 0 to k = T − 1, obtaining a bound on the suboptimality
of the average iterate x def= 1T
∑T
k=1 xk. This provides a convergence rate of O
(
1
T
)
.
When the objective function is strongly convex, a slight modification to step four proves a linear
convergence rate. In the non-convex setting, a similar process produces a convergence rate to a
first-order stationary point. The bulk of our contribution is in steps two and three, where we provide
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bounds on the bias and the MSE for several stochastic gradient estimators that are compatible with
this four-step framework. Our bounds for the bias term are particularly useful; these bounds allow
us to extend proximal support to biased algorithms.
3 Two Biased Extensions of SAGA and SVRG
To demonstrate the usefulness of our framework, we present two biased extensions of SAGA and
SVRG algorithms and derive convergence rates using the framework above. To extend the gradient
estimators of SAGA and SVRG to the biased setting, we propose the following generalisation: let
θ > 0 be positive, then for SAGA we consider the gradient estimator
∇˜B-SAGAf(xk) def= 1θ
(∇fj(xk)−∇fj(ϕjk))+ 1n∑ni=1 ∇fi(ϕik),
and for SVRG we consider
∇˜B-SVRGf(xk) def= 1θ (∇fj(xk)−∇fj(ϕs)) +∇f(ϕs).
The algorithms resulting from the above two biased gradient estimators are described in Algorithms
1 and 2.
Algorithm 1 B-SAGA
Input: Step size η and bias parameter θ set as in Theorem 3 or Theorem 5.
Output: If F is convex, output xT . Otherwise, output xα with α chosen uniformly at random
from the set {1, 2, · · · , T}.
1: Initialise x0 to a random value and compute ∇fi(ϕi0) for ϕi0 = x0.
2: for k = 0, 1, · · · , T − 1 do
3: Choose index jk ∈ {1, 2, · · · , n} uniformly at random.
4: ∇˜B-SAGAf(xk)← 1θ
(∇fjk(xk)−∇fjk(ϕjkk ))+ 1n∑ni=1∇fi(ϕik)
5: xk+1 ← proxηg
(
xk − η∇˜B-SAGAf(xk)
)
.
6: Replace the stored gradient∇fjk(ϕjkk ) with∇fjk(xk).
7: end for
Algorithm 2 B-SVRG
Input: Step size η and bias parameter θ set as in Theorem 4 or Theorem 6; epoch size m.
Output: If F is convex, output xmS . Otherwise, output xα with α chosen uniformly at random
from the set {1, 2, · · · ,mS}.
1: Initialise x0 to a random value.
2: ϕ0 ← x0.
3: for s = 0, 1, · · · , S − 1 do
4: ∇f(ϕs)← ∇f(xk).
5: for k = ms+ 1,ms+ 2, · · · ,m(s+ 1) do
6: Choose index jk ∈ {1, 2, · · · , n} uniformly at random.
7: ∇˜B-SVRGf(xk)← 1θ
(∇fjk(xk)−∇fjk(ϕs))+∇f(ϕs)
8: xk+1 ← proxηg
(
xk − η∇˜B-SVRGf(xk)
)
.
9: end for
10: end for
Remark 1. The B-SAGA and B-SVRG gradient estimators differ from those in SAGA and SVRG by
giving more weight to stored gradients from previous iterations. The amount of weight is determined
through the parameter θ > 0. As θ increases, the B-SAGA gradient estimator increasingly favors the
average of the stored gradients 1n
∑n
i=1∇fi(ϕik), and the B-SVRG gradient estimator increasingly
favors the full gradient of the “snapshot” point ϕs. For θ = n, the B-SAGA gradient estimator is
equivalent to the SAG gradient estimator.
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3.1 Convergence Rates for B-SAGA and B-SVRG
In this section, we discuss the convergence rates of B-SAGA and B-SVRG for the cases that problem
(1) is convex, strongly convex and non-convex.
• When the objective function is convex, we prove convergence rates with respect to the subop-
timality E[F (xk+1)− F (x∗)] ≤ .
• When the objective function is strongly convex, we prove convergence rates with respect to the
distance from the optimiser E‖xk − x∗‖2.
• For non-convex objectives, we measure convergence to a first-order stationary point defined
with respect to the generalised gradient map G(xk) def= 1η
(
xk − proxηg (xk − η∇f(xk))
)
. Our
measure of convergence is the norm of the generalised gradient E‖G(xk)‖2.
For B-SAGA and B-SVRG, when θ 6= 1, both gradient estimators are biased, and the amount of
bias is reflected in the parameter θ. Consider the B-SAGA gradient estimator as an example.
Ek
[∇˜B-SAGAf(xk)]−∇f(xk) = (1− 1θ )(∑ni=1∇fi(ϕik)−∇f(xk)).
The same equality holds for the B-SVRG gradient estimator, recognising that ϕik = ϕs. Our con-
vergence analysis relies on finding useful bounds for the two terms in equation (2). The following
lemma provides a bound for the bias term.
Lemma 1. Suppose g is µ-strongly convex with µ ≥ 0, and set the bias parameter θ ≥ 1. Let
λ > 0 be a constant whose value we determine later and the operator ∇˜ ≡ ∇˜B-SAGA or ∇˜B-SVRG. The
following inequality holds:
ηEk [F (xk+1)− F (x∗)] ≤ η2LλEk‖∇˜f(xk)−∇f(xk)‖2 − 1+µη2 Ek‖xk+1 − x∗‖2 + 12‖xk − x∗‖2
+
(ηL(λ+1)
2 − 12
)
Ek‖xk+1 − xk‖2 + ηL2n
(
1− 1θ
)∑n
i=1
‖xk − ϕik‖2.
When ∇˜ ≡ ∇˜B-SVRG, we can replace each ϕik with ϕs for k in epoch s.
The inequality of Lemma 1 is the same inequality as the one in Section 2, but we have replaced the
bias term
Ek〈∇f(xk)− ∇˜f(xk), xk − x∗〉 with
(
1− 1θ
)∑n
i=1
‖xk − ϕik‖2.
The next lemma bounds the MSE.
Lemma 2. Let the operator ∇˜ ≡ ∇˜B-SAGA or ∇˜B-SVRG. The MSE of these stochastic gradient estima-
tors satisfy
Ek‖∇˜f(xk)−∇f(xk)‖2
≤ L2nθ2
∑n
i=1
‖xk − ϕik‖2 +
(
1− 2
θ
)‖∇f(xk)− 1n∑ni=1 ∇fi(ϕik)‖2.
When ∇˜ ≡ ∇˜B-SVRG, we can replace each ϕik with ϕs for k in epoch s.
Convex objectives After applying Lemma 1 to bound the bias term and Lemma 2 to bound the
MSE, we apply algorithm-specific telescoping procedures to prove convergence guarantees for B-
SAGA and B-SVRG in the convex and strongly convex settings.
Theorem 3 (B-SAGA). In Algorithm 1, set η = θ
4Ln2(θ−1)+L(θ+3√2n) for θ ∈ [1, 2), and set
η = θ
4Ln2(θ−1)+3√2Ln(θ−1)+Lθ for θ ≥ 2. After T iterations of Algorithm 1, we have the following
bound on the suboptimality of the average iterate x
def
= 1T
∑T
k=1 xk :
E [F (x)− F (x∗)] ≤
{
2Ln2(θ−1)+L2 (θ+3
√
2n)
θT ‖x0 − x∗‖2 θ ∈ [1, 2),
2Ln2(θ−1)+ 3
√
2
2 Ln(θ−1)+Lθ
θT ‖x0 − x∗‖2 θ ≥ 2.
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If g is µ-strongly convex, after T iterations, Algorithm 1 produces an iterate satisfying
E‖xT − x∗‖2 ≤

(
1 + µθ
8Ln2(θ−1)+2L(θ+3√2n)
)−T
‖x0 − x∗‖2 for θ ∈ [1, 2)(
1 + µθ
8Ln2(θ−1)+6√2Ln(θ−1)+2Lθ
)−T
‖x0 − x∗‖2 for θ ≥ 2.
Theorem 4 (B-SVRG). In Algorithm 2, set η = θ
4Lm(m+1)(θ−1)+L(θ+3
√
2m(m+1)
for θ ∈ [1, 2)
and set η = θ
4Lm(m+1)(θ−1)+3L
√
2m(m+1)(θ−1)+Lθ for θ ≥ 2. After S epochs of Algorithm 2, we
have the following bound on the suboptimality of the average iterate:
E [F (x)− F (x∗)] ≤

2Lm(m+1)(θ−1)+L2 (θ+3
√
2m(m+1))
mSθ ‖x0 − x∗‖2 θ ∈ [1, 2),
2Lm(m+1)(θ−1)+ 3
√
2
2 L
√
m(m+1)(θ−1)+Lθ2
mSθ ‖x0 − x∗‖2 θ ≥ 2.
If g is µ-strongly convex, set η = θ
5Lm(m+1)(θ−1)+ 5L4 (θ+3
√
2m(m+1))
for θ ∈ [1, 2), and set η =
θ
5Lm(m+1)(θ−1)+L
√
2m(m+1)(θ−1)+Lθ . After S epochs, Algorithm 2 produces an iterate satisfying
E‖xmS−x∗‖2 ≤

(
1 + µθ
10Lm(m+1)(θ−1)+ 5L2 (θ+3
√
2m(m+1))
)−mS
‖x0 − x∗‖2 for θ ∈ [1, 2)(
1 + µθ
10Lm(m+1)(θ−1)+2L
√
2m(m+1)(θ−1)+2Lθ
)−mS
‖x0 − x∗‖2 for θ ≥ 2.
This analysis reveals the benefits of bias on the MSE of these gradient estimators. The value of
θ that minimises the MSE depends on the relative values of 1n
∑n
i=1 ‖∇fi(xk) − ∇fi(ϕik)‖2 and
‖∇f(xk)− 1n
∑n
i=1∇fi(ϕik)‖2, but our analysis suggests that setting θ ≈ 2 roughly minimises the
MSE.
However, the bias term of equation (2) counteracts the smaller MSE. While the influence of the
variance decreases with η, the influence of the bias stays constant. This causes the bias term of
equation (2) to outweigh the benefits of a smaller MSE. Because our analysis requires smaller step
sizes than existing analyses for SAGA, SAG, and SVRG, it could be that these theoretical benefits
of bias are pessimistic as well.
Remark 2. Although we consider only the B-SAGA and B-SVRG gradient estimators in this work,
our analysis extends to many gradient estimators, including those presented in [13], with only small
changes in the MSE and bias term bounds. This allows many algorithms to incorporate bias into
their gradient estimators.
Non-convex objectives The theoretical benefits of bias are even more pronounced in the non-
convex regime. For B-SAGA and B-SVRG in the non-convex setting, we prove the following guar-
antees for convergence to a first-order stationary point.
Theorem 5 (B-SAGA). In Algorithm 1, set η = θ2Ln for θ ≤ 2, and set η = θ2Ln(θ−1) for θ ≥ 2.
After T steps, Algorithm 1 achieves the following bound on the norm of the generalised gradient:
E‖Gη(xα)‖2 ≤

4Ln(F (x0)−F (x∗))
θ(1− θn )T
for 0 < θ < 2,
4Ln(θ−1)(F (x0)−F (x∗))
θ(1− θn(θ−1) )T
for θ ≥ 2.
Theorem 6 (B-SVRG). In Algorithm 2, set η = θ
2L
√
m(m+1)
for θ ≤ 2, and set η =
θ
2Ln(θ−1)
√
m(m+1)
for θ ≥ 2. After T steps, Algorithm 2 achieves the following bound on the
norm of the generalised gradient:
E‖Gη(xα)‖2 ≤

4L
√
m(m+1)(F (x0)−F (x∗))
θ
(
1− θ√
m(m+1)
)
T
for 0 < θ < 2,
4L
√
m(m+1)(θ−1)(F (x0)−F (x∗))
θ
(
1− θ
(θ−1)
√
m(m+1)
)
T
for θ ≥ 2.
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These results reflect the difference in the effect that bias has in convex and non-convex optimisation,
just as we discussed in Section 2. Our analysis suggests that the convergence rates of B-SAGA and
B-SVRG in the non-convex setting are optimised for θ = 2, when the MSE is roughly minimised.
This differs from the convex setting because the bias term of (2) no longer affects the convergence
analysis. Theorems 5 and 6 also prove convergence rates for convex problems when θ < 1, a regime
that Theorems 3 and 4 do not cover.
4 Numerical Experiments
In this section, we present numerical experiments testing B-SAGA and B-SVRG on convex and
strongly convex objectives. We include experiments for non-convex objectives in Appendix A. To
test the influence of bias in the B-SAGA and B-SVRG gradient estimators, we used these algorithms
to solve a series of ridge regression and LASSO tasks. Let (hi, li) ∈ Rp × {±1}, i = 1, · · · , n be
the training set, where li ∈ Rp is the feature vector of each data sample, and li is the binary label.
Let α > 0 be a tuning parameter. The ridge regression problem takes the form
min
x∈Rp
1
n
∑n
i=1
(h>i x− li)2 + λ2 ||x||
2
2.
LASSO is similar, but with the regulariser ||x||1 replacing ||x||22. These problems are of the form (1),
where we set g equal to the regulariser. In ridge regression, g is strongly convex, and in LASSO, g
is convex but not strongly convex.
We consider four binary classification data sets: australian, mushrooms, phishing, and ijcnn1
from LIBSVM. 4 In all our experiments, we rescale the value of the data to [−1, 1], set α = 1n , and
tune the step size to achieve the best performance for the algorithm with θ = 1 (the unbiased case).
We consider θ ∈ {1, 10, 100, n} for B-SAGA and θ ∈ {0.5, 0.8, 1, 1.5} for B-SVRG and measure
performance with respect to the suboptimality F (xk)−F (x∗), where x∗ is a low-tolerance solution
found using proximal gradient descent. For B-SVRG, we use the epoch lengthm = 2n. We perform
all experiments using MATLAB R2019a on a machine with four cores, 25 GB of RAM, and a clock
speed of 3.40 GHz. Plots of these experiments are included in Appendix A. Our experiments suggest
that
• B-SAGA consistently performs better with moderate amounts of bias (i.e. θ ∈ (1, n)).
• For a fixed step size, B-SVRG is much more sensitive to θ than B-SAGA. Small amounts
of bias (i.e. θ ∈ [0.8, 1.5]) can occasionally improve performance. The benefits of bias in
B-SVRG are more apparent in the non-convex setting, shown in Appendix A.
The above observations indicate that, depending on the data, biased schemes can benefit from their
biased gradient estimates, as the free parameter θ reduces the MSE of the gradient estimators leading
to better performance.
5 Conclusion
The complicated convergence proofs of biased stochastic gradient methods have restricted re-
searchers to studying unbiased estimators almost exclusively. Our simple framework for proving
convergence rates for biased algorithms overcomes this limitation. Our analysis allows for the study
of biased algorithms with proximal support for minimising convex, strongly convex, and non-convex
objectives for the first time.
We also show that biased gradient estimators can offer improvements over unbiased estimators in
theory and in practice. The B-SAGA and B-SVRG gradient estimators incorporate bias to reduce
their mean squared errors through the traditional bias-variance decomposition of MSE. However,
we show that the convergence rates of biased algorithms depend on a new bias-variance tradeoff
that subsumes the tradeoff in the MSE alone. Future work can use the framework presented in this
manuscript to develop new biased gradient estimators that navigate this bias-variance tradeoff for
improved performance and end our dependence on unbiased estimators.
4https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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A Further Numerical Experiments
A.1 B-SAGA: Ridge Regression
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Figure 1: Performance comparison fitting a ridge regression model for different choices of θ in
B-SAGA. The step size for each case is set to η = 15L .
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A.2 B-SAGA: LASSO
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Figure 2: Performance comparison fitting a LASSO model for different choices of θ in B-SAGA.
The step size for each case is set to η = 15L .
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A.3 B-SVRG: Ridge Regression
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Figure 3: Performance comparison fitting a ridge regression model for different choices of θ in
B-SVRG. The step size for each case is set to η = 15L .
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A.4 B-SVRG: LASSO
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Figure 4: Performance comparison fitting a LASSO model for different choices of θ in B-SVRG.
The step size for each case is set to η = 15L .
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A.5 Experiments on non-convex objectives
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Figure 5: Performance comparison for solving NN-PCA with different choices of θ in B-SAGA.
The step size for each case is set to η = 15Ln . The point x
∗ is found by solving the problem using
proximal gradient descent.
To test the effect of bias in the non-convex setting, we apply B-SAGA and B-SVRG to solve a series
of non-negative principal component analysis (NN-PCA) problems. We formulate NN-PCA as in
[20].
min
x∈Rp
− 1
n
∑n
i=1
(h>i x)
2 + ιC(x).
Here, we use ιC(x) to denote the indicator function of the set C, and we define C to be {x ∈ Rp :
‖x‖ ≤ 1, x ≥ 0}, the intersection of the unit ball and the non-negative cone. This problem is of
the form (1). Letting g ≡ ιC , the operator proxηg is the projection onto C, which can be computed
efficiently.
Because this problem is non-convex, we cannot measure convergence with respect to the global
optimum x∗, so we use many iterations of proximal gradient descent with a small step size (η =
1
10Ln ) to find a reference point x
∗. Every test is initialised using a random vector with normally
distributed i.i.d. entries, and the same starting point is used for testing each value of θ. We found that
small step sizes generally lead to stationary points with smaller objective values, so we set η = 15n
for all our experiments. For B-SVRG, we use the epoch lengthm = 2n. We report the suboptimality
F (xk)− F (x∗) averaged over every n iterations. These experiments suggest the following trends:
• The performance of B-SAGA varies significantly with θ, with smaller values leading to
better performance.
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Figure 6: Performance comparison for solving NN-PCA with different choices of θ in B-SVRG.
The step size for each case is set to η = 15Ln . The point x
∗ is found by solving the problem using
proximal gradient descent.
• B-SVRG also improves with smaller values of θ, but the improvement is often less dramatic
than it is for B-SAGA in the first few epochs.
For both B-SAGA and B-SVRG, there are clear benefits to using biased gradient estimates.
B More on the proximal operator
In Section 2, we use the implicit definition of the proximal operator in our consideration of the case
g 6≡ 0. We provide this definition here.
Definition 2. The proximal operator proxηg : Rp → dom ∂g is defined as
proxηg(y)
def
= argmin
x∈Rp
{
1
2η
‖x− y‖2 + g(x)
}
.
Equivalently, the proximal operator is defined implicitly as the unique map satisfying
y − proxηg(y) ∈ ∂g(proxηg(y)).
Combining this implicit definition of the proximal operator with the definition of xk+1 in Algorithms
1 and 2, we have
xk − xk+1 − η∇˜f(xk) ∈ ∂g(xk+1), (6)
where ∇˜ ≡ ∇˜B-SAGA or ∇˜B-SVRG.
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C Elementary Lemmas
These lemmas are basic results in convex analysis that we provide for completeness.
Lemma 7. Suppose f is convex with an L-Lipschitz continuous gradient. We have for all x, u ∈ Rp,
‖∇f(x)−∇f(u)‖2 ≤ 2L [f(x)− f(u)− 〈∇f(u), x− u〉]
Proof. We refer to [17, Thm 2.1.5] for a proof.
Lemma 8. Let f(x) = 1n
∑n
i=1 fi(x), where each fi is convex with an L-Lipschitz continuous
gradient. Then for every x, u ∈ Rp,
1
2Ln
n∑
i=1
‖∇fi(u)−∇fi(x)‖2 ≤ f(u)− f(x) + 〈∇f(x), x− u〉
Proof. This follows immediately from applying Lemma 7 to each component fi.
Lemma 9. Suppose vectors x, y, d ∈ Rp satisfy
y = proxηg (x− ηd) .
Then for all z, the following inequality holds:
F (y) ≤ F (z) + 〈y − z,∇f(x)− d〉+
(
L
2
− 1
2η
)
‖y − x‖2 +
(
L
2
+
1
2η
)
‖z − x‖2 − 1
2η
‖y − z‖2.
Proof. We refer to [20, Lem. 2] for a proof.
D Proof of Lemma 1
In this section, we prove the general inequality of Lemma 1 that is fundamental to our analysis of
B-SAGA and B-SVRG. This inequality holds for many other gradient estimators as well, including
those presented in [13], allowing bias to be incorporated into many stochastic gradient algorithms.
This first lemma is a standard result on proximal mirror descent.
Lemma 10 (Mirror Descent). Suppose g is µ-strongly convex. Let
xk+1 = argmin
y
{
1
2η
‖y − xk‖2 + 〈∇˜f(xk), y − xk〉 − g(y)
}
.
With ∇˜f(xk) fixed and for any u ∈ Rp, we have
η〈∇˜f(xk), xk+1 − u〉 ≤1
2
‖xk − u‖2 − 1 + µη
2
‖xk+1 − u‖2 − 1
2
‖xk+1 − xk‖2
− g(xk+1) + g(u)
Proof. We refer to [2], Lemma 3.5 for a proof.
The next lemma follows the traditional analysis of gradient descent. It provides a lower bound on the
amount of progress that gradient descent makes in a single iteration. Because we are using a stochas-
tic estimate of the gradient, this lower bound includes the MSE of our gradient estimator. Unlike
gradient descent, stochastic gradient methods are not guaranteed to decrease the suboptimality at
each iteration—even in expectation—unless the MSE of the gradient estimator can be controlled.
Lemma 11 (Gradient Descent). Let xk+1 be as defined in Lemma 10, and let λ > 0 be a constant
whose value we determine later. Define
Prog(xk)
def
= −
(
1
2η
‖xk+1 − xk‖2 + 〈∇˜f(xk), xk+1 − xk〉+ g(xk+1)
)
.
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Then
Ek[Prog(xk)] ≤f(xk)− Ek[F (xk+1)] + 1
2Lλ
Ek‖∇f(xk)− ∇˜f(xk)‖2
+
(
L(λ+ 1)
2
− 1
2η
)
Ek‖xk+1 − xk‖2
Proof. We begin with the definition of Prog(xk).
− Ek
[
1
2η
‖xk+1 − xk‖2 + 〈∇˜f(xk), xk+1 − xk〉+ g(xk+1)
]
= Ek
[
−
(
L
2
‖xk+1 − xk‖2 + 〈∇f(xk), xk+1 − xk〉+ g(xk+1)
)
+
(〈
∇f(xk)− ∇˜f(xk), xk+1 − xk
〉
+
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
)]
≤ Ek
[
−
(
L
2
‖xk+1 − xk‖2 + 〈∇f(xk), xk+1 − xk〉+ g(xk+1)
)
+
(
1
2Lλ
‖∇f(xk)− ∇˜f(xk)‖2 +
(
L(λ+ 1)
2
− 1
2η
)
‖xk+1 − xk‖2
)]
≤ Ek
[
f(xk)− F (xk+1) +
(
1
2Lλ
‖∇f(xk)− ∇˜f(xk)‖2 +
(
L(λ+ 1)
2
− 1
2η
)
‖xk+1 − xk‖2
)]
The first inequality is Young’s: 〈a, b〉 ≤ 12‖a‖2 + 2‖b‖2, where we set  = λL for some positive
constant λ whose value we determine later. The second inequality follows from the fact that f has
an L-Lipschitz continuous gradient.
We are now prepared to prove our general inequality.
Lemma 12 (Restatement of Lemma 1). Suppose g is µ-strongly convex with µ ≥ 0, and set the
bias parameter θ ≥ 1. Let λ > 0 be a constant whose value we determine later and the operator
∇˜ ≡ ∇˜B-SAGA or ∇˜B-SVRG. The following inequality holds:
ηEk [F (xk+1)− F (x∗)]
≤ η
2Lλ
Ek‖∇˜f(xk)−∇f(xk)‖2 − 1 + µη
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2
+
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2 + ηL
2n
(
1− 1
θ
) n∑
i=1
‖xk − ϕik‖2.
Proof. By assumption, 1− 1θ ≥ 0, so we can apply convexity to obtain
η
θ
(f(xk)− f(x∗)) + η
n
(
1− 1
θ
)( n∑
i=1
∇fi(ϕik)−∇f(x∗)
)
≤η
θ
〈∇f(xk), xk − x∗〉+ η
n
(
1− 1
θ
) n∑
i=1
〈∇fi(ϕik), ϕik − x∗〉
=
η
θ
〈∇f(xk), xk − x∗〉+ η
n
(
1− 1
θ
) n∑
i=1
〈∇fi(ϕik), xk − x∗〉
+
η
n
(
1− 1
θ
) n∑
i=1
〈∇fi(ϕik), ϕik − xk〉.
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We now bound the first line on the right using Lemma 10. The expected value of our gradient
estimate is
Ek
[
∇˜f(xk)
]
=
1
θ
f(xk) +
1
n
(
1− 1
θ
) n∑
i=1
∇fi(ϕik),
with the understanding that in the case ∇˜ ≡ ∇˜SVRG, the points ϕik = ϕs for all i when k is in epoch
s. Therefore,
η
θ
〈∇f(xk), xk − x∗〉+ η
n
(
1− 1
θ
) n∑
i=1
〈∇fi(ϕik), xk − x∗〉
=Ek
[
η〈∇˜f(xk), xk − x∗〉
]
=Ek
[
η〈∇˜f(xk), xk − xk+1〉+ η〈∇˜f(xk), xk+1 − x∗〉
]
≤Ek
[
η〈∇˜f(xk), xk − xk+1〉 − 1
2
‖xk − xk+1‖2 + 1
2
‖xk − x∗‖2 − 1
2
‖xk+1 − x∗‖2
− ηg(xk+1) + ηg(x∗)
]
,
The inequality is due to Lemma 10 with u = x∗. Combining these two inequalities, we have shown
η
θ
(f(xk)− f(x∗)) + η
n
(
1− 1
θ
)( n∑
i=1
∇fi(ϕik)−∇f(x∗)
)
≤Ek
[
η〈∇˜f(xk), xk − xk+1〉 − 1
2
‖xk − xk+1‖2 − ηg(xk+1) + ηg(x∗) (7)
+
1
2
‖xk − x∗‖2 − 1
2
‖xk+1 − x∗‖2 + η
n
(
1− 1
θ
) n∑
i=1
〈∇fi(ϕik), ϕik − xk〉
]
.
To complete the proof, we use Lemma 11 to bound the terms on the top line.
= Ek
[
η〈∇˜f(xk), xk − xk+1〉 − 1
2
‖xk − xk+1‖2 − ηg(xk+1)
]
= −ηEk
[
〈∇˜f(xk), xk+1 − xk〉+ 1
2
‖xk − xk+1‖2 + ηg(xk+1)
]
= ηEk [Prog(xk+1)]
≤ ηf(xk)− ηEk [F (xk+1)] + η
2Lλ
Ek‖∇˜f(xk)−∇f(xk)‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
Combining this bound with (D) and rearranging terms, we have shown that
0 ≤− ηEk [F (xk+1)− F (x∗)] + η
2Lλ
Ek‖∇˜f(xk)−∇f(xk)‖2
− 1 + µη
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+ η
(
1− 1
θ
)(
f(xk)− 1
n
n∑
i=1
fi(ϕ
i
k) +
1
n
n∑
i=1
〈∇fi(ϕik), ϕik − xk〉
)
Finally, we use Lemma 7 to bound the final term, yielding the desired inequality
0 ≤ −ηEk [F (xk+1)− F (x∗)] + η
2Lλ
Ek‖∇˜f(xk)−∇f(xk)‖2
− 1 + µη
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+
ηL
2n
(
1− 1
θ
) n∑
i=1
‖xk − ϕik‖2.
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E Proofs for B-SAGA
All we require before proving our main result is a bound on the MSE of our gradient estimator and
a way to ensure these terms telescope. The next lemma is the former.
Lemma 13 (Restatement of Lemma 2). The MSE of the SAGA gradient estimator satisfies
Ek‖∇˜SAGAf(xk)−∇f(xk)‖2 ≤ L
2
nθ2
n∑
i=1
‖xk − ϕik‖2
+
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
Proof. The proof amounts to computing the expectation and applying the Lipschitz continuity of
∇fi.
Ek‖∇˜SAGAf(xk)−∇f(xk)‖2
=Ek
∥∥∥∥∥
(
1
θ
)(
∇fjk(xk)−∇fjk(ϕjkk )
)
−∇f(xk)− 1
n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
=
1
θ2
Ek
∥∥∥∇fjk(xk)−∇fjk(ϕjkk )∥∥∥2 +
∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
− 2
θ
Ek
〈
∇fjk(xk)−∇fjk(ϕjkk ),∇f(xk)−
1
n
n∑
i=1
∇fi(ϕik)
〉
=
1
nθ2
n∑
i=1
∥∥∇fi(xk)−∇fi(ϕik)∥∥2 + (1− 2θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤ L
2
nθ2
n∑
i=1
∥∥xk − ϕik∥∥2 + (1− 2θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
.
We see that for θ close to one, this bound is of order O( 1θ2 ), so increasing θ decreases our bound
on the MSE. However, as θ becomes large, the gradient estimate does not approximate ∇f(xk) as
well, and the bound in Lemma 13 reflects this. The next lemma allows us to prove that the terms in
the bound of Lemma 13 telescope.
Lemma 14. Let c ≥ 1 and δ > 0 be constants whose value we determine later. The following
inequality holds:
1
n
n∑
i=1
∥∥xk − ϕik∥∥2
≤− c(1− δ)
n∑
i=1
Ek
∥∥xk+1 − ϕik+1∥∥2 + c(1− c− 1cn
) n∑
i=1
∥∥xk − ϕik∥∥2
+ c(δ−1 − 1)L2nEk ‖xk+1 − xk‖2
Proof. Computing expectations, we see that
n∑
i=1
Ek
∥∥xk − ϕik+1∥∥2 = ‖xk − ϕjkk+1‖2 + Ek
∑
i6=jk
∥∥xk − ϕik∥∥2

=
(
1− 1
n
) n∑
i=1
∥∥xk − ϕik∥∥2 ,
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where we have applied the update rule ϕjkk+1 = xk. Multiplying this equality by a constant c > 0,
we have
1
n
n∑
i=1
∥∥xk − ϕik∥∥2
=− c
n∑
i=1
Ek
∥∥xk − ϕik+1∥∥2 + c(1− c− 1cn
) n∑
i=1
∥∥xk − ϕik∥∥2 .
Using the inequality −‖u− w‖2 ≤ −(1− δ)‖u− v‖2 + (δ−1 − 1)‖v − w‖2,
1
n
n∑
i=1
∥∥xk − ϕik∥∥2
=− c
n∑
i=1
Ek
∥∥xk − ϕik+1∥∥2 + c(1− c− 1cn
) n∑
i=1
∥∥xk − ϕik∥∥2
≤− c(1− δ)
n∑
i=1
Ek
∥∥xk+1 − ϕik+1∥∥2 + c(1− c− 1cn
) n∑
i=1
∥∥xk − ϕik∥∥2
+ c(δ−1 − 1)
n∑
i=1
Ek ‖xk+1 − xk‖2 .
We are now prepared to prove our main result. For now, consider the non-strongly convex case with
µ = 0.
E.1 Convex
Theorem 15 (Restatement of Theorem 3, Part 1). In Algorithm 1, set η = θ
4Ln2(θ−1)+L(θ+3√2n)
for θ ∈ [1, 2), and set η = θ
4Ln2(θ−1)+3√2Ln(θ−1)+Lθ for θ ≥ 2. After T iterations of Algorithm 1,
we have the following bound on the suboptimality of the average iterate x
def
= 1T
∑T
k=1 xk :
E [F (x)− F (x∗)] ≤
{
2Ln2(θ−1)+L2 (θ+3
√
2n)
θT ‖x0 − x∗‖2 θ ∈ [1, 2),
2Ln2(θ−1)+ 3
√
2
2 Ln(θ−1)+Lθ
θT ‖x0 − x∗‖2 θ ≥ 2.
Proof. From Lemma 12, we have
0 ≤− ηEk [F (xk+1)− F (x∗)] + η
2Lλ
Ek‖∇˜SAGAf(xk)−∇f(xk)‖2 − 1
2
Ek‖xk+1 − x∗‖2
+
1
2
‖xk − x∗‖2 + η
(
1− 1
θ
) n∑
i=1
‖xk − ϕik‖2
+
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2.
Using our bound on the MSE, we have
0 ≤− ηEk [F (xk+1)− F (x∗)] + η
2Lλ
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+
ηL
2n
(
1− 1
θ
+
1
λθ2
) n∑
i=1
‖xk − ϕik‖2. (8)
We now consider the following two cases: θ ∈ [1, 2) and θ ≥ 2.
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Case 1. Suppose θ ∈ [1, 2). In this case, 1 − 2θ ≤ 0, so we can drop the second term in (E.1).
Applying Lemma 14 produces the inequality
0 ≤− ηEk [F (xk+1)− F (x∗)]
− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
‖xk+1 − xk‖2
+
cηL
2
(
1− 1
θ
+
1
λθ2
)(
1− c− 1
cn
) n∑
i=1
‖xk − ϕik‖2
− cηL
2
(
1− 1
θ
+
1
λθ2
)
(1− δ)
n∑
i=1
Ek‖xk+1 − ϕik+1‖2
+
cηLnδ−1
2
(
1− 1
θ
+
1
λθ2
)
Ek‖xk+1 − xk‖2.
Define the Lyapunov functional
E1k
def
=
1
2
‖xk − x∗‖2 + cηL
2
(
1− 1
θ
+
1
λθ2
)(
1− c− 1
cn
) n∑
i=1
‖xk − ϕik‖2. (9)
Setting δ = c−1cn , we have shown that
Ek
[
E1k+1
]− E1k ≤ −ηEk[F (xk+1)− F (x∗)]
+
(
ηL(λ+ 1)
2
− 1
2
+
c2ηLn2
2(c− 1)
(
1− 1
θ
+
1
λθ2
))
Ek‖xk+1 − xk‖2
We choose c = 2 and λ = 2
√
2n
θ to minimize the coefficient of the final term. This term is non-
positive as long as
η ≤ θ
4Ln2(θ − 1) + L(θ + 3√2n) .
With these parameter choices, Ek
[
E1k+1
] ≤ E1k − ηEk[F (xk+1) − F (x∗)]. Telescoping this in-
equality from k = 0 to k = T − 1 and chaining the conditional expectations, we have
E
[
η
T∑
k=1
(F (xk)− F (x∗))
]
≤ −E[ET ] + E0
≤1
2
‖x0 − x∗‖2 +
(
1− 1
θ
+
1
λθ2
)(
1− 1
2n
) n∑
i=1
‖xk − ϕik‖2.
Because x0 = ϕi0 for all i, the final term on the right is equal to zero. Define x
def
= 1T
∑T
k=1 xk. The
convexity of F combined with the inequality above implies
ηTE [F (x)− F (x∗)] ≤ 1
2
‖x0 − x∗‖2.
Choosing η maximally, η = θ
4Ln2(θ−1)+L(θ+3√2n) , completes the proof.
Case 2. Now suppose that θ ≥ 2. Recall the bound from (E.1):
0 ≤− ηEk [F (xk+1)− F (x∗)] + η
2Lλ
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+
ηL
2n
(
1− 1
θ
+
1
λθ2
) n∑
i=1
‖xk − ϕik‖2.
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Because θ ≥ 2, Jensen’s inequality and the Lipschitz continuity of∇fi gives us
0 ≤
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤
(
1− 2
θ
)
1
n
n∑
i=1
∥∥∇fi(xk) +∇fi(ϕik)∥∥2
≤ L
2
n
(
1− 2
θ
) n∑
i=1
‖xk − ϕik‖2.
We now have the inequality
0 ≤− ηEk [F (xk+1)− F (x∗)]− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 (10)
+
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2 + ηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
) n∑
i=1
‖xk − ϕik‖2,
and we can proceed just as in Case 1. Applying Lemma 14,
0 ≤− ηEk [F (xk+1)− F (x∗)]− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2
+
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+
cηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)(
1− c− 1
cn
) n∑
i=1
‖xk − ϕik‖2
− cηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)
(1− δ)
n∑
i=1
Ek‖xk+1 − ϕik+1‖2
+
cηLnδ−1
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)
Ek‖xk+1 − xk‖2.
Define the Lyapunov functional
E2k
def
=
1
2
‖xk − x∗‖2 + cηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)(
1− c− 1
cn
) n∑
i=1
‖xk − ϕik‖2. (11)
Setting δ = c−1cn , we have
Ek
[
E2k+1
]− E2k ≤− ηEk[F (xk+1)− F (x∗)]
+
(
ηL(λ+ 1)
2
− 1
2
+ 2n2Lη
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
))
Ek‖xk+1 − xk‖2.
We set c = 2 as in Case 1, but we choose λ = 2
√
2n(θ−1)
θ differently. These choices minimise the
coefficient of the final term above. With these parameter choices, the terms in the round brackets are
non-positive as long as
η ≤ θ
4Ln2(θ − 1) + 3√2Ln(θ − 1) + Lθ .
Choosing η maximally and following the same telescoping procedure as in Case 1, we are done.
E.2 Strongly convex
Theorem 16 (Restatement of Theorem 3, Part 2). In Algorithm 1, set η = θ
4Ln2(θ−1)+L(θ+3√2n)
for θ ∈ [1, 2), and set η = θ
4Ln2(θ−1)+3√2Ln(θ−1)+Lθ for θ ≥ 2. If g is µ-strongly convex, after T
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iterations, Algorithm 1 produces an iterate satisfying
E‖xT − x∗‖2 ≤

(
1 + µθ
8Ln2(θ−1)+2L(θ+3√2n)
)−T
‖x0 − x∗‖2 for θ ∈ [1, 2)(
1 + µθ
8Ln2(θ−1)+6√2Ln(θ−1)+2Lθ
)−T
‖x0 − x∗‖2 for θ ≥ 2.
Proof. Recall inequality (E.1) from our analysis of the non-strongly convex case.
0 ≤− ηEk [F (xk+1)− F (x∗)] + η
2Lλ
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
− 1
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
Ek‖xk+1 − xk‖2
+
ηL
2
(
1− 1
θ
+
1
λθ2
) n∑
i=1
‖xk − ϕik‖2.
We drop the non-positive term −η [F (xk+1)− F (x∗)]. As before, we divide our analysis into two
cases.
Case 1. Suppose θ ∈ [1, 2). In this case, 1 − 2θ ≤ 0, so we can drop the first term in (E.1).
Applying Lemma 14 produces the inequality
0 ≤− 1 + µη
2
Ek‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
η(L+ λ)
2
− 1
2
)
Ek‖xk+1 − xk‖2
− cηL
2
(
1− 1
θ
+
1
λθ2
)
(1− δ)
n∑
i=1
Ek‖xk+1 − ϕik+1‖2
+
cηL
2
(
1− 1
θ
+
1
λθ2
)(
1− c− 1
cn
) n∑
i=1
‖xk − ϕik‖2
+
cnδ−1Lη
2
(
1− 1
θ
+
1
λθ2
)
Ek‖xk+1 − xk‖2.
With the Lyapunov functional E1k defined in (E.1), we have shown
(1 + κ1)Ek
[
E1k+1
]− E1k
≤
(
κ1 − µη
2
)
Ek‖xk+1 − x∗‖2
+ cη
(
1− 1
θ
+
1
λθ2
)(
(1 + κ1)
(
1− (c− 1)
cn
)
− (1− δ)
) n∑
i=1
Ek‖xk+1 − ϕik+1‖2
+
(
ηL(λ+ 1)
2
− 1
2
+
cnδ−1Lη
2
(
1− 1
θ
+
1
λθ2
))
Ek‖xk+1 − xk‖2.
We would like to choose parameters so that κ1 is maximised. For ease of exposition, we only
approximately maximise κ1, and set the parameters κ1 = µη2 and η =
θ
4Ln2(θ−1)+L(θ+3√2n) . This
ensures that κ1 ≤ 18n , so we can choose c = 2, λ =
√
6n
θ , and δ =
1
3n to make the remaining terms
non-positive. Chaining this inequality and the expectations over the iterations k = 0 to k = T − 1,
we have
E
[
E1T
] ≤ (1 + µθ
8Ln2(θ − 1) + 2L(θ + 3√2n)
)−T
E10 ,
which implies
E‖xT − x∗‖2 ≤
(
1 +
µθ
8Ln2(θ − 1) + 2L(θ + 3√2n)
)−T
‖x0 − x∗‖2.
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Case 2. For θ ≥ 2, we apply the bound
η
2Lλ
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤ ηL
2λn
(
1− 2
θ
) n∑
i=1
∥∥xk − ϕik∥∥2
to the inequality in (E.1). Following the same procedure as in Case 1 and using the Lyapunov
functional E2k defined in (E.1), we have that
(1 + κ2)Ek
[
E1k+1
]− E1k
≤
(
κ2 − µη
2
)
Ek‖xk+1 − x∗‖2
+ cη
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)(
(1 + κ2)
(
1− (c− 1)
cn
)
− (1− δ)
) n∑
i=1
Ek‖xk+1 − ϕik+1‖2
+
(
ηL(λ+ 1)
2
− 1
2
+
cnδ−1Lη
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
))
Ek‖xk+1 − xk‖2.
We set κ2 = µη2 and η =
θ
4Ln2(θ−1)+3√2Ln(θ−1)+Lθ . Notice that this implies κ2 ≤ 18n . We choose
δ = 13n , λ =
√
6n(θ−1)
θ , and c = 2 to make the remaining term non-positive. Chaining the resulting
inequality over the iterations k = 0 to k = T − 1, we obtain
E
[
E2T
] ≤ (1 + µθ
8Ln2(θ − 1) + 6√2Ln(θ − 1) + 2Lθ
)−T
E20 ,
which implies
E‖xT − x∗‖2 ≤
(
1 +
µθ
8Ln2(θ − 1) + 6√2Ln(θ − 1) + 2Lθ
)−T
‖x0 − x∗‖2.
E.3 Non-convex
Theorem 17 (Restatement of Theorem 5). In Algorithm 1, set η = θ2Ln for θ ≤ 2, and set
η = θ2Ln(θ−1) for θ ≥ 2. After T steps, Algorithm 1 achieves the following bound on the norm of
the generalised gradient:
E‖Gη(xα)‖2 ≤

4Ln(F (x0)−F (x∗))
θ(1− θn )T
for 0 < θ < 2,
4Ln(θ−1)(F (x0)−F (x∗))
θ(1− θn(θ−1) )T
for θ ≥ 2.
Proof. Define
xˆk+1
def
= proxηg (xk −∇f(xk)) . (12)
We can interpret xˆk+1 as the iterate that would be produced from xk if the full gradient ∇f(xk)
were available. Because it does not rely on a stochastic gradient at xk, it is independent of jk. The
first two steps of our proof follow the proof of Theorem 5 in [20]. Applying Lemma 9 with y = xˆ,
z = xk, and d = ∇f(xk), we have
Ek [F (xˆk+1)] ≤ Ek
[
F (xk) +
(
L
2
− 1
2η
)
‖xˆk+1 − xk‖2 − 1
2η
‖xˆk+1 − xk‖2
]
.
Furthermore, applying Lemma 2 with y = xˆk+1, z = xk, and d = ∇f(xk), we also have the
inequality
Ek [F (xk+1)] ≤ Ek
[
F (xˆk+1) + 〈xk+1 − xˆk+1,∇f(xk)− ∇˜f(xk)〉+
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
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+(
L
2
+
1
2η
)
‖xˆk+1 − xk‖2 − 1
2η
‖xk+1 − xˆk+1‖2
]
.
Adding these two inequalities together gives
Ek [F (xk+1)] ≤ Ek
[
F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
− 1
2η
‖xk+1 − xˆk+1‖2 + 〈xk+1 − xˆk+1,∇f(xk)− ∇˜f(xk)〉
]
≤ Ek
[
F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
η
2
‖∇f(xk)− ∇˜f(xk)‖2
]
.
The inequality on the last line is an application of Young’s inequality. We bound the final term using
Lemma 13. Adding these two inequalities together gives
0 ≤ −Ek [F (xk+1)] + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
Ek‖xk+1 − xk‖2
+
ηL2
2nθ2
n∑
i=1
‖xk − ϕik‖2 +
η
2
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
. (13)
We now split our analysis into two cases.
Case 1. Suppose θ ∈ (0, 2). The term
1
2Ln
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
is then non-positive, so we can drop it from the inequality in (E.3). Applying Lemma 14 to the
remaining term from the MSE bound gives
0 ≤ −Ek [F (xk+1)]− F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2
− cηL
2
2θ2
(1− δ)
n∑
i=1
Ek
∥∥xk+1 − ϕik+1∥∥2 + cηL22θ2
(
1− c− 1
cn
) n∑
i=1
∥∥xk − ϕik∥∥2
+
(
cnδ−1ηL2
2θ2
+
L
2
− 1
2η
)
Ek‖xk+1 − xk‖2.
We choose δ = c−1cn so that the terms in the second line telescope over several iterations. We must
also choose c and η so that the final term is non-positive. The coefficient of this term is
c2n2ηL2
2θ2(c− 1) +
L
2
− 1
2η
,
so the minimising c is c = 2, and the resulting expression is non-positive as long as
η ≤
√
16n2θ2 + θ4
8Ln2
− θ
2
8Ln2
. (14)
With these parameter choices, we are left with the inequality
0 ≤ −Ek [F (xk+1)]− F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2
− ηL
2
θ2
(
1− 1
2n
) n∑
i=1
Ek
∥∥xk+1 − ϕik+1∥∥2 + ηL2θ2
(
1− 1
2n
) n∑
i=1
∥∥xk − ϕik∥∥2 .
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Summing this inequality from k = 0 to k = T − 1 and chaining the conditional expectations, we
have
0 ≤ −E [F (xT )]− F (x0) +
(
L− 1
2η
) T−1∑
k=0
‖xˆk+1 − xk‖2
− ηL
2
θ2
(
1− 1
2n
) n∑
i=1
E
∥∥xT − ϕiT∥∥2 + ηL2θ2
(
1− 1
2n
) n∑
i=1
∥∥x0 − ϕi0∥∥2 .
Because ϕi0 = x0 for all i, both of the terms on the second line are non-positive, so we can drop
them from the inequality. Using the fact that −F (xT ) ≤ −F (x∗), our inequality simplifies to
−
(
L− 1
2η
) T−1∑
k=0
E‖xˆk+1 − xk‖2 ≤ F (x0)− F (x∗).
Writing the left side in terms of the generalised gradient, we have the bound
T−1∑
k=0
E‖G(xk)‖2 ≤ F (x0)− F (x
∗)
η2
(
1
2η − L
) .
With xα chosen uniformly at random from the set {xk}Tk=1, this is equivalent to
E‖G(xα)‖2 ≤ F (x0)− F (x
∗)
η2
(
1
2η − L
)
T
.
Choosing η = θ2Ln , which satisfies the bound in (E.3), gives the desired result.
Case 2. Suppose θ ≥ 2. Starting with (E.3), we apply the bound
η
2
(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤ ηL
2
2n
(
1− 2
θ
) n∑
i=1
∥∥xk − ϕik∥∥2 .
This yields
0 ≤ −Ek [F (xk+1)] + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
Ek‖xk+1 − xk‖2
+
ηL2
2n
(
1− 2
θ
+
1
θ2
) n∑
i=1
‖xk − ϕik‖2.
Applying Lemma 14,
0 ≤ −Ek [F (xk+1)]− F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2
− cηL
2
2
(
1− 2
θ
+
1
θ2
)
(1− δ)
n∑
i=1
Ek
∥∥xk+1 − ϕik+1∥∥2
+
cηL2
2
(
1− 2
θ
+
1
θ2
)(
1− c− 1
cn
) n∑
i=1
∥∥xk − ϕik∥∥2
+
(
cnδ−1ηL2
2
(
1− 2
θ
+
1
θ2
)
+
L
2
− 1
2η
)
Ek‖xk+1 − xk‖2. (15)
As before, we set δ = c−1cn and c = 2. The final term is non-positive as long as
η ≤ 1
8Ln2(θ − 1)2
(√
16n2θ2(θ2 − 2θ + 1) + θ4 − θ2
)
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With these parameter choices, we can drop the final term in (E.3). Summing the resulting inequality
over the iterations k = 0 to k = T − 1 and following the same telescoping procedure as in Case 1,
we are left with
−
(
L− 1
2η
) T−1∑
k=1
E‖xˆk+1 − xk‖2 ≤ F (x0)− F (x∗).
Rewriting the term on the left in terms of G(xα) as in Case 1, we have the final bound
E‖G(xα)‖2 ≤ F (x0)− F (x
∗)
η2
(
1
2η − L
)
T
.
Choosing η = θ2Ln(θ−1) proves the result.
F Proofs for B-SVRG
F.1 MSE bounds
Lemma 18 (Restatement of Theorem 2). For k ∈ {ms,ms+ 1, · · · ,m(s+ 1)− 1}, the MSE of
the SVRG gradient estimator satisfies
Ek‖∇˜SVRGf(xk)−∇f(xk)‖2 ≤ L
2
θ2
‖xk − ϕs‖2
+
(
1− 2
θ
)
‖∇f(xk)−∇f(ϕs)‖2
Proof. This follows from Lemma 13 and the fact that ϕik = ϕs for all i.
Lemma 19. For k ∈ {ms,ms+ 1, · · · ,m(s+ 1)− 1}, the following inequality holds:
m(s+1)−1∑
k=ms
‖xk − ϕs‖2 ≤ 3m(m+ 1)
m(s+1)−1∑
k=ms
‖xk+1 − xk‖2
Proof. Using the inequality ‖u− w‖2 ≤ (1 + δ)‖u− v‖2 + (1 + δ−1)‖v − w‖2,
‖xk − ϕs‖2 ≤ (1 + δ)‖xk−1 − ϕs‖2 + (1 + δ−1)‖xk − xk−1‖2
≤ (1 + δ−1)
k∑
`=ms
(1 + δ)k−`‖x`+1 − x`‖2
≤ (1 + δ−1)(1 + δ)m
k∑
`=ms
‖x`+1 − x`‖2
The final inequality uses the estimate (1+ δ)k−` ≤ (1+ δ)m. With δ = 1m , summing this inequality
from k = ms to k = m(s+ 1)− 1 gives us
m(s+1)−1∑
k=ms
‖xk − ϕs‖2 ≤ (m+ 1)
(
1 +
1
m
)m m(s+1)−1∑
k=ms
k∑
`=ms
‖x`+1 − x`‖2
≤ m(m+ 1)
(
1 +
1
m
)m m(s+1)−1∑
k=ms
‖x`+1 − x`‖2
≤ 3m(m+ 1)
m(s+1)−1∑
k=ms
‖xk+1 − xk‖2.
The final inequality uses the fact that
(
1 + 1m
)m
< limm→∞
(
1 + 1m
)m
= e < 3, where e is Euler’s
constant.
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F.2 Convex
Theorem 20 (Restatement of Theorem 4, Part 1). In Algorithm 2, set η =
θ
4Lm(m+1)(θ−1)+L(θ+3
√
2m(m+1)
for θ ∈ [1, 2) and set η = θ
4Lm(m+1)(θ−1)+3L
√
2m(m+1)(θ−1)+Lθ
for θ ≥ 2. After S epochs, Algorithm 2 produces an iterate satisfying
E [F (x)− F (x∗)] ≤

2Lm(m+1)(θ−1)+L2 (θ+3
√
2m(m+1))
mSθ ‖x0 − x∗‖2 θ ∈ [1, 2),
2Lm(m+1)(θ−1)+ 3
√
2
2 L
√
m(m+1)(θ−1)+Lθ2
mSθ ‖x0 − x∗‖2 θ ≥ 2.
Proof. To begin, we consider the performance of Algorithm 2 over the single epoch s, so k ∈
{ms,ms + 1, · · · ,m(s + 1) − 1. The operator Es denotes the expectation conditioned on the first
s− 1 epochs. From Lemma 12 with µ = 0, we have
0 ≤Es
[
− ηF (xk+1) + ηF (x∗) + η
2Lλ
‖∇˜SVRGf(xk)−∇f(xk)‖2 − 1
2
‖xk+1 − x∗‖2
+
1
2
‖xk − x∗‖2 + η
(
1− 1
θ
)
‖xk − ϕs‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
‖xk+1 − xk‖2
]
,
where we have used the fact that ϕik = ϕs for all i. Using our bound on the MSE, we have
0 ≤Es
[
− ηF (xk+1) + ηF (x∗) + η
2Lλ
(
1− 2
θ
)
‖∇f(xk)−∇f(ϕs)‖2
− 1
2
‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
‖xk+1 − xk‖2
+
ηL
2
(
1− 1
θ
+
1
λθ2
)
‖xk − ϕs‖2
]
. (16)
As before, we consider two cases depending on θ.
Case 1. Suppose θ ∈ [1, 2). In this case, 1 − 2θ ≤ 0, so we can drop the second term in (F.2).
Summing the resulting inequality from k = ms to k = m(s+ 1)− 1 gives
0 ≤
m(s+1)−1∑
k=ms
Es [−ηF (xk+1) + ηF (x∗)]
− 1
2
Es‖xm(s+1) − x∗‖2 + 1
2
‖xms − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)m(s+1)−1∑
k=ms
Es‖xk+1 − xk‖2
+
ηL
2
(
1− 1
θ
+
1
λθ2
)m(s+1)−1∑
k=ms
Es‖xk − ϕs‖2.
We use Lemma 19 the bound the final term. This gives
0 ≤
m(s+1)−1∑
k=ms
Es [−ηF (xk+1) + ηF (x∗)]
− 1
2
Es‖xm(s+1) − x∗‖2 + 1
2
‖xms − x∗‖2
+
(
ηL(λ+ 1)
2
+
3m(m+ 1)ηL
2
(
1− 1
θ
+
1
λθ2
)
− 1
2
)m(s+1)−1∑
k=ms
Es‖xk+1 − xk‖2.
We choose λ and η so that the final term is non-positive. To minimise this term over λ, we choose
λ =
√
3m(m+1)
θ . Following the step size used in our analysis of B-SAGA for simplicity, we choose
η =
θ
4Lm(m+ 1)(θ − 1) + L(θ + 3√2m(m+ 1)) ,
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which is small enough to ensure that the terms in the round brackets are non-positive. (The optimal
choice for η is larger only by a small constant factor.) This gives us the inequality
0 ≤
m(s+1)−1∑
k=ms
Es [−ηF (xk+1) + ηF (x∗)]
− 1
2
Es‖xm(s+1) − x∗‖2 + 1
2
‖xms − x∗‖2.
Substituting the values ϕs+1 = xm(s+1) and ϕs = xms, this becomes
0 ≤
m(s+1)−1∑
k=ms
Es [−ηF (xk+1) + ηF (x∗)]
− 1
2
Es‖ϕs+1 − x∗‖2 + 1
2
‖ϕs − x∗‖2.
We can now chain this inequality and the conditional expectations over the epochs s = 0 to s =
S − 1.
mS−1∑
k=0
E [ηF (xk+1)− ηF (x∗)] ≤ −1
2
E‖ϕS − x∗‖2 + 1
2
‖x0 − x∗‖2 ≤ 1
2
‖x0 − x∗‖2.
Define x def= 1mS
∑mS
k=1 xk. Using the convexity of F , we have shown
ηmSE [F (x)− F (x∗)] ≤ η
mS−1∑
k=0
E [F (xk+1)− F (x∗)] ≤ 1
2
‖x0 − x∗‖2.
This implies that
E [F (x)− F (x∗)] ≤ 1
2ηmS
‖x0 − x∗‖2,
and substituting our choice for η completes the proof.
Case 2. We now consider the case θ ≥ 2. From equation (E.1), we have the inequality
0 ≤− ηEs
[
F (xk+1)− F (x∗)− 1
2
‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2
+
(
ηL(λ+ 1)
2
− 1
2
)
‖xk+1 − xk‖2 + ηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)
‖xk − ϕs‖2
]
.
Following the same procedure as in Case 1, we derive the bound
0 ≤
m(s+1)−1∑
k=ms
Es [−ηF (xk+1) + ηF (x∗)]
− 1
2
Es‖xm(s+1) − x∗‖2 + 1
2
‖xms − x∗‖2
+
(
ηL(λ+ 1)
2
+
3m(m+ 1)ηL
2
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)
− 1
2
)m(s+1)−1∑
k=ms
Es‖xk+1 − xk‖2.
To ensure the final term is non-positive, we set the parameters λ =
√
3m(m+1)(θ−1)
θ and
η =
θ
4Lm(m+ 1)(θ − 1) + 3L√2m(m+ 1)(θ − 1) + Lθ .
With this value for η, the rest of the proof follows exactly as in Case 1.
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F.3 Strongly convex
Theorem 21 (Restatement of Theorem 4, Part 2). If g is µ-strongly convex in Algo-
rithm 2, set η = θ
5Lm(m+1)(θ−1)+ 5L4 (θ+3
√
2m(m+1))
for θ ∈ [1, 2), and set η =
θ
5Lm(m+1)(θ−1)+L
√
2m(m+1)(θ−1)+Lθ . After S epochs, Algorithm 2 produces an iterate satisfying
E‖xmS−x∗‖2 ≤

(
1 + µθ
10Lm(m+1)(θ−1)+ 5L2 (θ+3
√
2m(m+1))
)−mS
‖x0 − x∗‖2 for θ ∈ [1, 2)(
1 + µθ
10Lm(m+1)(θ−1)+2L
√
2m(m+1)(θ−1)+2Lθ
)−mS
‖x0 − x∗‖2 for θ ≥ 2.
Proof. We begin with inequality (F.2), but without setting µ = 0.
0 ≤Es
[
− ηF (xk+1) + ηF (x∗) + η
2Lλ
(
1− 2
θ
)
‖∇f(xk)−∇f(ϕs)‖2
− 1 + µη
2
‖xk+1 − x∗‖2 + 1
2
‖xk − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)
‖xk+1 − xk‖2
+
ηL
2
(
1− 1
θ
+
1
λθ2
)
‖xk − ϕs‖2
]
. (17)
The term −η(F (xk+1)−F (x∗)) is not useful to our analysis, so we drop it from the inequality. We
proceed to analyse the same two cases as before.
Case 1. Suppose θ ∈ [1, 2). In this case, 1 − 2θ ≤ 0, so we can drop the second term in (F.3).
We multiply this inequality by (1 + µη)k and sum the result over the first epoch, from k = 0 to
k = m− 1.
0 ≤− (1 + µη)
m
2
Es‖xm − x∗‖2 + 1
2
‖x0 − x∗‖2 +
(
ηL(λ+ 1)
2
− 1
2
)m−1∑
k=0
(1 + µη)kEs‖xk+1 − xk‖2
+
ηL
2
(
1− 1
θ
+
1
λθ2
)m−1∑
k=0
(1 + µη)kEs‖xk − ϕs‖2.
With the choice
η =
θ
5Lm(m+ 1)(θ − 1) + 5L4 (θ + 3
√
2m(m+ 1))
,
we can make the approximation 1 + µη ≤ 1 + µ7Lm ≤ 1 + 17m . Hence, we can apply the estimate
m−1∑
k=0
(1+µη)kEs‖xk+1−xk‖2 ≤ (1+µη)m
m−1∑
k=0
Es‖xk+1−xk‖2 ≤
(
1 +
1
7m
)m m−1∑
k=0
Es‖xk+1−xk‖2.
We can bound the coefficient using the definition of Euler’s number as in the proof of Lemma 18.(
1 +
1
7m
)m
< lim
m→∞
(
1 +
1
7m
)m
= e1/7 <
6
5
.
This leaves us with the inequality
0 ≤− (1 + µη)
m
2
Es‖xm − x∗‖2 + 1
2
‖x0 − x∗‖2 +
(
3ηL(λ+ 1)
5
− 1
2
)m−1∑
k=0
Es‖xk+1 − xk‖2
+
3ηL
5
(
1− 1
θ
+
1
λθ2
)m−1∑
k=0
Es‖xk − ϕs‖2.
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We now continue as in the proof of Theorem 20, using Lemma 19 the bound the final term. This
gives
0 ≤− (1 + µη)
m
2
Es‖xm − x∗‖2 + 1
2
‖x0 − x∗‖2
+
(
3ηL(λ+ 1)
5
+
9m(m+ 1)ηL
5
(
1− 1
θ
+
1
λθ2
)
− 1
2
)m(s+1)−1∑
k=ms
Es‖xk+1 − xk‖2.
We choose λ and η so that the final term is non-positive. To minimise this term over λ, we choose
λ =
√
3m(m+1)
θ . These parameter choices ensure that the final term is non-positive. Hence, we have
shown
Es‖xm − x∗‖2 ≤ (1 + µη)−m‖x0 − x∗‖2.
Chaining this inequality and the expectations over epochs s = 0 to s = S proves the desired result.
Case 2. Now suppose θ ≥ 2. As before, we apply the bound(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤ L2
(
1− 2
θ
) n∑
i=1
∥∥xk − ϕik∥∥2
to inequality (F.3) to begin. Using the step size
η =
θ
5Lm(m+ 1)(θ − 1) + L√2m(m+ 1)(θ − 1) + Lθ ,
we are ensured that 1 + µη ≤ 1 + 17n . Following the proof of Case 1, we have the inequality
0 ≤− (1 + µη)
m
2
Es‖xm − x∗‖2 + 1
2
‖x0 − x∗‖2
+
(
3ηL(λ+ 1)
5
+
9m(m+ 1)ηL
5
(
1 +
1
λ
− 1 +
2
λ
θ
+
1
λθ2
)
− 1
2
)m(s+1)−1∑
k=ms
Es‖xk+1 − xk‖2.
We choose λ =
√
3m(m+1)(θ−1)
θ to minimise the coefficient of the final term, and our choice for η
ensures that this term is non-positive. Chaining the resulting inequality and the conditional expecta-
tions over epochs s = 0 to S finishes the proof.
F.4 Non-convex
Theorem 22 (Restatement of Theorem 6). In Algorithm 2, set η = θ
2L
√
m(m+1)
for θ ≤ 2, and
set η = θ
2Ln(θ−1)
√
m(m+1)
for θ ≥ 2. After T steps, Algorithm 2 achieves the following bound on
the norm of the generalised gradient:
E‖Gη(xα)‖2 ≤

4L
√
m(m+1)(F (x0)−F (x∗))
θ
(
1− θ√
m(m+1)
)
T
for 0 < θ < 2,
4L
√
m(m+1)(θ−1)(F (x0)−F (x∗))
θ
(
1− θ
(θ−1)
√
m(m+1)
)
T
for θ ≥ 2.
Proof. Define xˆ as in (E.3). Following the proof of Theorem 17, we arrive at the inequality
Es [F (xk+1)] ≤ Es
[
F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
η
2
‖∇f(xk)− ∇˜SVRGf(xk)‖2
]
.
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Bounding the final term using Lemma 18, we have
0 ≤ Es
[
− F (xk+1) + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
ηL2
2θ2
‖xk − ϕs‖2 + η
2n
(
1− 2
θ
) n∑
i=1
‖∇fi(xk)−∇fi(ϕs)‖2
]
. (18)
As before, we split our analysis into two cases depending on θ.
Case 1. Suppose θ ∈ (0, 2), so that 1− 2θ < 0. We can simplify (F.4) to
0 ≤ Es
[
− F (xk+1) + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
ηL2
2θ2
‖xk − ϕs‖2
]
.
We bound the final term using Lemma 19.
0 ≤ Es
[
− F (xk+1) + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
ηL2(1 + δ−1)(1 + δ)m
2θ2
k∑
`=ms+1
‖x` − x`−1‖2
]
.
Summing this inequality over epoch s, which consists of iterations k = ms to k = m(s + 1) − 1,
we have the inequality
0 ≤ Es
[
− F (xm(s+1)) + F (xms) +
(
L− 1
2η
)m(s+1)−1∑
k=ms
‖xˆk+1 − xk‖2
+
(
L
2
− 1
2η
)m(s+1)−1∑
k=ms
‖xk+1 − xk‖2 + ηL
2(1 + δ−1)(1 + δ)m
2θ2
m(s+1)−1∑
k=ms
k∑
`=ms+1
‖x` − x`−1‖2
]
.
We must choose δ and η so that the terms on the final line are non-positive. With δ = 1m , we have
that
(1 + δ)m
m(s+1)−1∑
k=ms
k∑
`=ms+1
‖x` − x`−1‖2 ≤ m
(
1 +
1
m
)m m(s+1)−1∑
k=ms
‖xk+1 − xk‖2
≤ 3m
m(s+1)−1∑
k=ms
‖xk+1 − xk‖2.
The final inequality uses the fact that
(
1 + 1m
)m
< limm→∞
(
1 + 1m
)m
= e < 3, where e is Euler’s
number. With this bound, our inequality becomes
0 ≤ Es
[
− F (xm(s+1)) + F (xms) +
(
L− 1
2η
)m(s+1)−1∑
k=ms
‖xˆk+1 − xk‖2
+
(
L
2
+
ηL2(1 +m)3m
2θ2
− 1
2η
)m(s+1)−1∑
k=ms
‖xk+1 − xk‖2
]
.
The final term is non-positive as long as
η ≤ 1
6Lm(m+ 1)
(√
12mθ2(m+ 1) + θ4 − θ2
)
.
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For simplicity, we make the choice η = θ
2L
√
m(m+1)
. Substituting xm(s+1) = ϕs+1 and xms = ϕs,
we have
0 ≤ Es
[
− F (ϕs+1) + F (ϕs) +
(
L− 1
2η
)m(s+1)−1∑
k=ms
‖xˆk+1 − xk‖2
]
.
Chaining this inequality and the expectations over the epochs s = 0 to s = S − 1,
0 ≤ Es
[
− F (ϕS) + F (ϕ0) +
(
L− 1
2η
)mS−1∑
k=0
‖xˆk+1 − xk‖2
]
.
Applying −F (ϕS) ≤ F (x∗), the definition of the generalised gradient, and the definition of xα, we
have our final inequality.
E‖G(xα)‖2 ≤ F (x0)− F (x
∗)
η2
(
1
2η − L
)
T
=
4L
√
m(m+ 1)(F (x0)− F (x∗))
θ
(
1 + θ√
m(m+1)
)
T
,
where the final equality follows from our choice for η.
Case 2. For θ ≥ 2, we apply the bound(
1− 2
θ
)∥∥∥∥∥∇f(xk)− 1n
n∑
i=1
∇fi(ϕik)
∥∥∥∥∥
2
≤ L2
(
1− 2
θ
) n∑
i=1
∥∥xk − ϕik∥∥2
to inequality (F.4) just as in the convex case. This produces the inequality
0 ≤ Es
[
− F (xk+1) + F (xk) +
(
L− 1
2η
)
‖xˆk+1 − xk‖2 +
(
L
2
− 1
2η
)
‖xk+1 − xk‖2
+
ηL2
2
(
1− 2
θ
+
1
θ2
)
‖xk − ϕs‖2
]
.
Following the same procedure as in Case 1, we arrive at the inequality
0 ≤ Es
[
− F (xm(s+1)) + F (xms) +
(
L− 1
2η
)m(s+1)−1∑
k=ms
‖xˆk+1 − xk‖2
+
(
L
2
+
ηL2(1 +m)3m
2
(
1− 2
θ
+
1
θ2
)
− 1
2η
)m(s+1)−1∑
k=ms
‖xk+1 − xk‖2
]
.
The final term is non-positive for η satisfying
η ≤
√
12m(m+ 1)θ2(θ − 1)2 + θ4 − θ2
6Lm(m+ 1)(θ − 1)2 .
We make the particular choice η = θ
2L(θ−1)
√
m(m+1)
. Applying the same telescoping procedure as
in Case 1, we have
E‖G(xα)‖2 ≤ F (x0)− F (x
∗)
η2
(
1
2η − L
)
T
=
4L(θ − 1)√m(m+ 1)(F (x0)− F (x∗))
θ
(
1 + θ
(θ−1)
√
m(m+1)
)
T
.
This completes the proof.
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