This paper presents an overview of image compression covering JPEG, the MPEG Standards, H.262, H.263 and H.264, VQ, Wavelet and Fractal Transforms. Error resilience in terms of an unequal error protection (UEP) scheme is also covered. The report concludes with a very brief mention of the protocols used in streaming multimedia data.
iii. to enable the use of lower data transmission rates; iv. compressed images cost less: to transmit, archive, process than uncompressed images; v. to allow faster processing of image data -important in Knowledge Based Systems; vi. to overcome the electromagnetic spectrum overcrowding -e.g. satellite television transmission. An example [3] being the transmission of nine television channels from a single 25 MHz satellite transponderpreviously, only a single analogue television channel would have been broadcast using such a transponder. To answer the specific question as to "What is image compression?" It is simply reducing the number of bits required to represent an image. Figure 2 illustrates how an image can be compressed. If an image is compressed such that no information is discarded, then it is known as lossless compression. If, however, information is thrown away, then the image coding algorithm is known as a lossy compressor. If the information discarded is not perceptible, then the algorithm is known as visually lossless [4] .
It should be noted that when it comes to representing real world images, no digital image format can retain all the information that impinges on the human
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The latest MPEG standards and industrial requirements for media streaming eye ball. There are around 100-200 million photoreceptors in the retina but one million neurons in the human optic nerve. Thus a compression of at least 100:1 has already taken place [5] .
How is Image Compression Achieved?
Image compression is achieved by exploiting the redundancy in the image data and the non-linearities of the human visual system which is less sensitive to certain spatial and temporal frequencies than others. Redundancy in images exists in two main forms: i. Statistical redundancy -this arises from the probability distribution in the image data itself, being the spatial correlation of the pixels in a single image data and temporal correlation between frames for motion video. There is also spectral redundancy -in images composed of more than one spectral band, the spectral values for the same pixel location are often correlated. ii. Psychovisual redundancy [6] -this utilises the non-linearities of the human visual system to remove detail from moving and still images to which the eye is the least sensitive to and thus the perceived image quality is not affected. The categorisation of the various types of redundancies present in images is shown in Figure 3 .
Video compression may be divided into two types of coding, intraframe coding and interframe coding.
Intraframe Coding
Intraframe coding achieves image compression by exploiting the spatial redundancy in the static image data of the frame that may exist due to the predictable nature of images, such as large areas of the image consisting of the same detail. An example of intraframe coding is fractal image compression. There are many methods of intraframe coding, such as those based on predictive coding, entropy coding and transform coding.
Predictive (or Statistical) Coding exploits the redundancy due to the interelement correlation in the data to predict the values of new pixels from the knowledge of previous ones that have already been coded. When it is performed in the spatial domain it is known as intraframe predictive coding.
Entropy Coding [7] utilises the probability distribution of the data, that is, some input levels occur more often than others, and that compression can be achieved by using unequal-length code word and assigning the shortest code words to the most likely inputs and longer code words to the least likely inputs. Entropy is a measure of the degree of randomness of the set of random variables.
Transform Coding to take advantage of the eye's non-uniform sensitivities -two commonly used transforms are widely used to prepare the image data for compression. The first is co-ordinate transformation from RGB to one that separates intensity (luminance) from two-component colour (chrominance). The second transform converts from the normal position-based image description to a spatial-frequency description. The Discrete Cosine Transform (DCT) is such a transform, first proposed by Ahmed [8] et al., back in 1974 for coding images it has now been widely adopted in the MPEG and H.26x family of image compression standards. Image compression is achieved by the DCT transforming the image into another domain where the image information can be rearranged according to its subjective order of importance, and then the less important information either discarded or coarsely quantised.
Interframe Coding
Interframe coding exploits the temporal redundancy of successive frames in motion-video, where the successive frames change very little. For motionvideo, Predictive Coding can also be performed in the time domain and it is then known as interframe predictive coding. Figure 4 summarises the interframe coding strategies.
With interframe predictive coding, data from previous frames are used to calculate prediction values for the contents of the new frame. This kind of coding can be significantly improved by a process known as Motion Compensation which describes a picture in terms of where each section of that picture came from, in a previous picture. This means that when deciding the prediction value of a particular pixel in the new frame, its motion since previous frame is first estimated by a process known as Motion Estimation, which gives its previous frame location, and the value of that location is used as the prediction. Motion estimation examines the movement of objects in an image sequence to try to obtain vectors representing the estimated motion. Thus, interframe compression is accomplished by performing motion compensation between successive video frames, and then encoding the difference between the motion compensated prediction and the actual new frame. Motion compensation may also be carried bidirectionally, as shown in Figure 5 , which is used extensively in MPEG-2 and MPEG-4.
Still Image Compression Standards
As this paper concentrates on motion video compression, mention will be made of two still image compression standards, namely the JPEG and JBIG algorithms. Since the JPEG algorithm is used for intra-frame compression to encode the 'I-Frame' type in MPEG compression.
JBIG1 and JBIG2
A brief mention here is made of the often neglected algorithm to compress monochromatic images. Such an algorithm is JBIG (1) Figure 6 . Lossy mode DCT-based JPEG coder [10] .
Experts Group) which is used for coding bi-level images, e.g. faxes and grey scale coded images. The current best algorithm for bi-level image compression is JBIG2 [9] which produces files two to four times smaller than JBIG1. It is specifically tailored for text, halftones and other binary image content, offering both a lossless and lossy mode. The algorithm is designed to offer decompression in software at a rate of over 250 million pixels/second.
JPEG
The current widely used still image compression algorithm is JPEG (Joint Photographic Experts Group). JPEG is the international standard for full colour (24 bit/pixel) and grey scale images. JPEG in fact has two modes of operation: lossless and lossy compression. Figure 6 show a block diagram for the lossy compression mode of JPEG.
For the encoder, after output from the FDCT, each of the 64 DCT coefficients is uniformly quantised in conjunction with a 64-element Quantisation Table. The purpose of quantisation is to achieve further compression by discarding information which is not visually significant. After quantisation, the DC coefficient is treated separately from the 63 AC. coefficients. Because there is usually strong correlation between the DC coefficients of adjacent 8 × 8 blocks, the quantised DC coefficient is encoded as the difference from the DC term of the previous block in the encoding order, as shown in Figure 7 .
Finally all of the quantised coefficients are ordered into the 'zig-zag' sequence. This ordering facilitates entropy coding by placing low energy conditions first in the top of the list.
The final step of the DCT-based encoder is entropy coding. JPEG specifies two entropy coding methods: Huffman and arithmetic coding. Huffman coding uses the Huffman table specification, whereas arithmetic coding uses Figure 7 . Preparation of DCT quantised coefficients for entropy coding [10] .
the arithmetic coding conditioning table specifications. The baseline sequential codec uses Huffman coding, but codecs with both methods are specified for all modes.
MOTION VIDEO COMPRESSION
Block based coding algorithms exploit common video characteristics such as spatial redundancy, temporal redundancy, uniform motion and spatial masking and also utilise inter-frame and intra-frame coding.
The major global standards in motion video compression have arisen from the discussion between the academic and industrial researchers in a group known as the 'Motion Video Experts Group' or MPEG for short. Their standardised proposals have been given various numbers such as MPEG-1, or MPEG-2. Both MPEG-1 and MPEG-2 are based on JPEG for intra-frame coding with interframe coding. MPEG-4 was designed for very low bitrate coding at bitrates of less than 64 kbps using advanced techniques. MPEG-4 has gone through various revisions and enhancements with evolving software and hardware capabilities with the progress of time since its first inception. In general, MPEG uses blockbased motion compensation for the reduction of temporal redundancy and the DCT transform for the reduction of spatial redundancy with further compression being obtained by entropy coding. MPEG-7 is a web based multimedia content description interface, whereas MPEG-21 describes the digital item declaration language with applicability to scalable video coding.
The International Telecommunications Union or ITU have also developed various motion video compression algorithms, both independently and jointly with MPEG. The independent ones are the H.261 and its successor the H.263 algorithm for video conferencing. H.261 is a hybrid DCT and differential pulse code modulation (DPCM) scheme with motion estimation. H.263 is based on H.261 but utilises advances made with MPEG-1 including half pixel precision for motion compensation, variable length coding and optional forward error correction (FEC). The MPEG collaborated algorithms are H.262 (MPEG-2) and H.264 (MPEG-4) also known as MPEG-4 part 10 or AVC.
MPEG-1 (1992)
At present MPEG-1 is the most compatible format in the MPEG family. It is playable in almost all computers and VCD/DVD players. One big disadvantage of MPEG-1 video is that it supports only progressive pictures. This deficiency helped prompt development on the more advanced MPEG-2. MPEG-1 applications are often low resolution and low bitrate, the standard allows any resolution less than 4095 × 4095 pixels. Typical operating bitrates are 1.5 Mbit/s with a screen resolution of 352 × 288 pixels at 25 frames a second (or 352 × 240 pixels at 29.97 frames per second). Nevertheless, most implementation were designed with the 'Constrained Parameter Bitstream specification in mind. Figure 8 clearly shows how the video compression codecs have also an audio part and the need for synchronisation between them. Figure 9 illustrates the major steps necessary for video compression in MPEG-1.
The decompression would be the reverse process of encoding as MPEG-1 is a symmetric codec. 
MPEG-2/H.262 (1994)
This standard achieved full status in November 1994 and was specifically designed for the efficient coding of interlaced (broadcast) video signals and multi-channel discrete surround sound audio. MPEG-2 allows the definition of frame sizes of up to 16383 × 16383 pixels with a bitrate of up to 100 Mbit/s. Its main definition is to support digital video transmission in the range of about 2 to 15 Mbit/s over cable, satellite, and other broadcast channels, as well as for Digital Storage Media (DSM) and other communications applications.
Both MPEG-1 and MPEG-2 uses block-based motion compensation for the reduction of temporal redundancy and the DCT transform for the reduction of spatial redundancy. Motion compensated techniques are applied with both causal (pure predictive coding) and noncausal predictors (interpolated coding). The remaining signal (prediction error) is further compressed using the DCT. The DCTs are performed on 8 × 8 blocks, and the motion prediction is done in the luminance (Y) channel on 16 × 16 blocks. Motion compensation may be carried out either in the forward or reverse direction. The resulting DCT coefficients, the motion vectors, quantisation parameters and other information is Huffman coded using fixed tables. The DCT coefficients have a special Huffman table that is two-dimensional in that one code specifies a run-length [12] of zeros and the non-zero value that ended the run. Also the motion vectors and the DC DCT components are DPCM coded. The procedures are summarised in Figure 10 .
In coding an image sequence, MPEG-1/2/4 classifies the individual pictures into four types [14] , 'I', 'P', 'B' and 'D' types, three of which are shown in Figure 11 .
'I' or intra frames are coded without reference to other pictures and equivalent to a JPEG image. The primary difference between JPEG and an MPEG I-frame is that MPEG has the provision of adaptive quantisation. This can approach 30% better quantisation. 'P' or predicted frames are coded relative to a prediction from a previous frame. The prediction is motion-compensated. According to the syntax of MPEG, the P frame be created from a previous I frame or a previous P frame reconstructed back to intra status. 'B' or bidirectional frames are coded relative to motion-compensated prediction from a previous and/or a future frame. A 'B' frame can only be formed from other I or reconstructed P frames. 'D' or DC pictures contain only the DC (8 × 8 block average) for each block. This is optional and frame sequences may not contain D frames intermixed with other types of frames.
H.263 (1995/6)
This was a video coding standard for low-bitrate video conferencing based on H.261 and utilising the advances made with MPEG-1 and MPEG-2, in fact the codec figure looks almost identical to Fig. 10 . Various enhancements were made to the standard such as H.263+, H.263++ or H.263 2000. It has now been superseded by H.264. Half pixel precision is used for the motion compensation along with variable length coding, use of the 'P' and 'B' frame structure and optional forward error correction.
H.264/MPEG-4 Part 10/AVC (Advanced Video Coding)
As can be seen in Figures 12 and 13 , H.264/MPEG-4 is based on the foundation of MPEG-1 and MPEG-2. The DCT transform is used along with similar quantisation tables and entropy coders. The real advances are in motion compensation prediction with quarter pixel accuracy and unlimited
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The latest MPEG standards and industrial requirements for media streaming Table 1. MPEG-4 is an object oriented based image codec and actually uses the wavelet transform to represent textural information. The steps involved in decompression are shown in Figure 13 and it should be noted that one of the aims of having a low complexity decoder has been met. MPEG-4 principally offers four error resilience tools, viz.: resynchronisation, data partitioning, Deblocking filter None Dynamic edge filters reversible variable length codes and 'NEWPRED' or 'demand intra-refresh'. A new frame type, 'SP' is also introduced, they permit frame reconstruction from one of several reference frames and prevent error propagation. When MPEG-4 is transmitted over a mobile communication link, packet loss is a major problem, resulting in frame losses. The problem can be alleviated by categorising the error into most critical, less critical and least critical and then subdividing for each category those which are recoverable and those unrecoverable. A solution [17] for MPEG-4 transmission over UMTS is to use unequal error protection by sending the critical data such as the video file header and I frames in RLC acknowledged mode as conversational class, whilst the P and B frames are sent in unacknowledged mode as streaming class.
MPEG-7 Multimedia Content Description Interface
MPEG-7 is a standard for describing the multimedia content data that supports some degree of interpretation of the information meaning which can be passed onto, or accessed by, a device or computer code. MPEG-7 is not aimed at any one application in particular, rather, the elements that MPEG-7 standardises support as broad a range of applications as possible. The scope of MPEG-7 is shown in Figure 14 . Further details can be found in the MPEG-7 specifications [18].
MPEG-21 Digital Item Declaration Language [19, 20]
The foresight of MPEG-21 is to define an unambiguous, enhanced, universal structure which will allow the multimedia resources to be universally accessible across all networks by all users. It sets out the user requirements and interaction of the user with the MPEG-21 environment. This is
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VQ, Fractal and Wavelet Coding
All three types of algorithms are actually related to each other. The process of vector quantisation (VQ) [22] is best illustrated by Figure 16 and involves searching for a code vector from a codebook. Compression is achieved by only storing the reference for the code vector as both the encoder and decoder will have identical code books. With fractal coding [23] this involves searching for a best part of an image (the domain block) which best matches a smaller part of the image (range block) when contractively affine transformed. The contractive affine transforms actually plots an attractor image, which will be an approximation of the original image. To achieve image compression, only the contractive affine parameters need to be stored.
Wavelets which are mathematically related to fractals are transforms in both frequency and space and offer multi-resolutional decoding of images. A pictorial representation of a wavelet coder is shown in Figure 17 . The wavelet transform has in fact been adopted as the principal transform in the JPEG2000 still image compression standard, replacing the DCT transform.
STREAMING PROTOCOLS
Streaming media requires specific streaming protocols for its delivery. The User Datagram Protocol (UDP) may be used to send the media as small packets, but problems may arise if the codec cannot recover from lost packets such as in the media stream freezing. Voice over IP (VOIP) and IPTV rely on UDP. The realtime streaming protocol (RTSP), realtime transport protocol (RTP) and the realtime transport control protocol (RTCP) were specifically media streaming designed protocols. RTSP is similar to the HTTP protocol but with specific streaming functionality like, record, play and pause. Both RTP and RTCP lie on top of UDP in the protocol stack. However, firewalls are more likely to block UDP based protocols. This is less of a problem for the connection oriented guaranteed delivery protocol, transmission control protocol (TCP). Again problems may arise due to latency and packet loss when there are too many retransmission requests in streaming a live event, though this is helped by the use of buffers. RTP was originally designed as a multicast protocol but has been widely used in unicast operations, applications also include videoconferencing. RTCP is used for out of band control information related to the RTP stream flow, specifically feedback information such as the quality of service being provided by RTP.
CONCLUSIONS
The most advanced video compression standard is currently H.264/MPEG-4 part 10/AVC. The language to deal with multimedia data is described by MPEG-7 and the various interactions between the multimedia generators and consumers is described by MPEG-21. TCP currently provides the best way to universally deliver streaming media through the global internet. The latest MPEG standards and industrial requirements for media streaming Figure 17 . Block diagram of wavelet based image coders [24] .
