The efficiency of inference in both the Hugin and, most notably, the Shafer-Shenoy archi 
INTRODUCTION
Inference in Bayesian networks can be formulated as message passing in a junction tree corresponding to the network (Jensen, Lauritzen & Olesen 1990 , Shafer & Shenoy 1990 . More precisely, a posterior probability distribution for a particular variable can be computed by sending messages inward from the leaves of the tree toward the clique (root) containing the variable of in terest. If a subsequent outward propagation of mes sages from the root toward the leaves is performed, all cliques will then contain the correct posterior distribu tions (at least up to a normalizing constant). In many situations, however, we are only interested in the pos terior distribution(s) for one or a few variables, which makes the outward pass redundant.
The Hugin and the Shafer-Shenoy propagation meth ods will be reviewed briefly in the following; for more in-depth presentations, see above references. We shall assume that all variables of a Bayesian network are discrete.
A Bayesian network consists of an independence graph, G = (V,E), (which is an acyclic, directed graph or, more generally, a chain graph) and a probability func tion, p, which factorizes according to G. That is,
where pa(v) denotes the parents of v (i.e., the set of vertices of G from which there are directed links to v).
The junction tree corresponding to G is constructed via the operations of moralization and triangulation such that the nodes of the junction tree correspond to the cliques (i.e., maximal complete subgraphs) of the triangulated graph. To each clique, C, and each separator, S, (i.e., link between a pair of neighbouring cliques of the junction tree ) is associated potential ta bles </> c and 1/Js, respectively, by which, at any time, we shall denote the current potentials associated with C and S. That is, for each clique, C, is associated a subset of the conditional probabilities specified for the Bayesian network, and the function '1/J c represents the product over this subset. Initially the potentials of the junction tree is given as 1/Jc ='lj!c 
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¢c := 4>(; Propagation can be defined as a sequence of inward message absorptions followed by a sequence of outward message absorptions, where inward means from leaf cliques of the junction tree towards a root clique, and outward means from the root clique towards the leaves.
Note that the ¢5 , 's are called messages. In the inward pass, since then ¢s = 1 for all separators, the only difference between the two architectures is step 4 of the Hugin procedure (see Table 1 ).
In the outward pass, on the other hand, the differ ence between the two architectures becomes more pro nounced. Consider clique C which, in the inward pass, has absorbed messages from C2, . . . , Cn and sent a message to C1. Now, having received a message from cl in the outward pass, it is going to send messages to 02, . . . , Cn. In the two architectures, this is done as indicated in Table 2 .
Note that in the Hugin architecture, when a clique C absorbs a message ¢ 8, , it is always true that <Ps, = L ¢c.
C\S;
This fact is exploited in the Hugin architecture to avoid performing repeated multiplications. Hence, in the outward pass of the Hugin algorithm a clique C can compute the product of all messages from its neigh bours simply by 'substituting' one term of ¢c using division. Thus, the main difference between the Hugin and the Shafer-Shenoy architectures is the use of di vision. As we shall see later, avoiding division is ad vantageous when we use nested junction trees for in ference.
The computation of messages is carried out as indi cated in Tables 1 and 2 , namely by multiplying all <Pv, 's and ¢ $ 's together and marginalizing from that ) product. However, often ¢5 can be computed via a series of marginalizations over smaller tables, which can greatly reduce both space and time complexities.
As a small illustrative example, assume that clique C contains variables {X1, X2, X3, X4}, that C receives messages ¢>{x1 ,x2} and ¢{x2,x3 }, and that the poten tial ¢{x3,x4} was initially associated with C. Themes sage, ¢ {X1,X4}, to be sent to Dis thus Thompson & Skolnick (1976) used exactly that method. Their method is referred to as "peel ing", since the variables are peeled off one by one un til the desired marginal has been computed. In most inference methods for Bayesian networks, finding the peeling order (elimination order) is done as an off-line, one-off process. That is, the acyclic, directed graph of the Bayesian network is moralized and triangulated (Lauritzen & Spiegelhalter 1988) , and a secondary structure referred to as a junction tree (Jensen 1988) is constructed once and for all. The junction tree is then used as an efficient and versatile computational device. Now, since Eq. 2 expresses nothing but inference in a probabilistic network consisting of four variables and three probability potentials, the computation of the 1.
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Hugin 1>* -1> 1>8,
2. r/> s , := 1>8, Table 2 : Clique C absorbs a message from clique C1 and sends messages to its remaining neighbours.
message, ¢ {x,,x4}, can be formulated as inference in a junction tree with cliques {X1,X2}, {X2,X3}, and {X3, X4}. Thus, we have a junction tree in the clique of another junction tree! For slightly more compli cated examples the nesting level might even be larger than two as shall be exemplified in Section 2, where we describe the construction of nested junction trees.
Section 3 describes the space and time costs associ ated with computation in nested junction trees, and Section 4 briefly explains how the space and time costs of an inward probability propagation can be computed through propagation of costs. Section 5 presents the results of an empirical study of the usefulness of nested junction trees. Finally, in Section 6, we conclude the work by discussing the benefits and as well as the lim itations of nested junction trees.
CONSTRUCTING NESTED JUNCTION TREES
To illustrate the process of constructing nested junc tion trees, we shall consider the situation where clique c16 is going to send a message to clique c13 in the junction tree of a subnet, here called Munin1, , 26, 83, 84, 94, 95, 97, 164, 168} , are named corre sponding to their node identifiers in the network, and they have 4, 5, 5, 5, 5, 5, 5, 7, and 6 states, respec tively.
{22
The set of probability potentials for a Bayesian net work defines the cliques of the moral graph derived from the acyclic, directed graph associated with the network (notice that the directed graph is also de fined by the potentials). That is, each potential r/>v (e.g., given by a conditional probability Based on these messages and the probability potential, r/>v, = P(97l22, 26), a message must be generated and sent to clique cl3· a complete subgraph. A junction tree is then con structed through triangulation of the moral graph.
Thus, in our example, the undirected graph induced by the potentials ¢ s ll c/Js2, ¢s3, and ¢v1 may be depicted as in Figure 2 . At first sight this graph looks quite messy, and it might be hard to be lieve that its triangulated graph will be anything but a complete graph. However, a closer exam ination reveals that the graph is already triangu lated and that its cliques are {83, 84, 97, 164, 168} and {22,26,83,84,94,95,97,168} . So, the original 9-clique (i.e., clique containing nine variables) with a table of size 2, 625,000 has been re duced to a junction tree with a 5-clique and an 8-clique with tables of total size 381,000 (including a separator table of size 750).
Thus encouraged we shall try to continue our clique break-down! In the two-clique junction tree, the 5-clique has associated with it only potential ¢s2, so it cannot be further broken down. The 8-clique, on the other hand, has got the remaining three potentials associated with it. These potentials (i.e., ¢s1, ¢s3, and ¢v,) induce the graph shown in Figure 3 . This graph also appears to be triangulated and con tains the 5-clique {22, 26, 94, 95, 97} and the 7-clique {22, 26, 83, 84, 94, 95, 168} with tables of total size 78,000 (including a separator table of size 500). The reduced space cost is 375,000-78,000 = 297,000.
In this junction tree, the 7 -clique cannot be further broken down since it contains only one potential. The 5-clique, however, contains two potentials, ¢s3 and ¢v 1 , and can therefore possibly be further broken Now, no further break-down is possible. The result ing nested junction tree, shown in Figure 5 , has a total space cost of 81,730, which is significantly less than the original 2, 625,000. Carrying out the nesting to this depth, however, have a big time cost, since, for example, 500 message passings is needed through the separator {83, 84, 97, 168} in order to generate the message from C16 to C13. A proper balance between space and time costs will most often be of interest. We shall address that issue in the next section.
SPACE AND TIME COSTS
As already discussed in Section 2, the smallest space cost of sending a message from a clique C equals the accumulated size of the clique and separator tables of the nested junction tree(s) induced by the potentials of C (i.e., messages sent to C and potentials initially 
PROPAGATION OF COSTS
The calculation of the costs of performing inward prob ability propagation toward a root clique C can be for mulated elegantly through propagation of costs in the junction tree. Let, namely, each clique send a cost mes sage (consisting of a space cost and a time cost) being the sum of the costs of sending a message (i.e, a proba bility potential) and the sum of the cost messages from its remaining neighbours. Then a cost message states the cost of letting the sender be root in the subtree containing the sender and the subtrees from which it received its messages. Thus, when C has received cost messages from all of its neighbours, the overall cost of an inward probability propagation is given by the sum of its cost messages plus the cost of computing the C-marginal potential. Now, if we perform an outward propagation of costs from C, we will subsequently be able to compute the cost of an inward probability propagation to any other clique, just as we did for clique C!
EXPERIMENTS
To investigate the practical relevance of nested junc tion trees, the cost propagation scheme described above has been implemented as an extension to the Hugin algorithm. In order to find a proper balance between space and time costs, the algorithm makes a junction tree representation of a clique only if
is smaller than it is using conventional representation.
The time factor, /, is chosen by the user. The average space and time costs of performing an in ward probability propagation is measured for each of these ten networks. Ta Interestingly, even though the time measures were ab solutely worst-case, for all networks but Pathfinder the minimum time costs (-y = 100) are less than the time costs of conventional propagation, and, of course, the associated space costs are also less than in the conven tional case, since the saving on the time side is due to nesting which inevitably reduces the space cost.
CONCLUDING REMARKS
The peeling inference method might exploit some of the extra independence relations available during in ward probability propagation, and hence have space and time costs less than the conventional junction tree method for inward probability propagation, as indi cated in Section 1. However, in the example shown in Figure 5 Toward normative expert systems: Part I. The
