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Abstract  -  This  research  aims  to  classify  which  SI  
algorithms  have  CAS  or  non-CAS  criteria.  The  
statistical  comparative  test  method  with  5  (five)  
characteristic  test  parameters  was  used  as  the  proof  
approach that produces the classification. Based on the  
hypothesis  that  has  been  tested  from  15  (fifteen)  
algorithms compared in this study, It was obtained that 8  
of  15  (53.33%)  algorithms  has  the  majority  of  CAS  
characteristics, 3 of 15 (20%) algorithms has a minority  
of  characteristics  of  CAS,  and  4  out  of  15 (26.66%)  
algorithms did not have CAS characteristics. The result  
can be a reference in understanding the characteristics  
of SI algorithms in the CAS and vice versa.
Keywords  –  Swarm  intelligence  algorithm;  complex  
adaptive system; statistical comparison test 
Abstrak -  Penelitian ini bertujuan mengklasifikasikan  
algoritma SI yang memiliki kriteria CAS ataupun tidak.  
Metode  uji  komparasi  statistik  dengan  5  (lima)  
parameter  uji  karakteristik  CAS  digunakan  sebagai  
pendekatan pembuktian yang menghasilkan klasifikasi  
tersebut.  Berdasarkan  hipotesis  yang  telah  diuji  dan  
dibahas,  dari  15  (lima  belas)  algoritma  yang  
dibandingkan dalam penelitian ini, didapatkan 8 dari 15  
(53,33%)  algoritma  memiliki  mayoritas  karakteristik  
CAS,  3  dari  15  (20%)  algoritma  memiliki  minoritas  
karakteristik  CAS,  dan  4  dari  15  (26,66%)  tidak  
memiliki  karakteristik  CAS.  Hasil  tersebut  dapat  
menjadi referensi  teori dalam memahami karakteristik  
algoritma SI dalam CAS dan sebaliknya. 
Kata Kunci – Algoritma swarm intelligence; complex 
adaptive system; uji  komparasi statistik
I. PENDAHULUAN
Banyaknya  algoritma  yang  berkembang  di  bidang 
Swarm  Intelligence (SI)  menuntut  untuk  dilakukan 
klasifikasi algoritma [1]. Algoritma SI dapat digolongkan 
sebagai  Complex  Adaptive  System (CAS)  berdasarkan 
kesamaan  karakteristik  yang  dimiliki  SI  terhadap  CAS, 
salah  satunya  berdasarkan  pada  Standish  [2].  Pada 
dasarnya,  algoritma  dalam  SI  memiliki  karakteristik 
sebagai  CAS. Namun,  jika ditelaah lebih dalam dengan 
cara  membandingkan  karakteristik  CAS  terhadap  suatu 
algoritma SI akan ditemukan beberapa karakter SI yang 
tidak  sesuai  dengan  karakteristik  CAS  sehingga  perlu 
dilakukan  klasifikasi  algoritma  SI  tersebut  dalam 
kaitannya dengan CAS. Metode untuk melakukan proses 
klasifikasi  juga  menjadi  salah  satu  hal  penting  yang 
diperhatikan.
Beberapa  penelitian  SI menekankan  pada  spesifik 
perilaku hewan yang menjadi sumber inspirasinya, yaitu 
antara lain algoritma rayap untuk menyelesaikan masalah 
clustering [3], algoritma pencarian serigala [4], algoritma 
optimalisasi  kucing  [5],  strategi  berburu  elang  [6], 
algoritma  cuckoo  search  dan  kunang-kunang [7],  
algoritma  bacterial  foraging  [8],  dan  optimasi  koloni 
rayap  [9].  Penelitian  tersebut  perlu  diuji  untuk 
membuktikan apakah algoritma dalam rumpun SI tersebut 
merupakan  bagian  dari  rumpun  ilmu  CAS  atau  tidak 
memiliki karakteristik sesuai dengan teori CAS walaupun 
dasar  dari  inspirasinya  berasal  dari  interaksi  kolektif 
mahluk hidup. 
Klasifikasi  SI  sebagian  besar  dilakukan  untuk 
memetakan  SI  berdasarkan  mekanisme  biomimetiknya 
[10].  Xiao  dkk  [11]  melakukan  pendekatan  analisis 
kemiripan  antara  SI  dan  jaringan  syaraf  tiruan  (JST). 
Penelitian   ini  bertujuan  untuk  mengklasifikasikan  SI 
berdasarkan  kesamaan  karakteristiknya  terhadap  CAS. 
menempatkan algoritma SI tersebut menjadi objek yang 
akan  diklasifikasikan  dilihat  dari  sudut  pandang  CAS. 
Teknik  uji  komparasi  digunakan  sebagai  pendekatan 
pembuktian.  Uji  komparasi  algoritma  akan  digunakan 
untuk  mengelompokkan  beberapa  algoritma  dalam  SI 
yang masuk ke dalam CAS dan algoritma mana saja yang 
tidak memiliki karakteristik CAS. 
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II. METODE PENELITIAN
Metode  yang  digunakan  dalam penelitian  ini  adalah 
metode  uji  komparasi  statistik.  Proses  komparasi 
algoritma  dilakukan  dengan  4  (empat)  tahapan,  yaitu 
menentukan  parameter  ukur  dari  karakteristik  CAS, 
membuat  hipotesis  komparatif  dari  sampel  populasi, 
melakukan pengujian hipotesis dengan sampel bebas, dan 
melakukan  uji  hasil  atau  generalisasi  hasil  terhadap 
hipotesis awal. Pengujian hipotesis dilakukan dengan dua 
atau  lebih  sampel  yang  tidak  saling  berkorelasi  satu 
dengan  lainnya.  Diagram  alur  metode  uji  komparasi 
statistik terdapat pada Gambar 1.
Klasifikasi  algoritma SI pada penelitian ini  mengacu 
pada  penelitian  yang  dilakukan  oleh  Fister  dkk.  [1]. 
Algoritma SI tersebut tidak memiliki korelasi dengan teori 
CAS  dan  akan  dibuktikan  kecocokan  karakteristik  di 
antara keduanya. Distribusi 15 (lima belas) algoritma SI 
berdasarkan [1] dinyatakan dalam Tabel 1.
Semua  algoritma  akan  diuji  dengan  parameter  dan 
menjadi  populasi.  Dari  populasi  tersebut  akan 
digeneralisasi   untuk  memperoleh  kesimpulan  akhir  uji 
terhadap  hipotesis.  Penentuan  parameter  ukur  diuraikan 
dalam Tabel 2 yang merupakan karakteristik CAS yang 
menjadi acuan dalam menentukan apakah SI termasuk ke 
dalam CAS atau tidak. Karakteristik CAS yang digunakan 
pada penelitian ini adalah berdasarkan Standish [2], yaitu 
sebagai berikut:
1. Jumlah entitas yang terlibat dalam interaksi (E);
2. Ada/tidaknya komunikasi;
3. Ada/tidaknya pola interaksi;
4. Pola pengetahuan internal;
5. Ada/tidaknya koordinator terpusat.
Algoritma  SI  dalam  Tabel  1  dibandingkan  dengan 
karakteristik  CAS sesuai  Tabel  2.  Hipotesis  komparatif 
dinyatakan dengan dua sampel, yaitu Ho dan Ha, dimana 
Ho  menyatakan bahwa tidak terdapat perbedaan dari dua 
sampel yang dibandingkan (µ1 = µ2) dan  Ha menyatakan 
bahwa  terdapat  perbedaan  dari  dua  sampel  yang 
dibandingkan  (µ1 ≠  µ2). Parameter  µi menyatakan 
kesamaan karakteristik algoritma SI dengan CAS.
III. HASIL DAN PEMBAHASAN
Hasil yang dicapai dalam proses komparasi antara 15 
algoritma dalam SI dengan 5 karakteristik CAS sebagai 
parameter  ukur  ditunjukkan  dalam  Tabel  3.  Dari  15 
algoritma  SI  yang  dibandingkan  dengan  5  karakteristik 
CAS berdasarkan Fister dkk. [1], didapatkan bahwa 8 dari 
15  (53,33%)  algoritma memiliki  mayoritas  karakteristik 
CAS,  3  dari  15  (20%)  algoritma  memiliki  minoritas 
karakteristik CAS, dan sisanya 4 dari 15 (26,66%) tidak 
memiliki karakteristik CAS. 
Uji komparasi statistik digunakan untuk mendapatkan 
hasil perbandingan dengan mengacu pada hipotesis awal 
yang telah ditentukan.  Tabel 4 menunjukkan parameter 
hipotesis  statistik  dari  masing-masing  kelas  yang  telah 
ditentukan  sebelumnya.  H0  menunjukkan  tingkat 
kecocokan  algoritma  SI  terhadap  CAS,  sedangkan  H1 
menunjukkan  tingkat  ketidakcocokan  algoritma  SI 
terhadap CAS.
Berdasarkan  hasil  uji  komparatif  pada  Tabel  3, 
diperoleh  hasil  8  dari  15  algoritma  (53,33%)  memiliki 
karakteristik CAS. Jika diperhatikan dari  jumlah entitas, 
semua algoritma dalam kelompok ini, yaitu [8], [12]-[14], 
dan [17]-[20], memiliki jumlah entitas lebih dari satu dan 
Gambar 1. Diagram alir metode uji komparatif statistik
Tabel 1. Klasifikasi algoritma SI  [1]
No Algoritma Reference
1 Accelerated PSO (ACC PSO) [12]
2 Ant colony optimization (ACO) [13]
3 Artificial bee colony (ABC) [14]
4 Bacterial foraging (BF) [8]
5 Bat algorithm (BA) [15]
6 Wolf search (WS) [4]
7 Cat swarm (CS) [5]
8 Consultant-guided search (CgS) [16]
9 Cuckoo search (CuS) [7]
10 Eagle strategy(ES) [6]
11 Firefly algorithm (FA) [17]
12 Fish swarm/school (FS) [18]
13 Glowworm swarm optimization 
(GSO)
[19]
14 Hierarchical swarm model (HSM) [20]
15 Monkey search (MS) [21]
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tidak adanya koordinator terpusat yang menentukan pola 
interaksi  pada  saat  proses  adaptasi  terjadi.  Hal  ini 
menunjukkan bahwa karakteristik ini menjadi ciri utama 
dari CAS secara mendasar. Pola interaksi yang terbentuk 
dari  lebih  dari  satu  entitas  tanpa  koordinator  tunggal 
tersebut  diinisiasi  oleh  adanya  mekanisme  komunikasi 
secara langsung ataupun tidak langsung. 
Ditinjau  dari  sisi  komunikasi  terdapat  perbedaan 
strategi  komunikasi  yang  digunakan  masing-masing 
koloni  hewan.  ACO  [13]  menggunakan  feromon  dan 
memanfaatkan  media  lingkungan  sebagai  penghantar 
komunikasi dengan entitas lainnya, sedangkan ACC PSO 
[12]  menggunakan  kemampuan  visual  dalam mengukur 
jarak,  menghindari  tabrakan  dan  mengikuti  pergerakan 
tetangga untuk mencapai solusi yang harapkan. 
Untuk  melakukan  komunikasi  baik  mengirim  dan 
menerima pesan komunikasi,  algoritma tersebut,  kecuali 
HSM [14], dilengkapi dengan pengetahuan internal yang 
spesifik  sesuai  dengan  acuan  kelompok  hewan  yang 
dipakai.  Pengetahuan  internal  tersebut  umumnya 
sederhana dan menggambarkan kemampuan entitas dalam 
merespons  lingkungannya.  Algoritma  HSM  [14] 
Tabel 2. Karakteristik CAS dan parameter ukur
No Karakteristik CAS Uraian Parameter
1 Ketersediaan modul / 
entitas CAS
CAS terdiri dari multi modul/multi 
entitas yang memiliki fungsi 
sebagai unit kerja yang mendukung 
CAS
Minimum terdiri dari 2 entitas
2 Pola interaksi antar entitas Terdapat interaksi di antara entitas 
baik secara langsung maupun tidak 
langsung. Dibuktikan dengan 
ketersediaan komunikasi antar 
entitas 
Ada/tidaknya mekanisme komunikasi langsung 
(entitas-entitas) atau
komunikasi tidak langsung (entitas-lingkungan-
entitas)
3 Integrasi kolektif 
memunculkan pola/arah 
pada level kelompok 
(emergence behavior)
Menghasilkan perilaku kolektif di 
level kelompok.
Terbentuk pola pada level kelompok
Ada dependency dan reliable
4 Kemampuan Adaptasi 
modul/entitas terhadap 
lingkungan (self-organize)
Entitas memiliki kemampuan 
adaptasi terhadap dinamika 
lingkungan yang secara tidak 
langsung mempengaruhi perilaku 
secara kelompok 
Setiap entitas memiliki Rule/fungsional jelas.
Setiap  entitas  memiliki  input  –proses–output 
yang jelas
5 Koordinasi antar entitas Tanpa koordinator sentral yang 
mengatur semua kegiatan/perilaku. 
Tidak ada koordinator sentral
Tabel 3. Hasil komparasi algoritma SI dengan CAS
Algoritma
Jumlah 
entitas (E)
Komunikasi 
(Y/N)
Pola kolektif 
(Y/N)
Pengetahuan 
internal (Y/N)
Koordinator 
terpusat (Y/N)
Klasifikasi
1 ACC PSO E>1 N Y Y N Mayor
2 ACO E>1 Y Y Y N Mayor
3 ABC E>1 Y Y Y N Mayor
4 BF E>1 N Y Y N Mayor
5 BA E=1 N N Y N Nihil
6 WS E>1 N Y Y Y Minor
7 CS E=1 N N Y N Nihil
8 CgS E>1 Tidak spesifik Y Y Y Minor
9 CuS E=1 N N Y N Nihil
10 ES E=1 N N Y N Nihil
11 FA E>1 Y Y Y N Mayor
12 FS E>1 N Y Y N Mayor
13 GSO E>1 Y Y Y N Mayor
14 HSM E>1 Tidak spesifik Y Y, Tergantung jenis 
populasi swarm
N Mayor
15 MS E>1 N N Y N Minor
Keterangan: 
Nilai Y menunjukkan ada dan N menunjukkan tidak ada. Mayor menyatakan SI mempunyai minimal 3 karakteristik 
CAS, Minor mempunyai 1-2 karakteristik CAS dan Nihil tidak memiliki karakteristik CAS.
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terinspirasi dari berbagai algoritma SI yang disusun secara 
hierarki  sehingga pola komunikasi  yang terbentuk  tidak 
spesifik secara umum tergantung dari  jenis koloni yang 
dijadikan acuan. 
Pola  komunikasi  yang  tidak  spesifik  pada  HSM 
berpengaruh terhadap pengetahuan internal  entitas.  Pada 
HSM  pengetahuan  internal  juga  tidak  spesifik  karena 
tergantung dari jenis koloni hewan yang dijadikan acuan 
dan  pola  komunikasi  yang  digunakan  koloni  hewan 
tersebut.  HSM  merupakan  model  hierarki  dari  pola 
interaksi kelompok sehingga algoritma apapun dalam SI 
dapat  dimodelkan  secara  hierarki.  Atas  dasar  itu  dapat 
dinyatakan bahwa HSM bukanlah kelompok algoritma SI.
Penelitian  ini  menggunakan  terminologi  mayoritas 
atau minoritas kesamaan pada terhadap µn (Tabel 4) karena 
kesamaan karakteristik  perbandingan tidak  harus  100%. 
Hal  ini  disebabkan  karena  setiap  algoritma  memiliki 
karakteristik unik yang sangat berbeda satu dengan yang 
lainnya.  Penelitian ini  tidak menjustifikasikan kesamaan 
mutlak  antara  algoritma  SI  terhadap  CAS  tetapi 
menggunakan  prinsip-prinsip  utama  dalam  CAS  yang 
menjadi  ciri  yang  ditemukan  pada  algoritma  SI  seperti 
komunikasi,  jumlah  entitas,  pola  interaksi  dan  ada  atau 
tidaknya  koordinator  pada  pola  interaksi.  Terminologi 
tersebut  berlaku  pada  ketiga  klasifikasi  yang  dihasilkan 
sesuai dengan Tabel 3.
Terminologi  minoritas  kesamaan  yang  digunakan 
pada kelompok kedua pada Tabel 3 juga mengacu pada 
prinsip-prinsip utama dalam CAS yang menjadi ciri yang 
ditemukan  pada  algoritma  SI  dengan  jumlah  kesamaan 
yang  lebih  sedikit  yaitu  1<=µ2<=2 
dimana  µ2 adalah kesamaan karakteristik algoritma SI.
Pada kelompok kedua ini (Minor), terdapat minimal 1 
dan  maksimal  2  perbedaan  prinsip  dengan  karakteristik 
CAS.  Jumlah  entitas  pada  ketiga  algoritma  dalam 
kelompok ini, yaitu [4], [16], dan [21], terdiri dari lebih 
dari  satu  entitas  (E).  Perbedaan  mendasar  terlihat  pada 
pola  komunikasi  di  antara  ketiga  algoritma  tersebut. 
Walaupun  jumlah  entitas  lebih  dari  satu,  namun  tidak 
terjadi  komunikasi  di  antara  anggota  koloni,  misalnya 
algoritma  WS  [4]  menggunakan  kemampuan  sensor 
penciuman dan visual untuk menangkap mangsa (solusi) 
terbaik  tetapi  tidak  ada  strategi  yang  terbangun  dari 
komunikasi di antara koloni serigala. Pada algoritma WS 
ini  inisialisasi  posisi  dan  penempatan  posisi  terhadap 
mangsa lebih menentukan tingkat keberhasilan perburuan. 
Algoritma  CgS  [16]  justru  melibatkan  adanya 
koordinator  (konsultan)  yang  mengoordinasikan 
kelompok  agen  yang  ada  di  bawahnya.  Kasus  ini 
memperlihatkan adanya komunikasi dengan strategi yang 
berbeda-beda antara kelompok konsultan dalam kelompok 
besar.  Pola komunikasi spesifik pada CgS tidak terlihat, 
namun tetap terjadi pola interaksi secara kelompok besar 
dari  interaksi  dan  perbedaan  kelompok  kecil  penyusun 
yang dipimpin oleh satu konsultan dan beberapa agen di 
bawahnya.
Strategi berbeda digunakan pada MS [21]. Pada MS, 
solusi  dihasilkan  dari  masing-masing  individu  monyet 
dalam  mencari  cabang  pohon  dengan  jumlah  makanan 
yang  optimal  dibandingkan  dengan  upaya yang 
dikeluarkan. Tidak ada pola komunikasi eksplisit pada MS 
karena  pemilihan  ranting  terbaik  (solusi)  dilakukan 
dengan pendekatan probabilitas dan iterasi sehingga solusi 
yang  terpilih  memiliki  probabilitas  terbaik  dan  setelah 
melewati iterasi secara berulang. Masing-masing individu 
monyet bergerak secara mandiri, tidak ada pola interaktif 
di antara individu monyet secara langsung.
Pada  kelompok  terakhir  (Nihil),  algoritma  SI  yang 
tidak  termasuk  ke  dalam  CAS  karena  memiliki  paling 
sedikit kesamaan dari karakteristik CAS, namun bukanlah 
karakteristik  utama  seperti  yang  telah  dijabarkan 
sebelumnya.  Empat  algoritma  (26,66%)  dari  lima  belas 
algoritma SI termasuk ke dalam kategori ini, yaitu [5]-[7] 
dan [15]. Algoritma SI yang masuk ke dalam kelompok 
ini  memiliki  ciri  kompleksitas  yang  terjadi  di  level 
individu  bukan  pada  level  kelompok.  Secara  prinsip 
karakteristik  SI  meminimalkan  kompleksitas  di  sisi 
individu / entitas agen tetapi menghasilkan kompleksitas 
pada level kelompok/grup. Berdasarkan tersebut tersebut, 
dapat disimpulkan bahwa keempat algoritma yang masuk 
dalam kategori  ini  bukanlah  termasuk  dalam kelompok 
algoritma  SI  sehingga  tidak  termasuk  ke  dalam  CAS 
berdasarkan  kelima  parameter  yang  digunakan  dalam 
penelitian ini.
Berdasarkan uraian di  atas,  dapat dibuktikan bahwa 
tidak  semua  algoritma  SI  yang  memiliki  karakteristik 
CAS,  seperti  algoritma  [5]-[7]  dan  [15].  Hasil  tersebut 
menambah  pengetahuan  yang  diperoleh  dari  penelitian 
yang  dilakukan  oleh  Fister  dkk.  [1] yang  di  dalamnya 
mengungkapkan  perlunya  melihat  perspektif  klasifikasi 
algoritma SI,  bio-inspired algorithm  (BIA),  dan natural  
inspired  algorithm  dari  sudut  pandang CAS. Selain itu, 
penelitian  ini  telah  memberikan  sisi  lain  pemetaan  SI 
berdasarkan  karakteristik  CAS,  seperti  [10]  yang 
memetakan berdasarkan mekanisme biomimetik dan [11] 
yang  menganalisis  SI  dan  JST.  Hasil  perbandingan 
tersebut  diharapkan  dapat  membantu  peneliti 
menempatkan  secara  tepat  dalam  penelitiannya  kapan 
Tabel 4. Parameter uji komparatif hipotesis
No Klasifikasi Parameter uji Hipotesis Komparatif
1 Mayor H0, 3<=Karakteristik Algoritma SI(µ1) = 
5 
H1, 0>= Ketidakcocokan Karakteristik 
Algoritma SI (µ1)  = 2
2 Minor H0,  1<= Karakteristik Algoritma SI (µ2) 
<=2 
H1    3 >= Ketidakcocokan Karakteristik 
Algoritma SI (µ2) = 4
3 Nihil H0, Karakteristik Algoritma SI (µ3)  = 0
H1, 4 >= Ketidak-cocokan Karakteristik 
Algoritma SI (µ3)  = 5
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menggunakan kedua istilah tersebut  secara  proporsional 
dan bagaimana keterkaitan antara algoritma yang dipilih 
dalam  penelitian  terhadap  CAS  sehingga  penggunaan 
istilah CAS dalam penelitian SI menjadi jelas dan tidak 
bias.
IV. KESIMPULAN
Berdasarkan hipotesis yang telah diuji  dan dibahas, 
kami  menyimpulkan  bahwa  memang  dari  kelima  belas 
algoritma yang dibandingkan, terdapat beberapa algoritma 
SI yang tidak termasuk ke dalam CAS berdasarkan lima 
parameter yang digunakan dalam uji komparasi statistik. 
Sangatlah sulit untuk mendefinisikan secara lengkap dan 
eksplisit  tentang  CAS  sehingga  pada  penelitian  ini 
digunakan karakteristik parsial dalam konteks yang sesuai 
dengan Swarm Intelligence. Demikian juga dengan jumlah 
algoritma SI yang bisa dibandingkan, sangatlah sulit untuk 
dapat  memastikan  secara  tepat  ratusan  algoritma  yang 
terinspirasi dari koloni hewan mengingat luasnya sumber 
referensi yang dapat diakses dan perkembangan ilmu SI 
yang  terus  berkembang.  Penelitian  selanjutnya  dapat 
dikembangkan dengan menerapkan parameter CAS yang 
lebih  luas  dan  jumlah  algoritma  SI  yang  diuji  semakin 
banyak.  Parameter  yang  lebih  banyak  akan  lebih 
menggambarkan  karakteristik  sebenarnya  dari  CAS 
terutama dilihat dari rumpun ilmu SI.
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