Abstract. The design of nuclear reactors gives rises to a series of optimization problems because of the need for high efficiency, availability and maintenance of security levels. Gradientbased techniques and linear programming have been applied, as well as genetic algorithms and particle swarm optimization. The nonlinearity, multimodality and lack of knowledge about the problem domain makes de choice of suitable meta-heuristic models particularly challenging. In this work we solve the optimization problem of a nuclear reactor core design through the application of an optimal sequence of meta-heuritics created automatically. This combinatorial optimization model is known as hyper-heuristic.
Introduction
Hyperheuristic is a new methodology that aims to automate the process of selecting or combining simpler heuristics to solve difficult computational problems.The choice of a suitable metaheuristic algorithm is not the only challenge one must tackle, there is also the choice of the proper set of parameters for the specific search space. In fact the task of to adjust the chosen algorithm demands considerable time and effort. In an attempt of reduce this dependency, alternative schemes has been tried. From hybrid metaheuristics aiming to aggregate the strength of distincts algorithms to iteration dependent parameters aiming to adjust automaticaly their values as the execution evolves. In these work we present a model called hyperheuristic which generalizes even more, automaticaly chosing each metaheuristcs to be applied, from a set of available metaheuristics. This model also has the potential of reduce considerably the effect of bad parameterization through the exchange of algorithm on the fly during the optimization process. We applied this model to a known, non-linear and difficult optimization problem of nuclear engineering, the design of nuclear core. Many distincts metaheuristics has been applied to this problem, our results has shown that hyperheuristic reaches comparable solutions for the problem with considerable less work in terms of parameterization, and algorithm choice.
Hiperheuristic
Due the complexity of the search space of many problems, one can be interested in find not the absolute optimal solution but a good enough solution with a reasonable computational effort. Metaheuristics, understood here as a type of search algorithm that can be specialized to solve different optimization problems, are normally applied in these cases. It is known [1] that all search process have the same average performance when averaged on all problems defined on a finite search space, but there is also the practical fact that each metaheuristic has specific limitations and virtues. The idea behind hyperheuristic method is to try to combine distinct metaheuristics in specific phases of the solution process with the hope of compensate the weakness of a metaheuristic A with the strength of metaheuristic B. However the task of finding a combination of metaheuristics able to solve an optimization problem can be understood as a search process itself, one that aims to find the best sequence from a set available metaheuristics. We call this high level problem independent heuristic as hyperheuristic (HH). Moreover metaheuristics must be adjusted to a given problem, and to find the proper parameterization set ( population size, mutation rates, cognitive factors ) demands considerable effort and skill. On the contrary, hyperheuristics can be directly applied to the problem. In this work a tabu-list HH based on a related work [2] was implemented. It chooses which metaheuristic to used based on how good it has worked before, in order to accomplish this HH builds two lists: a tabu and rank list. Every time a metaheuristic is successful in improve a solution its rank is increased by one. Otherwise it is decreased and it is put in a tabu list, which means it will not be chosen again until another one runs and improve the solution. The next metaheuristic will be chosen between those with higher rank, figure 3. The meta-heuristc set available for the 
Nuclear reactor core design
We consider a simplified cylindrical three-enrichment-zone pressurized water reactor with a typical cell composed of moderator (light water), cladding, and fuel, figure 2. The design parameters, which may be adjusted in the optimization process, as well as their variation ranges are shown in Table 2 . The objective of the optimization problem is to minimize the average power peak factor fp of the proposed reactor for a given average thermal flux f 0 , considering as constraints the criticality (keff = 1.0 +/-0.01) and sub-moderation. So, the optimization problem can be written as a minimization of f p (R f , ∆ c , R e , E 1 , E 2 , E 3 , M f , M c ) subject to :
where V m is the moderator volume and the min and max subscripts refer to the lower and upper limits of the parameter.The HAMMER system was used to solve cell and diffusion equations. It performs a multigroup calculation of the thermal and epithermal flux distribution from the integral transport theory in a unit cell of the lattice. 
Results and Conclusion
We performed 10 independent executions of the hyperheuristic model, each one running on Intel I7 under Windows 7 operating system. Table 3 shows the best reactor core parameters obtained along with best configurations from previous works. The results show that hyperheuristic model is able to find a fitness comparable with the best value found by different metaheuristic for this particular problem. However it should be noted that the effort of adjust and fine tunning all these metaheuristics is completely absent in our case. This task normally demands a considerable time when applying a metaheuristic to a given problem together with some experience with the metaheuristic itself. In figure 4 it is shown the sequence of metaheuristics applied when obtaining the best fitness value, it is clear from the figure that PSO is good choice for the initial stage of Figure 3 . Best metaheuristic sequence execution and Differential Evolution is very effective in dealing with this problem when in final ( difficult ) execution stages,being able to conduct to a good solution when followed by Luus Jaakola algorithm. It is also interesting to note that this sequence has started with Simulated annealing, a non-populational algorithm, that has not been the first choice in recent published works for this optimization problem. However immediatly after Simulated annealing three populational metaheuristics were chosen what conducted to an extensive exploratory phase,also each metaheuristic belongs to the set of metaheuristics applied in recent published works to tackle this problem. As an extension to this work we plan to implement a paralel hyperheuristic model and analyse the potential of other frameworks besides tabu-list hyperheuristc.
