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Numerical methods for the solution of discontinuous linear boundary value 
problems with deviation arguments are developed. ‘7) 1991 Academic Press. Inc. 
We consider the linear boundary value problem of differential equations 
with-deviation arguments and integrable coefftcients. Relatively few papers 
on numerical methods for boundary value problems of differential equa- 
tions with deviation arguments exist. Shooting methods are used in [3] 
and iterative methods are used in [4, 5, 61. For other methods, see 
[7, 8, 9, lo]. Using K. E. Atkinson’s product integration technique and the 
methods developed in [ 1 ] we give practical methods for the solution of the 
problem. These methods converge rapidly and do not require large blocks 
of computer memory in their implementation. 
We also consider a boundary value problem of a differential equation 
with deviation argument with a regular singularity at 0, and a boundary 
value problem with singularity at the boundary points. Methods are 
developed for converting these problems into problems which can be 
solved numerically. Numerical examples are given. 
I. THE PROBLEM 
We develop a practical numerical method for solving the following 
boundary value problem with deviation argument (BVPD) 
Ly = y” + a,(x) y’ + q(x) y 
=fi(X)+.fZ(X)Y(x-~(x))+f3(X)Y’(x-~(X)), a<x<b (1) 
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with the boundary conditions 
y(a) = a, @a) 
y(b) = B, G’b) 
Y(X - +)) = cp(x - G)), if x-$~)<a, and q(a) = ct. (3a) 
Here a,, a,, andf, E L’[a, b] for i = 1, 2, 3, r(x) is a continuous function 
and -rO < x - z(x) <x - y, where r0 and y are positive constants. 
It will be assumed that BVPD (l)-(3) has a unique solution (See, e.g., 
C31). 
Suppose that Ly can be expressed as 
where 
L, Y = Y” + b,(x) Y’ + b,(x) y, b,,b, E CCa, bl (4b) 
and L, y = 0 has two easily computed linearly independent solutions q,(x) 
and cp2(x). 
II. THE METHODS 
To solve the BVPD we do the following: let y, be the solution of the 
initial value problem with delay (IVPD) 
where 
Lyl=F, (5) 
F=.f,(x) +fh) Y(X - z(x)) +f;(x) Y’(X - z(x)), (6) 
with the initial conditions 
yl(a) = 4 
Y\(U) = 0 
Y,(X - z(x)) = dx - r(x)), 
0) 
(7b) 
if x - r(x) < a. (7c) 
DISCONTINUOUS LINEAR BOUNDARY VALUE PROBLEMS 531 
Let y, be the solution of the following initial value problem: 
LY, = 0, (8) 
y2(a) = 0, (94 
y;(a) = 1. (9b) 
We define 
Y*(X) = 0 if x < a. (9c) 
We claim: 
Zf y1 is the solution of (5)-(7) and y, is the solution of (8)-(9) then the 
solution of the BVPD (lt(3) will be 
Y(X) = Y,(X) + JY*(X), (10) 
where 
sJ-yAb) 
YAb) ’ (11) 
Proof The operator L is linear and therefore 
Ly = Ly , + sLyz = F. (12) 
Moreover, 
Y(U) = Y l(Q) + sv,(a) = Y I(Q) = 4 
y(b) = y,(b) + Mb) = B. 
(13) 
(14) 
Since y(x-T(X)) = yl(x-z(x))+sy2(x-t(x)) = cp(x-s(x)) if x-r(x) < a, 
the proof is complete. 
Therefore to solve the BVPD numerically, it is sufficient o find numeri- 
cal approximations for yl(x) and y*(x) and to use them to find a numerical 
approximation of y(x). 
To do this we apply a variation of parameters technique. We express (5), 
(7), and (8) in the forms 
y,(x) = h,(x) + [’ 4x> t)Cf’- Lzyl(f)l df (15a) 
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x Cfi(t)+fi(t) ~l(r-r(t))+fdt) ~,(t-df))-b.~,(f)l & 
(15b) 
Y,(X - e)) = cpb - T(X))> if x-$~)<a (15c) 
YAX) = h(x) - J.’ KY t) L, ydf) & (16) u 
where 
k(x) = r,,;cp,(x) + r+P2(x), for i=l,2 
and the rl i and r2,, are chosen so that h,(a)=a, h’,(a)=O, h,(a)=O, 
h;(a) = 1, and 
k(x 
3 
t) = cpl(t) %(X1 - cpl(X) e(t) 
cp,(t) d(t) - cpi(t) e(t) . 
The numerical solution of Eq. (15b) will be based on the technique 
described in [l] while Eq. ( 16) has no delay and one can use the same 
technique with a uniformly zero delay function. For completeness, we can 
express Eq. (16) as follows 
L.*(x)=W-pa, t) 0 
x CC,(t) .ol(t) + C,(t) .&(t) h(t)+ C,(r) .Q(f) df)l dt (17a) 
Y;(x) =4(x) -J; & 44 t) 
x i%(f) J?(t) + C,(t) 40) Ml + GO) 40) .M)l & (W 
where 
Ci(r) .o,(f) = f codi,, i= 1, 2, 3, dijE RCu, 61, 
j= 1 
and 
s 5 k(x, t) cli( t) r’ dt and ” I 
xa 
-k(x, t) cg(t) t’dt 
L1 ax 
are readily computed for r = 0, 1, 2, 3. Here R[u, 61 is the space of 
Reimann integrable functions on the interval [a, b]. 
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Choose n + 1 equally spaced grid points tj = a + i/z, h = (b - a)/~ Define 
.~,,,~(t,)=h~,~(f~) andy~,o(to)=h;,,(t,). For each i= 1, . . . . n we let 
h*,itx) =sl,icPl(x) + s2,,cP2tx)3 (18) 
where sI., and sZ,, are such that if i is odd hz.,(fiP,)= yn(tiP,) and 
I’z;,~(~~~ I) = yL(tiP ,) and when i is even h2,r(fiP2)= y,(timm2) and 
h; i(tiPr) = yL(t,- ,). For i odd we use a linear interpolation between the 
points t, , and tj and solve the linear system 
Yl = WA,,, - wi,l%2YZ- w,,l,3Yl (19) 
Y2= w,,2,1- wi,2,2L’2- W;,2,3Y,, (20) 
where 
W&i.1 =h,tt;)+; j” k,( t ,t)Clft).IIDttt,)tt--t,~,)--,t~,. ,N-fJld~ I,- I 
+; i‘ ” kjtti, t) c,(t) .Dz(tic 1) Atti- ,)tt - f,) dt I,- I 
+; s ”k,tfi, f) C tt).Wt,- 1) y,tt,- l)(t-t,) dr I,-, 
Wj,j,2 =; j” kj(ti, t) C,(t) .&(ti)tt- t,_ 1) dt, 
I,- 1 
W~,j,~=~j” kj(ti, t) C,(t).D,(ti)(t-t,-,)dt 
I,- I 
for j = 1, 2, and where 
k,(x, t) = Qx, t) and k,(x, t) =; k(x, t). 
Then we set y,(r,) = y,, and y;(t,) = y,. 
When i is even we use a quadratic interpolation between the points tim2, 
?i-l, and ti and again solve (19) and (20) for y, and y,. The values of 
Wi,j,k for j= 1,2 and k = 1, 2, 3 must be computed, as before, from 
Eq. (17a) and (17b). 
One can use a different method of interpolation. For example, for i even 
a piecewise quadratic interpolation approximation through t,, . . . . tj while 
for i odd a linear interpolation through z,, t, and a piecewise quadratic 
interpolation through the points t, , . . . . ti. Other techniques such as spline 
interpolation are also possible, see [2]. 
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Using the results of [ 11, if yr(x) and y2(x) are found as described above 
(we use Y~,~ and Y,,, to denote the numerical approximations), 
lim SUP l~,,~k)- ~~k)l =O for j=l,2. 
n+cc I<i<n 
Thus. 
THEOREM 1. If y,(x) is found as described above then 
lim SUP Iy,(ti)- .dtj)l = 0, 
tt-zc l<rCn 
where y, is the approximation of y and y is the solution of BVPD ( 1 )-( 3 ). 
III. SINGULAR CASE 
We consider the case 
xy”+p(x)~‘+r(x)y=f,(x)+~2,(~) Y(X-T(X)) 
+f3(x) Y’(X - e)h O<x<a (21) 
with the boundary conditions 
Y(O) = 4 (22a) 
Y(X - +)I = dx - T(X)), if x - r(x) < 0, where q(O) = CI, (22b) 
Aa) = B, WC) 
where P(X), r(x), .fi(xh f2(xL and f3(x) are real analytic functions of the 
form 
P(X) = f Pix’= P(O) + P(x) 0 < p(0) < 1 
i=O 
r(x) = f rzx’, fib)= f fiiX’, 
i=O i=O 
f2b)= : f*P’, f3(x) = f f3$ 
i=O i=O 
Let t = xa, c1= 1 - p(O), and p = l/a. Substituting into Eq. (21) and using 
the boundary conditions (22a)-(22c) we obtain 
a2t2--lry”(t) + at’p$5(tp) y’(t) + r(tp) y(t) 
=fi(t”)+f2(t”) y(t”--(tF))+at’-j‘y’(t@--(tp))f,(t”). (23) 
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The boundary conditions are 
Y(O) = 4 
y(t” - z(P)) = cp(t” -r(P)) if tP-~(t~))<0, and cp(O)=cz. 
Y(4 = 82 where 5 = a”. 
If we divide the differential equation by cc2t2-p we obtain 
y”(t) + al(t) v’(t) + a,(t) At) =f,fi(f) +Uf) Ag(t)) +f3(f) .fk(f)), (25) 
where 
and g(t)=t@-$t”). 
In this case a,, a,, andTIff), i= 1, 2, 3, belong to L’[O, CT] and therefore 
we can use the methods of Section II. 
IV. SINGULARITY CASE AT THE BOUNDARY POINTS 
In this case we consider the singular two point boundary value problem 
of the form 
a2(x) 
y”+a,(x)y’+- 
x(1-xx)y 
=f1(x) +f&) Y(X - e)) +.f3(x) Y’k e)), O<x<l, (26) 
with the boundary conditions 
Y(O) = 0, (27a) 
Ax - e)) = dx - z(x)), if x-z(x)<O, and cp(O)=O, (27b) 
y(l)=O. (27~) 
Here a;(x) = b,(x) xP’(1 -x)-l and b,(x), a,(x), f,(x), f2(x), and 
~;(x)E L'[O, 11. Let G(x, t) be the Green’s function for y” =O, y(O) = 
y(l)=O. That is 
G(x, t) = 
41 - t), t>,x 
t(l --XL t < x. 
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If y is the solution of (26))(27) y must satisfy, 
Y(X) = 1’,’ W, t) a,(t) al(t) Y’(f) + ~ t(1 -t) y(t) dt 1 
- i‘ ’ G(x> tHYi +fAf) At - T(t)) +fdt) Y(t- r(t))1 dt (28) 0 
and 
Y(X - T(X)) = cp(x - $x)) if x-r(x) < 0. 
Using integration by parts and the boundary conditions at 0 and 1 we 
obtain the equation 
,(x)=s,: [% t)(&- a;(t) - G,(x> t) al(t) y(t) dt ) 1 
- I ’ CG,(x, t) fdt) +f;(t) G(x, 1) - Gk t) fAtI At - z(t)) dt 0 
- 5 I G(x, t)fl(t) dt. (29) 0 
LEMMA. Let y(x) be a continuous function satisfying (29) and 
(27at(27d). Then y(x) is the unique solution qf Eq. (26)-(27). 
Proof: We define the spaces 
C,= {y / y is continuous on [-r,, l]} 
with the norm 
and 
llvll= sup IY(X)l? 
-ro<r< 1 
C, = { y I y’ is continuous on [ -ro, l]}, 
with the norm 
IIYII, = SUP lY(X)l + sup lY’(X)l. 
-ro<x< 1 -rg<x<l 
We define the sets 
Eo= {Y I YECO, Y(x)=cP(x), 
El= {Y I YEC,, Y(x)=dx), 
DE (t I tE [0, l] and t-r(t 
-z,<x<O and y(l)=O}, 
-r,dx<O and y(l)=O}, 
)>O}. 
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We define the spaces 
& = E, 1 [0, 11, the functions in E, restricted to [0, 11, 
E, =E, 1 [0, 11, the functions in E, restricted to [0, 11. 
Since, 
y(t) Y(t)- Y(O) 1 f -= zz- 
t t j t 0 
y’(s) ds, }lEE, 
and 
’ y,(s)ds At) -At)-Y(l)- 1 
l-t l-t s l-t, ’ 
J’E E, 
it follows that y(t) t -- ‘( 1 - t)) ’ is uniformly bounded for r(t) uniformly 
bounded in E,. Hence one can show that the operators 
WW=j; {W, t) [$$ -a;(t) - Gt(x, t)a,(t) ]
+ j" {GA x, t)fJt)+.f;(t) W, I)-fi(t) G(x, 1,) .dt-$t))& 
JJEE,, i=o, 1 
are compact linear maps of J?, + I?, and E, -+ i?, . The operator To is an 
extension of T,. Now if y E E, is a solution of (29) it must be a solution 
of (28). As the terms inside the square brackets of (28) are integrable, it 
follows that y is a solution of (26))(27). As the converse is also true it 
follows that (29) must have a unique solution. Therefore by the Fredholm 
alternative for compact linear operators, 1 is not an eigenvalue for T,. 
Consequently 1 is not an eigenvalue of To. Suppose this were not the case. 
If 1 is an eigenvalue of To then 1 must be an eigenvalue of T,* (T,* is the 
adjoint operator which maps E$ + i?,*, where E$ is the dual space of Eo). 
If we identify i?$ with a subspace of i?T in the cannonical manner, then T: 
is an extension of T,*, and hence 1 is an eigenvalue of T:. But then 1 is 
an eigenvalue of T,. As we arrive at a contradiction, we see that 1 is not 
an eigenvalue of To. 
Clearly the solution of (26))(27) satisfies (29) and hence the solution of 
(29) in Co must satisfy (26)-(27) and the lemma is proved. 
Note that G,(x, t) a,(t), G,(x, t) .f3(t), G,(x, t) f;(t), W, t) fAtI, 
G(x, t)f,(t) and G(x, t)[a,(t)/(t(l - t)) - u’,(t)] are integrable and therefore 
we can use the method developed in Section II to solve the problem. 
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V. EXAMPLES 
We considered two examples of the methods of this paper, one a 
straightforward application of the method and one which involves a 
regular singularity at 0. 
EXAMPLE 1. We solve the differential equation 
y”+2y’=2y(r-~(t))-22e-~“~“-4(t-~(t))+4, t > 0, 
y(t) = 2c + eC2’ t < 0, 
where z(t) = t/2 + 0.1, subject to the boundary conditions 
Y(O) = 1 and y(l)=B. 
The actual solution to this boundary value problem is 
y(x)=2x+e~2”+0.5u(l -e-2”), 
where ~=(/&-(2+e~~))/(0.5(1-~~)). 
In terms of integral equations, the problem is equivalent to solving 
yl(x)= l-O.5 ” (eC2(-‘Pr)- 1) I 0 
x [Zy,(t-z(t))-2e~“~“‘“-4(t-7(~))+4] dt, x > 0 
y,(x)=2x+ed2” if x < 0, 
and 
y,(x)=O.5(1 -e-2’). 
The above system of equations was solved using the methods of 
Section II. The results for various step sizes and various degrees of inter- 
polating polynomials are shown in Table I. 
EXAMPLE 2. We consider the differential equation 
v”-~=~(x)-Y(X-T(X))~, 
Y(X - 7(X)) = (x - 7(x))2, if x - 7(x) < 0, 
where 
7(x)=5+fJ o>o 
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TABLE I 
Order of integration Step size f Error 
2 0.1 0.0000 
0.1000 
0.2000 
0.3000 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
l.OQoO 
0.01 0.0000 
0.1000 
0.2000 
0.3OOIl 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
1.0000 
0.1 O.OOCQ 
0.1000 
0.2000 
0.3000 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
1.0000 
0.01 0.0000 
O.lOcO 
0.2000 
0.3000 
0.4000 
0.5000 
0.6000 
0.7000 
0.8000 
0.9000 
1.0000 
0.0000000 
0.0011450 
- 0.0002430 
0.0005767 
-0.0002804 
OOC02986 
-0.0002558 
0.0001869 
-0.0001291 
O.ooO1926 
o.oooooO0 
o.oooooO0 
-0.OOOOO16 
-0.0000028 
- 0.0000034 
-0.0000036 
- 0.0000034 
-0.OOOOO30 
- O.OOOOO24 
-0.0000017 
- 0.0000009 
0.0000000 
O.OOOOQOO 
0.0010550 
- 0.0004066 
-0.0004350 
0.0002606 
-0.0004567 
- 0.0004309 
-0.0000298 
-0.0003877 
-0.0003023 
O.OOOOOOO 
O.OOOOOOO 
-0.0000001 
-0.OOOOo21 
- 0.0000026 
-0.OwOO21 
- O.WOOO26 
- O.OOOOO23 
-0.0000016 
-0.OmOo14 
-0.0000008 
O.O#OOOO 
(Table conhued) 
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TABLE I-Continued 
Order of integration Step size I Error 
4 0.1 O.OQOO O.OOOOOOO 
0.1000 0.0011845 
0.2000 -0.OW1712 
0.3Om -0.0001128 
0.4000 -0.0001979 
0.5000 0.0003988 
0.6OMl -0.0001413 
0.7000 - 0.0000909 
0.8000 -0.m741 
0.9000 O.COO2175 
1 .oooo 0.0000000 
0.01 0.0000 o.oooooO0 
0.1000 -0.oOOOO14 
0.2Ooa - O.OWOO24 
0.3000 -0.OOOOO29 
0.4000 -0.OoOOO30 
0.5000 -0.OOOOO28 
0.6000 -0.oOOOo25 
0.7000 - o.OOOtm20 
0.8000 -0.0000014 
0.9ooo - 0.0000007 
l.oooo 0.0000000 
and 
f(x) = 2 -x3/2( 1 + 0) + fJ2x’12 + a x5!2. 
The exact solution to this boundary value problem is y(x) =x2. 
The above boundary value problem is equivalent to the two integral 
equations 
v (x) = 4 (5x4 - 36( 1 + a) x3 + 84a2x2) 
_I I 315 + x2 
These equations were solved using product integration with cubic inter- 
polating polynomials and the methods developed in this paper. Results are 
given in Table IT. 
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TABLE II 
Order of integration Step size t Error 
3 
2 
3 0.1 0.0000 0.00000000 
O.lOcO 0.00117734 
0.2000 0.00234043 
0.3000 0.00353685 
0.4000 OH!464592 
0.5000 0.00530889 
0.6OMI 0.00560583 
0.7000 0.00521344 
0.8000 0.00454119 
0.9000 0.00273367 
1.0000 O.OOOOOOOO 
0.01 0.004M O.OOOOOOOO 
0.1000 0.00006065 
0.2000 0.00015724 
0.3000 0.00025210 
0.4000 0.00033784 
0.5000 0.00040533 
0.6000 0.00044290 
0.7000 0.00043686 
0.8000 0.00037300 
0.9000 0.00023378 
l.MUM 0.00000000 
0.001 O.COOO O.MxwxxH)o 
0.1000 -0.OoOO1919 
0.2OtM -0OOOOO433 
0.3000 0.WOO1014 
0.4000 0.00002336 
0.5000 0.00003430 
0.6000 0.00004165 
0.7000 0.00004383 
0.8000 O.oooO3902 
0.9000 0.00002517 
l.OOMl 0.00000000 
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