Motivated by nonconvex, inconsistent feasibility problems in imaging, the relaxed alternating averaged reflections algorithm, or relaxed Douglas-Rachford algorithm (DRλ), was first proposed over a decade ago. Convergence results for this algorithm are limited either to convex feasibility or consistent nonconvex feasibility with strong assumptions on the regularity of the underlying sets. Using an analytical framework depending only on metric subregularity and pointwise almost averagedness, we analyze the convergence behavior of DRλ for feasibility problems that are both nonconvex and inconsistent. We introduce a new type of regularity of sets, called super-regular at a distance, to establish sufficient conditions for local linear convergence of the corresponding sequence. These results subsume and extend existing results for this algorithm.
Introduction
The feasibility problem consists of finding a common point in a collection of closed sets. If no such common point exists, the feasibility problem is called inconsistent and one seeks instead an adequate approximation to the problem. Typically feasibility problems are solved by projection based algorithms. Among these are von Neumann's alternating projections [vN50] , and its many set version, the cyclic projection algorithm, or averaged projections and, in the case of two-set feasibility, the Douglas-Rachford algorithm [DR56] as formulated by Lions and Mercier [LM79] .
Alternating and cyclic projections have long been standard iterative procedures. They are stable and reliable in the sense that they always seem to converge to something, though the limit point is not always desirable or easy to interpret [BCC12] . Because it has so many different formulations, the Douglas-Rachford algorithm has been rediscovered many times and has become quite popular in the last decade. This algorithm has many curious features. The first of which is that the iterates do not, in general, converge to solutions to the target feasibility problem, when they converge at all. The second unusual feature of the algorithm is that it cannot converge if the feasibility problem is inconsistent. For convex feasibility the iterates diverge in the direction of the gap between the sets [LM79, EB92, BCL04] . In the convex setting this is not too worrisome, since the shadows of the iterates, defined as the projection of the iterates onto one of the sets (the "inner set"), converge to a best approximation point [BCL04, BM16] . For consistent nonconvex feasibility, Hesse and Luke [HL13] were the first to prove meaningful local convergence results for Douglas-Rachford. This was quickly followed by several generalizations [BN14, Pha16, LP16, LTT18b] . For inconsistent feasibility, since Douglas-Rachford cannot converge, weak convergence follows generically if the iterates are bounded, but otherwise meaningful results appear to only be possible for relaxations of the Douglas-Rachford algorithm.
To address failure of convergence of Douglas-Rachford for inconsistent feasibility, Luke introduced the relaxed Douglas-Rachford algorithm in [Luk05] with a proof of convergence for convex feasibilityinconsistent and consistent. Given x 0 ∈ E and λ ∈ (0, 1), for k = 0, 1, 2, . . . , the iteration takes the form
Here R A is the reflector across the set A and P B is the projector onto B (see the next subsection for details). For λ = 1 this mapping is the Douglas-Rachford fixed point mapping, T DR := 1 2 (R A R B + Id), where Id denotes the identity. From here on, we will refer to the algorithm as DRλ. A characterization of the fixed points in the nonconvex inconsistent case and a first attempt at a local convergence result was given in [Luk08] . The analysis required one of the sets to be convex and the other set to be proxregular. More recently, Li and Pong [LP16] rediscovered this algorithm and showed convergence results when both sets are closed, one set is convex, at least one of the sets is compact and the intersection is nonempty (i.e. consistent feasibility). When, in addition, both sets are semi-algebraic, they showed global convergence, [LP16, Corollary 1] . Under still stronger assumptions, local linear convergence can be shown, [LP16, Proposition 2]. Noteworthy here is that their approach cannot explain convergence in the case of two affine halfspaces with empty intersection, much less for any other inconsistent feasibility problem, convex or otherwise.
In the present work, we extend the results above to inconsistent feasibility for sets with the weakest regularity assumptions to date. We introduce in Section 2 a new kind of set-regularity, called superregularity at a distance that will be our only assumption on the sets themselves. Super-regularity at a distance falls into the spectrum of other regularity notions like ǫ-subregularity (cf. [KLT18, DLT18] ) and, as the name suggests, super-regularity [LLM09] . The innovation of this characterization is that it allows one to describe the regularity of a set relative to a point not in that set; that is, it characterizes how the set looks from the outside. This is especially important for the relaxed Douglas-Rachford algorithm, whose fixed points do not usually lie in any of the sets. As in [Luk08] , however, the projections of the fixed points are shown to include best approximation points (Theorem 3.13 and Corollary 3.15).
Following the framework established in [LTT18b] , in Section 4 we prove local linear convergence of the algorithm under additional assumptions on the regularity of the collection of sets taken together. Unlike previous notions of regularity of collections of sets [KLT18] , the sets in the present analysis need not have points in common. The analysis of [LTT18b] uses two properties of fixed point mappings. The first property, pointwise almost averagedness, follows from the regularity of the sets and, as shown in [LTT18a, Proposition 4 ] is an important ingredient in guaranteeing convergence of the iterates to fixed points. In Theorem 3.7 we establish that the T DRλ mapping is almost averaged at its fixed points when the sets A and B are super-regular at a distance. The second property, metric subregularity of the fixed point mapping at its fixed points, was subsequently shown in [LTT18a, Theorem 2] to be necessary for local linear convergence. In the context of feasibility, this property becomes subtransversality of the sets in relation to each other, plus an additional technical condition. Under these conditions [LTT18b, Theorem 3.2] establishes local linear convergence of cyclic projections onto sufficiently regular sets that need not have points in common. Following their approach we show that a similar result is true for DRλ. We conclude our study with a demonstration of our results in Section 5 via several elementary examples that allow explicit evaluation of the relevant constants.
Notation and Definitions
Our notation is standard in variational analysis. Our setting is a finite dimensional Euclidean space, denoted E, with inner product ·, · and induced norm · . We denote by B the open unit ball, and by B δ (x) the open ball with radius δ around the point x. The model we consider is a feasibility problem, that is, the problem of finding points common to closed subsets of E, or reasonable substitutions thereof when the sets have no points in common. The distance of a point x to a set C is dist(x, C) := inf y∈C x − y and the projector onto C is the set-valued mapping P C (x) := {z | z − x = dist(x, C) }. A projection is a selection from P C (x). The reflector of a point x across C is R C (x) := 2P C (x) − x, and a reflection is a selection from this set-valued mapping. For the purposes of this paper, we define the normal cone to the set C in terms of the projector onto that set.
Definition 1.1 (normal cones). Let C ⊆ E and letx ∈ C.
(i) The proximal normal cone of C atx is defined by (ii) The limiting (proximal) normal cone of C atx is defined by
where the limit superior is taken in the sense of Painlevé-Kuratowski outer limit.
Whenx ∈ C all normal cones atx are empty (by definition).

Super-regularity at a Distance
We limit our attention in this study to super-regular sets and their extension to sets with the corresponding properties relative to points not belonging to the sets.
Definition 2.1 (super-regularity [LLM09, Definition 4.3]).
Let Ω ⊆ R n and x ∈ Ω. The set Ω is said to be super-regular at x if it is locally closed at x and for every ǫ > 0 there is a δ > 0 such that for all
Rewriting the above leads the the following equivalent characterization of super-regularity, which might be more useful for our purposes.
Proposition 2.2. [LLM09, Proposition 4.4]
The set Ω ⊆ E is super-regular at x ∈ Ω if and only if it is locally closed at x and for every ε > 0 there exists δ > 0 such that
To extend super-regularity to super-regularity at a distance, we employ the more general framework of ǫ-subregular sets first introduced in [KLT18] . The following terminology follows [DLT18] .
Definition 2.3 (ǫ-subregularity). [DLT18, Definition 2.2]
A set Ω is ǫ-subregular relative to Λ at x for (x, v) ∈ gph N Ω if it is locally closed at x and there exists an ǫ > 0 together with a neighborhood U ǫ of x such that
Ω is subregular relative to Λ at x for (x, v) ∈ gph N Ω if it is locally closed and for all ǫ > 0 there exists U ǫ such that (4) holds.
Definition 2.4 (super-regularity at a distance). A set Ω is called ǫ-super-regular at a distance relative to Λ at x if it is ǫ-subregular relative to Λ at x for all (x, v) ∈ V ǫ where
The set Ω is called super-regular at a distance relative to Λ at x if it is ǫ-super-regular relative to Λ at x for all ǫ > 0.
Note that implicitly U ǫ ∩ Λ = ∅ for all ǫ > 0.
Remark 2.5 (super-regularity at a distance relative to E implies super-regularity). Being super-regular at a distance relative to Λ = E at some point x ∈ Ω implies that the set is super-regular at x. To see this, let Ω be super-regular at a distance relative to Λ = E at x ∈ Ω. For fixed ǫ > 0 note that (x, 0) ∈ V ǫ for all x ∈ Ω ∩ U ǫ . With these, (4) becomes
for all y ′ ∈ Λ ∩ U ǫ , y ∈ P Ω (y) and for all x ∈ U ǫ ∩ Ω. For sure, there exists an δ > 0 such that B δ ⊂ U ǫ . Moreover, since Λ = E (6) holds for all y ′ ∈ U ǫ , y ∈ P Ω (y) and for all x ∈ U ǫ ∩ Ω, which is by Definition 2.1 super-regularity of Ω at x. Proposition 2.6 (convex sets are super-regular at a distance). Let Ω ⊂ E be convex and closed. Then Ω is super-regular at a distance relative to Λ = E at any x ∈ Ω.
Proof. Fix x ∈ Ω. For convex sets one has
Thus, for any open set U ⊂ E, y ′ ∈ U , y ∈ P Ω (y ′ ), which implies that y ′ − y ∈ N Ω (y), we deduce that y ′ − y, x − y ≤ 0 and thus
This shows super-regularity of Ω relative to E at all x ∈ Ω as claimed.
Example 2.7 (circle). Consider the set
is given by y = x and (4) specializes to
Moreover, the set Ω is super-regular at a distance relative to
To see this, we will first show that Ω is ǫ-super-regular at a distance relative to P −1 Ω (x) at x for any ǫ ∈ (0, 0.5). Fix a ǫ ∈ (0, 0.5) and set δ = 2ǫ. For any w ∈ N Ω (x) and x ∈ Ω ∩ B δ (x) it holds w, x − x < −x, x − x . By the law of cosine we conclude cos
, by the definition of the inner product on R 2 we deduce
where
, which shows that Ω is ǫ-super-regular at a distance relative to P −1 Ω (x) at x for any ǫ ∈ (0, 0.5). Likewise, the same is true for any ǫ > 0.5 when taking a ball with radius δ around x, where δ < 1. Thus, A is super-regular relative to P −1
In fact, we can even enlarge our neighborhood from a ball to a tube in radial direction. Fix x ∈ Ω, ǫ > 0 and some δ ∈ (0, 1) such that the above construction is satisfied. Then
is a neighborhood for x such that ǫ-super-regularity relative to Λ = P −1 Ω (x) is satisfied for Ω. Fortunately, our violation ǫ will not be worse compared to the neighborhood being a ball with radius δ around x. This allows us to include more points in Λ ∩ U without violating (4). (i) A nonempty set Ω ⊂ E is ǫ-super-regular at a distance relative to Λ at x if and only if there is a neighborhood U ǫ of x such that
holds with
(ii) Let Ω ⊂ E be ǫ-super-regular at a distance relative to Λ at x. Then
Proof. (i). This is shown by just reordering (4) for fixed ǫ > 0 and (
(ii). The second part follows from (i) by applying the Cauchy-Schwarz inequality to x ′ − y ′ , x − y .
Properties of T DRλ and Characterization of its Fixed Points
Our convergence analysis is based on the framework established in [LTT18b] and relies on two essential properties of fixed point mappings. The first property describes the expansiveness of the mapping, or the violation of nonexpansiveness. This is called almost averaging in Definition 3.1. This property also implies single-valuedness of the fixed point mapping at its fixed points Theorem 3.7. The characterization of the fixed points is established in Theorem 3.13. In Section 4 we discuss the second property, metric subregularity Definition 4.2, which describes the (one-sided) Lipschitz continuity of the inverse of the fixed point mapping at its fixed points. When specialized to set feasibility, this takes on the more geometric property of subtransversality of the collection of sets Definition 4.3. 
Almost Averaged Mappings
If (9) holds with ǫ = 0 then T is called pointwise nonexpansive at y on D.
If T is pointwise (almost) nonexpansive on D at every point y ∈ D with the violation constant ǫ, then T is said to be (almost) nonexpansive on D (with violation ǫ).
(ii) T is called pointwise almost averaged on D at y if there is an averaging constant α ∈ (0, 1) and a violation constant ǫ ∈ [0, 1) such that the mappingT defined bỹ
Id
is almost nonexpansive at y with violation ǫ/α. (
Therefore, if T is pointwise almost averaged at y on U with violation ǫ and averaging constant α then T is pointwise almost nonexpansive at y on U with violation at most ǫ.
Proof. The proof of this statement can be found in [LTT18b, Proposition 2.1].
In terms of the above Definition 3.1, pointwise firmly nonexpansive mappings are pointwise averaged mappings with averaging constant α = 1/2. 
pointwise almost averaged at all y ∈ S m on U m with violation at most ǫ given by (11) and averaging constant at least
Proof. The proof of this statement can be found in [LTT18b, Proposition 2.4].
Definition 2.4 allows us to get pointwise almost nonexpansivity of the projector and reflector on a neighborhood of a point in Ω relative to points not in Ω. This is of particular interest for us, since the fixed points of T DRλ will be (depending on λ < 1) in neither of the sets A and B if the problem is inconsistent (see Theorem 3.13, where we do not demand that A ∩ B = ∅). 
(ii) If ǫ ∈ [0, 1), then the projector P Ω is pointwise almost firmly nonexpansive at each y ′ ∈ Λ with violation ǫ 2 on U for ǫ 2 := 4ǫ
Proof. Our proof follows that of [LTT18b, Theorem 3.1]. Before proving each of the statements individually, note the following. Take any
whenever y ′ ∈ U ∩ Λ and y ∈ P Ω (y ′ ). Exploiting the triangle inequality we deduce
and thus conclude the claimed result.
(ii). By super-regularity at a distance relative to Λ of Ω and Proposition 2.8(i) we have
Together with the triangle inequality this implies
Using part (i) we deduce
for all (x, x ′ − x) ∈ V ǫ and for all y ∈ P Ω (y ′ ) at each y ′ ∈ U ∩ Λ. Since, as mentioned in the beginning, for all x ′ ∈ U it holds that (x, 
T DRλ is Almost Averaged at Fix T DRλ
For general multivalued mappings T : E ⇒ E the set of fixed points is defined as
Note that, by this definition, the set T (x) need not consist entirely of fixed points (see [LTT18b, Example 2.1]). If T is pointwise almost averaged, however, the mapping T is single-valued on its fixed point set.
The mapping T DRλ is a composition and convex combination of projectors and reflectors. The almost averaging property is preserved under compositions and convex combinations of pointwise almost averaged mappings, as we have seen in Proposition 3.3.
Lemma 3.6. Let x ∈ E and let Ω ⊂ E be super-regular at a distance relative to
Proof. For some fixed ǫ > 0, we get by the assumptions on super-regularity at a distance of Ω relative to Λ and Proposition 3.4(i) that there exists some neighborhood U ǫ (ω) such that P Ω is pointwise almost nonexpansive at
2 . This implies single-valuedness of P Ω at x by Proposition 3.5, i.e. that {ω} = P Ω (x), as claimed. 
is single-valued at x, and for all ǫ > 0 there exists a neighborhood U (B, ǫ, x) ofb such that T DRλ is pointwise almost nonexpansive at x with violation at most ǫ on U (B, ǫ, x).
Before we begin the proof of this statement, we would like to point out an important feature of our construction. The claimed pointwise almost nonexpansivity of T DRλ at x holds on open subsets containing both x and b = P B (x). This follows from assumption (i). The conclusion of the theorem could have been equivalently stated: for all ǫ > 0 there exists a neighborhood U (B, ǫ, x) of x such that T DRλ is pointwise almost nonexpansive at x with violation at most ǫ on U . We have presented the statement with neighborhood U (B, ǫ, x) containing b to emphasize the fact that the open sets on which the regularity of T DRλ holds is constructed relative to points b at a distance from the point of interest x ∈ Fix T DRλ . The usual use of balls for neighborhoods is not the most convenient or appropriate for this setting.
Proof of Theorem 3.7.
Under assumptions (i) and (ii), Lemma 3.6 yields {b} = P B (x) and {ā} = P A (R B (x)), as claimed. From this one can immediately conclude that T DRλ is single-valued at x.
For any fixed ǫ B > 0, we get by the assumptions on super-regularity at a distance of B relative to Λ b and Proposition 3.4(i) that there exists some neighborhood
2 . Similarly, by Proposition 3.4(iii), R B is pointwise almost nonexpansive at x with violation ǫ RB = 8ǫ
2 on U ǫA (a). By (iii) and (iv), the assumptions of Proposition 3.3(ii) are satisfied, hence we deduce that, for any fixed ǫ A > 0 there exists a neighborhood U (A, ǫ RARB , x) such that R A R B is pointwise almost nonexpansive at x with violation at most
Likewise, from Proposition 3.3(i) we get that 1/2(R A R B + Id) is pointwise almost nonexpansive at x with violation 1/2ǫ RARB on U ǫB (b). Again applying Proposition 3.3(i) yields pointwise almost nonexpansivity of T DRλ at x on U ǫB (b) with violation at most
Since the above properties hold for each ǫ B > 0 and ǫ A > 0, then given any ǫ > 0 we can construct the neighborhoods above so that ǫ ′ ≤ ǫ. We conclude that for any ǫ > 0 there is a neighborhood U (B, ǫ, x) such that T DRλ is pointwise almost nonexpansive at x on U (B, ǫ, x) with violation at most ǫ (the corresponding neighborhood U (A, ǫ RARB , x) of a will be denoted by U (A, ǫ, x)). This conclusion is consistent with the fact established above that T DRλ is single-valued, which completes the proof.
Corollary 3.8. In the setting of Theorem 3.7, fix ǫ > 0 and let U (B, ǫ, x) and U (A, ǫ, x) be neighborhoods that satisfy the assumptions (i), (ii) and (iv) such that T DRλ is pointwise almost nonexpansive at x with violation ǫ on U (B, ǫ, x). Then, for all ǫ < ǫ there exists a neighborhood U (B, ǫ, x) and a neighborhood U (A, ǫ, x) such that conditions (i), (ii) and (iv) hold in addition to the inclusions
U (A, ǫ, x) ⊂ U (A, ǫ, x) and U (B, ǫ, x) ⊂ U (B, ǫ, x).
Corollary 3.8 implies that T DRλ is pointwise almost nonexpansive at x with violation ǫ on U (B, ǫ, x).
The strength of Corollary 3.8, however, is hidden in the proof given below and the explicit construction of the neighborhoods U (B, ǫ, x) and U (A, ǫ, x). Thus, under the assumptions of Theorem 3.7, and given the neighborhoods for some fixed violation ǫ, we are always able to restrict these neighborhoods to smaller sets where (4) holds with some violation smaller than ǫ. 
LetŨ(A, ǫ, x) be a neighborhood of a where (4) holds for ǫ such that (iv) is satisfied. That is
Combining (iv) for the neighborhoods U (B, ǫ, x) and U (A, ǫ, x) and (16) we deduce
This and (17) imply that
Then, U (A, ǫ, x) is neighborhood of a where (4) holds with ǫ, since it is a subset ofŨ (A, ǫ, x). Moreover, U (B, ǫ, x) and U (A, ǫ, x) satisfy (iv) by (19) . By the construction of U (A, ǫ, x) and the choice of U (B, ǫ, x) both sets satisfy the inclusions 
The set of fixed points is given by the unique point
for fixed λ ∈ (0, 1), and by the above discussion, we know that T DRλ built from the projections onto these sets is nonexpansive.
(
ii) (super-regular sets with empty intersection). Continuing with the concrete example above, suppose that A and B are spheres instead of balls,
A := x = (x 1 , x 2 ) ∈ R 2 x 2 1 + x 2 2 = 1 and B := x = (x 1 , x 2 ) ∈ R 2 (x 1 − 3) 2 + x 2 2 = 1 .
The sets A and B are both non-convex, but still super-regular. The set of fixed points is again given by the unique point
for fixed λ ∈ (0, 1). Fig. 2 . Proof. Since A and B are both convex one has by Proposition 2.6 that both sets are super-regular at a distance relative to E at any of their points. Applying Theorem 3.7 we deduce nonexpansivity of T DRλ since the violation ǫ can be set to 0, as seen in the proof of Proposition 2.6
The fixed point set then reduces to
Fix T DRλ = {(1, 0)} = A ∩ B.
Characterization of Fix T DRλ
We collect some facts and identities that will be useful throughout.
Lemma 3.11. Let A and B be closed and T DRλ given by (1) with λ ∈ (0, 1). Let x ∈ Fix T DRλ = ∅ such that T DRλ is single-valued at x. Take f ∈ P B (x) and y := x − f . Then, the following hold.
Proof.
is just a single point, we conclude that P B (x) as well as P A (R B (x)) and R A (R B (x)) have to be singlevalued, as claimed. (iii). This is an easy implication of the single-valuedness of P B at x:
(iv). This also follows from single-valuedness of P B at x:
(v). To see this, note that
by (iv). Hence, with f = P B (x), this yields
by the definition of y. (vi). This follows from the fact that f − e ∈ N P A (e). Since A is convex, then all points in e + N P A (e) project back to e. Remark 3.12. Note that (i) and (ii) of Lemma 3.11 together at some point x ∈ E are equivalent to the single-valuedness of T DRλ at x.
Theorem 3.13 (fixed points). Let A, B ⊂ E both be closed and let λ ∈ (0, 1). Let T DRλ be single-valued at its fixed points on an open set
The inclusion is tight if e ∈ P A f + Proof. Let x ∈ Fix T DRλ ∩ U . By the assumptions T DRλ is single-valued at x, and hence the results in Lemma 3.11 can be applied. Reformulating Lemma 3.11(v) yields the desired form of the fixed point x.
Comparing with Eq. (21) we have to show that P A (f ) = P A (2f − x). We start by showing that P A (2f − x) ∈ P A (f ).This is done by contradiction; that is, assume to the contrary that P A (2f − x) / ∈ P A (f ) and choose some e ∈ P A (f ). Then for r := P A (2f − x) − f , either e − f = r or e − f < r. In the first case, by the definition of a projection, it must be that P A (2f − x) ∈ P A (f ), a contradiction. So, let e − f < r. By the definition of the mapping T DRλ , and since x ∈ Fix T DRλ , we have
In other words, x ∈ Fix T DRλ and the points f, (2f − x) , P A (2f − x) are colinear. The Cauchy-Schwarz inequality and colinearity yield the characterization
Next we have
in contradiction to the definition of the projector. We conclude that,
To prove equality, and hence single-valuedness of
. By the definition of the projector and the single-valuedness of P A (2f − x) we get
On the other hand,
where we used again colinearity and (23) as well as
Together inequality (26) and (25) yield
a contradiction. This establishes that, in fact P A (2f − x) = P A (f ), as claimed. Using this fact, then (22) becomes
Finally, (21) follows from the fact that f = P B (x), since x is a fixed point. It remains to show that the inclusion is in fact an equality when
for some e ∈ P A (f ) and f ∈ P B ( x) and
Thus 0 ∈ x − T DRλ x if and only if e ∈ P A (R B ( x)), which is equivalent to e ∈ P A f + λ 1−λ (f − e) . This concludes the proof.
Remark 3.14. (i) Note that
, so that for any e ∈ P A (f ), f −e is in the normal cone to A at e. It follows immediately that, if A is convex then P A e + 1 1−λ (f − e) = e for all λ ∈ (0, 1) and, by Theorem 3.13 the inclusion (21) is in fact equality for all λ for which f ∈ (ii) The condition e ∈ P A f + 
Proof. The result follows directly from the proof of Theorem 3.13.
In our statements we require that Fix T DRλ = ∅. Although this assumption is very strong, it is not very restrictive and is satisfied under the assumption of compactness of one of the underlying sets. Proof. The proof follows the pattern of proof in [Luk08, Lemma 2.1] which establishes existence of fixed points for T DRλ by first showing the existence of fixed points of the alternating projections mapping T := P A P B . To see this, note that T is nonexpansive since the projectors P A and P B are nonexpansive, and the composition of nonexpansive mappings is nonexpansive by a similar argument as made in Example 3.9(i). Note that U = E. Existence of fixed points of T is then an easy consequence of [Bro66, Theorem 2], which requires that one of the sets, A or B be compact. Let e ∈ Fix T . Then P B (e) = f and P A (f ) = e and T DRλ , by construction, is single-valued. By Remark 3.14(i)
The above result on existence relies heavily on convexity. The next example shows that it is quite easy to construct a scenario where T DRλ has no fixed points. To prove this we will show that for an arbitrary point x 0 ∈ R 2 the sequence x k k∈N generated by x k+1 ∈ T DRλ (x k ) will never converge. First, note that the projectors and reflectors involved in T DRλ are given by
Without loss of generality we restrict our analysis to the point x = (a, 0), where a ≥ 0. Then the projectors and reflectors specialize to
and thus
Observe that λ (a − 1) ≤ 0 for a ≤ 1 and
) and x 0 being some point in R 2 as described above, i.e. x 0 := (a, 0) for some a ≥ 0. By the calculation of T DRλ (x) for x = (a, 0) there exists a natural number K ∈ N such that
which implies
Likewise, one can show by induction that
and, in particular,
if n is even. It follows that
Together, one gets for all n ∈ N that the following holds
In addition, we have by inserting (27) in (28) that
Note that this is true for n even, but also for n odd. Combining this with (29) yields The following proposition provides a comparison of the fixed points for T DRλ for different values of λ Lemma 3.18. Let A and B be both closed subsets of E, and λ 1 , λ 2 ∈ (0, 1) such that λ 1 ≤ λ 2 and Fix T DRλ2 = ∅. Moreover, let T DRλ2 be single-valued at its fixed points. Then
If (21) holds for λ 2 with equality instead of just set inclusion, then (30) holds with equality.
Proof. Let x ∈ Fix T DRλ2 = ∅. Then, by Corollary 3.15, we have the representation
Consider x := P B (x) − λ1 1−λ1 (P B (x) − P A (P B (x))) and note, as in the statements before, that P B (x) as well as P A (P B (x)) are single-valued, since x is a fixed point of T DRλ2 = ∅. Set f := P B (x). Then f ∈ B and P B ( x) = f . To see this, note that
as well, from which we conclude that P B ( x) = f . Moreover, since P B (x) = f = P B ( x), we can conclude that x ∈ Fix T DRλ1 . To see this, evaluate T DRλ1 ( x)
, where P A (f ) is single-valued since x is a fixed point of T DRλ2 . This yields
Analog to what we have seen before, we can argue that
and therefore x ∈ Fix T DRλ1 . In conclusion,
which proves the claim.
Quantitative Convergence Analysis
We proceed now to the main goal of our study, the convergence analysis of the algorithm. Almost all of the key properties of the relaxed Douglas-Rachford fixed point mapping, T DRλ , have been established in Section 3. The main idea for convergence goes back to Opial, [Opi67] . In our setting nonemptiness of the fixed point set and averagedness of the mapping can be identified as the essential properties yielding convergence of the iterative sequence. It was shown in [LTT18a] , however, that gauge metric subregularity of a fixed point mapping at its fixed points is a necessary condition for quantifiable (by said gauge) rates of convergence of the fixed point iteration. Metric subregularity is still missing from our development, and the main work of this section consists of deriving the conditions on the sets A and B under which (linear) metric subregularity holds. 
Φ is metrically subregular for 0 onS with constant κ relative to Λ.
Then for any x
where c :
least R-linearly with rate at most c < 1. If Fix T ∩ Λ is a single point, then convergence is Q-linear.
We have already shown in Theorem 3.7 that T DRλ is almost averaged, with any desired violation constant ǫ > 0, at its fixed points on certain neighborhoods when A and B are super-regular at a distance. To achieve local linear convergence, inequality (33) must hold, and this is where uniformity of almost averagedness with respect to ǫ is crucial: as long as the mapping T DRλ − Id, or a related mapping (see the discussion below), can be shown to be relatively metrically subregular at 0 on a neighborhood of Fix T DRλ -regardless of the value of the modulus κ -then suitable neighborhoods can be found in the context of Theorem 3.7 where the violation, ǫ, is small enough that (33) is satisfied, and hence local linear convergence is guaranteed.
The main work before us (Section 4.1) is to show metric subregularity of the appropriate mapping at points in the product space corresponding to fixed points of T DRλ . There are a number of ways to go about this, but all successful strategies we found are based on a characterization of the iterates on neighborhoods of fixed points lifted to a product space where the tools are applied. We were unable to provide a direct approach, involving the T DRλ mapping itself, that guarantees metric subregularity from properties of the regularity of the sets A and B both individually (e.g. relative super-regularity at a distance) or as a collection (e.g. subtransversality discussed below). The characterization of the fixed points in Theorem 3.13 allows us to build auxiliary phantom sets that are used in the analysis. To adapt the framework above to the present setting we build a product space which represents not only the iterates of T DRλ but also a cyclic projection between the phantom sets. In particular, we will define an operator in the product space E 4 whose first entry is generated by applying T DRλ . The remaining three entries are generated by projecting the prior entry onto the sets A and B as well as phantom versions of these sets shifted by a scaling of the local gap vector between A and B at the reference fixed point.
T DRλ at Fix T DRλ : Metric Subregularity
The next key property of T DRλ at its fixed points is metric subregularity which allows us to quantify the convergence. 
holds for all x ∈ U ∩ Λ.
When Λ = E, the quantifier "relative to" is dropped. The smallest constant κ for which (34) holds is called modulus of metric subregularity.
Direct verification of metric subregularity is notoriously difficult and verifying this for T DRλ is no different. In principle, one must show that the coderivative (the generalized Jacobian) of the (multivalued) T DRλ mapping is injective on neighborhoods of Fix T DRλ [DR14, Theorems 4B.1 and 4C.2]. We were unable to compute the coderivative of the T DRλ mapping, let alone determine whether this is injective.
Since our mapping is based on projectors to sets, another route is available for showing metric subregularity which uses characterizations of the regularity of sets in relation to one another. In the context of consistent set feasibility, metric subregularity of a particular set-valued mapping on the product space has been shown to be equivalent to subtransversality of the collection of sets [KLT18] .
1 This was expanded in [LTT18b, Definition 3.2] to account for inconsistent set feasibility. Based on this more general notion of subtransversality of non-overlapping sets Luke et al. were able to show that the cyclic projections mapping, T CP := P Ω1 P Ω2 · · · P Ωm is metrically subregular when the collection of sets {Ω 1 , . . . , Ω m } is subtransversal, and an additional technical assumption is satisfied (the technical assumption only appears in the inconsistent setting) [LTT18b, Proposition 3.4]. We follow this approach here, but for the mapping T DRλ . 
for some g ∈ E, is subtransversal at
with modulus κ.
Proof. We will show the result only for m = 2 for reasons of simplicity and since one can easily enlarge the number of sets used in the proof by the same pattern shown here. For s ∈ N denote by Π s E the permutation mapping on E s . Let U ⊂ E 2 be a neighborhood of x ∈ E 2 such that subtransversality holds at x for y relative to Λ. Define Ω := Ω 1 × Ω 2 and therefore (
Thus every z ∈Ũ ∩Λ can be expressed as (
E atx forỹ ∈ Ψ(x) relative toΛ onŨ. First, we show thatỹ ∈ Ψ(x), i.e.ỹ ∈ P Ω×Ω−(g,g) (Π(x)) − Π(x). Letx be defined by (35) then
where the last equality holds since P C−g (x − g) = P C (x) − g for any set C. Then (39) yields
since y ∈ P Ω (Πx) − Πx by the assumptions on subtransversality of {Ω 1 , Ω 2 , . . . , Ω m }. Byx ∈Λ this showsỹ ∈ Ψ(x) as claimed. Now, it is left to prove that inequality (34) holds for Ψ and atx forỹ ∈ Ψ(x) relative toΛ onŨ. For this, take a (
T ∈Ũ ∩Λ, then:
by rewriting the distance on E 4 in terms of the distance on E 2 . Using again that P C−g (x−g) = P C (x)−g for an arbitrary set C, (41) ends up as
where the last inequality holds by subtransversality of A and B at (x 1 , x 2 ) for (y 1 , y 2 ) relative to Λ with modulus κ on U . Rewriting (43) in the distance on E 4 yields
where the last three steps were just rearranging the expression to get the claimed result. This completes the proof.
Remark 4.5. The points involved in Lemma 4.4 change if we change the order of the sets involved. Of particular interest for our later analysis is the case of two sets A and B where we change the order on the product space in the following way
in contrast to the order A × B × A − g × B − g as used in Lemma 4.4. Therefore the points x and y as well as the setΛ change to
That is, the collection
Note that the negative part of y emerged from the changed order of B and A in comparison to Lemma 4.4.
We are now ready to construct the product space on which we determine metric subregularity via subtransversality. Instead of the two original sets, we consider four sets: the sets A, B and shifted sets B − λ 1−λ g and A − λ 1−λ g for some gap vector g. Our aim is to show local linear convergence of T DRλ by adapting the approach developed in [LTT18b] for cyclic projections. There it was essential that one of the sets involved contains the fixed points of the mapping. The reason for including the set B − λ 1−λ g in our problem, therefore, lies in the characterization of the fixed point set of the T DRλ mapping. As established in Theorem 3.13 and Corollary 3.15 fixed points x of T DRλ at which T DRλ is single-valued can be described as
which is an element in B − 
Figure 5: framework for the convergence analysis
This is the set of fixed points of the mapping P Ωg • Π in the product space E 4 corresponding to a cycle of the cyclic projections operator P B− λ 1−λ g P A− λ 1−λ g P A P B . By our construction, the set W 0 (g) could be (and for generic g will be) empty; this would be the case when g does not correspond to a difference vector. The set of difference vectors, ζ, is denoted by Z(x, g) and defined by
The last set to introduce is
This set is an affine transformation of the diagonal of the product space and serves as as a characterization of the local geometry of the sets in relation to each other at fixed points of T DRλ . These sets, of course, only make sense in the context of local nearest points between the components. In particular, we are interested in points x ∈ E associated with fixed points of T DRλ and their associated shadow points and gap vectors, respectively b ∈ P B (x) and g ∈ b − P A (b) (the local gap between A and B). Note that by Theorem 3.7 for fixed points of T DRλ at which T DRλ is single-valued we have {b} = P B (x) and the gap vector g is unique. When x is a fixed point, the set Z(x, g) characterizes the distance between the cyclically projected iterates of T DRλ on the individual sets. This enables us to distinguish different fixed points of T DRλ according to their respective difference vectors.
Let the assumptions of Theorem 3.7 hold at x ∈ Fix T DRλ and let z ∈ W 0 (g) ⊂ E 4 for z 1 = u and {g} = P A P B (x) − P B (x). Then Theorem 3.7 yields
The calculations here are similar to the ones in Theorem 3.7 and the subsequent remarks. Figure 5 illustrates the sets and difference vectors above. The individual entries of z relate to the cyclically projected fixed point x on each of the individual sets.
Along with the definitions above we define the operator
) where x ∈ Fix T DRλ and g = P B (x) − P A P B (x). Note that 0 =ζ 1 +ζ 2 +ζ 3 +ζ 4 , so the expression above can be simplified to
The mapping Tζ represents the iterates of T DRλ on the space E by shifting each iterate by some fixed difference vectorζ. We presume, in what follows, thatζ is the difference vector corresponding to the fixed point to which our iteration is converging. Of course, when one does not know the location of the fixed points, it is unlikely that the corresponding difference vector will be known, but this situation is no different than other studies which assume that the problem is consistent, and that all fixed points correspond the zero difference vector. Our aim here is not to determine the difference vector or the fixed point, but rather to provide a quantification of the convergence based on verifiable regularity of the fixed point mapping in neighborhoods of fixed points.
We are now ready to start building our argument. The following lemma establishes a connection between fixed points of Tζ to fixed points of T DRλ . Lemma 4.6. Let λ ∈ (0, 1) and A, B ⊂ E both nonempty and closed. Fix x ∈ Fix T DRλ = ∅ with T DRλ being single-valued at x and set g := P B (x) − P A (P B (x)). Furthermore, letζ ∈ Z(x, g) and define (ii)
(iii) If the distance is with respect to the Euclidean norm, then
Note that N in Lemma 4.6(ii) guarantees that x 3 ∈ P A (R B (x 1 )). This is always the case at any fixed point of T DRλ where T DRλ is single-valued.
Proof of Lemma 4.6. (i). The first part of (i) follows immediately by the definition of Tζ and W (ζ). Now let u ∈ Fix Tζ,
which proves the rest of (i).
(ii). For the second part of the lemma let
This means nothing more than ζ ∈ Ψ g (z) and z − Πz =ζ, which is equivalent toζ ∈ P Ωg Πz − Πz and z − Πz =ζ.
This implies
The mapping Φζ(z) = Tζz − z has the image (0, 0) if
. This together with the definition of N yields
sinceζ is generated by a fixed point of T DRλ . Thus z 1 ∈ Fix T DRλ , which proves z ∈ Φ −1 ζ (0) and completes the proof of (ii).
(iii). This part of the proof is a routine calculation:
We are now ready for the main result of this subsection. We show that the mapping Tζ −Id is metrically subregular at its zeros; from this we can conclude that the fixed point iteration generated by the mapping Tζ is locally linearly convergent, from which we will be able to deduce local linear convergence of T DRλ .
Proposition 4.7 (metric subregularity of Tζ by subtransversality). Let λ ∈ (0, 1), x ∈ Fix T DRλ with T DRλ being single-valued at x and set g := P B (x) − P A (P B (x)). Furthermore, letζ ∈ Z (x, g) and Proof. This is an application of the assumptions and Lemma 4.6(ii)
i.e. Φ is metrically subregular for 0 on U relative to Λ ∩ N with constantκ, as claimed.
By Theorem 4.1,Proposition 4.7 and Theorem 3.7 the three ingredients to get convergence are given by the regularity of the sets A and B, subtransversality of the collection of sets {A, B} and the additional assumption (ii) in Proposition 4.7. As seen in [LTT18b, Proposition 3.5] this is also true for the alternating projection algorithm. If the intersection A∩B is nonempty, assuming the stronger property of transversality, super-regularity is enough to show convergence of the Douglas-Rachford algorithm, [Pha16, Theorem 6.8] [HL13, Theorem 3.18]. For alternating projections one only needs transversality at points of intersection and super-regularity of one of the sets [LLM09, Theorem 5.16]. In any case, the additional assumption (ii), is not needed when the assumptions on the fixed points are strong enough. This is also the case for consistent feasibility and the relaxed Douglas-Rachford method as seen next. . Proof. Since x ∈ A ∩ B and g = 0, we getζ = (0, 0, 0, 0). Moreover, note that for every b ∈ B we gather
On the other hand
since
Combining (50) and (49) 
Proof.
By definition (46) Z(x, g) is given by
Thus, the uniqueness ofζ is a direct implication of the uniqueness of g as seen in Remark 3.14(iii).
Now we are ready to present the main result. The proof is based on the basic convergence result Theorem 4.1 and the facts from Section 3 and Section 4. (A, ǫ, x) and U (B, ǫ, x) . Set {g} = P B (x) − P A (P B (x)) and {ζ} = Z(x, g) (ζ = (ζ 1 , . . . ,ζ 4 ) ∈ E 4 ). Suppose that, at all x ∈ Fix T DRλ with g ∈ P B (x) − P A P B (x), the sets A, B ⊂ E satisfy the assumptions of Theorem 3.7 with corresponding neighborhoods U (A, ǫ, x) and U (B, ǫ, x) . Define the set
and let
Fix some ǫ > 0 and define the neighborhood
is a neighborhood of S := S 1 × S 2 × S 3 × S 4 . Suppose that, for Λ ⊆ aff W (ζ) with Tζ : Λ ⇒ Λ and S ⊂ Λ, the following hold for all u = (u 1 , u 2 , u 3 , u 4 ) ∈ S:
(ii) for Φζ := Tζ − Id and Ψ g := P Ωg Π − Π there exists a positive constant σ such that
holds whenever u ∈Λ ∩ U with u 1 ∈ B − λ 1−λ g and
Then there exists an ǫ ′ ≤ ǫ and a neighborhood 
is a neighborhood of (u,ũ). The neighborhood U can be replaced by an enlargement of S, hence the result follows from Theorem 4.1 once it can be shown that the assumptions are satisfied for the mapping Tζ on the product space E 4 restricted toΛ.
To do so, we note that T DRλ is almost averaged at eachỹ ∈ S 1 on U B by Theorem 3.7 since the assumptions (i)-(iv) of Theorem 3.7 are satisfied. Moreover, following the proof of Theorem 3.7 and Proposition 3.3 the averaging constant is given by α := (2/3). Likewise the violation is given by ǫ on U B . Since Tζ is just T DRλ shifted byζ on the product space, it follows that Tζ is pointwise almost averaged at y ∈ S := S 1 × S 2 × S 3 × S 4 with the same violation ǫ and averaging constant α = (2/3) on U .
By Lemma 4.4 and Remark 4.5 therefore, assumption (i) implies that for u = (u 1 , u 2 , u 3 , u 4 ) ∈ S, the collection of sets
is subtransversal at u forζ := u − Πu relative toΛ with constant κ on the neighborhood U , hence Theorem 4.1(i) is satisfied. Moreover, assumption (ii) of Theorem 4.10 and Proposition 4.7 with N := z ∈ E 4 P A (z 4 + λ 1−λ g) = z 3 ⊂ U by Theorem 3.7(iv) yield assumption Theorem 4.1(ii). In total, the assumptions of Theorem 4.1 are all satisfied for Tζ on E 4 restricted toΛ, and thus we conclude that (32) holds.
What remains is to show that (33) holds, which would imply at least R-linear convergence. To achieve this choose some ǫ ′ > 0 with ǫ ′ < ǫ such that (33) is satisfied. By Corollary 3.8 we can always find neighborhoods
for all x ∈ S 0 that satisfy the assumptions of Theorem 3.7. Following the constructions above we define U
Thus, all the properties that we have shown to be true on U also hold on the subset U ′ defined by
In particular, the constants κ and σ in (i) and (ii) also suffice for the smaller neighborhoods U
and U ′ . As a consequence, the assumptions of Theorem 4.1 are all satisfied and (33) holds which implies at least R-linear convergence toũ.ũ 1 ∈ Fix T DRλ ∩ S 1 . This completes the proof. Although the individual assumptions can be challenging to prove, as we will see in Section 5, they can reduce to a simpler form if we consider a convex and consistent setting. The reason for this is twofold. First, subtransversality at points in the intersection is nothing more than local linear regularity of the collection of sets, [LTT18b,  
Proof of Corollary 4.15. Since we are convex, not only the difference vector is unique as seen in Lemma 4.9, but also the gap vector g for any fixed point in Fix T DRλ . Thus, S 0 = Fix T DRλ . Fix T DRλ = A ∩ B by Theorem 3.13. With these observations we get immediately that the sets involved in Theorem 4.10 simplify to the following , which implies that T DRλ is averaged with constant α = (1/2). The conditions of Theorem 3.7 are therefore satisfied with neighborhoods chosen to be E. Also, since the sets A and B are convex, they are prox-regular at a distance by Proposition 2.6 with ǫ = 0. Since every fixed point is an element of the intersection A ∩ B, we deduce by Proposition 4.8 that assumption (ii) of Theorem 4.10 holds. The local convergence result follows then from Theorem 4.10. What is left to show is the global convergence property. By (i) and Proposition 4.13 the collection of sets {A, B} is locally linearly regular on U ′ . Thus, there exists a δ > 0 such that {A, B} is locally linearly regular on B δ (x). Using Lemma 4.14 we get that {A, B} is linearly regular since A and B are convex sets. In total, (i) holds with U ′ = E 2 . That is, the assumption holds globally. Since (ii) of Theorem 4.10 holds globally as well by Proposition 4.8, the assumptions of the underlying convergence framework in Theorem 4.1 hold globally. Therefore, the sequence converges globally, which completes the proof.
Remark 4.17 (linking our results to already existing literature). As noted in the introduction, the works [HL13, Pha16, LP16, LTT18b] 
Elementary Examples
When working with specific problems it can be challenging to prove the assumptions in Theorem 4.10. Thus, proving (local) convergence of T DRλ might seem time demanding. Especially subtransversality and the required technical assumption (ii) in Theorem 4.10 turn out to be quite tricky. This is why this section is devoted to some elementary examples that, as we think, are remarkably informative in their structure. All of these examples will include circles, which represent a class of nonconvex sets. Besides given calculations we used SageMath using the Jupyter Notebook to analyze our examples.
For this entire section let R be a positive real-valued number and λ ∈ (0, 1) if not specified. To verify the subtransversality and the technical condition (ii) in Theorem 4.10 we often did not calculate the constants explicitly but bounded them from below. That is,
,
where κ was the constants of subtransversality and σ describes the technical condition. In this subsection we will deal with neighborhoods of fixed points. As a consequence the constants computed bound the rate of linear convergence from below in such cases. Note that we can always find a neighborhood such that the convergence is linear for examples consisting of two circles by Theorem 3.7 and Example 3.9. .Then
which we will reformulated in the following to
Note that (58) is (57) since u ∈ A and thus implies linear regularity.
Next, we show (58). ((0, a) , y) . ((0, a) , y) , and 
