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Abstract
The direct sum and tensor product (defined point-wise and arrow-wise) of representations of a given
quiver is encoded in the representation ring of that quiver. We provide methods which reduce the computa-
tion of certain parts of the representation ring of a quiver to that of connected subquivers. These methods,
combined with known results on the representation rings of quivers of type A and D, and supplemented by
certain matrix calculations, yield an explicit description of the representation rings of all quivers of type E6.
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1. Introduction
Forming the tensor product of group representations is a classical concept in representation
theory of groups. With it comes the so-called Clebsch–Gordan problem of decomposing the
tensor product of two irreducible group representations into a direct sum of irreducibles.
The tensor product is encoded in the multiplicative structure of the representation ring. If one
determines a formula for the multiplication of elements of the representation ring corresponding
to irreducible representations, then one has solved the Clebsch–Gordan problem.
On quiver representations we define a tensor product point-wise and arrow-wise. The con-
text in which this tensor product arises is discussed in [6]. The corresponding Clebsch–Gordan
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396 M. Herschend / Bull. Sci. math. 132 (2008) 395–418problem has been solved for quivers of type A and D in [3]. The results in [3] can also be found
in [4]. For some representations of the four factorspace quiver D˜4 it has been solved by Dieterich
in connection with his investigation of lattices over curve singularities [1].
Over an algebraically closed ground field the Clebsch–Gordan problem has been solved for
the loop quiver A˜0 by Huppert [7] and independently by Martsinkovsky and Vlassov [8]. It
has also been solved for extended Dynkin quivers of type A˜n and the double loop quiver with
relations αβ = αn = βn = 0 in [5].
As in the case of group representations, the tensor product of quiver representations is encoded
in the representation ring of the quiver. The representation rings of quivers of type A and D are
described in [3].
In Theorem 1 of the present article we determine the representation rings of all quivers of
type E6. A striking consequence of Theorem 1 is that as in the case of A and D, the representation
ring is isomorphic to a direct product of rings of type Z[Z1, . . . ,Zk]/(TiTj ). Whether or not this
holds true even for the two remaining Dynkin types E7 and E8 is still unknown.
On several levels we use the results on A and D from [3] to determine the representation ring
of E6. In Section 4 we show that the representation ring of a Dynkin quiver Q is isomorphic
to a direct product of rings, with one factor for each connected subquiver of Q. When Q is of
type E6 the factors corresponding to proper connected subquivers of Q are isomorphic to certain
factors of representation rings of quivers of type A and D, which are described in [3]. It remains
to determine the factor corresponding to Q.
In Section 6 we develop methods of inducing representations of a given quiver from repre-
sentations of smaller quivers. These methods are then used to determine a large portion of the
remaining factor in the representation ring, by reducing the relevant calculations for the induced
representations to results from [3]. The gap that still remains after the application of all these
reductions is closed by explicit matrix calculations.
The methods described in the present article can also be applied to reduce much of the calcu-
lation of the representation ring of E7 to the cases of A, D and E6. Similarly much of the case of
E8 can be reduced to the cases of A, D, E6 and E7. See Section 8 for further details.
2. Preliminaries
We recall some definitions for linear categories from [2]. For further details see [3]. Let k be
a field. A category A is called linear if all its morphism sets are vector spaces over k and all its
composition maps are k-bilinear. A functor F :A→ B between linear categories is called linear
if the induced map A(a, b) → B(Fa,Fb) is k-linear for all a, b ∈ A. A category A is called
small if its objects forms set.
Let A be small linear category. An A-module is a linear functor
m :A→ Modk,
where Modk denotes the category of all vector spaces over k. It is called point-wise finite
dimensional if dimm(a) is finite for all a ∈A. Morphisms betweenA-modules are natural trans-
formations. We denote the category of all A-modules by ModA and the full subcategory of all
point-wise finite dimensional A-modules by mod A.
A quiver Q is a quadruple (Q0,Q1, t, h), where Q0 is the set of vertices and Q1 the set of
arrows. The maps
t, h :Q1 → Q0
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and y = hα. A path γ in Q from x ∈ Q0 to y ∈ Q1 of length d  1 is a sequence of arrows
αd . . . α1 such that tα1 = x, hαd = y and hαi = tαi+1 for all 1 i < d . For each vertex x ∈ Q0
there is also a path of length 0 from x to x which we denote ex . With each quiver Q we associate
its path category Qˆ whose set of objects is Q0. A morphism in Qˆ from x ∈ Q0 to y ∈ Q0 is a path
from x to y. Composition of paths is given by concatenation. We also consider the linearised path
category kQ which has the same objects as Qˆ. For any x, y ∈ Q0 the morphism space kQ(x,y)
is the vector space having Qˆ(x, y) as basis. The composition maps in kQ are extended bilinearly
from the composition maps in Qˆ(x, y).
Let Q be a quiver. A kQ-module m is determined by the collection of vector spaces m(x),
where x ∈ Q0 and the collection linear maps m(α) :m(x) → m(y), where x α−→ y. Such a col-
lection of vector spaces and linear maps is called a representation of Q. The direct sum of two
kQ-modules m and n is the kQ-module m ⊕ n defined by
(m ⊕ n)(x) = m(x) ⊕ n(x)
for each vertex x ∈ Q0 and
(m ⊕ n)(α) = m(α) ⊕ n(α)
for each arrow α ∈ Q0. A kQ-module m is called indecomposable if m ∼−→ u ⊕ v implies that
exactly one of u and v is the zero module. We denote the full subcategory of all indecomposable
kQ-modules of mod kQ by indkQ. We define the tensor product of m and n to be the kQ-
module m ⊗ n determined by
(m ⊗ n)(x) = m(x) ⊗ n(x)
for each vertex x ∈ Q0 and
(m ⊗ n)(α) = m(α) ⊗ n(α)
for each arrow α ∈ Q0. Since the direct sum and tensor product of linear maps respects compo-
sition we obtain the formulae (m ⊕ n)(γ ) = m(γ ) ⊕ n(γ ) and (m ⊗ n)(γ ) = m(γ ) ⊗ n(γ ) for
each path γ in Q.
To each subquiver P of Q we associate the characteristic representation χP . It is the kQ-
module determined by
χP (x) =
{
k if x ∈ P0,
0 if x /∈ P0
for each vertex x ∈ Q0 and
χP (α) =
{
1k if α ∈ P1,
0 if α /∈ P1
for each arrow α ∈ Q0. The support of a kQ-module m is the subquiver S(m) of Q defined by
S(m)0 =
{
x ∈ Q0 | m(x) = 0
}
,
S(m)1 =
{
α ∈ Q1 | m(α) = 0
}
.
The following formulae hold for all subquivers P , P ′ of Q and all m ∈ mod kQ
χP ⊗ χP ′ ∼−→ χP∩P ′ ,
m ⊗ χS(m) ∼−→ m.
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The structure endowed on mod kQ by the direct sum and tensor product is encoded in the
representation semiring of Q, which we denote by S(Q). As a set S(Q) consists of all isoclasses
of mod kQ. Addition and multiplication is given by
[m] + [n] = [m ⊕ n]
and
[m][n] = [m ⊗ n],
where [m] denotes the isoclass of m ∈ mod kQ. The semiring S(Q) is commutative, with zero
element [0] and identity element [χQ]. We denote by R(Q) the representation ring of Q, which is
the Grothendieck ring K(S(Q)) associated with S(Q). As an abelian group R(Q) is freely gen-
erated by the set of isoclasses of indkQ. For a more thorough description of the representation
ring of a quiver see [3].
For any linear functor F :A→ B between small linear categories A and B, we consider its
associated pull-up functor
F ∗ mod B→ mod A
defined by F ∗m = m ◦ F for all B-modules m. For each B-module morphism φ, the A-module
morphism Fφ is defined by (Fφ)a = φFa for all a ∈ A. In case A and B are linearised path
categories of quivers we have the following result.
Proposition 1. Let P , Q be quivers and F :kP → kQ be a linear functor that sends paths to
paths. Then the induced pull-up functor
F ∗ : mod kQ → mod kP
respects direct sums and tensor products in the sense that
F ∗(m ⊕ n) = (F ∗m) ⊕ (F ∗n)
and
F ∗(m ⊗ n) = (F ∗m) ⊗ (F ∗n).
Furthermore, it induces a ring morphism
φ :R(Q) → R(P )
defined by φ([m]) = [F ∗(m)].
Proof. That F ∗ respects direct sums and tensor products is a matter of direct calculation. Indeed,
for any vertex x ∈ P0 and arrow α ∈ P1
F ∗(m ⊗ n)(x) = (m ⊗ n)(F(x))= m(F(x))⊗ n(F(x))= (F ∗(m) ⊗ F ∗(n))(x)
and
F ∗(m ⊗ n)(α) = (m ⊗ n)(F(α))= m(F(α))⊗ n(F(α))= (F ∗(m) ⊗ F ∗(n))(α).
A similar calculation holds for the direct sum. Since any functor preserves isomorphism classes
the map φ is well defined. As F ∗ respects direct sums and tensor products, φ respects addition
and multiplication. Let x ∈ P0 and α ∈ P1. Then
F ∗(χQ)(x) = χQ
(
F(x)
)= k
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F ∗(χQ)(α) = χQ
(
F(α)
)= 1k.
Hence F ∗(χQ) = χP and
φ(1R(Q)) =
[
F ∗(χQ)
]= [χP ] = 1R(P ).
Thus φ is a ring morphism. 
For all k ∈ N set
Rk = Z[T1, . . . , Tk]/(TiTj | 1 i, j  k).
In particular R0 = Z. The Jacobson radical of Rk is spanned by the residue classes the elements
Ti where 1 i  k. Hence it is free of rank k.
Let Q be a quiver with a unique branching point. Let A ⊂ Q1 be non-empty. We say that A
is equally oriented if all arrows in A point towards the branching point or if they all point away
from it. Otherwise we say that A is differently oriented.
Let Q be a quiver of type E6, i.e. such that the underlying graph is
a1
α1
a2
α2
x c
γ
b1
β1
b2.
β2
In this case the branching point is x. For all μ ∈ {α1, α2, β1, β2}, set o(μ) = 1 if {μ,γ } is equally
oriented. Otherwise set o(μ) = 0. We define the orientation matrix of Q to be
O =
(
o(α1) o(α2)
o(β1) o(β2)
)
.
It encodes the orientation of Q up to simultaneous reversal of all the arrows. The reason why
we, with this notation, do not distinguish between a quiver Q and its opposite quiver Qop is
explained below.
Define the contravariant functor
H : mod kQ → mod kQop
by
(Hm)(z) = Hom(m(z),k)
for each z ∈ Q0 and
(Hm)(μ) = Hom(m(μ),k)
for each μ ∈ Q1. It is shown in [3] that H is a duality respecting both direct sum and tensor
product. Hence it induces an isomorphism R(Q) ∼−→ R(Qop). Similarly the functor defined by
interchanging αi and βi for all i ∈ {1,2} provides an isomorphism τ between the representation
rings corresponding to the orientation matrices O and O with the rows interchanged.
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The following result determines the representation ring of any quiver of type E6 up to isomor-
phism. The proof of this theorem is the aim of the rest of the article.
Theorem 1. Let Q be a quiver of type E6 and O be its orientation matrix. Furthermore let R be
the representation ring of Q. Then the following statements hold:
(i) If O = ( 1 11 1 ), then R ∼−→ Z21 × R1 × R22 × R6.
(ii) If O ∈ {( 1 01 1 ), ( 1 11 0 )}, then R ∼−→ Z24 × R21 × R2 × R4.
(iii) If O ∈ {( 1 10 1 ), ( 0 11 1 )}, then R ∼−→ Z28 × R1 × R22 .
(iv) If O = ( 1 01 0 ), then R ∼−→ Z26 × R51 .
(v) If O ∈ {( 1 00 1 ), ( 0 11 0 )}, then R ∼−→ Z32 × R21 .
(vi) If O ∈ {( 0 10 1 ), ( 0 00 0 )}, then R ∼−→ Z34 × R1.
(vii) If O ∈ {( 1 00 0 ), ( 0 10 0 ), ( 0 01 0 ), ( 0 00 1 ), ( 1 10 0 ), ( 0 01 1 )}, then R ∼−→ Z36.
4. Representation rings of Dynkin quivers
We proceed to describe the representation ring of any Dynkin quiver based on the description
in [3]. We quote the following ring theoretic result from [3]:
Proposition 2. Let R be a commutative ring and S ⊂ R a finite set of idempotents closed under
multiplication and containing 0. The relation  on S defined by e f if and only if ef = e, is a
partial order. The map S → R, e → e′ is defined recursively by e′ = e−∑f<e f ′. The following
statements hold:
(i) e =
∑
fe
f ′
(ii) For all e, f ∈ E the equality
e′f ′ =
{
e′ if e′ = f ′,
0 if e = f
holds. In particular the set
S′ = {e′ | e ∈ S}
consists of pairwise orthogonal idempotents.
Let Q be a Dynkin quiver, R the representation ring of Q and {Qi}i∈I the set of connected
subquivers of Q. Set ei = [χQi ] for all i ∈ I . The elements ei are idempotents and in the partial
order defined by Proposition 2, ej < ei if and only if Qj is a proper subquiver of Qi . We induce
this order on the index set I . By Proposition 2, we obtain pairwise orthogonal idempotents e′i
satisfying
ei =
∑
e′j .
ji
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R =
∏
i∈I
e′iR
and {e′i[m] | m ∈ indkQ, S(m) = Qi} is a Z-basis of e′iR. We want to describe the multiplication
in this basis.
Let m,n ∈ indkQ be such that S(m) = S(n) = Qi . Let
m ⊗ n =
r⊕
k=1
uk ⊕
s⊕
l=1
vl
be a decomposition of m ⊗ n into indecomposables such that S(uk) = Qi for all 1 k  r and
S(vl) = Qi for all 1 l  s. Let 1 l  s. Note that S(vl) is a connected subquiver of Qi since
vl is indecomposable and a submodule of m ⊗ n, which has support Qi . Hence S(vl) = Qj for
some j < i. Since χQj ⊗ vl ∼−→ vl we have ej [vl] = [vl] and
e′i[vl] = e′iej [vl] = e′i
(∑
tj
e′t
)
[vl] =
(∑
tj
e′ie′t
)
[vl] = 0,
as e′ie′t = 0 for all t  j < i. Hence
e′i[m]e′i[n] = e′i[m][n] = e′i[m ⊗ n] = e′i
(
r∑
k=1
[uk] +
s∑
l=1
[vl]
)
=
r∑
k=1
e′i[uk] +
s∑
l=1
e′i[vl] =
r∑
k=1
e′i[uk].
We claim that the ring e′iR is determined up to isomorphism by Qi . Indeed the restriction functor
from mod kQ to mod kQi induces a bijection from {e′i[m] | m ∈ indkQ, S(m) = Qi} to {e′i[m] |
m ∈ indkQi, S(m) = Qi}. Since it respects the tensor product it respects the multiplication.
We summarise these observations in the following proposition.
Proposition 3. Let Q be a Dynkin quiver, R its representation ring and {Qi}i∈I the set of con-
nected subquivers of Q. Set ei = [χQi ]. Then the following statements hold.
(i) R =
∏
i∈I
e′iR.
(ii) For each i ∈ I , the set {e′i[m] | m ∈ indkQ, S(m) = Qi} is a Z-basis of e′iR.
(iii) Multiplication is given by
e′i[m]e′i[n] =
r∑
k=1
e′i[uk]
where
m ⊗ n =
r⊕
k=1
uk ⊕
s⊕
l=1
vl
is the decomposition of m⊗ n into indecomposables such that S(uk) = Qi and S(vl) = Qi .
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5. Preliminaries on the representation ring of E6
In the previous section we saw that the representation ring of a Dynkin quiver Q decomposes
into a direct product of rings, with one factor for each connected subquiver of Q. If Q is of type
E6, then all proper connected subquivers of Q are of type A, D4 or D5. We provide descrip-
tions of these factors which are specialisations of results from [3] with notation adapted to our
setting.
Proposition 4. Let Q be a quiver, R its representation ring and e = [χQ]. Then the following
statements hold.
(i) If Q is of type A, then e′R ∼−→ Z.
(ii) Assume that Q is of type D4. If Q1 is equally oriented, then e′R ∼−→ R1. Otherwise
e′R ∼−→ Z2.
(iii) Assume that Q is of type D5, i.e. has the underlying graph
•
β
• α • γ1 • γ2 •
If Q1 is equally oriented, then e′R ∼−→ R2. If {α,β} is equally oriented and {γ1, γ2} is
differently oriented, then e′R ∼−→ Z × R1. Otherwise e′R ∼−→ Z3.
Now let Q be of type E6. We proceed to list all connected subquivers of Q. The 6 vertices of
Q correspond to 6 subquivers of type A1 and the 5 arrows correspond to 5 subquivers of type A2.
Furthermore, there are 5 subquivers of type A3,
a1
α1
a2
α2 x
x b1
β1
b2
β2
a1
α1
a1
α1
x c
γ
x x c
γ
b
β1
b
β11 1
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a1
α1
a2
α2 a1
α1
a2
α2
x x c
γ
b1
β1
a1
α1
x x c
γ
b1
β1
b2
β2
b1
β1
b2
β2
Finally there is one subquiver of type A5:
a1
α1
a2
α2
x
b1
β1
b2
β2
Hence there are in total 21 subquiver of type A.
Moreover, there is one subquiver of type D4:
a1
α1
x c
γ
b1
β1
We denote by a the isoclass of its associated characteristic representation. There are also two
subquivers of type D5:
a1
α1
a2
α2 a1
α1
x c
γ
x c
γ
b1
β1
b1
β1
b2.
β2
We denote by b and b the isoclasses of their respective associated characteristic representations.
Finally denote by e the isoclass of χQ.
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matrix. Then the following statements hold.
(i) If O = ( 1 11 1 ), then R ∼−→ Z21 × R1 × R22 × e′R.
(ii) If O ∈ {( 1 01 1 ), ( 1 11 0 )}, then R ∼−→ Z22 × R21 × R2 × e′R.
(iii) If O ∈ {( 1 10 1 ), ( 0 11 1 ), ( 1 00 1 ), ( 0 11 0 )}, then R ∼−→ Z27 × R1 × e′R.
(iv) If O = ( 1 01 0 ), then R ∼−→ Z23 × R31 × e′R.
(v) If O ∈ {( 1 00 0 ), ( 0 10 0 ), ( 0 01 0 ), ( 0 00 1 ), ( 1 10 0 ), ( 0 01 1 ), ( 0 10 1 ), ( 0 00 0 )}, then R ∼−→ Z29 × e′R.
Proof. By Proposition 3, R factors into a direct product of rings, with one factor for each con-
nected subquiver of Q. By Proposition 4, each of the 21 subquivers of type A contribute one
factor of Z. Hence
R
∼−→ Z21 × a′R × b′R × b′R × e′R.
By Proposition 4, a′R ∼−→ R1 in case o(α1) = o(β1) = 1 and a′R ∼−→ Z2 otherwise. If o(α1) = 0,
then b′R ∼−→ Z3 . If o(α1) = 1, then
b′R ∼−→
{
R2 if o(β1) = o(β2) = 1,
Z × R1 if {o(β1), o(β2)} = {0,1},
Z3 if o(β1) = o(β2) = 0.
Interchanging αi and βi above gives a similar rule for b′R.
Applying these rules in all five cases yields the desired result.
(i) In this case a′R ∼−→ R1 and b′R ∼−→ b′R ∼−→ R2.
(ii) In this case a′R ∼−→ R1. One of b′R and b′R is isomorphic to Z × R1, and the other one
to R2.
(iii) In this case a′R ∼−→ Z2. One of b′R and b′R is isomorphic to Z3, and the other one to
Z × R1.
(iv) In this case a′R ∼−→ R1 and b′R ∼−→ b′R ∼−→ Z × R1.
(v) In this case a′R ∼−→ Z2 and b′R ∼−→ b′R ∼−→ Z3. 
For a complete description of the representation ring of Q it remains to describe the rings e′R.
Before we do that however, we need to develop further tools.
6. Inducing representations
In this section we present a method of constructing indecomposable representations of a
quiver Q from representations of smaller quivers. We apply this method to the special case E6.
Let Q = (Q0,Q1, t, h) be a quiver and x α−→ y an arrow in Q. Define the quiver Qα by
Qα0 =
(
Q0 \ {x, y}
)∪ {{x, y}},
Qα1 = Q1 \ {α}.
Define the tail function tα in Qα by
tα(γ ) =
{ {x, y} if t (γ ) ∈ {x, y},
t (γ ) if t (γ ) /∈ {x, y}.
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arrow α and identifying its tail and its head.
Define the functor
Iα :kQ → kQα
on objects by
Iα(z) =
{ {x, y} if z ∈ {x, y},
z if z /∈ {x, y}
and on arrows by
Iα(γ ) =
{
1{x,y} if γ = α,
γ if γ = α.
Proposition 5. Let Q be a quiver and x α−→ y an arrow in Q. The functor
I ∗α : mod kQα → mod kQ
is full, faithful and satisfies the formulae
(I ∗αm)(z) =
{
m({x, y}) if z ∈ {x, y},
m(z) if z /∈ {x, y},
(I ∗αm)(γ ) =
{
1m({x,y}) if γ = α,
m(γ ) if γ = α
for all kQ-modules m. In particular it reflects isomorphisms and preserves indecomposability.
Proof. The formulae follow immediately from the definition of Iα . Now let m,n ∈ mod kQα
and consider the morphism
i : Hom(m,n) → Hom(I ∗α (m), I ∗α (n))
given by i(φ) = I ∗α (φ).
Observe that
i(φ)z =
{
φ{x,y} if z ∈ {x, y},
φz if z /∈ {x, y}
for all z ∈ Q0. Assume that i(φ) = 0 and let z ∈ Qα0 . If z = {x, y}, then 0 = i(φ)x = φz. If
z = {x, y}, then 0 = i(φ)z = φz. Hence φ = 0 and i is a monomorphism, i.e. I ∗α is faithful.
Let ψ ∈ Hom(I ∗α (m), I ∗α (n)). Then ψy(I ∗αm)(α) = (I ∗αn)(α)ψx . However, (I ∗αm)(α) =
1m({x,y}) and (I ∗αn)(α) = 1n({x,y}), so ψx = ψy . For all z ∈ Qα0 set
φz =
{
ψx if z = {x, y},
ψz if z = {x, y}.
It follows that φ is a kQα-module morphism and that i(φ) = ψ . Hence i is an epimorphism and
thus I ∗α is full. Since I ∗α is full, any isomorphism in Hom(Iα(m), Iα(n)) comes from an isomor-
phism in Hom(m,n). Hence I ∗α reflects isomorphisms. Since I ∗α is full and faithful it induces an
isomorphism between End(m) and End(I ∗αm) for each kQ-module m. That it preserves inde-
composability follows from Fittings’ Lemma i.e. that a module is indecomposable if and only if
its endomorphism algebra is local. 
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from [2]. The dimension vector of a module m is defined by
dimm = (dimm(x))
x∈Q0 .
The Tits form of Q is the quadratic form
qQ :Z
Q0 → Z
defined by
qQ(d) =
∑
x∈Q0
d(x)2 −
∑
α∈Q1
d(tα)d(hα).
A vector d ∈ ZQ0 is called a root of qQ if qQ(d) = 1 and positive if d(x) 0 for all x ∈ Q0. The
following result can be found in [2]:
Theorem 2. Let Q be a Dynkin quiver. The isoclasses of indecomposable modules are in bijection
with the positive roots of qQ via the map [m] → dimm.
The following proposition relates Proposition 5 and Theorem 2.
Proposition 6. Let Q be a Dynkin quiver and d ∈ ZQ0 a positive root of qQ such that there is an
arrow x
α−→ y in Q satisfying d(x) = d(y). Then there is a kQα-module m such that the isoclass
of kQ-modules corresponding to d contains I ∗αm.
Proof. Let d be as in the statement. Define dα ∈ ZQα0 by
dα(z) =
{
d(x) if z = {x, y},
d(z) if z = {x, y}.
Then
qQα(d
α) =
∑
z∈Q0\{x,y}
d(z)2 + d(x)2 −
∑
γ∈Q1\{α}
d(tγ )d(hγ )
=
∑
z∈Q0
d(z)2 − d(y)2 −
( ∑
γ∈Q1
d(tγ )d(hγ )− d(x)d(y)
)
= qQ(d) = 1.
Hence dα is a positive root of qQα . By Theorem 2, there is a kQα-module m such that
dimm = dα . Furthermore, dim I ∗αm = d . This completes the proof. 
Let m, n be kQ-modules for some Dynkin quiver Q, with the property that there is an arrow
x
α−→ y in Q such that dimm(x) = dimm(y) and dimn(x) = dimn(y). By Proposition 6, there
are kQα-modules mα and nα such that m ∼−→ I ∗α (mα) and n ∼−→ I ∗α (nα). Hence
m ⊗ n ∼−→ I ∗α (mα) ⊗ I ∗α (nα) = I ∗α (mα ⊗ nα).
In that sense we obtain a reduction of parts of the Clebsch–Gordan problem for Q to the Clebsch–
Gordan problem for Qα . In the next section we apply this method to E6.
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Let Q be a quiver of type E6. Proposition 3 provides a Z-basis of e′R. In order to com-
pute products of these basis elements explicitly, we proceed to describe all indecomposable
kQ-modules with full support. Modules with full support are also called omnipresent. Thus an
indecomposable module m is omnipresent if and only if all components of dim(m) are non-zero.
By Theorem 2 these correspond to the strictly positive roots of qQ, i.e. to the roots with positive
components. We represent d ∈ ZQ0 by
d(c)
d(a2) d(a1) d(x) d(b1) d(b2)
To begin with there is the characteristic representation χQ, which has dimension vector
1
1 1 1 1 1
For all i, j ∈ {1,2} we identify Qβi with the quiver
a1
α1
a2
α2
P 1: y c
γ
b
β
and Qβiαj with the quiver
a
α
P 2: y c
γ
b
β
Let Z be the kP 2-module given by
k
A
k2 k
C
k
B
where A is given by either [1 0]t or [0 1], B is given by either [0 1]t or [1 0] and C is given
by either [1 1]t or [1 1] depending on the orientation of P 2. Then Z is indecomposable and we
obtain four indecomposable kQ-modules
A = I ∗ I ∗α Z, B = I ∗ I ∗α Z, B = I ∗ I ∗α Z, C = I ∗ I ∗α Z.β2 2 β2 1 β1 2 β1 1
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1
1 1 2 1 1
1
1 2 2 1 1
1
1 1 2 2 1
1
1 2 2 2 1
There are two more strictly positive roots of qQ, namely:
1
1 2 3 2 1
2
1 2 3 2 1
These can be found by calculating the Auslander–Reiten quiver of Q, as e.g. is done in [2]. We
choose the following representatives for the corresponding isoclasses. Set
k
2
A1
k
A2
X = k3 kC
k2
B1
k
B2
where A1 is given by[1 0
0 1
0 0
]
or
[
0 1 0
0 0 1
]
,
B1 is given by[0 0
1 0
0 1
]
or
[
1 0 0
0 1 0
]
,
A2 is given by [1 0]t or [0 1], B2 is given by [0 1]t or [1 0] and C is given by either [1 1 1]t or
[1 1 1], depending on the orientation. Set
k
2
A1
k
A2
Y = k3 k2C
k2
B1
k
B2
where all matrices are defined as above, except for C which now is given by[1 0
1 1
0 1
]
or
[
1 1 0
0 1 1
]
.
A routine verification shows that the endomorphism algebras of X and Y are both isomorphic
to k. Hence X and Y are indecomposable.
To simplify notation we identify the isoclasses of indecomposable kQ-modules with their
chosen representatives. The following Clebsch–Gordan formulae are special cases of Proposi-
tion 6 from [3].
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A A A B B B B C
A B B B C B C C( 1 1
1 1
)
0 0 0 0 0 0 0 0( 1 0
1 1
)
0 0 0 B B 0 0 C( 1 1
1 0
)
0 0 0 0 0 B B C( 1 1
0 1
)
A A B B C 0 0 0( 0 1
1 1
)
A B A 0 0 B C 0( 1 0
1 0
)
0 0 0 B 0 B 0 C( 0 1
0 1
)
A 0 0 B C B C 0( 0 0
0 0
)
A A A B B B B C( 1 0
0 1
)
A 0 B B 0 0 0 C( 0 1
1 0
)
A B 0 0 0 B 0 C( 1 1
0 0
)
A A B B C B B C( 0 0
1 1
)
A B A B B B C C( 1 0
0 0
)
A 0 B B B B 0 C( 0 0
1 0
)
A B 0 B 0 B B C( 0 1
0 0
)
A 0 A B C B 0 C( 0 0
0 1
)
A A 0 B 0 B C C
Lemma 2. Let P 1, P 2 and Q be the quivers defined above. Then the following statements hold:
(i) If P 21 is equally oriented, then Z ⊗ Z has no omnipresent indecomposable direct summand.
Otherwise it has precisely one such summand, and that summand is isomorphic to Z.
(ii) Let U be the sum of all omnipresent indecomposable direct summands of I ∗α1Z⊗ I ∗α2Z. Then
U
∼−→
{
I ∗α1Z if o(β) = 1 and o(α1) = 0,
I ∗α2Z if o(β) = 0 and o(α1) = o(α2),
0 otherwise
where o(μ) = 1 if {μ,γ } is equally oriented and o(μ) = 0 otherwise, for all μ ∈ P 11 .
Using the methods described in the previous section we can now produce a partial multiplica-
tion table for our Z-basis of e′R.
Lemma 3. Let Q be a quiver of type E6 with orientation matrix O, and let (S T )t be one of the
column indices in Table 1. Then e′Se′T = e′U , where U is the entry in rowO and column (S T )t
in Table 1.
Proof. Let S,T be as in the statement. Let U be the sum of all omnipresent indecomposable
direct summands of S ⊗ T . Then e′Se′T = e′U , by Proposition 3.
If S = T = A = I ∗β2I ∗α2Z, then
S ⊗ T = I ∗ I ∗α Z ⊗ I ∗ I ∗α Z ∼−→ I ∗ I ∗α (Z ⊗ Z).β2 2 β2 2 β2 2
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U
∼−→ I ∗β2I ∗α2U ′
where U ′ is the sum of all omnipresent indecomposable direct summands of Z⊗Z. By Lemma 2,
U ′ = 0 if o(α) = o(β) = 1, or equivalently o(α1) = o(β1) = 1, and U ′ ∼−→ Z otherwise. Hence
U = 0 if o(α1) = o(β1) = 1 and U = I ∗β2I ∗α2Z = A otherwise. This establishes the first column
in Table 1.
If
S = T = C = I ∗β1I ∗α1Z,
then
S ⊗ T = I ∗β1I ∗α1Z ⊗ I ∗β1I ∗α1Z ∼−→ I ∗β1I ∗α1(Z ⊗ Z).
A similar argument as above yields U = 0 if o(α2) = o(β2) = 1, and U = I ∗β1I ∗α1Z = C other-
wise. This gives the last column.
Repeating this argument we obtain
U
∼−→
{
B if o(α2) = o(β1) = 1,
0 otherwise
for S = T = B , and
U
∼−→
{
B if o(α1) = o(β2) = 1,
0 otherwise
for S = T = B , giving us two more columns in Table 1.
If S = A and T = B , then
S ⊗ T = I ∗β2I ∗α2Z ⊗ I ∗β2I ∗α1Z ∼−→ I ∗β2(I ∗α2Z ⊗ I ∗α1Z).
Let U ′ be the sum of all omnipresent indecomposable direct summands of I ∗α2Z ⊗ I ∗α1Z. By
Lemma 2,
U
∼−→
{
I ∗α1Z if o(β) = 1 and o(α1) = 0,
I ∗α2Z if o(β) = 0 and o(α1) = o(α2),
0 otherwise
and thus
U
∼−→
⎧⎨
⎩
I ∗β2I
∗
α1Z = B if o(β1) = 1 and o(α1) = 0,
I ∗β2I
∗
α2Z = A if o(β1) = 0 and o(α1) = o(α2),
0 otherwise.
If S = B and T = C, then
S ⊗ T = I ∗β1I ∗α2Z ⊗ I ∗β1I ∗α1Z ∼−→ I ∗β1(I ∗α2Z ⊗ I ∗α1Z).
and we obtain
U
∼−→
⎧⎨
⎩
I ∗β1I
∗
α1Z = C if o(β2) = 1 and o(α1) = 0,
I ∗β1I
∗
α2Z = B if o(β2) = 0 and o(α1) = o(α2),
0 otherwise.
The table is completed by applying the ring isomorphism τ . 
We are now ready to describe the ring e′R completely.
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matrix. Then the following statements hold.
(i) If O = ( 1 11 1 ), then e′R ∼−→ R6.
(ii) If O ∈ {( 1 01 1 ), ( 1 11 0 )}, then e′R ∼−→ Z2 × R4.
(iii) If O ∈ {( 1 10 1 ), ( 0 11 1 )}, then e′R ∼−→ Z × R22 .
(iv) If O = ( 1 01 0 ), then e′R ∼−→ Z3 × R21 .
(v) If O ∈ {( 1 00 1 ), ( 0 11 0 )( 0 10 1 ), ( 0 00 0 )}, then e′R ∼−→ Z5 × R1.
(vi) If O ∈ {( 1 00 0 ), ( 0 10 0 ), ( 0 01 0 ), ( 0 00 1 ), ( 1 10 0 ), ( 0 01 1 )}, then e′R ∼−→ Z7.
Proof. As explained in Section 2, R(Q) and R(Qop) are isomorphic. Hence we may assume
without loss of generality that t (γ ) = c and h(γ ) = x. We begin with some general observations.
Let S,T ∈ {χQ,A,B,B,C,X,Y } = G. Observe that
dim(S ⊗ T )(a2) = dimS(a2)dimT (a2) = 1.
Hence there is only one indecomposable summand of S ⊗ T which has positive dimension at the
vertex a2. In particular there is at most one indecomposable summand U of S ⊗ T which is om-
nipresent. By Proposition 3, e′Se′T = e′U if such a summand exists and e′Se′T = 0 otherwise.
Hence e′G ∪ {0} is closed under multiplication.
Examining each orientation separately it turns out that G admits a partition into disjoint sub-
sets E and N such that e′E consists of idempotent elements and e′ST = 0 for all S,T ∈ N . Since
e′G ∪ {0} is closed under multiplication so is e′E ∪ {0} and thus, by Proposition 2,
e′R ∼−→
∏
f∈e′E
f ′e′R =
∏
f∈e′E
f ′R.
The last equality holds since f ′e′ = f ′ for all f ∈ e′E. As e′R is generated by e′G we find that
f ′R is generated by
f ′G = f ′E ∪ f ′N ⊂ f ′Z ∪ f ′N.
Because the product of any two elements in f ′N is zero we obtain
Ri
∼−→ f ′R
where i is the rank of the abelian group generated by f ′N . It remains to check in each case that
G = E ∪ N where E,N are as above, and to determine the rank of the abelian group generated
by f ′N for each f ∈ E. We proceed to accomplish that for the two chosen orientations ( 1 10 1 )
and
( 1 0
0 0
)
. Applying the ring isomorphism τ then provides the claimed result for the orientations( 0 1
1 1
)
and
( 0 0
1 0
)
. The analogous verifications for the remaining 12 orientations are left to the
interested reader.
Assume that
O = ( 1 10 1 ).
Lemma 3 describes the products of some pairs of elements from e′G. We proceed to calculate
the missing cases.
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sum
M =
n⊕
i=1
Mi,
where M1, . . . ,Mn are chosen representatives of the isoclasses of indecomposable summands
which appear in the decomposition of S ⊗ T , and the isomorphism
φ :M ∼−→ S ⊗ T .
The matrices will be placed as indicated below, together with the dimension vectors of the inde-
composable summands in the decomposition:
(S ⊗ T )(α1) (S ⊗ T )(α2)
(S ⊗ T )(β1) (S ⊗ T )(β2) (S ⊗ T )(γ )
φx
φa1
φb1
φa2
φc
φb2
(M)(α1) (M)(α2)
(M)(β1) (M)(β2)
(M)(γ )
dimM1 . . . dimMn
Checking that φ is a kQ-module isomorphism amounts to verifying that certain matrix equations
hold. These verifications are routine. Here is the decomposition of A⊗C into indecomposables,
in the notation just explained.[ 1 0
0 1
0 0
0 0
] [ 1
0
]
[ 1 0 0 0
0 1 0 0
] [ 0
1
]
[ 1
1
1
1
]
[ 0 1 0 0
0 0 1 0
1 0 0 1
0 0 0 1
] [ 1 0
0 1
]
[ 1 0
0 1
] [ 1 ][ 1 ]
[ 1 ][ 0 0
1 0
0 1
0 0
]
[ 0 1 0 0
0 0 1 0
]
[ 1
0
]
[ 0
1
] [ 011
1
]
0
0 0 1 0 0
1
1 2 3 2 1
Hence
e′Ae′C = e′X.
Using Lemma 3, we obtain the following identities:
e′BB = e′BAB = e′AB = e′B,
e′XA = e′ACA = e′AC = e′X,
e′XB = e′ACB = e′X,
e′XB = e′ACB = 0,
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e′XX = e′ACAC = 0.
These are the matrices for the decomposition of A ⊗ Y :
⎡
⎣ 1 00 10 0
0 0
0 0
0 0
⎤
⎦ [ 1
0
]
[ 1 0 0 0 0 0
0 1 0 0 0 0
] [ 0
1
]
⎡
⎣ 1 01 10 1
1 0
1 1
0 1
⎤
⎦
⎡
⎢⎣
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 −1 0 1
1 0 0 1 0 0
0 0 0 0 0 1
0 1 0 −1 0 1
⎤
⎥⎦
[ 1 0
0 1
]
[ 1 0
0 1
] [ 1 ][ 1 0−1 1 ]
[ 1 ]⎡
⎣ 0 00 01 0
0 0
0 1
0 0
⎤
⎦ [ 1
0
]
[ 0 0 1 0 0 0
0 0 0 0 1 0
] [ 0
1
]
⎡
⎣ 0 00 01 0
1 0
0 1
0 1
⎤
⎦
0
0 0 1 0 0
0
0 0 1 0 0
1
1 1 2 1 0
1
0 1 2 1 1
Hence
e′AY = 0.
Here are the matrices for B ⊗ Y :
⎡
⎣ 1 0 0 00 1 0 00 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎤
⎦ [ 10
0
0
]
[ 1 0 0 0 0 0
0 1 0 0 0 0
] [ 0
1
]
⎡
⎣ 1 01 10 1
1 0
1 1
0 1
⎤
⎦
⎡
⎣
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 1 −1
0 0 1 0 1 0
1 0 0 0 0 1
⎤
⎦
[ 0 0 1 0
0 0 0 1
1 0 0 1
0 1 0 1
]
[ 1 0
0 1
]
[ 1 ][ 1 0
0 1
]
[ 1 ]⎡
⎣ 0 0 0 01 0 0 00 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎤
⎦ [ 00
1
0
]
[ 0 0 0 1 0 0
0 0 0 0 1 0
] [ 0
1
]
⎡
⎣ 0 00 00 0
1 0
1 1
0 1
⎤
⎦
0
0 0 1 0 0
0
0 1 1 0 0
0
0 1 1 0 0
2
1 2 3 2 1
Hence
e′BY = e′Y.
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⎣ 1 0 0 00 1 0 00 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎤
⎦ [ 10
0
0
]
[ 1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
] [ 0
0
0
1
]
⎡
⎣ 1 01 10 1
1 0
1 1
0 1
⎤
⎦
⎡
⎣ 0 1 0 1 0 00 0 0 1 1 00 0 0 0 0 1
0 0 0 1 0 0
0 0 1 1 1 0
1 0 0 0 0 1
⎤
⎦
[ 1 0 1 0
0 0 1 1
0 0 1 0
0 1 1 1
]
[ 1 0 1 0
0 0 1 1
0 0 1 0
0 1 1 1
]
[ 1 ][ 0 1
1 0
]
[ 1 ]
⎡
⎣ 0 0 0 01 0 0 00 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎤
⎦ [ 10
0
0
]
[ 0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
] [ 0
1
0
0
]
⎡
⎣ 0 00 00 0
1 0
0 1
0 1
⎤
⎦
0
0 0 1 0 0
0
1 1 1 1 0
0
0 1 1 1 1
1
0 1 1 1 0
1
0 1 2 1 0
Hence e′CY = 0.
Finally, these are the matrices for Y ⊗ Y :⎡
⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎦
[ 1
0
0
0
]
[ 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
] [ 0
0
0
1
]
⎡
⎢⎢⎢⎢⎣
1 0 0 0
1 1 0 0
0 1 0 0
1 0 1 0
1 1 1 1
0 1 0 1
0 0 1 0
0 0 1 1
0 0 0 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
0 0 1 1 0 1 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 −1 0 −1 0 0
0 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 1 0
0 0 0 0 −1 0 0 0 1
0 0 0 0 0 0 −1 0 0
1 0 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0 1
⎤
⎥⎥⎥⎥⎦
[ 1 1 1 0
1 0 0 0
1 1 0 0
1 0 0 1
]
[ 1 1 1 0
1 0 0 0
1 1 0 0
1 0 0 1
]
[ 1 ][ 1 1 1 0
0 −1 −1 0
0 0 −1 0
0 0 1 1
]
[ 1 ]⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0
⎤
⎥⎥⎥⎥⎦
[ 0
0
1
0
]
[ 0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
] [ 0
0
0
1
]
⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1
⎤
⎥⎥⎥⎥⎦
0
0 0 1 0 0
0
0 0 1 0 0
1
0 1 1 1 0
1
0 1 2 1 0
1
1 1 2 1 0
1
0 1 2 1 1
Hence e′YY = 0.
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A B B C X Y
A A A B X X 0
B A B B C X Y
B B B 0 0 0 0
C X C 0 0 0 0
X X X 0 0 0 0
Y 0 Y 0 0 0 0
With this information we can compute the remaining cases using Lemma 3.
e′YX = e′YAC = 0,
e′YB = e′YAB = 0.
Our calculations are summarised in the multiplication table (Table 2), which is to be read in
accordance with Lemma 3.
Set E = {χQ,B,A}. We see that e′E ∪ {0} is a set of idempotents in e′R satisfying the condi-
tions of Proposition 2 and N = {B,C,X,Y } has the property that the product of any two elements
in e′N is zero. The order on e′E ∪ {0} defined in Proposition 2 is
e′χQ > e′B > e′A > 0.
Hence we obtain orthogonal idempotents 0′ = 0, (e′A)′ = e′A, (e′B)′ = e′B−e′A and (e′χQ)′ =
e′χQ − e′B . Moreover,
e′R ∼−→ (e′χQ)′R × (e′B)′R × (e′A)′R.
Using Table 2, it is straightforward to show that the ring (e′A)′R is generated by {(e′A)′, e′B,
e′X}, (e′B)′R is generated by {(e′B)′, e′Y, e′C − e′X}, and (e′χQ)′R is generated by (e′χQ)′.
Thus we obtain epimorphisms
Z[T1, T2] → (e′A)′R,
Z[T1, T2] → (e′B)′R,
Z → (e′χQ)′R.
Since the product of any two elements in e′N is zero, these epimorphisms induce epimorphisms
R2 → (e′A)′R,
R2 → (e′B)′R,
Z → (e′χQ)′R,
and we obtain the epimorphism
Z × R22 → e′R.
Since both the domain and the codomain of this epimorphism have rank 7 as Z-modules, the
epimorphism is in fact an isomorphism. This completes the proof for the present orientation.
Now assume that
O = ( 1 0 ).0 0
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0 1
0 0
0 0
]
[ 1 0 ][ 1 0 0 0
0 1 0 0
] [ 0 1 ]
[ 1
1
1
1
]
[ 0 1 0 0
0 0 1 0
1 0 0 1
0 0 0 1
] [ 1 0
0 1
]
[ 1 0
0 1
] [ 1 ][ 1 ]
[ 1 ][ 0 0
1 0
0 1
0 0
]
[ 0 1 ][ 0 1 0 0
0 0 1 0
] [ 1 0 ]
[ 0
1
1
1
]
0
0 0 1 0 0
1
1 2 3 2 1
Hence e′AC = e′X.
Using Lemma 3, we obtain
e′XX = e′ACAC = e′AC = e′X.
We now provide matrices for the decomposition of Y ⊗ Y :⎡
⎢⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎦ [ 0 0 0 1 ]
[ 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
]
[ 1 0 0 0 ]
⎡
⎢⎢⎢⎢⎣
1 0 0 0
1 1 0 0
0 1 0 0
1 0 1 0
1 1 1 1
0 1 0 1
0 0 1 0
0 0 1 1
0 0 0 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
0 0 0 0 0 0 1 0 0
0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 1 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0 1
1 0 0 −1 0 0 0 0 1
0 1 0 −1 0 −1 0 0 0
⎤
⎥⎥⎥⎥⎦
[ 0 0 1 0
1 0 1 0
0 1 0 1
0 0 0 1
]
[ 0 0 1 0
1 0 1 0
0 1 0 1
0 0 0 1
]
[ 1 ][ 0 0 1 0
1 0 0 0
0 1 0 1−1 −1 0 0
]
[ 1 ]⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0
⎤
⎥⎥⎥⎥⎦ [ 0 0 0 1 ]
[ 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
]
[ 0 0 1 0 ]
⎡
⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 1 0 0
0 0 1 0
0 0 1 1
0 0 0 1
⎤
⎥⎥⎥⎥⎦
0
0 0 1 0 0
0
0 0 1 0 0
1
0 1 2 1 0
1
0 1 2 1 0
2
1 2 3 2 1
Hence e′YY = e′Y .
Set E = G, and N = ∅. We conclude that e′E ∪ {0} is a set of idempotents in e′R satisfying
the conditions of Proposition 2 and thus
e′R ∼−→ (e′χQ)′R × (e′A)′R × (e′B)′R × (e′B)′R × (e′C)′R × (e′X)′R × (e′Y)′R.
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(e′f )′. In other words (e′f )′R ∼−→ Z. Hence
e′R ∼−→ Z7.
We have now completed the proof for four orientations. The remaining twelve orientations are
treated along similar lines. We leave the details to the interested reader. 
Theorem 1 now follows immediately from Lemma 1 and Proposition 7.
8. Representation rings of E7 and E8
In this section we outline how one can apply the methods described above to determine the
representation rings of E7 and E8.
Let Q be a quiver of type E7, R its representation ring and e = [χQ] ∈ R. Then the proper
connected subquivers of Q are all of type A, D or E6. Indeed there are 28 of type A, 1 of type
D4, 2 of type D5, 1 of type D6 and 1 of type E6. By Propositions 3 and 4, we obtain
R
∼−→ Z28 × Rˆ × e′R,
where Rˆ is the direct product of all rings of the form [χP ]′R, where P is a subquiver of Q of type
D or E6. Thus Rˆ can be computed explicitly using results from [3] and Theorem 1. In particular
Rˆ is a direct product of rings of the form Rk , where k ∈ N.
We proceed to examine e′R. By Proposition 3, e′R has the Z-basis
B = {e′[m] | m ∈ indkQ, S(m) = Q}.
It is parametrised by the isoclasses of omnipresent indecomposable kQ-modules. By Theorem 2,
they correspond to the 16 strictly positive roots of qQ. These roots are:
1
1 1 1 1 1 1
1
1 1 2 1 1 1
1
1 1 2 2 1 1
1
1 2 2 1 1 1
1
1 2 2 2 1 1
1
1 1 2 2 2 1
1
1 2 2 2 2 1
1
1 2 3 2 1 1
1
1 2 3 2 2 1
2
1 2 3 2 1 1
2
1 2 3 2 2 1
1
1 2 3 3 2 1
2
1 2 3 3 2 1
2
1 2 4 3 2 1
2
1 3 4 3 2 1
2
2 3 4 3 2 1
Let d be one of the 13 roots above that have entries bounded by 3. Then there is an arrow
x
α−→ y in Q such that d(x) = d(y). By Proposition 6, there is a kQα-module m such that the
isoclass of kQ-modules of corresponding to d contains I ∗αm.
This observation can be used to construct a partial multiplication table for B analogous to
Table 1. There are 169 pairs of strictly positive roots (d, d ′) such that the entries of d and d ′
are bounded by 3. Let (d, d ′) be one of the 145 such pairs for which there is an arrow x α−→ y
in Q such that d(x) = d(y) and d ′(x) = d ′(y). Then there are kQα-module m,m′ such that the
isoclasses of kQ-modules of corresponding to d and d ′ contain I ∗αm and I ∗αm′ respectively. We
obtain
(I ∗αm) ⊗ (I ∗αm′) ∼−→ I ∗α (m ⊗ m′).
Since Qα is a Dynkin quiver with 6 vertices the omnipresent summands of m ⊗ m′ can be
computed using results from [3] and Theorem 1, yielding the entry of the multiplication table for
the Z-basis B corresponding to (d, d ′).
If sufficiently many products of the remaining 111 pairs elements of B could be computed
using matrix calculations as in the proof of Theorem 1, or by other methods, then the ring e′R,
and thus all of R would be described explicitly.
418 M. Herschend / Bull. Sci. math. 132 (2008) 395–418Of course, once all representation rings of quivers of type E7 have been described explicitly,
a similar program to the one above can be carried out for E8, thus completing the solution to the
Clebsch–Gordan problem for all quivers of finite type.
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