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Abstract
Abstract
Brain injury due to lack of oxygen or impaired blood flow around the time of
birth, may cause long term neurological dysfunction or death in severe cases.
The treatments need to be initiated as soon as possible and tailored according to
the nature of the injury to achieve best outcomes. The Electroencephalogram
(EEG) currently provides the best insight into neurological activities. How-
ever, its interpretation presents formidable challenge for the neurophsiologists.
Moreover, such expertise is not widely available particularly around the clock in
a typical busy Neonatal Intensive Care Unit (NICU). Therefore, an automated
computerised system for detecting and grading the severity of brain injuries
could be of great help for medical staff to diagnose and then initiate on-time
treatments.
In this study, automated systems for detection of neonatal seizures and
grading the severity of Hypoxic-Ischemic Encephalopathy (HIE) using EEG and
Heart Rate (HR) signals are presented. It is well known that there is a lot of
contextual and temporal information present in the EEG and HR signals if exa-
mined at longer time scale. The systems developed in the past, exploited this
information either at very early stage of the system without any intelligent block
or at very later stage where presence of such information is much reduced. This
work has particularly focused on the development of a system that can incorpo-
rate the contextual information at the middle (classifier) level. This is achieved
by using dynamic classifiers that are able to process the sequences of feature
vectors rather than only one feature vector at a time.
An automated system based on Dynamic Time Warping (DTW) and Support
Vector Machine (SVM) classifier is proposed to incorporate the characteristics
of temporal evolution of neonatal seizures into the developed ANSeR neonatal
seizure detector. The system is validated on a large dataset of 261 hours of EEG
recordings from 17 neonates. A comparison of a previously developed static-
SVM system and the proposed DTW based dynamic-SVM system is presented.
The fusion of both techniques is shown to increase the seizure detection rate
from 78.6% to 82.6% at a significantly low false alarm rate of 1 false detection
per 4 hours. Most importantly, a 12% improvement in the detection of short
seizures is obtained.
A novel automated system to classify the severity of HIE in neonates using
EEG is also presented. A cross disciplinary method is applied that uses the se-
quences of short-term features of EEG to grade an hour long recording. Novel
post-processing techniques are proposed based on majority voting and prob-
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abilistic methods. The proposed system is validated with one-hour-long EEG
recordings from 54 full term neonates. The system improved both the accuracy
and the confidence/quality of the produced decision. An overall accuracy of
87% is achieved. With a new label ‘unknown’ assigned to the recordings with
lower confidence levels, an accuracy of 96% is attained.
EEG is generally used to assess brain injury but it is neither widely recorded
after birth nor is the expertise to interpret it commonly available. A novel
system to classify HIE injury using heart rate variability is thus proposed in
this study. The system makes decisions based on long-term statistical features
extracted from the short-term HR features. The preliminary results show the
promising performance and robustness of the proposed method. This tool can
serve as a decision support system in remote maternity units to help clinical
staff to grade HIE.
Lastly, a pilot study on the fusion of EEG and ECG signals to grade HIE injury
is presented. Methods of information fusion at two different levels are inves-
tigated; 1) classifier level and 2) decision level. This is a fundamental study
in this area. The advantages and disadvantages of both systems are presented
through experimental results. Particularly, this work has highlighted different
areas that need to be investigated in future to create a multi-modal system
that can produce an overall score of the babies brain health based on different
sources of information.
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Chapter 1
Introduction
The birth of a baby is a moment, enjoyed by many parents. However, in some
rare cases these moments can be over shadowed due to the poor health of
the new-born. On average 10% (varies with gestational age) of all neonates
require admission to the Neonatal Intensive Care Units (NICU) due to problems
in delivery (Harisson & Goodman 2015).
Brain injury around the time of birth, due to lack of oxygen (hypoxia) or
impaired blood flow in the brain (ischemia), may cause neural dysfunction or
death in severe cases. In fact, according to recent surveys and a world health
organization report, out of 2.6 million annual neonatal deaths in 2013, Hypoxia
Ischemia (HI) is the second (10.5%) leading cause of neonatal deaths globally
(UNICEF 2013, Liu et al. 2015).
The severity of brain injury in babies that have suffered HI insult is often very
difficult to assess. Electroencephalography (EEG) which measures the electrical
activity of the brain, currently offers the best insight into brain function. The
clinical assessment methods such as APGAR score or Sarnat grading do not
highly correlate with abnormal brain function. Magnetic Resonance Imaging
(MRI) although an accurate method for diagnosis, cane however only provide
a snapshot of the brain function and does not allow continuous monitoring of
the brain. Moreover the availability of MRI equipment is scarce in hospitals.
EEG is considered the gold standard for detecting the timing and severity of
neonatal brain injuries. Moreover, it also helps in monitoring any progression
or improvement in brain injury after treatment is initiated.
Electrodes are attached on the neonate’s scalp to record the EEG (Figure
1.1b). The normal neonatal EEG is a very random signal without any obvi-
ous pattern (Figure 1.2). EEG becomes abnormal when a certain pattern starts
to appear and it loses its natural chaotic behaviour. Clinically, EEG is visually
1
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Figure 1.1: (a) A neonate being monitored in the NICU. (b) Electrodes placed
on a neonate’s head to record the EEG.
analysed to find any abnormal patterns. Typically, an EEG recording can last
for more than 24 hours. The neurologist analyses a 10-30 seconds window
at a time and then proceeds to the next window. Given this scale, a 3 hour
EEG recording, as recorded on the traditional paper trace, would equate to the
length of a football pitch. Furthermore, the expertise to interpret the neona-
tal EEG is very scarce in busy NICU. Amplitude-integrated EEG (aEEG) can be
seen as a good alternative as it compresses and highly filters the EEG, it typi-
cally misses many short abnormal brain events (Rennie et al. 2004). Thus, an
automated system that can detect abnormal brain functions in neonates could
significantly help clinical staff in its diagnosis, prognosis and to decide prompt
treatment.
1.1 Abnormal brain functions investigated in this
work
This work presents automated systems for; 1- classification of Hypoxic Ischemic
Encephalopathy (HIE) using EEG & Heart Rate (HR) and 2- detection of neona-
tal seizures in continuous EEG recordings.
HIE is caused due to lack of oxygen or impaired blood flow to the brain.
The long-term outcome depends on the severity of the initial HIE insult. HIE is
generally graded into four grades (Figure 1.2b.1). It can be seen, that the HIE
affected EEG exhibits various patterns, some of which may be similar across HIE
grades; however it is the inter-pattern variability or the way such patterns occur
over the whole EEG recording which helps to characterize its grade. The treat-
ment involves, cooling the infant to a body temperature of between 33-34°C
for 72 hours without interruption. However to be effective, it must be com-
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Figure 1.2: A 30 second recording (usual setting for clinicians to look over the
EEG recording) of EEG compared to a football stadium. (a) Examples of Normal
and (b) Abnormal EEG.
menced within 6 hours of birth. In this narrow window of time the population
of neonates who would benefit from treatment must be accurately identified.
Seizures are brief events due to abnormally excessive or synchronous neu-
ronal activity in the brain. On the EEG recording seizures are defined as sudden,
repetitive, evolving stereotyped waveforms that have a certain start and end-
ing. Figure 1.2b.2 shows an example of a seizure pattern. Anti-epileptic drugs
are used for treatment. If seizures are not detected as early as possible then the
resulting lack of treatment could cause severe brain damage or death.
1.2 Automated systems for detecting abnormal
brain functions: Literature Review
Automated brain monitoring systems represent a very broad and well re-
searched area. In this section, the past work carried out only in the field of
automated systems for neonates is presented. Moreover, it will focus on the
systems developed for automated neonatal seizure detection and grading HIE
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severity using EEG and ECG signals.
1.2.1 Neonatal seizure detection systems
A number of studies has been done in the past to develop automated systems
for the detection/classification of seizures in neonatal EEG. Most of the auto-
mated neonatal seizure detection systems can be broadly categorized into rule-
based and classifier-based approaches (Thomas et al. 2011). In the rule-based
approaches, various features are extracted from the EEG segments and a set
of rules and thresholds are used to declare the segment as a seizure or non-
seizure. Classifier-based systems on the other hand, employ methods from the
machine learning domain that can classify a set of features, extracted from EEG
segment, using a data-driven decision rule.
The initial approaches were feature based analysis combined with the
heuristic rules. Some of the earliest work on the development of automated
systems could be associated with the efforts of Gotman & Gloor (1976) on
adult epilepsy detection. This system was used to classify spikes and spike
waves (sharp transients with a duration of 10-500ms) by extracting quantita-
tive features from sequences of short segments of EEG. Each feature was then
compared to a threshold to make a decision. This research formed the basis for
seminal work on an automated neonatal EEG-based seizure detection system by
Gotman et al. (1997). This system consisted of three different routines to detect
different kinds of seizure activity in the neonatal EEG trace. The first routine,
was designed to capture rhythmic discharges using frequency domain features.
The second routine detected multiple spikes using a similar method to that pro-
posed in (Gotman & Gloor 1976, Gotman et al. 1979). Lastly, the third routine
was used to detect very slow rhythmic discharges by comparing the features of
the current epoch to the features of two epochs more than one minute before
the current epoch. Another, important early work on neonatal seizure detection
was conducted by (Liu et al. 1992) which investigated the time domain method
of autocorrelation to capture the seizure activity in the EEG. A method based
on analysing the complexity of the background EEG using Singular Spectrum
Analysis (SSA) was proposed by (Celka & Colditz 2002). It was argued that
SSA can better detect quasi-periodic signals which is the case of seizure activity.
These initial approaches were tested by (Faul et al. 2005) on a dataset of
77 one minute seizure and non-seizure recordings from 13 newborns. The
authors showed that the performance of any of these algorithms was not good
enough for the use in NICU. Poor performance of these systems was attributed
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to artifacts, the high intra patient variability and the resulting large overlap
between seizure and non-seizure frequency domain features.
Among other rules-based approaches, Navakatikyan et al. (2006) proposed
a system based on wave sequence analysis. The algorithm looked for regular-
ity, amplitudes and shapes of the peaks in a short segment of EEG and used
several rules and thresholds to declare a EEG segment as seizure. Deburch-
graeve et al. (2008) developed a system with rules that were said to mimic a
human observer. The system was divided into two parallel components: One
was based on the non-linear energy operator which was used to isolate spike
like segments and the other was based on wavelet decomposition, and detected
oscillatory type seizures. Correlation based analysis was performed on the out-
put of both components and rules were applied to detect the seizure segments
whilst minimizing the false detections. A template matching algorithm based
on Dynamic Time Warping (DTW) and spatial dipole clustering was utilized in
(Aarabi et al. 2009). This system was designed to capture the temporal and
spatial information from EEG recording to detect different abnormal patterns
of EEG particularly seizures events. Nagaraj et al. (2014) used Atomic Decom-
position (AD) for the seizure detection task. The relative structural complexity
of (a measure of the rate of convergence of AD) was obtained for each epoch of
EEG and used as the sole feature. A threshold was applied to decide the class
of a short EEG segment.
With the availability of more computational power and theoretically strong
machine learning methods, the use of classifier based methods has increased
recently. A seizure detection system based on Neural Networks (NN) was pro-
posed in (Karayiannis et al. 2006). First, a rule based approach using power
spectral features, similar to (Gotman et al. 1997), was used to find a number
of short seizure segments from the EEG record. The thresholds were relaxed
to detect all possible seizure segments which obviously included many false de-
tections. These segments were then fed to a NN based detector to extract only
the most eligible seizure segments. Another NN based system was presented in
(Aarabi et al. 2007); in which a feature selection routine based on relevance
and redundancy analysis was also employed. A number of rules were set at the
decision stage to classify an EEG segment as seizure or non-seizure.
Three classifier models based on linear discriminants, quadratic discrimi-
nants and regularized discriminants were tested in a study by Greene et al.
(2008). They also examined the early (feature level) and late (decision level)
integration of EEG channel information and the effect of the electrode montage
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on the seizure detection rate. Thomas et al. (2011) examined Gaussian Mixture
Model (GMM) based generative and Support Vector Machines (SVM) based dis-
criminative classification approaches and showed that SVM outperformed the
GMM based approach.
Recently, a state of the art patient independent neonatal seizure detection
system based on SVM is presented (Temko et al. 2011). Here the EEG was
segmented into 8 seconds epochs and 55 features were extracted which were
fed to SVM. The output of SVM was converted to probabilities and a moving
average filter was applied to smooth the probabilistic output by incorporating
the contextual information. The system was validated on the largest dataset of
18 newborns with 267 hours of EEG recordings. Another SVM based patient
dependent system was presented recently in (Bogaarts et al. 2014). They used
a Kalman filter, to filter both the features and the classifier output. Moreover,
a method of baseline feature correction to decrease the inter-patient variability
was also introduced. A three minute non-seizure and artifact free EEG seg-
ment from the start of each test recording was used to calculate the average
non-seizure feature values which was used to estimate an optimal threshold to
correct the future EEG feature values.
Finally this section can be concluded with two excerpts that highlights the
research of past and present in the area of automated seizure detection. These
excerpts are taken from a study in 1979 and more recently from a study in
2015.
"It is concluded that the final computer displays could only be trusted after visual
inspection of the EEG sections provided on paper." (Gotman et al. 1979)
"The seizure detection algorithm (SDA) achieved promising performance and
warrants further testing in a live clinical evaluation." (Mathieson et al. 2015)
1.2.2 Automated systems for grading HIE using background
EEG
Automated classification of background EEG is a relatively new field as com-
pared to seizure detection. The initial approach was made to automate the
process of classifying the background EEG of paediatrics (Pasupathy 1994, Si
et al. 1998). Features, representing the symmetry, variability and amplitude of
the EEG were extracted from a 6 hours recording. A NN based classifier was
then used to classify the EEG into 4 main and 7 sub-levels of abnormality (Si
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et al. 1998). The system did not show good results and poor accuracy can be
attributed to the diversity of the patients in the trial and higher number of EEG
grading levels. Moreover, neonatal EEG is significantly different from paediatric
EEG. There are patterns representing rapid maturation of brain in early days of
life that do not appear at later ages. Therefore such a system developed for
paediatrics is not suitable for neonates.
Hathi et al. (2010) proposed a Cerebral Brain Index for neonates (CHI/b).
The CHI/b is a score function based on a multi-parameteric algorithm that com-
bines several spectral, temporal and probabilistic features from the EEG to esti-
mate one of three grades of HIE (Hathi et al. 2010).
An algorithm to classify the background EEG based on a Fisher linear dis-
criminant classifier was proposed in Löfhede et al. (2010). The system classi-
fied the background EEG into four behavioural ({active, quiet} sleep, {active,
quiet} awake) and an abnormal state (burst suppression pattern). However,
only quantitative features of inter burst interval were generated as output in
the case of burst suppression pattern detection and no score/grade of abnormal-
ity was provided. Although automated detection of such patterns is necessary,
however this does not translate to a classification of the degree of abnormality
of the EEG.
Several quantitative EEG features (e.g. relative delta power, skewness, kur-
tosis, amplitude, and discontinuity) were tested to grade one-hour long EEG
segments in (Korotchikova et al. 2011). Kruskal–Wallis testing with post hoc
analysis and multiple linear regression were used for features analysis. It was
reported that a linear combination of these features had high correlation with
the EEG grade as assigned by a neurophysiologist.
In a study by Stevenson et al. (2013), a non-linear amplitude modulated
signal model was assumed to describe a short segment of EEG. Using time-
frequency analysis, the EEG signal was decomposed into its amplitude modu-
lated and instantaneous frequency components. Basic statistics (mean, stan-
dard deviation, skewness and kurtosis) of these components over a segment of
EEG were used as the key features to characterize the EEG. A multi-class lin-
ear discriminant classifier was then used to assign one of four HIE grade to an
one hour EEG recording. The system showed good accuracy when information
about the sleep states was also added.
A Hidden Markov Models (HMM) based EEG diarization approach was
proposed to segment and cluster the neonatal EEG into homogeneous states
(Temko et al. 2014). Several features were proposed to characterize the re-
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sultant state sequence to provide a single measure for a one hour-long EEG
recording. These features were aimed at capturing both the statistics and se-
quentiality of the obtained states. Only statistical analysis to show the capability
of the features to discriminate the HIE grades was performed and no accuracy
was reported.
In a more recent study, Matic et al. (2014) proposed a tensor-based ap-
proach in which continuous EEG was first adaptively segmented and short-term
quantized features were extracted. These features were then subsequently used
to create a 3D model of a specific grade referred to as the tensor. Features ex-
tracted from this model were then fed to a multi-class classifier for classification.
Promising results were reported for grading 1 hour EEG files into 3 grades of
HIE severity.
1.2.3 Using heart rate variability to classify HIE grade
There has been several attempts on the use of physiological signals other than
EEG to classify abnormal brain functions. Some of the basic reasons for using
other signals are the difficulty of acquiring the EEG immediately after birth and
in cases where EEG is present, other physiological signals may provide extra
complementary information regarding brain functions.
The electrocardiogram (ECG) measures the electrical activity generated
from the heart. ECG is regularly recorded and is easily accessible to the clin-
icians after birth. Instantaneous heart rate (HR) is a common biomarker ex-
tracted from the ECG signal. Changes in HR during seizures and HIE are re-
ported in a number of recent studies (Goulding et al. 2015, Aliefendioglu et al.
2012, Volpe 2008) and therefore interest has developed to build an automated
system that can detect seizures or grade the severity of HIE using the ECG sig-
nal.
A system based on HR for detecting seizures was proposed in (Greene et al.
2007b). Several time and frequency domain features were extracted and fed
to a linear discriminant classifier. The results of the proposed approach were
however, not encouraging. Subsequently, authors proposed a system based on
the combination of EEG and ECG signals (Greene et al. 2007a). The integration
of information from two signals at features and decision levels was also investi-
gated. Marginal improvements over the only EEG based system were reported
by using a late integration method of fusion. A similar combination approach
was also tested in (Malarvili & Mesbah 2008). A thorough investigation of HR
features for the seizure detection task on a large dataset of 208 hours of ECG
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recordings was carried out in (Doyle et al. 2010). The features were classified
using SVM. However poor performance was reported due to high variability of
feature values among patients and hence the authors advised the use of patient-
dependant HR based system.
Temko et al. (2015) presented a study for predicting the neurodevelopmen-
tal outcome of neonates with HIE. A large number of HR, EEG and clinical
features were tested. SVM was used to classify the features into healthy or ab-
normal outcome. A comparison of using all features and a subset of features,
produced from a feature selection routine, was also performed. The best per-
formance was obtained using 9 EEG, 2 HR and 1 clinical feature. Moreover,
encouraging results were reported for predicting the outcome of neonates to
normal/abnormal at 2 years of age.
To the best of our knowledge, there is only one previous study on devel-
oping a tool for the classification of HIE severity using Hear Rate Variability
(HRV) (Matic et al. 2013). They derived 12 features from the HRV signal and
then used a simple linear discriminant classifier to classify two hour long ECG
recordings into mild and moderate-severe HIE. The dataset included 36 hours
of ECG recordings from 18 neonates.
1.3 Aims and scope of the thesis
It is well known that there is a lot of information in the EEG if examined over
a long time scale. For example, in the case of seizures, although there is a
definite stereotypical pattern of this abnormal brain function; these patterns
evolve in frequency and shape through time. An example of such a seizure is
shown in Figure 2.9. It can be seen that the frequency and amplitude of this
seizure attenuated as it progresses in time. Similarly, for classifying the severity
of HIE injury, it is necessary to not only detect the short events like a burst of
high frequency activity but also to capture the slow variation of these events in
time. Moreover, a clinical expert also analyses the EEG recordings by looking at
the bigger picture. S/He goes back and forth through the recording to see what
happened before and after a particular event, in order to define its class.
The classifiers used inside most of the above mentioned systems, were only
able to classify features extracted from the short independent segments of the
EEG that does not capture the temporal context of the EEG signal. Hence,
these systems were either not able to capture the slower time varying changes
in abnormal brain function or they used methods, before or after the classifier,
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that were not sophisticated enough to use this information to its full extent. An
example of such a system is neonatal seizure detection system developed by our
research group (Temko et al. 2011). The contextual information was explored
at the decision level by taking an average of 30 seconds of past and future
decisions of the classifier to decide the seizure probability of a given EEG epoch.
Nonetheless, this system produced the best performance on a large neonatal
dataset for seizure detection but its performance was poor in detecting short
seizure events because they were being suppressed by this averaging operation.
Similarly, in the case of systems for automated grading of EEG recordings for
classifying the HIE (Stevenson et al. 2013), the contextual information was
explored by extracting features from a longer EEG epoch of 1 minute.
Classifier level techniques to explore the temporal/contextual information,
have shown promising results in other well researched areas of signal process-
ing such as speech recognition (Shimodaira et al. 2002, Smith & Gales 2002),
handwriting character recognition (Bahlmann et al. 2002), acoustic events
(Temko et al. 2006). However, in the area of detecting/grading neonatal ab-
normal brain functions, the use of such methods has been relatively scarce.
Thus, the prime objective of this work is to investigate the methods to har-
ness the contextual information inside the classifier (Dynamic/Sequential clas-
sifier). The general layout followed for both the automated seizure detection
system and the automated HIE grading system is shown in Figure 1.3. Features
are extracted from the short segments of EEG. These features are fed into a clas-
sifier. Finally the output of the classifier is post-processed to make it meaningful
for the clinicians.
Specifically, the DTW based kernel method is used for the seizure detec-
tion task. A system based on the fusion of static and sequential classifiers is
examined. Moreover, a system for grading the severity of HIE using EEG is in-
vestigated that uses a cross disciplinary method of using a supervector kernel
inside the SVM. It uses the sequences of short-term features of EEG to classify
an hour long recording into one of the four grades of HIE. Furthermore, the
usage of HR to classify the grade of HIE is also investigated. A system based on
the supervector approach that uses the HR signal to classify HIE into mild and
moderate-severe grade is presented.
Additionally, two systems for combining the EEG and ECG signals are pro-
posed for grading the HIE severity. The findings of this study may guide the
development of a system that can utilize multiple information sources to get a
score of brain health of the neonate.
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Figure 1.3: Outline of the general automated EEG classification system
1.4 Thesis layout
The layout of rest of thesis is as follows:
Chapter 2 presents the necessary medical background for the work carried
out in this thesis. Specifically, it provides a brief introduction to the EEG and
its artifacts. It is important to make it clear that the neonatal EEG is different
from the adult EEG. Therefore, different patterns that characterize the normal
and abnormal neonatal EEG are presented. Moreover, the etiology, diagnosis
and treatment methods of HIE and resulting seizures are also discussed. The
chapter ends with a brief discussion on heart rate variability and its behaviour
during HIE.
Chapter 3 provides a brief introduction to the technical methods used in
this work. First, a basic taxonomy of the machine learning classifiers with a
special emphasis on static and dynamic classifiers is presented. SVM is used
as the main classifier in this work, and hence a theoretical background of the
SVM is provided. The SVM is primarily a static classifier and inherently can
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not deal with the sequential nature of the data and therefore special kernels
are used inside the SVM to classify sequences. This chapter will provide a brief
overview of such sequential kernels. Moreover, the supervector kernel used in
this work for HIE grading is based on GMM. Therefore a brief description of
the GMM approach and techniques to enable them to be used with SVM is also
presented.
Chapter 4 presents a system for detecting neonatal seizures. The chapter
starts with a literature review of the techniques used in the past to explore the
contextual information in neonatal EEG. This is followed by a description of
the baseline neonatal seizure detection system which forms the foundation of
the current work. The details of DTW technique are presented as a method of
comparing sequences. This leads to the explanation of the complete neonatal
seizure detection system devised in this study. Lastly, a comparison of the per-
formance achieved by DTW, standard SVM and fusion based seizure detection
systems is presented.
Chapter 5 presents the complete description of the developed automated
system for grading HIE using the EEG signal. It provides the underlying details
of the proposed supervector based approach and motivations for the selection
of this technique for the task of HIE grading. Several post processing tech-
niques employed for this task are explained. The chapter closes with a detailed
discussion on the obtained results and the analysis of misclassifications.
Chapter 6 presents a novel automated system for the grading of HIE using
the HR signal. Details about the HR features and feature extraction process
are discussed. A novel system based on the supervector approach is proposed.
Results obtained using this approach are compared with other classification
techniques. Lastly, a preliminary study on the fusion of EEG and HR based
classifiers is presented which outlines the two classification approaches and the
initial results obtained by each system.
Chapter 7 concludes the thesis by summarizing the contributions and con-
clusions drawn from this work. A discussion on the possible future directions is
also presented.
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1.5 Publications arising from this thesis
Journals:
1. Ahmed, R., Temko, A., Marnane, W., Lighbody, G., Boylan, G., “Grading
hypoxic-ischemic encephalopathy severity in neonatal EEG using GMM
supervectors and the support vector machine”, Clinical Neurophysiology,
Elsevier, 2015.
2. Ahmed, R., Temko, A., Marnane W., Boylan, G., Lighbody, G., “Exploring
temporal information in neonatal seizures using a dynamic time warping
based SVM kernel”, to be submitted to Frontiers in Computational Neuro-
science
3. Ahmed, R., Automated system for detection brain injuries, The Boolean,
2015
Conferences:
1. Ahmed, R., Temko, A., Marnane, W., Boylan, G., Lighbody, G., "Classifi-
cation of Hypoxic-Ischemic Encephalopathy Using Long-Term Heart Rate
Variability Based Features", Proceedings of the IEEE Engineering in Medicine
and Biology Society Conference, (EMBC), 2015
2. Ahmed, R., Temko, A., Marnane, W., Lighbody, G., Boylan, G., Lighbody,
G., “Exploring the Temporal Information to Detect the Short Neonatal
Seizures”, INFANT research seminar, 2015
3. Ahmed, R., Multidisciplinary Research in Neonatal Brain Injury, Proceed-
ings of Baku World Science Forum, 2014
4. Ahmed, R., Temko, A., Marnane, W., Boylan, G., Lighbody, G., “Grad-
ing Brain Injury In Neonatal EEG Using SVM and Supervector Kernel”,
Proceedings of the IEEE Conference on Acoustics, Speech, and Signal Process-
ing, (ICASSP), 2014, PP: 5894-5898
5. Ahmed, R., Temko, A., Marnane, W., Boylan, G., Lighbody, G., "Dynamic
time warping based neonatal seizure detection system," Proceedings of
the IEEE Engineering in Medicine and Biology Society Conference, (EMBC),
2012, PP: 4919-4922
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Chapter 2
Medical Background
The presented thesis work is related to the two most common neurological problems
in full term neonates i.e. hypoxic-ishcemic encephalopathy and neonatal seizures.
This chapter provides a brief background knowledge on the etiology, diagnosis,
and the current clinical treatments for these brain injuries. Hence, it will equip the
reader with the essential medical information of the problem area dealt within this
thesis. Lastly, a brief overview on the relationship between heart rate and brain
injury is also presented in the last section.
2.1 Brain and Electroencephalography
The brain is the central command system of the human body which instructs
other organs according to the input it gets from the five sensory systems. It
is composed of two types of cells called the glial cells and the neurons. Glial
cells provide the support to the neurons in different forms. Neurons are the
most important cells of the brain and the body because of their unique ability
to generate signals that can travel to other neurons and also to the different
parts of the body. The human brain consists of billions of such neurons and
every neuron is interconnected with billions of other neurons through axons
and dendrites. It is estimated that an adult brain has more than 60 trillion
neuronal connections (Stiles & Jernigan 2010). The transmission of the signals
occurs at the end of an axon on a very complex chemical junction called the
synapse.
The electrochemical process used by the neurons to communicate with each
other give rise to an electric field in the brain tissue. This electric field is very
small to be detected on the scalp. However, synchronous generation of such
electric potentials from many neurons can be captured from the scalp by a
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process known as electroencephalography (EEG). In this procedure, electrodes
(usually disposable flat surface electrodes) are attached to the scalp of the sub-
ject at specific places. The scalp is first prepared using a conductive gel to re-
duce the impedance. The voltage detected by the EEG electrodes at the scalp is
of the order of a few micro volts. Therefore, the signal from these electrodes is
first amplified using a differential amplifier to make it useable for viusualization
and signal processing purposes.
Different parts of the brain generate different types of activity so the elec-
trodes need to be applied in a specific manner. The electrodes are placed usually
over the central region of the brain and over the frontal, temporal, parietal and
occipital lobes, using the standardized system of 10-20 electrode placement as
shown in Figure 2.1. The name of each channel starts with the part of the brain
where it is attached; e.g. F7 refers to frontal part of the brain. The number
identifies the hemisphere of the brain (even number for right hemisphere and
odd for left hemisphere). Less electrodes are used for neonatal EEG because of
the smaller head size of infants. These electrodes are (F4, F3, C4, C3, Cz, T4,
T3, P4, P3, O1, O2).
The voltage represented by the EEG trace (channel) is actually the potential
difference between two electrodes, in which one electrode is used as reference.
There are different systems, called the montages, for selecting a pair of elec-
trodes to create an EEG channel; the most common ones are referential and the
bipolar montage.
In the referential montage, one common reference electrode is fixed. A
channel is then derived by subtracting one electrode’s potential from this com-
mon reference electrode. Other channels from all the other electrodes are de-
rived in a similar way. One of the problems with the referential montage is
finding the quiet reference electrode. If a reference electrode is contaminated
with the artifacts then all the resulting channels will take on the associated
noise.
In the bipolar montage the channels are created in the form of a chain. An
electrode that is used as input for one channel, serves as the reference for the
next. The advantage of this technique is that the activity of the neighboring
electrodes can be distinguished.
The bipolar montage is most commonly used in neonatal EEG monitoring.
Therefore, in this study the bipolar montage with the following 8 EEG bipolar
pairs was used: F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz, Cz-C3 and C3-T3.
Figure 2.1 shows the placement of the electrodes on scalp. The red arrows
Dynamic Classifiers for Neonatal Brain
Monitoring
20 Rehan Ahmed
2. MEDICAL BACKGROUND 2.1 Brain and Electroencephalography
Figure 2.1: The 10-20 system of EEG electrodes placement. The electrodes in
red color show the modified 10-20 system for neonates.
indicate the links of electrodes that form a chain on the scalp according to the
bipolar montage.
2.1.1 Neonatal EEG
The EEG of neonates is unique and different from that of adults. The inter-
neuronal connections are constantly changing to adapt to the newly changed
surrounding environment of the body (Stiles & Jernigan 2010). The neonatal
EEG show predictable patterns of this rapid maturation of the brain in early
days of life. Some of these patterns do not appear at later ages. The elec-
trical activity in EEG is usually divided into four frequency bands: delta (0-
3.5Hz), theta (4-7.5Hz), alpha (8-13Hz) and beta (13-30Hz) (Niedermeyer &
Silva 2005). Figure 2.2 shows examples of such EEG waveforms. An example
of background neonatal EEG is shown in Figure 2.3. It can be seen that normal
EEG consists of random patterns which do not correlate with each other.
2.1.2 Abnormal neonatal EEG
The neonatal EEG is very different to that of older children and adults. Neonatal
EEG could include a range of frequencies, amplitudes and features such as focal
attenuation, focal slowing, burst suppression (Walsh et al. 2011). Persistent and
excessive presences of such EEG patterns could have the grim prognosis (Patrizi
et al. 2003). A brief description of some patterns is given below.
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Figure 2.2: Examples of different types of EEG waveforms according to their
frequency bands.
Figure 2.3: Background EEG of a healthy neonate.
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• Burst suppression: is characterized by a sudden burst of high voltage
and frequency of electrical activity followed by an interval of low voltage
(<10-15 µ V) called the Inter Burst Interval (IBI). Figure 2.4a shows an
example of a burst suppression pattern. The duration of the IBI is broadly
accepted as a function of age in preterm neonates. The normal IBI is
long for very preterm infants and decreases with the age. In full term
neonates, burst supression is always abnormal. The presence of long pe-
riods of discontinuty (>10s) in full term neonates is considered abnormal
and is usually recognized as an effect of a brain injury (Walsh et al. 2011).
Furthermore, excessive and persistent presence of burst suppression pat-
terns is also considered abnormal regardless of the age.
• Asymmetry: The consitituent elements of normal neonatal EEG e.g. volt-
age, frequencies and the resulting patterns are usually the same for left
and right hemispheres of the brain. The normal EEG will show mirror
electrographic images of both hemispheres and patterns will be symmet-
ric. Although, occasional asymmetry is allowed in the neonatal EEG, their
presence with a 2:1 difference in electrographic elements (amplitude, fre-
quency etc.) is considered abnormal (Tsuchida et al. 2013). Figure 2.4b
shows an example of asymmetrical EEG pattern. It can be seen in the
highlighted box that the EEG patterns in the channels from left hemi-
sphere does not appear in the channels obtained from right hemisphere.
• Asynchrony: Similar to the normal neonatal EEG being symmetrical, it
should also be synchronous. If a certain pattern appears in two EEG chan-
nels that represent two different brain hemispheres then they would be
considered synchronous if the time between their onsets is less than 1.5
seconds. However, some degree of asynchrony is allowed for preterm ba-
bies. Figure 2.4c presents an example of an asynchronous EEG pattern
where the onset of a EEG pattern in channel F4-C4 does not match the
pattern in channel C4-O2. The EEG is considered abnormal if there is
excessive amount of asynchrony present between EEG patterns (Tsuchida
et al. 2013).
• Sharp waves and spikes: A sharp wave is defined as a sudden predom-
inant transient deflection whose polarity could either be negative (nega-
tive sharp wave) or positive (positive sharp wave). They should be dis-
tinctly different from the background EEG. Sharp waves lasting <100ms
are called spikes whereas if the duration is greater than 100ms then they
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are simply called sharp waves. An example of sharp waves is presented
in Figure 2.4d. The sharp waves are indicated with arrows. Persistent
excessive presence of sharp waves in neonatal EEG could indicate local-
ized hemorrhage or other brain injury and thus are considerd as abnormal
(Tsuchida et al. 2013).
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(a) Burst Suppression
(b) Asymmetry
(c) Asynchrony
(d) Sharp Waves
Figure 2.4: Some examples of abnormal EEG patterns.
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2.1.3 EEG artifacts
Electrical activities represented in an EEG trace whose source is not brain are
considered artifacts. Broadly, these non-cerebral signals can be divided into
two categories; I- physiological artifacts which are the signals generated by
the human body. II- extra-physiological artifacts which are generated by the
nearby instruments that effects the electric field around the EEG monitoring
units. Most of the artifacts specially physiological artifacts mimic brain activi-
ties and thus present the most formidable challenge in developing classification
systems for detecting the brain injuries.
A brief description of some artifacts that are related to this work along with
figures is given below.
I- Physiological artifacts
• Muscle artifacts: are caused by the electrical activity generated by the
muscles. Although muscle artifacts are the most common EEG artifacts,
they are the easiest to identify. Generally these artifacts can be charac-
terised by the very short duration recurring potentials. Figure 2.5a shows
an example of muscle artifact appear in multiple EEG channels. The EEG
corrupted by artifacts shows high frequency components that does not
match the background EEG.
• Respiration artifacts: are caused by the human respiratory system. The
respiration artifacts are categorized in two kinds. 1- caused by the body
movement while breathing which appears as a slow rythmic wave on the
EEG trace. 2- appears as a sharp or slow wave that is synchronous to
the exhalation and inhalataion process. Figure 2.5b shows an exmple of
the later type of respiration artifact. The EEG corrupted by artifacts is
highlighted with a box. It can be clearly seen that EEG in channel F3-
C3 and Cz-C3 correlates with the respiration trace pattern at the bottom.
Respiration artifacts could mimic a seizure pattern.
• ECG and pulse artifacts: are caused by the electric potentials generated
by the heart. These artifacts occur more frequently in neonates that have
short or wide necks. The EEG corrupted by the ECG can be recognised
by the rythmic activity that correlates with the ECG trace. The pulse ar-
tifact is similar to ECG artifact and is caused by placing an electrode on
a pulsating vessel. Figure 2.5c shows an example of pulse artifact where
a loose electrode on channel T4-C4, resulted in high frequency noise and
Dynamic Classifiers for Neonatal Brain
Monitoring
26 Rehan Ahmed
2. MEDICAL BACKGROUND 2.1 Brain and Electroencephalography
pulse artefact. The ECG trace at the bottom in red shows the QRS complex
preceding the ECG by 200-300 ms.
II- Extra-Physiological artifacts
These are the artifacts that appear on the EEG trace due to near-by changes
in the enviornment. The most common of these are electrode-pop/detachment
and 50 Hz AC contamination of the EEG signal. The electrode detachement,
for example occured due to respiration or head movement, produces a sudden
change in the impedance which causes a slow wave to appear on the EEG trace
without changing the background EEG (Figure 2.6a). AC artifact (Figure 2.6b)
are easy to identify and can be removed easily with a notch filter. Other arti-
facts that can corrupt the EEG signals includes, rocking cot, near-by ventilator
movements etc.
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(a) Muscle artifact indicated with boxes
(b) Respiration artifact on channel Cz-C3 and F3-C3
(c) Pulse artifact visible on channel T4-C4
Figure 2.5: Examples of physiological artifacts
2.2 Hypoxic-Ischemic encephalopathy (HIE)
Perinatal Hypoxia ischemia (HI) is a condition caused by the lack of oxygen in
the blood or simply the lack of blood flow in the brain prior, during or after
the birth. This situation can arise due to a number of reasons with labour
or delivery complications being the most common (O’Brien et al. 1966). It is
reported that HI is responsible for a third of all neonatal deaths globally and
among survivors can lead to progressive encephalopathy (brain damage) called
Hypoxic-Ischemic Encephalopathy (HIE) (Volpe 2008). The long-term outcome
of HIE depends on the severity of the initial HI insult. Mild encephalopathy may
have a normal outcome, 20-40% of neonates with moderate encephalopathy
can have an abnormal outcome and severe encephalopathy generally leads to
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(a) Electrode detachment visible on C3-O1
(b) 50 Hz AC noise clearly visible on the F4-C4, F3-C3, C3-O1, T4-C4, and C3-T3
Figure 2.6: Examples of Extra-physiological artifacts
neurological disability or death (Gray et al. 1993) in the majority of neonates.
This condition occurs because the amount of oxygen and glucose needed
for neurons to function properly is decreased. However the actual damage
occurs after the normal blood flow and oxygen is restored in the brain, and
is due to toxins released from the damaged cells. This phenomenon is called
excitotoxicity (Fatemi et al. 2009, Johnston et al. 2001, Choi & Rothman 1990).
2.2.1 Diagnosis of HIE
The physical symptoms shown by the neonate suffering from HIE depends on
the severity of injury (Wu 2015). Current neonatal practice relies on the ini-
tial assessment of the infant’s clinical state and other clinical markers to grade
the severity of encephalopathy following delivery. It was previously shown that
these markers are often not helpful in differentiating between grades of en-
cephalopathy, and do not vary between mild, moderate or severe grades (Mur-
ray et al. 2006). In addition sedative drugs can confound the clinical assess-
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Table 2.1: HIE Grades
Grade Description
0 Normal: Continuous background pattern with normal physiologic
features e.g. anterior slow waves
1 Mild abnormalities: Continuous background pattern with mild
asymmetric patterns, mild voltage depression or poorly defined
sleep wave cycles
2 Moderate abnormalities: Discontinuous activity with IBI ≤ 10s,
no clear sleep wake cycling, clear asymmetry or asynchrony
3 Major abnormalities: Discontinuous activity with IBI 10-60s, se-
vere fading background patterns no sleep wake cycling
4 Inactive: Background activity of ≤ 10µV or severe discontinuity
of IBI ≥ 60s
ment. Brain imaging (MRI) can be used to identify the severity of brain injury
but it is very difficult to obtain in the first 24-48 hours after birth. EEG is con-
sidered to be one of the best methods for HIE diagnosis as it allows continous
monitoring of the brain. Moreover, it can be used immediately after birth, can
objectively grade the severity of the HIE injury and most importantly enables
the monitoring of the evolution of the encephalopathy.
2.2.2 HIE effected EEG (HIE-EEG)
HIE-EEG is classified into four main grades (Murray et al. 2009). Figure 2.7
shows examples of ideal EEG epochs of the 4 grades of HIE. Some of the main
features that differentiate the grade of HIE-EEG are the inter-burst-interval
(IBI), amplitude and the discontinuity of the background EEG (Boylan et al.
2008). Moreover, absence or poorly defined sleep-wake cycles can also be seen
in HIE. Table 5.1 outlines the classification criteria of the HIE EEG introduced
by Murray et al. (2009). This classification scheme can be used to predict the
outcome of HIE at 2 years (Murray et al. 2009).
2.2.3 Treatment for HIE
The results of several international trials has shown that early induced Thera-
peutic Hypothermia (TH) is beneficial in HIE, improving the survival rate and
reducing the neurological disability (Azzopardi et al. 2009). The treatment in-
volves cooling the infant to a body temperature of between 33-34 ◦C for 72
hours without interruption. Cooling slows down the metabolic rate in the brain
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Figure 2.7: Ideal examples of EEG waveforms in the 4 grades of HIE. (a) mild
(b) moderate abnormalities, (c) major abnormalities, (d) severe HIE /inactive.
and prevents the secondary injury (Erecinska et al. 2003). TH has now be-
come a standard of care for moderate and severe HIE. However to be effective,
it must be commenced within 6 hours of delivery. In this narrow window of
time the population of neonates who would benefit from treatment (those with
moderate or severe encephalopathy) must be accurately identified.
2.3 Neonatal seizures
A seizure is excessive synchronous electrical discharges of neurons in the brain
and these discharges can be measured using the EEG. The neonatal period (up
until the 28th day from birth) is considered the most vulnerable period of life to
have seizures (Volpe 2008). Moreover seizures occur more frequently during
the first 72 hours after birth (Lynch et al. 2012, AL-Naddawi et al. 2011). It
is reported that 3 out of 1000 full term neonates experience seizures (Lanska
et al. 1995) whereas this figure grows to 58 to 132 per thousand in infants with
immature birth weight (Kohelet et al. 2004, Watkins et al. 1988). Failure to
detect seizures and the resulting lack of treatment may result in brain damage
and in severe cases, death.
Clinically observable neonatal seizures are generally classified into the fol-
lowing types, according to the scheme introduced by Volpe (2008).
1. Subtle seizures
2. Tonic seizures
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3. Clonic seizures
4. Myoclonic seizures
Subtle seizures are the most frequent occurring seizures in neonates and
include physiological symptoms such as horizontal deviation of eyes with or
without jerking, eye lid blinking and some lower body rhythmic movements.
They are overlooked the most because of the behavioral similarities with the
normal neonate. The effects of tonic seizures could be seen as the contraction
of limb, facial, axial and other muscles. Clonic seizures are revealed as the
rhythmic shakes in some muscles of the face, limbs, axial and diaphragm or
could be multifocal with jerks appearing in more than one muscle group. My-
oclonic seizures are manifested by the rapid, single or repetitive jerks. They
could affect one part of the body or the whole body.
2.3.1 Etiology of neonatal seizures
Neonatal seizures are caused by many different problems such as hypoxia is-
chemia, brain hemorrhage, stroke, infections during pregnancy or after birth,
poor health of the mother during pregnancy and metabolic disturbances. How-
ever, the most common cause of neonatal seizures is HI during or after the
birth. HI is estimated to be the root cause of 80-85% of neonatal seizures
(Volpe 2008, Sabzehei et al. 2014).
2.3.2 Diagnosis of neonatal seizures
The diagnosis is clinically made by observation of the neonate for the abnormal,
repetitive and stereotypical behaviors. Brain imaging using tools like Magnetic
Resonance Imaging (MRI) or Computed Tomography (CT) scan could be em-
ployed to detect brain hemorrhage and other structural abnormalities.
The possibility of continous and non-invasive monitoring of the neonate’s
brain makes the EEG the tool-of-choice. EEG provides the best understanding
of the nature of paroxysmal movements and also in differentiating epileptic
seizures from non-epileptic seizures (Clancy 1996). It is reported that only
one third of all seizures are clinically visible (Murray et al. 2008) and the rest
need to be detected using EEG. Moreover, the initiation of anti-epileptic drugs
(AED) could make it difficult to observe a seizure clinically. However, AEDs
do not suppress the EEG ictal discharges (Weiner et al. 1991, Rennie & Boylan
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2007) which makes EEG-monitoring essential after their introduction. There-
fore, clinical diagnosis of seizures, without EEG confirmation, could have severe
limitations (Murray et al. 2008).
The mean duration of neonatal seizures as reported by a number of studies,
is between 1 minute to 2.5 minutes (Clancy & Legido 1987, Scher et al. 1993,
Low et al. 2012, Murray et al. 2008, Boylan et al. 2013). The seizure could be
repetitive in-between. The minimum length of a valid neonatal seizure is 10
seconds (Clancy & Legido 1987).
2.3.3 Neonatal seizures and EEG
The seizures that are measured using EEG are called electrographic seizures.
These seizures may or may not be accompanied with clinical activity. The EEG
of a neonatal seizure contains repetitive rhythmic waveforms of alpha, beta,
theta and delta frequencies, sharp and slow waves and spikes wave discharge
(Patrizi et al. 2003, Lombroso 1996). These waveforms may accelerate or de-
celerate in speed. The seizure patterns vary from one neonate to another and
could be different in the EEG recording of a single neonate at different time
points.
Neonatal seizures can be focal, multifocal or generalized. This means that
a seizure can occur only in one part of brain or many parts of brain or may
travel from one part to another. This leads to the seizure appearing in one or
many channels of the EEG. Figure 2.8 shows examples of such global and focal
seizures. It can be seen in Figure 2.8a that, the seizure waveform is present in
many channels, whereas the seizure in Figure 2.8b is localized only in channel
C4-O2. Figure 2.8c shows an example of a seizure pattern that moves from
the left to right hemisphere. This change in location could be abrupt during
the seizure progression. Consistent focal seizures are usually associated with
focal brain damage. The EEG after the seizure can return to the pre-ictal state
immediately or with a slow transient.
A single neonatal seizure may change in frequency, morphology and propa-
gation (Patrizi et al. 2003, Abend & Wusthoff 2012). It was shown in (Patrizi
et al. 2003) that changes in morphology and frequency were present in more
than a half of all neonatal ictal discharges. It can be seen in the example shown
in Figure 2.9, where a seizure event starts with high amplitude spikes and ends
up with very low amplitude spikes. The lack of strong inhibitory factors in
the immature brain likely contributes to the propensity for the spread of the
discharges. The changing morphology of the discharges may be the result of
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(a) Global seizure
(b) Local seizure
(c) Seizure changing location from left hemisphere to right hemisphere
Figure 2.8: Examples of seizure patterns
a slow recruitment of additional neuronal networks during ictus (Patrizi et al.
2003).
2.4 Heart rate and brain damage
An injury to the brain could result in malfunctioning of other organs of the
body. It has been shown that changes in respiratory control, blood pressure and
heart rate variability (HRV) can occur after brain injury (Volpe 2008). Heart
rate is a common parameter used to assess the health of neonates around the
world. In healthy neonates, the variability in heart rate is high in the early days
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Figure 2.9: Evolution of a single seizure event. (a) Slow wave activity at start
with sharp/spike components involved high in amplitude, phase reversal. (b)
As the seizure progresses the EEG becomes lower in amplitude. (c) only very
low amplitude discharges are seen with a flattening of the background.
of life because the body is trying to adapt to the new enviornment (Selig et al.
2011). Neonates who have suffered a brain injury or were preterm have less
variability in heart rate during the neonatal period (Selig et al. 2011, Goulding
et al. 2015).
The neonatal heart rate is clinically monitored using Electrocardiography
(ECG) which is a noninvasive method of measuring the electrical activity of
heart. In a typical clinical setting for adults, 12 electrodes are placed on
the body to measure the tiny voltage generated from the heart. However for
neonates, only 2 electrodes, one on each shoulder, are used. A typical wave-
form of ECG is shown in Figure 2.10. The ECG waveform is commonly divided
into three sub-parts, namely, P wave, QRS complex and a T wave. Details on
the etiology of these sub-waveforms can be found in (Schwartz et al. 2002).
Heart rate is commonly estimated by calculating the number of R peaks in a
minute. The variability in the interval between RR peaks is used to measure
the HRV and can help in observing a number of body functions including the
sympathetic and parasympathetic nervous system.
2.4.1 Heart rate variability and HIE
EEG is considered the gold standard for diagnosis and continous monitoring of
HIE affected neonates. However, there are situations when EEG or expertise
to interpret it are not readily available after birth e.g. in remote maternity
hospitals. Therefore, interest has grown recently to develop new biomarkers
for detecting and grading HIE injury.
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Figure 2.10: An example of ECG waveform of a healthy neonate. Encircled
zoomed part shows the typical construction of ECG of one complete heart beat.
Recently many studies have been conducted to find the relationship between
HRV and HIE in neonates and have shown that HRV could be a good indicator
of the grade of HIE injury in neonates (Massaro et al. 2014, Goulding et al.
2015, Aliefendioglu et al. 2012, Matic et al. 2013). Figure 2.11 shows the
instantaneous RR interval generated from 3 min of neonatal ECG of a neonate
with mild HIE along with that of a neonate with severe HIE. It can be seen
that the variability of the RR interval (HRV) decreases as the grade of the HIE
worsens. It is believed that this lower variability in heart rate is either due
to brain stem injury which controls the heart rate rhythm (Volpe 2008, Novak
et al. 1995) or because of an immature nervous system which is the result of
premature birth (Selig et al. 2011). A number of features derived from the HRV
signal e.g. mean RR interval and standard deviation of RR interval, have been
shown to discriminate between the HIE grades and later neurodevelopmental
outcomes (Goulding et al. 2015).
This association of HRV with HIE makes it a good candidate for using it in
conjunction with the EEG. This could help the clinical staff to better understand
or validate the cause of brain damage and grade the severity of the HIE injury.
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Figure 2.11: Examples of the Mild and moderate - severe HIE grade on EEG
and its related HRV in RR interval. The HRV signals are 3 minute long. The
signals are normalized by subtracting the mean HRV in this time duration. The
corresponding EEG samples shown are 1 minute long.
2.5 Datasets
As mentioned earlier in chapter 1, this work dealt with the development of
two automated systems; one for seizure detection in EEG recordings and the
second for grading HIE using EEG and ECG recordings. Therefore two separate
datasets are used to train and test the developed systems. Both datasets were
collected in the NICU of Cork University Maternity Hospital. Table 2.2 provides
an overview of these datasets.
Dataset used for seizure detection system: The dataset used in the au-
tomated seizure detection work consisted of long EEG recordings from 17
neonates. Each recording’s length ranged from 5 to 26 hours. Seizures in these
recordings were anotated by a neurophysiologist. Further details on this data
can be found in section 4.3.
Dataset used for HIE grading system: For automated HIE grading using
EEG, the dataset comprised of one hour EEG recordings of 54 neonates. Each
recording was given a grade (mild, moderate, major and severe) with the con-
sensus of two neurophysiologists. Furter details on this dataset are presented
in section 5.3. Apart from EEG signals, the ECG signals from these neonates
were also recorded. These ECG signals were used to develop an automated HIE
grading system using the heart rate variability information.
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Table 2.2: An overview of the datasets used in this study.
Seizure detection dataset HIE Grading Dataset
· Continuous EEG recordings (5-26
hours)
· 1 hour segments of EEG and ECG
recordings
· Recordings from 17 neonates · Recordings from 54 neonates
· Seizures annotated by two neuro-
physiologists
· Segments graded by two neurophys-
iologists into (mild, moderate, severe,
inactive) HIE
· Recorded in NICU of Cork Maternity
University Hospital
· Recorded in NICU of Cork Maternity
University Hospital
2.6 Conclusion
This chapter presented the basics of neonatal EEG. Particularly, the normal,
abnormal patterns and artifacts that exist in the neonatal EEG are discussed.
The etiology, diagnosis methods and treatments of the HIE injury and seizures
are presented to inform the reader about the current clinical practices. Lastly,
the effect of HIE injury on heart rate is briefly explained. Hence this chapter
forms the basis of the functions of an automated system (what needs to be
classfied) for neonatal brain monitoring.
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Chapter 3
From Static to Dynamic
Classification
This chapter provides an overview of the different classification methods, and hence
will act as a reference for all the classification tasks and algorithms detailed in the
chapters to follow. Specifically, it will introduce Support Vector Machine (SVM)
which is used as the primary classifier in this work. Moreover, sequential kernel
methods are presented that can enable SVM to classify variable length sequences
of feature vectors to make decisions based on both discrete and the contextual
information.
The rest of the chapter is arranged as follows. The first section provides an
overview and motivation of sequential/dynamic classification. The operation and
construction of the standard Support Vector Machine (SVM) classifier is described
in section 2. Lastly section 3 presents an overview of different sequential kernels
along with a brief introduction to the Gaussian Mixture Models (GMM) as used by
some sequential kernels.
3.1 Static and dynamic classifiers
A typical supervised machine learning task is to create a classifier that can cor-
rectly predict the classes of new observations given training examples of the old
observations (Mitchell 1997). This task can typically be formalized as follows.
Let x represent the set of features of a single observation, and y denote the
class associated with this observation. A training example is normally formed as
a pair (x, y) containing an observation and its corresponding class. A classifier
is a function f that maps from observations to classes. The aim of the learning
process is to find a f that can correctly predict the class y = f(xnew) of a
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new observation xnew. This is achieved by optimizing the parameters of this
function f , so that it gives good results on the training data without over-fitting
(Dietterich 2002).
Usually in many classification problems, it is assumed that each observation
is independently and identically drawn from a joint distribution P (x, y) which
means that there is no relationship between observations. Although a classi-
fier built on this assumption may produce good results, there are classification
cases when there is some correlation present between the observations. For
example, in hand writing recognition for the English language, if the classifier
determined that the first letter of a certain word is ‘Q’ then it is almost certain
that the next letter would be U which means that there exists some relation-
ship between both letters. Another example is hand gesture recognition using
image data where an individual image may represent a static hand position
in space. However, in order to classify a complete gesture, the whole motion
of hand through a number of images needs to be tracked (Mitra & Acharya
2007). Clearly, a classifier that can exploit this kind of contextual information
is expected to achieve better performance than the classifier that utilizes only a
single observation.
The case of EEG signals is similar to these examples. Usually, features are
extracted from a short segment of EEG called an epoch (Figure 3.1a). However,
as mentioned in Chapter 2, EEG also contains information over a longer time
scale. For example, in the case of seizures, although there is a definite stereotyp-
ical pattern of this injury; these patterns evolve in frequency and shape through
time. An example of such a seizure is shown in Figure 3.1a. It can be seen, that
the seizure changes its morphology (as highlighted by the colored regions) over
a longer time scale. This information may also be used in detecting seizures by
classifying a sequence of feature vectors. Similarly, for classifying the severity of
HIE injury, it is necessary to not only detect the short events like a burst of high
frequency activity but also to capture the slow variation of these events in time.
Not all classifiers can inherently classify sequences of observation/feature
vectors. Such classifiers are called static classifiers, whereas the ones that
can classify variable length sequences of feature vectors are called sequen-
tial/dynamic classifiers. An example of a static classifier is SVM, which inher-
ently can not deal with arbitrary sequence length. However the use of special
dynamic kernel functions inside the SVM could make it a dynamic classifier.
The purpose of this study is to investigate the sequential classification ap-
proaches for seizure detection and classification of background EEG, and hence
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(a)
(b)
Figure 3.1: (a) An Example of an evolving seizure sequence. (b) Static Vs
Dynamic Classifier.
as shown in Figure 3.1b, it is intended to transform the static classifier used in
the earlier work by (Temko et al. 2011) which only processed a single feature
vector to a dynamic classifier that can classify sequences of feature vectors. As
SVM is used as the primary classifier in this work, the rest of chapter will first
describe the working of SVM and then will present different methods that can
enable it to explore contextual and sequential information.
3.2 Support Vector Machine (SVM)
SVM is a binary discriminative classifier and uses a hyperplane to classify the
data (Vapnik & Kotz 1982). The SVM has shown state of the art performance
in many pattern recognition areas and has become a popular classifier in the
machine learning community.
In order to explain the construction/working of SVM, we will consider the
simplest case of two linearly separable classes. Suppose a training set of N
feature vectors {x1,x2, . . . ,xN} with labels {y1, y2, . . . , yN} where xi ∈ Rn and
Dynamic Classifiers for Neonatal Brain
Monitoring
45 Rehan Ahmed
3. FROM STATIC TO DYNAMIC
CLASSIFICATION 3.2 Support Vector Machine (SVM)
yi ∈ {−1, 1}. Lets suppose there exists a linear hyperplane
w · x + b = 0 (3.1)
which separates the dataset into two regions: R+ where positive samples reside
and the region R− where negative samples reside. The data points that lie on
the hyperplane will satisfy w · x + b = 0, where w is the normal vector to the
hyperplane, |b|||w|| is the perpendicular distance from the hyperplane to the origin
and ||w|| is the Euclidean norm of w. Figure 3.2 shows an illustration of the
explained case. Let d+(d−) be the shortest distance to the nearest +ive(-ive)
data point from the hyperplane. The margin of a separating hyperplane can
be defined as (d+ + d−). It can be appreciated from the Figure 3.2 that there
are many possible hyperplanes which could separate the two classes of data.
However not all of them provide the maximum gap between the two classes.
The SVM training algorithm strives for the hyperplane which will separate the
data with largest margin. For a linearly separable case, where all data points
are correctly classified, this can be formulated as follows:
w · xi + b ≥ +1 for yi = +1 (3.2)
w · xi + b ≤ −1 for yi = −1 (3.3)
or
yi((w · xi) + b) ≥ 1 where i = 1, · · · , N (3.4)
The data points for which these two equalities hold, lie on either of the two
parallel hyperplanes called the supporting hyperplanes, H+ : (w · xi + b = +1)
where +ive training data points lie and H− : (w · xi + b = −1) where -ive
training data points lie. The distance D, called the margin, between these two
supporting hyperplanes is
D = w · x+ + b||w|| +
w · x− + b
||w|| =
2
||w|| (3.5)
In order to maximize the generalization performance of the classifier, the
margin/gap D = 2||w|| needs to be increased which implies that ||w|| needs to
minimized. This optimization problem can be formed as follows
min(12 ||w||
2) subject to yi((w · xi) + b) ≥ 1 ∀ i ∈ {1, · · · , N} (3.6)
Equation 3.6 is called the primal formulation of the SVM training algorithm.
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Figure 3.2: An illustration of a linear SVM given two perfectly separable classes.
To solve the primal, it is re-formulated into a dual optimization problem as a
Lagrangian function L(w, b, α).
L(w, b, α) = 12 ‖w‖
2 −
N∑
i=1
αi [yi(w · xi + b)− 1]
= 12 ‖w‖
2 −
N∑
i=1
αiyi(w · xi)− b
N∑
i=1
αiyi +
N∑
i=1
αi
(3.7)
where αi ≥ 0, i = 1, · · · , N are the Lagrange multipliers and the optimization
problem becomes
max
α
(
min
w,b
L(w, b, α)
)
(3.8)
This is called the dual formulation of the actual primal formulation of the SVM
optimization problem. There are two benefits of representing the primal in this
way; the constraints in Equation 3.6 are replaced by the Lagrange multipliers,
which are easier to handle and the input data appears in the form of a dot prod-
uct which allows for the use of kernels to map the data in higher dimensional
spaces (Burges 1998). It will be shown later that the kernel trick is a very im-
portant attribute of SVM particularly, in the non-linear case where data may not
be linearly separable in the input feature space.
In order to minimize the Lagrangian function, its derivative with respect to
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w and b are set to zero as follows
dL(w, b, α)
db
= −
N∑
i=1
αiyi = 0
dL(w, b, α)
dw = w−
N∑
i=1
αiyixi = 0
(3.9)
which yields
N∑
i=1
αiyi = 0 and w =
N∑
i=1
αiyixi (3.10)
substituting these derivations in equation 3.7
L(α) =
N∑
i=1
αi − 12
N∑
i,j=1
αiαjyiyj(xi · xj) (3.11)
and hence the optimization problem becomes (substitute 3.11 in 3.8 )
max
α
( N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyj(xi · xj)
)
subject to
N∑
i=1
αiyi = 0 and αi ≥ 0, i = 1, · · · , n
(3.12)
By solving the equation 3.12 for α, the weight w can be determined using
equation 3.10. Substituting w in the SVM function of equation 3.1 for the
hyperplane yields the SVM decision function
fsvm(x) = sign
 N∑
i=1
αiyi(xi · xj) + b
. (3.13)
This means that the classification problem consists of assigning to any input
vector x one of the two classes according to the sign of Equation 3.13. The
above equation also indicates another interesting property of SVM that it does
not need to save all the training data and requires only those training samples
for which their αi is non-zero (samples that lie on the supporting hyperplanes
called the support vectors).
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3.2.1 Soft margin SVM
The above mentioned SVM formulation is for the perfectly separable classes.
However, in most real-world classification problems the classes are not perfectly
separable (linearly) due to presence of outliers. Therefore, it is necessary to
extend the linearly separable SVM to linearly non-separable case by softening
the margin and allowing some errors. In order to do so, a non-negative slack
variable ξ is added to the equalities in Equation 3.4 for each training vector as
w · xi + b ≥ +1− ξi for yi = +1 (3.14)
w · xi + b ≤ −1 + ξi for yi = −1 (3.15)
(3.16)
Thus, for an error to occur, the corresponding ξi must exceed 1, so
∑N
i=1 ξi
is an upper bound on the number of training errors (Burges 1998). An extra
cost for errors is introduced in the objective function which results in following
optimization problem
min(12 ||w||
2 + C
N∑
i=1
ξi)
subject to yi((w · xi) + b) ≥ 1− ξi ∀ i ∈ {1, · · · , N}
(3.17)
where C is the regularization parameter which needs to be chosen by the user
and controls the degree of penalization to the slack variables. The dual opti-
mization problem for the Equation 3.17 remains the same except for the change
in the constraints as follows.
max
α
( N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyj(xi · xj)
)
subject to
N∑
i=1
αiyi = 0 and 0 ≤ αi ≤ C, i = 1, · · · , N
(3.18)
Figure 3.3 shows an illustration of soft margin SVM where classes are not com-
pletely separable. SVM creates a decision boundary that best separates the two
classes by allowing some data points to fall outside their respective supporting
hyperplanes. The errors ξi are equal to the distance from the corresponding
supporting hyperplane of the class to the data point (Hastie et al. 2005). These
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Figure 3.3: An illustration of the soft margin SVM. (Adopted from (Hastie et al.
2005))
data points then become the support vectors along with the ones that lie on the
supporting hyperplanes (circle with black outline).
3.2.2 Kernels in SVM
Very often the classes are not linearly separable in the input feature space.
Figure 3.4 shows an example of such a case. The data lies in a two dimensional
space and it is obvious that no linear hyperplane can separate this data. In such
cases, the SVM formulation can be generalized for the case where the decision
function is not a linear function of the data (Burges 1998). It can be noted
that, the only way the data appears in the equations of optimization problems
(Equation 3.18) and the SVM decision function (Equation 3.13) is in the form
of a dot product (xi · xj). Now suppose, the n dimensional data is mapped to
some other (possibly infinite) Euclidean space F using a mapping function Ψ:
Ψ : Rd → F (3.19)
The reason for this mapping is that, in the high dimensional space the mapped
data may become more linearly separable compared to the input feature space.
It can be seen in Figure 3.4b that when a non-linear transformation is applied
to the data, such that in the new transformed space the data is defined by three
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dimensions rather than two dimensions as follows,
Ψ3d(x) =

xa
xb
x2a + x2b
 , (3.20)
then the data can be separated using a linear hyperplane.
Now, in order for the SVM to create a hyperplane, all the data will need to
be first transformed using the Ψ3d(x). The dot product in the Equation 3.13 will
thus be replaced by Ψ3d(xi) ·Ψ3d(xj). However, this could be a very challenging
task when the input feature space is also high dimensional. Therefore, SVM
employs a special kernel function k to perform the non-linear mapping such that
k(xi,xj) = Ψ(xi)·Ψ(xj). Thus, rather than first transforming the data into a new
feature space, the SVM will never need to explicitly know the transformation
Ψ and only k would be needed in the training algorithm whose result will be
the same as taking the dot product in the mapped feature space (Burges 1998,
Camastra et al. 2009). With this new kernel function, the optimization problem
can be formulated as
max
α
( N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyjΨ(xi) ·Ψ(xj)
)
= max
α
( N∑
i=1
αi − 12
N∑
i=1
N∑
j=1
αiαjyiyjk(xi,xj)
) (3.21)
subject to
N∑
i=1
αiyi = 0 and 0 ≤ αi ≤ C, i = 1, · · · , N (3.22)
The resulting decision function of the SVM is
fsvm(x) = sign
 N∑
i=1
αiyik(xi,xj) + b
. (3.23)
There are a number of kernel functions that can be used. It should be noted
however, that in order for a kernel to be valid for SVM, it should be symmetric
and positive semi definite. This condition guarantees that SVM objective func-
tion remains convex and will converge to the unique optimal solution. Some of
the popular kernel functions are as follows.
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(a) (b)
(c)
Figure 3.4: (a) A classification problem where data is not linearly separable
in the input space. (b) Mapping the data to a higher dimensional space could
make it linearly separable. (c) An SVM trained using a polynomial kernel. It
can be seen that the decision boundary is no longer a linear hyperplane in the
input two dimensional space.
• Gaussian radial basis function:
k(xi,xj) = exp(
−||xi − xj||2
2σ2 ) (3.24)
• Polynomial:
k(xi,xj) =
(
(xi · xj) + θ
)deg
(3.25)
3.2.3 Converting the SVM output to probabilities
Output of the SVM function is a distance measure along with a sign that deter-
mines its class. This distance can be converted into the posterior probabilistic
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measure using a sigmoid function defined as,
Psvm(y = 1|fsvm(x)) = 11 + exp(Afsvm(x) +B) . (3.26)
The parameters A and B of this function are calculated over the training data
using an iterative method of maximum likelihood estimation. The training data
could be the same as used for training the SVM or a separate hold-out set.
In this work, the data used for training the SVM is also utilized for calculat-
ing A and B parameters.
3.2.4 Making a sequential SVM
SVM has shown state of the art performance in many areas, but inherently it is
not built for classifying sequences of the feature vectors.
The most obvious and straight forward approach is to concatenate all the
feature vectors of a fixed number into one single feature vector. However, as
the basic kernels developed for SVM are designed to classify single data points
and even if the sequences of fixed length are available those kernels could not
exploit the hidden contextual and sequential information in the sequences.
A second approach is to use the sequential kernels. These specialized kernel
functions map the sequences to a higher dimensional space and then return a
measure of similarity between them by exploiting the contextual information in
that space. Some such sequential kernels for SVM are
• Fisher kernel
• Supervector kernel
• Gaussian dynamic time warping kernel
• Polynomial time warping kernel
• Dynamic time alignment kernel
• String kernel
A brief description of these kernel functions is provided in section 3.2.7.
The choice of the kernel function usually depends on the type of information
present in the sequence or the type of information needed to be explored from
a given sequence. For example in some cases the sequentiality of feature vec-
tors may provide significant information for classification. An example could be
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speech recognition where the task is to identify words and sentences in spoken
language and convert them to text or machine-readable format. Human speech
is composed of many components ranging from smaller phonemes, words, sen-
tences to longer conversations. Usually, features are extracted from the a short
window of few seconds/milliseconds to get the information about the most ba-
sic component i.e. phoneme. However, in order to classify and make sense of
a word or sentence, a sequence of short feature vectors needs to be classified
together. Fisher kernel with Hidden Markov Models (HMM), string kernel and
Dynamic Time Warping (DTW) based kernels are popular choices in such sce-
narios because they classify sequences based on the sequentiality information.
On the other hand, in some classification problems it is not important to con-
serve or explore the sequentiality of the feature vectors. For example in speaker
verification/identification problem it is not important to know the order of the
words uttered by the speaker. In such cases, the underlying statistics of the
constituting feature vectors in a sequence is explored i.e. what feature values
appeared or how many of such feature values are present in the sequence. The
kernel functions used in such cases are usually based on generative models e.g.
supervector kernel and Fisher kernel with Gaussian Mixture Models (GMM).
3.2.5 Sequential kernels used in this work
In the context of this work, the Gaussian Dynamic Time Warping (GDTW) ker-
nel is used for the seizure detection problem and a supervector kernel is used
for the classification of background EEG. The reason for using a GDTW kernel
to detect seizures is that the neonatal seizure events undergo certain change in
pattern from the start to the end (Figure 2.9,3.1a). Therefore it is important to
use a kernel function that can explore this contextual and temporal information
to detect seizure events. The classification of background EEG however, does
not require to detect a single event or pattern but to find the amount of short
events (bursts) or the distance between these events (Inter burst interval) in a
given sequence to classify it into one of four grades of HIE. Details on both of
these kernels will be presented in subsequent chapters.
As the supervector kernel is based on GMM, therefore it is worthwhile giving
a brief introduction of GMM as used in this work. This will be followed by a
concise description of some sequential kernels for SVM.
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3.2.6 Gaussian Mixture Models
The GMM is a probabilistic model which assumes that the data representing the
feature space can be modelled using a finite number of Gaussian distributions
(Reynolds 2009). It is represented as a Probability Density Function (PDF),
which is a weighted sum of M Gaussian components:
p(x) =
M∑
j=1
wj g(x|mj,Σj). (3.27)
where x is a feature vector of n dimensions, wj, j = 1, . . . M are the mixture
weights and g(x|mj,Σj) are the component densities. Each Gaussian compo-
nent is a n dimensional Gaussian function described as
g(x|mj,Σj) = 1(2pi)n2 |Σj| 12
exp
− 12(x−mj)TΣ−1j (x−mj)
 (3.28)
where mj is the mean and Σj is the covariance matrix of the jth Gaussian com-
ponent (Reynolds 2009). The weights of all the Gaussian components should
sum to unity. Figure 3.5 shows a GMM model generated from the data which
obviously looks for three clusters. The peaks of each individual component rep-
resents the density of data in the input space. The height of each peak in the
GMM represent the weight of each component, which in turn represents the
density/amount of data in each cluster. It can be seen that the amount of data
in cluster 3 was the smallest therefore it has the lowest peak in the GMM.
There are a number of GMM parameters estimation methods; however,
Maximum Likelihood remains the most common and well established method
(Reynolds 2009). Maximum A-Posteriori (MAP) estimation is another method
to estimate the GMM parameters which is commonly used to adapt the pa-
rameters of a well trained GMM (by ML algorithm). The details of both these
algorithms will be described below.
3.2.6.1 Maximum likelihood estimation
As the name implies, this algorithm tries to find a model which maximizes the
likelihood of the training data. Given a set of training data X = {x1, · · · ,xN}
and a GMM model with parameters ϑ = {wj,mj,Σj} j = 1, · · · ,M , the likeli-
hood of the data towards this GMM model can be calculated as
p(X|ϑ) =
N∏
n=1
p(xn, ϑ) (3.29)
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Figure 3.5: Construction of a GMM model. Here the data is used to make
a GMM with 3 Gaussian components. The lowest plot shows the PDF of the
GMM.
Now in order to find the parameters ϑ that maximize the likelihood p(X|ϑ),
an algorithm called the Expectation Maximization (EM) (Dempster et al. 1977)
is used. The main concept of EM algorithm is to start with some initial param-
eters ϑ, that could have been guessed or derived from another algorithm such
as K-means. Then iterate and keep looking for a new set parameters ϑˆ with
the constraint p(X|ϑ) ≥ p(X|ϑˆ) until a certain stop condition. The stop condi-
tion could be number of iterations or a convergence threshold where no more
change in likelihood happens.
Therefore, the EM algorithm can be divided into two steps; 1-Expectation:
where a-posteriori probability is calculated and 2- Maximization where the
new parameters ϑˆ are calculated. In the expectation step, the a-posterior prob-
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ability is calculated using the Bayes theorem as,
p˜jn = p˜(j|xn, ϑ) = wjg(xn|mj,Σj)M∑
m=1
wmg(xn|mm,Σm)
(3.30)
for each of the M Gaussian component and each feature vector xn ∈ X.
In the maximization step, the parameters of each of the M Gaussian com-
ponents are updated using the following equations
Weights wˆj =
1
N
N∑
n=1
p˜jn (3.31)
Means mˆj =
N∑
n=1
p˜jnxn
N∑
n=1
p˜jn
(3.32)
Covariance σˆ2j =
N∑
n=1
p˜jnx2n
N∑
n=1
p˜jn
−m2j (3.33)
Figure 3.6 shows the evolution of Gaussian components in different itera-
tions of EM algorithm. The data is the same as that used to produce Figure 3.5.
The means of the Gaussian components are initialized in the first iteration and
then move towards their respective clusters. Moreover, it can be seen that the
variance of each component also changes as the algorithm proceeds.
3.2.6.2 Maximum a-posteriori adaptation (MAP)
Another method to estimate the GMM parameters is by use of MAP adaptation.
MAP adaptation could also be considered as a ML regularization scheme be-
cause the estimation of new parameters is usually from a well trained GMM
model via EM (Reynolds 2009). The specifics of this method are as follows.
Given a set of training observations X = {x1, · · · ,xN} and a prior model ϑp,
the posterior probabilities p˜jn of this data are calculated using Equation 3.30.
Then sufficient statistics measures are calculated. These statistical measures
are the count, the first and the second moments which are required to compute
the weight, mean and variance respectively for the new model. These sufficient
statistics can be calculated as
Count cj =
N∑
n=1
p˜jn (3.34)
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Figure 3.6: Visualization of the Expectation Maximization algorithm for train-
ing a GMM model using Maximum Likelihood.
1st moment fj(x) =
1
cj
N∑
n=1
p˜jnxn (3.35)
2nd moment sj(x) =
1
cj
N∑
n=1
p˜jnx2n (3.36)
Using the measures in the above equations the new model parameters are cal-
culated as follows
wˆj = [βwj (
cj
N
) + (1− βwj )wj]λ (3.37)
mˆj = βmj fj(x) + (1− βmj )mj (3.38)
σˆ2j = βσj sj(x) + (1− βσj )(σ2j + m2j)− mˆ2j (3.39)
where βwj , β
m
j , β
σ
j are the adaptation coefficients that control the amount of
adaptation from the old parameters. λ is the scale factor to ensure the weights
of all mixtures sum to one. The adaptation coefficients can be calculated as
β
{w,m,σ}
j =
cj
cj + δ{w,m,σ}
(3.40)
where δ{w,m,σ} is called the relevance factor for each of the parameter sets which
can be fixed after trying certain values according to the input data. Moreover, in
most GMM applications there is only one value used for all adaptation param-
eters i.e. βf = βwj = βmj = βσj . Therefore it comes down to only one parameter
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Figure 3.7: An illustration of MAP adaptation of a general model towards some
new training data.
δ, that controls the amount of adaptation required for the new model. Fur-
thermore, the adaptation parameters are data dependent which means if the
number of data points N is greater than the probabilistic count cj of the data
will then be high which in turn will cause the new parameters ϑˆ to shift more
towards the training data. If N is low then new parameters will be more similar
to the older model parameters ϑ (Reynolds 2009).
Figure 3.7 shows an example of MAP adaptation. The red lined ellipses
represents the already trained model as shown in Figure 3.6a with the EM al-
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gorithm. The black dashed line ellipses represent the adapted model given the
new data. It can be seen that means of cluster 1 and 3 moved towards the new
data. For illustration purposes only the means of the trained model are adapted.
Figure 3.7b and 3.7c shows the effect of the number of data points N and rele-
vance factor δ on the rate of adaptation. It can be seen that adaptation rate is
higher when the number of data points are increased given a fixed value of δ.
However, if the number of data points will remain the same in an experiment
then δ can be used to control the rate of adaptation. As δ is in the denominator
of Equation 3.40, therefore the lower the value of δ, the higher the adaptation
rate.
MAP estimation is widely used in the speaker recognition area, where a
general model of many speakers is trained using ML and then a speaker specific
model is created by adapting the general model using MAP adaptation.
A note on GMMs as used in this work: There are a few things that need
to be highlighted on the use of GMMs as used in the work carried out in this
thesis. First, k-means clustering was used to initialize the model parameters
in ML estimation. Secondly, the log of likelihood is used instead of simple
likelihood (Equation 3.29) in the ML estimation. Finally, MAP adaptation in
this work is used to create a specific class model by adapting the parameters
from a general EEG model. This general EEG model is called the Universal
Background Model (UBM) and is created by the ML estimation process. More
details on UBM will be presented in chapter 5.
3.2.7 Sequential Kernels for SVM
This section provides a brief overview of some sequential kernels. First, some
common notations used throughout the following section will be defined.
Consider two sequences S = {s1, ..., sNS} and R = {r1, ..., rNR} with variable
lengths NS and NR. si and rj could be a time series data point or a n dimen-
sional feature vector in the respective sequences. In order to measure similarity
between these sequences, the following kernels can be used:
• Fisher kernel: is a popular approach in the area of speech, audio and
speaker classification (Wan & Renals 2005, Temko et al. 2006). The main
idea is to make a kernel function from a generative model. It uses a Fisher
score function that maps the sequence of feature vectors of any length on
to a score space and returns a fixed length feature vector that is usable in
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the discriminative classifier (Jaakkola & Haussler 1999).
Given a sequence S, and a generative model e.g. GMM g(φ), where φ =
{wi,mi,Σi}, the Fisher score-vector can be computed as
F (S) = ∆φ logP (S|g, φ) (3.41)
where ∆ is the Fisher-score operator and P (X|g, φ) is called the Fisher
score argument which is the likelihood of the sequence S to the model
g(φ). Each element of the Fisher score-vector F (S) is a derivative of log-
likelihood of P (S|g, φ) with respect to one of the GMM model parameter
{wi,mi,Σi}. This is a similar process to the ML algorithm where the new
parameters are similarly updated by taking the derivatives. When the
derivatives are small, it means the ML algorithm is close to the desired
model or maximum likelihood is about to be achieved (Wan & Renals
2005). Similarly, the Fisher score-vector captures the information on how
close the sequence is to the given model using derivatives.
The resulting kernel function for two sequences S and R is
kf (S,R) = (F (S) · F (R)) (3.42)
• Supervector kernel: also relies on a generative model. However, rather
than using the log-likelihood of a sequence coming from a given GMM
model, it uses the parameters of an adapted GMM model to represent a
variable length sequence.
Given a sequence S and a GMM model go, a new GMM model ga is created
by adapting the means mi i = 1, . . . ,M, of Go using the MAP adapta-
tion technique. A GMM supervector v is created by concatenating all the
means of the new model. It is shown in (Campbell et al. 2006) that an
inner product between two supervectors, v1 and v2, is an upper bound of
the Kullback-Leibler divergence between the two GMMs (Campbell et al.
2006). Thus, given two sequences S and R, the supervector kernel is
Dynamic Classifiers for Neonatal Brain
Monitoring
61 Rehan Ahmed
3. FROM STATIC TO DYNAMIC
CLASSIFICATION 3.2 Support Vector Machine (SVM)
defined as
ksv(S,R) =
M∑
i=1
wi(mSi )TΣ−1i mRi
=
M∑
i=1
(√wiΣ−
1
2
i mSi )T (
√
wiΣ
− 12
i mRi ). (3.43)
where wi are the weights, Σi covariance matrix and M is the number of
Gaussian components of the GMM model ga. This approach has shown
state of the art results in speaker verification (Campbell et al. 2006).
• String kernel: The string kernel is an interesting approach which can
be implemented for different types of signals by first quantizing the se-
quences using different symbols and then applying the method below to
get information about the sequentiality and repetitiveness of these sym-
bols in a sequence.
The string kernel was originally developed for document classifi-
cation (Lodhi et al. 2002). The main idea is to divide any
strings/signals/sequences into sub-strings/sub-signals/sub-sequences and
then to produce a score that is weighted according to the number of
matched sub-sequences and their frequency of occurrence in the other
sequence. Moreover, the gaps in the parts of sub sequences are also
weighted.
Given a sequence S which contains u sub-sequences, the mapping is de-
fined as
ψm(S) =
∑
i:m=s[i]
λl(i) (3.44)
where λ is the weight according to the length l(i) of the sub-sequence
m and s[i] is the index of all the possible sub-sequences of the sequence
S. Now the string kernel function between two sequences S1 and S2 is
defined as
ks(S,R) =
∑
u∈ζ
〈ψm(S) · ψm(R)〉
=
∑
u∈ζ
∑
i:m=s[i]
∑
j:m=t[j]
λl(i)+l(j) (3.45)
where ζ = the set of all finite strings (3.46)
Dynamic Classifiers for Neonatal Brain
Monitoring
62 Rehan Ahmed
3. FROM STATIC TO DYNAMIC
CLASSIFICATION 3.2 Support Vector Machine (SVM)
Intuitively, it means that mapped feature ψm(S) measures the number
of occurrences of sub-sequences in the sequence S weighted according
to their length. In the case of kernel function the inner product of two
sequences S and R, will provide a sum over all common sub-sequences
weighted according to their frequency of occurrence.
In order to elaborate a bit more on its working, assume two words fat
and far. There are 3 sub-strings in each word i.e. fat={fa,at,fat} and
far={fa,ar,far}. Now the only common sub-string is fa and its length is 2,
therefore the k(far, fat) will be λ2+2 = λ4.
• Gaussian Dynamic Time Warping (GDTW) kernel: Dynamic Time
Warping (DTW) is a popular technique to compare the shapes of two vari-
able length time series (Muller 2007). Specifically, it calculates distance
(e.g. Euclidean distance) dl between each time point of the two series S
& R and creates a gram matrix of these local distances.
Consider a warp path W = {w1, · · · , wk, · · · , wK} ∈ W of length K
through this gram matrix, where wk = (nk,mk) represents the kth vertex
on this path. This path is constructed under the monotonic constraints
mk+1 ≥ mk and nk+1 ≥ nk to preserve the shape, continuity and re-
strained from the backward propagation. Then an overall global DTW
distance Ddtw between the series is computed by finding the shortest path
in this gram matrix using Dynamic programming (Sakoe & Chiba 1978),
The distance Ddtw could be defined as
Ddtw(S,R) = min
{ 1
K
K∑
k=1
dl(nk,mk)
}
, (3.47)
where
dl(nk,mk) = ||snk − rmk ||2 (3.48)
In order to use this approach in the SVM for comparing variable length
sequences, the popular RBF kernel function as defined in Equation 3.24 is
used. However, the Euclidean distance in the kernel function is replaced
by the DTW distance.
Hence, given two sequence S and R the kernel is defined as
kdtw(S,R) = exp(
−Ddtw(S,R)
2σ2 ) (3.49)
The resulting kernel is called Gaussian dynamic time warping kernel. This
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approach was first developed for the purpose of online handwriting recog-
nition (Bahlmann et al. 2002) and has shown good results in many other
pattern recognition areas (Temko et al. 2006).
• Polynomial time warping kernel: This kernel shares the same idea
of using DTW to compare sequences except for two changes (Wan &
Carmichael 2005). Instead of using the original feature vectors, it per-
forms a spherical normalization which maps them onto the surface of a
unit sphere. The function to perform this normalization is
sˆi =
1√
s2i +$2
si
$
 (3.50)
where si is the ith feature vector of a sequence S and $ is a constant
which is the distance from the center of the sphere to the input space.
For more details on these parameters please see (Wan 2003). Next, the
local distance in the DTW gram matrix is replaced by the cosine distance
dcos and DTW global distance DCdtw is calculated by finding the shortest
path in the gram matrix. Thus the global distance DCdtw between two
sequences S and R could be defined as
DCdtw(S,R) = min
{ 1
K
K∑
k=1
dcos(nˆk, mˆk)
}
(3.51)
where
dcos(nˆk, mˆk) = arccos(sˆnˆk − rˆmˆk) (3.52)
Lastly, cosine of the DCdtw is taken and raised to the pwth power. The
kernel function is then defined as
kpoly(S,R) = cospw(DCdtw) (3.53)
• Dynamic time alignment kernel: This kernel (Shimodaira et al. 2002)
also uses a slightly modified version of the original DTW kernel. Here,
the Euclidean distance between two feature vectors is replaced by a ker-
nel function. This local kernel could be a dot product or any other SVM
kernel. As the kernel gives a measure of similarity (its value is higher if
two vectors are similar thus instead of finding the path that minimizes
the global distance), this approach looks for the path that maximizes the
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global distance Ddtak using the criterion formulated in (Shimodaira et al.
2002). Hence given two sequences S and R, the global distance can be
calculated as
Ddtak(S,R) = max
{ 1
K
K∑
k=1
kl(nk,mk)
}
, (3.54)
where kl is the local kernel function and can be defined as kl =
exp( (snk−rmk )2σ2 ). The definition of the global kernel function for the two
sequences becomes
kdtak(S,R) = Ddtak(S,R) (3.55)
• Global alignment DTW kernel: All the DTW based kernel methods de-
fined above looked for an optimum path in the gram matrix. This ap-
proach however does not follow the same method and instead uses the
sum of all the possible alignment paths. It was argued that the paths
closer to the diagonal or optimum path also contribute towards a better
alignment of the two sequences (Cuturi et al. 2007). Any of the above
mentioned local distances can be used to create the gram matrix. If the
local distance is assumed to be ddtak as defined in Equation 3.54 between
the feature vectors of two sequences S and R, then the global distance
DGA can be calculated as
DGA(S,R) =
∑
k∗∈Υ
{ 1
K
K∑
k=1
kl(nk,mk)
}
, (3.56)
where Υ is the set of all possible alignment paths in the gram matrix. Then
the kernel function can be written as
kGA(S,R) = DGA(S,R) (3.57)
This kernel when used with Ddtak distance, has shown better performance
in classifying spoken letters, when compared to the HMM and simple
dynamic time alignment kernel defined in Equation 3.55 (Cuturi et al.
2007).
A note on DTW based kernels:
In order to make a valid SVM kernel, it is necessary that it should be Pos-
itive Semi Definite (PSD). This condition guarantees, that kernel will be able
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to reproduce the Hilbert space and the resulting optimization problem for SVM
training will be convex. However all the DTW based kernels described above
have been argued and criticized to be non-PSD (Gudmundsson et al. 2008).
Despite this fact, they have been used in many studies and shown good perfor-
mance for different sequential classification problems.
3.3 Conclusion
This chapter presented the basic operation of SVM and its extension to the
classification of variable length sequences via different kernel methods. The
main motivation to use sequential kernel is to explore the contextual informa-
tion that is present in the EEG and other physiological signals on a longer time
scale. Different kernel methods based on generative modelling and dynamic
time warping techniques are presented. Although all kernels have strong theo-
retical basis and have shown to improve results, not one kernel however can be
singled out as superior to the other kernels.
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Chapter 4
Automated system for neonatal
seizure detection using dynamic
classifier
This chapter will give a detailed presentation of the methods employed for the
neonatal seizure detection task, along with the obtained results and observations.
Specifically, the Dynamic Time Warping (DTW) based kernel method that allows
sequential classification to explore the contextual and temporal information in
neonatal seizures is discussed here.
The chapter is organized in three sections. First a literature review of the pre-
viously used methods to make use of contextual information is presented. Then
the DTW technique is explained in section 2 followed by the details of the baseline
and proposed neonatal seizure detection system. Results are discussed in the last
section.
4.1 Exploring the contextual information for
seizure detection
A typical neonatal seizure detection system comprises of the following main
stages as shown in Figure 4.1. The signal representation stage (feature-level)
is the process where relevant features are extracted from the EEG signal. In
the classification stage (classifier level) the extracted feature or feature vectors
are assigned to the seizure or non-seizure class using a set rules and thresh-
olds which are either automatically derived from the data (classifier) or manu-
ally adjusted following or mimicking expert neurologists reasoning. The post-
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Figure 4.1: An overview of genereal architecture of neonatal seizure detection
systems
processing stage (decision level) involves smoothing or other transformation to
offer a clinician a support in decision making.
In contrast to background EEG and artifacts, seizure events in newborns
change their frequency, morphology, and propagation. Figure 4.2 shows an
example of a neonatal seizure where the attenuating amplitudes and evolving
frequency of the spikes can be clearly seen. Contextual information also termed
as the temporal evolution, signal dynamics or sequentiality of neonatal seizures
has been explored in various ways in most automated detection systems re-
ported to date (Aarabi et al. 2009, Gotman et al. 1997, Navakatikyan et al.
2006, Liu et al. 1992, Deburchgraeve et al. 2008, Aarabi et al. 2007).
At the feature-level, the temporal evolution of the EEG signal within the win-
dow has been captured using template extraction and matching (Aarabi et al.
2009), wavelet transformation (Ocak 2009) or EEG wave sequence analysis
(Navakatikyan et al. 2006). Concatenation of the consecutive feature vectors in
time was proposed in (Shoeb & Guttag 2010). The Kalman filter was exploited
to enhance the contrast of the extracted features to the past background activity
(Bogaarts et al. 2014).
At the decision-level, the temporal structure of neonatal seizure is incorpo-
rated through the use of smoothing filters applied over the classifier output,
such as moving average (Temko et al. 2011a), median filter (Nagaraj et al.
2014) or Kalman filter (Bogaarts et al. 2014).
The classifier-level techniques typically find the temporal and contextual
matching between dynamic length sequences of feature vectors. Examples are
support vector machines with sequential kernels (Chaovalitwongse & Pardalos
2008) or Hidden Markov model (HMM) (Wong et al. 2007).
Incorporation of contextual information at each level has its advantages and
drawbacks. The feature-level methods typically consider temporal evolution of
EEG on a short-term scale. The filtering methods introduced at decision level
perform smoothing over a large window and the short seizures get suppressed
and are frequently missed as a result (Thomas et al. 2011). The exploration of
temporal evolution on the classifier-level has been relatively scarce in the area
of neonatal seizure detection whereas the classifier level techniques have shown
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Figure 4.2: Evolution of a single seizure event. (a) Slow wave activity at start
with sharp/spike components involved high in amplitude, phase reversal. (b)
As the seizure progresses the EEG becomes lower in amplitude. (c) only very
low amplitude discharges are seen with a flattening of the background.
promising results in other areas of signal processing such as speech recognition
(Shimodaira et al. 2002, Smith & Gales 2002), handwriting character recogni-
tion (Bahlmann et al. 2002), acoustic events (Temko et al. 2006).
A state of the art neonatal seizure detection system based on the SVM has
been reported in (Temko et al. 2011a). The system was developed by the
Neonatal Brain Research Group at University College Cork. It was able to clas-
sify fixed short-term EEG epochs of 8 seconds (Temko et al. 2011a) (detailed in
section 4.2) and used an averaging filter at the decision level to incorporate the
contextual information and subsequently decrease the false alarm rate. How-
ever, it was shown in (Thomas et al. 2011) that although the system achieved a
very high detection rate for longer seizures, shorter seizures of length less than
one minute were frequently missed because of a large averaging filter window.
Therefore, it was hypothesized that incorporating a classifier that can implicitly
use the contextual information and classify long sequences of short-term fea-
ture vectors, could improve the detection rate of short seizures while keeping
down the number of false detections.
4.2 Baseline neonatal seizure detection systems
Figure 4.3 shows an overview of the complete system. This system has shown
state of the art results for neonatal seizure detection (Temko et al. 2011a). Each
channel of the EEG recording is classified separately. The raw EEG from each
channel is first down-sampled and then segmented into 8s epochs with a 50%
overlap. A set of 55 features (outlined in Table 4.2) is extracted from each EEG
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Figure 4.3: An overview of the state of the art neonatal seizure detection system
based on static SVM.
epoch and fed to the classifier. A brief description of this set of features will
follow in a subsequent section.
A SVM classifier with Radial Basis Function (RBF) kernel is used to classify
each epoch. The output of the SVM is converted to probabilities using the
method described in (Platt 1999). Hence each epoch for each channel is finally
represented by a probability of seizure.
Three post-processing techniques are then applied to these probabilities.
First a central moving averaging filter with a length of 15 epochs is used to
smooth the probabilistic output. This filter also acts to include contextual in-
formation where information from the past and future epochs is used to decide
the probability of a central epoch. Up to this block all the channels are handled
separately. A MAX function is then applied on the probabilities across all the
channels to get a single output which is then compared to a threshold. The
epochs whose probabilities are greater than the threshold are considered as
seizure epochs. Lastly, a collar is applied to the epochs classified as ‘seizure
epochs’, which extends the decisions on either side by a further 40 seconds.
The performance of the system is assessed using the epoch-based, Receiver
Operating Curve (ROC) area which measures the number of correctly classi-
fied epochs. Likewise the event-based Good Detection Rate (GDR) at the cost
of False Detection per hour (FD/h) is used which determines the percentage
of detected seizure events at the expense of making false alarms per hour. A
dataset of 17 patients was used in this work. A mean ROC of 96.3% and a mean
GDR of 89% at 1 FD/h was reported using the Leave One Out (LOO) patient
cross validation method. As mentioned earlier the system frequently missed
seizure events of length less than 60s. The false alarms were usually generated
by seizure like activities in the background EEG or due to artifacts.
Recently, some new post-processing techniques for the above mentioned sys-
tem have been investigated and have shown to improve the performance of the
system. All of these methods are decision level techniques and are applied on
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Figure 4.4: Different steps of modelling the probability density function.
the output of the SVM classifier. In (Temko et al. 2012b), the maximum output
of the SVM classified across all channels was multiplied by data driven weights.
These weights were derived from a Probability Density Function (PDF) that rep-
resented seizure burden in time (Figure 4.4). It was reported that the probabil-
ity of a seizure in time is highest at 30 hours after birth so the value of weights
will be highest around this time point and the probability will be lower be-
fore/after this time resulting in lower value of weights. A relative improvement
of 23% was reported. Another method to incorporate the patient specific prior
information was introduced in the form of channel weighting (Temko et al.
2012a). The weights were selected using a Bayesian probabilistic framework
which finds the most likely channel to have a seizure in the future using the
past information. These adaptive weights were calculated for each new epoch
and then multiplied before combining the channels. This method resulted in
a 22% relative increase in the ROC area averaged over 17 patients. Lastly, a
technique of incorporating the knowledge of the background EEG activity was
proposed in (Temko et al. 2013). The probability of non-seizure epochs for
each channel was averaged for a certain time period to provide the estimated
level of background. The probability of next epoch was then compared to the
(threshold + estimated background level). Hence an adaptive threshold is cre-
ated for every new epoch which helped to decrease the number of false alarms
due to "seizure-like" activities (Figure 4.5). An improvement of 0.8% in overall
ROC and a 5% increase in GDR at 1 FD/h was observed when compared to the
above mentioned baseline system of (Temko et al. 2011a). This system named
ANSeR (Algorithm for Neonatal Seizure Recognition) is currently undergoing
clinical trials. In this chapter the results of the proposed system are com-
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Figure 4.5: Example of the probabilistic output (in blue) for 1 hour 50 minutes
of EEG from a single patient. The expert seizure labels are on the top. Here,
the threshold θ, is set to 0.6 as indicated by the white horizontal line. The
adaptively modelled level of background,δ is indicated below the horizontal
line, in white. The dynamic threshold for the current level of background,
(θ + δ), is indicated above the horizontal line, in white.
pared to the baseline system defined in (Temko et al. 2011a) with and without
a post-processing stage.
4.3 Neonatal seizure datasets
EEG data from 17 neonates was used in this study. These neonates were full
term with the gestational age ranging from 39-42 weeks. The data was col-
lected in the neonatal intensive care unit of Cork University Maternity Hospital.
A written consent from the parents was taken to use the data for research pur-
poses. The multichannel EEG was recorded using a Carefusion NicOne video
EEG monitor with a sampling rate of 256Hz. The 10-20 system of electrodes
placement was used. Eight bipolar EEG channels were derived from these elec-
trodes (F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz, Cz-C3, C3-T3). Seizures in
these recordings were annotated with the consensus of two expert neurophys-
iologists using EEG and simultaneous video recordings. These seizures were
a secondary injury due to HIE, however neonates were not cooled for treat-
ing HIE. Two datasets were derived from the complete EEG recordings of the
neonates as follows.
1. A smaller dataset of only short seizure and non-seizure events of less than
one minute.
2. A larger dataset comprising the continuous recordings of several hours of
each patient.
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The proposed system is first tested on a smaller dataset of shorter seizures
and non-seizures. Validation of the achieved results is then carried out on the
larger dataset of continuous recordings. The details of these datasets are as
follows.
4.3.1 Per channel annotations
Seizures in the EEG recordings were annotated without specifying the channel
in which they were present (Global annotations). In order to train the classifier
however, it is essential to annotate the seizures with the channel information.
The reason being, a seizure may not be present in all the channels and if only
global annotations are used to get the seizure epochs, we may end up with a
number of non-seizure epochs as well. Therefore, the neurophysiologist also
annotated 2 minutes of seizure events in the continuous EEG recordings with
channel information for every neonate (Per channel annotations).
4.3.2 Dataset 1 (short events only)
This dataset only contained seizures of lengths less than 64s (15 epochs) from
16 patients. As mentioned earlier, not all seizures in the dataset were anno-
tated with the channel information. Moreover, even the seizures annotated
with the channel information were not all short seizures or complete events.
So, it was not directly possible to train the system on short seizure events only.
Therefore, to get around this problem, the already developed neonatal seizure
detection system was used to generate the per channel annotations of all the
short seizures in the dataset with the help of the global annotations.
In order to do so, the probabilistic output of our best performing state of
the art neonatal seizure detection system (Temko et al. 2013) was used as an
annotator. First the short seizures epochs from all the channels were extracted
using the global annotations. Then the channel where the system’s probability
was the highest for most of the event’s duration was selected. This way a new
set of per channel annotations was generated in order to train the classifier.
Figure 4.6 shows an example of a short seizure event obtained using the above
mentioned process. It can be seen that the second seizure has the highest prob-
ability in the channel F3-C3 (Top plot). Now using this information and the
global annotation, the seizure event from this channel was extracted. It is obvi-
ous from the EEG trace that indeed the seizure pattern was most prominent in
the channel F3-C3.
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Figure 4.6: An example of creating the per channel annotation process using
a Static SVM output. The top plot shows the per channel probabilities of the
static SVM. The probability of the second seizure is highest in channel F3-C3
(red box). The middle plot shows the global annotations. The last plot shows
the EEG recording and the global annotation of the second seizure event by the
neurophysiologist and the green box shows the obtained seizure event with the
channel information using the SVM probability.
Lastly, sequences of 15 epochs were created for both seizure and non-
seizures. The seizures of length less than 15 epochs were padded with the
non-seizure epochs, located immediately before and after the event, on both
sides. For example if a seizure was of only 9 epochs then 3 epochs in front and
3 epochs at the end were added to make it a complete sequence. For each pa-
tient 9-times more non-seizure sequences were randomly extracted compared
to the number of short seizures coming from the same patient. For example, if
a patient had 5 short seizures, then 45 non-seizure sequences were randomly
extracted from the same patient for training and testing the classifiers. This
proportion was chosen to match the real life EEG data where the presence of
seizures is very minimal compared to the non-seizure/background EEG.
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4.3.3 Dataset 2 (continuous recordings)
Table 4.1 shows the particulars of each neonate’s recording in the dataset. There
were a total of 261h of EEG data with mean EEG recording time of 15h per
patient. These recordings contained 821 different types of seizure events with
a mean seizure length of 4.4 minutes. The recordings were not edited and no
artefacts have been removed. So, this dataset is true representation of the real
time situation in hospitals.
Table 4.1: EEG Dataset
Seizures length
Patient ID Record length (h) Seizure events Mean Min Max
1 24.1 17 1’ 40" 28" 4’ 4"
2 24.7 3 6’ 19" 1’ 4" 11’ 19"
3 22.7 170 2’ 18" 24" 10’ 55"
4 26.1 65 1’ 30" 40" 3’ 28"
5 24.0 51 6’ 32" 28" 31’ 11"
6 5.7 44 1’ 15" 31" 2’ 4"
7 13.2 71 1’ 58" 28" 10’ 31"
8 24.5 17 6’ 6" 40" 19’ 23"
9 24.0 157 5’ 27" 28" 37’ 16"
10 10.4 28 6’ 0" 24" 34’ 55"
11 6.2 14 5’ 40" 55" 7’ 47"
12 12.0 37 2’ 31" 31" 10’ 16"
13 12.1 25 4’ 29" 1’ 19" 12’ 48"
14 5.5 13 8’ 58" 1’ 55" 39’ 12"
15 12.2 58 2’ 17" 19" 7’ 19"
16 7.6 31 10’ 34" 2’ 23" 34’ 47"
17 6.6 20 5’ 36" 36" 23’ 23"
Total 261.7 821
4.4 Extending the SVM to become a dynamic clas-
sifier using Dynamic Time Warping
SVM is a binary classifier and the recent state of the art results suggest that
it is well suited to the two class seizure detection task. However, as discussed
in Chapter 3 that SVM can not inherently classify variable length sequences
of feature vectors and thus specialized kernel functions are required to enable
SVM to classify sequences. In the context of our seizure detection task, it was
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important to use a kernel that cared about the sequentiality of feature vectors
to preserve the temporal information. DTW is a popular technique to measure
similarity between two variable length sequences. This section will provide
details of the DTW method and how it can be used inside SVM to make it a
dynamic classifier.
Consider two sequences S = {s1, ..., sNS} and R = {r1, ..., rNR} with variable
lengths NS and NR. Where si and rj could be a time series data point or a t
dimensional feature vector in the respective sequences. A local distance mea-
sure like euclidean distance dl = ||si − rj||2 between each element of the two
sequences can be calculated to get a distance matrix of size NS ×NR. Consider
a warp path W = {w1, · · · , wk, · · · , wK} ∈ W of length K through this gram
matrix, where wk = (nk,mk) represents the cth vertex on this path. This path
is constructed under the monotonic constraints mk+1 ≥ mk and nk+1 ≥ nc to
preserve the shape, continuity and to be restrained from the backward propa-
gation. The cost DW of a particular path W ∈W is
DW (S,R) =
1
K
k∑
k=1
dl(nk,mk) (4.1)
where
dl(nk,mk) = ||snk − rmk ||2 (4.2)
In order to find the optimal alignment path that gives the shortest dis-
tance Dφ = min{DW (S,R)}, an accumulated cost matrix Dcost is calculated.
To compute the shortest distance to point (i, j) in the matrix (Dcost), the al-
gorithm seeks the minimum value using min{(dacc(i−1,j−1) + dl(i,j)), (dacc(i−1,j) +
dl(i,j)), (dacc(i,j−1) + dl(i,j))}, where dacc is the accumulated distance at the node.
The dynamic programming algorithm, as defined in (Sakoe & Chiba 1978) is
used to find the path that gives the shortest DTW distance in this matrix. Fig-
ure 4.7 presents an illustration of the formulated DTW algorithm using a toy
example of two variable length sequences. This simple example provides an
insight into the DTW algorithm and how it computes the shortest path and
consequently finds a measure of similarity between the sequences.
Similarly, Figure 4.8 shows an example of comparing an actual seizure se-
quence to both another seizure and a non-seizure sequence. When a seizure
sequence is compared to a non-seizure sequence, the warp path stays away
from the diagonal and becomes longer which results in higher DTW distance.
Whereas, the warping path is near the diagonal and hence shorter when a
seizure is compared to another seizure sequence which results in lower DTW
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(a)
(b) (c)
(d) (e)
Figure 4.7: An illustration of DTW algorithm using a toy example of two
variable length sequences. (a) Consider two variable length sequences
with values Sequence1 = {3, 1.2, 1.3, 2.5, 3, 1, 0.5, 0.7, 1} and Sequence2 =
{3, 0.5, 0.2, 1.8, 2.5, 2.6, 1.1, 1, 1.5, 2}. (b) Gram matrix: is constructed by cal-
culating euclidean distance between each datapoint of the two sequences. An
example of local distance calculation is highlighted here for points (9, 2). (c)
Accumulated distance matrix: is computed by calculating the shortest accumu-
lated distance to reach a point in the matrix. An example is highlighted at the
point (3, 4) where the shortest distance to reach this point is from the diagonal
element (highlighted by red arrow). The DTW distance Dφ between two se-
quences is the last point in accumulated distance matrix, which is (10, 9) in this
case. The optimal path in this example is highlighted using grey coloured ar-
rows. (d) A 3D view of the gram matrix. The red line represents the path found
by the DTW algorithm. (e) DTW alignment of 2 variable length sequences.
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Figure 4.8: An illustration of the dynamic time warping process. Here se-
quences of 15 feature vectors (1 minute) of two different seizures and a non-
seizure are compared. The red line indicates the warp path in the accumulated
cost matrix. (a) seizure to seizure (b) seizure to non-seizure (c) A detailed view
of the warping process between the two seizure sequences. The coloured parts
of the each EEG signal shows the matched parts of the other sequence.
distance. It should be noted that warp path W continues to move in a straight
direction until it finds a good match, in which case it starts to move diagonally.
Figure 4.8c shows the detailed view of the sequence matching process using
DTW. It can be seen that seizure sequence (II) is attenuated after first 8 sec-
onds whereas seizure sequence (I) kept its repetitiveness and because of this
mismatch the warp path moved in the straight direction for the first 6 blocks.
4.4.1 Gaussian DTW kernel in SVM
The classical SVM classifier uses a hyperplane to separate the input data. Given
a two class problem, with a pre-labelled training set (x1, y1), ..., (xn, yn) where
yi ∈ {−1,+1} and xi ∈ <. In SVM classification, a test vector u is assigned a
class yi by evaluating
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fsvm(u) = sign
 ∑
i∈Isv
αiyik(u, x˜i) + b
 (4.3)
where αi are Lagrange multipliers, b is the bias and x˜i(i ∈ Isv) are the nsv
retained support vectors. k is the kernel of the SVM that maps the input data
into a higher dimensional feature space. A commonly used kernel function is
the Gaussian radial basis kernel defined as
k(xi, xj) = exp
− ‖xi − xj‖22σ2
 (4.4)
If P and Q are two sequences, then a kernel function can be found by replac-
ing the euclidean distance in Equation 4.4 by the DTW distance Dφ, (Bahlmann
et al. 2002);
k(S,R) = exp
− Dφ(S,R)2σ2
 (4.5)
In this manner, SVM with a GDTW kernel will be able to classify the variable
length sequences according to their DTW distances. It should be noted that the
kernel defined in 4.5 is not a Positive Semi Definite (PSD) kernel. However, the
better performance provided by this kernel for contextual classification prob-
lems has enabled its widespread use in many pattern recognition areas.
4.5 Neonatal Seizure Detection System
The seizure detection system of Figure 6.4 is used in this work. This is an exten-
sion of the state of the art system (Temko et al. 2011a) presented in section 4.2.
In this work the classifier for each channel can be a static-SVM, a GDTW-SVM
or indeed a fusion of both static and dynamic classifier.
4.5.1 Pre-processing and Feature Extraction
The raw EEG is first down-sampled from 256Hz to 32Hz with an anti-aliasing
filter set at 12.8Hz. Filtered EEG in each channel is then segmented into 8s
epochs with a 50% overlap using a sliding window. A set of 55 different features
is then extracted from each epoch. These features (Table 4.2) are derived from
the frequency, time and information theory domains as described below.
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• Frequency domain features For the frequency domain features the Power
Spectrum Density (PSD) of each epoch is obtained using a 256 point Fast
Fourier Transform (FFT). Thus an EEG epoch ei is represented by a vec-
tor Ωi = [Ω(0),Ω(1), · · · ,Ω(Λ) · · ·Ω(128)]. Where Ω is the amplitude of a
particular frequency Λ. A number of features are extracted from the PSD
of the epoch. Total power represents the total energy in the full spectrum
(0 - 12Hz) in the EEG epoch. Normalized and non-normalized power in
the sub-bands of 2Hz range were also used as a feature. It was reported
in (Thomas 2011) that power in the lower frequency bands was high dur-
ing seizure activity. The power in the sub-bands normalized by the total
power in the spectrum represents not only the influence of a particular
frequency band but also the change in the overall spectrum. The peak
frequency is the frequency with highest amplitude in the vector Ωi. This
feature has however been shown not to provide significant discrimination
between seizure and non-seizure classes (Thomas et al. 2011). The spec-
tral edge frequency is the frequency below which certain percentage of
total power of the spectrum lies. Additionally, the EEG is decomposed
into 8 coefficients using the Daubechies 4 wavelet, the energy in the 5th
coefficient corresponding to 1-2Hz is used as a feature.
• Time domain features: Many time domain features were extracted by
simple statistical analysis of each EEG epoch. Root Mean Squared (RMS)
amplitude represents the average absolute amplitude of the epoch. The
number of zero crossings is the number of times the EEG signal crosses
zero (amplitude). The Hjorth parameters, proposed in (Hjorth 1970),
quantifies the complexity of EEG signal in terms of the variance of the raw
EEG epoch. These parameters are activity, mobility and complexity. Two
features, skewness and kurtosis represent the shape of the distribution of
data in EEG epoch. Non-linear energy quantifies the amplitude of the EEG
signal along with the change in the amplitude in the given epoch. Line
length for each EEG epoch is the sum of all absolute distances between
the consecutive samples. The assumption with this feature is that line
length of a non-seizure epoch will be less due to more low amplitude
activity as compared to the seizure epoch. Some features were extracted
from the first ∆ and second derivative ∆∆ of the EEG signal (variance,
zero-crossings). The autoregressive (AR) modelling based features were
extracted by splitting an EEG epoch into two halves. The parameters of
AR model are estimated on the first half and then the fit of the estimated
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Figure 4.9: An overview of the complete proposed neonatal seizure detection
system.
model is examined on the second half.
• Information theory based features: Features based on information the-
ory were chosen based on an analysis of such features by (Faul et al.
2005). Entropy or specifically Shannon entropy is a measure of the
amount of uncertainty of an outcome. It is obtained by computing the
distribution/histogram of the EEG signal. This concept of entropy can be
extended to other forms of information extracted from the EEG epoch,
for example frequency spectrum, singular values of the embedding matrix
using singular value decomposition algorithm and the Fisher information.
The usability of these features has been previously validated in number of
previous studies on neonatal seizure detection (Gotman et al. 1997, Greene
et al. 2008, Temko et al. 2011a, Thomas et al. 2010), adult seizure detection
(Faul et al. 2009) and neurological outcome prediction (Doyle et al. 2010). This
set of simple features provide a detailed picture of the signal statistics required
for the neonatal seizure detection problem. The extracted feature vectors are
then fed to the classification stage.
Further details about each feature is beyond the scope of this thesis and can
be studied in (Thomas 2011).
4.5.2 Classification
In this study, three classifier configurations; GDTW-SVM only, Static SVM with
RBF kernel only and lastly fusion of both classifiers have been investigated to
get insight and compare performance obtained by each system. Here, only the
working of the fusion based system will be described. The construction and
working of the individual classifiers is the same, except their outputs are not
fused after classification.
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Table 4.2: Short-term features used in this study.
Domain Features
Frequency
• Total power
• Peak frequency
• Spectral edge frequency
• Power in 2 Hz width sub-bands((0-2Hz), (1-
3Hz),. . . ,(10-12Hz))
• Normalized power in subbands
• Wavelet energy
Time
• Non-linear line length
• Number of maxima and minima
• Root mean squared amplitude
• Hjorth parameters
• Zero crossings (raw epoch, ∆, ∆∆)
• Autoregressive modelling error (model order (1-
9))
• Skewness
• Kurtosis
• Non-linear energy
• Variance (∆ and ∆∆)
Information Theory
• Shannon entropy
• Singular value decomposition entropy
• Fisher information
• Spectral entropy
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The fusion based classification uses two separate classifiers, a static-SVM
based classifier and a sequential GDTW-SVM based classifier. The input stream
of the feature vectors is duplicated to feed to each individual classifier. Each
channel is classified separately. The static classifier processes a single feature
vector at a time. A Gaussian RBF kernel is used inside the static-SVM classifier.
In the case of the sequential GDTW-SVM based classifier, sequences of 15
feature vectors are created. This corresponds to an EEG signal of 64s. These
sequences are then classified by the sequential classifier. A shift of one epoch
is used to make the next sequence. Hence the output of both classifiers remain
synchronized to fuse them at a later stage.
4.5.3 Post-processing
The output of each classifier is in the form of SVM distance. These distances
are then converted into posterior probabilities using a sigmoid function
P (y = 1|fsvm(x)) = 11 + exp(Afsvm(x) +B) (4.6)
Here d is the SVM distance to the separating hyperplane, A and B are the pa-
rameters of the sigmoid function estimated on the training dataset using the
method described in (Platt 1999). The probabilistic outputs from both classi-
fiers are fused together using a simple averaging function. The same process
is repeated for all the channels. The effects of this step can be seen in Figure
4.10. The fused probabilistic outputs from each channel is then combined by
applying a MAX operator. This process is similar to the way seizures are clini-
cally annotated; if a seizure event is found in one channel then the whole epoch
is marked as seizure. A moving average filter (MAF) is applied to this MAXed
single probabilistic stream. The output from this stage is then compared to a
threshold and then a binary decision is made i.e. 0: non-seizure and 1: seizure.
To present the performance of the system the threshold is gradually varied from
0 to 1. If a seizure is detected, the decision is extended to either side using the
collar technique similar to the one used in (Temko et al. 2011a).
4.5.4 Performance Assessment
In order to assess the performance of the proposed system on continuous
recordings (Dataset II), a LOO patient cross validation was used. The classifi-
cation model is created using the training data of 16 patients and the resulting
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Figure 4.10: Effects of different post processing steps. (a) The raw output of the
SVM classifier. (b) The raw outputs of Static-SVM and GDTW-SVM converted
to probability using the sigmoid function. (c) Fusion of the probabilities of both
classifiers in channel 8 and channel 3. It can be seen that the encircled seizure
event is not completely present in channel 8. (d) Therefore a MAX operation
is performed on all the channels. (e) The smoothed probabilities after a 9-tap
moving average filter is applied. (f) The binary output resulting from applying a
threshold of 0.8 to the filtered probabilities of seizure. (g) The collar operation
is performed on the detected seizure events which increases the duration of
all seizures on either sides by 7 epochs (h) The neurphysiologist annotations,
where 1 indicates seizure.
model is then tested on the remaining one unseen patient’s recording. It is well
known that LOO provides the most unbiased assessment of the system perfor-
mance to match real-life scenarios. For the purpose of reporting and comparing
the performance of the system, two types of metrics are used: 1) epoch based
sensitivity, specificity and precision, 2) Event based Good detection Rate (GDR)
at the expense of False detections per hour (FD/h).
The binary decisions produced by the system are compared to the overall
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global annotations (ground truth) and then can be assigned one of the four
labels using the confusion matrix shown in Figure 4.11; True Positive (TP),
False Positive (FP), True Negative (TN) and False Negative (FN) as shown in
Figure 4.12a. The epoch based metrics are then calculated as follows.
Figure 4.11: Confusion matrix.
Figure 4.12: Method of calculating epoch and event based metrics.
Sensitivity is the percentage of correctly identified seizure epochs and can
be represented as
Sesitivity =
∑
TP∑
TP +∑FN × 100% (4.7)
Specificity is the percentage of correctly detected non-seizure epochs.
Specificity =
∑
TN∑
TN +∑FP × 100% (4.8)
Precision is defined as the percentage of identified seizure epochs that are cor-
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rect.
Precision =
∑
TP∑
TP +∑FP × 100% (4.9)
The area under the Receiver Operating Characteristic (ROC) curve is re-
ported by computing the sensitivity and specificity at different thresholds ap-
plied on the final probability. The threshold is gradually increased from 0 to 1.
Moreover, for the automated system to be of any clinical significance, the speci-
ficity needs to be very high. Therefore ROC90 is also reported, as adopted by
our earlier studies (Temko et al. 2013). ROC90 is the area under the ROC curve
where specificity is greater than 90%. A disadvantage of the ROC curve is its
insensitivity to the amount of data in each class (Davis & Goadrich 2006) which
is usually the case in seizure detection problem where non-seizure epochs are
significantly greater in number as compared to seizure epochs. Therefore, the
Precision-Recall/sensitivity (PR) curve is also reported which better represents
the capability of a classifier to detect seizure events taking into account the
amount of non-seizure data present in a particular recording.
The events based metrics allow for the assessment of the system’s perfor-
mance from the perspective of the number of detected individual seizure events.
It could happen that system achieves a very high ROC areas because the testing
data contains many longer seizures. However, it will not reflect on the system’s
ability to detect individual events, especially shorter seizure events. In this work
the good detection rate is reported which is the percentage of detected seizure
events at the cost of false detections per hour.
The same criteria of LOO patient cross validation was used in the case of
Dataset I of short seizure and non-seizure sequences. This means that seizure
and non-seizure sequences of the 15 patients were first used to train the system
and a model was created. This trained model is then tested on the sequences of
the remaining unseen patient. The output of the GDTW-SVM is a single proba-
bilistic value for each sequence, whereas static-SVM produced 15 probabilistic
values, one for each epoch which are then averaged to get a single probability
value for each sequence. The ROC and PR curves are then obtained using the
similar method of thresholding as mentioned above. As each probabilistic value
represents an event itself, therefore no separate event based metric is reported
in this case. All of the above mentioned configurations (non-seizure number,
LOO and seizure sequence completion) were adopted to keep the testing pro-
cedure close to the real scenarios.
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4.5.5 Model Selection
There are two SVM parameters that need to be tuned according to the nature
of the data it is presented with; the kernel parameter σ and the generalization
parameter C. The static classifier uses a radial basis function kernel inside
the SVM and a five fold internal cross validation was performed to tune the
parameters (Temko et al. 2011a). Data of 16 patients was used to train the
classifier. To get the training examples of the seizure class, 2 minute seizure
events from each patient were annotated along with the channel information.
In order to find the best parameters for the GDTW-based SVM a 3-fold cross
validation is applied on the training data. It was empirically observed that the
kernel parameter for GDTW-based SVM did not significantly change so a smal-
ler number of folds were used for it. Sequences of seizure and non-seizure
classes were created by concatenating 15 consecutive feature vectors. It should
be noted that the sequentiality of feature vectors in a single sequence was not
altered or randomized. Hence, each sequence of feature vector was represen-
tative of a 64s EEG signal in time. The sequence length was fixed for both
seizure and non-seizure classes. In cases where a seizure was less than 15 fea-
ture vectors, then the neighbouring non-seizure epochs were padded on both
sides. Moreover, the choice of a 15 feature vector length sequences was moti-
vated by the fact, that the duration of most seizures is around 1 minute. Figure
4.13 shows the histogram of number of seizures and their respective lengths in
our dataset. It can be seen clearly that most of the seizure’s length is around 10
to 15 epochs.
4.5.6 Software Implementation
The above mentioned neonatal seizure detection system’s main algorithm from
feature extraction to post-processing was implemented in MATLAB. For classifi-
cation, the SVM light version 6.02 implementation was used which is available
for free from http://svmlight.joachims.org/. This SVM library is written in the ’C’
language by Thorsten Joachims, Cornell University (Joachims 1999). A small
part of this library was rewritten in ’C’ in this work to allow sequence classifica-
tion using GDTW kernel.
A typical training cycle for Dataset 2 with data of 16 patients using static-
SVM and RBF kernel took 2-3 hours whereas it took around 12 hours to com-
plete the same training cycle with GDTW-based SVM. The bottleneck was the
kernel computation time. The testing phase was dependant on the recording
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Figure 4.13: Histogram showing the length of seizures in the dataset.
length. The GDTW based classifier took an average 5 times more time during
testing the unseen recordings. The machine used for these experiments was In-
tel Xeon E5345 with a processing power of 2.33GHz and 8GB of RAM memory.
4.6 Performance on Dataset 1 (Short seizures clas-
sification)
The main motivation of the developed system was to increase the detection rate
of short seizures. Therefore the proposed system is first tested on the dataset of
short seizures only.
The mean ROC and PR curves of static, sequential and fusion based classi-
fiers are shown in Figure 4.14. It can be seen that both static and sequential
classifiers performed differently on the ROC curve in Figure 4.14a. The GDTW-
SVM classified more seizure sequences in the lower specificity region whereas
the performance of the static classifier was better in the higher specificity re-
gion. This fact is quantified by ROC90 metric which is lower for GDTW-SVM
(36.8%) as compared to static-SVM (41.1%). It is also evident from the PR
curves that although the GDTW-SVM classified more seizure sequences, its pre-
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cision was however lower than the static-SVM and therefore is more prone to
false alarms. Overall, GDTW-SVM achieved slightly higher ROC area of 81.9%
as compared to 80.8% by the static-SVM. A significant increase of 14.2% in
ROC90 and 5.32% in the ROC area is obtained over the individual static-SVM
method, when both classifier’s outputs are fused using the averaging operation.
It can be seen that the output of the fusion based classifier takes advantage
of the complementary behaviour and pushes the ROC curve towards the ideal
point (100,100) on the ROC graph. Moreover, improvement in the precision at
higher sensitivity values using the fusion approach can also be seen in the PR
curves in Figure 4.14b. The results on the individual patients performance are
shown in Table 4.3. The GDTW-SVM achieved higher mean ROC and PR areas
for 9/16 and 8/16 patients respectively. It can be seen that no single classifier
is better for all the patients. However, the fusion based system beats the indi-
vidual classifiers performance for 11/16 patients. Furthermore, it increases the
precision for most of the high density short seizure patients i.e. {3,7,12,16}.
From the above presented results it can be deduced that both static and
sequential classifiers provide complementary information and it is clear from
the results that fusion of both techniques increases the detection rate of the
shorter seizures while keeping down the number of false alarms.
4.7 Performance on Dataset 2 (Continuous record-
ings)
In this section the performance of the classifiers obtained on the continuous
recordings of 17 patients (as described in Table 4.1) is presented. The use
of post processing methods on the probabilistic output of the classifiers does
not allow us to observe the real behaviour of a classifier. Therefore, the raw
performance of each classifier will be described first and then the performance
of the proposed fusion based system with the post processing stage (MA filter
and collar) will be presented.
The ROC curves obtained from the individual and the fusion of both classi-
fier’s raw outputs are shown in Figure 4.15. It can be seen that the GDTW-SVM
outperforms the static-SVM in terms of epoch based metrics. The GDTW-SVM
based system achieves an ROC90 area of 71.9% as compared to 69.8% attained
by the static classifier. Moreover, the fusion of the raw probabilities yields the
highest ROC90 area of 75.2%.
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(a) ROC curves: The AUCs are Static-SVM=80.8%, GDTW-SVM=81.9% and Fu-
sion=86.1%. ROC90 are Static-SVM=41.1%, GDTW-SVM=36.8% and Fusion=55.3%.
(b) PR curves: The AUCs are Static-SVM=47.6%, GDTW-SVM=46.3% and Fu-
sion=59.7%.
Figure 4.14: ROC and PR curves of different classifier combinations for classi-
fying the short seizures.
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Table 4.3: Per patient results of different classifiers combinations for classifying
the short seizures.
Pat.
ID
# of
Seizures
ROC Area (%) PR Area (%)
SVM-
static
GDTW-
SVM
Fusion
SVM-
static
GDTW-
SVM
Fusion
1 5 87.1 88.4 95.6 51.7 27.0 67.1
3 83 86.9 80.9 89.0 50.7 52.0 63.5
4 10 95.9 91.1 100 57.8 82.4 100
5 7 63.5 82.8 79.8 48.8 13.7 40.6
6 16 91.1 95.5 97.3 90.9 72.1 93.2
7 42 94.4 97.5 99.3 82.6 61.8 95.2
8 2 100 97.2 100 87.5 100 100
9 32 89.6 71.8 84.8 16.8 56.6 40.3
10 14 57.9 61.5 61.3 13.8 20.8 25.4
11 16 80.5 92.0 93.4 43.5 28.4 54.4
12 46 86.8 87.7 93.7 51.9 50.8 74.9
13 5 84.1 91.2 94.0 62.3 23.6 63.9
14 3 40.7 70.4 67.9 15.6 7.7 13.3
15 45 77.4 59.5 70.3 12.2 38.6 21.5
16 57 78.6 73.5 79.1 32.5 35.6 40.5
17 9 78.3 69.4 72.7 42.2 69.1 61.3
Total 392
Mean 80.8 81.9 86.1 47.6 46.3 59.7
* The underlined values shows the higher value among Static-SVM and
GDTW-SVM. The bolded values show the highest value among Static-
SVM, GDTW-SVM and fusion based classifier.
Figure 4.16 shows the PR curves of the classifiers. The GDTW-based system
achieved higher PR area of 79.6% as compared to 77.9% of the static-SVM
based system. Moreover, the fusion of the both classifier’s probabilities provided
a further increase of 3% in the PR area.
Performance of the classifiers using event based metric is presented in Figure
4.17. Although individually, GDTW-SVM based classifier performed better in
epoch based metrics, it however did not achieve higher detection rate in event
based metric. For example, given a threshold of 0.5 FD/h, the GDTW based
classifier detected 69% of the total seizure events as compared to 73% detected
by the static-SVM. However, the fusion of both classifiers significantly increased
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Figure 4.15: ROC curves with highlighted ROC90 area without post-processing.
AUC: RBF-SVM=69.8%, GDTW-SVM=71.9%, Fusion=75.2%
Figure 4.16: Precision-Recall curves without post-processing. AUC: RBF-
SVM=77.9%, GDTW-SVM=79.6%, Fusion=82.7%
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Figure 4.17: Good detection rate at the expense of false detections per hour of
the system without post-processing.
the detection rate to 82% at 0.5 FD/h. This improvement using fusion of two
classifiers indicates that although the detection rate of the GDTW-SVM classifier
is low, it however detected events which were unique to the static SVM.
In order to get a better insight on this complementary behaviour, the de-
tections of both classifiers were further examined. Table 4.4 presents the mean
percentage of unique seizure events detected by the either classifier at 0.5 FD/h.
The GDTW-SVM detected 58.5% of total seizure events, of which 15.5% were
unique to the events detected by the static-SVM system. Whereas the static-
SVM detected 68.2% of total seizure events, of which 25% were unique new
event detections as compare to the GDTW-SVM. With the fusion of both sys-
tems, the total detection rate substantially increases to 83.2%. Moreover, the
fusion system detected all the events that were produced uniquely by the indi-
vidual classifiers.
Table 4.4: Percentage of detected events unique to other classifier.
Unique decisions to (%)
Detected events (%) Static-SVM GDTW-SVM
GDTW-SVM 58.5 15.4 0
Static-SVM 68.2 0 25
Fusion 83.2 17.4 24.9
* The threshold was set at 0.5FD/h
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The results of the current system are also compared to the system using
post processing stage as described in (Temko et al. 2011a). A MAF and collar
was applied on the fusion based system’s output. The length of MAF and collar
for this system were chosen to maximize the ROC90 and PR areas. Figure
4.18 shows the effect of different values of MAF and collar on the system’s
performance. It can be seen that MAF of 9 epochs (40 seconds) and a collar of
7 epochs (32 seconds) resulted in best ROC90 and PR areas. For the static-SVM,
a MAF of 15 epochs and a collar of 7 epochs was used. These parameters for
static-SVM were chosen in (Temko et al. 2011b) and were reported to give best
performance.
With the addition of a post-processing stage, both systems achieved an
ROC90 area of 82.6%. The PR area for the fusion based system and the static-
SVM with post-processing was 88.8% and 88.7% respectively. Although the
presented fusion approach achieved similar performance to static-SVM as pro-
posed in (Temko et al. 2011a) on epoch based metrics, it did however improve
the event based metric and managed to achieve slightly higher detection rate at
the cost of significantly lower false detections per hour. It can be seen in Figure
4.19 that the system detects 65% seizures at no false detections which is an 6%
improvement from the previous system. The proposed system achieves 82.6%
GDR at 0.25 FD/h which means it correctly detects 39 more seizure events as
compared to the static-SVM based system of (Temko et al. 2011a). The pro-
posed system correctly detects 90% of the seizure events at 1 FD/h. There
is no significant improvement in GDR after 1 FD/h. It was argued in (Temko
et al. 2011b) that the performance of event based metrics for any system can be
easily improved by increasing the collar length. Therefore it is necessary to also
present the Mean False Detection Duration (MFDD). As the GDTW based sys-
tem processes a sequence of 15 epochs so it may be expected that MFDD of the
proposed approach will be increased. However, it can be seen that the MFDD of
the proposed approach remains similar to the system described in (Temko et al.
2011b).
Table 4.5 shows the comparison of the static-SVM and the fusion based
system performances (with/without post-processing) for each iteration of the
LOO’s unseen patient. The GDTW-SVM based system outperforms the static-
SVM in ROC90 and PR areas in 11/17 and 10/17 patients respectively when
no post-processing was used. The fusion-based system without post processing
gets higher ROC90 and PR areas for 12/17 and 13/17 patients. In terms of
GDR, although the overall performance using the proposed system, is signifi-
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(a) ROC90 area
(b) PR area
Figure 4.18: Effect of MAF and collar on ROC90 and PR area.
cantly improved however it is not consistent over all the patients. Specifically,
8/17 patient’s GDR improves while the GDR of 6 patients was decreased. In par-
ticular, the GDR was poor in two patients (3,9) where the density of seizures
was very high in the recordings. This could be due to the fact that GDTW-SVM
based system is more conservative towards detecting seizures whereas its good
performance in other patients may be attributed to its lower false alarm rate.
Therefore if the presence of seizures is very high in a recording then the GDR
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Figure 4.19: Good detection rate of the systems at the expense of false detec-
tions per hour with the post-processing stage. The text indicate the MFDD in
minutes.
could be decreased using the proposed approach.
Overall the fusion based system had positive impact and the mean GDR was
increased to 78.7% at 0.25 FD/h. Similarly, the statistics of per patient per-
formance remains the same for the systems where post processing techniques
were used.
As the main motivation of the proposed technique was to improve the de-
tection of short seizure events therefore it is important to see how the system
performed on the different lengths of seizures. Figure 4.20 shows a compari-
son of the percentage of detected seizures with/without fusion of two classifiers
(using MAF and collar) at a stringent 0.25 FD/h. Seizures are categorized ac-
cording to their lengths. It can be seen that the proposed fusion based system
improved the detection rate in all categories. Most importantly, there was a 12%
improvement in the detection of short seizures of length less than 1 minute is
achieved which were previously being missed by the static-SVM based system.
The proposed system also detected 9% more seizures of lengths between 1-2
minutes.
4.8 Conclusions
This chapter presented an approach to exploit the temporal and contextual in-
formation in the neonatal seizures and background EEG. A DTW based kernel
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Figure 4.20: Percentage of seizures detected according to their lengths with
FD/h < 0.25. Number of seizures in each group are 156, 223, 253, 189 respec-
tively.
function is used which enabled the SVM to process the sequences of short term
feature vectors extracted from 8s EEG epoch. A patient-independent neonatal
seizure detection system based on the combination of a static (static-SVM) and
a sequential (GDTW-SVM) classifier was thus proposed. Results indicate that
the fusion of the output of both classifier leads to significant improvement in
both epoch and event based metrics. The proposed fusion based system was
also tested with a post-processing stage proposed in (Temko et al. 2011a). The
performance was compared to the static-SVM with the same post-processing
stage. The results show promising improvement in the detection rate of the
seizures at significantly low false detections per hour. Particularly, the system
increased the detection rate of short seizure events of less than 1 minute by
12%. However, it is expected that this improvement can be accentuated with
better post-processing methods tailored to the proposed fusion based method.
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Chapter 5
Grading HIE Severity using
Neonatal EEG
This chapter will describe the methods for the automated classification of the
Hypoxic-Ischemic Encephalopathy (HIE) injury into four grades of severity using
EEG. A cross disciplinary method is applied that uses the sequences of short-term
features of EEG to grade an hour long recording. Specifically, it will present the su-
pervector kernel approach employed for this task. Novel post-processing techniques
are proposed based on majority voting and probabilistic methods. The proposed
system is validated with one-hour-long EEG recordings from 54 full term neonates
5.1 Hypoxic-Ischemic Encephalopathy (HIE)
HIE is a common cause of neonatal death and long-term neurological disability
with reported incidences of 3-5 per 1000 births (Volpe 2008). Perinatal as-
phyxia occurs when there is a lack of oxygen (hypoxia) and decreased blood
supply (ischemia) to the neonatal brain around the time of birth (Berger &
Garnier 1999). If this is prolonged, hypoxic-ischemic encephalopathy devel-
ops. The treatment involves cooling the infant to a body temperature of be-
tween 33-34◦C for 72 hours without interruption (Azzopardi et al. 2009) - this
is called therapeutic hypothermia. However to be effective, it must be com-
menced within 6 hours of delivery. In this narrow window of time the popu-
lation of neonates who would benefit from treatment (those with moderate or
severe encephalopathy) must be accurately identified.
In clinical practice, the EEG is visually analysed to grade the severity of HIE.
Mostly, the HIE is classified into four main grades (Murray et al. 2009) as shown
in Figure 5.1. Some of the main features inspected are the inter-burst-interval
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(IBI), sleep-wake cycling, amplitude and the discontinuity of the background
EEG (Boylan et al. 2008). However, grading HIE using the EEG requires the
presence of a highly qualified neurophysiologist. This expertise is not widely
available particularly around the clock in a typical busy Neonatal Intensive Care
Unit (NICU), and hence an automated system for grading HIE could be of great
help for medical staff.
Figure 5.1: Ideal examples of EEG waveforms in 4 grades of HIE. (a) mild
abnormalities (b) moderate abnormalities, (c) major abnormalities, (d) severe
HIE /inactive
5.2 Related work and the basis of the proposed
system
Automatic grading of HIE using EEG is a relatively new area. Some of the
earlier studies, to assess the HIE grade using EEG, were focused on developing
quantitative features. The goal of such studies was to identify, using statistical
tests of significance, the key features that can either help to distinguish different
grades of HIE or predict the outcome of HIE injury at a later age. Various
methods were used to analyze these features such as linear regression analysis
or classification trees (Ambalavanan et al. 2006, Korotchikova et al. 2011).
Some ideal examples of HIE grades is shown in Figure 5.1. As can be seen,
the HIE-EEG exhibits various patterns, some of which may be similar across HIE
grades; it is the inter-pattern variability or the way such patterns occur over the
EEG recording which helps to characterize its grade. Moreover, these patterns
are not always as obvious as shown in Figure 5.1. For example as shown in
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Figure 5.2a, the amplitude of the EEG in channel F4-C4 is very low in a Grade 1
recording whereas channel T4-C4 is corrupted with artifacts. Grade 2 recording
in Figure 5.2b does not have a clear burst suppression pattern. In Figure 5.2c,
although there is a burst suppression pattern present, bursts are more stretched
out. And lastly, a grade 4 recording in Figure 5.2d is modulated by a slow
wave. Thus, grading the background EEG requires an amount of data that is
large enough to capture the slower time scale components and the classification
approach needs to be robust enough to comprehend different kinds of patterns
appearing in the background EEG to discriminate between the HIE grades.
In a study by Stevenson et al. (2013), the EEG was first segmented into 64
second epochs. A non-linear amplitude modulated signal model was assumed
to describe the EEG over this duration. Using time-frequency analysis, the EEG
signal was decomposed into its amplitude modulated and instantaneous fre-
quency components. Basic statistics (mean, standard deviation, skewness and
kurtosis) of these components over the 64 second window were used as the key
features to characterize the EEG. A multiclass linear discriminant classifier was
then used to assign HIE grade to an one hour EEG recording.
In a more recent study, Matic et al. (2014) proposed a tensor-based ap-
proach in which continuous EEG was first adaptively segmented and short-term
quantized features were extracted. These features were then subsequently used
to create a 3D model of a specific grade referred to as the tensor. Features ex-
tracted from this model were then fed to a multiclass classifier for classification.
The work presented in this study takes a different approach. First a set of
short-term features are extracted from 8 second EEG epochs on which station-
arity can be assumed. The sequence of short-term feature vectors is used to
extract statistical model based long-term features. A multi-class classifier based
on the support vector machine (SVM) is then used to exploit this information
and classify these sequences into one of the four grades. Figure 5.3 shows
an overview of this process. This approach combines a generative statistical
modeling technique known as the Gaussian mixture model (GMM) with the
discriminative SVM and is known as the supervector approach (Campbell et al.
2006). This method has previously shown promising results in many pattern
recognition areas where similarly a decision has to be made over a long data
segment and where the statistical feature distribution within a segment is more
important than the sequentiality of the data (Hu et al. 2007, You et al. 2009,
Zhuang et al. 2010).
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5.2 Related work and the basis of the proposed
system
(a) Grade 1
(b) Grade 2
(c) Grade 3
(d) Grade 4
Figure 5.2: Representative examples of EEG of different grades of HIE
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Figure 5.3: Overview of the GMM-supervector based HIE-EEG grading system
5.3 Dataset
Continuous video-EEG was recorded in 54 full term neonates using a Nico-
letOne EEG system in the NICU of Cork University Maternity Hospital, Cork,
Ireland. The EEG recordings were started within 6 hours of birth and contin-
ued for 24-72 hours to monitor the evolution of the developing encephalopathy
and for seizure surveillance. The neonates in this cohort were not treated with
therapeutic hypothermia. The standard protocol for EEG recording in the NICU
required the following 9 active electrodes: T4, T3, O1, O2, F4, F3, C4, C3,
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Table 5.1: HIE Grades
Grade Description
0 Normal: Continuous background pattern with normal physiologic
features e.g. anterior slow waves
1 Mild abnormalities: Continuous background pattern with mild
asymmetric patterns, mild voltage depression or poorly defined
sleep wave cycles
2 Moderate abnormalities: Discontinuous activity with IBI ≤ 10s,
no clear sleep wake cycling, clear asymmetry or asynchrony
3 Major abnormalities: Discontinuous activity with IBI 10-60s, se-
vere fading background patterns no sleep wake cycling
4 Inactive: Background activity of ≤ 10µV or severe discontinuity
of IBI ≥ 60s
and Cz. The following 8 EEG bipolar pairs were used to annotate the data:
F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz, Cz-C3 and C3 - T3. Segments of
EEG data of approximately one hour in length were selected from each neonate
at different time points in the EEG recordings. These segments had the con-
tinuous presence of a specific HIE grade and were free of seizures and major
movement artefacts (amplitude higher than 250µV lasting 3 seconds). Two
independent EEGers annotated each segment into one of the four HIE grades
using the guidelines defined in (Murray et al. 2009) and summarized in Table
5.1. This grading criteria was specifically developed for full-term neonates with
HIE. The same dataset has previously been used in (Stevenson et al. 2013) and
thus a direct comparison of the results is possible.
5.4 Automated system for grading HIE severity
An overview of the complete system is shown in the Figure 5.3. The raw EEG
is first pre-processed and segmented into epochs. Short-term features are ex-
tracted from these EEG epochs. The feature vectors are then combined into
sequences. The statistical model-based long-term features are extracted from
the sequences and then fed to the classifier. The decisions are post processed to
form the final HIE grade.
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5.4.1 Preprocessing and Short-Term Feature Extraction
The EEG from each channel is down-sampled from 256Hz to 32Hz with an
anti-aliasing filter set at 12.8Hz. The down-sampled and filtered EEG is then
segmented into 8s epochs with 50% overlap. A total of 55 short-term features
outlined in Table 5.2, are extracted from each EEG epoch. This feature set
provides a generic EEG description, which is computed from the frequency, time
and information theory domains. Moreover, Table 5.2 also shows this features-
set categorized into 3 overlapping groups depending on the type of information
they capture from the EEG signal (spectral, structural and energy) following
the approach previously developed in this research group (Faul et al. 2009).
The discriminative capability of these features for EEG has been discussed
in previous work on neonatal seizure detection (Gotman et al. 1997, Greene
et al. 2008, Temko et al. 2011, Thomas et al. 2010), adult seizure detection
(Faul et al. 2009), and neurological outcome prediction (Doyle et al. 2010).
The frequency domain features were limited up to 12 Hz as it was noted that
there was very little power in the EEG signal in the frequency bands after 13
Hz. In a separate study (Stevenson et al. 2013), the features up to 64Hz were
used and it was observed that this frequency range was prone to the effects of
artifacts in the EEG signal which degraded the performance. Figure 5.4 shows
the behavior of each feature given a segment of EEG from each grade. It can be
seen that the frequency domain feature values gradually decrease from grade
1 to 4, indicating that the brain becomes less active as HIE injury develops
to a higher grade. Similarly, time and information domain features also show
significant change with changing grade of HIE. This set of simple features is
therefore regarded as a generic descriptor of short EEG epochs.
5.4.2 Long-Term Feature Extraction
An overview of long-term feature extraction is shown in Figure 5.5. A generic
statistical model of EEG background activity, referred to as the Universal Back-
ground Model (UBM), is first created from short-term features as a weighted
mixture of Gaussians. The sequence of short-term feature vectors is then used
to adapt the UBM parameters and a new model is created. The parameters
of this new model, called the supervector, indicate how much the constituent
Gaussian components of the UBM were shifted by this sequence. The supervec-
tor is then fed to the discriminative classifier. Details of the GMM, UBM and
supervector creation are given below.
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Table 5.2: Short-term features used in this study. There are three overlapping
feature groups indicated by the superscript: Spectral 1, Energy 2, Structural 3
Domain Features
Frequency
• Total power1,2
• Peak frequency1
• Spectral edge frequency1
• Power in 2 Hz width sub-bands((0-2Hz), (1-
3Hz),... ,(10-12Hz))1
• Normalized power in subbands1
• Wavelet energy1
Time
• Non-linear line length1,2
• Number of maxima and minima1
• Root mean squared amplitude2
• Hjorth parameters2
• Zero crossings (raw epoch, ∆, ∆∆)1
• Autoregressive modelling error (model order (1-
9))3
• Skewness3
• Kurtosis3
• Non-linear energy1,2
• Variance (∆ and ∆∆)1,2
Information Theory
• Shanon entropy3
• Singular value decomposition3
• Fisher information3
• Spectral entropy1,3
I. Gaussian Mixture Model:
The GMM is a probabilistic model which assumes that the data represent-
ing the feature space can be modelled using a finite number of Gaussian
distributions (Reynolds 2009). It is represented as a Probability Density
Function (PDF), which is a weighted sum of M Gaussian components
p(x) =
M∑
j=1
wj g(x|mj,Σj). (5.1)
Here x is a feature vector of n dimensions, wj, j = 1, . . . M are the mix-
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Figure 5.4: Examples of sequences of different grades of HIE EEG and their
respective effect on the features from different domains. (For each example, the
features from a sequence of 20 epochs (80 sec) averaged and then normazlized
to 0-1 range.)
Figure 5.5: The process of creating supervectors from long-term sequences
ture weights and g(x|mj,Σj) are the component densities. Each Gaussian
component is a n dimensional Gaussian function described as
g(x|mj,Σj) = 1(2pi)n2 |Σj| 12
exp
− 12(x−mj)TΣ−1j (x−mj)
 (5.2)
where mj is the mean and Σj is the covariance matrix of the jth Gaussian
component. During training, the parameters, wj,mj and Σj are optimised
iteratively via the Expectation Maximization (EM) algorithm (Dempster
et al. 1977) in order to maximize the log-likelihood of the model to the
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input feature space. Figure 5.6 illustrates a probability density plot of a
GMM of 4 components created using two features (AR modeling error and
non-linear line length) over all available HIE-EEG data. The projection of
the probability densities is shown below as a heatmap. The peaks show
the Gaussian components of the GMM and the height of the peaks repre-
sent the weight of the component, which in turn represents the density of
data of that component.
The GMM can be thought of as an advanced form of the k-means cluster-
ing method which also encompasses the information about the distribu-
tion of features using the covariance matrix.
Figure 5.6: Probability density plot of a Gaussian mixture model of 4 compo-
nents using 2 features (non-linear line length, AR modeling error (order 1))
over all HIE-EEG data.
II. The Universal Background Model (UBM):
Grading the HIE-EEG not only requires detecting a wide range of brain
activities but also tracking the evolution of these activities in time. To
achieve this, a general model called the UBM is created, to represent all
the classes and background activities of the EEG without taking into ac-
count the class labels. The concept of the UBM evolved out of the speaker
identification area where it was used to create a general model of human
speech (Reynolds et al. 2000). Similarly it is used here to create a general
model of neonatal EEG.
The UBM is generated by pooling the EEG data of all the grades and then
training a GMM using the EM algorithm. The main advantage of using
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a UBM is that this model represents the complete diversity of EEG activ-
ities across all HIE grades including artefacts that would not have been
modelled otherwise. Specifically, the UBM allows for the control of the
activity that would have been unseen if the model of a particular grade
was trained directly using the data of this grade. Additionally, the UBM
compensates for the lack of training data available for direct training of
individual GMMs for each HIE grade.
The core of the developed automated HIE grading system is the UBM
model. The short-term feature vectors used to create the UBM are stan-
dardized to have zero mean and unit variance. The Principal Component
Analysis (PCA) transformation is applied to de-correlate the short-term
features. PCA transforms the original set of features (possibly correlated)
to another feature subspace of linearly uncorrelated variables called the
principal components. The method works in a way that the maximum
variance of the original space is along the first principal component. The
next components will be orthogonal and have less variance to the ones
preceding them. The consequent vectors are hence uncorrelated. This
allows a diagonal covariance matrix to be used in the GMM. Both the
de-correlation and dimensionality reduction are considered conventional
techniques of feature preprocessing for the GMM as they simplify the PDF
estimation problem (Reynolds et al. 2000).
Two configurations for the UBM creation were tested; number of Gaussian
components {4, 8, 16, 32, 64} and percentage of energy retained of the
original feature space after PCA transformation {97, 98, 99, 100}%. Best
performance was obtained with 4 Gaussian components and 98% of the
cumulative energy of the original space. It was observed empirically that
using more Gaussian components did not improve the results due to the
limited amount of data. Additionally, 98% of the cumulative energy of the
original space is retained, reducing the original 55 dimensional feature
space to an average of 23 dimensions.
III. UBM Adaptation, Supervectors and SVM kernel:
The long-term features are extracted through the process of UBM adapta-
tion. Once the UBM is trained, any sequence of short-term feature vectors
can then be converted to a vector of long-term features. The maximum
a-posteriori (MAP) adaptation technique (Gauvain & Lee 1994, Reynolds
2009) is used to adapt the parameters of the UBM.
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Given a UBM and a set of N feature vectors (sequence) X =
{x1,x2, · · · ,xN}, a new GMM model is created by adapting the means mj
of the UBM by MAP adaptation. A GMM supervector v = [mˆ1, · · · , mˆM ]T ,
is then created by concatenating all the means of the new adapted model.
The process of UBM adaptation is illustrated in Figure 5.7. The top plane
in each sub plot shows the 2D heatmap of a UBM created from the data
of all the four grades using two features, non-linear line length and the
Auto-Regressive (AR) modeling error (order 1). The bottom plane shows
the adapted model of each individual grade. It can be seen that the means
(center vectors) of the constituent Gaussian component of the UBM move
towards the distribution of the data of the particular grade. This informa-
tion from the long EEG sequences can now be used by a discriminative
classifier to identify the EEG grade. In order to make this information
useable for a discriminative classifier, it should be transformed into a fea-
ture vector. The Supervector approach creates a long-term feature vector
by concatenating the means of the constituent Gaussians (Figure 5.5). In
this work SVM is used as a classifier to classify the supervectors.
SVM is a binary classifier. Consider a two class problem, with a pre-
labelled training set of supervectors {(v1, y1), . . . , (vn, yn)} where yt ∈
{−1,+1}. In SVM classification a test supervector v is classified by evalu-
ating
d(v) =
∑
t∈Isv
αtytk(v, v˜t) + b (5.3)
Here there are nsv retained support vectors from the training data; v˜t
each with weight αt and associated target yt, for t ∈ Isv(the set of indices
of the nsv retained support vectors). The kernel k in the SVM can be
used to measure the similarity between two supervectors that represent
two EEG sequences. It is shown in (Campbell et al. 2006) that an inner
product between two supervectors is an upper bound of the Kullback-
Leibler divergence between the PDFs of the two sequences modelled by
a mixture of Gaussians. Thus, the SVM kernel function which yields a
measure of similarity between two supervectors v and the tth retained
support vector v˜t from training data is,
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Figure 5.7: Illustration of GMM-UBM adaptation. Top planes show the GMM
UBM, center plane shows the data of two features (Non-linear Line length, AR
modeling error (order 1)) of each specific grade. The bottom plane shows the
adapted UBM model.
K(v, v˜t) =
M∑
j=1
wj(mˆj)TΣ−1j m˜tj
=
M∑
j=1
(√
wjΣ
− 12
j mˆj
)T(√
wjΣ
− 12
j m˜tj
)
= ψT ψ˜
(5.4)
where
ψ =

√
w1Σ
− 12
1 · · · 0
... . . .
...
0 · · · √wMΣ−
1
2
M


mˆ1
...
mˆM
 = Γv (5.5)
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and
ψ˜ = Γ v˜i (5.6)
It can be seen that equation (5.4) represents the dot product between the
two supervectors scaled by a factor of Γ . Note that the scaling terms,
weight wj and covariance matrix Σj, are the same for all sequences and
can be computed beforehand. This will allow the use of a simple linear
kernel inside the SVM. In this work, sequences of 20 short-term feature
vectors without overlap are used to create one supervector. This corre-
sponds to a span of 80 seconds of the EEG signal. A similar duration of
EEG was chosen for feature extraction in (Stevenson et al. 2013).
5.4.3 Classification
Classification is a two stage process. In the first stage, a classifier model is cre-
ated using the training data. The parameters of this model are iteratively tuned
with an internal cross-validation routine. In the second stage the developed
classifier is tested on the unseen testing data.
A multiclass-SVM is used in this work to classify HIE grades. There are many
approaches reported in the literature to make the SVM a multiclass classifier
(Hsu & Lin 2002). In this study, the one-against-one approach is used. A total
of k˘(k˘ − 1)/2 SVM classifier models are required for k˘ classes. Since there
are 4 possible grades, therefore 6 separate 2-class SVM classifiers are created to
classify between each pair of grades. Two-fold cross validation over the training
data is used to find the regularization parameter C for the linear SVM which
controls the amount of errors permitted during training. In the testing phase,
the test supervectors are passed through the trained SVM model. Every channel
is classified separately. The output of the multi-class SVM for a supervector vqiˇ
extracted from the qth sequence of the iˇth channel, is a 6-dimensional vector
Zqiˇ = [Z1ˇi . . . Z6ˇi]T , which contains the winning grades produced by each of the
6 classifiers as shown in Figure 5.9. The decisions of all the sequences from all
the channels are stored in a decision matrix L ∈ RIˇ×Q , where Iˇ is the number
of channels and Q is the number of sequences in this channel.
5.4.4 Post-processing
I. One-Step Majority Voting:
Given a decision matrix L, an overall majority vote is then performed on
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Figure 5.8: The whole process of training and creating SVM models. In this
illustration, only two SVM models (1 vs 2) and (2 vs 3) are shown. However,
other models can be similarly created.
this matrix across all sequences and all channels to determine the HIE
grade for a complete EEG recording. This process is illustrated in Figure
5.9.
II. Two-step voting:
This method has two stages; in the first stage majority voting is used to
identify two winning grades, W˘1 and W˘2. In the second stage only the
decisions from the corresponding binary SVM classifier ‘SVM-(W˘1 vs W˘2)’
are selected and the final majority voting is performed on them to make
a decision. The advantage of the two-step voting is that the first step
provides a general overview of the overall decisions on an hour-long EEG
and then second stage validates the decision using the specific local expert
classifier. This can be beneficial in case there is a tie between two classes
in the first step or the difference in the number of votes of two grades is
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Figure 5.9: One-step majority voting for assigning an overall grade.
very low. An example of such a situation is shown in Figure 5.10. It can
be seen that although grade 1 has a greater number of votes in 1st step of
voting but grade 2 wins when decisions of the expert classifier ‘SVM 1 vs
2’ was used to make a final decision.
III. Probabilistic Methods:
As an alternative to making a binary decision, this study has also inves-
tigated the use of posterior probabilities derived from the SVM distances
provided by each of the classifiers in the multiclass SVM. Probabilistic
outputs are generally more intuitive to understand by the clinical staff
and have been used in many previous EEG analysis systems (Temko et al.
2011). The probabilistic information is helpful in both assigning a grade
to an individual sequence and creating a continuous probabilistic trace
of the severity of the EEG recording to be used in the clinical environ-
ment. The posterior probability of every supervector’s SVM distance can
be obtained using a sigmoid function
P
(
y = a˘|fsvm(vqiˇ)
)
= 1(
1 + exp
(
Afsvm(vqiˇ) +B
)) (5.7)
where fsvm is the distance to the separating hyperplane, A and B are
the parameters of the sigmoid function estimated on the training dataset
using the method described in (Platt 1999). Parameters A and B will be
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Figure 5.10: Two-step Majority Voting of assigning an overall grade.
different for each pair of SVM model. Figure 5.11 shows the process of
probabilistic estimation for grading HIE. The pairwise probability ra˘b˘ of a
given supervector vqiˇ from the model SVM(a˘ vs b˘) can be obtained from
Platt’s sigmoid function in equation 5.7. Then using all the ra˘b˘ provided
from the 6 classifiers in the SVM multiclass classifier, the probability U a˘
qiˇ
=
P (y = a˘|vqiˇ), a˘ = 1, . . . , k˘ , of this supervector belonging to the grade a is
calculated. Different methods have been proposed in the past to combine
the pairwise probabilities ra˘b˘ to obtain the individual class probabilities
U a˘
qiˇ
(Wu et al. 2004). In this study, the method proposed by (Price et al.
1994) is used, as it gave the best results. According to this method the
probability of a supervector vqiˇ to be from the class a˘ can be calculated as
U a˘
qiˇ
= 1∑
a˘:a˘6=b˘
1
ra˘b˘
− (k˘ − 2) (5.8)
In this case the output vector is 4-dimensional vector of probabilities Uqiˇ =
[U1
qiˇ
. . . U4
qiˇ
]T , representing the probabilities of each of the four HIE grades
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estimated from the supervector. These probabilities are averaged across
all sequences and all the channels, to get the overall grade probabilities of
each recording. The grade having the maximum probability, is assigned
to the EEG recording.
Figure 5.11: Probabilistic method of assigning the overall grade.
5.4.5 Performance Assessment
In this study, a Leave One Out (LOO) cross validation method was used to
assess the performance of the developed system. Here the system was trained
using the data from 53 recordings and the remaining one unseen recording
used to test the system. This process was repeated until each recording has
been used as a test subject. It is well known that the LOO routine produces
an almost unbiased performance assessment of the developed system and the
performance achieved with this system will be similar to that obtained over an
unseen dataset of infinite size (Vapnik & Kotz 1982). An overall mean accuracy
of the system was reported which is the ratio of correctly classified recordings to
the total number of recordings in the dataset. It should be noted that for every
iteration of the LOO validation, a new UBM is trained using the data from the
53 recordings. Moreover, in this process, PCA is first applied to reduce the
dimension of the feature space, whilst retaining 98% of the energy. On average
this leads to a reduction of the feature space from 55 to 23 (each iteration of the
LOO may result in a different dimension reduction). This PCA transformation,
determined over the pooled data, is fixed and then used in both the training
(over the 53) and testing (on the left out file) of the supervector SVM. Therefore
for each iteration of the LOO, the length of the supervector is constant, and does
not depend on the grade.
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5.4.6 Software Implementation
The above mentioned automated HIE grading system’s main algorithm was
implemented in MATLAB from feature extraction to post-processing. For
classification, the SVMperf version 3.0 was used which is available free
from https://www.cs.cornell.edu/people/tj/svm_light/svm_perf.html. Apart from
other performance enhancements as compared to SVM light this version of SVM
allows faster computation using the linear kernel. This SVM library was written
in the ’C’ language by Thorsten Joachims, Cornell University (Joachims 2005).
A typical training cycle for training the system using data of 53 recordings
took around one hour whereas testing the unseen recording claimed approxi-
mately 10-15 minutes. The machine used for these experiments was Intel Xeon
E5345 with a processing power of 2.33GHz and 8GB of RAM memory.
5.5 Results
5.5.1 Comparison with other methods
The comparison of the performance achieved by different classification ap-
proaches is presented in Table 5.3. The best overall accuracy is 87% attained by
the proposed system. The results obtained are better than the 77.8% reported
in (Stevenson et al. 2013). Moreover, in order to see the improvement in the
performance of grading the HIE-EEG using the proposed system, a compari-
son was also made with a simple (PCA+GMM) classifier which used the same
parameters and a simple SVM classifier with RBF kernel. It can be seen that ac-
curacy drops to 61% with the simple GMM method and 81% with SVM alone.
This indicates that the proposed combination of generative and discriminative
techniques can significantly improve the accuracy.
More recently an accuracy of 89% of classifying three HIE grades (without
grade 4) has been reported by (Matic et al. 2014) on a dataset of 34 neonates.
These authors have similarly extracted long-term features from a long EEG seg-
ment. In contrast to our work they combined the information from the one
hour EEG segment at the feature level. The increased accuracy is due to larger
population (47% as compared to 33% in our study) of grade 3 and 4 record-
ings which are the easiest to classify for any system. Moreover, the authors
combined the grade 3 and 4 recordings to one group (grade 3).
Table 5.4 presents the confusion matrix for the best obtained accuracy. It can
be seen that 7 out of 54 recordings were misclassified. Most confusion occurred
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Table 5.3: Comparison of the proposed method with the other techniques
Method
(Stevenson
et al. 2013)
GMM
alone
SVM
alone
Proposed
Method (GMM
supervector)
(Matic
et al.
2014)*
Overall
Accuracy
77.8% 61% 81% 87% 89%
* Separate dataset of 34 neonates
between grades 1 and 2 with four grade 2 recordings wrongly classified as
grade 1 and one grade 1 recording misclassified as grade 2. A higher accuracy
of 76% for grade 2 recordings was reported by Matic et al. (2014), compared to
71% reported in this study (Table 5). However, the accuracy of classifying mild
encephalopathy (grade 1) was found to be higher in our study, 95% compared
to 91%, presented by (Matic et al. 2014). The major cause of the decreased
accuracy of the system for classifying these grades is the similar morphology of
the EEG signals in both grades, as can be seen in Figure. 5.1. Two recordings
from grade 3 were misclassified as grade 2. All recordings of grade 4 were
correctly classified.
The last row of the confusion matrix in Table 5.4 shows the precision of the
system, which is defined as the ratio between the number of correctly assigned
decisions and the number of total decisions assigned to a specific grade. This
metric is important to see how much the system confuses a specific grade given
the data of other grades. It can be seen that the system is 100% precise for
classifying the data of grades 3 and 4, which essentially means that if the test
data is from grade 1 and 2 then the system will never classify it as grade 3 or
4. However, precision of the system for grade 2 is significantly lower than other
grades. It is interesting to note that in all the other reported automated systems
the grade 2 recordings remain the most difficult to classify and the precision has
not increased more than 77%, whereas demographics of precision and accuracy
for all the other grades is very similar. However, this is an important grade of
encephalopathy to accurately classify as the trials of therapeutic hypothermia
have shown that therapeutic hypothermia is most beneficial for neonates with
moderate encephalopathy.
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Table 5.4: Confusion Matrix of the system’s output and actual assigned grade by
the EEGer. The smaller text in brackets show the accuracy of individual grade.
Actual Grade
System’s Output
Total Incorrect
1 2 3 4
1 21(95%) 1 0 0 22 1
2 4 10(71%) 0 0 14 4
3 0 2 10(83%) 0 12 2
4 0 0 0 6(100%) 6 0
Precision(%) 84 76.9 100 100
5.5.2 Comparison of different post-processing methods
The effect of the different post processing techniques on the overall accuracy
is presented in Table 5.5. In this work, the best results were obtained with the
novel two-step voting post-processing technique. It was observed that for mis-
classified files, the actual correct grade was often the second guessed grade. In
addition, the confidence level of the wrong decision was low. This observation
led to the development of the two-step voting technique which has been vali-
dated. The proposed technique not only improved the accuracy of the system
but also the certainty of the overall decisions.
Apart from voting based methods, three different probabilistic methods were
also examined in this study. The best overall accuracy of 85.4% was obtained
using the method proposed by (Price et al. 1994). The probabilistic estimates
are straight forward for this method whereas others need internal optimizations
e.g. gradient descent to find the optimal class probability. In this work, the
optimization algorithms proposed in (Wu et al. 2004) are used. It was noted
that both of these methods were sensitive to data imbalance. As the number of
data points in each class were not same, therefore they did not achieve higher
accuracy.
5.5.3 Effect of different feature groups on the overall accu-
racy
Apart from presenting the overall accuracy of the automated system using all
the 55 features, it is important to show the importance of features contributing
towards the HIE EEG classification. However, due to many non-linear trans-
formations of the original feature space it is difficult to see the contribution
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Table 5.5: Comparison of different post processing techniques. (It must be
noted that not all the misclassifications were the same for these methods.)
Voting Probabilistic Estimation
Majority
voting
Two-step
voting
(Price
et al.
1994)
(Hastie &
Tibshirani
1998)
(Refregier
& Vallet
1991)
Overall
Accuracy
83.3% 87% 85.4% 83.3% 77.7%
of each individual feature to the overall accuracy of the system. Therefore to
work around this problem and show the importance of different features, the
original 55 features set is categorized into 3 overlapping groups depending on
the information which is captured from the EEG signal (spectral, structural and
energy as described in Table 5.2). Figure 5.12 shows the overall accuracy and
grade-wise accuracy when only one feature group was used and also when one
feature group was removed from the original set. It can be seen that when only
energy and structural feature groups are used, the accuracy of grades 3 and 4
increase whereas grade 1’s accuracy decreases. However, using only-spectral-
features increases grade 1’s accuracy while decreasing grade 3 and 4’s accuracy.
The lowest accuracy was achieved using structural features only. The last three
categories in the Figure 5.12 show the effect of removing one feature group.
The system accuracy degrades the most when structural features are removed
from the original feature set.
The spectral and energy feature groups yield the best performance when
used on their own. However, the importance of structural features is evident
when it is removed from the original set, as it decreases the overall accuracy
and particularly in grade 1 and 4. Together it shows that grade 1 and 2 have
more frequency related activity present in the EEG and therefore spectral and
structural features are the best choice. Grade 3 and 4 can be distinguished
from others by looking at the energy of the signal and thus the features from
the energy group play an important role in classifying these grades. The overall
accuracy using a pair of feature groups is higher than using only one feature
group at a time. Specifically, structural features add the most information when
combined with both spectral and energy features meaning they do not contain
sufficient information on their own for grades classification but provide vital
information in combination with others. It should be noted that the misclassifi-
cations in all these experiments were not the same.
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Figure 5.12: Contribution of each feature group to the overall and individual
grade’s accuracy.
5.5.4 Performance with the ‘unknown’ label
One of the advantages of the developed system is the availability of a confidence
measure for the produced decision. The confidence level can be extracted from
the ratio of the number of winning votes of the winning grade to the total
number of votes. Presenting the decision along with a confidence level can
be particularly useful in a clinical environment. In this manner, clinicians can
take into account the significance/worth of a particular decision made by the
system. Therefore, we have also investigated how the confidence of the com-
puted decisions can be used in the decision making process. A threshold on
the confidence level is applied to mark a decision as uncertain. As the confi-
dence level threshold is increased, the percentage of overall decisions, which
are now suspected as being uncertain, naturally increases. These uncertain de-
cisions can be assigned an ‘unknown’ label and then ignored in the process of
grading. Figure 5.13 shows that the accuracy of the system improves almost
linearly with the increase in the certainty threshold and the resultant increase
in excluded ‘unknown’ decisions. The circle marker represents the original re-
sult as given in Table 5.4, when no data is excluded. With the increase in the
certainty threshold, and exclusion of 50% of the now ‘unknown’ decisions, the
performance was improved to 96% as indicated by the square on Figure 5.13.
Clinicians have access to other sources of information about the neonate and
hence the lack of certain decision from the system may be more acceptable than
the availability of uncertain or wrong decisions.
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Figure 5.13: Improved accuracy of the system at the expense of not accommo-
dating the uncertain decision. The circle marker represents the original result
as given in Table 5 when no data is excluded. The red square represents the
96% accuracy at the cost of excluding ‘unknown’ decisions.
5.5.5 Analysis of inter-grader agreement
Inter-grader agreement is an important measure for assessing the degree of
agreement between graders. In this study, two graders independently graded
the HIE-EEG recordings in the dataset. As can be seen in Table 5.6, the inter-
grader agreement was 92% meaning there was a disagreement on the grade
in 5 recordings. It was found that the reasons for most of the disagreements
among the graders were outside the guidelines provided in Table 5.1, such as
the presence of runs of sharp waves and spikes. It was also observed that there
were some HIE-EEG features that were overlooked by one grader and were
of particular interest to the other. These included the presence of sleep-wake
cycles, asymmetry and asynchrony.
Moreover, four out of five of disagreements between graders were in grade 2
and 3 files. This was a unexpected finding, given that the most confused grades
for the automated system were 1 and 2. This fact emphasizes the importance of
the developed technology as a decision support tool that can provide comple-
mentary information to the healthcare professional, improving in this case the
classification of EEG grades 2 and 3.
The automated systems are highly dependent on the precision of the an-
notations of the neurophysiologists. In fact, comparing the output of an au-
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tomated system using annotations of different graders, it is possible to assess
which grader was more consistent during the annotation process. For this pur-
pose, an experiment was carried out in which the system was trained and tested
in matched and mismatched conditions using the same or a different grader’s
annotations for training and testing. The best accuracy (87%) was achieved
by training and testing the system with the grader 1’s annotations. The accu-
racy dropped down to 79.6% when annotations of grader 2 were used for both
training and testing. The system scored reasonably well (85.1%) when it was
trained on the annotations of grader 2 and tested on the annotations of grader
1; the accuracy however reduced when trained with grader 1’s annotation and
tested with grader 2’s annotations. This means that, the way the automated sys-
tem was creating the model from the training data was closer to the grader 1’s
annotations, and hence, whenever it was tested against grader 1 annotations,
it resulted in better performance.
Table 5.6: Comparison of the system’s performance (Accuracy %) with the an-
notations of different graders.
Test
G-1 G-2
Tr
ai
n Annotations
G-1 100 92.5
G-2 92.5 100
Automated
System
G-1 87 81.4
G-2 85.1 79.6
* G-1= Grader 1, G-2= Grader 2
5.5.6 Analysis of the miscalssifications
Out of seven misclassified recordings, there were two that had a very high con-
fidence level and were constantly misclassified through all the experiments.
These files were presented to the graders for a further review. It was reported
that in one file, the majority of the HIE-EEG was of grade 1 but the neurophysi-
ologists graded it as grade 2 because there were spikes and sharp waves present
in some parts of the recording. Moreover, periods of discontinuity (runs of low
voltage) and high amplitude delta waves were also present. Although such
activities did not occur very frequently, their presence even to a small degree
can cause the EEG grade annotation to increase. Since the proposed system
determines the grade over 8 channels and 1 hour of EEG, these possibly brief
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but influential events can be easily missed. Furthermore, our system currently
makes decisions based on the majority of a grade’s sequences, therefore such
recordings could be misclassified. Some examples of similar misclassifications
are shown in Figure 5.14. In Figure 5.14, a the system wrongly classified grade
2 EEG as grade 1. In this case the whole recording was misclassified because
although the background EEG indeed looked like grade 1 to the annotators, it
was downgraded to grade 2, due to the frequent presence of sharp waves. In
Figure 5.14b, grade 3 EEG was misclassified as grade 2. In this case the an-
notators focused on the IBI which although less than 10sec (required for grade
2), the pattern was however persistent, asymmetric, asynchronous and lacked
variability. In Figure 5.14c, grade 2 EEG was incorrectly classified as grade 1.
The upgrade was determined because of the presence of asymmetry relating to
the sharp components (runs of sharp waves). The reason for the second cer-
tain misclassified recording was the presence of persistent muscle artefacts. If
a large part of the EEG is corrupted with such artefacts then the system could
result in a wrong grade. Clearly any system that would be deployed in a NICU
would require some sort of integrated artefact detection/rejection.
Figure 5.14: Some representative examples of misclassifications.
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5.5.7 Future of the automated HIE classification system
In order to show how the final automated system’s output would look like,
a complete EEG recording of a neonate lasting approximately 24 hours was
graded using the proposed system. Figure 5.15 presents a smoothed probabilis-
tic trace, using the method presented in section 5.4.4, that can be visualized
in the clinical environment. The EEG recording was started at approximately
6 hours after birth. The bottom four plots show the probabilities of the indi-
vidual grades. The top plot shows an overall probability of the severity of the
HIE grade computed from those individual probabilities. For better visualiza-
tion purposes the overall probability is scaled so that it is highest at the centre
of a grade’s interval. The overall probability is biased towards the second best
grade otherwise.
Two 1-hour segments from this recording were annotated by the graders,
taken at 12 and 24 hours after the birth. The system correctly classified these
segments and the evolution of the HIE injury in the whole recording can be seen
to migrate from grade 3 to grade 2. The confidence level of making a decision
for a specific grade was computed from all the decisions made by the system
for that grade’s recordings in the dataset and these followed roughly the same
pattern of accuracy as described in Table 5.4. These confidence level values are
utilized in the overall probability plot in Figure 5.15 in the form of a shadowed
line under the probability trace. For instance, as the probability trace migrates
from grade 3 to 2 the shadow broadens representing the lower confidence of its
grade 2 decisions.
5.6 Conclusions
An automated system for grading the HIE using background EEG is presented
in this chapter. The system is based on a cross-disciplinary approach employing
a GMM supervector SVM that was originally developed for speaker identifica-
tion. This method of modelling the sequence of feature vectors extracted from
short discrete windows has significantly improved the accuracy compared to the
system proposed in (Stevenson et al. 2013). Novel post-processing techniques
have been shown to increase the performance in comparison to conventional
majority voting. The availability of a confidence measure for the produced deci-
sion allowed the use of a new label ‘unknown’ for the decision which are uncer-
tain. The level of uncertainty can be varied according to the clinical needs. With
this new ‘unknown’ label the overall accuracy can be increased to 96%. The ef-
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Figure 5.15: Probability trace of a 24 hour recording using the proposed auto-
mated system.
fect of different feature groups on the overall accuracy was also examined. It is
noted that every feature group plays an important role to discriminate different
types of background activities present in all the grades. Analysis of misclassified
recordings suggest that there are brief influential events which may increase the
grade of a EEG recording. Therefore, it is important to develop parallel systems
that can detect such brief events and may help in improving the performance
of the automated HIE grading system.
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Chapter 6
Classification of HIE using heart
rate variability
This chapter presents an automated system for classification of HIE injury into mild
and moderate-severe grades using Heart Rate (HR) signal. The system is similar
to the one presented in Chapter 5. Sequences of different short term features from
time and frequency domains are used to create a statistical model based long-term
features (Supervectors). SVM is then used to classify the grade of one hour long
recordings.
The chapter is organized in four sections. First the motivation for using heart
rate signal for HIE grading and the basis of the proposed system are presented.
Then the details of the proposed method are explained with a detailed discussion
on the short term HR features used in this work. This is followed by the presen-
tation of the obtained results. Lastly, two systems based on the fusion of EEG and
ECG signals are presented with a discussion on their achieved performance and
limitations.
6.1 Motivation of using heart rate for HIE classifi-
cation
HIE is generally graded soon after the birth into mild, moderate or severe in-
jury. Infants with moderate-severe HIE can develop a secondary phase of in-
jury, thought to occur from 6-48 hours after birth and which has been linked
with poor neurodevelopmental outcome (Shankaran et al. 2005, Jensen et al.
2003). Therapeutic Hypothermia (TH) is used to treat these neonates, which
aims to alleviate this secondary phase of injury. For TH to be effective, it is usu-
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ally commenced within 6 hours after birth, prior to the potential development
of secondary injury; however, the sooner this is commenced the better (Gunn
et al. 1998). Thus, in this narrow window of 6 hours, clinical staff need the
most information to assess the injury and then initiate the treatment.
EEG is the most common and reliable method for classifying the grade of
the HIE injury. However, it requires expertise to first acquire the EEG signal
and then presence of an expert neurophysiologist to interpret it. This expertise
is limited to specialized units only and not readily available in many Neonatal
Intensive Care Units (NICU). In addition, EEG is rarely available immediately
after birth particularly at remote maternity units where neither the expertise to
interpret EEG nor the equipment may be available. Therefore, it was important
to find new ways to classify HIE using other physiological signals that are read-
ily available after birth and can provide some degree of information to at least
start the TH treatment.
The electrocardiogram (ECG) is a method of monitoring heart which is
conveniently available after birth and is used to monitor neonates around the
world. Heart rate is a common marker to assess many functions of the body.
Although, a number of methods exist to estimate heart rate for example, pho-
toplethysmography, pulseoximetry, seismocardiography, however ECG remains
the most accurate and reliable method. Heart rate from an ECG signal is usu-
ally estimated by calculating the number of R peaks (beats) in a minute. The
variability in the interval between RR peaks is used to measure the heart rate
variability (HRV) which can help in observing the sympathetic and parasym-
pathetic nervous systems. It is reported in previous studies on neonates that
the HRV changes after hypoxia and is shown to be statistically correlated with
HIE injury (Aliefendioglu et al. 2012, Selig et al. 2011). Moreover, it is shown
in a recent study that different HRV features have the ability to significantly
discriminate mild and moderate-severe HIE (Goulding et al. 2015).
Figure 6.1 shows examples of HRV during mild and moderate-severe HIE
with the related EEG of the similar grade. HRV is inversely related to the HIE
grade, the greater the HIE grade the lower the HRV. It is reported that this
phenomenon occurs due to injury in the parts of the brain which are responsible
for the initiation of the HR rhythm (Volpe 2008, Novak et al. 1995). Moreover,
it could be the result of an immature nervous system which is the result of
premature birth (Selig et al. 2011). Therefore, there are premises to believe
that HRV can be used to grade the severity of HIE injury and will be useful for
centres with no access to EEG.
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Figure 6.1: Examples of the Mild and moderate - severe HIE grade on EEG
and its related HRV in RR interval. The HRV signals are 3 minute long. The
signals are normalized by subtracting the mean HRV in this time duration. The
corresponding EEG samples shown are 1 minute long.
To the best of the author’s knowledge, there is only one previous study on
developing a tool for the classification of HIE injury using HRV (Matic et al.
2013). They derived 12 features from the HRV signal and then used a simple
Linear Discriminant Classifier (LDC) to classify two hour ECG recordings into
mild and moderate-severe HIE. The dataset included 36 hours of ECG record-
ings from 18 neonates.
In this study, the use of HRV signal for classifying HIE into one of two grades
(mild and modereate-severe) is analysed. The HRV signal is less complex and
does not have a similar dynamic nature to EEG. It is shown in (Doyle et al.
2010) that HRV is not very useful for detecting short events such as seizures,
because the changes in HRV are very subtle. Thus, classifying the HRV requires
a sequence of data that is large enough to capture the slower time scale com-
ponents in order to discriminate between HIE grades. In this regard, different
HRV features extracted from different lengths of HRV signal were examined.
Moreover, different classification techniques are investigated. Specifically, the
supervector approach as discussed in the previous chapter is investigated for
the HRV signal because it enables the extraction of a long-term summary from
a sequence of the short-term HRV feature vectors.
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6.2 Dataset
The dataset used in this work consists of 54 1-hour recordings of physiological
signals of neonates with HIE injury. The data was collected in the NICU of the
Cork University Maternity Hospital, Cork, Ireland. Written informed parental
consent and approval from the Clinical Ethics Committee of the Cork Teach-
ing Hospitals was obtained for all neonates. The neonates in this cohort were
not treated with TH. Two electrodes were placed, one on each shoulder of the
neonate for recording the ECG. The ECG recordings were graded based upon
the background EEG. Each EEG recording had continuous presence of a spe-
cific grade. The EEG grade of the one hour recording was defined with the
consensus of two independent EEGers using the guidelines outlined in (Murray
et al. 2009). This same dataset has earlier been used for grading HIE using EEG
(Chapter 5).
This dataset was collected with the main focus on EEG quality, so the ECG
was not monitored and maintained adequately during the recordings. Six out of
54 recordings were excluded due to the extremely bad quality or absence of an
ECG trace. Some examples of such recordings are shown in Figure 6.2. As can
be seen, either a big part of the recording was corrupted by the artifacts (Figure
6.2a) or the sensitivity of the ECG signal was very low to correctly detect the R
peaks (Figure 6.2b). Major artifacts that were clearly visible, such as movement
and electrode displacement were manually annotated and removed. Minor arti-
facts however, were not removed. Figure 6.3 shows some examples of artifacts
and their annotations. Moreover, individual R peaks were also not corrected.
Lastly, Figure 6.3c shows an example of a recording where the sensitivity of the
ECG signal changed during the last part. As the Pan-Tompkins method used in
our current work to detect the R peaks was not adaptive, therefore it was not
able to correctly detect the R peaks in that region of the recording and hence
was manually removed.
Based on the quality of ECG, this dataset can be seen as overly pessimistic,
if compared to the real world situations. The developed system is expected to
perform better if the quality of ECG is maintained.
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(a) Large chunk of recording corrupted by artifacts
(b) Very low sensitivity of ECG signal
Figure 6.2: Examples of recordings that were excluded from the dataset. (Top
plot in each figure shows the RR interval of the whole recording.)
6.3 Overall system
Figure 6.4 shows an outline of the complete HRV based HIE grading system.
First, instantaneous HR is extracted from the raw ECG signal. Then, features
are extracted from the HR signal. Sequences of these feature vectors are used to
create a statistical model. Parameters of this statistical model are then used as
input to a discriminant classifier. The output of the classifier for each sequence
is then converted into probability of moderate-severe grade of HIE. Details of
each individual block are as follows.
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(a) Blue box = Major artifacts (Annotated)
(b) Blue boxes = Major artifacts (Annotated), Black boxes = Minor artifacts (Not An-
notated)
(c) An example of recording where first part has different voltage sensitivity. R peaks
were missed by the Pan-Tompkins algorithm in the second part. Blue box = Annotated
part
Figure 6.3: Examples of major artifacts that was manually annotated in the
recordings. (Top plot in each figure shows the RR interval of the whole record-
ing.)
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Figure 6.4: Overall system for classifying HRV recordings.
6.3.1 Pre-processing and feature extraction
The R-peaks were extracted from the raw ECG signals using the Pan Tompkins
method (Pan & Tompkins 1985). The Pan-Tompkins algorithm can be divided
into four stages (Figure 6.5): 1) Preprocessing stage: here the signal is filtered
using a bandpass filter to attenuate the noise. 2) Differentiator stage; here the
information about the slope of QRS complex is extracted. 3) Squaring stage:
here the differentiated signal is squared to remove negative points and accentu-
ate the differentiated signal. 4) A moving average filter is then used to include
the information about both the slope and width of the QRS complex. A thresh-
old is applied on the resulting signal to get the timing of the R-peaks.
The R-peaks obtained from the ECG are, by nature, not uniformly sampled
in time. The methods to transform the time-domain signals to the frequency-
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Figure 6.5: An example of an ECG signal (of an adult) going through different
stages of Pan-Tompkins algorithm for RR peaks extraction.
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Table 6.1: HRV features used in this study
Domain Features
Fr
eq
u
en
cy Power in very low frequency (VLF) band (0.008-0.04 Hz)
Power in low frequency (LF) band (0.04-0.2 Hz)
Power in high frequency (HF) band (0.2-2 Hz)
Ratio of LF/HF
Ti
m
e
Mean NN interval
Standard deviation NN interval
Triangular interpolation of NN interval (TINN) histogram
Skewness
Kurtosis
Entropy
1st derivative of standard deviation between NN interval
2nd derivative of standard deviation between NN interval
domain (e.g. FFT) can not be directly applied on the unevenly sampled signals.
Therefore, the R-peaks were uniformly re-sampled to 256 Hz using hermite-
spline quadratic interpolation. The RR interval after these transformations is
regarded as the normalized RR interval (NN interval). Thereafter, 12 HRV fea-
tures from the time and frequency domains were extracted from a fixed length
window (epochs) with 30 second overlap. The features are outlined in the Table
6.1.
The frequency domain features are extracted by applying the Fast Fourier
Transform (FFT) on the uniformly sampled HR signal. The mean power in
three frequency bands is used as features (Very Low Frequency (VLF)= 0.008-
0.04Hz, Low Frequency (LF) = 0.04-0.2Hz and High Frequency (HF)= 0.2-2
Hz). These frequency bands are specially chosen for neonates. The respiration
activity caused by the Respiratory Sinus Arrhythmia (RSA) is usually observed
on the HF band and is generally considered to be modulated by the parasym-
pathetic autonomic nervous system (Pomeranz et al. 1985). The LF band is
considered to represent the Mayer waves of the blood pressure changes. The
VLF band corresponds to the fluctuations in the thermoregulation of the body
(Malliani et al. 1991, Rosenstock et al. 1999). The LF and VLF bands have
been utilized in many studies for neonates including studies on HIE induced in-
fants, and have been shown to correlate with brain injuries. The ratio of LF/HF
provides a measure of the balance between parasympathetic and sympathetic
nervous systems. It is shown in (Goulding et al. 2015, Volpe 2008) that HIE may
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cause decreased blood pressure and reduced thermal and respiratory control of
the body which could all get represented from the HR signal. This phenomenon
can also be observed in Figure 6.7, which shows the line plots of the normal-
ized histograms generated from the features of two groups of HIE grades. It
can be seen that the neonates with the mild-moderate HIE have lower VLF and
LF values. However, the HF band and the subsequent LF/HF ratio feature does
not fully distinguish the two groups.
Different time domain features are also extracted from the HR signal. The
mean NN interval is extracted by taking an average of the NN intervals timings
in a given epoch. The standard deviation provides the measure of variability of
the NN interval in a given window in time. The entropy quantifies the amount
of disorder and captures the changing dynamics of HR. Skewness and kurtosis
are common statistical features that provide the information about the shape of
the distribution of NN intervals.
Three features from the commonly used geometrical representations of HR
signal were also extracted (Triangular interpolation of the NN interval (TINN),
first derivative of the standard deviation (SD1) and second derivative of the
standard deviation SD2). TINN provides a measure of the baseline width of
the NN intervals distribution measured as a base of the triangle (Camm et al.
1996). It can be seen in Figure 6.6 that the distribution of HR sequence from
mild HIE group is broader as compared to the HR signal from the moderate-
severe HIE grade which is captured by the TINN feature. The Poincaré plot
is another graphical representation of NN interval variability. It is created by
plotting each NN-interval point against the successive NN interval. Figure 6.6
shows the Poincaré plot of mild and moderate severe HR signals. A decrease
in the spread of the poincare plot along x and y axis can be clearly seen in
the moderate-severe HIE induced HR. Two features from this plot are extracted
in this work: the first derivative of the standard deviation which captures the
spread across the x-axis and the second derivative of the standard deviation
which captures the spread across the y-axis.
Although the statistical significance of these features to characterize HIE
grades have been discussed in a number of previous studies (Goulding et al.
2015, Matic et al. 2013, Aliefendioglu et al. 2012), we wanted to present them
as a graphical representation to show the strength of each feature to separate
the mild and moderate-severe HIE. Figure 6.7 shows the histograms of the HR
features using all the data of these grades of HIE. The features were first nor-
malized to zero mean and unit variance. These histograms are normalized
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Figure 6.6: Representation of HR signal in frequency domain, histogram and
Poincaré plot.
along the Y axis using the maximum value of occurrence to decrease the effect
of data imbalance. The most distinguishing features from the frequency domain
as seen from this figure are the power in VLF and LF bands which both decrease
in moderate-severe HIE induced HR. Other features that show good separation
ability are variance and histogram based standard deviation, entropy, TINN and
the derivatives of standard deviations.
In essence, these features provide a generalized picture of both time and
frequency domain representation of the HRV. The performance of these features
for HIE grading has been discussed in several recent clinical studies . More
details on the derivation of above mentioned features can be seen in (Doyle
2010).
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Figure 6.7: Histograms of the features used in this study.
6.3.2 Long term feature extraction (Supervector)
The process of the long term feature extraction is similar to the one described
in Chapter 5. Therefore for HR signal, this process will be briefly described.
Figure 6.8 shows the process of extracting long term feature vectors. First,
a GMM-UBM (general HR model) is created with all the available data of both
grades. The system was tested with {2,4,8,16} number of Gaussian compo-
nents and the performance for each of them is reported in the results section.
Principle Component Analysis (PCA) is used to decorrelate the original feature
space which allows the use of a diagonal covariance matrix. All the variance of
the original space is retained. Once the UBM is trained, maximum a-posteriori
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Figure 6.8: The process of creating a long-term feature vector (supervector).
The Gaussian components shown here are just for illustration purposes.
(MAP) adaptation is used to adapt the parameters of this UBM using the train-
ing data (Reynolds 2009, Gauvain & Lee 1994). Sequences of short term fea-
ture vectors are used to adapt the UBM. In this work only the means of the
UBM model are adapted. A supervector is then created by concatenating all the
means of the adapted model. These supervectors are then fed to the SVM as
feature vectors representing the long sequences of the short-term HR features.
Different lengths of sequences were tested in this study and overall accuracy
using each length is reported in the Results section.
6.3.3 Classification
The standard linear SVM is used as a classifier. During the training phase, su-
pervectors of the two grades are used to create an SVM model. Three-fold cross
validation over the training data is used to find the regularization parameter C
for the linear SVM.
In the testing phase, the test supervectors are passed through the trained
SVM model to get one decision per sequence of the HRV signal. Output of
the SVM is then converted to probabilities using the method outlined in (Platt
1999).
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6.3.4 Performance assessment
In order to assess the performance of the proposed system, the Leave One Out
(LOO) cross validation method was used. Here our system was trained using
the data from 48 recordings categorized into two classes; mild (grade 1) and
moderate-severe (grade 2). The remaining one unseen recording was used to
test the system. A separate UBM was created each time which does not contain
the data from the unseen recording. The mean probability of grade 2 of all
the recordings was calculated from the individual sequence based probabilities.
Three different classifiers are compared in this study; GMM alone, SVM alone
and Supervector based classifier.
6.3.5 Software Implementation
The implementation of this system is similar to the one described in section
5.4.6.
The training and testing time were however very short as compared to the
EEG based system because there was only one ECG channel to process. On
average it took 10-15 minutes to complete the training cycle for one round of
LOO and 3-5 minutes to test an unseen recording.
6.4 Results
6.4.1 Features performance
It was empirically noted that classifiers perform better when a subset of features
was used. It is also clear from the histograms in Figure 6.7 that not all the
features from the dataset have good discrimination ability. For this reason, a
simple feature selection criteria was executed. ROC area, for each feature was
calculated by varying the threshold from 0-1 (features are normalized to have
zero mean and unit variance) using all the available data. Features with ROC
area higher then 60% were selected. This resulted in a subset of 6 features as
highlighted in Table 6.2. Although performance of some features, e.g. kurtosis
and skewness, is poor in discriminating the HIE grades. However in a separate
study, these features have shown significant discrimination power in detecting
artifacts from the ECG signal (Gholinezhadasnefestani et al. 2015). Therefore,
usability of such features can be explored to develop a parallel artifact rejection
block.
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Table 6.2: ROC area achieved by each feature
Features ROC area (%)
Power in VLF band 60.7
Power in LF band 66.8
Power in HF band 59.3
Ratio of LF/HF 54.1
Mean NN interval 58.3
Standard deviation NN interval 69.1
TINN 66.1
Skewness 54.6
Kurtosis 47.9
Entropy 69.6
1st derivative of standard deviation between NN interval 58.4
2nd derivative of standard deviation between NN interval 68.8
6.4.2 Performance comparison of different classifiers
Table 6.3 shows the performances of different classification methods using all
and the subset of features. It can be seen, that overall the subset of features
achieved a higher ROC area. The presented results are the best achieved by each
system using different parameters. For the GMM based system, M = {2, 4, 8, 16}
Gaussian components were tried along with different feature extraction win-
dow lengths of {1, 3, 5} minutes. The highest ROC area of 76.5% was achieved
using 4 Gaussian components and a 3 minute window. For the SVM based sys-
tem, three window lengths {1,3,5} minutes for features extraction were tested.
A radial basis function kernel was used inside the SVM. The highest ROC area
of 68.3% was obtained using a 1 minute window length.
The best ROC area of 79.9% among all systems was achieved using the
proposed supervector based approach. For this system, 2 different kinds of pa-
rameters were tested; the number of Gaussian components {2,4,8,16} and the
number of epochs (sequence length) to create the supervector. The best re-
sults were obtained with 2 Gaussian components and a sequence of 7 epochs.
Although, the subset of features resulted in better performance; however our
feature selection criteria was very coarse and did not produce the best set of fea-
tures. It is well known that some features on their own do not provide enough
separability between classes but could increase the performance if used with
other features. Therefore, the best performing system was also experimented by
adding another significantly important HRV feature (mean NN interval). This
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Table 6.3: Performance (ROC area) of different methods in classifying the 2
grades of HIE
Method Roc Area (%)
GMM alone
All features 74.5
Subset 76.5
SVM alone
All features 65.5
Subset 68.3
Supervector
All features 74.2
Subset 79.9
Subset with mean NN interval 81.0
feature on its own did not perform well as shown in Table 6.2; however when
added into the subset of best performing features, increased the ROC area to
81%. This simple experiment suggests that it is necessary to implement a more
sophisticated feature selection algorithm to further increase the classification
performance of the system.
Figure 6.9 shows the comparison of the ROC areas of the proposed system
compared to other basic classification approaches. It can be seen that, most of
the improvement seen in the supervector approach is obtained in the sensitivity
metric meaning that it has better performance for classifying grade 2 record-
ings. However, individually the supervector based classifier can be thought of
as being more conservative towards grade 2 as it performs better in the speci-
ficity region as compared to the sensitivity region.
6.4.3 Comparison of different sequence lengths
Table 6.2 presents the results of supervector based system with different lengths
of sequences. It can be seen that 7 epochs corresponding to four minutes of
ECG, gave the best results. A shift of 1 epoch (30 second) was used for each
of the results for the proposed approach. This duration of sequence length in
time is similar to the one defined in a clinical study (5 min) by (Goulding et al.
2015).
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Figure 6.9: Comparison of ROC area (AUC) obtained by different methods
across all neonates. AUC for Supervector=79.9%, Supervector with meant NN
interval feature=81%, GMM=76.5% and SVM =68.3%.
Table 6.4: Comparison of different sequence lengths on the overall performance
of the system
Sequence length
(epochs)
ROC Area (%)
3 79.6
5 80.3
7 81.0
9 79.9
6.4.4 Confusion matrix
The confusion matrix of the system is presented in Table 6.5. This matrix is
obtained with the best operating point obtained from the ROC curve of the
supervector approach (indicated by circle marker in Figure 6.9). The best point
on the ROC curve is the point which has the minimum Euclidean distance from
the ideal point i.e. (1,1). Out of 48 recordings, 9 were misclassified by the
proposed system. Two misclassifications were in grade 1 whereas 7 errors were
made in grade 2. This corresponds to an overall accuracy of 81.6% achieved
by the proposed system. These results are better than the system reported in
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(Matic et al. 2013). The overall accuracy obtained by their system was 80% on
a smaller dataset of 19 neonates and 36 recordings.
The last row of Table 6.5 shows the precision of the system which is defined
as the ratio between the number of correctly assigned decisions and the number
of total decisions assigned to a specific grade. It can be seen that, the accuracy
of classifying grade 1 is high but its precision is low; this means that many
neonates that required cooling were not able to get the treatment. On a positive
note, however, the system was 91% precise in predicting the treatment for the
ones who needed it.
Table 6.5: Confusion matrix of the proposed system’s performance
System output
Accuracy (%)
1 2
Actual
Grade
1 19 2 90.4
2 7 21 75
Precision (%) 73 91.3
6.5 Fusion of EEG and HRV
In the previous chapter, it was shown that the supervector based system
achieved an accuracy of 87% for classifying 4 different grades of HIE using
EEG. If just two grades (1 = mild and 2 = moderate-severe) are assumed, then
the EEG based system can achieve an accuracy of 95% as compare to 81.6%
achieved by the HRV based system. Although, the number of misclassifications
were high in the HRV based system, there is still some benefit in combining
the information from both modalities to make the decisions of the automated
system more reliable. In this regard, a simple preliminary study was conducted
to start moving in the direction of a multi-modal HIE classification system.
Development of information fusion systems is a very broad area and has
increasingly becoming popular due to the availability of huge digital data banks
in this era. The techniques reported in the past can be divided into three basic
types; feature, classifier and decision level fusion.
The most straight forward method is to combine the features from different
modalities at the feature level. A recent example of multi-modal feature level
fusion of HRV, EEG and clinical features to grade HIE was proposed in (Temko
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et al. 2015). In the classifier level techniques, features from different modali-
ties are used together to create a single model. An example of such a technique
is the information bottleneck based multi-stream approach for speaker diari-
azation proposed in (Vijayasenan et al. 2009). Another method of combining
two streams of speech features using hidden Markov models was introduced
in (Ketabdar et al. 2006). In this method, a single GMM model is created by
combining two separate GMMs trained from the data of the individual modali-
ties. In the decision level techniques data is classified separately by the expert
classifiers of each individual modality and then the output of the classifiers is
combined using simple probability, fuzzy logic or voting based fusion methods
(Stylianou et al. 2005, Temko et al. 2006, Butko et al. 2008).
Some of the biggest challenges, in feature and classifier level techniques
are artifacts, variable dimensionality and the resolution of data coming from
different modalities. As the signals are usually collected from multiple sources,
the artifacts are usually different and do not correlate in time. The number of
features extracted from the signals of different modalities are usually variable
which pose a challenge in fusing the information to create a single classifier
model. Lastly, each source of data may require a different window size for
effective feature extraction. This results in different resolutions of data that do
not synchronise in time. Decision level techniques do not suffer from the above
mentioned problems but due to late integration, the information sharing for
better classification is reduced.
6.5.1 Proposed methods of fusion
In this work, two approaches are examined to fuse HRV and EEG signals: 1)
Using supervectors (classifier level) and 2) Fusing the overall probabilities from
two different systems (decision level).
Figure 6.10a shows an overview of the supervector based HIE classification
system. EEG features were extracted from 8 second epochs of EEG with 4 sec-
ond overlap. Sequences of 20 epochs (same as the best performing EEG based
system) of EEG which corresponds to 84 seconds were then created to adapt the
EEG-UBM model. HRV features were extracted from 60 second epochs of HRV
signal with 4 second overlap. Seven consecutive epochs were used to create
a sequence for HRV-UBM adaptation. The start and end time of both HRV and
EEG sequences were synchronised. Two separate UBMs were trained, one using
only the EEG data and the other using only the HRV data. Then two supervec-
tors were created, one by using a sequence of EEG features and the second from
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(a) Supervector based fusion system
(b) Final probabilities based fusion system
Figure 6.10: Overview block diagrams of two fusion based HIE classification
systems
the sequence of HRV features. These two supervectors were then combined and
a fused-supervector (f-supervector) was created. As there are 8 EEG channels
and only one ECG channel, therefore the ECG channel was replicated for all the
EEG channels. The f-supervectors are then fed to a linear SVM for classifica-
tion. Artifacts of both signals are different not only morphology and etiology
wise but also they also do not co-exist at the same time points. Therefore, in
situations when an artifact has appeared in the HRV signal, then the decision
was made only with EEG data using the EEG specialist classifier. This process is
kept automated.
The second approach is a decision level technique. Two completely separate
best performing systems are used to produce the overall probabilities of the HIE
grade. These systems are completely trained and tested on a single modality.
For example, the EEG based system produces the probability of grade 2 using
only EEG data, whereas HRV based system produces probabilities based on the
HRV data. These overall probabilities are then combined using simple averag-
ing and a global probability measure is produced at the end. The benefit of
decision level techniques is the flexibility to give some weight to the decision of
a particular system. For example, we know that the EEG based system is more
powerful in determining the grade of HIE therefore higher weights can be as-
signed to its probabilities as compared to the probabilities from the HRV based
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Figure 6.11: Comparison of ROC area and overall accuracy using different
modalities and fusion based approaches.
system. Moreover, any particular system does not has to deal with the artifacts
of the other modality.
6.5.2 Results and discussion
Figure 6.11 presents a comparison of performance (in terms of ROC area and
overall accuracy at the best operating point on the ROC curve) using single
modality and fusion based systems. The EEG based system achieved the high-
est ROC area of 98.9% and an overall accuracy of 95.9%. The fusion based
methods were not able to further improve the performance of the EEG based
system. The final-probabilities-based-fusion method attained an overall accu-
racy of 87.7% as compared to 83.6% obtained by the supervector based fusion
method. Although, having 4% difference in accuracy, both systems were able
to achieve similar ROC areas.
The confusion matrix of the fusion based system along EEG based system
is shown in Table 6.6. The EEG based system correctly classified all grade 2
recordings whereas it made two misclassifications in grade 1 recordings. The
statistics of fusion based systems are very similar to the confusion matrix of HRV
based system presented in Table 6.5. Two misclassifications were made in grade
1 recordings by both systems whereas six were made in grade 2 recordings
by the supervector based fusion system and 4 by the final probabilities based
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Table 6.6: Confusion matrices of fusion based systems compared with the EEG
based system.
EEG F1 F2
1 2 1 2 1 2
Actual
Grade
1 19 2 19 2 19 2
2 0 28 6 22 4 24
* F1= Supervector based fusion
F2= Final probabilities based fusion
Table 6.7: Common misclassifications and unique new decisions made by HRV
alone, EEG alone and fusion based HIE classification systems
Total
Misclassified
Common
misclassifications to
Unique new correct
decisions to
F 1 F 2 HRV EEG F 1 F 2 HRV EEG
F 1 8 - 6 7 1 - 0 2 1
F 2 6 6 - 6 1 2 - 3 1
HRV 9 7 6 - 1 1 0 - 1
EEG 2 1 1 1 - 7 5 8 -
* F1= Supervector based fusion
F2= Final probabilities based fusion
system.
In order to get further insight on the lower accuracy produced by the fu-
sion based system, the common misclassifications and the number of unique
decisions produced by each individual modality and the fusion based systems
were examined (Table 6.7). As expected, the fusion based systems were heavily
effected by the weak discrimination capability of HRV. Seven out of eight mis-
classifications made by the supervector based fusion system were similar to the
misclassifications made by the HRV based system and only one was similar to
the EEG based system. Likewise, all the six misclassifications made by the final
probabilities based fusion system were similar to the HRV based system. More-
over, only 1 new correct decision was made by the fusion based system when
compared to the EEG-based system. The HRV based system also produced only
1 new correct decision.
These initial results suggests that the final probabilities based systems are
more preferable as compared to early fusion of the two modalities. Moreover,
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the lower accuracy of fusion based systems, indicates that there is not much
complementary information present in the HRV signal that can help increase
the accuracy of classifying HIE grades. Another contributing factor to lower
accuracy with systems that use the HRV signal, could be the disassociation of
EEG to HRV at different time points. It is reported that the correlation of HRV
with EEG could increase/decrease at different time points after birth (Goulding
et al. 2015). This was indeed observed in our experiments. Some examples
of such recordings are shown in Figure 6.12a, 6.12b and 6.13. It can be seen
in Figure 6.12a that the probability of grade 2 is higher when based on the
EEG. It is evident however, from the probability trace of HRV based system
and the RR-interval plot that the HRV does not correlate with the EEG grade.
This recording was correctly classified by the EEG based system, however the
HRV based systems misclassified it. Figure 6.12b shows the probabilities of a
misclassified grade 1 recording. The EEG grade and the resulting probability
was lower in most of the recording, the HRV plot and probability of the HRV
based system is however completely the opposite. Last, Figure 6.13 shows an
example of a grade 1 recording that was correctly classified by both systems.
However, it can be seen that the HRV and subsequent probabilities from the
HRV based system did not correlate with the EEG at all time points. The EEG
based system classified this file with a high grade 1 probability, whereas the
HRV based system barely classified it correctly.
6.6 Conclusion
A novel system of grading HIE injury using HRV in neonates is proposed. This
was a proof of concept study to show the importance of HRV for the classifica-
tion of HIE. The results are promising for grading the HIE severity which could
help the clinical staff in making a decision for grading HIE when EEG is not
available. Also, if future HRV studies assessing HRV within 6 hours after birth
show consistent results, HRV may have the potential to identify infants that
should be treated with TH. The dataset for this study was not collected primar-
ily for HRV analysis so the HRV quality was not in good condition. It is expected
that the results could be further improved with a better quality dataset.
Two systems for the fusion of EEG and HRV signals are also presented. Al-
though the preliminary results does not show any further improvement for clas-
sifying HIE into mild and moderate-severe grades, the misclassified examples
do indicate a number of key directions need to be investigated in the future
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(a) Grade 2 recording misclassified by HRV based systems.
(b) Grade 1 recording misclassified by the HRV based systems.
Figure 6.12: Examples of misclassified recordings (1 hour long) showing dis-
association of HRV with the EEG grade. The top plot in each figure shows the
probability of grade 2 of each EEG sequence for every channel using EEG based
system. The mean probability of the EEG based system of all the channels is
shown in the top second plot. The third plot presents the probability trace
obtained by the HRV based system. The last plot shows the raw RR interval
acquired using Pan-Tompkins method.
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Figure 6.13: Example of a one hour grade 1 recording that was correctly clas-
sified by both systems. HRV based systems classified the recording with very
low probability due to uncorrelated HRV segment in the middle of recording.
The top plot shows the probability of grade 2 of each EEG sequence for every
channel using the EEG based system. The mean probability of EEG based sys-
tem of all the channels is shown in top second plot. The third plot presents the
probability trace obtained by the HRV based system. The last plot shows the
raw RR interval acquired using Pan-Tompkins method.
to allow HRV to become a better biomarker for HIE classification and make its
information integrable with the EEG and other physiological signals.
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Chapter 7
Conclusions and Future Work
Brain injuries around the time of birth may impair the neural functions of a baby
for the rest of life or in severe cases may lead to death. EEG is considered one of the
best method for monitoring sick neonates but its interpretation and availability
hinders its wide usage in the NICUs. Automated systems for detecting abnormal
brain functions and grading brain injuries could help revolutionize neurocritical
cot-side monitoring.
This work presented automated systems for three classification tasks
• Neonatal seizure detection
• Grading the severity of HIE injury using EEG
• Grading the severity of HIE injury using ECG
In this context, the main objective of this thesis was to investigate the methods for
the exploration of temporal and contextual information of neonatal EEG at the
classifier level. This chapter will look at the main contributions in obtaining these
objectives and the conclusions drawn from the presented work. Lastly, the future
directions to carry out further research in this area are suggested.
7.1 Conclusions and main contributions
The work executed in this thesis mainly focused on the development of a fun-
damental architecture for the dynamic classification of different neonatal phys-
iological signals. To this end, the motivations and the need for a system which
can better utilize the contextual information present in EEG and HR signals is
highlighted and has been shown to improve the performance over the static
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classification systems. This section, will summarize the main conclusions and
contributions of each chapter.
Chapter 2 provided a brief overview of the medical background of seizures
and hypoxic-ischemic encephalopathy. Moreover, different neonatal EEG pat-
terns that characterize the abnormal brain function are presented. Artifacts are
one of the challenging problem for any automated system, therefore a brief
summary of some major artifacts was also presented.
A theoretical background of the different classification methods utilized in
this work were presented in Chapter 3. The SVM is used as the primary classifier
for the above mentioned automated systems. Different kernel functions were
examined that enables the SVM to classify sequences of feature vectors and
consequently allowing it to explore the contextual information present at both
short and longer time scale.
A novel way of incorporating the contextual information of neonatal
seizures at the classifier-level is presented in Chapter 4. A DTW based ker-
nel function is used which enabled the SVM to exploit the temporal evolution
of seizures from sequences of short-term feature vectors. Detailed working of
the DTW is presented along with toy and real examples. It was reported in
(Temko et al. 2011b) that short seizures of length less than 1 minute are fre-
quently missed. Therefore, the DTW based technique was specifically tested on
a dataset that consisted of only short-seizure and non seizures events. A new
approach of using a classifier to make per channel annotations was devised in
this work. This approach was used to create a dataset of only short seizures
and non-seizure events. It is shown that using the DTW based method, the
ROC area for the classification of short seizures events improved from 80.8% to
81.9%. Moreover the fusion of static-SVM and dynamic-SVM, further improved
the ROC area to 86.1%. The same fusion based system was also validated on a
larger dataset of 267 hours of EEG recordings from 17 neonates. A comparison
of the performance of static, DTW and fusion based classifier was presented. Re-
sults showed promising improvement in the number of detected seizure events
at significantly low false detection rates. Most importantly, a 12% improvement
in the detection of short seizures events was achieved using the fusion based
system which were previously being missed by the static-SVM based system.
An EEG-based automated system for classifying the severity of HIE injury
into one of the four grades was presented in Chapter 5. The system is based
on a cross-disciplinary approach employing a supervector kernel for SVM. Com-
plete details of creating a supervector using Gaussian Mixture Models (GMM)
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and the Maximum a Posteriori (MAP) adaptation technique were presented.
This method of modelling the sequences of feature vectors extracted from short
discrete windows has shown significant improvement over the system proposed
by (Stevenson et al. 2013). An overall accuracy of 87% is achieved to classify
1 hour recordings of 54 neonates. With a new label ‘unknown’ assigned to the
recordings with lower confidence levels, an accuracy of 96% is attained. Dif-
ferent post-processing techniques to grade one hour long files were proposed.
In comparison to conventional majority voting, the novel 2-step majority vot-
ing technique has shown to increase both the accuracy and confidence/quality
of decisions produced. A novel method to convert the output of a multi-class
classifier into a continuous probabilistic trace of the grade of the background
EEG was also presented. The probability trace, shown as an example in Fig-
ure 5.15, could be integrated in a cot-side monitor along with the probability
trace of the in-house developed neonatal seizure detection system (Temko et al.
2015b, 2013) and other physiological measures. The proposed automated HIE
grading system can provide significant assistance to healthcare professionals in
assessing the severity of HIE. This represents a practical and user friendly imple-
mentation which acts as a decision support system in the clinical environment.
A novel system of grading HIE injury in neonates using HR was proposed in
Chapter 6. The study has highlighted the importance of HR for the classification
of HIE into at least two grades of severity (mild and moderate-severe). These
two grades are important because an infant is usually treated with Therapeutic
Hypothermia (TH), once the encephalopathy develops from the mild to the
moderate grade. The proposed system uses a supervector approach similar to
the EEG based system for HIE grading. The system was validated on the 1 hour
ECG recordings of 48 neonates. The best ROC area achieved by our system
was 81% as compared to 67% and 70.4% attained by epoch based SVM and
GMM methods respectively. Promising results indicate that this system can be
used for grading brain injury in neonates in the centres where the EEG is not
readily available. The dataset for this study was not collected primarily for HR
analysis so the ECG quality was not in good condition. It is expected that the
performance could be further improved with a better quality dataset.
A preliminary study on the combination of EEG and ECG signals was car-
ried out to grade HIE recordings. Two fusion techniques are investigated in this
work. The first approach (early integration) combines the long term statistical
features of HR and EEG extracted by adapting the two separate UBM mod-
els and then uses SVM to classify the HIE grade. The second approach (late
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integration) uses two completely independent systems for the classification of
each signal and then the probabilistic outputs of both systems are fused to get
a grade of the HIE. Both schemes did not improve over the EEG-only based
system. However the preliminary results favour the usage of a late integration
approach. Initial investigations of the misclassifcations show that the EEG does
not correlate with the HR at all times.
7.2 Future work
There are a number of key areas that still need attention to advance the state of
the art in automated systems for monitoring brain injuries and their translation
to the clinical environment. The following are a few future work directions that
can be extracted from this work.
As mentioned above, this study provided the foundation for developing a
contextually aware dynamic classification system for neonatal brain monitor-
ing. A basic classifiers fusion approach is applied in this work. It is shown in
(Temko et al. 2015c) that ensemble of many classifiers can lead to better results
for detecting seizures. Classifier fusion is a promising method and therefore
other sophisticated techniques such as adaboost (Freund & Schapire 1997) and
random forests (Breiman 2001) classifier can be utilised in future for further
improvements.
There are certain aspects of creating a complete dynamic classification sys-
tem which were not the focus of this work. For example, the length of the
sequences to be classified was fixed in this study. In reality, however, the dura-
tion of events such as seizures is variable. In order to define the length of these
events and then extract features accordingly, a separate segmentation block is
needed. In speech recognition for example, voice activity detectors based on
the energy of the signal are deployed before the classification stage to extract
and separate the meaningful chunks of the speech signal (Ramirez et al. 2007).
Another method used in speaker identification is the HMM based ’diarization’
which segments an audio stream according to the speakers identity (Tranter &
Reynolds 2006). It is expected that the performance of the dynamic classifiers
may further increase with the addition of such EEG events segmentation block.
Despite a good improvement in the detection rate using the proposed fusion
based classifier for neonatal seizure detection, the system did not significantly
increase the performance when the post-processing stage was included. This
behavior does not come by surprise. Indeed the post-processing proposed in
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(Temko et al. 2011a) is developed for static-SVM. As it is evident from the re-
sults of fusion without post-processing, DTW based system provides very impor-
tant complementary information which helped in increasing the performance
not only at the epoch level but also at the events level. However, the moving
average filter is a very coarse method to explore the contextual information at
decision level and it does not accentuate the benefits of the proposed fusion.
Therefore, a different post-processing technique is needed for further improve-
ment. Moreover, a number of sequential kernels as presented in chapter 3 can
also be tested for the seizure detection task. Lastly, this work only investigated
the temporal information in the EEG, however it is reported in other works that
using the spatial (channel) information could also increase the seizure detec-
tion rate (Deburchgraeve et al. 2008, Greene et al. 2008). Therefore another
step could be the incorporation of methods that allow both the temporal and
spatial classification of EEG sequences.
In the area of automated HIE grading using EEG, there are certain areas
that can be improved in the presented HIE grading automated system. It is
noted that there are some brief temporal activities e.g. spikes, sharp waves
and certain spatial characteristics such as asynchrony and asymmetry which
are not detected by our system. Inclusion of parallel detectors using techniques
such as matching pursuit (Mallat 2008), offer promising results for detecting
such short temporal events and may considerably increase the accuracy. The
presence of a sleep-wake cycle is a major feature in deciding the grade of HIE-
EEG. It has been shown that incorporating the information about the sleep wake
cycling may increase the performance of the automated system (Stevenson et al.
2013). The detection of sleep wake cycle requires the analysis of EEG at much
larger intervals. The proposed system however, works with a window length
of approximately 84 seconds which is not sufficient to detect the sleep-wake
cycles. Inclusion of a parallel sleep-wake cycle detector could also improve the
accuracy of the system. Lastly, the feature set used in the current study is the
same as for the seizure detection. This feature set can either be expanded or
reduced to better suit this problem area.
HR based automated HIE grading is still at its early stages. One of the key
areas to be addressed is the identification of new HRV features. This study only
utilized some of the most popular features identified in the medical literature to
grade HIE. This feature set is not exhaustive and needs to be extended to more
sophisticated features that can better represent the HRV signal. Moreover, as
shown through results, it is inevitable to develop a feature selection routine.
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Therefore future work is required to further investigate and also expand the
features set for the HRV and deploy a feature selection algorithm. Artifacts were
one of the biggest challenge in this work. Efforts towards the development of an
automated artifact detection and rejection algorithm for ECG and HRV signals
is well under-way. This could help in increasing the classification rate of HIE
grades (Gholinezhadasnefestani et al. 2015).
Combining the EEG with other physiological signals is one of the most im-
portant areas that will be the focus of attention in coming years. In this regard,
the presented work has highlighted some important aspects to be considered
in the future to combine the information from the EEG and HRV signals. The
investigation of the time points where HRV correlates the most with the EEG
grade may help to design a system that can assign a weight to the informa-
tion coming from the two domains. It is shown in (Temko et al. 2015a) that
including a feature selection routine for both EEG and HRV increased the per-
formance for predicting the outcome of neonates suffered from HIE. Therefore,
such a routine for a fusion based system may increase the performance. And
last but not least, more robust information theory and machine learning ap-
proaches for data fusion can be investigated to develop a full multi-modal and
multi-stream HIE grading system (Vijayasenan et al. 2009, Valente 2009).
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