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В статье рассматриваются особенности проектирования клиент-серверных систем опера-
тивной обработки транзакций (OLTP). Выделены основные отличительные особенности OLTP-
систем от других существующих СУБД. Даны рекомендации касательно возможных путей по-
вышения производительности OLTP-систем, а также выявлены основные тенденции и направле-
ния в развитии систем оперативной обработки транзакций. 
Введение. Эффективность руководства ком-
панией напрямую зависит от того, как успешно 
компания управляет информационными потока-
ми. Без правильной обработки информацией не-
возможно принять верное управленческое реше-
ние. В современных условиях сбор, накопление, 
хранение информации уже не являются ведущей 
целью информационного процесса. Сегодня 
главной задачей систем управления информаци-
ей является анализ данных и принятие управлен-
ческих решений на их основе. С этой целью ис-
пользуются клиент-серверные системы опера-
тивной обработки транзакций (OLTP – OnLine 
Transaction Processing). 
Цель данного исследования – выявление ос-
новных характеристических особенностей про-
ектирования клиент-серверных систем оператив-
ной обработки данных. Предмет данной работы – 
особенности, тенденции и пути проектирования 
и развития OLTP-систем полезность баз данных, 
подходящих под классификацию "корпоратив-
ные". Объект исследования – основополагающие 
аспекты при построении клиент-серверных сис-
тем оперативной обработки транзакций. 
Теоретическая ценность данной работы за-
ключается в том, что в ней наиболее полно соб-
раны особенности проектирования клиент-сер-
верных систем оперативной обработки данных, а 
также тенденции и пути их развития. Практиче-
ская ценность работы состоит в том, что она рас-
крывает особенности проектирования OLTP-
системы варианты подхода к их созданию и мо-
жет использоваться в качестве вспомогательного 
материала при изучении клиент-серверных сис-
тем оперативной обработки транзакций. 
Анализ последних исследований и публи-
каций. Проводилось несколько исследований 
уязвимых мест для производительности совре-
менных систем баз данных. Работы Мэйнгольда 
[1] и Эйламаки [2] показали, что возрастание 
объемов доступной основной памяти практиче-
ски не способствует повышению производитель-
ности систем баз данных. В исследованиях Мак-
Вертера [3] анализируются места уязвимости, 
возникающие при конкуренции за различные ре-
сурсы (блокировки, синхронизация ввода-вывода 
и другие), с точки зрения клиента (воспринимае-
мые задержки из-за операций ввода-вывода или 
вытесняющее планирование других параллельно 
обрабатываемых запросов).  
Существует также большое число публика-
ций, посвященных системам баз данных в основ-
ной памяти. В исследованиях индексных струк-
тур в основной памяти анализировались Ахом  
[4] и Леманом [5]. Другие методы применения 
основной памяти подробно были описаны Бит-
тоном[6]. К числу полных систем баз данных в 
основной памяти относятся DataBlitz [7], MARS 
[8] и TimesTen [9]. Обзор этой области содер-
жится в исследованиях Гарсии-Молины и Сале-
ма [10]. Однако ни в одной из этих работ не 
предпринимались попытки изолировать компо-
ненты накладных расходов, что является основ-
ным вкладом данной статьи. 
Системы оперативной обработки транзакций 
– это способ организации и проектирования БД, 
в котором система работает с небольшими по 
размеру транзакциями, идущими большим пото-
ком.  
Основная функция OLTP-систем заключается 
в одновременном выполнении большого количе-
ства коротких транзакций, производимых боль-
шим числом пользователей одновременно. Сами 
транзакции выглядят отличаются относительной 
простотой. Например, «снять сумму денег со сче-
та А, положить ее на счет В». 
Как следствие, клиенту необходимо от сис-
темы максимально быстрое время ответа. Так как 
OLTP-системы используют обработки информа-
ции в режиме реального времени, то основным 
показателем эффективности OLTP-приложения 
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является количество выполняемых за секунду 
транзакций. 
OLTP системы создавались для ввода, струк-
турированного хранения и обработки информа-
ции в режиме реального времени. OLTP-системы 
работают с запросами типа «сколько», «где» и им 
подобными. Предоставляя данные из постоянно 
обновляемых БД, такие системы не отслеживают 
динамику изменения процессов на больших вре-
менных промежутках и практически не произво-
дят обработку данных, не считая определенных 
расчетов. Главным отличием OLTP-систем от 
OLAP является то, что они не формируют выводы 
по имеемым данным, оставляя эту функцию при-
нятия решения самому пользователю. 
Тенденции в области OLTP. Истоки OLTP-
систем восходят к системам 1970-х годов. В та-
ких системах использовались дисковые индекс-
ные структуры и неупорядоченные файлы, а 
транзакции поддерживались на основе журнала и 
управление параллелизмом с блокировкой. В на-
стоящее время OLTP-системы развиваются по 
совершенно другим путям, нежели 30 лет назад. 
Аналогичные наблюдения описывались Стоун-
брейкером в  книге «Конец архитектурной эпохи, 
или Наступило время полностью переписывать 
системы управления данными» [12]. К основным 
тенденциям развития OLTP-систем можно отне-
сти следующие: 
a) кластерные вычисления. 
В последние двадцать лет появились OLTP-
системы с архитектурой без общих ресурсов, так 
называемые «shared nothing» системы и кластеры 
из персональных компьютеров массового класса 
для решения многих масштабных вычислитель-
ных задач. Любая будущая система баз данных, 
предназначенная для использования на этих кла-
стерах, должна разрабатываться с нуля; 
б) базы данных, хранимые в основной памя-
ти. 
Существенный рост размеров доступной ос-
новной памяти за последние несколько десятиле-
тий позволил многие базы данных OLTP размес-
тить основной памяти, в особенности, в совокуп-
ной основной памяти крупного кластера. Это 
происходит благодаря тому, что размер боль-
шинства баз данных OLTP растет далеко не так 
быстро, как объем доступной основной памяти. 
С учетом этого фактора поставщикам OLTP име-
ет смысл создавать системы, оптимизируемые в 
расчете на распространенную ситуацию, когда 
база данных целиком помещается в основной 
памяти; 
в) однопотоковый режим в системах OLTP. 
Во всех современных OLTP-системах имеет-
ся обширная поддержка многопотокового режи-
ма. В том числе, набор протоколов транзакцион-
ного управления параллелизмом, а наличие в код 
команд кратковременных блокировок, так назы-
ваемых «защелок», обеспечивающими коррект-
ность доступа нескольких потоков управления к 
совместно используемым структурам (буферные 
пулы и индексные страницы). Традиционные ар-
гументы в пользу многопотокового режима со-
стоят в том, что он позволяет избежать простоя 
при обработке нескольких транзакций, когда од-
на или несколько транзакций ждут поступления 
данных с диска, а также предотвратить торможе-
ние длинными транзакциями выполнения корот-
ких транзакций. Но по мнению многих совре-
менных специалистов  в некоторых классах при-
ложений баз данных не требуется поддержка 
многопотокового режима. В таких системах 
унаследованный код для поддержки блокировок 
и защелок становится неоправданным наклад-
ным расходом; 
г) высокая доступность в противовес журна-
лизации. 
Для производственных систем обработки 
транзакций требуется круглосуточная доступ-
ность баз данных. По этой причине в большинст-
ве систем используется некоторая форма обеспе-
чения высокой доступности, как правило, осно-
ванная на наличии двукратной (или большей) 
избыточности аппаратуры для гарантированного 
наличия доступной резервной системы в случае 
отказа; 
д) варианты транзакций. 
Хотя для многих систем OLTP, несомненно, 
требуется транзакционная семантика, в послед-
нее время появились предложения по поводу 
систем управления данными с ослабленной со-
гласованностью. Обычно требуется некоторая 
форма конечной согласованности при наличии 
убежденности в том, что доступность более важ-
на, чем транзакционная семантика. Системы баз 
данных для таких сред, по всей вероятности, ма-
ло нуждаются в механизмах, разработанных для 
поддержки транзакций. 
И, наконец, современные исследования пока-
зывают, что имеются ограниченные формы тран-
закций, для поддержки которых требуется гораз-
до меньше механизмов, чем для поддержки стан-
дартных транзакций над базами данных. Выбор 
типа клиент-серверной архитектуры зависит от 
географического расположения узлов сети пред-
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приятия, требований к надежности, быстродей-
ствию и обслуживанию. Существуют следующие 
типы реализации OLTP-технологии: файл-
серверная архитектура, двухуровневая и трех-
уровневая клиент-серверные архитектуры. 
Сервером является обслуживающий информа-
ционную потребность клиента процесс. Клиентом, 
как правило, является конечный пользователь, по-
сылающий запрос на обслуживание или приложе-
ние, вызванное конечным пользователем. 
Следствия для будущих серверов баз дан-
ных OLTP: 
a) управление параллелизмом. Большой вы-
игрыш может принести выявление сценариев, 
таких как коммутативность приложений или по-
очередная обработка транзакций, для которых 
позволительно отключить управление паралле-
лизмом. Однако имеется много приложений баз 
данных, которые недостаточно хорошо соблю-
дают подобные приличия или не могут работать 
в режиме выполнения транзакций по одной. В 
таких случаях интересным вопросом является то, 
какой из протоколов управления параллелизмом 
является наилучшим? Двадцать лет назад разные 
исследователи выполнили всестороннее имита-
ционное моделирование, которое ясно показало 
превосходство динамических блокировок над 
другими методами управления параллелизмом. 
Однако в этих исследованиях предполагалось 
хранение баз данных на дисках и наличие соот-
ветствующих простоев транзакций в ожидании 
завершения ввода-вывода, и это, очевидно, су-
щественно влияло на результаты. Было бы край-
не желательно заново произвести такие модель-
ные исследования, имея в виду рабочую нагрузку 
с базами данных в основной памяти и выявить 
некоторую разновидность оптимистического 
управления параллелизмом; 
б) поддержка многоядерных процессоров. 
Возрастающая распространенность многоядер-
ных компьютеров приводит к следующему во-
просу: что будут делать с несколькими ядрами 
будущие серверы баз данных OLTP? Один вари-
ант состоит в параллельном выполнении не-
скольких транзакций на разных ядрах в одном 
узле, как это делается сегодня. Но такой парал-
лелизм требует использования защелок и приво-
дит к потребности решения многих проблем рас-
пределения ресурсов, хотя накладные расходы 
механизма защелок и не особенно велики, но они 
остаются препятствием для достижения сущест-
венного повышения производительности систем 
баз данных OLTP. Второй вариант основан на 
использовании виртуализации на уровне опера-
ционной системы или СУБД, чтобы каждое ядро 
представлялось как однопотоковая машина. Но 
весьма неясно, какие последствия будет иметь 
этот подход для производительности. Третий ва-
риант состоит в том, чтобы попытаться исполь-
зовать внутризапросный параллелизм, который 
может быть оправдан, даже если в системе тран-
закции выполняются по очереди. Однако объем 
внутризапросного параллелизма, доступного в 
типичной транзакции OLTP ограничен; 
в) управление репликацией. В традиционных 
системах баз данных принято поддерживать реп-
ликацию на основе схемы «активный-
пассивный» путем пересылки журнальной ин-
формации. У каждого объекта имеется «актив-
ная» первичная копия, к которой, в первую оче-
редь, направляются все изменения. Затем журнал 
изменений передается по сети в один или не-
сколько «пассивных» резервных узлов. После 
этого в удаленных базах данных по журналу 
воспроизводятся изменения, выполненные в пер-
вичном узле. Но весьма полезно было бы иссле-
довать альтернативы репликации «активный-
пассивный», такие как подход «активный-
активный». Основной причиной того, что в про-
шлом использовалась репликация «активный-
пассивный» с пересылкой журнала, является то, 
что воспроизведение изменений по журналу об-
ходится гораздо дешевле выполнения над репли-
кой логики транзакции. Однако в системе баз 
данных в основной памяти время выполнения 
транзакции обычно составляет менее одной мил-
лисекунды, что, вероятно, ненамного превышает 
время, требуемое для воспроизведения измене-
ний по журналу. В этом случае альтернативная 
архитектура «активный-активный» кажется 
вполне осмысленной. При этом подходе все реп-
лики являются «активными», и транзакция вы-
полняется синхронно надо всеми репликами. 
Преимуществом этого подхода является почти 
мгновенная обработка отказов, и отсутствует 
требование направления изменений сначала в 
узел с первичной копией; 
г) слабая согласованность. В большинстве 
крупных Web-ориентированных магазинов для 
достижения высокой доступности и обеспечения 
восстановления после аварийных отказов ис-
пользуется репликация баз данных OLTP, обыч-
но в глобальной сетевой среде. Однако, никто не 
собирается платить за транзакционную согласо-
ванность в глобальной сети. Распространенным 
рефреном в Web-приложениях является «конеч-
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нов с дисками. Ведь в традиционных системах 
существенное время тратится на журнализацию, 
блокировки, защелки, двухфазную фиксацию, 
поддержку B-деревьев и др. Исключая их из ра-
боты системы можно добиться существенного 
повышения производительности OLTP-систем. 
ная согласованность». Обычно сторонники тако-
го подхода выступают за разрешение несогласо-
ванности не техническими средствами; напри-
мер, дешевле предоставить кредит недовольному 
клиенту, чем поддерживать стопроцентную со-
гласованность. Другими словами, реплики, в ко-
нечном счете, становятся согласованными, по-
видимому, тогда, когда система переводится в 
пассивное состояние. 
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