[1] We theoretically study the mechanism of afterslip, generally observed after the occurrence of large shallow earthquakes, taking account of poroelastic effects including fluid flow. A two-dimensional in-plane shear fault is assumed on a bimaterial interface that separates mechanically different poroelastic media. We first derive analytical expressions for the stress tensor components and fluid pressure as integrals of fault slip; the rigidity and diffusivity of the two media separated by the fault are assumed to be equal in value to derive the solution analytically. We then numerically solve these integral equations assuming stress boundary condition on the fault and obtain the spatiotemporal evolution of fault slip. The Coulomb failure criterion is assumed for the quasi-static growth of fault. We find that the positive feedback between the fluid pressure raised at the extending fault tip and evolving fault slip promotes the quasi-static fault tip extension; the amount of afterslip is found to be larger for smaller value of the Biot-Willis coefficient. It is also found that the poroelastic bimaterial effect favors unilateral extension of fault. Our calculations show that the patch of postseismic fault slip does not overlap that of coseismic slip significantly. We also observe a rapid decrease in postseismic moment release rate with time. These are in harmony with geodetic observation related to afterslips. We will have to resort to purely numerical analysis if we remove the assumptions about the rigidity and diffusivity; however, our present study can provide a reference point for such analysis.
Introduction
[2] Postseismic deformation has commonly been observed by strainmeters, GPS and radar interferometry after large shallow earthquakes occurring at interfaces between continental and oceanic subducting plates [e.g., Heki et al., 1997; Nishimura et al., 2000; Yagi et al., 2003] . Inversion analyses have shown that postseismic transients in the geodetic time series can be attributable largely to an afterslip process downdip from the coseismic rupture; we can mention the examples of the 1978 Miyagi-oki (M = 7.4) earthquake [Ueda et al., 2001] , the 1997 Kronotsky (Mw = 7.8) earthquake [Bürgmann et al., 2002] , the 1994 Sanrikuharuka-oki (Mw = 7.7) earthquake [Heki et al., 1997; Yagi et al., 2003] , the 1995 Jalisco (Mw = 8.0) earthquake [Melbourne et al., 2002] , the 2001 Peru (Mw = 8.4) earthquake [Melbourne et al., 2002] and the 2005 Nias (Mw = 8.7) earthquake [Kreemer et al., 2006] . However, there also exist a few examples indicating the occurrence of afterslip mostly updip from the coseismic rupture [Miyazaki et al., 2004] . The postseismic deformation observed at the Earth's surface commonly shows a rapid decrease in the absolute value of the rate of change with time; afterslip occurring at depth is also expected to show a similar behavior. It is shown in the above examples that patches of afterslip do not overlap much with those of coseismic fault slip and the afterslip generally adds a seismic moment that is 20 to 50% of the main shock [Melbourne et al., 2002; Yagi et al., 2003; Kreemer et al., 2006] .
[3] Thermal and constitutive models of most subduction zones indicate that the plate interface transitions with increasing depth from purely stick-slip, seismogenic behavior to stable sliding, between which a metastable region may exist. The nonoverlapping of afterslip patches with coseismic ones [e.g., Yagi et al., 2003] suggests that afterslip is related to the frictional characteristics of this metastable region. Many researchers now tend to interpret afterslip based on rate-and state-dependent friction laws [e.g., Tse and Rice, 1986; Marone et al., 1991; Kato and Hirasawa, 1997] ; the metastable region is characterized as a velocity strengthening region in such interpretation. Using the above friction law, Kato and Hirasawa [1997] numerically simulated downdip afterslip following a subduction zone earthquake. The occurrence of afterslip was generally attributed to the interaction of a velocity weakening region (within which earthquakes nucleate) with a region of velocitystrengthening behavior in studies based on rate-and statedependent friction laws.
[4] Here, we have to note that some important elements are not explicitly taken into account when afterslip is modeled in terms of rate-and state-dependent friction laws. In particular, lowering of fracture strength by high-pressure pore fluid and its flow should be mentioned. The role of pore fluid in reducing the effective value of the confining stress in bulk samples and the normal stress across frictional surfaces has been demonstrated in laboratory experiments [e.g., Brace and Martin, 1968; Byerlee and Brace, 1972] . In addition, field evidence comes from earthquakes induced either through direct injection of fluids into boreholes or from the filling of large reservoirs with subsequent infiltration of water into the underlying rock mass [e.g., Healy et al., 1968; Raleigh et al., 1976] . Seismological observation indicates that subducting oceanic plates contain some amount of fluid [Kodaira et al., 2003] . Serpentines are generally regarded as a major carrier of fluid component in subducting plates, and their dehydration reactions will affect earthquake generation. It is also shown in numerical simulations that features of aftershocks and earthquake swarms are simulated successfully in a unified way by considering fluid flow in fault zones [Yamashita, 1999 [Yamashita, , 2003 .
[5] The other important element that is not taken into account in studies based on rate-and state-dependent friction laws is that plate boundaries and other major fault zone structures have bimaterial interfaces that separate mechanically different materials [e.g., Shi and Ben-Zion, 2006] . For example, the contrast of seismic velocities at various locations across the San Andreas fault is known to be about 5 to 30% [e.g., Shi and Ben-Zion, 2006] . Such contrast may also exist at boundary between continental plate and subducting oceanic plate [e.g., Kodaira et al., 2002] . We can also mention a possibility that repeated occurrences of earthquakes on a fault form asymmetrical mechanical property across the fault [e.g., Yamashita, 2000; Dor et al., 2006] . Theoretical works indicate that mode II slip along a frictional bimaterial interface between linear elastic solids produces a change of normal stress on the interface that depends on the slip function, material properties and extension direction of slip zone [e.g., Comninou, 1977a Comninou, , 1977b Weertman, 1980; Shi and Ben-Zion, 2006] . This suggests the existence of mechanical interaction between fluid pressure change and fault slip on a bimaterial interface if poroelastic medium permeated by fluid is assumed. As a result of fault slip, fluid pressure builds up and migrates in the medium affecting the spatiotemporal evolution of fault slip. It should be noted that the fluid pressure induced on a fault plane is kept zero even if poroelasticity theory is employed so long as we assume a planar fault in a homogeneous isotropic medium because of antisymmetry of fluid pressure distribution with respect to the fault plane [e.g., Nur and Booker, 1972; Rice and Clearly, 1976] .
[6] Our aim here is to study theoretically the occurrence of afterslip based on mechanical interaction between fault slip and fluid pressure change in a bimaterial poroelastic medium. As a failure criterion that is necessary to get proper description of the problem under consideration, we adopt here the Coulomb failure criterion. We specifically assume in-plane shear fault in the study. First in this paper, we analytically derive expressions for the stress tensor components and fluid pressure as integrals of fault slip; the rigidity and diffusivity of the two media separated by the fault are assumed to be equal in value to derive the solution analytically. We then calculate spatiotemporal interaction between fault slip and fluid pressure change based on these expressions. This interaction is shown to cause unilateral postseismic quasi-static fault growth. The obtained results make it possible to get new insight into the nature of dip-slip-type earthquakes, which frequently occur at subduction zones.
Mathematical Formulation and Model Setup
[7] The constitutive equations for a homogeneous isotropic poroelastic material are written as [Biot, 1941; Wang, 2000] 
where
and d ij is the Kronecker delta, z is the variation of fluid content per unit reference volume, s ij is the total stress, e ij is the strain derivable from a solid displacement vector, p is the pore fluid pressure, n is the drained Poisson's ratio, n u is the undrained Poisson's ratio, K is the drained bulk modulus, K s is the bulk modulus of solid constituent, and G is the rigidity. The constants a and M are generally referred to as the Biot-Willis coefficient and the Biot modulus, respectively [Detournay and Cheng, 1993; Wang, 2000] . The summation convention is applied for repeated indexes throughout this paper. In this paper, pore fluid pressure is assumed to be positive for compression while normal stress is negative for compression.
[8] We consider two-dimensional (2-D) quasi-static inplane deformation, so that we have to assume the static equilibrium equations
Furthermore, the conservation of fluid mass together with the Darcy law yields
where q, k and m are the fluid flux, permeability and viscosity of fluid, respectively [e.g., Wang, 2000] . If we assume the relations [Verruijt, 1970; Detournay and Cheng, 1993] , (2) and (3) are shown to be reduced to
and f and y are generally referred to as displacement functions.
[9] The stress tensor components are written as
in terms of f and y. The above analysis indicates that the deformation of the medium is determined completely once the expressions for f and y are derived.
[10] We assume that a fault is suddenly introduced along a frictional interface y = 0 at t = 0 between two mechanically different linear isotropic poroelastic half-spaces (Figure 1 ). This fault is regarded as a coseismic fault and we will investigate what happens after the coseismic rupture. The subscript i = 1 denotes the material below the interface (y < 0) and i = 2 the material above (y > 0). The boundary conditions require the continuity of s yy , s xy , p, u y and q y across the interface y = 0 [Deresiewicz and Skalak, 1963] , where q y is the y component of the fluid flux q. We also have to consider the condition of displacement discontinuity
where the function f x (x, t), the partial derivative of slip f (x, t) with respect to x, is to be determined by stress condition on the fault, which will be specified in section 3.
[11] The system of equations (5) is now solved by the Laplace transform in time t and the Fourier transform in space x:
The solutions for equation (5) are then derived in the form
in the (x, p) domain, where c i denotes the value of c in each half-space. The coefficients A i , B i and C i are determined from the continuity of s yy , s xy , p, u y and q y across the interface y = 0 and condition (8). We assume that the medium is initially in an equilibrium state. We first derive the expressions for A i , B i and
, where d() is Dirac's delta function; the solution thus derived is referred to as the fundamental solution. We can derive the solution corresponding to the condition (8) by the convolution of fundamental solution with f x (x, t) once the fundamental solution is obtained; hence the derivation of fundamental solution is essential part of our analysis. We, however, find in the derivation of fundamental solution that the Laplace and Fourier inverse transforms can be carried out analytically and expressed by known functions only when the relations G 1 = G 2 and c 1 = c 2 are satisfied. If we do not assume these relations, the fundamental solution is expressed as an integral, which is a big disadvantage for numerical calculation. On the assumption of these relations, we finally have the expressions for stresses and pore fluid pressure as integrals of fault slip as shown in Appendix A, which will be employed in the analysis below.
Boundary Condition on the Fault and Failure Criterion
[12] In general, the spatiotemporal evolution of fault slip is caused by the change of stress state on the fault. We now In other words, the fault tip extends if the stress s xy + m s (s yy + p), generally referred to as the Coulomb failure stress in many literatures, exceeds a certain threshold value at the tip, where m s is the static friction coefficient. The residual shear strength is described by the relation s xy = s r À m f (s yy + p + s yy 0 + p 0 ) on the fault taking account of the effect of normal stress and fluid pressure, where m f is the residual friction coefficient, s r is a positive quantity dependent on the mechanical property of fault surface and the superscript zero denotes the stresses and fluid pressure immediately before the appearance of coseismic fault. We assume a simplified rupture model since we focus on the interaction between fluid pressure buildup and fault slip in this paper. In other words, the shear traction is assumed to change suddenly to the residual level with the onset of fault slip, so that we have the condition to be satisfied on the fault
where s 1 = s xy 0 + m f (s yy 0 + p 0 ) À s r and s xy , s yy and p are written as integrals of fault slip (see Appendix A), so that equation (11) can be regarded as an integral equation that determines f x (x, t). We will numerically solve this integral equation below introducing the nondimensional variables
, where L is a half length of the coseismic fault; see Appendix A on the numerical calculation. This normalization suggests that the parameter c contributes to the changes of the stresses and fluid pressure only through the nondimensional time T. Hence the parameters practically contributing to our problem are only n u,1 , n 1 , n u,2 , n 2 , a 1 and a 2 . We assume n u,2 > n u,1 throughout this paper, so that the P wave velocity is faster in the upper medium than that in the lower medium, while the S wave velocity is the same in both media. We assume m 0 m s = m f = 0.6 in the calculation below for simplicity; laboratory experiments suggest only a slight difference in their magnitudes [e.g., Wong, 1986] . The left-hand side of equation (11) is referred to as the Coulomb stress change below in this paper; it is sometimes called the Coulomb stress drop if it is negative. The Coulomb stress change, which is defined only on the fault, is equal to the Coulomb failure stress in value because of the assumption m s = m f .
Change of Stresses Due to Sudden Introduction of Fault
[13] Let us first investigate the changes of the stress tensor components and pore fluid pressure occurring after the sudden introduction of fault at ÀL < x < L on the interface y = 0. The sudden appearance of fault is regarded as being due to coseismic rupture as mentioned before, but the fault tip growth is not allowed for t > 0 in the consideration presented in this section. This analysis will be useful for fundamental understanding of the relation between fault slip and stress change. Here, s 1 in equation (11) is assumed to be constant over the fault and given by s 0 (>0), so that shear strain energy is expected to be released by the introduction of fault. The reversal of fault slip is prohibited throughout this paper.
[14] The spatiotemporal variation of Coulomb failure stress s xy + m 0 (s yy + p) is illustrated in Figure 2 for a typical example on the interface y = 0. We assume here the values n 1 = 0.24, n u,1 = 0.26, n 2 = 0.19, n u,2 = 0.33, which are in the range of measured values for sandstones and granites [Detournay and Cheng, 1993] . We also assume the value a 1 = a 2 = 0.75, which seems to be a typical value for sandstones [Detournay and Cheng, 1993; Wang, 2000] . The frictional coefficient is given by m 0 = 0.6. We find in Figure 2 that the value of Coulomb failure stress deviates slightly from Às 0 near the left fault tip on the fault. This occurs because the reversal of fault slip is prohibited; the fault slip decreases with time there if we do not prohibit the reversal of fault slip. We observe in Figure 2 that the value of Coulomb failure stress immediately ahead of the right fault tip first increases with time and then turns to decrease later on. On the other hand, the value of Coulomb failure stress ahead of the left fault tip decreases monotonically with time. Since the Coulomb failure stress is expressed as a linear sum of the stress tensor components s xy and s yy and fluid pressure p, we now investigate these three quantities separately to study what is most influential in the change of fault tip Coulomb failure stress observed in Figure 2 . Figure 3 shows the changes of s xy , s yy and p on the interface y = 0. We have to note here that the changes of s yy and p occur mostly because the normal traction change is excited by the fault slip occurring on the bimaterial interface [Comninou, 1977a [Comninou, , 1977b . On the other hand, the change of s xy is largely due to quasi-static fault slip (see Figure 4) . Figure 3 clearly shows that s xy and p play dominant roles in the change of Coulomb failure stress at the fault tips.
[15] Figures 2 and 3 suggest that the stresses and pore fluid pressure are singular near the fault tips. The stresses and pore fluid pressure evaluated at a fault tip are generally dependent on the node interval in discrete numerical analyses, such as the boundary integral equation method (BIEM) assumed here (see Appendix A), if they are singular at the fault tip. In other words, the fault tip stresses and fluid pressure are generally larger for smaller node interval. This disadvantage suggests that our investigation is rather qualitative. However, the node interval is fixed in our calculation, so that relative comparison between the numerical results is allowable and dependence on model parameters can fully be discussed.
[16] Since the fluid pressure has a sharp positive peak at the right fault tip at t = +0, the fluid tends to migrate out of the fault tip with considerably high rate and contributes to the increase of Coulomb failure stress ahead of the fault tip. Note that the rate of fluid flow is proportional to the fluid pressure gradient because of the assumption of the Darcy law. Furthermore, we observe in Figure 4 the occurrence of quasi-static fault slip near the right fault tip, which increases s xy ahead of the right fault tip as observed in Figure 3a . On the other hand, the decrease of s xy observed ahead of the left fault tip occurs because the slip never increases with time near the left tip. The above consideration suggests a possibility that only the right tip of fault begins the extension.
An Example of Quasi-static Fault Tip Growth Due to Poroelastic Effects
[17] The possibility of postseismic fault tip extension was pointed out in section 4. We now study how the fault tip extends and how large the extension is on the assumption of Coulomb failure criterion:
where s* is a positive parameter related to the strength of material. A fault tip can extend if the condition (12) is Figure 2 . The coseismic slip, which is the suddenly appeared slip at T = 0, is included for each curve, and the slip at T/dT = 1 is almost equal to the coseismic slip. The quasi-static slip occurs on the coseismic fault because of the temporal changes in the normal stress and fluid pressure.
satisfied immediately ahead of the fault tip. We now assume that the values of all the model parameters except for s* are the same as assumed in Figure 2 . The value of s* is assumed to be constant over the region x > L and given by that of s xy + m 0 (s yy + p), taken immediately ahead of the right tip of coseismic fault at t = +0. For the value of s* over the region x < ÀL, it is given by the value of s xy + m 0 (s yy + p) taken immediately ahead of the left fault tip at t = +0. These assumptions together with the observation of Figure 2 suggest that the right tip ought to begin the growth at t = +0, while the left tip remains stationary. If we assume the value of s* considerably larger than assumed now for x > L, the fault never begins the growth. We also assume that the right fault tip postseismically extends into a slip-resistant region; we in this paper define the slip-resistant region as region where s 1 0 is satisfied (see equation (11)). The negative value of s 1 generally impedes fault slip. However, if the fluid pressure is raised gradually with increasing fault slip in the slip-resistant region as will be observed in our simulations below, the shear stress degrades with increasing slip, which promotes quasi-static fault slip. The above assumption of slip-resistant region also implies that the coseismic rupture is arrested because their tips have encountered the slip-resistant regions; the slip-resistant region may be regarded as a metastable region in our study.
[18] The postseismic slip occurred quasi-statically is illustrated in Figures 5 and 6 for two examples; we assume s 1 = 0 and À0.5s 0 in the slip-resistant region x > L, where s 0 is the Coulomb stress drop assumed over the coseismic fault at jxj < L (see Figure 2) . The spatiotemporal evolution of fault slip is shown only for the former example in Figure 5a , in which we actually observe the quasi-static extension of fault tip in the slip-resistant region as anticipated. We also observe in Figures 5b and 6 that the fault tip extension distance is larger for a smaller value of js 1 j on the slip-resistant region. The left fault tip remains stationary in both examples because the Coulomb failure stress decreases monotonically with time there. The moment release related to afterslip is found to be about 7.5% of the moment released by the sudden introduction of fault (coseismic rupture) in the case s 1 = 0. Geodetic observations of subduction zone earthquakes indicate that afterslip occurs downdip or updip from the coseismic slip as mentioned in Introduction. We actually find a similar feature in Figures 5 and 6; the regions of coseismic and postseismic slips do not YAMASHITA: POSTSEISMIC QUASI-STATIC FAULT SLIP overlap significantly. It is noteworthy that the patch of maximum postseismic slip lies outside the coseismic fault even in the example shown in Figure 6 ; the resistance to quasi-static fault tip extension is much larger in this example than in the example shown in Figure 5 . However, the relative amount of postseismic moment release simulated in our calculation seems to be much smaller than observed geodetically even if the qualitative nature of our analysis is taken into account. We will make a more detailed analysis below how the model parameters affect the relative amount of postseismic moment release.
What Determines the Amount of Postseismic Moment Release?
[19] We assumed a significantly simplified model for the spatial distributions of fracture strength and Coulomb stress change in Figures 5 and 6 . We need more reliable information about these distributions to investigate the variable range of postseismic moment release. However, we still have a great deal of uncertainty about the distributions. We therefore focus on the maximum possible amount of the relative postseismic moment release assuming some specific models for the spatial distributions of Coulomb stress change and fracture strength on the interface y = 0 in this paper. The resistance to quasi-static postseismic fault slip will be smaller and a larger amount of postseismic moment release will be observed when the absolute value of s 1 is smaller in the slip-resistant region. We therefore assume s 1 = 0 in the slip-resistant region in all calculations below. The resistance to fault tip extension is also smaller for smaller values of the fracture strength s*. We assume that the strength is constant over each of the slip-strengthening regions x < L and x > L for simplicity. If the values of s* are given by those of s xy + m 0 (s yy + p), taken immediately ahead of left and right tips of coseismic fault at t = +0 for x < ÀL and x > L, then largest possible quasi-static postseismic slip is expected. If larger strength is assumed, fault tip extension distance is smaller or, in some case, fault tip never extends. On the other hand, if the strength is smaller, unstable dynamic extension occurs inevitably. Hence the maximum possible postseismic moment release is expected when we assume s 1 = 0 over the slip-resistant region and the fracture strength is given by the value of s xy + m 0 (s yy + p), taken immediately ahead of fault tip at t = +0 as long as the fracture strength is assumed to be constant over the regions x > L and x < ÀL and the distribution of Coulomb stress drop is fixed on the coseismic fault. These were actually assumed in Figure 5 and will be assumed in the calculation in this section as well. We note here that we have arbitrariness only in the Coulomb stress drop to be assumed on the coseismic fault in the treatment described above.
[20] We now assume another simple model for the variation of s 1 on the coseismic fault to study the effect of Coulomb stress drop on the coseismic fault. Specifically we assume s 1 (x) = Às 0 (1 À (x/L) 2 ) on the coseismic fault (slip-weakening region), while s 1 (x) = 0 outside the coseismic fault (slip-resistant region). The other assumptions are the same as in the previous calculations. The calculated result of postseismic fault slip is shown in Figure 7 together with coseismic fault slip; the ratio of postseismic to coseismic moment release is found to be about 14%. The temporal change of postseismic moment release is shown in Figure 8 , which clearly shows a rapid decrease in its rate with time; this is in harmony with the change of postseismic deformation observed at the earth's surface [e.g., Yagi et al., 2003] . Qualitatively the same behavior is also observable in the models shown in Figures 5 and 6 . We also observe in Figures 5 and 7 that the amount of postseismic moment release is far less affected by the distribution of Coulomb stress drop on the coseismic fault than that of coseismic moment release is. This occurs because we assumed a lower value for the strength s* for x > L when the Coulomb failure stress is smaller at the right tip of coseismic fault; the fault tip Coulomb failure stress is generally smaller when the Coulomb stress drop averaged over the coseismic fault is smaller. Hence no substantial difference is expected between the two models considered above as far as the postseismic moment release is concerned.
[21] The possibility was suggested before based on the results shown in Figure 2 that the positive feedback between quasi-static fault slip and buildup of fluid pressure efficiently drives the quasi-static fault tip extension. This can actually be confirmed in the calculation. Figure 9 shows the values of Coulomb failure stress, s xy , p and s yy at the nodal point immediately ahead of the extending fault tip for the example shown in Figure 7 . We observe conspicuous features in Figure 9 that (1) temporary buildup of fluid pressure triggers the extension of fault tip, (2) fluid pressure buildup synchronizes with the decrease in s yy and (3) the shear stress component s xy decreases monotonically with time (and fault growth). The same features are also observable in the models shown in Figures 5 and 6 . The temporary buildup of fluid pressure occurs because of the interaction between the quasistatically evolving fault slip and normal traction on the bimaterial interface as stated before. The fault tip growth is intermittent as observed in Figure 9 because it takes some time for the buildup of fluid pressure that is enough to satisfy the failure criterion at the fault tip. Furthermore, the compression of fault plane (decrease in s yy ) raises the fluid pressure and vice versa. The monotonic decrease in s xy occurs because the fault tip extends in the slip-resistant region. Hence Figure 9 and the above consideration clearly demonstrate that the positive feedback between the fluid pressure change and evolving fault slip drives the postseismic fault tip extension.
[22] We implicitly assumed in all the above examples of calculation that the coseismic rupture growth is arrested at the transition from slip-weakening to slip-resistant regions. However, if the spatial distribution of fracture strength is continuous, it is very likely that the coseismic rupture extends into the slip-resistant region. We illustrate an example in Figure 10 that the coseismic rupture has extended into the slip-resistant region. We observe that the ratio of postseismic to coseismic moment release is much larger in Figure 10 than in Figure 5 ; there is not much difference in the amount of postseismic moment.
[23] It is shown above in this section that the temporary buildup of fluid pressure plays a crucial role to drive the quasi-static fault tip extension. Since the fluid pressure is generally larger when a = a 1 = a 2 is smaller at t = +0 as implied by equations (6) and (A3), we expect that the amount of postseimic moment release is larger for a smaller value of a. We assumed a = 0.75 in all the above calculation, which seems to be a typical value for sandstones as mentioned before. However, we know that it takes much smaller values for granites and is known to be in the range from 0.3 to 0.5 [Detournay and Cheng, 1993] . We now investigate how the value of a affects the amount of postseismic moment release assuming a = 0.4; all the other assumptions are the same as in Figure 7 . The result of calculation is illustrated in Figure 11 . As anticipated we find that the amount of postseismic moment release is much larger; the ratio of postseismic to coseismic moment release amounting to about 45.0% is observed in this example.
What Determines the Direction of Postseismic Fault Tip Extension?
[24] Only the right fault tip was shown to extend in all the examples assumed above. We now investigate what deter- YAMASHITA: POSTSEISMIC QUASI-STATIC FAULT SLIP mines the direction of fault tip extension. Equation (A3) indicates that the change in the fluid pressure is proportional to f x (x, t) at t = +0, so that if the fluid pressure has a positive peak at one of the fault tips, a negative peak ought to appear at the other tip. Since the fault begins extension at a tip where the fluid pressure has a positive peak at t = +0, the possible direction of fault extension is dependent on the sign of coefficient of f x (x, t) at the first term on the right-hand side of equation (A3); it also means that if the magnitude of coefficient is larger, the possibility of extension will be higher. We therefore investigate the sign and magnitude of the coefficient
If R is positive, the fluid pressure has a positive peak at the left fault tip at t = +0; the height of peak is proportional to the magnitude of R.
[25] Figure 12 illustrates the dependence of the value of Ra on n u,1 and n 1 for two typical combinations of (n 2 , n u,2 ); we consider only the case a a 1 = a 2 for simplicity. Generally valid relation n u,i > n i (i = 1, 2) [e.g., Detournay and Cheng, 1993] is taken into account in the calculation; according to our assumption we also have the relation n u,2 > n u,1 . Figure 12 implies that whether the fault extends left or right is approximately dependent on the sign of (n u,2 À n 2 ) À (n u,1 À n 1 ). In other words, it depends how the difference between the undrained and drained Poisson's ratio in one medium deviates from that in the other medium. If this quantity is positive, the right tip extends; otherwise the extension of left tip occurs. Figure 12 shows that the extension of right fault tip is expected for the majority of cases unless n u,2 $ n 2 is satisfied because of the relation n u,i > n i (i = 1, 2). For example, Figure 12b suggests that the left fault tip begins the extension when n u,1 = 0.21, n 1 = 0.04, n u,2 = 0.22 and n 2 = 0.19. It is actually confirmed in our calculation that this is the case (see Figure 13) .
[26] Although we assumed a 1 = a 2 in Figure 12 , we should note that the direction of postseismic fault tip growth is also affected by the values of a 1 and a 2 . For example, the left tip will begin to extend if a 1 ( a 2 . It means that the direction of postseismic fault growth is determined by the values of poroelastic constants. However, no solution has been found for simultaneous extension of both fault tips.
Discussion and Conclusions
[27] The present study shows that the positive feedback between the fluid pressure raised at the extending fault tip and evolving fault slip drives the quasi-static fault tip extension. The ratio of postseismic to coseismic moment release amounting to 42% is observed under the adopted constraint related to poroelastic constants. We find that the Figure 12 . Dependence of Ra on n u,1 and n 1 for two combinations of (n 2 , n u,2 ). We assume (a) n u,2 = 0.33 and n 2 = 0.19 and (b) n u,2 = 0.22 and n 2 = 0.19. The solid circle denotes the coordinates (n 2 , n u,2 ).
amount of postseismic moment release is generally larger when the Biot-Willis coefficient a is smaller.
[28] It is shown in the calculation that the rate of postseismic moment release shows a rapid decrease with time. We also find that the poroelastic bimaterial effect favors unilateral extension of fault. Moreover, it is demonstrated in this paper that the patch of coseismic slip does not overlap with that of postseismic quasi-static slip significantly; all calculated cases indicate that the patch of maximum postseismic slip lies outside the coseismic fault. These are in harmony with geodetic observation on afterslip.
[29] It is shown in our analysis that the direction of postseismic fault tip growth is determined by the values of parameters a, n and n u . In contrast, dynamic rupture growth in a poroelastic medium is generally independent of n. The preliminary conclusion is that we may be able to get some constraints on the values of poroelastic constants of fault zone material from observation of the directions of coseismic and postseismic fault tip extensions. However, it is still premature to make such estimate in this paper because of the assumptions G 1 = G 2 and c 1 = c 2 and of simple model geometry; in a more realistic treatment we may have to take account of fault zone structure around a fault [e.g., Chester et al., 1993] and/or bending and branching of fault [Kame and Yamashita, 1999; Ando et al., 2004] .
[30] We do not intend to argue that the poroelastic effects incorporating fluid flow provide a more realistic approach than rate-and state-dependent friction law when explaining afterslip. We rather argue in this paper that poroelastic effects must not be ignored in the generation of afterslip. We should, however, note that the existence of metastable region is essential for the occurrence of afterslip in our model as well as in modeling based on rate-and statedependent friction laws; the metastable region is represented as the slip-resistant region in our modeling while it is represented as the velocity-strengthening region in the modeling based on rate-and state-dependent friction laws. Quantitative analyses based on both models will be required to investigate which model plays a more dominant role. We may note that the calculation carried out in this paper on the assumptions G 1 = G 2 and c 1 = c 2 makes such quantitative comparison premature. We will carry out numerical calculations without these assumptions in a subsequent paper and make a quantitative comparison.
[31] Afterslip following strike-slip earthquakes that is also observed occasionally [e.g., Bürgmann et al., 2002] is not considered in this paper. It should be noted that if coseismic rupture is purely of strike-slip type, no interaction occurs between fluid flow and fault slip in the framework of our model. Hence our model does not explain afterslip following strike-slip earthquake. However, we should note that there is no pure strike-slip earthquake in nature. Even if a simple rectangular strike-slip fault is assumed in an infinite homogeneous medium, the pure strike-slip deformation is approximately valid only near the center of the fault. We will need 3-D modeling for quantitative analysis of afterslip in this case. YAMASHITA: POSTSEISMIC QUASI-STATIC FAULT SLIP
