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ABSTRACT 
The models that are able to appropriately study the temporal and spatial dependence 
structure of water quality and hydrological time series are the essential tools to evaluate 
the future state of water availability, pollution loading, and best watershed management 
options. The mass-balance model is one of the current approaches for modeling water 
quality. However, it has the following limitations: extensive data for inputs, limited 
effectiveness for many water quality parameters, and ineffectiveness for long-term 
forecasts. To address the above limitations, statistical and stochastic models, such as 
classical ARIMA, ANN, and TFN modeling approaches have also been applied to 
investigate water quality and hydrological time series. However, they also have the some 
limitations, i.e., Gaussian process and/or linear dependence. 
Thereby, this study proposes to investigate the water quality and hydrological time 
series with the use of the following methodologies: (1) applying the order series 
transformation method to fulfill the assumptions and to address the limitations of the 
classic (F)AR(I)MA time series modeling approach; (2) applying the copula theory to 
investigate the spatial dependence pattern for water quality and hydrological time series 
at the different locations within the same watershed; (3) investigating the temporal 
dependence for the observed sequences with the use of copula-based Markov process to 
address the limitations existed in the classic Markov process.  
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To valid the proposed approaches, three watersheds (i.e., Stillaguamish and 
Snohomish watersheds in Washington: Forest watershed, Chattahoochee River 
Watershed in Georgia: Urban Watershed, and Cuyahoga River Watershed in Ohio: 
watershed with mixed LULC) are selected as case-studies. The findings of this study 
showed: (1) the order series transformation may successfully transform the heavy-skewed 
and/or fat-tailed univariate time series to Gaussian process to fulfill the assumptions of 
(F)AR(I)models; (2) the length of records should be considered in evaluating the Hurst 
phenomenon, if it is existed; (3) the copula theory is an efficient tool in modeling the 
spatial dependence pattern of water quality and hydrological time series by relaxing the 
assumptions of classic multivariate analysis; (4) the copula-based Markov processes are 
able to successfully model the temporal dependence of the observed water quality and 
hydrological time series by relaxing the assumptions of classic Markov process modeling 
approach; (5) the estimated VaRs may provide valuable information for risk analysis and 
management; and (6) the proposed procedures can be adopted by other watersheds for 
watershed management and decision making.   
Keywords:   Univariate time series analysis, Copula, Copula-based Markov process, 
Risk Analysis, Water quality 
 
 
 
v 
 
ACKNOWLEDGMENTS 
Foremost, I would like to express my sincere gratitude to my advisor Dr. Lan Zhang 
for the continuous support and help during my Ph.D. study and specially in this research, 
for her patience, motivation, enthusiasm, and immense knowledge. Her guidance helped 
me in all the time of research and writing of this thesis. I could not have imagined having 
a better advisor and mentor for my Ph.D. study. 
Also, I would like to thank the rest of my thesis committee: Dr. Mimoto, Dr. Duirk 
Prof. Hariharan and Dr. Huang, for their encouragement, insightful comments, and hard 
questions. 
 
 
 
 
vi 
 
TABLE OF CONTENTS  
              Page 
LIST OF FIGURES………………………………………………………...……………………………x 
LIST OF TABLES……………………………………………..………………………………..………...…….xiv 
CHAPTER                             
I. INTRODUCTION AND OBJECTIVES OF THE STUDY ................................ 1 
1.1 Need for the study of Water Quality and Hydrological Time series ................ 1 
1.2 Current Approaches and Their Limitations ...................................................... 1 
1.3 Outline of the Dissertation and Main Objectives ............................................. 3 
II. STUDY AREA AND DATA BASE .................................................................... 5 
2.1 Introduction ...................................................................................................... 5 
2.2 Stillaguamish and Snohomish River Watersheds ............................................. 5 
2.3 Chattahoochee River Watershed .................................................................... 13 
2.4 Cuyahoga River Watershed ............................................................................ 16 
III. UNIVARIATE WATER QUALITY TIME SERIES ANALYSIS ................... 19 
3.1 Background ..................................................................................................... 19 
3.2 Forecasting Time Series ................................................................................. 23 
3.3 AR(I)MA and FARIMA Models .................................................................... 24 
3.4 Order Series Method ....................................................................................... 26 
3.5 Deseasonalization of a Univariate Time Series .............................................. 29 
3.6 Model Identification and Parameter Estimation ............................................. 30 
vii 
 
3.6.1 Stationarity Test of the Time Series ........................................................ 30 
3.6.2 Hurst Parameter for Long-Memory Process ........................................... 31 
3.6.3 Identification of AR and MA Orders and Estimation of the Parameters 32 
3.7 Model Verification and Performance Evaluation ........................................... 33 
3.8 ARMAX Model .............................................................................................. 35 
3.9 Case Study 1: Stillaguamish and Snohomish River Watersheds .................... 36 
3.9.1 Order Series Transformation ................................................................... 36 
3.9.2 Model Verification, Forecast Study and Performance Evaluation .......... 45 
3.10 Case Study 2: Chattahoochee River Watershed ............................................. 54 
3.10.1 Water Quality Trend and LULC Changes in the Watershed ............... 55 
3.10.2 Time Series Analysis ........................................................................... 59 
3.11 Case Study 3: Cuyahoga River Watershed ..................................................... 70 
3.12 Conclusion ...................................................................................................... 76 
IV. DEPENDENCE ANALYSIS USING COPULA METHOD............................. 79 
4.1 Background ..................................................................................................... 79 
4.2 Definition of Copula ....................................................................................... 84 
4.3 Archimedean Copulas ..................................................................................... 84 
4.3.1 One-Parameter Archimedean Copulas .................................................... 85 
4.3.2 Two-Parameter Archimedean Copulas ................................................... 87 
4.3.3 Nested Archimedean Copulas (NACs) ................................................... 89 
4.4 Meta-Elliptical Copulas .................................................................................. 91 
4.4.1 Gaussian Meta-Elliptical Copula ............................................................ 91 
4.4.2 Student-t Meta-Elliptical Copula ............................................................ 92 
4.5 Vine Copulas .................................................................................................. 93 
viii 
 
4.6 Parameter Estimation ...................................................................................... 98 
4.6.1 Full MLE Method.................................................................................... 98 
4.6.2 PMLE method ......................................................................................... 99 
4.7 Evaluating Goodness-of-Fit of Copula Functions ........................................ 100 
4.7.1 Visual Goodness-of-Fit measures ......................................................... 100 
4.7.2 𝑆𝑛𝐵 Test ................................................................................................ 100 
4.8 Spatial Dependence Analysis using Copulas: Case studies .......................... 102 
4.8.1 Case Study 1: Stillaguamish and Snohomish River Watersheds .......... 102 
4.8.2 Case Study 2: Chattahoochee River Watershed .................................... 118 
4.8.3 Case Study 3: Cuyahoga River Watershed ........................................... 119 
4.9 Conclusion .................................................................................................... 128 
V. COPULA-BASED MARKOV PROCESSES TIME SERIES ........................ 130 
5.1 Background ................................................................................................... 130 
5.2 Stationary Continuous-Time Markov Processes .......................................... 133 
5.3 Copula Modeling of Serial Dependence ....................................................... 134 
5.4 Copula-based First-order Markov Process ................................................... 134 
5.5 Copula-based kth-order Markov process ...................................................... 135 
5.6 Parameter Estimation and Model Selection for Copula-Based Markov Process
 ……………………………………………………………………………..141 
5.7 Risk Analysis Using VaR ............................................................................. 143 
5.8 Case Study 1: Snohomish River Watershed ................................................. 144 
5.8.1 Forecast and its Comparison with Deseasonalized AR Time Series Model
 …………………………………………………………………………145 
5.8.2 Risk Analysis Using Copula-Based Markov Process ........................... 146 
5.9 Case Study 2: Chattahoochee River Watershed ........................................... 150 
5.10 Case Study 3: Cuyahoga River Watershed ................................................... 155 
ix 
 
5.11 Conclusion .................................................................................................... 160 
VI. FINAL REMARKS AND CONCLUSIONS ................................................... 161 
6.1 Effects of Precipitation ................................................................................. 161 
6.2 Effects of LULC ........................................................................................... 163 
6.3 Comparison of the Models and Model Selection Recommendations........... 165 
6.4 Conclusions .................................................................................................. 166 
6.5    FUTRE STUDIES  ........................................................................................ 167  
REFERENCES ....................................................................................................... 169 
APPENDICES...…………………….……..……..………………………………..…………….….179 
 APPENDIX A: VITA ................................................................................... 180   
 APPENDIX B: ABBREVATIONS .............................................................. 181   
 APPENDIX C: HISTOGRAMS, SAMPLE ACF AND CUMMULATIVE         
AAPERIODOGRAM OF THE TIME SERIES ......................................................... 183 
 
 
 
 
 
 
 
x 
 
LIST OF FIGURES 
Figure                          Page 
‎2.1: Stillaguamish and Snohomish River watersheds location ...................................... 8 
‎2.2: Stillaguamish and Snohomish River watersheds 1992 LULC map and water 
quality sampling stations sub-watersheds ........................................................................... 9 
‎2.3: Stillaguamish and Snohomish River watersheds 2001 LULC map and water 
quality sampling stations sub-watersheds ......................................................................... 10 
‎2.4: Stillaguamish and Snohomish River watersheds 2011 LULC map and water 
quality sampling stations sub-watersheds ......................................................................... 11 
‎2.5: LULC information of the Chatahoochee River Watershed stations ..................... 15 
‎2.6: 2011 LULC map of the Cuyahoga River water quality stations ........................... 18 
‎3.1: Flowchart of univariate time series analysis by (F)AR(I)MA models using order 
series transformation. ........................................................................................................ 29 
‎3.2: Histograms of DO at station B110 at Stillaguamish River Watershed. ................ 37 
‎3.3: Sample ACF and cumulative periodogram for DO time series at station B110 at 
Stillaguamish River Watershed......................................................................................... 38 
‎3.4: The plot of rescaled range for DO time series at stations: (a) 5A90 and (b) B70. 40 
‎3.5: ACF and PACF plots of deseasonalized DO time series at Stillaguamish and 
Snohomish watersheds ...................................................................................................... 44 
‎3.6: ACF and PACF plots of deseasonalized Temperature time series at Stillaguamish 
Watershed ......................................................................................................................... 45 
‎3.7: Forecasted values vs. observations for DO time series at Stillaguamish and 
Snohomish River watersheds ............................................................................................ 53 
‎3.8: Forecasted values vs. observations for Temperature time series at Stillaguamish 
River Watershed................................................................................................................ 54 
xi 
 
‎3.9: Annual DO at Belton Bridge station vs. LULC changes ...................................... 56 
‎3.10: Annual DO at Whitesburg station vs. LULC changes ........................................ 57 
‎3.11: Annual Temperature at Whitesburg station vs. LULC changes ......................... 57 
‎3.12: Annual Nitrate at Whitesburg station vs. LULC changes ................................... 58 
‎3.13: Annual Discharge at Whitesburg station vs. LULC changes.............................. 58 
‎3.14: Annual Conductivity at Whitesburg station vs. LULC changes ......................... 59 
‎3.15: Cumulative periodogram of original data series at Chattahoochee Watershed .. 64 
‎3.16: ACF and PACF plots of the time series at Whitesburg Station .......................... 67 
‎3.17: Forecasted values vs. observations at Chattahoochee Watershed....................... 70 
‎3.18: Cumulative periodogram of discharge time series at Cuyahoga Watershed ...... 73 
‎3.19: ACF and PACF plots of discharge time series at Cuyahoga Watershed ............ 74 
‎3.20: Forecasted values with order series method vs. observations at Cuyahoga 
Watershed using order series method ............................................................................... 76 
‎4.1: A 3 dimensional fully nested copula ..................................................................... 90 
‎4.2: Four dimensional D-vine copula structure ............................................................ 94 
‎4.3: Four dimensional C-Vine copula structure ........................................................... 94 
‎4.4: Chi-plots (lower triangle) and K-plots (upper triangle) of DO water quality time 
series. .............................................................................................................................. 104 
‎4.5: Gaussian copula (observed (red) vs. simulated (black)) of DO time series at 
Stillaguamish and Snohomish watersheds ...................................................................... 108 
‎4.6: Student-t copula (observed (red) vs. simulated (black)) of DO time series at 
Stillaguamish and Snohomish watersheds ...................................................................... 110 
‎4.7: Box plot of simulated Kendall’s tau coefficients of correlation for Gaussian Meta-
Elliptical copula vs. observed correlation (red circles) ................................................... 111 
‎4.8: Box plot of simulated Kendall’s tau coefficients of correlation for Student-t Meta-
Elliptical copula vs. observed correlation (red circles) ................................................... 112 
xii 
 
‎4.9: Eight dimensional D-Vine copula structure (1 through 8 inside nodes: stations 
B110, B70, A70, 5A90, 7A90, C70, D50 and D130 respectively; 1 through 10 on the 
connections: Gaussian, Student t, Clayton, Gumbel-Hougard, Frank, Joe BB1, BB6, BB7 
and BB8 copulas with their parameters respectively) ..................................................... 114 
‎4.10: D-Vine Copula (observed (red) vs. simulated (black)) of DO time series at 
Stillaguamish and Snohomish watersheds ...................................................................... 116 
‎4.11: Box plot of simulated Kendall’s tau coefficients of correlation for D-Vine copula 
vs. observed correlation (red circles) .............................................................................. 117 
‎4.12: K-plots (left) and scatterplot for the deseasonalized DO time series at 
Chattahoochee River Watershed ..................................................................................... 118 
‎4.13: Chi-plots (left) and K-plots (right) for the residual of the fitted time series at 
Chattahoochee River Watershed ..................................................................................... 119 
‎4.14: Chi-plots (left) and K-plots (right) of residuals discharge time series at Cuyahoga 
watershed. ....................................................................................................................... 120 
‎4.15: Gaussian Copula (observed (red) vs. simulated (black)) of monthly discharge 
time series at Cuyahoga Watershed ................................................................................ 121 
‎4.16: Student-t Copula (observed (red) vs. simulated (black)) of monthly discharge 
time series at Cuyahoga Watershed ................................................................................ 122 
‎4.17: Box plot of simulated Kendall’s tau coefficients of correlation for Gaussian 
copula vs. observed correlation (red circles) .................................................................. 122 
‎4.18: Box plot of simulated Kendall’s tau coefficients of correlation for Student-t 
copula vs. observed correlation (red circles) .................................................................. 123 
‎4.19: NAC Copula (observed (red) vs. simulated (black)) of monthly discharge time 
series at Cuyahoga Watershed ........................................................................................ 124 
‎4.20: Box plot of simulated Kendall coefficients of correlation for NAC copula vs. 
observed correlation (red circles) .................................................................................... 125 
‎4.21: Vine copula structure for monthly discharges at Cuyahoga watershed ............ 125 
‎4.22. Vine Copula (observed (red) vs. simulated (black)) of monthly discharge time 
series at Cuyahoga Watershed ........................................................................................ 126 
‎4.23: Box plot of simulated Kendall coefficients of correlation for Vine copula versus 
observed correlation (red circles) .................................................................................... 126 
‎4.24: Comparison of fitted copulas with empirical copula ........................................ 127 
xiii 
 
‎5.1: C-Vine Structure for kth-order Markov process ................................................. 138 
‎5.2: D-Vine Structure for kth-order Markov process ................................................. 139 
 ‎5.3: Algorithm for kth-order copula-based Markov process forecasting .................. 141 
‎5.4: Forecasted and VaR(0.05) values with copula-based Markov process vs. valid AR 
forecasts and observations at Snohomish River Watershed ........................................... 150 
‎5.5: Forecasted and VaR values for time series with copula-based Markov process vs. 
observations and valid AR results at Chattahoochee Watershed .................................... 155 
‎5.6: Forecasted and VaR(0.95) values for discharge time series with copula-based first-
order Markov process vs. observations at Cuyahoga Watershed ................................... 159 
‎6.1: Meterological stations for Whitesburg Station at Chattahoochee Watershed ..... 162 
‎6.2: The percentage of forest areas of total area in the upstream of the stations ....... 164 
‎6.3: The percentage of developed areas of total area in the upstream of the stations 164 
 
 
 
 
 
 
 
 
 
 
 
 
xiv 
 
LIST OF TABLES 
Table                          Page 
‎2.1. Statistics of DO and Temperature data series at Stillaguamish and Snohomish 
Watersheds ........................................................................................................................ 12 
‎2.2. LULC of Stillaguamish and Snohomish watersheds stations at 2011 .................. 12 
‎2.3: Statistics of the data series at Whitesburg and Belton Bridge stations ................. 16 
‎2.4: LULC changes in Whitesburg and Belton Bridge stations ................................... 16 
‎2.5: LULC changes in Cuyahoga Watershed stations .................................................. 17 
‎2.6: Statistics of the monthly data series at Cuyahoga River Watershed ..................... 17 
‎3.1: Results of KPSS and ADF test for fully deseasonalized transformed time series. 39 
‎3.2: Results of model identification and parameter estimation .................................... 42 
‎3.3: Results of model verification and performance evaluation. ................................. 47 
‎3.4: Demonstration of 1-month ahead forecast of DO time series at station B110 ..... 49 
‎3.5: Results of KPSS and ADF test for fully deseasonalized transformed time series. 63 
‎3.6 Results of parameter estimation and model verification at Chattahoochee 
Watershed ......................................................................................................................... 65 
‎3.7: Results of KPSS and ADF tests for fully deseasonalized transformed time series.
........................................................................................................................................... 72 
‎3.8 Results of parameter estimation and model verification at Cuyahoga Watershed. 72 
‎4.1: Selected Archimedean copulas (Nelsen, 2006)..................................................... 86 
‎4.2: Copula density  for the selected Archimedean copulas ......................... 86 
‎4.3. Kendall’s tau matrix in Stillaguamish and Snohomish River Watersheds ......... 105 
 21,uuc
xv 
 
‎4.4: Rho matrix for Gaussian copula ......................................................................... 106 
‎4.5: Rho matrix for Student-t copula with degree of freedom of 8.6 ......................... 106 
‎4.6: goodness-of-fit and performance measures for the fitted Meta-Elliptical and D-
Vine copulas.................................................................................................................... 113 
‎4.7. Kendall’s tau matrix at Cuyahoga Watershed ..................................................... 120 
‎4.8. Performance evaluation and goodness of fit results of the fitted copulas ........... 128 
‎5.1: Order identification results for DO time series at Snohomish River Watershed 147 
‎5.2: First-order and D-Vine copula results for temporal dependence of DO time series 
at Snohomish River Watershed ....................................................................................... 147 
‎5.3. AR modeling results at Snohomish River Watershed ......................................... 148 
‎5.4. Performance evaluation of the forecasting models at Snohomish River Watershed
......................................................................................................................................... 149 
‎5.5: Order identification results for the time series at Whitesburg Station at 
Chattahooche River Watershed....................................................................................... 152 
‎5.6: First-order and D-Vine copula results for water quality time series at Whitesburg 
Station of Chattahoochee River Watershed .................................................................... 153 
‎5.7. AR Modeling results at Whitesburg Station of Chattahoochee River Watershed
......................................................................................................................................... 154 
‎5.8. Performance evaluation of forecasting models at Chattahoochee Watershed .... 154 
‎5.9: Order identification results for Cuyahoga River Watershed for differenced time 
series ............................................................................................................................... 157 
‎5.10: Model parameters and goodness of fit results for first-order fitted models at 
Cuyahoga River Watershed ............................................................................................ 158 
‎5.11: AR model results at Cuyahoga River Watershed.............................................. 158 
‎5.12: Performance evaluation of the forecast models at Cuyahoga Watershed ......... 159 
‎6.1 Meteorological stations and monthly TPCP statistics .......................................... 163 
‎6.2 Results of parameter estimation and model verification ...................................... 163 
‎6.3: Comparison of performance evaluations for the time series............................... 166
1 
 
CHAPTER I 
INTRODUCTION AND OBJECTIVES OF THE STUDY 
1. INTRODUCTION AND OBJECTIVES OF THE STUDY 
1.1 Need for the study of Water Quality and Hydrological Time series  
Throughout the civilization, one of the most important challenges human beings face 
is to meet the demand of fresh and clean water. There are growing concerns in regard to 
the availability and quality of water resources (Abudu et al., 2011).  Maintaining and 
improving fresh water plays a crucial role in economic, health, and ecological 
developments (Kurunc et al., 2005).  
Water quality modeling is one of the essential approaches to evaluate the future state 
of water availability, pollution loading, and possible management                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   
options (Vandenberghe et al., 2007). Ideally, the water quality models should be: (i) 
transmittable; (ii) easy to be adopted and understood by the society, water engineers, and 
policy makers to gain insight into water usage, control, development, and management, 
of very valuable water resources. However, there is still the need to construct this 
essential general framework, as discussed in what follows.  
1.2 Current Approaches and Their Limitations 
There are two main approaches to perform water quality modeling: (1) mass-balance 
models, and (2) statistical and stochastic models.  
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Based on the mass-balance equations, the mass-balance models may provide valuable 
information about the current state of water bodies, as well as transport patterns of 
pollutants. However, there exist substantial limitations. Firstly, the mass-balance models 
are deterministic models based on the input-output balance of the current state, thus they 
cannot forecast future states of water bodies. Secondly, most of the mass-balance models 
are based on the Streeter-Phelps (Streeter and Phelps, 1958) equation. The Streeter-
Phelps equation describes how dissolved oxygen (DO) decreases along a certain distance 
by degradation of biochemical oxygen demand (BOD) such that it may not be applicable 
to other water quality parameters. Thirdly, extensive information is required to construct 
a proper mass-balance model, e.g., the entirety of the pollutant inputs and outputs, and 
land-use and land-cover (LULC) which may not be readily available for many of the 
water bodies and contributing watersheds.  
To ease the limitations of mass-balance models, research efforts have been made to 
investigate the water quality with statistic and stochastic modeling approaches [i.e., 
mainly classic (F)AR(I)MA or fractional auto-regressive integrated moving average 
models (Duru, 2010, Guo et al., 2012),Transfer Function-Noise (TFN) (Worral and Burt, 
2004) Artificial Neural Network (ANN) (Abudu, 2011) models]. In comparison to the 
mass-balance models, the aforementioned models have the potential for water quality 
forecast as well as risk and uncertainty analysis. However there are still limitations: (1) in 
reality, the water quality parameters may not fulfill the essential model assumption of 
Gaussian process; (2) AR(I)MA modeling may only investigate the linear serial 
dependence, however there may exists the nonlinear serial dependence which may or 
may not be properly modeled with the Generalized Autoregressive Conditional 
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Heteroskedasticity (GARCH) modeling approach; (3) due to the complex model 
architectures, it may be quite difficult for engineers to adopt the TFN and ANN modeling 
approaches in their routine monitoring; and (4) the aforementioned models have mainly 
focused on the at-site water quality investigation. However, it is crucial to understand the 
spatial dependence pattern, which clearly exists among water quality and hydrological 
time series at the different locations in the given system (e.g. watershed), for better 
watershed management practice and decision making.  
1.3 Outline of the Dissertation and Main Objectives 
The current studies show that there is a clear, urgent need to improve investigations 
for both temporal and spatial dependence for the water quality and hydrological time 
series. This study proposes to apply the order series transformation method (i.e., Meta-
Gaussian transformation, which is a monotone and nonlinear transformation technique), 
and the copula theory introduced by Sklar (1959) to provide the solution to this urgent 
need. The remaining dissertation is organized as what follows.  
Chapter 2 introduces the three selected case-study watersheds located in different parts 
of the U.S. Chapter 3 discusses the application and evaluation of the order series 
transformation for the univariate time series analysis. Chapter 4 focuses on the study of 
the spatial dependence structure of the water quality and hydrological time series. The 
studies are carried out using copula models constructed from the following copula 
candidates: Archimedean, nested Archimedean, Meta-Elliptical, and Vine copulas. 
Chapter 5 extends the application of the copula models to study the temporal dependence 
of the time series by using copula-based first and second-order Markov processes. 
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Finally, in Chapter 6 concluding remarks, comparison of the models, and 
recommendations for selection of appropriate models are presented. 
In summary, the main objectives of this study are: 
 Investigating the order series method as a novel approach to fulfill the model 
assumptions for the (F)AR(I)MA models, and evaluating its performance in 
comparison with classical models for water quality and hydrological time 
series; 
 Studying the spatial and temporal dependence structure of water quality and 
hydrological time series by considering the effect of human activities and 
LULC of the watersheds; and 
 Risk analysis with the use of Value-at-Risk (VaR). 
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CHAPTER II 
STUDY AREA AND DATABASE 
2. STUDY AREA AND DATA BASE 
2.1 Introduction 
Three watersheds from different parts of the U.S. have been selected as case studies 
to evaluate the methodologies and approaches discussed throughout the study. The first 
watershed is located in the Washington State and consisted of two sub-watersheds: 
Stillaguamish and Snohomish River watersheds. It is an example of natural watersheds 
with very small developed areas. The second watershed, located in Georgia State, is also 
consisted of two sub-watersheds: Upper Chattahoochee River and Middle 
Chattahoochee-Lake Harding watersheds. This watershed may be classified as a 
developed watershed, which covers most of Atlanta City. The last watershed, i.e., 
Cuyahoga River watershed is within the Erie Drift Plain which is located in Northeast of 
Ohio. The Cuyahoga Watershed is composed of three sub-watersheds i.e., upper 
(upstream of Hiram Rapids), middle (upstream of Old Portage), and lower (upstream of 
Independence) Cuyahoga Watershed. 
2.2 Stillaguamish and Snohomish River Watersheds 
The Stillaguamish and Snohomish River watersheds are classified as the natural (i.e., 
forest) watersheds located in Washington State, emptying into the Puget Sound. The 
Stillaguamish River watershed is located in northern Snohomish and southeastern Skagit 
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Counties in western Washington State. Stillaguamish River originates from the Cascade 
Mountains and flows westerly to Puget Sound covering 1770 square kilometers. 
Stillaguamish watershed is mainly used for agriculture, fishing and other recreational 
activities.  Additionally, with 1400 kilometers of anadromous salmon habitat, it is the 
home for most of Puget Sound’s trout and salmons. The Snohomish River 
watershed covers 5123 square kilometers, and it is also mainly used for agriculture and 
forestry purposes.  
Over the last century, diking and other engineering activities in the downstream of 
these two watersheds have greatly changed how water is stored and managed in the 
floodplain. More recently, cities and suburban areas have grown rapidly, creating more 
challenges to the natural water cycle. Regarding the water quality in these watersheds, the 
Department of Ecology of the Washington State reports: “the water quality of the 
Stillaguamish watershed in many respects is good”. However, there are certain aspects 
that may be improved. For example, water temperature of the watershed is too high 
during summer such that low dissolved oxygen (DO) level may exist in some pool area. 
LULC changes have caused negative effects on the cold-water fishes in the watershed. 
High bacteria levels (i.e., their metabolism is highly correlated with temperature) have 
become another concern reported by the Department of Ecology for some tributaries.  
The Department of Ecology of the Washington State also reports many of the streams 
in the lower Snohomish Watershed do not meet state standards for swimming and 
wading, because of the bacteria in the water and problem in some water quality 
parameters. Additionally, low Dissolved Oxygen (DO) threatens Chinook salmon and 
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steelhead trout in many of these areas at the lower Snohomish Watershed. Therefore, DO 
is selected as the study parameter for all eight stations (i.e., stations A70, 5A90, 7A90, 
D50, B70, B110, C70 and D130). Temperature (T) is selected as the study parameter for 
stations A70, 5A90, B70 and B110.   
Figure ‎2.1 shows the location of Stillaguamish and Snohomish watersheds in 
Northeast of Washington State. Figure ‎2.2-2.4 show the LULC upstream of the station 
A70 for the years of 1992, 2001, and 2011. Figs. 2.2-2.4 visually indicate the urban 
development especially at the downstream of the watersheds. In addition, the watersheds 
are further delineated into sub-watersheds for each corresponding water quality stations 
as shown in Figs. 2.2-2.4.  
The monthly DO and temperature time series were collected from the Department of 
Ecology of Washington State for the above long-term sampling stations, with the 
statistics of the data series listed in Table 2.2 for year 2011. Table 2.2 shows forest covers 
more than 70% area for each delineated sub-watershed with the developed area less than 
8.5%. Overall, all eight sub-watersheds have similar LULC and may be described as 
natural (forest) watershed. 
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Figure ‎2.1: Stillaguamish and Snohomish River watersheds location 
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Figure ‎2.2: Stillaguamish and Snohomish River watersheds 1992 LULC map and 
water quality sampling stations sub-watersheds 
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Figure ‎2.3: Stillaguamish and Snohomish River watersheds 2001 LULC map and 
water quality sampling stations sub-watershed 
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Figure ‎2.4: Stillaguamish and Snohomish River watersheds 2011 LULC map and 
water quality sampling stations sub-watersheds 
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Table ‎2.1. Statistics of DO and Temperature data series at Stillaguamish and 
Snohomish Watersheds 
Station 
UWAa 
(km2) 
Parameter 
Data 
Period 
Min Max Mean Std Skewness Kurtosis 
B110 212.4 
DO 
95-13 
9.1 13.97 11.72 0.92 -0.46 2.70 
T 1.1 17.5 7.41 3.78 0.66 2.52 
B70 678.6 
DO 
95-13 
8.8 14.28 11.77 1 -0.34 2.67 
T 0.6 20.10 8.62 4.58 0.67 2.37 
5A90 660.4 
DO 
95-13 
8.3 14.59 11.63 1.29 -0.41 2.42 
T 0.7 22.8 9.19 5.18 0.69 2.42 
A70 1442.6 
DO 
78-13 
7.6 14.6 11.37 1.37 -0.37 2.45 
T 0 22.3 9.29 5.08 0.64 2.47 
D130 971.2 DO 95-13 8.69 13.83 11.47 1.17 -0.54 2.38 
D50 1781.9 DO 95-13 8.3 13.4 11.12 1.15 -0.46 2.24 
C70 2160.0 DO 95-13 9.2 14.03 11.82 1.07 -0.44 2.35 
7A90 4439.2 DO 77-13 8.19 13.70 11.28 1.2 -0.42 2.29 
a upstream watershed area 
Table ‎2.2. LULC of Stillaguamish and Snohomish watersheds stations at 2011 
Station 
Open 
Water 
Developed 
Barren 
Land 
Forest 
Shrub/Scrub 
/Herbaceous 
Hay/Pasture 
/Cultivated 
Wetland 
B110 0.64% 0.80% 1.89% 80.45% 11.26% 4.45% 0.51% 
B70 0.54% 8.33% 1.65% 73.73% 10.88% 4.23% 0.65% 
5A90 1.03% 2.10% 1.92% 76.48% 13.12% 4.20% 1.15% 
A70 0.86% 2.11% 1.78% 76.02% 12.48% 5.49% 1.26% 
D130 1.60% 2.45% 3.39% 73.56% 13.54% 4.55% 0.89% 
D50 1.54% 1.1% 2.49% 70.66% 15.04% 6.75% 2.41% 
C70 1.80% 1.61% 3.17% 74.52% 14.11% 3.82% 0.96% 
7A90 1.72% 4.79% 2.46% 69.17% 13.72% 5.99% 2.15% 
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2.3 Chattahoochee River Watershed 
The Chattahoochee River is a tributary of Apalachicola River, formed by the 
confluence of the Chattahoochee and Flint rivers and emptying into Apalachicola Bay in 
the Gulf of Mexico.
 
The Chattahoochee watershed is the largest sub-watershed of the 
Apalachicola–Chattahoochee–Flint (ACF) River Basin. Two stations are selected from 
the Chattahoochee watershed for the study, i.e., Belton Bridge Station from Upper 
Chattahoochee Watershed and Whitesburg station from Middle Chattahoochee-Lake 
Harding Watershed. The Belton Bridge Station is located at the upstream of the Atlanta 
City and Lake Lanier. The Whitesburg Station is located at the downstream of Atlanta 
City. These two stations may provide a good perspective on the impact of urbanization 
and developed areas to the water quality of the river. Table 2.3 lists the sample statistics 
for the selected monthly water quality (DO, T, Conductivity, Nitrate and Ortho-
phosphorus) and hydrological (Discharge) time series at the two stations.  
The water distribution system of Atlanta City provides approximately 120 million 
gallons of treated drinking water for nearly 1 million residents in the metropolitan area. 
The Chattahoochee River serves as the only source for local surface water supply. The 
Chattahoochee Water Treatment Plant processes river water directly, while the Hemphill 
Water Treatment plant processes water from a reservoir fed by the river. Together these 
two water treatment plants produce 75 percent of Atlanta’s drinking water with the rest 
supplied by the Atlanta-Fulton County Water Treatment Plant also processing water from 
the Chattahoochee River. Additionally, there are approximately 2,000 miles of sanitary 
and combined sewers, six Combined Sewer Overflow (CSO) treatment plants, four water 
reclamation centers (WRCs) and sixteen pump stations in Atlanta City. The WRCs treat 
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more than 170 million gallons of wastewater per day. The treated effluent from the City’s 
WRCs is discharged back into the Chattahoochee River. 
Since the Chattahoochee River Watershed includes a large metropolitan area (Atlanta 
City), one may expect to see the impacts of LULC changes on the water quality in the 
watershed. Figure ‎2.5 shows the sub-watersheds covered by the two study water quality 
stations, i.e., Upper Chattahoochee and Middle Chattahoochee-Lake Harding watersheds, 
as well as the LULC of each sub-watershed for the years of 1992, 2001, and 2011. Table 
2.4 presents the detailed LULC information for Belton Bridge and Whitesburg Stations. 
Table 2.4 shows the developed area was doubled in 1992-2001 (from 12.87% to 29.79%) 
while forest area was decreased about 30% (from 71.43% to 51.74%) for the sub-
watershed covered by Whitesburg station with little LULC change from 2001 to 2011. 
The similar pattern can also be seen in Belton Bridge Station sub-watershed. From 1992 
to 2001, the developed area was increased from 0.6% to 10.7% while the forest area 
decreased about 17% (from 83.97% to 67.52%). It is worth mentioning that LULC maps 
in 2001 and 2011 have higher resolution (30 m×30 m compared with 100 m×100 m for 
1992). However, the significant difference of LULC detected from 1992 to 2001 
indicates a significant increase in urbanization and high rate of deforestation in the 10-
year period. Based on this information Whitesburg Station Sub-watershed may be 
considered as a developed or urban watershed, while the Belton Bridge Station Sub-
watershed may be classified as a forest watershed. 
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Figure ‎2.5: LULC information of the Chatahoochee River Watershed stations 
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Table ‎2.3: Statistics of the data series at Whitesburg and Belton Bridge stations 
Station  UWA
a (km2) Parameter Period Min Max Mean Std Skewness Kurtosis 
Belton Bridge 1072.3 DO (mg/l) 00-14 6.6 13.1 9.47 1.55 0.09 2.01 
Whitesburg 6293.7 
Discharge (cfs) 65-13 1067 13320 3911 2160 1.60 5.58 
DO (mg/l) 98-12 4.20 12.35 8.24 1.53 0.34 2.54 
T (Celsius) 98-12 5.60 30.2 18.51 6.52 -0.07 1.76 
Cond 98-12 59 257 140.54 34.79 -0.16 3.00 
Nitrate 98-12 0.07 18.50 8.86 3.68 -0.08 2.72 
PO4 98-12 0.01 0.38 0.08 0.05 2.63 13.98 
a upstream watershed area 
Table ‎2.4: LULC changes in Whitesburg and Belton Bridge stations  
LULC 
1992 2001 2006 2011 
Belton 
Bridge 
Whites-
burg 
Belton 
Bridge 
Whites-
burg 
Belton 
Bridge 
Whites-
burg 
Belton 
Bridge 
Whites-
burg 
Open Water 0.61% 2.87% 0.48% 3.21% 0.48% 3.32% 0.51% 3.31% 
Developed 0.79% 12.87% 10.67% 29.79% 11.38% 33.06% 11.53% 34.07% 
Barren Land 0.00% 0.00% 0.19% 1.79% 0.23% 2.04% 0.25% 2.24% 
Forest 83.97% 71.43% 67.52% 51.74% 66.80% 49.20% 66.35% 47.69% 
Shrub/Scrub
/Herbaceous 
0.00% 0.00% 5.77% 3.92% 6.09% 3.88% 6.38% 4.65% 
Hay/Pasture/
Cultivated  
13.59% 11.21% 15.07% 9.51% 14.75% 9.00% 14.70% 8.75% 
Wetland 0.03% 0.66% 0.18% 1.25% 0.18% 1.22% 0.18% 1.22% 
 
2.4 Cuyahoga River Watershed 
Cuyahoga River watershed is selected as the local watershed to investigate the 
proposed methods in this study. In this watershed, three USGS gauging stations are 
selected, i.e., Hiram Rapids (upper), Old Portage (middle) and Independence (lower). The 
Cuyahoga River watershed is located in Erie Drift Plain representing a good mix of 
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forest, agricultural and developed LULC. Figure ‎2.6 outlines the Cuyahoga watershed, its 
LULC of 2011, as well as the locations of the selected gauging stations. Table 2.5 lists 
analysis of the LULC from 1992 to 2011. Similar to Chattahoochee River watershed, 
Table ‎2.5 again indicates the major development occurred in the periof of 1992 to 2001. 
Since the water quality data for Cuyahoga watershed is only available at Independence 
for a short period, the monthly discharge at the three gauging sations is selected as the 
study parameter that are listed in Table ‎2.6. 
Table ‎2.5: LULC changes in Cuyahoga Watershed stations 
LULC 
1992 2001 2011 
Hiram 
rapids 
Old 
Portage 
Indepe-
ndence 
Hiram 
rapids 
Old 
Portage 
Indepe-
ndence 
Hiram 
rapids 
Old 
Portage 
Indepe-
ndence 
Open Water 3.12% 2.88% 2.51% 3.94% 3.56% 2.64% 3.93% 3.57% 2.59% 
Developed 1.42% 10.37% 14.44% 11.62% 29.12% 37.75% 12.16% 28.54% 39.90% 
Barren Land 0.02% 0.26% 0.42% 0.02% 0.10% 0.08% 0.03% 0.19% 0.13% 
Forest 45.35% 35.92% 41.39% 45.15% 33.15% 34.58% 44.53% 32.23% 33.43% 
Shrub/Scrub/
Herbaceous 
27.93% 0.04% 1.08% 5.77% 4.12% 3.77% 5.98% 4.18% 3.62% 
Hay/Pasture/
Cultivated  
40.62% 42.05% 33.10% 30.26% 26.96% 18.10% 30.07% 26.52% 17.26% 
Wetland 9.48% 8.49% 7.06% 3.25% 2.98% 3.09% 3.29% 2.99% 3.07% 
 
Table ‎2.6: Statistics of the monthly data series at Cuyahoga River Watershed 
Station Parameter Period Min Max Mean Std Skewness Kurtosis 
Hiram Rapids Discharge (cfs) 
1960-
2014 
33.5 1043 225.95 172.01 1.27 4.57 
Old Portage Discharge (cfs) 
1960-
2014 
47 2213 483.7 358.9 1.21 4.58 
Independence Discharge (cfs) 
1960-
2014 
97 3968 977.9 681.65 1.47 4.26 
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Figure ‎2.6: 2011 LULC map of the Cuyahoga River water quality stations  
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CHAPTER III 
UNIVARIATE WATER QUALITY TIME SERIES ANALYSIS 
3. UNIVARIATE WATER QUALITY TIME SERIES ANALYSIS 
3.1 Background 
One of the main approaches for modeling and forecasting univariate time series is to 
apply the time series modeling approach (Box et al. 2008). Under the Normality 
assumption, the univariate time series models (e.g., Auto-Regressive Integrated Moving 
Average (ARIMA), seasonal ARIMA, periodic ARIMA, deseasonalized ARIMA and 
Transfer Function-Noise or TFN with exogenous variables) have been widely applied in 
modeling and forecasting water quality parameters at different time scales (Abudu et al. 
2011). Inclusion of both autoregressive and moving average components has made 
AR(I)MA models very flexible and popular for modeling time series in a wide range of 
applications. Additionally, ARIMA models have many advantages such as handling serial 
correlation, time-related changes, and forecasting capability over other similar models 
(Kurunc et al. 2005). In what follows, the application and limitations of classical time 
series approach are briefly reviewed. 
Jayawardena and Lai (1989) successfully applied the ARIMA model to forecast 
monthly chemical oxygen demand (COD) for flood and ebb conditions in the Pearl River 
in China. Bhangua and Whitfield (1997) studied hysteresis diagrams of 21 water quality 
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parameters and applied ARIMA to forecast future values of the parameters. Worral and 
Burt (1999)  decomposed nitrate time series to trend, seasonal and residual components 
and built AR and ARMA models with deseasonalized time series. Durdu (2010) 
investigated monthly boron pollution levels in Western Turkey by applying ARIMA 
modeling approach. Marivoet (1983) suggested real time (one- to five-day steps) 
forecasting models using ARIMA and TFN with the reciprocal of the river flow as input 
to study water quality. The results showed that the TFN model has the best performance 
for short-term forecasting compared to the ARIMA models. Worral and Burt (2004) 
decomposed dissolved organic carbon (DOC) time series of River Tees in UK to study 
the trend and to model the DOC time series using AR and TFN models.  
Ahmad, et al. (2001) compared ARIMA and deseasonalized ARMA models with a 
Thomas–Fiering (TF) model in forecasting monthly water quality parameters of the 
Ganges River in India. Their research showed that the TF model failed to study Chloride, 
BOD and Conductivity and the deseasonalized ARMA model yielded the better overall 
performance. On the other hand, Kurunc  ¸ et al. (2005) developed the seasonal ARIMA 
and TF models using monthly water quality and streamflow time series from 1984 to 
1996 for the Yesilirmak River, in Turkey. Their research showed that the TF model 
yielded slightly better forecast. Abudu et al. (2011) compared three models, (i.e., 
ARIMA, TFN and ANN), using Total Dissolved Solids (TDS) monthly time series of Rio 
Grande River in Brazil. Their study showed that the simple ARIMA model was a better 
choice for three months or longer steps forecast, compared to more complicated TFN and 
ANN models. In a more recent study, Parmar and Bhardwaj (2014) applied ARIMA 
models to predict seven water quality parameters. 
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All the studies above were based on the following two assumptions: (i) the univariate 
time series is considered either stationary or nonstationary, and (ii) the univariate time 
series is Gaussian distributed (or may be transformed to be Gaussian distributed). 
However, these two assumptions may not be valid if (i) the univariate time series belongs 
to long-memory process such that the present value is highly dependent on the time series 
values far away in the past, and (ii) the univariate time series is Non-Gaussian distributed 
or may not be successfully transformed to be Gaussian distributed with Box-Cox, Linear 
combination of non-Gaussian distributed random variables or probability distribution 
transformation techniques. 
The long memory process was first introduced by Hurst (1951). To appropriately 
study the time series with long-memory, two types of time series models have been 
commonly applied, for instance Auto-Regressive Fractionally Integrated Moving 
Average (FARIMA) model (Hosking 1981; Granger and Joyeux 1980) and Fractional 
Gaussian Noise (FGN) model (Hipel and McLeod 1994; Mandelbrot and Wallis 1968, 
1969). FARIMA models have been applied in economics and hydrology. It allows 
differencing order of the model to be fractional and to reproduce the Hurst phenomenon. 
Montanari, et al. (1997) applied FARIMA model to study monthly and daily inflows of 
Lake Maggiore in Italy. In another study, Mudelsee (2007) analyzed 28 long continuous 
instrumental runoff series from six rivers to study long memory of runoff from spatial 
aggregation. In a more recent study, Guo et al. (2012)  applied the FARIMA model for 
stochastic simulation of daily flows at the Yichang station located at the Yangtze River in 
China. 
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As to model the Non-Gaussian time series, three transformation techniques have been 
commonly applied to the hydrological and water quality time series: (1) Box-Cox 
transformation; (2) Linear combination of non-Gaussian distributed random variables 
(e.g. Lawrance and Lewis 1985; Li and McLeod 1988); and (3) Transformation of time 
series with known marginal distribution to Gaussian time series (e.g. Granger and 
Newbold 1976; Janacek and Swift 1990). To avoid the mis-specification of the marginal 
distributions for the non-Gaussian time series, Yu et al. (2002) applied Hermite 
polynomial expansion using the distribution-free plotting position proposed by Yu and 
Huang (2001) to develop a new distribution-free model for the non-Gaussian time series 
based on nonlinear instantaneous transformation method. However, the real values are 
not known in advance for the Hermite method and the optimal order may not be 
optimized. Therefore, Chuang and Yu (2007) proposed the order series method to study 
non-Gaussian time series. The purposed order series method is able to: (1) preserve the 
structure of the observed time series (i.e., the stochastic properties of the time series will 
not change before and after the transformation), (2) forecast non-Gaussian time series 
with acceptable accuracy. Additionally, to authors’ knowledge, minimal research has 
been performed with the order series method (Khalil Arya and Zhang, 2014).  
To this end, this chapter aims to: 
I. Investigate the univariate water quality and hydrological time series with order 
series transformation for the time series that may belong to stationary, 
nonstationary, or long-memory process; 
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II. Compare the model performance of the time series model with order series 
transformation to that of valid classic time series model (without 
transformation) with the same model structure;  
III. Investigate the influence of factional differencing order (d) for the long 
memory process; and  
IV. Investigate the impact of the other variables (i.e., exogenous variables) to the 
target univariate time series.   
The rest of this chapter is organized in what follows. Section 2 briefly discusses time 
series forecast and the common methods applied. Section 3 discusses AR(I)MA and 
FARIMA time series models. Section 4 discusses the order series transformation method. 
Section 5 discusses the deseasonalization method. Model identification and verification 
methods are discussed in sections 6 and 7 respectively. Using other time series as 
exogenous parameters, the ARMAX model is discussed in section 8. Sections 9 through 
11 are designated to verify the applicability of these models using three case-study 
watersheds introduced in Chapter 2. Finally, concluding remarks are presented in section 
12. 
3.2 Forecasting Time Series 
Using current or previous observations at time 𝑡, 𝑡 − 1, … , 𝑡 − 𝑛 from a time series 
may provide a basis to forecast its future values in many applications including but not 
limited to economics, production and planning, hydrology and water quality 
management. Forecast study provides the median estimation for the future time also 
known as leading time.  For example, in water quality management of a river system, one 
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may want to forecast next month’s water quality parameters e.g., DO and NO3 to manage 
a watershed’s water quality. 
As stated in the previous section, different forecasting methods such as TFN, ANNs, 
TF and AR(I)MA modeling approaches have been used in forecasting water quality time 
series. Among these models, the (F)AR(I)MA method (Box et al., 2008) will be applied 
to study the water quality and hydrological time series. To apply the classic (F)AR(I)MA 
modeling approach, the time series is assumed to follow the Gaussian process with the 
model residuals as White Gaussian noise. In reality, the time series, specifically the 
hydrological and water quality time series, are usually skewed and/or fat tailed such that 
they do not follow Gaussian process. To overcome this limitation, the order series 
transformation may be employed such that it may be valid to apply the classic 
(F)AR(I)MA modeling approach for the univariate time series following any marginal 
distributions.    
3.3 AR(I)MA and FARIMA Models 
Among different types of AR(I)MA models (e.g., nonseasonal ARIMA, seasonal 
ARIMA, periodic ARIMA models), the nonseasonal AR(I)MA model is adopted and 
given as (Box et al., 2008):  
∅(B)∇dYt = θ(B)εt      Eq. ‎3.1 
where, Yt is the univariate time series studied; εt is the model residual; d is the 
differencing order (stationary if d=0; non-stationary if d is positive integer usually taken 
as d=1 or 2); B is the backshift operator; ∅(B) and θ(B) are polynomials of 
autoregressive (AR) order p and moving average (MA) order q given as: 
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 ∅(𝐵) = (1 − ∅1𝐵 − ∅1𝐵
2 − ⋯ ∅𝑝𝐵
𝑝)  Eq. ‎3.2                     
𝜃(𝐵) = (1 − 𝜃1𝐵 − 𝜃1𝐵
2 − ⋯ 𝜃𝑞𝐵
𝑞)    Eq. ‎3.3 
FARIMA process is a well-known class of models to study the long memory time 
series (e.g., the time series showing slow decay to zero in their autocorrelation structure 
or existing highly concentrated spectral density at frequencies close to zero). The 
FARIMA model may be defined by using the same formulation as that for AR(I)MA 
models [i.e., Eq. 3.1] with the differencing order d in the range of [-0.5, 0.5], i.e., 
fractionally differenced. The fractional differencing operator ∇𝑑 may be defined with the 
following binomial expansion (Palma, 2007) as: 
∇𝑑= (1 − 𝐵)𝑑 = ∑ 𝜋𝑗𝐵
𝑗∞
𝑗=0   Eq. ‎3.4 
𝜋𝑗 =
Γ(𝑗−𝑑)
Γ(𝑗+1)Γ(−𝑑)
= ∏
𝑘−1−𝑑
𝑘0<𝑘≤𝑗
      𝑗 = 1, 2, …           Eq. ‎3.5 
where Γ(∙) is gamma function. 
The (F)AR(I)MA model is a linear time series model which assumes constant variance of 
εt. However if there is a conditional variance, (F)AR(I)MA model may not be able to 
model the nonlinear heteroscedasticity of εt values. To address this limitation, one may 
combine (F)AR(I)MA model with (Generalized) Auto-Regressive Conditional 
Heteroscedasticity ((G)ARCH) model which has time-varying variance. The general 
GARCH (P,Q) model for the conditional variance of εt is defined as: 
𝜀𝑡 = 𝜎𝑡𝑒𝑡,    𝑒𝑡~𝑁(0,1) Eq. ‎3.6 
In Eq. 3.6, the time-dependent 𝜎𝑡  is expressed as:  
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𝜎𝑡
2 = 𝛼0 ∑ 𝛼𝑖𝜀𝑡−𝑖
2𝑄
𝑡=1 + ∑ 𝛽𝑗𝜎𝑡−𝑗
2𝑃
𝑗=1   Eq. ‎3.7 
where 𝛼𝑖 > 0, 𝑖 = 1, 2, … 𝑄; 𝛽𝑖 > 0, 𝑖 = 1, 2, … 𝑃. 
3.4 Order Series Method 
Chuang and Yu (2007) proposed the order series method to study the non-Gaussian 
time series which is more sufficient than the Hermite polynomial method (Yu et al., 
2002). The order series transformation method belongs to nonlinear instantaneous 
transformation (Janacek and Swift, 1990) and is briefly introduced for univariate 
continuous time series 𝑌𝑡 as following: 
(I) Apply the distribution free probability plotting-position formula proposed by 
Yu and Huang (2001): 
𝐹𝑖(𝑌(𝑖)) = 1 −
𝑖−0.326
𝑛+0.348
         Eq. ‎3.8 
where, 𝑌(∙): the ordered series as: 𝑌(1) ≥ 𝑌(2) ≥ ⋯ ≥ 𝑌(𝑛); n: the length of 
time series record.  
(II) Applying standard Normal distribution to 𝐹𝑖(𝑌(𝑖)): 
𝐹𝑖(𝑌(𝑖)) = Φ(𝑌
∗
(𝑖))          Eq. ‎3.9 
where, Φ stands for the standard normal distribution, i.e., 𝑁(0, 1) and 
𝑌∗(𝑖): transformed series in descending order.  
(III) Substituting Eq. 3.8 into Eq. 3.9, the transformed series can be obtained 
through the order series: 
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𝑌∗(𝑖) = Φ
−1 (1 −
𝑖−0.326
𝑛+0.348
)           Eq. ‎3.10 
where Φ−1: inverse of the standard normal distribution 𝑁(0,1).  
(IV) Finally, the transformed time series 𝑌𝑡
∗ is obtained for the original time 
coordinates: 
𝑌𝑡
∗ = Φ−1(𝐹(𝑌𝑡))              Eq. ‎3.11 
where, 𝐹(𝑌𝑡) is the empirical distribution for the corresponding time 
coordinates.  
The order series transformation discussed above indicates that the structure of the 
observed time series will not be changed after the transformation with the following 
reasons: (i) the rank-based Eq. 3.8 preserves the structure of the observed time series 𝑌𝑡; 
(ii) the instantaneous monotone nonlinear transformation using standard Normal 
distribution also preserves the structure of the observed time series (e.g., seasonal/non-
seasonal, stationary/nonstationary/long memory).  
To this end, it is valid to apply the univariate time series after transformation (i.e., 𝑌𝑡
∗) 
for the identification of the time series model. With the identified time series model, the 
following steps are necessary to perform the forecast/prediction study (i.e., 𝑙-step ahead 
forecast/prediction):  
(I) Estimating ?̂?𝑡
∗(𝑙) from the identified time series model using transformed time 
series 𝑌𝑡
∗; 
(II) Obtaining the standardized ?̂?𝑡
∗𝑠(𝑙) from ?̂?𝑡
∗(𝑙); 
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(III) Substituting ?̂?𝑡
∗𝑠(𝑙) estimated from (II) into Eq. 3.9 to estimate the cumulative 
distribution function (CDF) for the forecasted values; 
(IV) Estimating the forecasted 𝑌?̂?(𝑙) using the linear interpolation from Eq. 3.8.  
Figure ‎3.1 shows the flow chart for identification and forecast of time series using 
order series method. For the time series with seasonality (periodicity), the transformed 
time series may be deseasonalized before the model identification as discussed in the 
following section.  
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Figure ‎3.1: Flowchart of univariate time series analysis by (F)AR(I)MA models using 
order series transformation. 
 
3.5 Deseasonalization of a Univariate Time Series  
It is commonly known that hydrological and water quality time series usually contain 
seasonality. The commonly applied deseasonalization methods are: deseasonalization by 
removing the seasonal mean only; deseasonalization by removing both seasonal mean 
?̂?𝑡
∗(𝑙) 𝑌𝑡
∗(𝑙) 
?̂?𝑡
∗(𝑙) 
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and seasonal standard deviation (i.e., full deseasonalization); and deseasonalization with 
the use of the harmonic analysis. Here, the full deseasonalization is applied for the 
seasonal univariate time series with the size of n as: 
?́?𝑖,𝑗 =
𝑌𝑖,𝑗−?̂?𝑖
?̂?𝑖
, 𝑖 = 1,2, … , 𝑠 ; 𝑗 = 1,2, … ,
𝑛
𝑠
               Eq. ‎3.12 
where, Y and ?́? represent the seasonal observations and fully deseasonalized time 
series;  ?̂?𝑖, ?̂?𝑖 are the sample mean and standard deviation for the i-th season; and s is 
total number of seasons/periods.  
Applying Eq. 3.12 one may proceed to study the full-deseasonalized transformed time 
series using AR(I)MA or FARIMA univariate time series analysis approaches.   
3.6 Model Identification and Parameter Estimation 
Stationarity test is an essential step for the identification of the time series model. One 
cannot proceed for identification of the appropriate model and estimation of the model 
parameters without testing the stationarity condition of a time series.  
3.6.1 Stationarity Test of the Time Series 
The stationarity of a given univariate time series may be assessed either graphically 
(Box, et al., 2008) or statistically. Here, KPSS or Kwiatkowski–Phillips–Schmidt–Shin 
test (Kwiatkowski, et al., 1992) and ADF or Augmented Dickey–Fuller test (Dickey and 
Fuller, 1979) are applied to assess the stationarity of the univariate time series.  
The null hypothesis (H0) of KPSS test is that the time series is stationary. The null 
hypothesis (H0) of ADF test is that time series is unit root process (i.e., the differencing 
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order d=1). Thereby, the KPSS and ADF tests complement each other in the following 
manner:  
(1) The given univariate time series may be considered as stationary with the acceptance 
of H0 for KPSS test and rejection of H0 for ADF test;  
(2) The given univariate time series may be considered as unit root (non-stationary) 
process with the rejection of H0 for KPSS test and acceptance of H0 for ADF test; 
 (3) The given univariate time series may be considered as long-memory process with the 
rejection of H0 for both KPSS and ADF tests; and  
(4) No conclusion may be drawn for the given univariate time series with the acceptance 
of H0 for both KPSS and ADF tests.   
3.6.2 Hurst Parameter for Long-Memory Process 
Hurst (1951) proposed the methodology to measure the persistence (i.e. long 
memory) existed in a given univariate time series, i.e., Hurst parameter (H, 𝐻 ∈ [0,1]). 
Applying the Hurst parameter (H), the fractional differencing order d (for long memory 
time series) is determined as: 
𝑑 = 𝐻 −
1
2
             Eq. ‎3.13 
where, if 𝐻 =
1
2
, 𝑑 = 0 (stationary process), if 𝐻 ∈ (
1
2
, 1) , 𝑑 ∈ (0,0.5) (long memory 
process with strong dependence), and if 𝐻 ∈ (0,
1
2
) , 𝑑 ∈ (−0.5,0) (long memory process 
with negative dependence, which is rarely existed in hydrological time series (Montanari 
et al., 1997)).  
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Hurst parameter may be estimated with one of the following methods: R/S ratio, 
aggregated variance, differenced aggregated variance, aggregated absolute value, 
fractional dimension, variance of residuals, periodogram, boxed periodogram, and 
Whittle estimator methods. The R/S ratio method is adopted in this study. For the R/S 
ratio method, R-S test statistic (i.e., rescaled range or range over standard deviation) is 
applied to measure the persistence (i.e. long memory). The R/S statistic (Hurst, 1951; 
Mandelbrot and Wallis, 1969; Mandelbrot, 1975) for a given univariate time series {Yt} 
with size n is defined as: 
𝑅
𝑆
(𝑛) =
1
𝑆
[[𝑚𝑎𝑥𝑡 ∑ (𝑌𝑡 − ?̅?)
𝑛
𝑡=1 − 𝑚𝑖𝑛𝑡 ∑ (𝑌𝑡 − ?̅?)
𝑛
𝑡=1 ]          Eq. ‎3.14 
where ?̅? is the arithmetic mean and 𝑆2(𝑛) =
1
𝑛
∑ (𝑌𝑡 − ?̅?)
2𝑛
𝑡=1  is the variance.  
With the estimated Hurst parameter, the fractional differencing order (d) is then 
computed using Eq. 3.13.  
3.6.3 Identification of AR and MA Orders and Estimation of the Parameters  
With the differencing order (d) appropriately determined, one may proceed for model 
identification and parameter estimation. The initial model identification includes the 
determination of the orders for autoregressive and moving average components. This can 
be achieved graphically by studying the sample autocorrelation function (ACF) and 
sample partial autocorrelation function (PACF) plots with the following rules: (1) a sharp 
cut-off on PACF plot with ACF dumping into 95% confidence interval indicates the time 
series may be modeled by AR(p) model; (2) a sharp cut-off on ACF plot with PACF 
dumping into 95% confidence interval indicates the time series may be modeled by 
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MA(q) model; (3) both ACF and PACF dumping into 95% confidence interval indicates 
the time series may be modeled by ARMA(p, q) model.  
Using the graphical model identification approach, one may usually choose several 
model candidates for the studied univariate time series. The model parameters for each 
model candidate may then be estimated with the use of maximum likelihood estimation 
(MLE) discussed in Box et al. (2008). The best-fitted time series model is chosen based 
on the Akaike Information Criterion (AIC) (Akaike, 1974): 
𝐴𝐼𝐶 = ln(?̂?2) +
2𝑟
𝑛
+ 𝑐  Eq. ‎3.15 
where, ?̂?2 is the estimated variance for model residuals (also called innovations); r 
= p+q+1 (p and q are orders of AR and MA models, respectively); and 𝑐 is constant 
which is usually set as 0.  
3.7 Model Verification and Performance Evaluation 
With the selected best-fitted time series model, the model should be verified by 
diagnostic checks. The diagnostic checks includes: (1) whether the model residuals are 
linearly independent, (2) whether there exists heteroscedasticity (i.e., second moment 
dependence of the model residuals), and (3) whether the final model residuals belong to 
White Gaussian noise. Here, the formal statistical tests are applied to perform the 
diagnostic check.   
Ljung-Box test is applied to assess the independence of the model residuals under the 
null hypothesis (H0): the model residuals are linearly independent for a given lag L. Its 
test statistic is written as (McLeod and Li, 1983):  
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𝑄 = 𝑛(𝑛 + 2) ∑ (
𝜌(𝑘)2
(𝑛−𝑘)
)𝐿𝑘=1   Eq. ‎3.16 
where, n is the sample size, L is the number of lag considered, and 𝜌(𝑘) = 𝜌𝑒(𝑘) is 
the sample autocorrelation of the model residuals at lag k. 
If the null hypothesis is accepted for Ljung-Box test, one may proceed to evaluate the 
squared model residuals. Otherwise, one needs to re-evaluate the fitted time series model 
and repeat the model identification and parameter estimation process.  
Given the model residuals being linear independent (i.e., acceptance of H0 for Ljung-
Box test), the Ljung-Box test may also be applied to assess squared model residuals 
under the null hypothesis (H0): the squared model residuals are independent, and the 
alternative hypothesis (Ha): heteroscedasticity is existed in the model residuals. The test 
statistics is again calculated using Eq. 3.16 by substituting 𝜌(𝑘) = 𝜌𝑒2(𝑘) (i.e., the 
sample autocorrelation of the squared model residual at lag k). If the heteroscedasticity is 
detected for the model residual (i.e., rejection of H0), one needs to further evaluate the 
model residuals with the use of (G)ARCH model. It is worth noting that if (G)ARCH 
model is needed the nonlinear time series model will be identified. The same 
identification, parameter estimation and diagnostic check discussed for (F)AR(I)MA 
models are valid for (G)ARCH models.  
In addition to the Ljung-Box test for the model residuals and the squared model 
residuals, one also needs to investigate whether the final model residuals belong to White 
Gaussian noise [i.e., 𝑁(0, 𝜎𝜀
2)]. It may be evaluated using Kolmogorov-Smirnov (KS) 
test. The KS test evaluates the difference between the CDF of the hypothesized and the 
empirical probability distributions of the given random variable as:  
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𝐷∗ = 𝑚𝑎𝑥𝜀(|𝐹𝑛(𝜀) − 𝐹(𝜀)|)  Eq. ‎3.17 
where 𝐹𝑛(𝜀) and 𝐹(𝜀) are the CDF computed from the empirical and hypothesized 
probability distributions respectively.  
3.8 ARMAX Model 
The ARMAX model is developed from the classical ARMA time series model. 
ARMAX model is a multiple input single output time series model. ARMAX model 
makes it possible to take the influence of other variables into consideration, which may 
result in better modeling and forecast for the output time series. Adding exogenous inputs 
to Eq. 3.1, the ARMAX model may be expressed as:  
∅(B)∇dYt = θ(B)εt + ∑ 𝛿𝑖𝑥𝑖𝑡
𝑚
𝑖       Eq. ‎3.18 
where 𝑥𝑖𝑡(𝑖 = 1,2, … , 𝑚) are exogenous inputs of the model and 𝛿𝑖, 𝑖 = 1,2, . . , 𝑚 are the 
coefficients of the exogenous inputs .  
Finally, for the appropriately fitted univariate time series model, its performance may 
be evaluated with the following measures: (1) Root Mean Square Error (RMSE), and (2) 
Mean Absolute Percentage Error (MAPE).  
The RMSE measures the difference between estimated and observed values and it is 
defined as: 
𝑅𝑀𝑆𝐸 = √
1
𝑛
∑ (?̂?𝑖 − 𝑦𝑖)2
𝑛
𝑖=1    Eq. ‎3.19 
The MAPE is an unbiased statistics computed by a pair-by-pair comparison of 
observed and estimated values divided by observed values as: 
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𝑀𝐴𝑃𝐸 =
1
𝑛
∑ |
?̂?𝑖−𝑦𝑖
𝑦𝑖
| × 100𝑛𝑖=1   Eq. ‎3.20 
In Eqs. 3.19-3.20, 𝑦𝑖, 𝑦?̂? represent the i-th observed and estimated time series values 
respectively; n is sample size. 
3.9 Case Study 1: Stillaguamish and Snohomish River Watersheds 
The first case study watersheds are the Stillaguamish and Snohomish Rivers 
Watersheds in Washington State. These natural watersheds, specifically the sub-
watersheds in the upper stream, are good examples of the watersheds minimally impacted 
by human activities.  
3.9.1 Order Series Transformation 
In order to investigate the effect of the order series transformation method, the 
performance of the order series transformation is first compared with that of the 
commonly applied Box-Cox transformation (logarithm transformation if 𝜆 = 0), 
Figure ‎3.2 graphs the histograms of the observed time series, the time series after Box-
Cox transformation, and the time series after order series transformation using DO time 
series at B110 as an example. Figure ‎3.2 indicates: (1) the observed time series is 
skewed; (2) by applying the Box-Cox transformation, the transformed time series is still 
skewed; (3) by applying the order series method, the transformed time series is Gaussian 
distributed. Thus, for the sample time series, the order series transformation is more 
powerful than the Box-Cox transformation since the order series transformation may also 
be considered as the Meta-Gaussian transformation. The order-series transformation may 
appropriately transform the non-Gaussian time series at other stations as presented in 
Appendix A.  
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Figure ‎3.2: Histograms of DO at station B110 at Stillaguamish River Watershed. 
Figure ‎3.3 a-d plot the sample autocorrelation functions (ACFs) and cumulative 
periodograms for both observed and transformed time series using order series for DO 
time series at B110 as an example. Figure ‎3.3a-d clearly indicate: (1) there exists a 12-
month period for both observed and transformed DO time series, (2) the transformed DO 
time series well preserves the structure of the observed time series. Furthermore, Figs. 
3.3e-f plot the sample ACFs of the fully deseasonalized observed and transformed time 
series for DO time series at B110. The plots further confirm that the fully deseasonalized 
transformed time series preserves the structure of the fully deseasonalized observed time 
series. The same conclusion is reached for the time series at other stations as presented in 
Appendix A.  
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Figure ‎3.3: Sample ACF and cumulative periodogram for DO time series at station 
B110 at Stillaguamish River Watershed. 
To this end, based on the statistical properties of the Temperature and DO time series 
selected from these two watersheds, the observed time series are transformed with the use 
of order series transformation method. The transformed series are then fully 
deseasonalized and applied for the analysis. 
KPSS and ADF tests are applied to assess whether the time series may be considered 
as stationary, non-stationary or long memory processes. Table ‎3.1 lists the KPSS and 
ADF test results of the fully deseasonalized transformed time series for the selected 
stations. Table ‎3.1 indicates that: (1) Temperature and DO time series at station A70, 
along with DO time series at stations 7A90, C70, D50, and D130, may be considered as 
stationary time series; (2) Temperature and DO time series at station B110, along with 
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Temperature time series at stations 5A90 and B70, may be considered as non-stationary 
time series; (3) DO time series at stations 5A90 and B70 may be considered as long-
memory process. 
Table ‎3.1: Results of KPSS and ADF test for fully deseasonalized transformed time 
series. 
Station 
Water 
quality 
parameter 
p-Values 
before 
differencing H d 
p-Values after 
differencing 
KPSS  ADF KPSS  ADF 
A70 Temp >0.1 <0.01 - 0 - - 
DO >0.1 <0.01 - 0 - - 
5A90 Temp <0.01 0.08 - 1 >0.1 <0.01 
DO 0.04 <0.01 0.71 0.21 0.09 0.01 
B70 Temp <0.01 0.09 - 1 >0.1 <0.01 
DO 0.03 <0.01 0.78 0.28 0.08 <0.01 
B110 Temp <0.01 0.4 - 1 >0.1 <0.01 
DO <0.01 0.14 - 1 >0.1 <0.01 
7A90 DO >0.1 <0.01 - 0 - - 
C70 DO 0.06 <0.01 - 0 - - 
D50 DO 0.09 <0.01 - 0 - - 
D130 DO >0.1 <0.01 - 0 - - 
 
The R/S ratio method is applied to estimate the differencing orders for DO time series at 
stations 5A90 and B70 with long memory process. The R/S ratios plotted in Figure ‎3.4 a-
b visually indicate the existence of the long memory for DO time series at 5A90 and B70. 
Table 3.1 lists the Hurst exponent as: H=0.71 for station 5A90, and H=0.78 for station 
B70. Under the null hypothesis (H0) of H=0.5 with the alternative (Ha) of H>0.5, the 
formal one-tail t test statistics show that Hurst exponents are significant with p-values 
less than 0.01 for both stations.  
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a 
 
b 
Figure ‎3.4: The plot of rescaled range for DO time series at stations: (a) 5A90 and (b) 
B70. 
As discussed previously, the sample ACF and PACF are plotted to select the possible 
orders of AR and MA components for the (F)AR(I)MA time series models. Figure ‎3.5 
plots the sample ACF and sample PACF functions of the deseasonalized DO time series 
at the study stations at Stillaguamish and Snohomish watersheds. Figure ‎3.6 plots sample 
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
log10(blocks of size m)
lo
g
1
0
(R
/S
)
R/S Method
 
 
slope 1/2
slope 1
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
log10(blocks of size m)
lo
g
1
0
(R
/S
)
R/S Method
 
 
slope 1/2
slope 1
41 
 
ACF and PACF for the deseasonalized Temperature time series at Stillaguamish 
Watershed. Applying MLE parameter estimation and AIC criteria, Table ‎3.2 lists the 
chosen orders for AR and MA components and estimated parameters for the study 
stations.  The following results have been obtained:  
(1) ARMA (1,2) and ARMA(1,1) are fitted to the fully deseasonalized transformed 
temperature and DO time series at station A70; 
(2) There exists relatively high sample ACF value at 8
th
 lag for the fully 
deseasonalized transformed temperature time series at stations 5A90 and B70, ARIMA 
(0,1,[1,8]) is identified as the best fitted model; 
(3) FARIMA (2,0.21,1) and FARIMA(1,0.28,1) are identified as the best fitted time 
series models for the fully deseasonalized transformed DO time series at stations 5A90 
and B70; 
(4) ARIMA(0,1,1) is identified as the best fitted time series model for fully 
deasonalized transformed Temperature and DO time series at station B110.  
(5) ARMA(1,1) is chosen as the best fitted model for fully deseasonalized transformed 
DO time series at all the stations of Snohomish River Watershed except for station C70 
which is fitted with AR(2).  
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Table ‎3.2: Results of model identification and parameter estimation 
 
a no order series transformation
                              
b MA component has only first and 8th order (θ2, … , θ7 = 0). 
c Long memory model, i.e., FARIMA model. 
d ignoring the Hurst phenomena and with the order series transformation 
e ignoring the Hurst phenomena and without the order series transformation 
 
Station ID parameter 
Fitted 
(F)AR(I)MA 
(p,d,q) 
(∅𝟏, … , ∅𝐝, d, 𝛉𝟏, … 𝛉𝐪) 
A70 
T (1, 0, 2) (0.79,- 0.52, 0.03) 
DO (1, 0, 1) (0.67, -0.43) 
DO (NOS)a (1, 0, 1) (0.69, -0.45) 
5A90 
T (0,1,[1 8]b) ([-0.76  0.06]) 
DO (FARIMA)c (2, d,1) (0.11, 0.12, 0.21, -0.06) 
DOd (2,0,1) (0.42, 0.16, -0.14) 
DO (NOS)e (2,0,1) (0.41, 0.16, -0.14) 
B70 
T (0,1,[1 8]) ([-0.78  0.05]) 
DO (FARIMA) (1, d, 1) (-0.19, 0.28, 0.15) 
DO (1,0,1) (0.86,-0.63) 
DO (NOS)  (1,0,1) (0.87,-0.63) 
B110 
T (0, 1, 1) (-0.75) 
DO (0, 1, 1) (-0.78) 
DO (NOS) (0, 1, 1) (-0.78) 
7A90 
DO (1, 0, 1) (0.89, -0.69) 
DO (NOS) (1, 0, 1) (0.89, -0.74) 
C70 
DO (2, 0, 0) (0.11, 0.26) 
DO (NOS) (2, 0, 0) (0.11, 0.26) 
D50 
DO (1, 0, 1) (0.92, -0.78) 
DO (NOS) (1, 0, 1) (0.93, 0.80) 
D130 
DO (1, 0, 1) (0.85, -0.69) 
DO (NOS) (1, 0, 1) (0.86, -0.69) 
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D50 D130 
Figure ‎3.5: ACF and PACF plots of deseasonalized DO time series at Stillaguamish 
and Snohomish watersheds 
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Figure ‎3.6: ACF and PACF plots of deseasonalized Temperature time series at 
Stillaguamish Watershed 
 
3.9.2 Model Verification, Forecast Study and Performance Evaluation 
In addition to evaluate the models performance for the time series modeling with order 
series transformation, they are further compared with the time series models without 
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time series model of the same order to the observed time series directly for the stationary 
or non-stationary time series; and (2) fitting the stationary time series model for the long 
memory time series by ignoring the Hurst phenomenon.   
Using the model structure, Table 3.2 also lists the parameters estimated using MLE for 
the observed time series (i.e., no order series transformation) and ignoring the Hurst 
phenomena if existed. Applying the diagnostic checks for all the time series models listed 
in Table 3.2, the test results in Table ‎3.3 indicate: (1) except for the DO time series at 
C70, one may properly model the observed Temperature/DO series using the same model 
structure as those identified for the transformed series after order series transformation; 
(2) due to high nonlinearity of DO series at C70, AR(2) cannot be applied to model the 
observed DO time series; (3) even though FARIMA models improve the model 
performance by reducing the RMSE and MAPE for DO time series at 5A90 and B70, the 
improvement may be considered negligible; and (4) generally, the order series 
transformation method slightly improves performance of the models.  
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Table ‎3.3: Results of model verification and performance evaluation.  
Station 
ID 
parameter 
p-Value of Ljung-Box  
p-Value of 
KS test for 
residuals 
RMSE 
MAPE 
(%) 
Residuals 
square of 
residuals 
B110 
Temp 0.91 0.65 0.07 1.17 15.11 
DO 0.95 0.22 0.55 0.45 3.21 
 DO (NOS) 0.96 0.31 0.28 0.47 3.34 
B70 Temp 0.94 0.85 0.71 1.56 18.29 
 DO (FARIMA) 0.82 0.76 0.96 0.53 3.70 
 DO 0.83 0.58 0.88 0.53 3.73 
 DO (NOS) 0.79 0.43 0.95 0.53 3.73 
A70 
Temp 0.11 0.96 0.3 1.58 17.89 
DO 0.95 0.06 0.61 0.50 3.43 
DO (NOS) 0.73 0.67 0.70 0.48 3.45 
5A90 Temp 0.84 0.58 0.96 1.64 21.87 
 DO (FARIMA) 0.98 0.37 0.84 0.62 4.34 
 DO 0.98 0.39 0.73 0.63 4.40 
 DO (NOS) 0.97 0.50 0.53 0.63 4.40 
D130 
DO 0.60 0.81 0.86 0.47 3.45 
DO (NOS)  0.90 0.20 0.47 0.46 3.15 
D50 
DO 0.68 0.74 0.54 0.54 3.9 
DO (NOS) 0.57 0.54 0.46 0.56 4.0 
C70 
DO 0.12 0.14 0.63 0.47 3.3 
DO (NOS) 0.27 0.01 - - - 
7A90 
DO  0.96 0.22 0.20 0.47 3.2 
DO (NOS) 0.77 0.08 0.22 0.48 3.4 
To this end, one may proceed to perform the forecast study with the fitted time series 
models with all the assumptions successfully fulfilled. In what follows, only the method 
for forecasting the time series using order series transformation is discussed in detail. One 
can refer to Box et al. (2008) for the time series forecast without the order series 
transformation.  
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Using DO time series at station B110 as an illustration example (Table ‎3.4), the 1-
month ahead forecast for the time series model using order series transformation is 
discussed. In January, 2010 ?̂?𝑡
∗(1) is estimated as -0.79 from fitted ARIMA (0,1,1) model 
using order series transformation; seasonal ?̂?𝑡
∗(1) [i.e., S?̂?𝑡
∗(1)] and its standardized form 
as ?̂?𝑡
∗𝑠(1) [i.e., S?̂?𝑡
∗𝑠(1)] are then computed as 0.47 and 0.45 respectively. Applying 
standard Normal distribution to S?̂?𝑡
∗𝑠(1), one has 𝐹(?̂?𝑡
∗) = 𝐹(S?̂?𝑡
∗) = 𝐹(𝑆?̂?𝑡
∗) =
Φ(𝑆?̂?𝑡
∗) = 0.67. ?̂?𝑡(1) (i.e., DO for Janunary 2010) is then estimated using the linear 
interpolation between two data points of 12.28 with corresponding CDF of 0.675, and 
12.23 with corresponding CDF of 0.669 as: 
?̂?𝑡(𝐽𝑎𝑛, 2010) =
12.28 − 12.23
0.675 − 0.669
× (0.674 − 0.669) + 12.23 = 12.27 
Figure ‎3.7 compares the observed DO time series with the corresponding 1-month 
ahead forecasted time series. As shown in Figure ‎3.7, the fitted time series models are 
able to forecast the behavior of the univariate DO time series at all selected stations. 
However, there is minimal difference in the forecast computed from the model identified 
with and without order series transformation. One may conclude: the advantage of the 
order series method in forecasting DO time series is mostly limited to fulfilling the model 
assumptions. Despite the detection of long memory property for DO time series at 5A90 
and B70, FARIMA model only results in negligible improvements. Figure ‎3.8 compares 
observed with forecasted temperature time series. The comparison shows the fitted time 
series are an appropriate forecast of the observations.  
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Table ‎3.4: Demonstration of 1-month ahead forecast of DO time series at station B110 
Year Month ?̂?𝑡
∗
(𝟏)[a] S?̂?𝑡
∗
(𝟏)[b] S?̂?𝑡
∗𝑠
(𝟏)[c] CDF 
Forecast 
(?̂?𝒕) 
Observed 
Data 
2010 1 -0.79 0.47 0.45 0.67 12.3 12.6 
2010 2 0.00 1.00 0.96 0.83 12.6 12.9 
2010 3 -0.46 0.56 0.54 0.70 12.3 12.1 
2010 4 0.90 1.01 0.97 0.83 12.6 12.1 
2010 5 0.27 0.08 0.06 0.52 11.9 11.3 
2010 6 0.50 -0.43 -0.44 0.33 11.4 10.7 
2010 7 0.21 -1.05 -1.04 0.15 10.7 10 
2010 8 0.38 -1.05 -1.04 0.15 10.6 10.9 
2010 9 -1.088 -1.50 -1.47 0.07 10.1 10.4 
2010 10 0.30 -0.14 -0.13 0.45 11.6 11.54 
2010 11 -0.33 0.11 0.11 0.54 11.9 11.85 
2010 12 0.19 0.88 0.86 0.81 12.5 12.3 
2011 1 0.10 1.04 1.02 0.85 12.6 13.1 
2011 2 -1.28 0.19 0.17 0.57 12.0 12.7 
2011 3 -0.05 0.81 0.79 0.79 12.5 12.2 
2011 4 0.69 0.88 0.86 0.80 12.5 12 
2011 5 0.41 0.16 0.14 0.55 12.0 12.4 
2011 6 -1.19 -1.30 -1.30 0.10 10.4 11.37 
2011 7 -0.24 -1.28 -1.27 0.10 10.4 11.1 
2011 8 -0.61 -1.56 -1.54 0.06 10.1 10.35 
2011 9 0.40 -0.69 -0.68 0.25 11.1 10.52 
2011 10 0.53 0.00 0.00 0.50 11.8 11.42 
2011 11 0.10 0.37 0.37 0.65 12.2 12.5 
2011 12 -0.60 0.38 0.38 0.65 12.2 13.4 
2012 1 -1.83 -0.20 -0.20 0.42 11.6 12.6 
2012 2 0.61 1.39 1.38 0.92 12.9 12.3 
2012 3 1.09 1.51 1.49 0.93 13.0 12.9 
2012 4 -0.44 0.24 0.23 0.59 12.1 12.63 
2012 5 -0.39 -0.27 -0.28 0.39 11.5 12.63 
2012 6 -1.14 -1.28 -1.27 0.10 10.4 11.9 
2012 7 -0.46 -1.39 -1.37 0.08 10.3 10.9 
2012 8 0.24 -1.12 -1.11 0.13 10.6 10.4 
2012 9 0.72 -0.52 -0.50 0.31 11.3 11 
2012 10 0.27 -0.15 -0.14 0.44 11.7 11.6 
2012 11 0.35 0.52 0.53 0.70 12.3 12.1 
2012 12 0.53 1.09 1.09 0.86 12.7 12.2 
[a]
: estimated from fitted ARIMA(0,1,1) with fully deseasonalized transformed time series; 
[b]
: seasonal 
?̂?𝑡
∗(1); [c]: seasonal standardized ?̂?𝑡
∗(1). 
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Figure ‎3.7: Forecasted values vs. observations for DO time series at Stillaguamish and 
Snohomish River watersheds 
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Figure ‎3.8: Forecasted values vs. observations for Temperature time series at 
Stillaguamish River Watershed 
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area and its effect on water quality of Chattahoochee River Watershed will be 
investigated in what follows. 
3.10.1 Water Quality Trend and LULC Changes in the Watershed  
To study the impact of urban development on the watershed’s water quality, Figure 
3.9 plots the annual mean DO at Belton Bridge Station (upstream station), along with the 
second order polynomial trend line fitted to the annual DO time series. Figure ‎3.9 also 
shows the percentage of the developed and forest areas for the corresponding watershed. 
Applying the Mann-Kendall trend test (Mann, 1945; Kendall, 1975; Hipel and McLeod, 
1994), the test result indicates there is no significant trend for annual DO series (p-
Value=0.76), however a slight decrease in DO can be spotted after 2006 as shown in 
Figure ‎3.9.  
Comparing the annual mean DO to the percentage of developed and forest areas in the 
period of 1998 (start of recorded data without a significant gap) to 2012 at Whitesburg 
station (downstream station), Figure ‎3.10 indicates: (1) the majority of urban 
development occurred from 1991-2001 and resulted in deforestation in the sub-
watershed; (2) after 2001, the urban development started to taper off; (3) visually, DO 
showed significant increasing trend after 2007 which may be associated with the 
completion of the project on the first of two federal consent decrees for a $4 billion Clean 
Water Atlanta Program, a complete overhaul of the City’s water and sewer infrastructure 
in 2007. With the positive trend of DO time series shown in Figure ‎3.10, the Mann-
Kendall trend test is applied for further investigation of the trend. The test result indicates 
a significant increasing trend for annual DO time series (p-Value<0.02) at Whitesburg 
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station. The seasonal Mann-Kendall test also indicates a significant increasing trend for 
monthly DO time series (p-Value<0.01) at Whitesburg station. Since the increasing trend 
is only detected in the downstream station, it may be concluded that the changes in the 
water quality of Whitesburg Station are primarily caused by human activities. 
Figs. 3.11-3.14 plot other annual time series (i.e., water temperature, Nitrate, discharge 
and Conductivity) versus LULC. The Mann-Kendall tests indicate that no significant 
trend may be identified for the study period of 1998-2012: Temperature (p-Value=0.62), 
Discharge (p-Value>0.9), Nitrate (p-Value=0.07) and Conductivity (p-Value=0.49).  
 
Figure ‎3.9: Annual DO at Belton Bridge station vs. LULC changes  
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Figure ‎3.10: Annual DO at Whitesburg station vs. LULC changes  
 
Figure ‎3.11: Annual Temperature at Whitesburg station vs. LULC changes  
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Figure ‎3.12: Annual Nitrate at Whitesburg station vs. LULC changes  
 
Figure ‎3.13: Annual Discharge at Whitesburg station vs. LULC changes  
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Figure ‎3.14: Annual Conductivity at Whitesburg station vs. LULC changes  
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time series as well as the nonseasonal Phosphorus time series. With the use of the sample 
ACF and PACF for initial identification of the model orders, Table 3.6 lists the best-fitted 
time series models for the univariate discharge and water quality time series (except 
Phosphorus) with order series transformation. According to the frequency analysis 
(Figure 3.15) and sample ACF plot (Figure 3.16), the Phosphorus time series may be 
considered as random variable following certain probability distribution. To further 
evaluate the model performance of the time series with order series transformation, the 
AR(I)MA with same model structure is also fitted to the observed time series with the 
estimated parameters and diagnostic test results listed in Table 3.6. Table 3.6 confirms 
that: (1) the same model structure may appropriately study the time series with or without 
order series transformation for DO, Temperature, and Nitrate series; (2) the same 
AR(I)MA model structure cannot be applied to model the discharge and conductivity 
time series without order series transformation, due to the time series being highly 
skewed (i.e., model residuals cannot be considered as the White Gaussian noise).  
To further investigate the influence of other variables, the ARMAX model is applied 
to model DO and conductivity time series at Whitesburg. Discharge, Temperature, 
Nitrate, Phosphorus and Conductivity are used as exogenous parameters in the ARMAX 
model to study the DO series with the following rationales:  
(1) Discharge has large impact on water quality, living organisms, and habitats in the 
stream. Given the same amount of pollutant loading; large, swiftly flowing rivers are less 
impacted than the small streams with less capacity to dilute and degrade pollutant. Fast-
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moving streams generally have higher levels of dissolved oxygen than slow-moving 
streams.  
(2) Temperature affects the metabolic rate of aquatic organism. Dissolved oxygen levels 
usually decreases as water temperature increases.  
(3) Nitrogen (measured as Nitrates or NO3) and Phosphorus are essential plant nutrients; 
however the excess amounts may cause significant water quality problems. Nutrients in 
excess amounts can accelerate eutrophication, causing dramatic increases in aquatic plant 
growth and changes in the species living in the stream which may cause hypoxia (low 
levels of DO).  
(4) Conductivity is a measure of the ability of water to pass an electrical current. It is 
affected by the presence of inorganic dissolved solids such as chloride, nitrate, sulfate, 
and phosphate anions (ions with a negative charge) or sodium, magnesium, calcium, iron, 
and aluminum cations (ions with a positive charge). In addition, there is a positive 
correlation between conductivity and temperature, i.e., the higher the water temperature, 
the higher the conductivity in the stream.  
Discharge is considered as the only exogenous variables to model Conductivity series 
using ARMAX approach, due to the high degree of dependence between these 
parameters. Table 3.6 lists the fitted ARMAX model for DO and Conductivity series 
using order series method.  
To this end, comparing all the valid models, the results in Table ‎3.6 show that: (1) in 
regard to DO, Temperature, and Nitrate series, ARIMA models fitted to the time series 
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after the order series transformation result in lower RMSE and MAPE than then same 
model structure fitted to the observed time series; (2) the classic ARIMA model cannot 
be applied to study the observed discharge and conductivity series, since these two series 
are highly skewed or heavy tailed; (3) the order series transformation may be considered 
as a viable approach to improve the results and to satisfy the model assumptions; and (4) 
the application of the ARMAX modeling approach further improves the performance for 
the study of DO and Conductivity series.  
Figure ‎3.17 plots the one-month ahead forecasted values in comparison with 
observations. Figure 3.17 indicates: (1) similar to the first case study, the same model 
structure may be successfully applied to investigate the observed and transformed (i.e., 
order series transformation) DO and Temperature time series with minimal difference in 
the forecast ability; (2) the same model structure may also be applied to the observed and 
transformed Nitrate time series, however the fitted time series model may only forecast 
the median behavior of the time series (i.e., the forecast ability is not as good compared 
to that for DO or Temperature); (3) the same model structure may not be applied directly 
to model the observed discharge and conductivity time series, since discharge and 
conductivity series are usually highly skewed and/or fat-tailed; (4) similar to Nitrate time 
series, the fitted model may again only forecast the median behavior for conductivity 
time series; and (5) ARMAX models may further improve the forecast ability for DO and 
Conductivity water quality time series.  
 
63 
 
Table ‎3.5: Results of KPSS and ADF test for fully deseasonalized transformed time 
series. 
Station 
Water quality 
parameter 
p-Values before 
differencing 
d 
p-Values after 
differencing 
KPSS  ADF KPSS  ADF 
Belton Bridge DO >0.1 <0.01 0 - - 
 DO 0.06 0.04 0 - - 
Whitesburg 
Discharge <0.01 0.25 1 >0.1 <0.01 
Ta 0.1 0.03 0 - - 
Condb 0.02 0.28 1 >0.1 <0.01 
Nitrate 0.01 0.23 1 >0.1 <0.01 
Pc 0.10 0.02 0 - - 
                    a: Temperature; b: Conductivity; c: Phosphorus. 
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Nitrate  (Whitesburg) P  (Whitesburg) 
 
DO (Belton Bridge) 
Figure ‎3.15: Cumulative periodogram of original data series at Chattahoochee 
Watershed 
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Table ‎3.6 Results of parameter estimation and model verification at Chattahoochee 
Watershed 
Station parameter 
Fitted 
ARIMA 
(p,d,q) 
(∅𝟏, … , ∅𝐝, 
𝛉𝟏, … 𝛉𝐪) 
p-Value of Ljung-Box 
p-Value of 
KS test for 
residuals 
RMSE 
MAPE 
(%) 
residuals 
square of 
residuals 
B
el
to
n
 
B
ri
d
g
e 
DO (4, 0, 4) 
(0.23,-0.69, 0.16, -0.59, -
0.13, 0.85, -0.13,1.0) 
0.91 0.92 0.94 0.91 7.76 
DO (NOS)  (4, 0 ,4) 
(0.24, -0.76 ,0.16, -0.62, -
0.13, 0.87, -0.13, 1.0) 
0.89 0.91 0.89 0.95 8.08 
W
h
it
es
b
u
rg
 
DO (2, 0, 0) (0, 0.32) 0.55 0.05 0.75 0.85 6.86 
DO (NOS) (2, 0, 0) (0, 0.31) 0.28 0.15 0.82 0.89 6.60 
DO (ARMAX) (2, 0, 0) 
(0.07, 0.08),  (0.132, -
0.596, 0.049, 0.260, -
0.287)a 
0.85 0.14 0.16 0.79 6.40 
Discharge  (1, 1, 1) (0.34, -0.75) 0.39 0.54 0.92 1475 25.14 
Discharge (NOS) (1, 1, 1) (0.79, -1.0) 0.50 0.57 0.03 - - 
T (2, 0, 2) (-0.13, 0.80, 0.37, -0.47) 0.99 0.95 0.93 2.09 13.74 
T (NOS) (2, 0, 2) (-0.10, 0.80, 0.29, -0.54) 0.98 0.74 0.93 2.14 15.28 
Cond  (1, 1, 2) (-0.89, 0.06, -0.65) 0.42 0.24 0.51 31.03 18.81 
Cond (NOS) (1, 1, 2) (-0.88, 0.02, -0.65) 0.58 0.27 0.02 - - 
 Cond (ARMAX) (1, 1, 2) 
(-0.939, -0.093,  -0.840) 
(-0.587)b 
0.82 0.08 0.06 28.01 18.04 
 Nitrate  (2,1,2) (-0.53, 0.19, -0.21, -0.44) 0.43 0.39 0.41 2.88 26.81 
 Nitrate (NOS)  (2,1,2) (0.53, 0.19, -0.21, -0.44) 0.89 0.30 0.12 2.86 26.51 
aExogenous parameters coefficients of Discharge, Temperature, Conductivity, Nitrate and Phosphorus to model DO 
using ARMAX model.  
bExogenous parameter coefficient of discharge to model Conductivity using ARMAX. 
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DO (Belton Bridge) 
Figure ‎3.16: ACF and PACF plots of the time series at Whitesburg Station 
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Nitrate (Whitesburg)  
Figure ‎3.17: Forecasted values vs. observations at Chattahoochee Watershed  
 
3.11 Case Study 3: Cuyahoga River Watershed  
Cuyahoga River watershed is located in Northeastern Ohio within the Erie Drift Plain.  
Chapter 2 provided the detailed information about the Cuyahoga watershed and statistics 
of its time series. Monthly discharge series on the main stem (i.e., Hiram Rapids, Old 
Portage, and Independence) are applied for this case study.  
According to the cumulative periodogram shown in Figure ‎3.18, there exists a 12-
month periodicity for the discharge series at all three discharge gaging stations. Same as 
the first two case studies, KPSS and ADF tests are applied to assess the stationarity for 
the deseasonalized discharge series with order series transformation. The test results 
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KPSS and ADF tests; and (2) the discharge series at Hiram Rapids belongs to stationary 
time series with the acceptance and the rejection of the null hypotheses for KPSS and 
ADF tests, respectively. The sample ACF plots in Figure 3.19 visually indicate that there 
are the long memory effects for discharge time series at Old Portage and Independence as 
well as the short memory effect (stationary) for discharge time series at Hiram Rapids. 
Table 3.7 lists the Hurst exponents estimated for the discharge series at Old Portage and 
Independence using R/S ratio method. And according to the one-tail t-test, the Hurst 
exponents are statistically significant (greater than 0.5) for both stations.    
Table ‎3.8 lists the results of model identification, parameter estimation, and model 
verification for the observed and transformed deseasonalized discharge time series at 
Cuyahoga River Watershed. The results indicate: (1) the classic time series modeling 
approach cannot properly model the observed discharge time series directly; (2) the order 
series transformation may successfully fulfill the assumptions for the classic 
linear/nonlinear time series model; (3) linear time series model AR(1) may be selected as 
the best fitted time series model for the discharge series at Hiram Rapids with order series 
transformation; (4) according to the initial analysis, the long memory effect needs to be 
considered for the discharge series at both Old Portage and Independence stations; (5) the 
heteroscedasticity is statistically significant for the discharge series at both Old Portage 
and Independence, such that a nonlinear model is needed (i.e., FARMA(1,d,0)-
ARCH(1)); (6) unlike the DO series at B70 and 5A90 in the first case study, the long 
memory effect cannot be ignored for the monthly discharge series at Old Portage and 
Independence; and (7) the level of uncertainty in discharge time series may indicate that 
these time series depend on other factors such as LULC and climate behaviors. 
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Figure ‎3.20 compares forecasted and observed monthly discharges. The comparison 
confirms that the fitted models are able to reasonably forecast the median behavior for the 
monthly discharge time series.  
Table ‎3.7: Results of KPSS and ADF tests for fully deseasonalized transformed time 
series. 
Station 
KPSS           
p-Value 
ADF     
p-Value 
H 
H        
p-Value 
d 
Hiram >0.1 <0.01 - - - 
Old Portage 0.01 <0.01 0.68 <0.01 0.18 
Independence 0.01 <0.01 0.64 <0.01 0.14 
 
Table ‎3.8 Results of parameter estimation and model verification at Cuyahoga 
Watershed 
Station (Model) 
Fitted 
(F)AR(I)MA-
(G)ARCH 
(p,d,q)(P,Q) 
(∅𝟏, … , ∅𝐝, 𝛉𝟏, … 𝛉𝐪) 
 (𝜸𝟏, … , 𝜸𝑷, 𝜶𝟏, … , 𝜶𝑸)   
p-Value of Ljung-Box 
p-Value of 
KS test for 
residuals 
  
residuals 
square of 
residuals 
RMSE MAPE 
(%) 
Hiram  (1, 0, 0) (0.33) 0.30 0.20 0.86 110.17 31.24 
Hiram (NOS) (1, 0, 0) (0.30) 0.27 0.12 <0.01 - - 
Old Portage (FARIMA-
ARCH) 
(1, d, 0) (0, 1) (0.15,0.18),(0.11) 0.74 NAa 0.15 273.58 47.97 
Old Portage (FARIMA-
ARCH) (NOS) 
(1, d, 0) (0, 1) (0.19, 0.18) (0.13) 0.68 NA <0.01 - - 
Old Portage (ARIMA-
ARCH) 
(1, 0, 0) (0, 1) (0.42), (0.09) <0.01 NA - - - 
Independence (FARIMA-
ARCH) 
(1, d, 0) (0, 1) (0.11, 0.14) (0.12) 0.79 NA 0.46 547.15 47.80 
Independence (FARIMA-
ARCH) (NOS) 
(1, d, 0) (0, 1) (0.15, 0.14) (0.22) 0.70 NA <0.01 - - 
Independence (ARIMA-
ARCH) 
(1, 0, 0) (0, 1) (0.40) (0.13) <0.01 NA - - - 
a: Not Applicable. 
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Hiram Rapids Old Portage 
 
Independence 
Figure ‎3.18: Cumulative periodogram of discharge time series at Cuyahoga Watershed 
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Hiram Rapids Old Portage 
 
Independence 
Figure ‎3.19: ACF and PACF plots of discharge time series at Cuyahoga Watershed 
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Independence 
Figure ‎3.20: Forecasted values with order series method vs. observations at Cuyahoga 
Watershed using order series method 
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series at three different watersheds. The order series method is applied to transform the 
observed univariate time series into Gaussian distributed time series. The study 
investigates the necessity of order series transformation and compares the model 
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(1) For all the water quality and hydrological time series studied, the order series 
transformation may properly transfer the univariate time series into Gaussian 
distributed time series. 
(2) For the water quality time series: DO (excluding C70, B70, 5A90), Temperature, 
and Nitrates; the same modeling structure may be applied to model the 
corresponding observed water quality time series directly.  And In comparison, 
the same model structure fitted to the transformed time series reaches slightly 
better performance than that fitted to the observed time series. These comparison 
results indicate: the order series transformation may not make a big difference for 
the time series that is not significant skewed or heavy-tailed, e.g., DO and 
Temperature series.  
(3) DO series at C70 is highly nonlinear, the same model structure (i.e., AR(2)) 
cannot properly model the monthly observed DO series directly. DO series at 
B70 and 5A90 are found to be a long memory process. The long memory effect 
may be ignored, in spite of the Hurst exponents being statistically significant. 
This may partly due to that the historical DO record is not long enough.  
(4) The same model structure cannot be applied to model the observed time series of 
significantly skewed or heavy-tailed, i.e., conductivity at Whitesburg and all the 
discharge series selected. Order series transformation becomes a viable approach 
to fulfill the model assumptions.   
(5) Unlike the DO series at B70 and 5A90, the long-memory effects cannot be 
ignored to model the discharge series at Old Portage and Independence.  
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(6) Overall, the (F)AR(I)MA models with the order series transformation outperform 
the same model structures without the transformation.  
(7) Using DO and conductivity at Whitesburg as the illustration examples, the 
ARMAX modeling approaches indeed show the improvement in regard to the 
forecast ability.  
(8) The study shows that localized factors (e.g., LULC, human activities) may have 
impact on water quality time series studied.  
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CHAPTER IV 
DEPENDENCE ANALYSIS USING COPULA METHOD 
4. DEPENDENCE ANALYSIS USING COPULA METHOD  
4.1 Background 
Due to the increasing interest of multi-dimensional analysis, the multivariate modeling 
approach has gained popularity in recent years. Copula is one of the most powerful tools 
in multivariate modeling. In the famous paper titled “Joy of Copula”, Genest and Mackay 
(1986a) described copulas and their properties introduced by Sklar (1959). They 
illustrated how these copulas may be used to explain the existence of distributions with 
singular components. They also showed that copulas provide a geometric interpretation 
for the rank-based correlation coefficients, e.g., Kendall's tau, and Spearman’s rho. In the 
same year, Genest and Mackay (1986b) studied the properties of one-parameter bivariate 
Archimedean copulas. Later on, Genest and Rivest (1993) studied statistical-inference 
procedures for the one-parameter bivariate Archimedean copulas. The copula theory was 
then further developed by Joe (1997) and Nelsen (2006). 
The application of copula theory in hydrology dates back to 2004 by Favre et al. 
(2004). They applied copula modeling to study the bivariate spatial dependence of 
discharge as well as the at-site bivariate flood frequency. Zhang and Singh (2006) applied 
copulas to study bivariate flood frequency analysis and compared their results with the 
results obtained from bivariate Gumbel-mixed and bivariate Gaussian distributions. Later 
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on, Zhang and Singh (2007a, b) extended the study to trivariate rainfall and flood 
frequency analysis using copulas. In more recent studies, Vandenbreghe et al. (2011) 
studied bivariate frequency of storms using the copula method. Mirabbasi et al.  (2012) 
applied the copula method to study droughts. Chen et al.  (2013b) applied trivariate 
Plackett copula to study the risk of hydrological droughts in East River basin in China. 
Zhang and Singh (2012) applied the copula theory to study the relationship between 
rainfall and runoff in which the maximum entropy (MaxEn) principle and it was applied 
to derive the univariate MaxEn-based rainfall and runoff distributions. Finally, Zhang and 
Singh (2014) studied the trivariate flood frequency analysis allowing the different lengths 
of the records for maximum daily discharge at different locations.  
Besides hydrology, the copula theory has been widely applied in economics, business, 
finance and insurance (see Van den Goorbergh et al. 2005; Lu et al. 2008; Yang et al. 
2010; Chinnakum et al. 2013; Brechmann et al. 2014; Embrechts and Hofert 2014 as a 
few examples). Recently, the copula theory is also receiving attention in other research 
fields such as computer sciences (Rotolo et al. 2013; Roy and Parui 2014), medical 
sciences (Ucer 2011; Roshanaei et al. 2014; Cunanan and Koopmeiners 2014), energy 
(Louie 2014; Gulpinar and Katata 2014) and agriculture (Sriboonchitta et al. 2013).  
Although the copula theory has been applied in many aspects of hydrological studies, 
the applications of the copula theory in water quality studies have been very limited. 
Bivariate copula was applied to investigate spatial dependence structure of groundwater 
quality parameters (Bárdossy 2006; Bárdossy and Li 2008) and design of observation 
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networks (Li et al. 2011).  Additionally, Sadiq et al. (2008) applied copulas to predict the 
risk of water quality failures in distribution networks. 
Different Copula families have been proposed for multivariate analysis in theory, but 
only one-parameter Archimedean copula family has been broadly applied in many 
research fields such as finance, risk analysis, and hydrology. Although the one-parameter 
Archimedean copula family is very well-known and easy to construct, the copulas 
belonging to this family have some limitations: (1) they may be valid only for a limited 
range of dependence (e.g., Ali-Mikhai-Haq copula may only model the dependence 
between -0.3 and 0.3); (2) not all the Archimedean copulas may be extended to a higher 
dimension (i.e., 𝑑 ≥ 3). Therefore, other copula families such as Meta-Elliptical copulas 
and Vine copulas through pair copula construction (PCC) may be the viable candidates to 
model the dependence of multivariate random variables of a higher dimension (i.e., 
𝑑 ≥ 3) in a more reliable and efficient manner. 
Fang et al. (2002) proposed Meta-Elliptical copulas based on the popular elliptical 
distributions extensively studied by Kotz and Nadarjah (2001). Nadajah and Kotz (2005) 
derived solutions for the bivariate Meta-Elliptical copula. Genest et al. (2007) 
summarized their properties. Song and Singh (2010) applied Meta-Elliptical copulas to 
model the droughts in which the monthly precipitation is applied to derive the drought 
index. Wong et al. (2010) applied Gumbel-Houggard copula (Archimedean) and Student-
t copula (Meta-Elliptical) to the observed rainfall deficit in order to investigate the effect 
of climate variability on the drought characteristics. Chen et al. (2013a) applied both 
Archimedean and Meta-Elliptical copulas to construct four-dimensional joint 
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distributions for droughts analysis. Ma et al. (2013) proposed a Meta-Elliptical copula-
based approach to investigate the multivariate drought attributes using trivariate Gaussian 
and Student-t copulas. Meta-Elliptical copulas have also been applied in other fields such 
as: insurance (Krajina 2012) and modeling count data (Nikoloulopoulos and Karlis 2010). 
Although Meta-Elliptical copulas are able to capture the dependence structure in 
higher dimensions, they also have some limitations: (1) assuming the same copula family 
for all pairs of random variables; (2) limited to elliptical distributions in which the tail 
dependence structure may not be appropriately captured. Vine copula through PCC is an 
innovative approach to investigate the multivariate random variables and to keep the 
model simple at the same time. First introduced by Joe (1996), PCC sequentially 
decomposes the joint distributions into bivariate building blocks through conditioning. 
Later on, Bedford and Cooke (2001, 2002), Kurowicka and Cooke (2006), and Aas et al. 
(2009) further studied the Vine copula structure theoretically. For a Vine copula, copulas 
from different families may be selected based on the performance for modeling a given 
pair. Furthermore, since all of the copulas are bivariate, the copulas are relatively simple 
and straightforward to construct. In recent years, the Vine copula has proved its adequacy 
in various applications. Schirmacher and Schirmacher (2008) applied four-dimensional 
D-Vine copula to study the monthly exchange rate among the Canadian, Japanese 
Swedish and the U.S. currencies. Chollete et al. (2009) used Gaussian and C-Vine 
copulas to capture the asymmetric dependence in international financial returns. There 
are other examples of applying Vine copulas in finance and econometrics including 
studies of Min and Czado (2011), Bauer et al. (2012) Nikoloulopoulos et al. (2012b), and 
Czado et al. (2012). Although most of the applications of Vine copulas are in 
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econometrics, Vine copulas have been applied in other fields such as hydrology (e.g. 
Vandenberghe et al. 2012; Zhang and Singh 2014), spatial analysis (Gräler and Pebesma 
2011) and medical research (Panagiotelis et al. 2012). 
The above studies have shown the copulas are capable of modeling the overall 
dependence structures of the multivariate random variables. However, the copula models 
may not be able to successfully capture the upper (UTD: 𝜆𝑈)/lower (LTD: 𝜆𝐿) tail 
dependence with the obvious examples: (i) Meta-Gaussian copula cannot model tail 
dependence, i.e., 𝜆𝑈 = 𝜆𝐿 = 0, unless their linear correlation coefficient is one; (ii) Meta-
Student-t copula can only model symmetric UTD and LTD, i.e., 𝜆𝑈 = 𝜆𝐿; (iii) Gumbel-
Houggard copula can only model UTD, i.e., 𝜆𝑈 > 0 𝜆𝐿 = 0; and (iv) Clayton copula can 
only model LTD, i.e., 𝜆𝑈 = 0, 𝜆𝐿 > 0. Thereby, one copula family may not fully 
represent the dependence structure, i.e., overall dependence, UTD/LTD if existed for 
multivariate random variables. To overcome these limitations, the following two 
approaches may be applied: (1) linear combination of different copulas, i.e., mixed 
copula; or (2) two-parameter Archimedean copulas.  
Compared to the one-parameter Archimedean copulas, the two-parameter 
Archimedean copulas have more flexibility in modeling the complex dependence 
structures as well as the UTD/LTD. However, the studies using two-parameter 
Archimedean copulas are not as popular as one-parameter Archimedean and Meta-
Elliptical copulas. Some applications of two-parameter bivariate Archimedean copulas 
may be found in econometrics (Liu and Sriboonchitta 2013; Nikoloulopoulos et al. 
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2012a; Domma et al. 2009; Patton 2006) civil engineering (Motamedi and Liang 2013) 
and hydrology (Zhang and Singh 2014).  
The rest of this Chapter is organized as following. Section 2 introduces the definition 
of copulas. Section 3 introduces the symmetric Archimedean copula family and nested 
Archimedean copulas (NAC). Sections 4 and 5 introduce Meta-Elliptical and Vine 
copulas respectively. Sections 6 and 7 introduce the parameter estimation and formal 
goodness-of-fit statistics for copulas. Section 8 presents and discusses the case studies 
with the use of Copula theory. Finally, the conclusions are provided in section 9. 
4.2 Definition of Copula 
According to Sklar’s theorem (Sklar, 1959), the joint distribution of d-dimensional 
continuous variable 𝒁 = {𝑍1, … , 𝑍𝑑} may be presented by a unique copula function: C(u1, 
…, ud) mapping from [0,1]𝑑 → [0,1] as:   
𝐶(𝑢1, … , 𝑢𝑑) = 𝐻{𝐹1
−1(𝑢1), … , 𝐹𝑑
−1(𝑢𝑑)} = 𝐻(𝑧1, … , 𝑧𝑑)  Eq. ‎4.1 
where: 𝑢𝑖 = 𝐹𝑖(𝑍𝑖 ≤ 𝑧𝑖), 𝑖 = 1, … , 𝑑, i.e., the marginal distribution that can be estimated 
parametrically or non-parametrically; H is the joint probability distribution function 
among random variables {𝑍1, … , 𝑍𝑑}.  
4.3 Archimedean Copulas 
One-parameter Archimedean copulas are symmetric and may be easily constructed 
using generating functions. There are a large variety of copulas belonging to this class 
(Nelsen, 2006). The one-parameter Archimedean copulas have been widely applied in 
bivariate frequency analysis especially for bivariate hydrological frequency analysis. 
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Additionally, one-parameter Archimedean copulas, constructed from strictly continuous 
decreasing generating function (e.g., Gumbel-Houggard copula), have also been applied 
for the multivariate (𝑑 ≥ 3) frequency analysis in hydrological science applications.  
Formally, a 2-dimensional Archimedean copula, i.e., 𝐶2: [0,1]2 ⟶ [0,1], is defined as 
following (Nelsen, 2006; Salvatore, 2007; De Michele et al., 2007; Savu and Trede, 
2008): 
𝐶(𝑢1, 𝑢2) = 𝜙
[−1](𝜙(𝑢1) + 𝜙(𝑢2))          Eq. ‎4.2 
where: 𝜙[−1] is the pseudo-inverse of non-strictly continuous decreasing generating 
function; and 𝜙[−1] = 𝜙−1 for strictly continuous decreasing generating function.  
With the strictly continuous decreasing generating function, the d-dimensional 
(𝑑 ≥ 3) one-parameter Archimedean copula 𝐶𝑑: [0,1]𝑑 ⟶ [0,1] may be defined for 
positively dependent random variables accordingly as: 
𝐶(𝑢1, … , 𝑢𝑑) = 𝜙
−1(∑ 𝜙(𝑢𝑘)
𝑑
𝑘=1 ) = 𝜙
−1(𝜙(𝑢1) + ⋯ + 𝜙(𝑢𝑑))      Eq. ‎4.3 
4.3.1 One-Parameter Archimedean Copulas 
Among the large variety of one-parameter Archimedean copulas, Table ‎4.1 lists a 
selection of one-parameter bivariate Archimedean copulas commonly applied. Table ‎4.2 
shows their copula density  (De Mattis, 2001). The full list of one-parameter 
bivariate Archimedean copulas and their generating functions can be found in Nelsen 
(2006). 
 21,uuc
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Table ‎4.1: Selected Archimedean copulas (Nelsen, 2006) 
Archimedean 
Copulas 
Copula Function 
𝐶𝜃(𝑢1, 𝑢2) 
Generating 
Function 
𝜑(𝑡) 
Copula Parameter 
𝜃 
Clayton max [(𝑢1
−𝜃 + 𝑢1
−𝜃 − 1)−
1
𝜃, 0] 
1
𝜃
(𝑡−𝜃 − 1) [-1,∞)\{0}  
Gumbel-
Houggard 𝑒
−[(−ln𝑢1)
𝜃+(−ln𝑢2)
𝜃]
1
𝜃 (−ln𝑡)
𝜃  [1, ∞) 
Frank  −
1
𝜃
ln [1 +
(𝑒−𝜃𝑢1−1)(𝑒−𝜃𝑢2−1)
𝑒−𝜃−1
] −ln
𝑒−𝜃𝑡 − 1
𝑒−𝜃 − 1
 [-∞,∞)\{0} 
Joe 1 − [(1 − 𝑢1)
𝜃 + (1 − 𝑢2)
𝜃 − (1 − 𝑢1)
𝜃(1 − 𝑢2)
𝜃]
1
𝜃 ln[1 − (1 − t)𝜃] [1,∞) 
 
Table ‎4.2: Copula density  for the selected Archimedean copulas 
Archimedean 
copulas 
𝑐𝜃(𝑢1, 𝑢2) =
𝜕
𝜕𝑢1𝜕𝑢2
𝐶𝜃(𝑢1, 𝑢2) 
Clayton 
(1 + 𝜃). 𝑢1
−1−𝜃𝑢2
−1−𝜃
(−1 + 𝑢1
−𝜃𝑢2
−𝜃)
1+2𝜃
𝜃
 
Gumbel-
Houggard 
[ln𝑢1. ln𝑢2]
−1+𝜃 [𝑤
2−2𝜃
𝜃 − (1 − 𝜃)𝑤
1−2𝜃
𝜃 ]
𝑢1𝑢2exp (𝑤
1
𝜃)
, 𝑤 = (−ln𝑢1)
𝜃 + (−ln𝑢2)
𝜃 
Frank 
𝜃(𝑒𝜃 − 1)𝑒𝜃(1+𝑢1+𝑢2)
(𝑒𝜃 − 𝑒𝜃(1+𝑢1) + 𝑒𝜃(1+𝑢2))2
 
Joe 
((1 − 𝑢1)(1 − 𝑢2))
−1+𝜃(𝜃 − 1 + 𝑤). 𝑤
1
𝜃
−2,
𝑤 = (1 − 𝑢1)
𝜃 − ((1 − 𝑢1)(1 − 𝑢2))
𝜃 + (1 − 𝑢2)
𝜃 
 
 
 21,uuc
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4.3.2 Two-Parameter Archimedean Copulas 
BB1 Copula 
BB1 copula is a two-parameter Archimedean copula. BB1 copula may be described as 
a generalization of the one-parameter Clayton and Gumbel-Houggard copulas. With the 
generating function 𝜑(𝑡) = (𝑡−𝜃 − 1)𝛿, BB1 copula function is defined as (Brechmann, 
2010): 
𝐶(𝑢1, 𝑢2) = [1 + [(𝑢1
−𝜃 − 1)𝛿 + (𝑢2
−𝜃 − 1)𝛿]
1
𝛿]
−1
𝜃
   Eq. ‎4.4 
where θ > 0 and δ ≥ 1.  
Joe (1997) listed its important properties as:  
 BB1 copula converges to Clayton copula if δ =1, and for θ → 0 the BB1 
copula converges to Gumbel-Houggard copula; 
 BB1 copula may preserve both lower and upper tail dependence as: 𝜆𝐿 = 2
− 1
𝛿𝜃 
and 𝜆𝑈 = 2 − 2
1
𝛿; 
 Finally concordance increases as θ increases. 
BB6 Copula 
With the generating function of 𝜑(𝑡) = {−𝑙𝑛[1 − (1 − 𝑡)𝜃]}
𝛿
 where 𝜃 ≥ 1, and 𝛿 >
1, one can write distribution function of a bivariate BB6 copula as (Joe 1997): 
𝐶(𝑢1, 𝑢2) = 1 − (1 − 𝑒𝑥𝑝 {−[(−log (1 − 𝑢1)
−𝜃)𝛿 + (−log (1 − 𝑢2)
−𝜃)𝛿]
1
𝛿})
1
𝜃  Eq. ‎4.5 
Joe (1997) listed the following properties for BB6 copula: 
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 Gumbel-Houggard copula is obtained if θ=1 and Joe is obtained if 𝛿 → 1; 
 The lower and upper tail dependencies are respectively 0 and 2 − 2
1
𝜃𝛿; 
 Concordance increases with increasing θ. 
BB7 Copula 
Joe-Clayton copula or BB7 is a generalization of two corresponding one-parameter 
families (Joe and Clayton). Using 𝜑(𝑡) = [1 − (1 − 𝑡)𝜃]−𝛿 − 1] as the generating 
function, the BB7 copula function is written as for θ ≥ 1 and δ > 0: 
𝐶(𝑢1, 𝑢2) = 1 − [1 − [(1 − (1 − 𝑢1)
𝜃)−𝛿 + (1 − (1 − 𝑢2)
𝜃)−𝛿]
−1
𝛿]
1
𝜃
 Eq. ‎4.6 
Joe (1997) has described the important properties for BB7 copula as: 
 BB7 copula converges to Clayton copula for θ = 1, while BB7 copula 
converges to Joe copula if δ → 0; 
 The lower tail dependence is 2−
1
𝛿 and the upper tail dependence is 2 − 2
1
𝜃; 
 As θ increases concordance increases when 𝛿 ≤ 1 and it is increasing  
conjecturally for 𝛿 > 1. 
BB8 Copula 
Using 𝜑(𝑡) = 𝛿−1 [1 − {1 − [1 − (1 − 𝛿)𝜃]𝑒−𝑠}
1
𝜃] , 𝜃 ≥ 1, 0 < 𝛿 ≤ 1 as the 
generating function, the BB8 copula may be defined as (Joe 1997): 
𝐶(𝑢1, 𝑢2) = 𝛿
−1 [1 − {1 − [1 − (1 − 𝛿)𝜃]
−1
[1 − (1 − 𝛿𝑢1)
𝜃][1 − (1 − 𝛿𝑢2)
𝜃]}
1
𝜃
]  Eq. ‎4.7 
where:  𝜃 ≥ 1 and  0 < 𝛿 ≤ 1.  
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Joe (1997) described the important properties for BB8 copula as: 
 The independent (product) copula is obtained if 𝛿 → 0 𝑜𝑟 𝜃 = 1; 
 Joe copula is obtained if 𝛿 = 1. Frank copula is obtained if 𝜃 → ∞.  
 If 𝛿 = 1 BB8 copula have upper tail dependence of 2 − 2
1
𝜃 and lower tail 
dependence of 0; 
 If 𝛿 ≠ 1, BB8 copula does not have either upper or lower tail dependence (i.e., 
UTD=LTD=0).  
4.3.3 Nested Archimedean Copulas (NACs) 
The NACs may be also called asymmetric Archimedean copulas. Their theoretical 
properties and applications may be found in Joe (1997); Embrechet et al., (2003); Whelan 
(2004); Savu and Trede (2008). In what follows NAC copulas are briefly introduced. 
Using three-dimensional random variable {𝒖1, 𝒖2 𝒖3} as an example, its NAC may also 
be called as fully nested Archimedean copula (FNAC). The corresponding copula may be 
constructed by first coupling random variables 𝑢1 and 𝑢2 through copula C2 and then, 
random variable 𝑢3is coupled with 𝐶2(𝑢1, 𝑢2) through copula C1 (rf. Figure. ‎4.1). Hence, 
a 3-dimensional copula requires two bivariate copulas 𝐶1, 𝐶2, with generating functions 
𝜑1 and 𝜑2 may be written as: 
𝐶(𝑢1, 𝑢2, 𝑢3) = 𝜑1
−1(𝜑1(𝑢3) + 𝜑1 ∘ 𝜑2
−1(𝜑2(𝑢1) + 𝜑2(𝑢2))  Eq. ‎4.8 
where,  represents the composition of functions.  
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Figure. ‎4.1: A 3 dimensional fully nested copula 
In the same manner, a three-dimensional FNAC may be easily extended to the FNAC for 
d-dimensional random variables (Joe, 1997; Nelsen, 2006; Embrechts et al., 2003; 
Whelan, 2004) as:  
𝐶(𝑢1, 𝑢2, … , 𝑢𝑑) = 𝜑1
−1(𝜑1(𝑢𝑑) + 𝜑1 ∘ 𝜑2
−1(𝜑2(𝑢𝑑−1) + 𝜑2 ∘ … ∘ 𝜑𝑑−1
−1 (𝜑𝑑−1(𝑢1) +
𝜑𝑑−1(𝑢2))))       Eq. ‎4.9 
The FNAC copulas allow for free specification of d-1 copulas based on the 
dependence with the remaining identified implicitly through FNAC structure (Berg and 
Aas, 2007). Using simplest 3-dimensional FNAC shown in Figure. 4.1, it results in two 
copulas of free specification with the properties as: (i) 𝐶2 = 𝐶2(𝑢1, 𝑢2) with parameter 
𝜽2, (ii) 𝐶1 = 𝐶1(𝑢3, 𝐶2(𝑢1, 𝑢2)) with parameter 𝜽1; (iii) among 𝑢1, 𝑢2, 𝑢3; (𝑢1, 𝑢2) 
processes the highest degree of dependence, i.e., 𝜽2 ≥ 𝜽1; (iv) (𝑢1, 𝑢3) and (𝑢2, 𝑢3) are 
assumed with same degree of dependence and may be modeled with the same 
Archimedean copula function 𝐶1 with parameter 𝜽1. The FNAC of d-dimensional 
variable share the same properties as those for the FNAC for 3-dimensional variables 
with 𝜽1 ≤ 𝜽2 ≤ ⋯ ≤ 𝜽𝑑−1. 
 
 
u2 
C2 
u1 
C1 
u3 
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4.4 Meta-Elliptical Copulas 
As discussed by Genest et al. (2007), a d-dimentional variate vector z=[z1,…,zd] is said 
to have an elliptical joint distribution  𝜀𝑑(𝝁, 𝚺, 𝑔) with mean vector µ(d×1) and variance-
covariance matrix 𝚺(𝑑 × 𝑑) and generator g:[0,∞)→ [0,∞); if it can be expressed as 
following stochastic form: 
𝒛 = 𝝁 + 𝑟𝑨𝒖  Eq. ‎4.10 
Where A is Cholesky decomposition of 𝚺 and 𝑨𝑨𝑇 = 𝚺; r ≥ 0 is a random variable 
with the probability density function as: 
𝑓𝑔(𝑟) =
2𝜋
𝑑
2
Γ(
𝑑
2
)
𝑟𝑑−1𝑔(𝑟2)  Eq. ‎4.11 
u is uniformly distributed on the sphere as: 
𝑆𝑑 = {(𝑢1, … , 𝑢𝑑)𝜖ℝ
𝑑: 𝑢1
2 + 𝑢2
2 + ⋯ + 𝑢𝑑
2 = 1  Eq. ‎4.12 
Suppose the probability density function generator g(.) is determined by the 
distribution of r, we can write the joint probability density function of z as: 
|𝚺|−
1
2𝑔[(𝒛 − 𝝁)𝑇𝚺−1(𝒛 − 𝝁)]   Eq. ‎4.13 
4.4.1 Gaussian Meta-Elliptical Copula 
Using generating function 𝑔(𝑡) = (2𝜋)−
𝑑
2exp(−
𝑡
2
) of Gaussian Meta-elliptical 
copula, Eq.4.13 can be written with d-dimentional normal density function for 𝒛 =
[𝑧1, 𝑧2, … , 𝑧𝑑] with 𝝁 = 𝟎:  
𝑓(𝒛) = |𝚺|−
1
2(2𝜋)−
𝑑
2exp (−
1
2
𝒛𝑇𝚺−1𝒛) , 𝒛~𝜀𝑑(𝟎, 𝚺, 𝑔)    Eq. ‎4.14 
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where: 𝚺 = (
𝜌11 ⋯ 𝜌1𝑑
⋮ ⋱ ⋮
𝜌𝑑1 ⋯ 𝜌𝑑𝑑
) , 𝜌𝑖𝑖 = 1; |𝜌𝑖𝑗| < 1;  𝑖 ≠ 𝑗; 𝑖, 𝑗 = 1, … , 𝑑 is the correlation 
matrix. 
Finally, a d-dimentional Meta-Gaussian copula can be written as: 
𝐶(𝑢1, … , 𝑢𝑑; 𝚺) = Φ𝚺(Φ
−1(𝑢1), … , Φ
−1(𝑢𝑑)) =
∫ …
Φ−1(𝑢1)
−∞
∫ |𝚺|
−
1
2(2𝜋)−
𝑑
2
Φ−1(𝑢𝑑)
−∞
exp (−
1
2
𝒛𝑇𝚺−1𝒛) 𝒅𝒛  Eq. ‎4.15 
where Φ−1(. ) represents inverse function of standard normal distribution and Φ𝚺(. ) 
represents multivariate standard normal function with correlation matrix Σ. 
4.4.2 Student-t Meta-Elliptical Copula 
For Student t copula with generating function 𝑔(𝑡) =
(𝜋𝜈)
−
𝑑
2Γ(
𝑑+𝜈
2
)
Γ(
𝑑
2
)
(1 +
𝑡
𝜈
)−
𝑑+𝜐
2 , one can 
write the d-dimensional density function for 𝒛 = [𝑧1, 𝑧2, … , 𝑧𝑑] as:  
𝑓(𝒛) = |𝚺|−
1
2(𝜋𝜐)−
𝑑
2
Γ(
𝜐+𝑑
2
)
Γ(
𝜐
2
)
exp (1 +
(𝒛−𝝁)𝑇Σ−1(𝒛−𝝁)
2
)
−
𝜐+𝑑
2
, 𝒛~𝜀𝑑(𝝁, 𝚺, 𝑔) 
 Eq. ‎4.16 
Also if µ=0 we have: 
𝑓(𝒛) = |𝚺|−
1
2(𝜋𝜐)−
𝑑
2
Γ(
𝜐+𝑑
2
)
Γ(
𝜐
2
)
exp (1 +
𝒛𝑇𝚺−1𝒛
2
)
−
𝜐+𝑑
2
, 𝒛~𝜀𝑑(𝟎, 𝚺, 𝑔)  Eq. ‎4.17 
Finally, a d-dimensional meta-Student t copula can be written as: 
𝐶(𝑢1, … , 𝑢𝑑; 𝚺, 𝜈) = 𝑇𝚺𝜈(𝑇𝜈
−1(𝑢1), … , 𝑇𝜈
−1(𝑢𝑑)) = 
∫ …
𝑇𝜈
−1(𝑢1)
−∞
∫ |𝚺|
−
1
2(𝜋𝜐)−
𝑑
2
𝑇𝜈
−1(𝑢𝑑)
−∞
Γ(
𝜐+𝑑
2
)
Γ(
𝜐
2
)
(1 +
𝒛𝑇𝚺−1𝒛
𝜐
)
𝜐+𝑑
2
𝑑𝒛   Eq. ‎4.18 
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where 𝑇𝜈
−1
 represents inverse function of univariate Student-t distribution with ν 
degree of freedom and 𝑇𝚺𝜈 represents multivariate Student-t function with correlation 
matrix Σ and ν degree of freedom.  
Cauchy meta-elliptical copula is a special case of Student-t Meta-Elliptical copula 
where ν=1. 
4.5 Vine Copulas  
Before introducing the Vine copulas, it is necessary to mention the probability density 
function decomposition first. Considering the multivariate random variables of 𝒛 =
[𝑧1, 𝑧2, … , 𝑧𝑑], the joint probability density function can be written through the 
multivariate density function decomposition as:  
𝑓(𝑧1, … , 𝑧𝑑) = 𝑓𝑑(𝑧𝑑). 𝑓(𝑧𝑑−1|𝑧𝑑). 𝑓(𝑧𝑑−2|𝑧𝑑−1, 𝑧𝑑) … 𝑓(𝑧1|𝑧2, … , 𝑧𝑑)  Eq. ‎4.19 
Joe (1997) showed that the conditional probability distribution function F(z|ν) can be 
defined as: 
𝐹(𝑧|𝝂) =
𝜕𝐶𝑧,ν𝑗|𝛎−𝑗{𝐹(𝑧|𝛎−𝑗),𝐹(ν𝑗|𝛎−𝑗)}
𝜕𝐹(ν𝑗|𝛎−𝑗)
   Eq. ‎4.20 
where, 𝑣𝑗: j-th variate of random vector 𝒗; 𝒗−𝑗: the variates excluding j-th variate.  
For a bivariate copula, Eq. 4.20 may be simplified as: 
ℎ(𝑧, 𝜐, Θ) = 𝐹(𝑧| 𝜐) =
𝜕𝐶𝑧𝜐{𝐹(𝑧),𝐹(𝜐)}
𝜕𝐹(𝜐)
  Eq. ‎4.21 
Vine copulas include C-Vine, D-Vine, and R-Vine copulas (Bedford and Cooke, 2001; 
2002). Here, the C-vine and the D-vine copulas (Kurowicka and Cooke, 2005) are 
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applied to model the dependence for the multivariate random variables (i.e., 𝑑 ≥ 3).  
Using a 4-dimensional random variable as an example, Figure ‎4.2 and Figure ‎4.3 show 
D- and C-Vine copulas (each with 12 distinct Vine trees). Based on the multivariate 
density function decomposition, each 4-dimensional D- (or C-) Vine tree may be 
represented by 6 bivariate density functions. Among these bivariate functions, 3 bivariate 
density functions are unconditional at T1 with the rest being conditional.  
 
Figure ‎4.2: Four dimensional D-vine copula structure 
 
Figure ‎4.3: Four dimensional C-Vine copula structure 
According to Aas et al., (2009), the D-Vine copula density function corresponding to 
Figure ‎4.2 is written as: 
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𝑐(𝑢1, 𝑢2, 𝑢3, 𝑢4) = 𝑐12(𝑢1, 𝑢2). 𝑐23(𝑢2, 𝑢3). 𝑐34(𝑢3, 𝑢4) 
. 𝑐13|2(𝐶1|2, 𝐶3|2). 𝑐24|3(𝐶2|3, 𝐶4|3). 𝑐14|23(𝐶1|23, 𝐶4|23)     Eq. ‎4.22a 
The corresponding probability density function may then be written for the 4-dimensional 
random variable 𝒛 = [𝑧1, 𝑧2, 𝑧3, 𝑧4] as: 
𝑓(𝑧1, 𝑧2, 𝑧3, 𝑧4)
= 𝑓1(𝑧1). 𝑓2(𝑧2). 𝑓3(𝑧3). 𝑓4(𝑧4). 𝑐12{𝐹1(𝑧1), 𝐹1(𝑧1)}. 𝑐23{𝐹2(𝑧2), 𝐹3(𝑧3)}. 𝑐34{𝐹3(𝑧3), 𝐹4(𝑧4)}. 
𝑐13|2{𝐹(𝑧1|𝑧2), 𝐹(𝑧3|𝑧2)}. 𝑐24|3{𝐹(𝑧2|𝑧3), 𝐹(𝑧4|𝑧3)}. 𝑐14|23{𝐹(𝑧1|𝑧2, 𝑧3), 𝐹(𝑧4|𝑧2, 𝑧3)} 
Eq.4.22b 
Similarly, the 4-dimensional C-Vine copula density function and the joint density 
function are given as Eq. 4.23 a-b respectively: 
𝑐(𝑢1, 𝑢2, 𝑢3, 𝑢4) = 𝑐12(𝑢1, 𝑢2). 𝑐13(𝑢1, 𝑢3). 𝑐14(𝑢1, 𝑢4) 
. 𝑐23|1(𝐶2|1, 𝐶3|1). 𝑐24|1(𝐶2|1, 𝐶4|1). 𝑐34|12(𝐶3|12, 𝐶4|12)    Eq. ‎4.23a 
𝑓(𝑧1, 𝑧2, 𝑧3, 𝑧4)
= 𝑓1(𝑧1). 𝑓2(𝑧2). 𝑓3(𝑧3). 𝑓4(𝑧4). 𝑐12{𝐹1(𝑧1), 𝐹1(𝑧1)}. 𝑐13{𝐹1(𝑧1), 𝐹3(𝑧3)}. 𝑐14{𝐹1(𝑧4), 𝐹4(𝑧4)}. 
𝑐23|1{𝐹(𝑧2|𝑧1), 𝐹(𝑧3|𝑧1)}. 𝑐24|1{𝐹(𝑧2|𝑧1), 𝐹(𝑧4|𝑧1)}. 𝑐34|12{𝐹(𝑧3|𝑧1, 𝑧2), 𝐹(𝑧4|𝑧1, 𝑧2)} 
Eq.4.23b 
In Eqs. 4.22-4.23, 𝑓𝑖(𝑧𝑖) 𝑎𝑛𝑑 𝐹𝑖(𝑧𝑖) denote the probability density function and 
cumulative distribution function for random variable 𝑍𝑖 respectively.  
Extending the 4-dimensional random variable to d-dimension: 𝒛 = [𝑧1, 𝑧2, … , 𝑧𝑑], one 
may obtain the d-dimensional D- and C-Vine copulas. For d-dimensional D- or C-Vine 
copula, there exists 𝑑!/2 distinct vine tree structures with each tree structure represented 
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by 𝑑(𝑑 − 1)/2 bivariate density functions. The d-1 bivariate density functions are 
unconditional in T1 with the rest as conditional. The general form of the density function 
for a d-dimentional D-vine copula can be written as: 
𝑓(𝑧1, … , 𝑧𝑑) =
∏ 𝑓(𝑧𝑘)
𝑑
𝑘=1 ∏ ∏ 𝑐𝑖,𝑖+𝑗|𝑖+1,…,𝑖+𝑗−1
𝑑−𝑗
𝑖=1
𝑑−1
𝑗=1 {𝐹(𝑧𝑖|𝑧𝑖+1, … , 𝑧𝑖+𝑗−1), 𝐹(𝑧𝑖+𝑗|𝑧𝑖+1, … , 𝑧𝑖+𝑗−1)}        
Eq. ‎4.24 
Correspondingly, the general form of the density function for dimensional C-Vine 
copula is defined as:  
𝑓(𝑧1, … , 𝑧𝑑) =
∏ 𝑓(𝑧𝑘)
𝑑
𝑘=1 ∏ ∏ 𝑐𝑗,𝑗+𝑖|1,…,𝑗−1
𝑑−𝑗
𝑖=1
𝑑−1
𝑗=1 {𝐹(𝑧𝑗|𝑧1, … , 𝑧𝑗−1), 𝐹(𝑧𝑗+𝑖|𝑧1, … , 𝑧𝑗−1)} Eq. ‎4.25 
From the tree structures for D- and C-Vine copulas, it is seen that D-vine copula is 
more flexible than C-vine copula. However, C-vine copula might be more advantageous 
when a particular variable is known to be a key variable that governs dependences (or 
interactions) among the random variables.  
For the chosen Vine structure, the parameter estimation for each bivariate copula in 
the Vine structure is the same as bivariate Archimedean or Meta-Elliptical copulas and 
will be discussed in the section followed. For simulation, the algorithms proposed by Aas 
et al., (2009) are applied for C- and D-Vine copulas as given in Algorithms 5.1-5.2 
respectively where 𝑣𝑖,𝑗 = 𝐹(𝑧𝑖|𝑧1, … , 𝑧𝑗−1) is the conditional distribution function. 
 
 
d -
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Algorithm 5.1.  Simulation algorithm for a C-Vine copula (Aas et al., 2009). 
Generate one sample 𝑧1, … , 𝑧𝑑 from the vine. 
Sample 𝑤1, … , 𝑤𝑑 independent uniform on [0, 1] 
𝑧1 = 𝑣1,1 = 𝑤1 
for 𝑖 ← 2, … , 𝑑  
 𝑣𝑖,1 = 𝑤𝑖 
for 𝑘 ← 𝑖 − 1, 𝑖 − 2, … ,1 
      𝑣𝑖,1 = ℎ
−1(𝑣𝑖,1, 𝑣𝑘,𝑘; Θ𝑘,𝑖−𝑘) 
end for 
 𝑧𝑖 = 𝑣𝑖,1 
if 𝑖 == 𝑑 then 
    stop 
end if 
for 𝑗 ← 1, … , 𝑖 − 1 
      𝑣𝑖,𝑗+1 = ℎ(𝑣𝑖,𝑗, 𝑣𝑗,𝑗;  Θ𝑗,𝑖−𝑗) 
end for 
end for 
 
 
Algorithm 5.2.  Simulation algorithm for D-Vine copula (Aas et al., 2009). 
Generates one sample 𝑧1, … , 𝑧𝑑 from the vine. 
Sample 𝑤1, … , 𝑤𝑑 independent uniform on [0, 1] 
𝑧1 = 𝑣1,1 = 𝑤1; 𝑧2 = 𝑣2,1 = ℎ
−1(𝑤2, 𝑣1,1;  Θ1,1) 
𝑣2,2 = ℎ(𝑣1,1, 𝑣2,1;  Θ1,1) 
for 𝑖 ← 3, … , 𝑑  
      𝑣𝑖,1 = 𝑤𝑖 
for 𝑘 ← 𝑖 − 1, 𝑖 − 2, … ,2  
      𝑣𝑖,1 = ℎ
−1(𝑣𝑖,1, 𝑣𝑖−1,2𝑘−2;  Θ𝑘,𝑖−𝑘) 
end for 
 𝑣𝑖,1 = ℎ
−1(𝑣𝑖,1, 𝑣𝑖−1,1;  Θ1,𝑖−1) 
 𝑧𝑖 = 𝑣𝑖,1 
if 𝑖 == 𝑑 then 
    stop 
end if 
 𝑣𝑖,2 = ℎ(𝑣𝑖−1, 𝑣𝑖,1;  Θ1,𝑖−1) 
 𝑣𝑖,3 = ℎ(𝑣𝑖,1, 𝑣𝑖−1,1;  Θ1,𝑖−1) 
if 𝑖 > 3 then 
for  𝑗 ← 𝑖 − 1, 𝑖 − 2 
    𝑣𝑖,2𝑗 = ℎ(𝑣𝑖−1,2𝑗−2, 𝑣𝑖,2𝑗−1; Θ𝑗,𝑖−𝑗) 
    𝑣𝑖,2𝑗+1 = ℎ(𝑣𝑖,2𝑗−1, 𝑣𝑖−1,2𝑗−2; Θ𝑗,𝑖−𝑗) 
end for 
end if 
 𝑣𝑖,2𝑖−2 = ℎ(𝑣𝑖−1,2𝑖−4, 𝑣𝑖,2𝑖−3;  Θ𝑖−1,1) 
end for 
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4.6 Parameter Estimation 
In general, the copula parameters may be estimated using two approaches:  (1) Exact 
(Full) Maximum Likelihood Estimation (Full MLE), (2) Semi-parametric (Pseudo) 
Maximum Likelihood Estimation (PMLE). These two estimation methods are discussed 
in detail. 
4.6.1 Full MLE Method 
The Full MLE is one-stage parameter estimation approach. The parameters of 
marginal distributions and copula function are estimated simultaneously for Full MLE. 
For a d-dimensional random variable 𝒁 = {𝒁𝟏, 𝒁𝟐, … , 𝒁𝒅} = {𝑍1𝑗 , 𝑍2𝑗 , … , 𝑍𝑑𝑗}𝒋=𝟏
𝒏 .  The 
parameter set ?̂? = (?̂?𝟏, ?̂?𝟐, … , ?̂?𝒅, ?̂?) may be estimated in the following fashion: 
 Investigate and identify the possible marginal distribution candidate for each 
univariate random variable: 
𝒁𝒊: {𝑍𝑖𝑗: 𝑖 = 1,2, … , 𝑑; 𝑗 = 1, … 𝑛}, i.e., 𝑓𝑖(𝑍𝑖;  𝜶𝒊)𝑎𝑛𝑑 𝐹𝑖(𝑍𝑖; 𝜶𝒊);  
 Investigate the dependence of the d-dimensional variables through the rank-based 
correlation study, and identify the possible copula candidate 𝐶𝜽; 
  With the marginal and copula candidate selected, one can write the joint density 
function and its corresponding log-likelihood function as: 
𝑓(𝑍1, … , 𝑍𝑑) = 𝑐(𝐹1(𝑍1; 𝜶𝑖) , … , 𝐹𝑑(𝑍𝑑; 𝜶𝑑)) ∏ 𝑓𝑖(𝑍𝑖; 𝜶𝑖)
𝑑
𝑖=1                Eq. 4.26a 
𝐿(𝛩) = ∑ 𝑙𝑜𝑔[𝑓(𝑧1𝑗, … , 𝑧𝑑𝑗)] =
𝑛
𝑗=1
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∑ log  𝑐[𝐹1(𝑧1𝑗; 𝜶1) , … , 𝐹𝑑(𝑧𝑑𝑗; 𝜶𝑑);  𝜽]
𝑛
𝑗=1 + ∑ ∑ log𝑓𝑖(𝑧𝑖𝑗; 𝜶𝑖)
𝑛
𝑗=1
𝑑
𝑖=1  Eq. 4.26b 
 Maximizing the log-likelihood function (i.e., Eq. 4.26b) to solving for Θ̂ =
{?̂?1, … , ?̂?d, ?̂?} using  Θ̂𝐹𝑀𝐿 = arg max 𝐿(Θ) as:   
𝜕𝐿(Θ)
𝜕𝜶1
= 0, … ,
𝜕𝐿(Θ)
𝜕𝜶𝑑
= 0,
𝜕𝐿(Θ)
𝜕𝜽
= 0  Eq. ‎4.26 
4.6.2 PMLE method 
The PMLE is more flexible than FMLE method. In PMLE, the nonparametric 
marginal distribution (e.g., empirical distribution computed from plotting-position 
formula or Kernel density) is applied. As a result, the parameters of the copula functions 
are the only parameters that need to be estimated using MLE. Throughout the study, the 
commonly applied Weibull plotting-position formula is applied to estimate the empirical 
probability for any given univariate random variable Z:  
𝐹𝐸𝑀(𝑧) =
1
𝑛+1
∑ 𝐈(𝑍𝑗 ≤ 𝑧),
𝑛
𝑗=1    Eq. ‎4.27 
where: FEM denotes the empircial distribuion.  
Substituting the fitted parametric marginal distribution in Eq. 4.26 with the empirical 
distribution computed using Eq.4.27, the copula parameters can be estimated by 
maximizing the following pseudo log-likelihood function directly:  
𝐿(𝛉) = max
1
𝑛
∑ log  𝑐[𝐹𝐸𝑀1(𝑧1𝑗) , … , 𝐹𝐸𝑀𝑑(𝑧𝑑𝑗);  𝛉]
𝑛
𝑗=1   Eq. ‎4.28 
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For both FMLE and PMLE, the copula function reaching the largest log-likelihood is 
usually considered as the best fitted copula to represent the multivariate distribution 
function for the given multivariate continuous random variables. 
4.7 Evaluating Goodness-of-Fit of Copula Functions 
The goodness-of fit may be assessed visually or with formal goodness-of-fit statistical 
tests. The Kendall’s tau boxplot and scatter plot are applied as the visual goodness-of-fit 
measures. 𝑆𝑛
𝐵statistical test is applied as the formal goodness-of-fit tests. The visual and 
formal goodness-of-fit assessments are discussed in what follows.  
4.7.1 Visual Goodness-of-Fit measures 
Two visual tools, i.e., Kendall’s tau boxplot and scatter plot are applied to assess the 
goodness-of-fit for the chosen copulas. Kendall’s tau boxplot is used to compare the 
Kendall’s tau correlation coefficient computed from a large number (e.g., N=1000) of 
simulated samples with the sample Kendall’s tau correlation coefficient using: 
𝜏 =
(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠)−(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠)
𝑛(𝑛−1)/2
            Eq. ‎4.29 
The scatter plot is applied to visually assess whether the simulated random variables 
properly represent the dependence structure of the observed random variables.  
4.7.2 𝑆𝑛
𝐵 Test 
𝑆𝑛
𝐵 goodness-of-fit tests belongs to “blanket tests”. 𝑆𝑛
𝐵 test is based on the Rosenblatt 
probability integral transform (Rosenblatt 1952). Let ℛ(𝐄) = (𝐸1, 𝐸2, … , 𝐸𝑑) be the 
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random variables after Rosenblatt probability transform, one obtains 𝐸1, 𝐸2, … , 𝐸𝑑 are 
independent random variables in which 𝐸1, 𝐸2, … , 𝐸𝑑 are given as: 
𝐸1 = 𝐹(𝑍1 ≤ 𝑧1); 𝐸2 = 𝑃(𝑍2 ≤ 𝑧2|𝑍1 = 𝑧1);  
… ;  
𝐸𝑑 = 𝑃(𝑍𝑑 ≤ 𝑧𝑑|𝑍1 = 𝑧1, … , 𝑍𝑑−1 = 𝑧𝑑−1)             Eq. ‎4.30 
Based on the copula theory, 𝐸1, 𝐸2, … , 𝐸𝑑 can be expressed using fitted copula function 
with 𝑢1 = 𝐹1(𝑍1 ≤ 𝑧1), … . , 𝑢𝑑 = 𝐹𝑑(𝑍𝑑 ≤ 𝑧𝑑) as: 
𝐸1 = 𝑈1; 𝐸2 =
𝜕𝐶(𝑢1,𝑢2)
𝜕𝑢1
, … , 𝐸𝑖 =
𝜕𝑖−1𝐶(𝑢1,…,𝑢𝑖,1,…,1)
𝜕𝑢1…𝜕𝑢𝑖
𝜕𝑖−1𝐶(𝑢1,…,𝑢𝑖−1,1,…,1)
𝜕𝑢1…𝜕𝑢𝑖−1
⁄       Eq. ‎4.31   
Thus, the null hypothesis of the fitted copula function being appropriate is equivalent to 
𝐸1, 𝐸2, … , 𝐸𝑑 being independent as: 
𝐶⊥(𝐸1, … , 𝐸𝑑) = 𝐸1 × 𝐸2 × … × 𝐸𝑑  Eq. ‎4.32 
Or equivalently,  
𝐻0
∗: ℛ𝜃(𝒖)~   Eq. ‎4.33 
Under the null hypothesis, the empirical distribution of 𝐷𝑛(𝐮) is given as:  
𝐷𝑛(𝐮) =
1
𝑛
∑ 𝟏(𝐄𝑖 ≤ 𝐮), 𝐮 ∈ [0, 1]
𝑑𝑛
𝑖=1  Eq. ‎4.34 
Then, the Cramé-von Mises test statistics (𝑆𝑛
𝐵) is given as:   
𝑆𝑛
(𝐵) = 𝑛 ∫ {𝐷𝑛(𝐮)
[0,1]𝑑
− 𝐶⊥(𝐮)}
2𝑑𝐮 
     =
𝑛
3𝑑
−
1
2𝑑−1
∑ ∏ (1 − 𝐸𝑖𝑘
2 ) +
1
𝑛
∑ ∑ ∏ (1 − 𝐸𝑖𝑘 ∨ 𝐸𝑗𝑘)
𝑑
𝑘=1
𝑛
𝑗=1
𝑛
𝑖=1
𝑑
𝑘=1
𝑛
𝑖=1    Eq. ‎4.35 
where 𝐸𝑖𝑘 ∨ 𝐸𝑗𝑘 = max (𝐸𝑖𝑘, 𝐸𝑗𝑘) 
C
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The P-value for 𝑆𝑛
(𝐵)
 goodness-of-fit test is estimated using the parametric bootstrap 
method (Genest et al., 2009) as: 
1) Compute the empirical distribution Dn using Eqs. 4.31-4.35; 
2) Compute the test statistic 𝑆𝑛
(𝐵)
 using Eq. 4.36; 
3) With a large number N (e.g. N=1000) and repeat the following steps for k=1, 2, 
…, N: 
 Generate random sample 𝒁𝑘
∗ = [𝑍1,𝑘
∗ , … , 𝑍𝑑,𝑘
∗ ], 𝑍𝑘
∗ ∈ [0,1]𝑑 from the fitted 
copula function with sample size n; 
 Determine the associated rank 𝑅𝑘
∗  for 𝒁𝑘
∗  and estimate 𝑌𝑘
∗ = 𝑅𝑘
∗ /(𝑛 + 1); 
 Restimate 𝜃𝑛,𝑘
∗  using 𝑌𝑘
∗; 
 Determine 𝐷𝑛,𝑘
∗  using Eqs. 4.27-4.31 and the test statistic 𝑆𝑛,𝑘
∗(𝐵)
 using Eq. 
4.32; 
4) Approximate p-Value using: 
𝑷 = ∑ 𝟏(𝑵𝒌=𝟏 𝑆𝑛,𝑘
∗(𝐵) > 𝑆𝑛
(𝐵))/𝑁  Eq. ‎4.36 
4.8 Spatial Dependence Analysis using Copulas: Case studies 
In this section the proposed methods are applied to study the spatial dependence of the 
water quality time series at three selected case study watersheds. 
4.8.1 Case Study 1: Stillaguamish and Snohomish River Watersheds 
The residuals obtained from the identified time series models with order series 
transformation are applied as the random variates for investigating the spatial dependence 
in the study watersheds. Table ‎4.3 lists the sample rank-based correlation coefficients 
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(i.e., Kendall’s tau) for the residuals of the DO time series at Stillaguamish and 
Snohomish Watersheds. The rank-based correlation coefficients provide a better 
understanding of the dependence structure and a general idea for selecting the copula 
candidates for the multivariate random variables studied. Table ‎4.3 shows the existence 
of a positive dependence among the DO time series. This positive dependence is further 
verified graphically with the use of Chi-plots and K-plots in Figure ‎4.4. Additionally, the 
DO time series are more correlated for the stations that are geographically closer to each 
other and have similar LULC (e.g. 5A90 and A70) as discussed in section 2.2.  
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Figure ‎4.4: Chi-plots (lower triangle) and K-plots (upper triangle) of DO water quality 
time series. 
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Table ‎4.3. Kendall’s tau matrix in Stillaguamish and Snohomish River Watersheds 
Station A70 5A90 B70 B110 7A90 C70 D50 D130 
A70 1        
5A90 0.531 1       
B70 0.455 0.536 1      
B110 0.358 0.444 0.434 1     
7A90 0.416 0.492 0.360 0.359 1    
C70 0.349 0.471 0.365 0.335 0.509 1   
D50 0.348 0.455 0.332 0.368 0.536 0.447 1  
D130 0.348 0.493 0.353 0.376 0.517 0.527 0.526 1 
 
Given the limitation of extending bivariate one-parameter Archimedean copulas to 
higher dimensions (i.e., (i) all the pairs of the random variables share the same 
dependence measure, (ii) not all the bivariate Archimedean copulas can be extended to 
higher-dimension as discussed previously); Meta-Elliptical copulas are chosen as the first 
copula family to study the dependence of multivariate random variates. Table ‎4.4 and 
Table ‎4.5  list the rho matrices of the fitted Gaussian and Student-t copula (along with the 
degree of freedom) respectively. Figure 4.5 and Figure 4.6 plot the comparison of the 
simulated and observed variables for the fitted Meta-Gaussian and Meta-Student-t 
copulas respectively. As shown in these figures, the fitted Gaussian and Student-t copulas 
seem to be able to model the overall dependence. One may further assess the fitted copula 
functions with the use of goodness-of-fit study.  
To assess the goodness-of-fit visually, Figure 4.7 and Figure 4.8 plot the boxplots of 
Kendall’s tau correlation coefficients obtained from 1000 simulations from the fitted 
Gaussian and Student-t copulas. According to Figures 4.7-4.8, the median of the 
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simulated Kendall’s taus are close to the sample Kendall’s tau which indicates the fitted 
copulas may be able to capture the dependence structure of the data. To further test the 
goodness-of-fit and performance of the fitted Meta-Elliptical copulas, Table ‎4.6 lists 𝑆𝑛
𝐵  
goodness-of-fit test result and RMSE results computed for the fitted Gaussian and 
Student-t meta-elliptical copulas. The test results show that both Gaussian and Student-t 
copulas may be able to model the dependence structure appropriately. 
Table ‎4.4: Rho matrix for Gaussian copula 
Station A70 5A90 B70 B110 7A90 C70 D50 D130 
A70 1        
5A90 0.71 1       
B70 0.63 0.75 1      
B110 0.53 0.63 0.62 1     
7A90 0.58 0.66 0.53 0.53 1    
C70 0.51 0.64 0.52 0.49 0.71 1   
D50 0.48 0.63 0.49 0.53 0.72 0.63 1  
D130 0.51 0.67 0.54 0.54 0.72 0.73 0.70 1 
 
Table ‎4.5: Rho matrix for Student-t copula with degree of freedom of 8.6 
Station A70 5A90 B70 B110 7A90 C70 D50 D130 
A70 1        
5A90 0.75 1       
B70 0.65 0.76 1      
B110 0.53 0.63 0.63 1     
7A90 0.61 0.68 0.55 0.54 1    
C70 0.55 0.68 0.56 0.49 0.72 1   
D50 0.51 0.65 0.51 0.54 0.72 0.64 1  
D130 0.53 0.69 0.56 0.54 0.72 0.74 0.71 1 
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Figure ‎4.7: Box plot of simulated Kendall’s tau coefficients of correlation for 
Gaussian Meta-Elliptical copula vs. observed correlation (red circles)  
112 
 
 
 
Figure ‎4.8: Box plot of simulated Kendall’s tau coefficients of correlation for Student-
t Meta-Elliptical copula vs. observed correlation (red circles)  
We have shown that the Meta-Elliptical (i.e., Meta-Gaussian and Meta-Student-t) 
copulas may be able to capture the dependence structure of the DO time series for water 
quality stations in Stillaguamish and Snohomish watersheds. However, the Meta-
Elliptical copulas assume the same copula family for all of the pairs of the data with the 
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symmetric tail dependence (i.e., LTD=RTD=0 and LTD=RTD>0 for Meta-Gaussian and 
Meta-Student-t copulas respectively). The Vine copula is considered as the other 
approach for modeling data series with higher dimension (i.e., 𝑑 ≥ 3). As discussed 
earlier, one advantage of Vine copulas is that different copula functions may be applied 
to model each pair of the random variables. Given the rank-based correlation structure, 
the D-Vine copula is applied to model the dependence structure of DO time series.   
To determine the best-fitted copula for each pair in the Vine structure, the copula 
function resulting in the lowest AIC value is selected from 10 different copula 
candidates: Meta-Gaussian, Meta-Student-t, Clayton, Gumbel-Hougard, Frank, Joe, BB1, 
BB6, BB7 and BB8. The best-fitted copulas and the associated parameters are presented 
in Figure ‎4.9. The scatter plots and Kendall’s tau boxplots in Figure 4.10-4.11 indicate 
that the identified D-Vine copula may properly model the dependence structure of the 
DO time series at Stillaguamish and Snohomish watersheds. Compared to the Meta-
Gaussian and Meta-Student-t copulas, the fitted D-Vine copula has the overall the best 
performance visually from the boxplots of Kendall’s tau shown in Figures 4.7 (Gaussian), 
4.8 (Student-t), 4.11 (D-Vine). Statistically, Table ‎4.6 further confirms that the fitted D-
Vine copula has the best overall performance.   
Table ‎4.6: goodness-of-fit and performance measures for the fitted Meta-Elliptical and 
D-Vine copulas 
 SnB p-Value RMSE 
Meta-Gaussian 0.99 0.56 1.50 
Meta-Student t 0.86 0.76 1.45 
D-Vine Copula 0.64 0.84 1.11 
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Figure ‎4.9: Eight dimensional D-Vine copula structure (1 through 8 inside nodes: 
stations B110, B70, A70, 5A90, 7A90, C70, D50 and D130 respectively; 1 through 10 on 
the connections: Gaussian, Student t, Clayton, Gumbel-Hougard, Frank, Joe BB1, BB6, 
BB7 and BB8 copulas with their parameters respectively) 
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Figure ‎4.11: Box plot of simulated Kendall’s tau coefficients of correlation for D-Vine 
copula vs. observed correlation (red circles)  
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4.8.2 Case Study 2: Chattahoochee River Watershed  
Since only two stations are selected for study in this watershed, a bivariate copula may 
be applied to model the spatial dependence in the watershed. Same as the first case-study, 
the dependence structure of DO time series is studied for the Whitesburg and Belton 
Bridge stations. The study shows the deseasonalized observed DO time series at these 
two stations have Kendall’s tau of 0.07 (P-value=0.85) which is not statistically 
significantly different from zero (i.e., the deseasonalized observed DO time series may be 
considered as independent at the two stations). As shown in Figure ‎4.12, the K-plot and 
scatter plot of DO time series at the two stations visually confirm the independence of the 
deseasonalized time series. According to K-plot and Chi-plot for the model residuals of 
the fitted DO time series model shown in Figure ‎4.13, the product copula (i.e., 
independent copula) may be applied. The independence between upstream Belton Bridge 
station and the downstream Whitesburg station may be explained by the significant 
LULC change in downstream of Belton Bridge station.  
  
Figure  4.12: K-plots (left) and scatterplot for the deseasonalized DO time series at Chattahoochee 
River Watershed  
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Figure  4.13: Chi-plots (left) and K-plots (right) for the residual of the fitted time series at 
Chattahoochee River Watershed 
 
4.8.3 Case Study 3: Cuyahoga River Watershed  
The monthly discharge time series are studied for the Cuyahoga River Watershed. 
Same as the first two case studies, the Meta-Elliptical and Vine copulas are applied to 
model the dependence with the use of the residuals of the fitted discharge time series 
models in chapter 3. In addition, NAC approach is also considered to test its performance 
of modeling three-dimensional variables. Table ‎4.7 shows the Kendall’s tau correlation 
matrix. Figure 4.14 plots the dependence structure using the Chi- and K-plots. Both 
Table ‎4.7 and Figure ‎4.14 indicate the positive dependence among the discharge series at 
Hiram Rapids, Old Portage and Independence discharge gauging stations.  
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Figure ‎4.14: Chi-plots (left) and K-plots (right) of residuals discharge time series at 
Cuyahoga watershed. 
 
Table ‎4.7. Kendall’s tau matrix at Cuyahoga Watershed  
Station Hiram 
Rapids 
Old 
Portage 
Independence 
Hiram Rapids 1 0.66 0.65 
Old Portage  1 0.83 
Independence   1 
 
The first copula families applied are Meta-Elliptical Gaussian and Student-t copulas. 
Figures 4.15-4.16 compare the simulated and observed monthly discharge time series 
from Meta-Gaussian and Meta-Student-t copulas respectively. Figures 4.17-4.18 show 
Kendall’s tau boxplots for Meta-Gaussian and Meta-Student-t copulas respectively. The 
Hiram
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scatter plots and boxplots visually indicate that it may be appropriate to investigate the 
spatial dependence of the monthly discharge time series with Meta-Gaussian and Meta-
Student-t copulas. The formal 𝑆𝑛
𝐵 goodness-of-fit statistical test result listed in Table 4.8 
further assures the properness of applying the both Meta-Elliptical copulas to study the 
spatial dependence of monthly discharge series.  
 
Figure ‎4.15: Gaussian Copula (observed (red) vs. simulated (black)) of monthly 
discharge time series at Cuyahoga Watershed 
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Figure ‎4.16: Student-t Copula (observed (red) vs. simulated (black)) of monthly 
discharge time series at Cuyahoga Watershed 
 
Figure ‎4.17: Box plot of simulated Kendall’s tau coefficients of correlation for 
Gaussian copula vs. observed correlation (red circles)  
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Figures ‎4.18: Box plot of simulated Kendall’s tau coefficients of correlation for 
Student-t copula vs. observed correlation (red circles)  
NAC is the second approach applied to investigate the spatial dependence of monthly 
discharge time series. The Archimedean copulas are selected as the modeling candidates 
to model the dependence using NAC approach. Based on the AIC values, the results 
show that Gumbel-Houggard copula may be applied to model the dependence structure 
with parameters of 2.73 [i.e., Hiram Rapids, (Old Portage and Independence)] for the 
outer and 5.43 for the inner copulas (i.e., Old Portage and Independence). In theory, the 
dependence between Hiram Rapids and Independence should be same as that between 
Hiram Rapids and Old Portage for the fully nested 3-dimensional Archimedean copula. 
The sample Kendall rank-based correlation coefficient listed in Table 4.7 further indicate 
that the NAC may be applied to model the dependence structure (i.e., 𝜏 = 0.66 between 
Hiram Rapids and Old Portage, and 𝜏 = 0.65 between Hiram Rapids and Independence. 
With the best-fitted fully nested Gumbel-Houggard copula function, Figures 4.19-4.20 
present the scatter plots that compare the simulated variates with the observed discharge 
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series, and the Kendall’s tau boxplots computed from the simulated variates. Figures 
4.19-4.20 visually confirm the properness of the fitted NAC. Comparing the Kendall’s 
tau boxplots of fully nested Gumbel-Houggard copula with those of Meta-Gaussian and 
Meta-Student-t copulas, the median of Kendall’s tau simulated from the fully nested 
Gumbel-Houggard copula is closer to the sample Kendall’s tau than that simulated from 
Meta-Gaussian and Meta-Student-t copulas.  
 
Figure ‎4.19: NAC Copula (observed (red) vs. simulated (black)) of monthly discharge 
time series at Cuyahoga Watershed 
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Figure ‎4.20: Box plot of simulated Kendall coefficients of correlation for NAC copula 
vs. observed correlation (red circles)  
Vine copula is the last copula family applied to investigate the spatial dependence of 
monthly discharge time series. For three-dimensional variables, there is no difference 
between C-Vine and D-Vine copula structures. Figure ‎4.21 presents the structure of the 
fitted 3-dimensional C(D)-Vine copula. Figure ‎4.22-4.23 show the scatter plot and 
Kendall’s tau boxplot of the simulated copulas versus the observed monthly discharge 
series. 
 
   
 
 
 
Figure ‎4.21: Vine copula structure for monthly discharges at Cuyahoga watershed 
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Figure ‎4.22. Vine Copula (observed (red) vs. simulated (black)) of monthly discharge 
time series at Cuyahoga Watershed 
 
Figure ‎4.23: Box plot of simulated Kendall coefficients of correlation for Vine copula 
versus observed correlation (red circles)  
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In this case study, in addition to RMSE and MAPE estimated from the Kendall’s tau 
of 1000 simulated copulas (compared to the observed Kendall’s tau), Table 4.9 lists the 
RMSE and MAPE of joint CDF of the fitted parametric copulas and the empirical copula. 
Table 4.9 shows all the fitted copula functions results in similar RMSEs and MAPEs. The 
formal 𝑆𝑛
𝐵 goodness-of-fit test results in Table 4.9 indicate that all of the fitted copulas 
may be applied to investigate the spatial dependence of monthly discharge series. 
Considering the RMSEs and MAPEs, the fully nested Gumbel-Houggard copula reaches 
the overall best performance.  
 
 
Figure ‎4.24: Comparison of fitted copulas with empirical copula 
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Table ‎4.8. Performance evaluation and goodness of fit results of the fitted copulas 
Copula 
Joint CDF vs Empirical Kendall’s tau 
(RMSE) 
𝑆𝑛
𝐵 p-Value 
RMSE MAPE % 
Gaussian 0.012 6.37 0.060 10.86 0.11 
Student-t 0.011 7.70 0.055 8.7 0.14 
NAC 0.007 2.93 0.041 4.86 0.20 
Vine 0.011 4.58 0.060 2.15 0.63 
 
4.9 Conclusion 
The Results of this chapter show that copula models are good approach to investigate 
the spatial dependence of water quality and hydrological time series. Both Meta-Elliptical 
and Vine copulas showed good results in modeling spatial dependence with high 
dimensions in natural watersheds (Stillaguamish and Snohomish watersheds). Comparing 
the complexity of the Meta-Elliptical and Vine copula approaches, it is suggested that the 
Meta-Elliptical copula may be easier to implement than Vine copulas. However, Vine 
copulas show better performance for the case studies without the limitations of same 
copula for all the pairs. 
In the case of the Chattahoochee River watershed, due to the large developed urban 
area (Atlanta City) and human activities between the upperstream (Belton Bridge) and 
downstream (Whitesburg) stations, no spatial dependence was detected for 
deseasonalized DO time series at these two stations. This finding supports that LULC and 
human activities may significantly alter the behavior of surface water qualities. 
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Among the copulas applied to Cuyahoga watershed discharge data series (i.e., meta-
elliptical Gaussian and Student-t, nested Archimedean and Vine copulas), the nested 
Archimedean copula reached the overall best performance. This is partly due to the 
similar dependence of Hiram Rapid & Old Portage (𝜏 = 0.66), and Hiram Rapid & 
Independence (𝜏 = 0.65). Additionally, unlike the Meta-Elliptical copulas, the Vine and 
NAC copulas do not have limitation on assuming same copula for all the pairs.  
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CHAPTER V 
COPULA-BASED MARKOV PROCESSES TIME SERIES 
5. COPULA-BASED MARKOV PROCESSES TIME SERIES  
5.1 Background 
In Chapter 4, the copulas were applied to study the spatial dependence of multivariate 
random variables. However, the temporal dependence of the univariate time series may 
also be studied with the use copulas in the copula-based Markov process. Copulas may be 
applied to model both linear and nonlinear temporal dependence, unlike the classic 
ARIMA models which only investigate the linear temporal dependence.  
The majority of literatures on copula modeling with Markov processes have been 
focused only on its theoretical aspects and applications in predicting stock markets. 
Darsow et al. (1992) studied first-order Markov processes using copulas and provided a 
condition equivalent to the Chapman-Kolmogorov equations. Ibragimov (2009) extended 
first-order copula-based Markov process to higher-order copula-based Markov processes, 
and investigated the applicability and limitations of different classes of copulas in higher-
order Markov processes. 
Joe (1997) proposed parametric copula-based stationary Markov processes with 
parametric marginal distributions to study daily air quality measurements. Chen and Fan 
(2006) studied copula-based Markov models using the semiparametric estimation method 
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with the following procedures: i) estimation of the nonparametric marginal distributions, 
and ii) fitting a parametric copula using the pseudo-maximum likelihood estimation 
(PMLE). Chen and Fan also studied the conditions such that the Markov process is β-
mixing and they established asymptotic normality of copulas. Beare (2007) applied 
copulas to investigate weak dependence properties of Markov processes and showed that 
mixing conditions might not be satisfied if tail dependence existed in the time series. In 
another study, Beare (2010) studied conditions for the geometric rate of mixing for 
copula-based stationary Markov processes. De Melo Mendes and Aiube (2011) applied 
the conditional copula approach to model the temporal dependence for the mean and 
variance of 62 US stocks with the use of GARCH models. Choros et al. (2010) reviewed 
different parametric, semiparametric and nonparametric methods for copula-based time 
series. Patton (2009) reviewed the copula-based multivariate and univariate time series 
models and their applications for financial time series. More recently, Patton (2012) 
reviewed the statistical inferences and goodness-of-fit tests for the copula-based 
multivariate and univariate time series models. 
Though the majority of these literatures are limited to bivariate copula-based 
forecasting, the developments of higher dimensional copulas through PCC may provide 
an efficient tool in building higher order copula-based Markov models (i.e., Joe, 1996; 
Bedford and Cooke, 2001, 2002). Smith et al. (2010) showed that the univariate time 
series may be modeled using PCC structure. Van De Melo Mendes and Accioly (2014) 
showed that Vine copula-based models perform better than traditional ARIMA models in 
forecasting daily return-volatility for the Brazilian stock market. Righi and Ceretta (2015) 
also applied Vine copulas to study the serial dependence of financial assets to forecast 
132 
 
Value-at-Risk (VaR) and expected shortfall. Their study showed the copula-based model 
was superior to both ARIMA-GARCH and non-parametric approaches. Brechman and 
Czado (2015) extended Vine copula-based models to forecast multivariate time series. 
They applied the proposed approach in bond portfolio returns and electricity load 
demands. 
Although copula-based time series modeling approach has been widely applied in 
econometrics, its application is very limited in other fields particularly in hydrology, 
water resources engineering and environmental engineering. Serinaldi (2009) coupled 
Markov process and copula method to investigate daily rainfalls, i.e. Markov chain 
generators for simulating rainfall data with the use of bivariate copula-based mixed 
distributions. Solari and Losada (2011) studied non-stationary wave height climate 
modeling using copula-based Markov processes. In general, the study of temporal 
dependence using copula theory is a topic that still needs to be investigated for 
hydrologic and water quality time series.  
This chapter aims to apply the copula-based Markov processes to model the serial 
dependence of water quality time series and forecast its future state. The VaR estimated 
from the copula-based Markov process, will be applied to investigate the risk of the water 
quality parameters. The rest of this chapter is structured as: Section 2 briefly introduces 
the stationary Markov process. Section 3 discusses how to model serial dependence of 
time series using copula theory. Sections 4 and 5 describe the copula-based Markov 
process and its forecast applications for first- and kth-order processes. Section 6 discusses 
parameter estimation procedure used in the study, and section 7 outlines risk analysis 
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using VaR values. The applicability of the copula-based Markov process is further 
investigated through the case studies in sections 8 through 10. Finally, the last section of 
this chapter is designated to the concluding remarks. 
5.2 Stationary Continuous-Time Markov Processes  
The stationary continuous-time Markov process may be considered as the 
generalization of the stationary Markov chain in discrete state space (Doob 1953). For a 
discrete sequence 𝑌1, 𝑌2, … , 𝑌𝑛 that may be modeled with k-th order Markov Chain, one 
may state that the current state is dependent on the previous k states as: 
      𝑃(𝑌𝑛 = 𝑦𝑛|𝑌𝑛−1 = 𝑦𝑛−1, 𝑌𝑛−2 = 𝑦𝑛−2, … , 𝑌1 = 𝑦1) 
 = 𝑃(𝑌𝑛 = 𝑦𝑛|𝑌𝑛−1 = 𝑦𝑛−1, 𝑌𝑛−2 = 𝑦𝑛−2, … , 𝑌𝑛−𝐾 = 𝑦𝑛−𝑘), 𝑛 > 𝑘    Eq. ‎5.1a 
Based on Eq. 5.1a, the continuous time series {𝑌𝑡}, which may be modeled with k-th 
order Markov process, is expressed as: 
𝑃(𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1, 𝑌𝑡−2 = 𝑦𝑡−2, … , 𝑌1 = 𝑦1) =
𝑃(𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1, 𝑌𝑡−2 = 𝑦𝑡−2, 𝑌𝑡−𝑘 = 𝑦𝑡−k)  Eq. 5.1b 
Given the facts of the continuous-time Markov process fully governed by the joint 
distribution of (𝑌𝑡, 𝑌𝑡−1, … , 𝑌𝑡−𝑘), the copula method may be applied as an alternative 
approach in establishing the transition probabilities. The copula method allows the 
investigation of the dependence properties of stochastic processes independent of their 
marginal distributions and their effects, for example, an unconditionally heavy-tailed or 
skewed time series (Chen and Fan, 2006; Ibragimov 2009). Furthermore, a wide range of 
existing copula functions may cover any type of serial dependence structure (linear or 
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nonlinear, positive or negative). The following section briefly discusses the applications 
of the copula method to stationary continuous-time Markov process.  
5.3 Copula Modeling of Serial Dependence 
In theory, for the continuous-time k-th order Markov process, the current state (or 
value) is affected by the most recent k-states (or values) such that a (k+1)-dimensional 
copula will be needed to properly investigate the temporal dependence and the median 
behavior of the time series. More specifically, a continuous time series may be modeled 
as the first-order Markov process, if its current state (or value) is only affected by the 
most recent state (or value). Thus, a bivariate copula model of 𝑌𝑡 and 𝑌𝑡−1 may be 
adopted in order to study the deterministic or median behavior of the time series. In what 
follows, the simplest first-order as well as the general k-th order copula-based Markov 
processes are discussed.  
5.4 Copula-based First-order Markov Process 
Let {Yt} be a first-order continuous-time Markov process, the joint distribution of 
(𝑌𝑡, 𝑌𝑡−1) may be modeled using the copula theory based on Sklar’s theorem (1959). The 
transition probability for the copula-based first-order Markov process (i.e., Eq 5.1a) is 
defined through the conditional copula function (Joe, 1997) as:  
𝐶𝑡,𝑡−1 = 𝑃(𝐹𝑡(𝑌𝑡) ≤ 𝐹𝑡(𝑦𝑡), 𝐹𝑡−1(𝑌𝑡−1) ≤ 𝐹𝑡−1(𝑦𝑡−1))  Eq. ‎5.2 
𝑃(𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1) = 𝐶𝑡|𝑡−1(𝐹𝑡(𝑦𝑡), 𝐹𝑡(𝑦𝑡−1); 𝜽) =
𝜕𝐶𝑡,𝑡−1(𝐹𝑡(𝑦𝑡),𝐹𝑡−1(𝑦𝑡−1);𝜽)
𝜕𝐹𝑡−1(𝑦𝑡−1)
             
Eq. ‎5.3 
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where 𝐹𝑡(𝑌𝑡) and 𝐹𝑡−1(𝑌𝑡−1) denote the marginal distributions of 𝑌𝑡 and 𝑌𝑡−1; 𝐶 and 𝜽 
denote the best-fitted copula function and the corresponding parameters.  
The forecast procedure for the first-order Markov process is similar to that for the 
AR(1) time series model (Box et al. 2008). For the copula-based first-order Markov 
process, the forecast of Yt based on Yt-1 is equivalent to estimate Yt if the conditional 
copula of Yt given Yt-1 is equal to 0.5 (i.e., the median of the distribution). The forecast 
equation may be written from Eq. 5.3 as: 
0.5 = ℎ(𝐹(𝑦𝑡), 𝐹(𝑦𝑡−1), 𝜽 ) = 𝐶𝑡|𝑡−1 =
𝜕𝐶𝑡,𝑡−1(𝐹𝑡(𝑦𝑡), 𝐹𝑡−1(𝑦𝑡−1); 𝜽 ) 
𝜕𝐹𝑡−1(𝑦𝑡−1)
 
⇒ 𝐹𝑡(𝑌𝑡 ≤ 𝑦𝑡) = ℎ
−1(0.5, 𝐹𝑡−1(𝑦𝑡−1), 𝜽 )   Eq. ‎5.4 
where, h denotes the conditional function distribution of 𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1. 
5.5 Copula-based kth-order Markov process 
If the serial dependence cannot be explained by only considering the dependence 
between Yt and Yt-1, higher order copulas are needed to model its serial dependence. The 
identification of the order k is crucial in successfully investigating the continuous time 
series (or discrete sequence) that may be modeled using copula-based Markov process (or 
Markov chain).  The order of the copula in Markov process may be estimated with the 
following procedures:  
i) Investigate the dependence between 𝐹𝑡(𝑦𝑡) and 𝐹𝑡−1(𝑦𝑡−1) ; 
ii) Investigate the dependence among 𝑌𝑡, 𝑌𝑡−2, by evaluating the dependence 
between 𝐹𝑡|𝑡−1(𝑦𝑡|𝑡−1) and 𝐹𝑡−2|𝑡−1(𝑦𝑡−2|𝑡−1) ; 
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iii) Continue to higher orders until the order k+1 is identified such 
𝐹𝑡|𝑡−1,…,𝑡−𝑘(𝑦𝑡|𝑦𝑡−1, … , 𝑦𝑡−𝑘) and 𝐹𝑡−𝑘−1|𝑡−1,…,𝑡−𝑘(𝑦𝑡−𝑘−1|𝑦𝑡−1, … , 𝑦𝑡−𝑘) are 
independent.  
iv) Now, one obtains k-th order Markov process for the studied time series.  
Once the order is identified, one may construct copulas to model the serial dependence. 
As discussed previously, PCC through Vine copulas are efficient tools for modeling high 
dimensional copula structures. Generally, based on the probability density 
decomposition, a given Vine copula density function is constructed from 
𝑑(𝑑−1)
2
 bivariate 
copula density functions where d denotes the dimension of the random variables. In what 
follows, two most common structures (C-Vine and D-Vine) are discussed for 
constructing the copula-based Markov process models.   
For a C-Vine structure, Eq. 5.2 may be extended to represent the transitional probability 
for higher order copula-based Markov process (i.e., k>1) as: 
𝐶𝑡,… ,𝑡−𝑘 = 𝑃(𝐹𝑡(𝑌𝑡) ≤ 𝐹𝑡(𝑦𝑡), . . . , 𝐹𝑡−𝑘(𝑌𝑡−𝑘) ≤ 𝐹𝑡−𝑘(𝑦𝑡−𝑘))   Eq. ‎5.5 
𝑃(𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1, . . , 𝑌𝑡−𝑘 = 𝑦𝑡−𝑘) =
𝐶𝑡,..,𝑡−𝑘+1|𝑡−𝑘(𝐹𝑡,..,𝑡−𝑘+2|𝑡−𝑘(𝑦𝑡, … , 𝑦𝑡−𝑘+2|𝑦𝑡−𝑘), 𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2, … , 𝑦𝑡−𝑘+1|𝑦𝑡−𝑘); 𝜽) =
𝜕𝐶𝑡,… ,𝑡−𝑘(𝐹𝑡,..,𝑡−𝑘+2|𝑡−𝑘(𝑦𝑡,…,𝑦𝑡−𝑘+2|𝑦𝑡−𝑘),𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2,…,𝑦𝑡−𝑘+1|𝑦𝑡−𝑘);𝜃)
𝜕𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2,…,𝑦𝑡−𝑘+1|𝑦𝑡−𝑘)
   Eq. ‎5.6 
Figure ‎5.1 shows the C-Vine structure used to model the temporal dependence for a kth-
order copula-based Markov process (Eq. 5.6). 
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In the case of C-Vine copulas, the forecast equation for the copula-based kth-order 
Markov process can be written as: 
0.5 = ℎ𝑘(𝐹𝑡(𝑦𝑡), 𝐹𝑡−1(𝑦𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−k), 𝜽𝒌) = 𝐶𝑡|𝑡−1,…,𝑡−𝑘 =
𝜕𝐶𝑡,… ,𝑡−𝑘(𝐹𝑡,..,𝑡−𝑘+2|𝑡−𝑘(𝑦𝑡,…,𝑦𝑡−𝑘+2|𝑦𝑡−𝑘),𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2,…,𝑦𝑡−𝑘+1|𝑦𝑡−𝑘);𝜃)
𝜕𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2,…,𝑦𝑡−𝑘+1|𝑦𝑡−𝑘),
   
𝐹𝑡(𝑌𝑡 ≤ 𝑦𝑡) is then estimated as: 
𝐹𝑡,..,𝑡−𝑘+2|𝑡−𝑘(𝑦𝑡, … , 𝑦𝑡−𝑘+2|𝑦𝑡−𝑘) =
ℎ𝑘
−1(0.5, 𝐹𝑡,𝑡−2,…,𝑡−𝑘+1|𝑡−𝑘(𝑦𝑡,𝑡−2, … , 𝑦𝑡−𝑘+1|𝑦𝑡−𝑘), 𝜽𝒌); 
𝐹𝑡,..,𝑡−𝑘+3|𝑡−𝑘(𝑦𝑡, … , 𝑦𝑡−𝑘+3|𝑦𝑡−𝑘)
= ℎ𝑘−1
−1 (𝐹𝑡,..,𝑡−𝑘+4|𝑡−𝑘(𝑦𝑡, … , 𝑦𝑡−𝑘+4|𝑦𝑡−𝑘), 𝐹𝑡,𝑡−2,…,𝑡−𝑘+2|𝑡−𝑘(𝑦𝑡,𝑡−2, … , 𝑦𝑡−𝑘+2|𝑦𝑡−𝑘), 𝜽𝒌−𝟏) 
… ;  
𝐹𝑡|𝑡−k(𝑦𝑡|𝑦𝑡−k) = ℎ2
−1(𝐹𝑡,𝑡−1|𝑡−k(𝑦𝑡, 𝑦𝑡−1|𝑦𝑡−k), 𝐹𝑡−1|𝑡−k(𝑦𝑡−1|𝑦𝑡−k); 𝜽𝟐); 
𝐹𝑡(𝑌𝑡 ≤ 𝑦𝑡) = ℎ1
−1(𝐹𝑡|𝑡−k(𝑦𝑡|𝑦𝑡−k), 𝐹𝑡−k(𝑦𝑡−k); 𝜽𝟏) Eq. ‎5.7 
 
 
 
 
 
138 
 
 
 
 
 
 
 
 
 
 
Figure ‎5.1: C-Vine Structure for kth-order Markov process 
D-Vine copula is another candidate that may be used to model the copula-based Markov 
process. In this case, Eqs. 5.5-5.6 for a C-Vine copula are rewritten as: 
𝐶𝑡,… ,𝑡−𝑘 = 𝑃(𝐹𝑡(𝑌𝑡) ≤ 𝐹𝑡(𝑦𝑡), . . . , 𝐹𝑡−𝑘(𝑌𝑡−𝑘) ≤ 𝐹𝑡−𝑘(𝑦𝑡−𝑘))   Eq. ‎5.8 
𝑃(𝑌𝑡 ≤ 𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1, . . , 𝑌𝑡−𝑘 = 𝑦𝑡−𝑘) =
𝐶𝑡|𝑡−1,…,𝑡−𝑘(𝐹𝑡|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡|𝑦𝑡−1, … , 𝑦𝑡−𝑘+1), 𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1, … , 𝑦𝑡−𝑘+1); 𝜽) =
𝜕𝐶𝑡,… ,𝑡−𝑘(𝐹𝑡|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡|𝑦𝑡−1,…,𝑦𝑡−𝑘+1),𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1,…,𝑦𝑡−𝑘+1);𝜽)
𝜕𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1,…,𝑦𝑡−𝑘+1))
  Eq. ‎5.9  
The forecast equation can then be written as: 
t-k t 
t-1 
t-k+1 
t|t-k t-1|t-k 
t-k+1|t-k 
t,…,t-k+2|t-k t,t-2,…,t-k+1|t-k 
T1 
T2 
Tk 
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0.5 = ℎ𝑘(𝐹𝑡(𝑦𝑡), 𝐹𝑡−1(𝑦𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−k), 𝜽𝒌) = 𝐶𝑡,..,𝑡−𝑘+1|𝑡−𝑘 =
𝜕𝐶𝑡,..,𝑡−𝑘(𝐹𝑡|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡|𝑦𝑡−1,…,𝑦𝑡−𝑘+1),𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1,…,𝑦𝑡−𝑘+1),𝜽𝟑)
𝜕𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1,…,𝑦𝑡−𝑘+1)
   
And 𝐹𝑡(𝑌𝑡 ≤ 𝑦𝑡) may be estimated following the procedures: 
𝐹𝑡|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡|𝑦𝑡−1, … , 𝑦𝑡−𝑘+1)
= ℎ𝑘
−1(0.5, 𝐹𝑡−𝑘|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡−𝑘|𝑦𝑡−1, … , 𝑦𝑡−𝑘+1), 𝜽𝒌) 
𝐹𝑡|𝑡−1,…,𝑡−𝑘+2(𝑦𝑡|𝑦𝑡−1, … , 𝑦𝑡−𝑘+2)
= ℎ𝑘−1
−1 (𝐹𝑡|𝑡−1,…,𝑡−𝑘+1(𝑦𝑡|𝑦𝑡−1, … , 𝑦𝑡−𝑘+1), 𝐹𝑡−𝑘+1|𝑡−1,…,𝑡−𝑘+2(𝑦𝑡−𝑘+1|𝑦𝑡−1, … , 𝑦𝑡−𝑘+2), 𝜽𝒌−𝟏) 
… ;  
𝐹𝑡|𝑡−1(𝑦𝑡|𝑦𝑡−1) = ℎ2
−1(𝐹𝑡|𝑡−1,𝑡−2(𝑦𝑡|𝑦𝑡−1, 𝑦𝑡−2), 𝐹𝑡−2|𝑡−1(𝑦𝑡−2|𝑦𝑡−1), 𝜽𝟐); 
𝐹𝑡(𝑌𝑡 ≤ 𝑦𝑡) = ℎ1
−1(𝐹𝑡|𝑡−1(𝑦𝑡|𝑦𝑡−1), 𝐹𝑡−1(𝑦𝑡−1), 𝜽𝟏)  Eq. ‎5.10 
 
 
 
 
 
 
Figure ‎5.2: D-Vine Structure for kth-order Markov process 
t t-1 t-2 t-k 
t|t-1 t-2|t-1 t-k|t-k+1 
t|t-1,…,t-k+1 t-k|t-1,…,t-k+1 
T1 
T2 
Tk 
140 
 
Comparing C-Vine and D-Vine copulas, D-Vine copula is more commonly applied to 
model temporal dependences (Smith et al. 2010; Solari and Losada 2011; Brechmann and 
Czado 2015; Smith, 2015; Righi and Cereta, 2015). In this study, the D-Vine copula is 
also selected for the following reasons: (1) The structure of the D-Vine copula makes it 
possible to build bivariate copulas as (𝑌𝑡, 𝑌𝑡−1), …, (𝑌𝑡−𝑘+1, 𝑌𝑡−𝑘) to appropriately model 
the first-order serial dependence structure of the time series; (2) D-Vine structure (Eqs. 
5.9-5.10 and Figure 5.2) takes advantage of back-forecasting (or back-casting) which is 
similar to the back-forecasting method for unconditional maximum likelihood estimation 
of AR(I)MA parameters by Box et al. (2008). 
Figure 5.3 presents the algorithm for forecasting with the copula-based Markov 
processes. The forecasting performance of the copula-based Markov process will be 
evaluated with root mean square error (RMSE), and mean absolute percentage error 
(MAPE). 
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Figure ‎5.3: Algorithm for kth-order copula-based Markov process forecasting 
 
5.6 Parameter Estimation and Model Selection for Copula-Based Markov Process 
As discussed in Chapter 4, the parameters of the copula-based Markov process may be 
estimated by maximizing likelihood function of the conditional probability density 
function using Exact (Full) Maximum Likelihood Estimation (Full MLE) or Semi-
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parametric (Pseudo) Maximum Likelihood Estimation (PMLE) methods. These two 
estimation methods are discussed for the copula-based Markov process in what follows.  
(i) Full MLE Method 
For copula-based Markov process, the conditional density function for a kth-order 
Markov process may be expressed using copula density function as: 
𝑓(𝑦𝑡|𝑌𝑡−1 = 𝑦𝑡−1, … , 𝑌𝑡−𝑘 = 𝑦𝑡−𝑘) =
𝑓(𝑦𝑡; 𝒂𝑡)𝑐(𝐹𝑡(𝑦𝑡; 𝒂𝑡), 𝐹𝑡−1(𝑦𝑡−1; 𝒂𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−𝑘; 𝒂𝑡−𝑘); 𝜽)  Eq. ‎5.11 
where 𝑐(𝐹𝑡(𝑦𝑡; 𝜶𝑡), 𝐹𝑡−1(𝑦𝑡−1; 𝜶𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−𝑘; 𝜶𝑡−𝑘); 𝜽) is the fitted copula density 
functions.  The corresponding likelihood function is then given for the copula-based kth-
order Markov processes as:  
𝐿 = ∑ ln 𝑓𝑡(𝑦𝑡; 𝒂𝑡)
𝑛
𝑡=1 +
1
𝑛
∑ ln 𝑐(𝐹𝑡(𝑦𝑡; 𝒂𝑡), 𝐹𝑡−1 (𝑦𝑡−1; 𝒂𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−𝑘; 𝜶𝑡−𝑘); 𝜽)
𝑛
𝑡=3   
 Eq. ‎5.12 
where 𝑓𝑡 denotes the probability density function of 𝑦𝑡; 𝒂𝑡 , . . , 𝒂𝑡−𝑘 denote the 
parameters that need to be estimated for probability distributions of 𝑦𝑡  , … , 𝑦𝑡−𝑘; and 𝜽 
denotes the parameters that need to be estimated for the copula-based Markov process. 
(i) PMLE Method 
Compared to the full MLE method, the PMLE method is more flexible, in which the 
marginals may be estimated empirically using the Weibull plotting-position formula: 
𝐹𝑛(𝑦) =
1
𝑛+1
∑ 𝟏(𝑦𝑡 ≤ 𝑦)
𝑛
𝑡=1   Eq. ‎5.13 
The likelihood function of Eq. 5.12 may then be simplified as: 
𝐿(𝛉) =
1
𝑛
∑ ln 𝑐(𝐹𝑛(𝑦𝑡), 𝐹𝑛(𝑦𝑡−1), … , 𝐹𝑛(𝑦𝑡−𝑘); 𝜽)
𝑛
𝑡=3        Eq. ‎5.14 
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It is worth to note that PMLE (i.e., Eq. 5.14) may avoid mis-identification of the 
marginals and reduces the computation complexity. Thus, the PMLE is adopted for the 
estimation of the copula parameters in this study.  
The best-fitted copula may be selected based on minimum Akaike Information Criterion 
(AIC) (Akaike, 1973), which is defined as: 
𝐴𝐼𝐶 = −2𝐿(𝜃) + 2𝑚  Eq. ‎5.15 
where 𝜃 is the maximum of likelihood estimation of θ estimated in Eqs. 5.12 and 5.14, 
and m is the number of parameters in 𝜃 = (𝜃1, … , 𝜃𝑚). 
5.7 Risk Analysis Using VaR 
Although forecasting may provide a general idea about the future discharge values in 
the study areas, one may be concerned about the extreme values that may be expected for 
the worst-case scenarios. To determine the risk, the Value-at-Risk (VaR) is applied in this 
study. Introduced, developed and applied in economic and finance (Palaro and Hotta, 
2006), VaR is defined as a risk measure of the loss on a specific portfolio of financial 
assets. In a similar vein, it may be extended to engineering problems, especially for risk 
analysis of water quality and hydrological time series.  
In finance, VaR refers to a given lower tail percentile of the distribution of random 
variables (de Melo Mendes and Auibe, 2011). In water quality and hydrological time 
series analysis, VaR may refer to both upper and lower tail percentiles. As an example in 
water quality analysis, one may have concerns about low DO, but high Nitrate 
concentrations in the system. Similarly, hydrologists usually have concerns about 
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extreme high flows for flooding and low flows for drought. The VaR at time t pertaining 
the lower and upper tail for a given confidence interval of 1-α where 𝛼 ∈ (0, 1) is defined 
as: 
𝑉𝑎𝑅(𝛼) = inf {𝑠: 𝐹𝑡(𝑠) ≥ 𝛼} (lower tail)              Eq. ‎5.16a  
𝑉𝑎𝑅(𝛼) = sup {𝑠: 𝐹𝑡(𝑠) ≤ 𝛼} (upper tail)  Eq. 5.16b  
where 𝐹𝑡 is the distribution function of (Yt) at time t.  
Equivalently, Eqs. 5.16a-5.16b may be re-written for a given critical level 𝛼 as: 
𝑃(𝑌𝑡 ≥ 𝑉𝑎𝑅𝑡(𝛼)) = 𝛼 (lower tail)     Eq. ‎5.17a 
𝑃(𝑌𝑡 ≤ 𝑉𝑎𝑅𝑡(𝛼)) = 𝛼 (upper tail)   Eq. 5.17b 
To this end, one may estimate VaR from the copula-based kth-order Markov process for 
the given critical level 𝛼 respectively as: 
𝑉𝑎𝑅(𝛼) = ℎ𝑘
−1(𝛼, 𝐹𝑡−1(𝑦𝑡−1), … , 𝐹𝑡−𝑘(𝑦𝑡−𝑘), 𝜽𝒌)   Eq. ‎5.18 
where ℎ = 𝐶𝑡|𝑡−1,…,𝑡−𝑘. 
5.8 Case Study 1: Snohomish River Watershed 
As discussed previously, for the monthly water quality time series studied, the first 
step is to deseasonalize the time series. Then, the order of the processes should be 
identified. Once the order is identified, the copula-based Markov process may be applied 
to investigate the serial dependence. In this study, the bivariate copula candidates are 
chosen from both Meta-Elliptical (Meta-Gaussian and Meta-Student-t) and Archimedean 
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(Gumbel-Houggard, Clayton, Frank and Joe) copula families. The results of the order 
identification are presented in Table ‎5.1. According to the results, down-stream stations 
D50 and 7A90 have higher dimension (k=3) compared to their upstream stations C70 
(k=2) and D130 (k=1).  
Table ‎5.2 lists the parameters estimated and the goodness-of-fit statistics (𝑆𝑛
𝐵) of the 
best-fitted copulas for the deseasonalized time series at all four stations. Table ‎5.2 
indicates that all of the fitted copulas pass the goodness-of-fit test and they are able to 
model the temporal dependence structure of the time series properly. 
5.8.1 Forecast and its Comparison with Deseasonalized AR Time Series Model 
In this section, the copula-based Markov process is used to forecast the deseasonalized 
DO time series at four stations of Snohomish River Watershed. The structure of copula-
based Markov process is similar to AR time series model. Therefore, the classic AR 
models with the same order are also applied to the deseasonalized monthly DO time 
series without order series transformation for valid comparison. The results of Ljung-Box 
test for the residuals and squared residuals in Table ‎5.3 indicate that: (1) that AR(3) 
model in 7A90 and AR(2) model in C70 did not pass the Ljung-Box test for the squared 
of the residuals for the time series; (2) AR(3) and AR(1) models satisfied the model 
assumptions for the time series at D50 and D130 stations respectively. Thus, the copula-
based first-order Markov process is compared with AR(1) for D130 while the copula-
based third-order Markov process is compared with AR(3) for D50.  
Figure ‎5.4 compares observed DO values, forecasted DO values using copula-based 
Markov process, and valid AR models.  The comparison indicates that the forecasted 
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values can properly estimate the observations. Table ‎5.4 lists the model performance 
computed using RMSE and MAPE for copula-based Markov process and valid AR 
models. RMSE values for copula-based Markov process models ranged from 0.43 (first-
order Markov process at D130) to 0.62 (third-order Markov process at D50) with MAPEs 
all less than 5%. Thus, fitted copula-based Markov processes are able to forecast future 
DO values with an acceptable error. However, the comparison of the copula-based 
Markov processes and valid AR models shows: (1) the copula-based first-order Markov 
process is superior to the AR(1) model for D130; (2) the AR(3) model slightly 
outperformed the copula-based third-order Markov process for station D50. 
5.8.2 Risk Analysis Using Copula-Based Markov Process 
According to the characteristics of DO values, one may only have concerns about the 
low DO in a river system. Thus, VaR with α=0.05 is selected to study the risk for monthly 
DO time series at all four stations. Using Eq. 5.18, VaR (𝛼 = 0.05) is estimated for the 
fitted copula-based Markov processes. The VaRs of the forecasted DOs are also shown in 
Figure ‎5.4 for copula-based Markov process with corresponding valid AR models. It is 
shown that the VaR values can provide a good estimate about the worst-case scenarios or 
the risk that may be expected for DO in the river. Using station D50 as an example, the 
forecasted DO value is 12.30 mg/l for 12/2010 based on the copula-based third-order 
Markov process, which is higher than the observed DO (11.60 mg/l). However, for 
𝛼 = 0.05, VaR is computed as 11.46 mg/l, which is much closer to the observation. 
Therefore, it is shown that VaR is a powerful tool in providing the limits that forecasted 
values may vary as well as the expected risk. 
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Table ‎5.1: Order identification results for DO time series at Snohomish River 
Watershed 
Station 
𝑭𝒕, 𝑭𝒕−𝟏 𝑭𝒕|𝒕−𝟏, 𝑭𝒕−𝟐|𝒕−𝟏 𝑭𝒕|𝒕−𝟏,𝒕−𝟐, 𝑭𝒕−𝟑|𝒕−𝟏,𝒕−𝟐 𝑭𝒕|𝒕−𝟏,𝒕−𝟐,𝒕−𝟑, 𝑭𝒕−𝟒|𝒕−𝟏,𝒕−𝟐,𝒕−𝟑 
Order 
τ p-Val τ p-Val τ p-Val τ p-Val 
7A90 0.21 <0.01 0.09 <0.01 0.07 0.03 -0.04 0.16 3 
C70 0.14 <0.01 0.16 <0.01 0.07 0.10 - - 2 
D50 0.12 <0.01 0.09 0.04 0.11 0.01 0.06 0.15 3 
D130 0.17 <0.01 0.04 0.38 - - - - 1 
 
Table ‎5.2: First-order and D-Vine copula results for temporal dependence of DO time 
series at Snohomish River Watershed 
Station 7A90 
Tree 1 (t, t-1), (t-1, t-2), (t-2, t-3) 
Student t (0.307, 8.9) 
Tree 2 (t|t-1, t-2|t-1) 
Normal Copula (0.134) 
(t-1|t-2, t-3|t-2) 
Normal Copula (0.141) 
Tree 3 (t|t-1,t-2, t-3|t-1,t-2) 
G-H Copula (1.059) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.03, >0.95) 
Station C70 
Tree 1 (t, t-1), (t-1, t-2) 
Joe Copula (1.229) 
Tree 2 (t|t-1, t-2|t-1) 
Normal Copula (0.293)   
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 (𝑆𝑛
(𝐵)
, 𝑝)  (0.069,0.94) 
Station D50 
Tree 1 (t, t-1), (t-1, t-2), (t-2, t-3) 
G-H Copula (1.141) 
Tree 2 (t|t-1, t-2|t-1) 
Student t Copula (0.143, 4.7) 
(t-1|t-2, t-3|t-2) 
Student t Copula (0.136, 4.7) 
Tree 3 (t|t-1,t-2, t-3|t-1,t-2) 
Joe Copula (1.195)  
(𝑆𝑛
(𝐵)
, 𝑝) (0.050, >0.95) 
Station D130 
 (t, t-1) 
GH Copula (1.878) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.02, 0.60) 
 
Table ‎5.3. AR modeling results at Snohomish River Watershed 
Station 
ID 
Model parameters 
p-Value of Ljung-Box 
p-Value of 
KS test for 
residuals residuals 
square of 
residuals 
7A90 AR(3) (0.22, 0.11, 0.11) 0.56 <0.01 - 
C70 AR(2) (0.11,0.25) 0.27 0.01 - 
D50 AR(3) (0.16, 0.89, 0.17) 0.27 0.18 0.50 
D130 AR(1) (0.21) 0.09 0.88 0.87 
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Table ‎5.4. Performance evaluation of the forecasting models at Snohomish River 
Watershed 
Station Order 
Copula-based Markov 
process 
AR 
RMSE MAPE (%) RMSE MAPE (%) 
7A90 
3 
0.45 3.43 - - 
C70 
2 
0.49 3.31 - - 
D50 
3 
0.62 4.46 0.57 4.08 
D130 
1 
0.43 3.05 0.47 3.36 
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Station 7A90 Station C70 
  
Station D50 Station D130 
Figure ‎5.4: Forecasted and VaR(0.05) values with copula-based Markov process vs. 
valid AR forecasts and observations at Snohomish River Watershed 
 
5.9 Case Study 2: Chattahoochee River Watershed 
In this section, the same procedure as the first case study will be followed for 
forecasting time series with copula-based Markov process in Chattahoochee River 
Watershed. The investigated water quality time series include: monthly DO, 
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Temperature, Discharge, Conductivity and Nitrate at Whitesburg Station. Properties of 
these time series and Chattahoochee River Watershed are presented in section 2.3. Same 
as the first case study, the copula candidates are chosen from both Meta-Elliptical (Meta-
Gaussian, Meta-Student-t) and Archimedean (Gumbel-Houggard, Clayton, Frank, and 
Joe) copula families. 
As discussed in chapter 3, discharge, Nitrate and Conductivity time series are 
identified non-stationary time series. Thus, the stationarity assumption of the copula-
based Markov processes must be fulfilled. This may be achieved by differencing the 
deseasonalized time series before fitting the models. Once all deseasonalized time series 
are stationary, the orders of the processes are identified. Table ‎5.5 lists the results of the 
order identification as: (1) differenced Conductivity time series is a third-order process; 
(2) both DO and T are second-order processes; (3) differenced Nitrate time series is 
identified as first-order copula-based Markov process; (4) differenced discharge time 
series at Whitesburg station are statistically independent. 
Table ‎5.6 lists the best fitted D-Vine copulas for DO, T and Conductivity time series, 
bivariate copula for Nitrate time series, and the goodness-fit test results of 𝑆𝑛
(𝐵)
 and 
corresponding p-values. The results imply that the fitted models can properly model the 
temporal dependence structures. 
Table ‎5.7 presents the results of comparable AR models for the deseasonalized time 
series without order-series transformation. Table ‎5.7 indicates: (1) AR(2) can be applied 
to Temperature and DO time series; (2) AR(3) is a valid model for Conductivity time 
series; (3) AR(1) cannot be applied to model Nitrate time series. 
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Table ‎5.8 shows the results of performance and error evaluations for the copula-based 
Markov process and viable AR models. The results indicate: (1) for T at Whitesburg 
Station the copula-based second-order Markov process has the superior performance; (2) 
for Nitrate and DO at Whitesburg Station, AR models slightly outperform the copula-
based Markov processes. Figure ‎5.5 presents the comparisons of observed and forecasted 
time series for the copula-based Markov Processes, fitted AR models, as well as the 5% 
or 95% VaR values. These figures show that: (1) copula-based models are able to 
adequately forecast the observations; and (2) 5% or 95% VaR estimates provide a good 
estimate for the extreme observations that are far from the median behavior of the water 
quality time series.  
Table ‎5.5: Order identification results for the time series at Whitesburg Station at 
Chattahooche River Watershed 
Param 
𝑭𝒕, 𝑭𝒕−𝟏 𝑭𝒕|𝒕−𝟏, 𝑭𝒕−𝟐|𝒕−𝟏 𝑭𝒕|𝒕−𝟏,𝒕−𝟐, 𝑭𝒕−𝟑|𝒕−𝟏,𝒕−𝟐 𝑭𝒕|𝒕−𝟏,𝒕−𝟐,𝒕−𝟑, 𝑭𝒕−𝟒|𝒕−𝟏,𝒕−𝟐,𝒕−𝟑 
O
rd
e
r 
τ p-Val τ p-Val τ p-Val τ p-Val 
DO 0.18 <0.01 0.28 <0.01 0.02 0.69 - - 2 
T 0.24 <0.01 0.19 <0.01 0.03 0.48 - - 2 
Dis -0.05 0.26 - - - - - - 0 
Cond -0.34 <0.01 -0.12 0.02 -0.17 <0.01 0.01 0.82 3 
Nitrate -0.38 <0.01 -0.06 0.21 - - - - 1 
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Table ‎5.6: First-order and D-Vine copula results for water quality time series at 
Whitesburg Station of Chattahoochee River Watershed 
DO 
Tree 1 
(t, t-1), (t-1, t-2) 
Gumbel Copula (1.114) 
Tree 2 
(t|t-1, t-2|t-1) 
Frank Copula (2.445) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.28, 0.76) 
T 
Tree 1 
(t, t-1), (t-1, t-2) 
Gaussian Copula (0.338) 
Tree 2 
(t|t-1, t-2|t-1) 
Gaussian Copula (0.311) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.09, 0.80) 
Cond 
Tree 1 
(t, t-1), (t-1, t-2), (t-2, t-3) 
Gaussian Copula (-0.529) 
Tree 2 
(t|t-1, t-2|t-1) 
Frank Copula (-1.283) 
(t-1|t-2, t-3|t-2) 
Frank Copula (-1.283) 
Tree 3 
(t|t-1,t-2, t-3|t-1,t-2) 
Gaussian Copula (-0.355) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.04, >0.95) 
Nitrate 
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Table ‎5.7. AR Modeling results at Whitesburg Station of Chattahoochee River 
Watershed 
Data Series Model parameters 
p-Value of Ljung-Box 
p-Value of 
KS test for 
residuals residuals 
square of 
residuals 
DO AR(2) (0.08, 0.31) 0.28 0.15 0.89 
T AR(2) (0.22, 0.29) 0.98 0.66 0.71 
Cond 
AR(3) (-0.57, -0.30, 
-0.30) 
0.14 0.43 0.59 
Nitrate AR(1) (0.35) 0.04 - - 
 
Table ‎5.8. Performance evaluation of forecasting models at Chattahoochee Watershed 
Data Series Order 
Copula-based Markov AR 
RMSE MAPE RMSE MAPE (%) 
DO 
2 
0.86 6.80 0.83 6.12 
T 
2 
1.50 10.79 2.16 15.53 
Cond 
3 
39.63 24.55 32.73 20.40 
Nitrate 
1 
3.95 45.37 - - 
 
Tree 1 
(t, t-1) 
Frank Copula (-4.288) 
(𝑆𝑛
(𝐵)
, 𝑝) (0.04, 0.78) 
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DO  T  
  
Conductivity Nitrate  
Figure ‎5.5: Forecasted and VaR values for time series with copula-based Markov 
process vs. observations and valid AR results at Chattahoochee Watershed 
 
5.10 Case Study 3: Cuyahoga River Watershed  
Cuyahoga River Watershed is chosen as the last case study. In this watershed, the 
applicability of the copula-based Markov process is investigated for the monthly 
discharge series at USGS gaging stations. The copula candidates are again chosen from 
both meta-elliptical (meta-Gaussian and meta-Student t) and Archimedean (Gumbel-
Houggard, Clayton, Frank, and Joe) copula families. 
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As shown in chapter 3, the discharge time series at Old Portage and Independence 
stations are long memory processes. Thus, the first step is to remove the long memory 
with fractional differencing. One may then build the copula models for the resulting 
stationary time series. Table ‎5.9 lists the identified orders for deseasonalized (and 
fractionally differenced for Old Portage and Independence stations) discharge time series. 
The results indicate that the first-order Markov process may be applied for the discharge 
time series at all three stations. Table ‎5.10 presents the estimated parameters and the 
goodness-of-fit statistic (𝑆𝑛
𝐵) for the best-fitted copula-based first-order Markov process 
models. The results indicate that all of the fitted models successfully represent the 
temporal dependence of the discharge time series. 
As to comparing the copula-based Markov process with valid AR models, the 
deseasonalized monthly discharge series are investigated with the use of classic AR(1) 
time series models. The results in Table ‎5.11 indicate that none of the AR(1) models 
fulfill the assumptions of the models without order-series transformation. The results 
further assure the advantage of copula-based Markov process models by relaxing the 
assumptions of the classic AR models especially for the heavy-skewed or heavy-tailed 
time series.  
Table ‎5.12 compares the observations with the forecast using the copula-based first-
order Markov process models. These results show that the Markov process models are 
able to mimic the median behavior of the discharge time series. 95 % VaR values are also 
able to give an estimate for the observations that may be extreme compared to the median 
behavior of the time series. A look at Figure ‎5.6 shows the importance of considering 
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VaR values in discharge time series. For example, at Independence station at 12/2011, the 
observed discharge (2677 cfs) is almost double the forecasted discharge (1376 cfs). 
However this value is very close to the VaR value (2867 cfs). Thus, the VaR values may 
provide a very good perspective for the worst-case scenarios that one may face. 
Table ‎5.9: Order identification results for Cuyahoga River Watershed for differenced 
time series 
Station 
𝑭𝒕, 𝑭𝒕−𝟏 𝑭𝒕|𝒕−𝟏, 𝑭𝒕−𝟐|𝒕−𝟏 
Order 
τ p-Val τ p-Val 
Hiram Rapids 0.25 <0.01 0.03 0.27 1 
Old Portage 0.13 <0.01 0.01 0.67 1 
Independence 0.11 <0.01 0.02 0.52 1 
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Table ‎5.10: Model parameters and goodness of fit results for first-order fitted models 
at Cuyahoga River Watershed 
Hiram Rapids 
(t, t-1) 
Frank Copula (2.292) 
 (𝑆𝑛
(𝐵)
, 𝑝)                                 (0.03,0.82) 
Old Portage 
(t, t-1) 
 Frank Copula (1.153) 
 (𝑆𝑛
(𝐵)
, 𝑝)                                 (0.03, 0.52) 
Independence 
(t, t-1) 
Frank Copula (0.949) 
 (𝑆𝑛
(𝐵)
, 𝑝)                                 (0.03, 0.67) 
 
Table ‎5.11: AR model results at Cuyahoga River Watershed 
Station Model parameter 
p-Value of Ljung-Box 
p-Value of 
KS test for 
residuals residuals 
square of 
residuals 
Hiram Rapids AR(1) 0.30 0.27 0.12 <0.01 
Old Portage AR(1) 0.36 0.01 - - 
Independence AR(1) 0.32 <0.01 - - 
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Table ‎5.12: Performance evaluation of the forecast models at Cuyahoga Watershed 
Station 
1st order Copula-based Markov 
RMSE MAPE (%) 
Hiram Rapids 106.91 36.87 
Old Portage 270.91 42.93 
Independence 536.45 41.61 
 
 
  
Hiram Rapids Old Portage 
 
Independence 
Figure ‎5.6: Forecasted and VaR(0.95) values for discharge time series with copula-
based first-order Markov process vs. observations at Cuyahoga Watershed 
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5.11  Conclusion 
This study investigates the univariate monthly time series at three case study 
watersheds. The copula-based Markov processes are applied to forecast the time series 
and to determine VaR values. The results of this study indicate that the copula-based 
Markov process is able to forecast the time series appropriately without imposing the 
Gaussian distributed assumption as the classic time series modeling.  
Applying the copula-based Markov process to fully deseasonalized water quality and 
hydrological time series at the study watersheds, the following conclusions can be made: 
(1) the copula-based Markov process is able to forecast the observed time series at all 
stations of the three case study watersheds; (2) For time series that AR models are not 
able to fulfill the model assumptions (DO at 7A90 and C70 for Snohomish Watershed, 
Nitrate at Chattahoochee River watershed and all of the discharge time series at 
Cuyahoga watershed), copula-based Markov process is a good alternative to model the 
serial dependence; (3) generally, valid AR(3) models slightly outperform third-order 
copula-based models; while first-order copula-based models are superior to 
corresponding valid AR(1) models; (4) VaRs estimated with 𝛼 = 0.05 or 𝛼 = 0.95 may 
provide reasonable limits for risk analysis and management.  
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CHAPTER VI 
FINAL REMARKS AND CONCLUSIONS 
6. FINAL REMARKS AND CONCLUSIONS 
In this chapter, the effects of precipitation and LULC changes for the study time series 
are investigated. Additionally, the results from all of the models studied in the previous 
chapters are compared to make recommendations on how to choose the best model for 
water quality time series. Finally, concluding remarks of the study are presented at the 
end of this chapter. 
6.1 Effects of Precipitation 
In this section the effects of the precipitation from meteorological stations on the 
forecasts of the AR(I)MA models are investigated. As examples, discharge and DO time 
series at Whitesburg Station are selected to study the effect of precipitation time series as 
exogenous variable. Among all adjacent meteorological stations, four NCEI
1
 stations 
having long-term records are considered. These stations are presented in Figure ‎6.1. 
Table ‎6.1 lists the stations information and the statistics of the monthly total precipitation 
(TPCP) time series at each station.  
The results of the ARMAX models using TPCP time series for Whitesburg Station 
listed in Table ‎6.2 indicate that: (1) among all four TPCP time series only those at 
                                                 
1
 NCEI or National Centers for Environmental Information (formerly the National Climatic Data Center 
or NCDC) is a part of US National Oceanic and Atmospheric Administration (NOAA).   
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upstream of the Whitesburg Station have effect on the forecast model; (2) adding TPCP 
data improves forecast of the discharge time series at Whitesburg Station; (3) TPCP data 
has negative effect on DO model’s assumption and the residuals are no longer White 
noise. Therefore, considering monthly TPCP improves the performance of discharge time 
series but not DO time series. 
 
 
Figure ‎6.1: Meterological stations for Whitesburg Station at Chattahoochee Watershed 
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Table ‎6.1 Meteorological stations and monthly TPCP statistics 
Station Name Station ID Min Max Mean Std Skewness Kurtosis 
ATLANTA 
BOLTON 
USC00090444 
0 3604 1040.8 625.7 
1.3 5.6 
MULBERRY 
GROVE 
USC00096148 
20 3872 1006.8 606.0 
1.4 6.2 
MABLETON USC00095404 71 5088 1074.5 695.2 1.9 9.8 
WEST POINT USC00099291 30 3245 927.8 560.5 1.0 4.4 
 
Table ‎6.2 Results of parameter estimation and model verification  
parameter 
Fitted 
ARIMA 
(p,d,q) 
(∅𝟏, … , ∅𝐝, 
𝛉𝟏, … 𝛉𝐪) 
p-Value of Ljung-
Box p-Value of 
KS test for 
residuals 
RMSE 
MAPE 
(%) 
residuals 
square of 
residuals 
DO (2, 0, 0) (0, 0.32) 0.55 0.05 0.75 0.85 6.86 
DO 
(ARMAX) 
(2, 0, 0) 
(0, 0.32), (-0.28, 
0.31, 0, 0)
 a
 
<0.01 -- - - - 
Discharge  (1, 1, 1) (0.34, -0.75) 0.39 0.54 0.92 1475.0 25.14 
Discharge 
(ARMAX) 
(1, 1, 1) 
(0.32, -0.71) (0.18, 
0.226, 0, 0)
a
 
0.79 0.32 0.54 1415.6 25.40 
a Exogenous parameters coefficients of  TPCP90444, TPCP95404, TPCP99291, TPCP96148 
 
 
6.2 Effects of LULC 
As discussed in chapter 2, in all three watersheds LULC changes significantly from 
1992 to 2001. As shown in Figs. 6.2-6.3, in this period forest areas significantly decrease 
whereas developed areas significantly increase. However, after 2001, both developed and 
forest areas are very steady. Thus, the forecast periods in this study (2009-2013) are not 
affected by the LULC changes. It is recommended to monitor the LULC changes in the 
future and consider its effects in the models in the case of a new trend. 
164 
 
  
Figure ‎6.2: The percentage of forest areas of total area in the upstream of the stations 
 
Figure ‎6.3: The percentage of developed areas of total area in the upstream of the 
stations 
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6.3 Comparison of the Models and Model Selection Recommendations 
In this section copula-based Markov process models are compared with alternative 
methods ((F)AR(I)MA or (F)ARIMA-(G)ARCH models) with and without using order 
series transformation in all three watersheds. According to Table ‎6.3, the results indicate: 
(1) ARIMA models without using order series transformation are not the superior model 
in any of the time series in study watersheds; (2) for the time series not highly skewed or 
heavy-tailed (e.g., DO and T), there is no noticeable improvement of copula-based 
Markov process over AR(I)MA models for the transformed series using order series 
method; (3) for time series which are highly skewed or heavy tailed (e.g. discharge), (a) 
order series transformation is necessary to fulfill model assumptions of AR(I)MA 
models, (b) copula-based Markov process may improve the forecasting performance; (4) 
for all three case-study watersheds located in different climate regions, both AR(I)MA 
models using order series and copula-based Markov process are able to forecast the 
future values appropriately.  
To summarize, we recommend using simple (F)AR(I)MA models for time series 
which are not highly skewed or heavy-tailed (e.g., DO and T). The order series 
transformation is recommended for highly skewed or heavy tailed time series, since this 
transformation makes it possible to apply (F)AR(I)MA or (F)AR(I)MA-(G)ARCH 
modeling approach. As an alternative, the copula-based Markov process may be 
recommended to model the time series that is highly skewed or heavy tailed without any 
transformation, since (a) there is no strict assumption on copula theory regarding the 
skewness or tail of the series investigated and (b) copula-based Markov process can 
model either linear or nonlinear serial dependence.  
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Table ‎6.3: Comparison of performance evaluations for the time series  
Watershed Station 
P
a
ra
m
et
er
 
AR(I)MA       
without Order 
Series 
(F)AR(I)MA-ARCH with 
Order Series 
Copula-based 
RMSE MAPE RMSE MAPE RMSE MAPE 
Snohomish 
7A90 DO 0.48 3.4 0.47 3.2 0.45 3.43 
C70 DO - - 0.47 3.3 0.49 3.31 
D50 DO 0.56 4.0 0.54 3.9 0.62 4.46 
D130 DO 0.46 3.15 0.47 3.45 0.43 3.05 
Chattahoochee 
Whitesburg DO 0.89 6.80 0.85 6.86 0.86 6.80 
Whitesburg T 2.14 15.28 2.09 13.74 1.50 10.79 
Whitesburg Cond - - 31.03 18.81 39.63 24.55 
Whitesburg Nitrate 2.86 26.51 2.88 26.81 3.95 45.37 
Cuyahoga 
Hiram Rapids Discharge - - 110.17 31.24 108.39 31.21 
Old Portage Discharge - - 273.58 47.97 270.91 42.93 
Independence Discharge - - 547.15 47.80 536.45 41.61 
 
6.4 Conclusions 
Evaluating proposed models using three case-study watersheds of different 
characteristics and within different climate regions (i.e., Stillaguamish and Snohomish 
watersheds in Washington, Chattahoochee River Watershed in Atlanta, and Cuyahoga 
River Watershed in Ohio), one may conclude that:  
(1) The basic assumption of classic (F)AR(I)MA time series modeling approach 
may be satisfied, as the order series transformation is able to successfully 
transform the highly-skewed and/or fat-tailed univariate non-Gaussian process 
into Gaussian process;  
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(2) The length of record history plays a vital role in evaluating the significance of 
the Hurst phenomenon, if existed;  
(3) The spatial correlated water quality and hydrological time series may be 
successfully modeled with the copula theory;  
(4) The temporal dependence of observed water quality and hydrological time 
series may be successfully investigated with the copula-based Markov process 
without applying order series transformation. The copula-based Markov 
process approach removes or eases the classic assumptions of classic time 
series models (i.e., linear temporal dependence and Gaussian distributed);  
(5) The estimated VaRs may provide valuable information for risk analysis and 
management;  
(6) The general procedures proposed are transmittable, and they can be adopted by 
any other watershed for future watershed management and decision making.  
These general procedures may also be applied to other research field (e.g., 
structure health monitoring, landslide assessment, etc.) 
6.5 Future Studies 
The following suggestions may be considered to continue this study: 
 Considering the changes in LULC as an exogenous variable in forecasting 
water quality time series; 
 Extending the applied methods to other types of water bodies such as lakes, 
wetlands, groundwater; 
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 Using databases with more sampling stations density to create spatial 
dependence maps; 
 Considering the error (MA) component in copula-based time series analysis; 
 Considering both spatial and temporal dependence (for example, considering 
time series in other stations as exogenous variable) for forecasting water 
quality time series with copula-based time series analysis. 
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APPENDIX B 
 ABBREVATIONS 
ACF Autocorrelation Function 
ADF Augmented Dickey–Fuller 
AIC Akaike Information Criterion 
ANN Artificial Neural Network 
ARIMA Auto-Regressive Integrated Moving Average  
BOD Biochemical Oxygen Demand 
CDF Cumulative Distribution Function 
COD Chemical Oxygen Demand 
DO Dissolved Oxygen 
FARIMA Fractional Auto-Regressive Integrated Moving Average  
FGN Fractional Gaussian Noise 
FNAC Fully Nested Archimedean Copula 
GARCH Generalized Autoregressive Conditional Heteroscedasticity  
GH Gumbel-Houggard 
KPSS Kwiatkowski–Phillips–Schmidt–Shin 
KS Kolmogorov–Smirnov 
LTD Lower Tail Dependence 
LULC Land-Cover Land-Use 
MAPE Mean Absolute Percentage Error 
MLE Maximum Likelihood Estimation 
NAC Nested Archimedean Copulas 
PACF Autocorrelation Function 
PCC Pair copula Construction 
PMLE Pseudo Maximum Likelihood Estimation 
RMSE Root Mean Squared Error 
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T Temperature 
TDS Total Dissolved Solids 
TF Thomas–Fiering 
TFN Transfer Function-Noise 
TPCP Total Precipitation  
UTD Upper Tail Dependence 
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APPENDIX C 
 HISTOGRAMS, SAMPLE ACF AND CUMMULATIVE PERIODOGRAM OF 
THE TIME SERIES 
Stillaguamish and Snohomish Rivers Watersheds 
1) Histograms of the DO time series: 
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T at Station B70 
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T at Station B110 
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DO at Station C70 
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DO at Station D130 
 
2) Sample ACF and cumulative periodogram of DO time series for before and after 
the order series transformation: 
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T at Station 5A90 
 
DO at Station B70 
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T at Station B70 
 
DO at Station B110 
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T at Station B110 
 
DO at Station 7A90 
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DO at Station C70 
 
DO at Station D50 
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DO at Station D130 
Chattahoochee River Watershed 
1) Histogram of the discharge and water quality time series: 
 
DO at Whitesburg Station 
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Temperature at Whitesburg Station 
 
Discharge at Whitesburg Station 
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Nitrate at Whitesburg Station 
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DO at Belton Bridge Station 
2) Sample ACF and cumulative periodogram for before and after the order series 
transformation: 
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Temperature at Whitesburg Station 
 
Discharge at Whitesburg Station 
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Nitrate at Whitesburg Station 
 
DO at Belton Bridge Station 
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Cuyahoga River Watershed  
1) Histogram of the discharge and water quality time series: 
 
 Discharge at Hiram Rapids Station 
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Discharge at Independence Station 
2) Sample ACF and cumulative periodogram for before and after the order series 
transformation: 
 
Discharge at Hiram Station 
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Discharge at Old Portage Station 
 
Discharge at Independence Station 
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