Chaos and Noise by He, Temple & Habib, Salman
ar
X
iv
:1
21
1.
46
67
v1
  [
nli
n.C
D]
  2
0 N
ov
 20
12
Chaos and Noise
Temple He1, 2 and Salman Habib3, 4
1Department of Physics, Stanford University, 382 Via Pueblo Mall, Stanford CA 94305
2Department of Physics, Harvard University, 17 Oxford Street, Cambridge MA 02138
3Theoretical Division, MS B285, Los Alamos National Laboratory, Los Alamos, NM 87545
4High Energy Physics Division & Mathematics and Computer Science Division,
Argonne National Laboratory, 9700 South Cass Avenue, Lemont, IL 60439
(Dated: June 6, 2018)
Simple dynamical systems – with a small number of degrees of freedom – can behave in a complex
manner due to the presence of chaos. Such systems are most often (idealized) limiting cases of
more realistic situations. Isolating a small number of dynamical degrees of freedom in a realistically
coupled system generically yields reduced equations with terms that can have a stochastic interpre-
tation. In situations where both noise and chaos can potentially exist, it is not immediately obvious
how Lyapunov exponents, key to characterizing chaos, should be properly defined. In this paper,
we show how to do this in a class of well-defined noise-driven dynamical systems, derived from an
underlying Hamiltonian model.
PACS numbers: 05.40.Ca, 05.45.Ac
I. INTRODUCTION
The characterization of deterministic chaos, particu-
larly in Hamiltonian systems, is now well-established,
and essentially consists of computing and understanding
the Lyapunov spectrum of the dynamical system [1, 2].
In the vast majority of experiments, however, Hamilto-
nian systems are only an idealization, and it is not always
clear – given a phenomenological description – what role
dynamical chaos might actually play in the physics, let
alone be certain about how to characterize it.
A somewhat similar situation also exists in the model-
ing of complex systems, where often one wishes to sepa-
rate ‘slow’ and ‘fast’ degrees of freedom in such a way that
the fast degrees of freedom can be viewed as a stochastic
forcing term, often called ‘noise’ [3–5]. As emphasized
by Zwanzig [6], a key problem is that depending on the
nature of the approximations one chooses to make, the re-
sulting noise terms in the stochastic dynamical equations
(Langevin equations), can end up being very different.
It is therefore easy to appreciate that when both noise
and chaos are combined, the situation is doubly compli-
cated. Nevertheless, such situations are not only com-
mon, but also of significant interest in many applica-
tions. These include such diverse areas as noise-induced
chaos [7–10], ecology [11], galactic dynamics [12], and the
quantum-classical transition [13, 14].
The purpose of this paper is to consider the interac-
tion of noise and chaos in a dynamical model where the
basic physical and approximation-related issues can be
separately understood. This will not only help clarify
the nature of some previous disagreements in the litera-
ture but also provide a more well-founded notion of the
(maximal) Lyapunov exponent (LE) in noisy systems, at
least within a specific, well-defined, context.
The overall picture adopted here assumes the existence
of a complex Hamltonian system, where one focuses on a
small set of relevant degrees of freedom, deriving effective
equations for their evolution. Because the full system is
specified, issues of how to define chaos and noise, and
their interaction, are easier to clarify. Discussions of the
possible difficulties and choices of definitions in the con-
text of a more phenomenological setting can be found in
Refs. [15, 16].
In this paper, we consider Hamiltonian models for
Brownian motion as the relevant archetype. In these
models, a dynamical system is coupled to a heat bath,
modeled by an ensemble of non-interacting harmonic os-
cillators. An analogous model was first described by Ru-
bin [17], and the basic notion was later elucidated by a
number of authors, including Ford, Kac, and Mazur [18],
Zwanzig [19], and, as better known in the quantum con-
text, by Caldeira and Leggett [20]. Although these mod-
els are by no means completely general, they provide an
excellent basis for addressing conceptual problems.
In adopting this view we nevertheless wish to be clear
in what circumstances analyses such as ours are meant
to apply: Our results will not be directly relevant to
heuristic models of complex systems that are not based
on a first-principles analysis, nor are they intended to
apply in the strong noise limit, where the effects of chaos
can be washed out by the effects of the noise drive.
As a consequence of the self-consistent nature of
our analysis, the (nonequilibrium) fluctuation-dissipation
theorem will ensure that system trajectories explore a
unique distribution at late times, that defined by ther-
mal equilibrium, feq ∼ exp{−βH}, where H is the sys-
tem Hamiltonian and β = 1/kBT is proportional to the
inverse temperature. Thus the LE we consider is av-
eraged over the canonical distribution, in contrast to a
constant energy hypersurface in the non-noisy case, when
the system is not coupled to a heat bath. The lower
the temperature of the heat bath, the smaller the noise
strength, and the smaller the energy fluctuations. In the
singular limit of vanishing coupling to the heat bath, any
phase space distribution that is a function of the system
2Hamiltonian is invariant, and there is no longer the no-
tion of a single unique distribution that can be used to
study trajectories in the late-time limit. However, in this
case, as a consequence of the ergodic theorem, constant
energy hypersurfaces are fully explored by long-time tra-
jectories, and, as is familiar, the LEs become functions
of the energy.
At this point it is important to distinguish between
‘external’ and ‘internal’ noise. The case of external noise
arises when the noise drive is unaffected by the system
evolution, while internal noise refers to the fluctuations
of a complex system coupling to its own slow modes; in
this case, the noise may be affected by the system evo-
lution, both in terms of its intrinsic statistical properties
and in terms of the particular noise realization associated
with a background trajectory (even if the statistics are
unaffected). We discuss both of these cases below.
Finally, it is important to consider various limits, such
as the overdamped (strong-coupling) limit and the weak-
noise (low temperature) limit. Note that these limits
are independent, but can define physical timescales rel-
evant to our analysis. In the examples considered here,
the system relaxation time is independent of tempera-
ture or noise strength and depends only on the damping
coefficient, in turn set by the inverse of the system-bath
coupling strength. The convergence timescales for the
LE are typically very long, significantly longer than typi-
cal thermal relaxation timescales, consequently the initial
phase of the evolution is unimportant. Thus, for our pur-
poses, the relevant dynamics of the system is that related
to the exploration of a thermal equilibrium state as men-
tioned above. In the cases we study, the equilibrium is
established by interaction with a heat bath (equilibrium
for a canonical ensemble, as given by the static solution
of a Fokker-Planck equation), satisfying the fluctuation-
dissipation relation. Energy fluctuations are bounded as
long as the system potential is asymptotically confining.
For the most part we will consider the low noise case but
discuss both the weak and strong coupling limits. The
strong coupling limit is singular and care is needed with
the analysis in order to avoid incorrect results.
The rest of the paper is organized as follows. We be-
gin in Section II with a short review of the derivation of
the relevant Langevin equations, emphasizing issues that
will be taken up in later sections. We will then consider
the case of the Langevin equation with the noise treated
entirely as an external perturbation (Section III), define
the LE, and proceed to show – without making the over-
damped approximation – that when the system is one-
dimensional, the addition of noise cannot lead to a posi-
tive LE. This changes the result of Ref. [21] who claimed
that in this case, the LE could be positive (noise-induced
chaos) or negative. Extending to higher dimensions, we
show that in this case, the LE can indeed be positive or
negative, in contrast to Ref. [22], who claimed that the
LE is always negative. Having completed the analysis
for the external noise case, we then extend our analysis
to systems with internal noise (Section IV). Examples of
numerical results that agree with our conclusions can be
found in Refs. [12–14]. Finally, we discuss some open
questions and possible future research directions related
to chaos and noise in our conclusion.
For notational consistency we will write all our vectors
in boldface and all our matrices in scripts, and the com-
ponents of vectors and matrices will be in normal font,
i.e. v1 is the first component of the vector v and M11 is
the top-left entry of the matrix M.
II. INDEPENDENT OSCILLATOR MODEL FOR
BROWNIAN MOTION
As discussed in the Introduction, for the most part,
stochastic differential equations appear in the modeling
of physical systems primarily in a phenomenological con-
text. Because of the uncontrolled approximations inher-
ent in how these equations are often written down, it
is not obviously apparent how to think about the in-
teraction of noise and chaos in a systematic fashion, as
both of these can be very sensitive to choices made in
the modeling process, which may or may not be entirely
self-consistent, or even physically correct.
There are, nevertheless, several examples of areas
where stochastic equations can be derived in a more
or less controlled fashion (based on assumptions such
as timescale separation), starting from an initial Hamil-
tonian formulation. These include the (multiplicative
noise) Langevin description of the Landau equation in
plasma physics [23], the description of Brownian motion
based on a Hamiltonian system coupled to a large set
of independent oscillators [17–20], and, more generally,
equations derived using the Mori-Zwanzig projection op-
erator technique [24–26].
To fix ideas, we present here a short derivation of Brow-
nian motion using the independent oscillator model, fol-
lowing Zwanzig [6]. The full (positive-definite) Hamilto-
nian, of a system interacting with a “bath” of oscillators
is taken to be:
H =
1
2
p2 + V (x) +
1
2
∑
j
[
p2j + ω
2
j (qj − aj(x))2
]
, (1)
where the system coordinates are (x, p) and the smooth
functions aj(x) describe possibly nonlinear couplings of
the system to the oscillators. Note that there is an as-
sumption here that no degree of freedom of the bath is
strongly perturbed by the system of interest; this justifies
treating the qj effectively in a linearized approximation.
The distribution of the frequencies, ωj, as well as the
choice of the function aj(x) controls the noise memory
as discussed below.
To simplify matters, we first consider a linear coupling
to the oscillators, i.e., we set aj(x) = (γj/ω
2
j )x. Writ-
ing down Hamilton’s equations starting from Eq. (1),
formally solving the equations of motion for the oscil-
lators treating γjx(t) as time-dependent external force,
and substituting this solution into the equations for the
3system variables, we obtain the formal Langevin equa-
tion,
p˙(t) = −V ′(x)−
∫ t
0
KN (t− s)p(s) + FN (t), (2)
where the damping kernel is
KN (t− s) ≡
∑
j
γ2j
ω2j
cosωj(t− s), (3)
and the ‘noise’ force is
FN (t) =
∑
j
γj
[
qj(0)− x(0)
ω2j
γj
]
cosωjt
+
∑
j
γjpj(0)
sinωjt
ωjt
. (4)
The damping kernel, or memory function, is in general
not Markovian and is determined entirely by the cou-
pling constants and oscillator frequencies. In contrast,
FN (t) is determined entirely by the initial conditions. If
these are known precisely then FN (t) is not a noise term.
However, if the initial conditions are prescribed in a sta-
tistical manner, then the situation is different. Suppose
that the statistical ensemble of initial conditions is such
that the first moments vanish, i.e.,
〈pj(0)〉0 = 0,
〈qj(0)− γj
ω2j
x(0)〉0 = 0, (5)
then, it is immediate from Eq. (4) that 〈FN (t)〉0 = 0.
Now, if the second moments of the initial ensemble are,
〈pj(0)pk(0)〉0 = kBTδjk,
〈[qj(0)− γj
ω2j
x(0)][qk(0)− γk
ω2k
x(0)]〉0 = kBT
ω2j
δjk, (6)
then,
〈FN (t)FN (t′)〉0 = kBTKN(t− t′), (7)
which is a generalized fluctuation-dissipation theorem.
An initial ensemble that satisfies these conditions is one
in which the heat bath is in thermal equilibrium with
respect to the system, whereas the system variables are
allowed to have an arbitrary distribution:
f(t = 0) ∼ f sys0 (x, p) exp(−βHbath), (8)
where Hbath represents the Hamiltonian of the oscillators
and the system-bath couplings, i.e., the term containing
the summation in Eq. (1). In general, the noise is not
Markovian; however, in the special limiting case of a large
number of oscillators, N , following a Debye distribution
(i.e., the spectral distribution g(ω) = 3ω2/ω2D for ω <
ωD, and g(ω) = 0 for ω > ωD), and assuming that the
system momentum varies slowly on timescales set by the
inverse Debye cutoff τD = 1/ωD, the kernelKN (t−s) can
be approximated as a delta function, and the Langevin
equation takes on the more familiar form
p˙(t) = −V ′(x)− λp(t) + FN (t), (9)
where the noise is ‘white’ due to the sharpness of
the memory kernel, and it is Gaussian thanks to the
quadratic nature of Hbath in Eq. (8). Here, the damping
coefficient is λ = 3πγ2/2ω2D, where we set γj → γ/
√
N
when taking the limit of a large number of oscillators.
The fluctuation-dissipation relation (7) now becomes
〈FN (t)FN (t′)〉0 = 2λkBTδ(t− t′). (10)
It is important to point out here that the simplified
derivation given above can be considerably sharpened:
The system trajectories can be rigorously shown to con-
verge to the solutions of a stochastic problem both in the
weak [27] and strong sense [28].
Returning to the case of an arbitrary nonlinear cou-
pling specified by aj(x), the above analysis goes through
essentially unchanged, but with a more complicated
memory kernel associated with multiplicative noise (al-
beit, still white and Gaussian in the case of the De-
bye spectrum) that continues to satisfy the fluctuation-
dissipation theorem. The presence of multiplicative noise
can cause qualitatively new dynamical effects because
the noise amplitude depends on the system variables.
Such effects include modifications of the equilibration
rate [29, 30] and the existence of long-time tails in trans-
port theory [31]. The basic procedure described in this
paper can be extended to the case of multiplicative noise
as long as the system is being analyzed in the asymptotic
late-time limit, i.e., on timescales much longer than the
relaxation time.
Although this class of models is relatively simple, it
can be extended in interesting directions by changing the
system potential or by manipulating the spectral distri-
bution of bath oscillators. Examples of such extensions
include studies of escape problems and tests of transition
state theory [32, 33] and Hamiltonian models leading to
fractional kinetics [34].
In the models discussed above, the fluctuation-
dissipation theorem follows as a consequence of how we
chose the initial condition for the bath oscillators. This
choice corresponds to running many copies of the sys-
tem drawn from some initial distribution but, in which,
for each realization of the initial condition, the oscilla-
tor bath is in thermal equilbrium with respect to x(0).
The system following the Langevin equation (9) will be
driven at late times to the thermal equilbrium distri-
bution feq ∼ exp (−βHsys), where Hsys corresponds to
the first two terms of the full Hamiltonian H , as speci-
fied in Eq. (1). (This result can be most easily derived
by considering the associated Fokker-Planck equation for
the phase space distribution [35].) Consequently, time-
averaged quantities exist (f¯τ (x, p) = 1/τ
∫ τ
0
f(x, p; t)dt),
4and are stable in the limit τ →∞. We note that we are
explicitly not considering systems with an external time-
drive in which case there is, in principle, no equilibrium
state.
Note also that the Langevin equation derived here is
inherently second-order in time (or, more generally, an
even number of first-order equations). In the limit of
strong coupling (large λ), the velocity can be eliminated
as a ‘fast’ variable and, in leading approximation, a first-
order stochastic equation may be derived [36]. This limit
is singular, however, and care must be taken in applying
it in different situations.
Finally, we turn to a discussion of how to define LEs
for the system considered here. In principle, there is
no problem, since given the full Hamiltonian and pre-
scribed initial conditions, we can consider a small per-
turbation of the initial conditions around some fiducial
trajectory of the (full) coupled system. The summary of
this procedure is as follows. For a 2n-dimensional dy-
namical system governed by a set of evolution equations,
dz/dt = F(z, t), where z = (z1, z2, · · · , z2n)T (similarly
for F), consider (i) a fiducial trajectory, z0(t), (ii) define
deviations from it via Z = z − z0, and (iii) linearize the
original set of equations, yielding,
dZ
dt
= DF(z0, t) · Z, (11)
where DF is the 2n × 2n Jacobian matrix. The tan-
gent mapQ(z0(t), t) is found by integrating the linearized
equations along the fiducial trajectory;Q(z0(t), t) evolves
the initial variables Zin via Z(t) = Q(t)Zin. Define the
2n × 2n matrix L as L = limt→∞(QQ˜)1/2t, where Q˜ is
the matrix transpose of Q. The LEs are then given by
the logarithm of the eigenvalues of L.
If we are going to view the oscillator variables in a sta-
tistical sense, however, then we are interested only in the
Lyapunov spectrum, and in particular the maximal LE,
of the system variable (x, p) given an ensemble of initial
conditions for the oscillator variables (we will throughout
this paper refer to the maximal LE simply as the LE).
Note that because the system evolution is actively cou-
pled to the environment variables, for each realization of
a set of oscillator initial conditions, the system trajectory
will itself be different. Moreover, as given explicitly in the
definition of the noise term Eq. (4), any perturbations in
the initial condition, x(0), as required for defining the as-
sociated LE, would automatically change the realization
of the noise force. This is an expected consequence of
any systematic procedure as applied to a coupled Hamil-
tonian system. In our independent oscillator model, the
noise is therefore a particularly simple case of internal
noise.
III. SYSTEMS WITH EXTERNAL NOISE
We first consider the case of systems subjected to ex-
ternal noise. In this case, one assumes that the noise real-
izations are completely independent of the initial condi-
tions of the system variables. This would be the straight-
forward interpretation of Eqs. (9) and (10) if we began
our analysis with these two equations and the actual na-
ture of their derivation was not specified. We will con-
sider internal noise in the next section.
We consider an n-dimensional system in coordinate
space, with the system trajectory writen as x(t) ≡
(x1(t), . . . , xn(t))
T . The (Gaussian, additive white noise)
Langevin equation we consider here is essentially Eq. (9)
written in a slightly generalized form,
x¨(t) + γx˙(t) = −∇U(x(t)) +
√
D dWext(t), (12)
where dWext(t) is the external noise term, with nor-
malization set by (dWext)
2 = dt, U(x(t)) the poten-
tial, and D an n × n diagonal matrix, with the kth
diagonal entry, denoted Dk, being the noise intensity
along xk. Furthermore, γ is the damping coefficient
(γ > 0), a time-independent scalar. Let x0(t) be the
fiducial trajectory, and write x(t) = x0(t) +∆(t), where
∆(t) ≡ (∆1(t), . . . ,∆n(t))T . Upon linearization,
∆¨(t) + γ∆˙(t) = −A(t) ·∆(t), (13)
where A(t) ≡ (∂xi,xjU(x0(t))), the Jacobian of
∇U(x0(t)). Notice that the noise term has disappeared
in the linearized equation as we are considering it to be
external. This means that any result we obtain will for-
mally resemble that of the noise-free system; the only
difference is that the noise may alter the fiducial trajec-
tory x0(t) and hence the time average of quantities that
depend on it.
Now let
z(t) =∆(t)eγt/2, (14)
and substitute into the linearized equation (13), to yield
z¨(t)− B(t) · z(t) = 0, where B(t) = γ
2
4
−A(t). (15)
Using a more canonical notation,
v1(t) = z(t), v2(t) = z˙(t), (16)
Eq. 15 can be written as
(
v˙1(t)
v˙2(t)
)
=M(t)
(
v1(t)
v2(t)
)
,
where M(t) ≡
(
0 I
B(t) 0
)
. (17)
Notice here M is a 2n × 2n matrix. Since both v1(t)
and v2(t) are n-dimensional column vectors, our above
matrix equation is in fact a system of 2n equations. Its
5formal solution is given by(
v1(t)
v2(t)
)
=
(
I +
∫ t
0
M(t1) dt1
+
∫ t
0
∫ t1
0
M(t1)M(t2) dt2 dt1
+ · · ·
)(
v1(0)
v2(0)
)
≡ Q(t)v(0), (18)
where Q(t) = TeM(t), the time-ordered exponential of
M(t), and v(t) = (v1(t),v2(t))T .
Because long-time averages exist as stated in Sec-
tion II, we can writeM(t) = M¯+FM(t) where each entry
of FM (t) oscillates around zero. Denoting Q¯(t) = TeM¯,
our aim is now to show that, as far as computing the
maximal LE is concerned, we can ignore the contribution
FM (t) and be able to substitute Q¯(t) for Q(t) in Eq. (18).
To justify such a substitution, we first use Eqs. (14) and
(16) to write Eq. (18) as(
∆(t)
∆˙(t) + γ2∆(t)
)
= e−γt/2Q(t)v(0)
= e−γt/2Q¯(t)R(t)v(0) (19)
where we define R(t) via Q¯(t)−1Q(t) ≡ R(t) (we assume
Q¯(t) is invertible). Every entry inR(t) grows slower than
a linear exponential; to see this, note that
R(t) = Q¯(t)−1Q(t)
= TeFM(t)+HOT (M¯,FM (t)) (20)
where the terms designated as HOT are given by the
Campbell-Baker-Hausdorff series. Since M¯ is a bounded
constant and FM (t) is a bounded oscillating function, if
we consider the RHS of the above equation as a matrix,
then every entry in the matrix grows slower than a linear
exponential.
Without loss of generality, let |∆i0(t)| be the compo-
nent of ∆(t) with the largest exponential dependence,
and let Q¯i0j0Rj0k0 be the entry in Q¯(t)R(t) with the
largest exponential dependence. Then the maximal LE
of the system is given by
lim
t→∞
1
t
log∆i0(t) = lim
t→∞
1
t
log

∑
j,k
Q¯i0jRjkvk(0)e
−γt/2


= lim
t→∞
1
t
log(Q¯i0j0Rj0k0(t)vk0(0))−
γ
2
= lim
t→∞
1
t
log(Q¯i0j0vk0(0))
+ lim
t→∞
1
t
logRj0k0(t)−
γ
2
= lim
t→∞
1
t
log(Q¯i0j0vk0(0))−
γ
2
= lim
t→∞
1
t
log(Q¯i0j0vj0(0))−
γ
2
(21)
where in the second-to-last line we used the fact Rij(t)
grows slower than a linear exponential, and hence
limt→∞(1/t) logRi0j0(t) = limt→∞ 1/t
ǫ(t) = 0, where
ǫ(t) > 0. In the last line we used the fact vk0(0) is just
a constant term and hence we can simply replace it with
the constant term vj0(0) without affecting the exponen-
tial behavior. Furthermore, since Q¯(t) = TeM¯ = eM¯t,
Q¯(t) is a linear exponential of t. Thus, as Q¯i0j0Rj0k0
is the term in Q¯(t)R(t) with the largest exponential de-
pendence, and all the entries of R(t) grow slower than a
linear exponential, Q¯i0j0 must be the term in Q¯(t) with
the largest exponential dependence. Therefore, the final
line in the expression above is just the LE calculated had
we replaced Q(t) with Q¯(t).
Using the above arguments, we can substitute Q(t)
as Q¯(t) without affecting the LE. Hence we may write
Eq. (18) as (
v1(t)
v2(t)
)
∼ TeM¯
(
v1(0)
v2(0)
)
. (22)
Furthermore, since TeM¯ = eM¯t as M¯ is constant, we
have (
v1(t)
v2(t)
)
∼ exp
[(
0 I
B¯ 0
)
t
](
v1(0)
v2(0)
)
. (23)
Direct expansion of the matrix exponential yields
exp
[(
0 I
B¯ 0
)
t
]
=
(
cosh(
√
B¯t)
√
B¯−1 sinh(
√
B¯t)√
B¯ sinh(
√
B¯t) cosh(
√
B¯t)
)
,
(24)
where
√
B¯ is the matrix square root of B¯. Substituting
Eqs. (14) and (16) into Eq. (23) and using Eq. (24), we
get
∆(t) ∼ cosh(
√
B¯t)e−γt/2v1(0)
+
√
B¯
−1
sinh(
√
B¯t)e−γt/2v2(0). (25)
To calculate
√
B¯, note that A, given in Eq. (13), is a
real symmetrical matrix, so B (and hence B¯), defined in
Eq. (15), is also a real symmetrical matrix and is hence
diagonalizable with real eigenvalues. Then we can write
B¯ = VDV−1, where D is a diagonal matrix. It follows
that
√
B¯ = V√DV−1, and √D is just the square root
of the entries along the diagonal of D. Thus, we see
from Eq. (25) that if we want ∆(t) to have exponential
divergence, we require e±
√
B¯t to have an exponential with
power greater than γ/2 as one of its terms. In particular,
e±
√
B¯t = e±V
√
DtV−1 = Ve±
√
DtV−1, (26)
so we would like one of the diagonal terms of
√D, i.e. an
eigenvalue of
√
B¯, to be larger than γ/2 in magnitude.
Hence, B¯ must have an eigenvalue greater than γ2/4 for
the LE to be positive.
By definition, B¯ = γ2/4− A¯, so if λB is an eigenvalue
of B¯, then λA = γ2/4− λB is an eigenvalue of A¯. Since
6we need λB > γ
2/4 for the LE to be positive, this means
we need λA < 0. However, the system is in thermal
equilibrium, so
∂2xixiU(x0(t)) = C
∫
Σ
∂2xixiU(x)e
−U(x)/Di dV
= C
∫
S
∂xiU(x)e
−U(x)/Di dσ
+
C
Di
∫
Σ
∂xiU(x)
2e−U(x)/Di dV, (27)
where C is the normalization constant, S the (fluctu-
ating) constant-temperature hypersurface, and Σ the re-
gion enclosed by S. Because we assumed B¯, and hence A¯,
is constant, the LHS of Eq. (27) is by definition just Aii.
Moreover, xi is bounded by S, so increasing xi for any i
will lead to higher potential energy, which means ∂xiU(~x)
is nonnegative on S. It follows the RHS of Eq. (27) is
nonnegative, so Aii ≥ 0. Consequently, all the diagonal
entries of A must be positive, and in particular tr A¯ ≥ 0.
It is now clear why the LE is always nonpositive in the
1-dimensional case, even with an external noise drive. In
the 1-dimensional case, A¯ is a scalar, so it is trivially
true that A¯ = tr A¯ = λA. However, as stated above, in
order for the LE to be positive, we need λA < 0, while
from Eq. (27), tr A¯ ≥ 0. Hence, there are simply not
enough degrees of freedom in one dimension to satisfy
these two conditions simultaneously and produce chaos.
Of course, this result is not entirely surprising since it is
well known that 1-dimensional Hamiltonian systems are
not chaotic (although driven ones can be). Nonetheless,
the calculation shows that in 1-dimensional systems with
noise-induced chaos, either the noise source is not exter-
nal, or the noise is such that the assumptions we made
no longer hold, e.g., lack of a fluctuation-dissipation re-
lation.
On the other hand, let us consider a 2-dimensional
system. Then the eigenvalues of A¯ are
λA =
tr A¯ ±
√
(tr A¯)2 − 4 det A¯
2
. (28)
In order to have a positive LE, one of the solutions must
be negative. This means it is necessary for either tr A¯ < 0
or det A¯ < 0. We cannot have tr A¯ < 0 by Eq. (27), but
we can choose det A¯ < 0. A simple numerical illustration
of this is
A¯ =
(
1 2
2 1
)
. (29)
With the choice γ = 2, indeed one of the exponents in
Eq. (25) is positive. We would like to emphasize though
that the entries in the above matrix A¯ are not the ac-
tual second derivatives of the potential; rather, they are
the time-averaged values. If we naively treat the en-
tries of A¯ as just the second derivatives of U(x0(t)),
then the potential is the quadratic potential U(x1, x2) =
(1/2)x21 + (1/2)x
2
2 + 2x1x2, which is unbounded below
along the line x1 = −x2 and thus obviously chaotic (in
an unbounded sense). However, if the entries in A¯ are
the time-averaged values of ∂xi,xjU(x0(t)) for a particu-
lar unknown bounded potential, then the LE is positive
for a system with weak noise.
We conclude this section with an explicit expression
for the LE. We showed that the solution to the linearized
version of the Langevin equation is given by Eq. (25):
∆(t) ∼ cosh(
√
B¯t)e−γt/2v1(0)
+
√
B¯
−1
sinh(
√
B¯t)e−γt/2v2(0). (30)
where v1(0) = ∆(0) and v2(0) = ∆˙(0) + (γ/2)∆(0),
and B¯ is given by Eq. (15). Note every eigenvalue
of B¯ is real as it’s a real symmetric matrix, so every
eigenvalue of
√
B¯ is purely real or purely imaginary.
Let λ√B+ be the maximum real eigenvalue of
√
B¯, and
λ√B− be the minimum real eigenvalue of
√
B¯, and let
λmax = max(|λ√B+|, |λ√B−|). Then we have the follow-
ing cases:
1. If λmax > γ/2, then ∆(t) ∼ e(λmax−γ/2)t for large
t, so the LE is positive.
2. If λmax = γ/2, then ∆(t) ∼ K for some constant
K, so the LE is 0.
3. If λmax < γ/2 or all the eigenvalues are imaginary,
then ∆(t) ∼ e(λmax−γ/2)t for large t, so the LE is
negative.
As we can see from above, the damping coefficient is
“suppressing” chaos, since if we take γ → 0, then a sys-
tem with a very small positive λmax is chaotic. But if
we slightly increase γ and presume the long time aver-
age A¯(t), and hence λmax is not affected, then the LE is
smaller in this new system. We remark that for exter-
nal noises, the noise term is decoupled from the damping
mechanism. Therefore, the damping mechanism is asso-
ciated just with the system, so the system is Hamiltonian
only if the damping coefficient γ is zero. In this case, the
third possibility given above is impossible as λmax ≥ 0
by construction. As our Hamilitonian system remains
Hamilitonian after coupling it to a Hamilitonian heat
bath, this shows that our conclusion is consistent with
the fact that for Hamilitonian systems, there are equal
number of positive and negative LEs in the spectrum, so
the maximal LE is always nonnegative, i.e. only the first
and second options above are valid.
IV. SYSTEMS WITH INTERNAL NOISE
We now proceed to examine internal noise. As before,
the Langevin equation is
x¨(t) + γx˙(t) = −∇U(x(t)) +
√
D dWint(t), (31)
7where the only difference from Eq. (12) is the fact that
dWint(t) is an additive internal noise term. (In principle,
the coupling can be more complicated, but we ignore
that here.) The noise term arises from coupling the sys-
tem self-consistently to an external dynamic structure.
As discussed in the Introduction, these degrees of free-
dom could be a dynamical model for a heat bath, such
as a collection of harmonic oscillators, or more generally,
‘fast’ modes in a system coupled to slower modes of phys-
ical interest. In any case, let us suppose there are m such
outside structures. Then we can label the position and
momentum variables of these outside structures as q(t) =
(q1(t), . . . ,qm(t))
T and p(t) = (p1(t), · · · ,pm(t))T , re-
spectively. Note that each qi and pj is an n-dimensional
vector representing the n-dimensional space the system
is in. As always, we remember that x is an n-dimensional
column vector, γ is a scalar, and D is an n× n diagonal
matrix, with the kth diagonal entry, denoted Dk, being
the noise intensity along xk.
We now emphasize that since we have internal noise,
the term dWint(t) is inherently dependent on both the
system initial conditions, x(0) and x˙(0), and the ‘noise’
initial conditions, q(0) and p(0). This time, when we lin-
earize the equation, we must decide to either only perturb
the system initial conditions or those for both the system
and noise. But perturbing the system initial conditions is
the same as perturbing both the system and the noise as
they are coupled, therefore, it doesn’t matter which one
we choose. This does not mean that coupling a system
to a noise source cannot change the system’s Lyapunov
exponent. Rather, we are stating that for a system al-
ready coupled to an internal noise source, the exponent
obtained by perturbing the system initial conditions is
the same as that obtained by perturbing the initial con-
ditions of both the system and the noise. For the rest of
the section we will perturb initial conditions for both the
system and noise during the linearization process.
Next, we note that here ‘noise’ is a term we use for
a complicated underlying process with unknown exact
behavior. Hence, for a particular internal Gaussian white
noise realization dWint(t), we can write
√
D dWint(t) =
∑
i
hi(p(0),q(0),x(0), x˙(0), t), (32)
where hi’s are unknown n-dimensional column vectors
involving the initial conditions, such that when averaged
over noise realizations (denoted as 〈· · · 〉n),
〈
√
Di dWint(t)〉n = 0,
〈
√
Di dWint(t)
√
Dj dWint(t
′)〉n =
√
DiDjδ(t− t′)
(33)
for all i, j. Now when we linearize Eq. (31), we perturb
the initial values x(0), x˙(0), q(0), and p(0). Denote the
perturbed variables ∆(t), ∆˙(t), ∆q(t), and ∆p(t), re-
spectively, and let x0(t) be the fiducial trajectory. Hence,
the linearized equation is
∆¨(t) + ∆˙(t) = −A(t)∆(t) + δ(
√
D dWint(t)), (34)
where A(t) ≡ (∂xixjU(x0(t))), the Jacobian of
∇U(x0(t)), and
δ(
√
D dWint(t)) =
∑
i
Πi(∆˜) (35)
is the perturbation of the noise term. Here, ∆˜ = (I, t),
where I denotes the initial conditions for the system and
the noise such as ∆p(0) and p(0). Note that every term
in Πi must, to first order (i.e. we Taylor expand func-
tions to first order), be proportional to one of the per-
turbed initial conditions, as all the terms not propor-
tional to an initial condition have canceled out from the
linearization. Furthermore, note that once we linearized
the equation, we no longer have a stochastic ODE. The
reason is because our perturbations are exact, so even if
in Eq. (31), we only knew the distribution of q(0) and
p(0), in Eq. (34), we chose exact perturbations of the ini-
tial conditions. This means that δ(
√
DdWint(t)) is not
white noise!
Now, we don’t actually know the exact forms of the
Πi’s, and without knowledge of these functions, we
cannot solve the linearized ODE Eq. (34). Therefore,
rather than letting the perturbations be exact, let us
allow the perturbations to be a distribution such that
δ(
√D dWint(t)) is Gaussian white noise when averaged
over all possible perturbations. In other words, we choose
the distribution to satisfy for all i, j, l,m
〈Πil(∆˜)〉p = 0, (36)∑
i,j
〈Πil(∆˜)Πjm(∆˜)〉p =
√
KlKmδ(t− t′), (37)
where 〈· · · 〉p denotes averaging over perturbations (so we
can pull x(0), x˙(0),q(0) and p(0) out as they don’t de-
pend on noise perturbations). Here Πil is the lth com-
ponent of Πi, and K is the diagonal matrix analogous
to D. While the above two conditions can certainly be
satisfied if the coupling is linear (so h → Π by chang-
ing x(0), x˙(0),q(0),p(0) to their perturbed quantities)
by virtue of Eq. (33), it is unclear as to whether the above
two conditions can be satisfied for all general couplings
between system and noise.
We should point out that it is fine to take the per-
turbations along some directions to be zero, since per-
turbing any one initial condition causes the trajectory
to be perturbed in all dimensions, as long as the vari-
ables are coupled. We will henceforth work under the
assumption that Eqs. (36) and (37) can be satisfied in
the system we’re working in. In particular, note that
K → 0 as∆(0), ∆˙(0),∆q(0),∆p(0)→ 0 by Eq. (37) and
the fact that every term in Πi is proportional to one of
the perturbed initial conditions by the paragraph under
Eq. (35). Thus, the distribution of the perturbations can
be thought of as a white noise with infinitesimal intensity
matrix K. This means that when studying systems with
internal noise, when we perturb the fiducial trajectory,
the noise term in it is not simply a new noise realization
8of intensity
√D, as done in Ref. [21]; rather, it has an
infinitesimal intensity.
By viewing the perturbations as distributions, we can
examine the mean and variance of the divergence be-
havior of perturbed trajectories due to slightly different
perturbations. Note that for calculating the LE of a sys-
tem, we don’t care what the perturbation is, as long as
it’s infinitesimal and not specified only in one direction
(the latter requirement makes sure we have a generic per-
turbation so the direction of the maximum exponent is
perturbed); this is Osledec’s Theorem. We emphasize
that there is nothing special about viewing the initial
perturbation as a distribution. We could have done the
same in a noise-free system or a system with external
noise. However, in both of these cases, to do so wouldn’t
change anything, as the linearized equation is Eq. (13)
~¨∆(t) + γ ~˙∆(t) = −A(t)~∆(t), (38)
where the initial conditions do not appear at all. It is
true that the solution contains the initial conditions, so
treating the initial perturbation as a distribution will now
cause the solution to be a distribution; nonetheless, the
exponential in the solution, and hence the LE, remains
the same. Viewing the initial conditions as a distribution
only helps if our system has internal noise, in which case
we do not know all the terms in the linearized equation
Eq. (34) and hence cannot evaluate it. Yet, because the
initial perturbation is generic, letting it be a distribu-
tion does not change the LE of our system. Therefore,
by examining the exponential behavior of the mean and
standard deviation of each variable xi, we can obtain the
exact LE of the system with internal noise. The reason
we cannot obtain the exponent through only the mean
is because the mean divergence is effectively obtained by
choosing a particular initial perturbation, which may not
have been a generic perturbation and hence may not give
the maximum exponent; the standard deviation, how-
ever, takes into account all generic perturbations.
From our arguments above, the linearized equation for
our system with internal noise is
∆¨(t) + γ∆˙(t) = −A(t)∆(t) +
√
K dW (t), (39)
where A(t) ≡ (∂xixjU(x0(t))) as before and dW (t) is our
perturbation distribution, which is Gaussian white noise.
Again let
z(t) =∆(t)eγt/2, (40)
so substitution yields
z¨(t)− B(t)z(t) =
√
K dW (t)eγt/2,
where B(t) = γ
2
4
−A(t). (41)
As before, let
v1(t) = z(t), v2(t) = z˙(t), (42)
and denote v(t) = (v1(t),v2(t))
T . Then our second order
ODE becomes
d
dt
(
v1(t)
v2(t)
)
−M(t)
(
v1(t)
v2(t)
)
=
(
0√K dW (t)eγt/2
)
≡ Γ(t), (43)
where
M(t) =
(
0 I
B(t) 0
)
. (44)
We keep in mind that M(t) is in fact a 2n× 2n matrix,
and Γ(t) is a 2n-dimensional column vector. As Γ(t) is
Gaussian white noise, for all i, j,
〈Γi(t)〉p = 0, 〈Γi(t)Γj(t′)〉p = Uij(t, t′)δ(t− t′), (45)
where
U(t, t′) =
(
0 0
0 Ξ(t, t′)
)
,
Ξ(t, t′) =


K1
√
K1K2 · · ·
√
K1Kn√
K2K1 K2 · · ·
√
K1Kn
...
...
. . .
...√
KnK1
√
KnK2 · · · Kn

 eγ(t+t′)/2.
(46)
Here, U is a 2n×2n matrix, with Uij(t, t′) = Uji(t, t′), so
all the conditions for a multivariate Gaussian white noise
are satisfied [35].
We now invoke the assumption that the trajectories
are sampling an equilibrum distribution over long times,
so that B(t) ≡ B and thus M(t) ≡ M are constants.
To solve Eq. (43), we first determine the homogeneous
solution vh(t):
d
dt
vh(t)−Mvh(t) = 0
⇒ vh(t) = eMtvh(0). (47)
We have already expanded this solution in the previous
section. Next, we want a particular solution for the in-
homogeneous case of Eq. (43). We will follow the steps
given in Ref. [35] and write
G(t) = eMt. (48)
Suppose vinhi (t) =
∑
j Gij(t)cj(t) for some cj ’s. Then
v˙inhi (t) =
∑
j
(
G˙ij(t)cj(t) +Gij(t)c˙j(t)
)
. (49)
Furthermore, by Eq. (43)
v˙inhi (t) = Γi(t) +
∑
j
Mijv
inh
j (t)
= Γi(t) +
∑
j
MijGjk(t)ck(t)
= Γi(t) +
∑
j
G˙ij(t)cj(t), (50)
9where we used Eq. (48) to obtain the last equality. Equat-
ing Eqs. (49) and (50) yields∑
j
Gij(t)c˙j(t) = Γi(t). (51)
In matrix representation,
G(t)c˙(t) = Γ(t). (52)
Thus,∫ t
0
G(t)c˙(t′) dt′ =
∫ t
0
G(t)G−1(t′)G(t′)c˙(t′) dt′
=
∫ t
0
G(t)G−1(t′)Γ(t′) dt′. (53)
The LHS is just vinh(t) = G(t)c(t). Recalling Eq. (48),
the complete solution to Eq. (43) is
v(t) = vh(t) + vinh(t)
= eMtv(0) +
∫ t
0
eM(t−t
′)Γ(t′) dt′. (54)
Taking the mean of both sides and applying Eq. (45)
yields
〈v(t)〉p = eMt〈v(0)〉p, (55)
so the mean of v(t) behaves in exactly the same way
as in the case for systems with external noise (c.f.
Eq. (22)). Furthermore, we want to calculate the vari-
ance of Eq. (54). Multiplying the ith and jth coordinate
of v(t) using Eq. (54), where i, j ≤ 2n, taking the aver-
age (see Ref. [35]), and applying Eq. (45), we obtain the
variance
σij(v(t)) = Gij(t)σij(v(0))
+
∑
k,s
∫ t
0
∫ t
0
Gik(t− t′1)Gjs(t− t′2)
× 〈Γk(t′1)Γs(t′2)〉p dt′1 dt′2
= Gij(t)σij(v(0))
+
∑
k,s
∫ t
0
∫ t
0
Gik(t− t′1)Gjs(t− t′2)
× Uks(t′1, t′2)δ(t′1 − t′2) dt′1 dt′2
= Gij(t)σij(v(0))
+
∑
k,s
∫ t
0
Gik(t− t′)Gjs(t− t′)Uks(t′, t′) dt′.
(56)
Hence, the variance of the ith variable is
σii(v(t)) = Giiσii(v(0))
+
∑
k,s
∫ t
0
Gik(t− t′)Gis(t− t′)Uks(t′, t′) dt′.
(57)
Now, by definition Eq. (48)
G(t− t′) = eM(t−t′) = exp
[(
0 I
B 0
)
(t− t′)
]
=
(
cosh
√
B(t− t′)
√
B−1 sinh
√
B(t− t′)√B sinh√B(t− t′) cosh√B(t− t′)
)
.
(58)
This is in fact a 2n× 2n matrix, so G11 for example does
not refer to cosh
√B(t − t′), but to the upper-left entry
of cosh
√B(t − t′). From Eqs. (40) and (42), we have
∆(t) = e−γt/2v1(t). Let us denote v1i the ith coordinate
of v1(t). Since this is also the ith coordinate of v(t) as
v(t) = (v1(t),v2(t))
T , it follows that for i ≤ n,
σii(∆(t)) = 〈(∆i(t)−∆i(t))2〉p
= 〈e−γt(v1i(t)− v1i(t))2〉p
= 〈e−γt(vi(t)− vi(t))2〉p
= e−γtσii(v(t)). (59)
It follows for i ≤ n, the variance of the ith component of
∆(t) is
σii(∆(t)) = Giiσii(v(0))e
−γt
+ e−γt
∑
k,s
∫ t
0
Gik(t− t′)Gis(t− t′)Uks(t′, t′) dt′,
(60)
where G(t− t′) is determined by Eq. (58) and U(t′, t′) is
determined by Eq. (46). The standard deviation of the
ith component of ∆ is thus
sd ii(∆(t)) =
[
Giiσii(v(0))e
−γt
+
∑
k,s
e−γt
∫ t
0
Gik(t− t′)Gis(t− t′)Uks(t′, t′) dt′
]1/2
.
(61)
Let us use our previous notation, where λ√B+ and λ
√
B−
are the maximum and minimum real eigenvalues of
√B,
respectively, and λmax = max(|λ√B+|, |λ√B−|). Recall
from Eq. (26) that
e±
√
Bt = e±V
√
DtV−1 = Ve±
√
DtV−1. (62)
Suppose λmax is the ith entry of the diagonal matrix√D. Then the ith row of e±
√
DtV−1 are all entries in-
volving eλmax , where we choose the sign of
√D so λmax is
nonnegative. Thus, every entry in e±
√
Bt = Ve±
√
DtV−1
involves eλmax . Cancellation may occur for some terms if√B has multiple eigenvalues λmax, but we do not expect
cancellation to occur for all terms. Then for large t,
Gij ∼ eλmaxt, (63)
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for some i, j. Hence, at least one term in the sum on the
RHS of Eq. (61) is proportional to
e−γt
∫ t
0
e2λmax(t−t
′)eγt
′
dt′
= e(2λmax−γ)t
∫ t
0
e(γ−2λmax)t
′
dt′
= e(2λmax−γ)t · 1
γ − 2λmax
(
e(γ−2λmax)t − 1
)
∼ |e(2λmax−γ)t − 1|, (64)
where we used Eq. (46) to conclude Uij ∼ eγt′ . Hence,
this term has a larger exponential than the first term on
the RHS of Eq. (61) and dominates the expression. It
follows that
sd ii(∆(t)) ∼
√
|e(2λmax−γ)t − 1|. (65)
Since the mean of ∆(t) is the RHS of Eq. (25) with dif-
ferent initial conditions, when λmax ≥ γ/2, the mean
and standard deviation of ∆ have the same exponential
behavior, while if λmax < γ/2 or λmax does not exist
(the eigenvalues are imaginary), the constant term in the
standard deviation dominates. As in the external noise
case, every eigenvalue of
√B is either purely real or purely
imaginary, and we then have the following cases:
1. If λmax > γ/2, then sd ii(∆(t)) ∼ e(λmax−γ/2)t for
large t, so the LE is positive.
2. If λmax = γ/2, then sd ii(∆(t)) ∼ K for some con-
stant K, so the LE is 0.
3. If λmax < γ/2, then sd ii(∆(t)) ∼ K for large t for
some constant K, so the LE is 0.
4. If the eigenvalue(s) of
√
B are all imaginary, then
sd ii∆(t) is sinusoidal, so the LE is 0.
This strongly resembles the cases in the previous section,
when we examined systems with external noise. How-
ever, we do note that the internal noise now prevents ex-
ponential convergence from occurring. Intuitively, this
makes perfect sense, since while the damping term γ
causes the phase space trajectories to converge, the noise
contributes energy into the system and hence counteracts
the damping. Clearly, since we are assuming the noise is
weak, it cannot have an impact on the chaotic behavior
of systems with positive LEs. However, if the system by
itself has a negative exponent, then the internal noise will
begin to dominate the separation of nearby trajectories
after a long time, as the noise terms stay constant while
the system terms become “weaker” due to damping. We
would like to point out, however, that even with internal
noise, we cannot have 1-dimensional chaos. This conclu-
sion can be easily seen by the same argument used for
the external noise case.
V. CONCLUSION
Our primary purpose here was to understand the basic
issues in defining the LE for a noisy system, in a situation
where a controlled analysis is possible. To do this we first
provided a context where ‘noise’ is more or less clearly
defined, by exploiting the oscillator heat bath paradigm.
Although this paradigm is by no means completely gen-
eral, it serves as an illustrative example for what, in prin-
ciple, needs to be worked out in more complex situations.
By using this model, we can define the LE in an uncon-
troversial way, by first linearizing around the dynamical
trajectory, and only later considering what terms need to
be thought of as noise, and under what circumstances.
We distinguished in our work between external and in-
ternal noise to avoid dynamical inconsistencies (see, e.g.,
the discussion in Ref. [3]). By setting up the the defini-
tion of noise following the oscillator heat bath approach,
we first considered the case of external noise as an uncon-
trolled limit of the model. Even in this case, the second-
order nature of the equations of motion and the existence
of a fluctuation-dissipation theorem helps us to arrive at
reasonable conclusions about the behavior of the LEs –
no chaos for one-dimensional systems, but the possibility
remaining open in higher dimensions.
Turning next to the case of internal noise perturba-
tions, we noted that the noise forcing terms in this case
cannot be set to zero after linearization, because of the
self-consistency requirement. A residual piece remains,
proportional to a set of (unknown) initial conditions for
the bath. In the case of a linear system-bath coupling
we can proceed by constructing a particular distribution
of initial conditions such that when averaged over it, the
perturbations arising from the initial conditions do have
the properties of Gaussian white noise, characterized by
an infinitesimal noise intensity matrix K. So, when the
fiducial trajectory is perturbed, it is not perturbed by the
original noise strength
√D, which can be much larger.
The late-time limit of the standard deviation of the per-
turbed trajectory ensemble can be used to find the max-
imal LE, using once again the fact that the trajectories
are exploring a canonical distribution.
Although our analysis helped shed some light on the
relationship between chaos and weak noise, it is only a
small step towards understanding this complex yet fas-
cinating relationship. For instance, our treatment was
restricted to the case of thermal equilibrium, and we did
not consider systems driven by external time-dependent
forces. In principle, explicit time-dependences can be in-
troduced into the oscillator models [37], but the possible
lack of a stable late-time distribution will likely restrict
the statements that can be made on an analytical basis.
Furthermore, our analysis also raises some possible im-
plications on how noise induced chaos may arise. Noise-
induced chaos is chaotic behavior in a system that arises
only when the system is coupled to noise. From our re-
marks in the last paragraph of Section IV, there cannot
be noise induced chaos in 1-dimensional ergodic (equi-
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lbrium) systems, so let us consider the case of higher-
dimensions. From Eq. (15) and taking B(t) ≡ B con-
stant, we see that Bii = γ
2/4 − Aii. But we also know
from Eq. (27) that
Aii = C
∫
S
∂xiU(x)e
−U(~x)/Di dσ
+
C
Di
∫
Σ
∂xiU(~x)
2e−U(~x)/Di dV, (66)
so Bii, and hence B, is dependent on noise intensity. Be-
cause the eigenvalues of
√B determine the LE of the
system, this means if B changes, the LE will potentially
also change. In particular, let us suppose our system
has a λmax slightly less than γ/2. Since our analysis of
systems with external noise formally resembles that of
noise-free systems as the noise term disappears via lin-
earization (see Eq. (13) and the paragraph below), this
means if λmax is slightly less than γ/2, then our system
has a negative LE. Now, let us couple this system to ei-
ther external or internal noise. If the noise intensity Di
is small enough such that the system coupled to the noise
is still approximately ergodic, but large enough to shift
the eigenspectrum of
√B such that λmax is now slightly
greater than γ/2, then our system now has a positive LE,
resulting in noise-induced chaos. However, how to couple
the noise so that such a shift in the eigenspectrum occurs
is still an open question, and one that is worth exploring.
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