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Munich, West Germany 
The complexity class BPP (defined by Gill) contains problems that can be solved 
in polynomial time with bounded error probability. A new and simple charac- 
terization of BPP is given. It is shown that a language L is in BPP iff 
(xcL--,3"-yVzP(x,y, z)) A (x¢L--r Yy3+z -7 P(x, y, z)) for a polynomial-time 
predicate P and for l Yl, [zl ~poly(dx]). The formula 3+yP(y) with the random 
quantifier 3+ means that the probability Pr({ ylP(y)})~> ½+ e for a fixed e. This 
characterization allows a simple proof that BPP c Zpp Ne, which strengthens the 
result of (Lautemann, Inform. Process. Lett. 17 (1983), "215-217; Sipser, in 
"Proceedings, 15th Annu. ACM Sympos. Theory of Comput.," 1983, pp. 330-335) 
that BPP_c)ZzP~/-I2 p. Several other results about probabilistic lasses can be 
proved using similar techniques, e.g., NpRG ZPP NP and '~2 p'BPP= ~2 p. © 1986 
Academic Press, Inc. 
1. INTRODUCTION 
Many arguments in the theory of cryptography make use of probabilistic 
algorithms. A goal in cryptography is to construct encryption schemes, 
which cannot be broken by probabilistic algorithms. The assumption is 
that problems solvable by probabilistic algorithms are easy or tractable, 
supposedly well below NP-complete problems. But in reality little is known 
about the power of probabilistic algorithms, such as those in the class BPP. 
Our goal is to understand BPP and to classify it as well as possible among 
other polynomial-time complexity classes. For  a detailed description of the 
classes we refer the reader to (Hopcroft and Ullman, 1979; Garey and 
Johnson, 1979; Gill, 1977; Zachos, 1982). Figure I shows the known 
inclusion relations between some complexity classes. 
125 
0019-9958/86 $3.00 
Copyright © 1986 by Academic Press, Inc. 
All rights of reproduction i any form reserved. 
126 ZACHOS AND HELLER 
ZPP  - -  
/ \  
P A - -  
R - -  RH-  BPP 
NP  PH-  PSPACE 
FIGURE 1 
We will use some notational abbreviations: 
1. In formulas describing x e L or x ¢ L, quantifiers are restricted to 
range over strings with length at most a polynomial of the length of x. 
Thus for example, for a polynomial-time predicate P, x eL~ 
3yVzP(x, y, z) is an alternate characterization for languages L in NP NP (NP 
with oracle from NP); see Stockmeyer (1977) and Wrathall (1977). 
2. The probability P r ({y lP (x ,y )})  is with respect o the set of all 
strings of length at most a polynomial of the length of x. I.e., for some 
polynomial p, 
Pr({y IP(x,y)})= I{y[P(x,y) A p(Ixl)>~lyl}b 
] {yl p(lxl)>~ ]y] }] 
3+yP(x,y) means that there is an a>0 such that for all inputs x: 
Pr({ Y l P(x, y) }) >/½ + e holds. 
3. Let Qi, Q/be polynomially bounded quantifiers, i.e., 3, V, 2 +. We 
define a complexity class (Ql Q2"Qk/QI '  Q: ' "Qk ' )  as follows: 
L e (QI"" Qk/Q1 .... Qk') iff (x e L --+ Q1 yl"" Qk YkP( x, Yl,..., Yk)) and 
(xC L ~ Ql' yl"'" Qk' Yk ~ P(X, yl,..., Yk)), 
for some polynomial-time predicate P. 
Note that co-(QIQ2'" " Qk/Q,' Qe' "" Qk') = (QI' Q2 .... Qk'/QI Q2"'" Qk). 
Similar alternations of existential threshold quantifiers have been 
investigated by Simon (1975). Using these notations let us review the 
definitions of some of the above complexity classes. 
DEFINITIONS. Nondeterministic polynomial time 
Random polynomial time 
Bounded error probability polynomial time 
Zero error probability polynomial time 
NP = (~/V) 
R = (3 +/V) 
BPP = (3 +/~ + ) 
A = NP c~ co-NP 
ZPP = R n co-R. 
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Note that the above definition of R is "decisive" in the sense that 
3yP(x, y) is enough to decide that x e L, whereas for BPP this is not the 
case, because 3yP(x, y) and 3y -1 P(x, y) are not contradictory. 
For definitions of the polynomial hierarchy PH and PSPACE see (Hop- 
craft and Ullman, 1979; Garey and Johnson, 1979; Stockmeyer, 1977; 
Wrathall, 1977); the random polynomial hierarchy RH is the union of 
complexity classes ~i r, where ~ l r=R and Z i+ l r=R zr (see also 
Zachos, 1983; Ko, 1982). 
It is helpful to have an algorithmic model for the above complexity 
classes in order to intuitively grasp properties of them. We will always have 
in mind nondeterministic polynomial-time Turing machines (see Hopcroft 
and Ullman, 1979; Garey and Johnson, 1979). For example, in the case of 
P, all possible computation paths give the correct answer; note that 
P = (V/V). In the case of ZPP, many paths give the correct answer, whereas 
the remaining paths give no answer at all (Las Vegas); in the case of A, 
there is at least one path that answers correctly, whereas the remaining 
paths give no answer at all. In the case of BPP, many paths give the correct 
answer, whereas the few remaining ones may give a wrong answer 
(Monte Carlo). Similar conditions hold for computation trees of languages 
in R and NP. 
A nondeterministic Turing machine can be augmented by a query tape 
and an oracle that can answer queries about some decision problemA 
without extra time costs. Thus for example NP saw represents he class of 
problems that can be solved by a nondeterministic Turing machine with 
NP behavior that can query an oracle for SAT. We can generalize this by 
allowing the oracle to be any one of some complexity classes: ClC2= 
{ClAIm ~C2}. Intuitively, C1 c2 is the class of languages accepted by the 
machines that characterize class C1, where the machines are outfitted with 
oracles from C2. We denote by C~ c2ti/,)l the class of languages accepted by 
machines of type C~ that are allowed to query at mostf(n) times an oracle 
from C2 on inputs of size n. It turns out that some oracle classes collapse, 
i.e., the information given by the oracle does not enhance the power of 
the computation: PP=P, ZPP zPP=ZPP, BPP Bvv=BPP, A ~ =A, 
pZpp =ZPP, pBPP= BPP, NP ~ =NP, etc. For others it is known that 
one query to the oracle is enough to yield all languages of the 
class: NpNP = NpNP[1], ,~NP = z~NP[1] ,  R R = RR[13, ZppR = zppR~], 
Np R =NP RE~3, NpBPP=NP "vv[13 (This last equality requires a slightly 
more involved argument.) NpNP=NP NP[13 is essential for the alternate 
characterization of NP NP, namely NpNP=(~V/V3). For all known 
inclusions, the relativized inclusions are also valid: e.g., A cNP  implies 
A R _ NP R, R c NP implies NP R _ NP Nv. 
Another property, that we will be frequently using, is the robustness 
property of classes defined by means of the random quantifier 3+. By 
643/69/1-3-9 
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robustness we mean the invariance of the class defined when the excess 
probability e is varied; e.g., e > 1/q(lxl ) (for a polynomial q) is enough in 
the definition of BPP (resp. R). On the other hand, a>½-1/2  q(Ixl) is not 
stronger. The following lemma demonstrates the proof technique for 
robustness results (see also Zachos, 1982). 
DEFINTION. BPP1 is the class of languages L for which there exists a 
polynomial-time nondeterministic Turing machine M such that: 
x e L -~ Pr(M rejects x) < -~ 
and 
x ¢ L ~ Pr(M accepts x) < ~. 
BPP2 is the class of languages L for which, for any given polynomial q, 
there exists a polynomial-time nofideterministic Turing machine M such 
that: 
x ~ L ~ Pr(M rejects x) < 1/2 q(Ix I) 
and 
x • L --* Pr(M accepts x) < 1/2 q(ixl). 
LEMMA 1. BPP1 = BPP2. 
Proof  1. BBP 2_~ BPP1 is trivial. 
2. To show BPP1 -~ BPP2 : Let L ~ BPP1 ; i.e., there is an M such that 
x e L ~ Pr(M rejects x) < 
and 
x ¢ L -~ Pr(M accepts x) < I. 
Let q be an arbitrary polynomial, k = q(lx] ) + 1 and p = 81-. 
Consider the following nondeterministic algorithm A. 
ALGORITHM A. Choose nondeterministically 2,k computation paths of 
M on x. Take the majority vote of the 2,k outcomes. The time needed to 
perform 2,k computations of M is still polynomially bounded. 
We show that the probability P that more than half of the 2*k com- 
putation paths give a wrong answer is <1/2 q(Ixl~, and therefore A com- 
putes L with error probability 1/2 q(Ixl )" 
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P= E p'(1-- 
i=k  
k 
< Z 4*P*+'( 1 -P )* - '  
i=0 
<< ~ 4kpk(p/(l_p))i 
i=0 




(since (2k) ,.< (2k) < 4 * ) 
(since (1 _p)k< 1 ] 
(summing the geometric series) 
(since 1/(1 - 1P_-~) ~< 1 _~12p < 2 ) 
(since p = ~) 
Q.E.D. 
2. NONDETERMINISTIC VERSUS PROBABILISTIC CLASSES 
It seems very improbable that NP is contained in BPP. Evidence for this 
are the following facts: 
1. The previous lemma shows that BPP problems can be solved in 
practice with arbitrary small error probability whereas this is not known to 
be the case for all problems in NP. For example the problem "is x a perfect 
member" is in BPP (Bach, Miller and Shallit, 1984) and thus can be 
decided easily. 
2. Using random oracles, BPP collapses to P with probability one, 
whereas NP C P with probability one (Bennet and Gill, 1981). 
3. If we assume NP _c BPP, we can deduce R--NP, PH _~ BPP, and 
PH collapses at the second level, neither of which corresponds to our 
intuition (Ko, 1982; Zachos, 1983). 
Thus trying to prove BPP _ NP or BPP _ Z ,  p for some k > 1, seems to 
be a more reasonable project. As a matter of fact, Sipser showed 
BPP_ 324 p and Gacs (Sipser, 1983) and Lauteman (1983) improved this to 
BPP _ S2 p. A simplified proof of this fact follows directly from our proof. 
In addition, our proof demonstrates that a poly-size circuit argument 
(Adleman, 1978) is basically enough to show BPP_ NP NP. 
To clarify the relationship between ondeterministic and probabilistic 
complexity classes we prove a technical lemma concerning the quantifiers 
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3 ÷ and V. Roughly speaking it shows that the quantifier string V3 + can be 
replaced by 3 +V. C is here a collection of strings. 
LEMMA 2. Vu3+vP(x,u,v)--*3+ Clcl<~q(lxl)Vu\/~cP(x,u,v) for a 
polynomial q. 
Note that for a polynomial-time predicate P(x, u, v): P'(x, C, u)= 
V~c P(x, u, v) is also polynomial-time. 
Proof Assume Vu3+vP(x, u, v). Let p be a polynomial s.t. for all u 
with Lul ~<p(lx]) and considering only v with Ivl ~<p(lxl): 
Pr({v[P(x, u,v)})>½+a. Let q be given by q(n)=p(n)+3. We estimate 
the probability for C with ] C] = q(I x f ) that --n VuV~ ~ c P(x, u, v): 
Pr ({Cl~ u /~ m P(x,u,v)})=Pr(  U fCI A -nP(x ,u ,v )})  
u<~p( lx l )veC \u<~p(lx l )  t. v~C 
~< 2 Pr ({Cl""  }) 
u<~p(Ixl) 
u<~p( lx l ) i= l . . .q ( lx [ )  
(Similarly if we consider all C's with [ C[ ~ q(lx[ ). Choose q(n) sufficiently 
larger.) Therefore for most of the C:VuVv~cP(x,u,v), i.e., 
3 + CVuV~ c P(x, u, v). Q.E.D. 
Remarks. 1. This lemma is still valid if we replace P(x, u, v) by any 
quantified or unquantified formula S(x, u, v). 
2. The argumentation used in the proof is similar to the one used by 
Adleman (1978) to show that R has polynomial-size circuits. 
3, (3 +V/W) _~ R Nv. Observe that RNV = R(vNP) = ~)ppolynomial 
R NvEp(n)l. The R machine can ask the NP oracle polynomially many times. 
Therefore it seems unlikely that RNP_ ~ (3 +V/V~). 
4. NpR_~(~V/V3+). This follows from NpR---NP R{I? (i.e., 
languages in NP ~ can be recognized by an NP machine with one query to 
an R oracle, which is always answered negatively in case of acceptance). 
Also: R NvE1]- = (3 +V/V3). 
5. NpR= (3V/V3+) * where (3V/V3+) * is defined as follows: 
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(1) x~L  ~ 3uVvP(x, u, v) 
(2) xC L--e Vu~+v -n P(x, u, v) 
(3) VxVu(3v ~ P(x, u, v) ~ 3+v "-7 P(x, u, v)) 
some polynomial-time P. 
PROPOSITION 3. NP R ~ R NP. 
Proof. Let Le(3V/V3 +)*. By (5) and Lemma2 (reworded 
appropriately using (1)) we have Vx3 + CVu(~v ~ P(x, u, v) 
V~c -7 P(x, u, v)). Hence, 
xeL  ~ 3+CVu[3y ~ P(x,u,y)--* V ~ P(x,u,v)l  A 3uVvP(x,u,v) 
veC 
veC vEC 
x4~ L ~ Vu3+v 'q P(x, u, v) 
--, vC IVu(3y~P(x ,u ,y ) - - ,  V -n P(x,u,v) ) - ,  VuV ~P(x,u,v)  ]. 
veC v~C 
This shows : L e (t +/V) NP = R NP. Q.E.D. 
COROLLARY. Np R c Zpp  NP. 
Proof. We can show in a similar way that NpR_  C co-R NP and therefore 
NP R __ ZPP NP. Q.E.D. 
Remark. This corollary can be strengthened to: NP R~_ ZPP NPE2j. 
3. A DECISIVE CHARACTERIZATION OF BPP 
In the sequel we will give a complete characterization for the complexity 
class BPP. Let us first state a trivial lemma. 
LEMMA 4. Vu3+vP(x,u,v)--*V C 3+v / \  P(x,u,v). 
ICt<~q(lxl)  u~C 
Proof Without loss of generality (see Lemma 1) assume that 
Vxgu Pr({ v j P(x, u, v) } ) ~> 1 - 1/2 p/Ixl) for some polynomial p. For a given 
C, Icl<<.q(lxl), 
ueC u~C 
for sufficiently large x. Therefore V C I ct ~< q(lxl) ~ +v/~u ~ C P(x, u, v). Q.E.D. 
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THEOREM 5. BPP= (:l+V/V~+). 
Proof 1. Let L be in BPP=(3+/3+);  i.e., x~L- -*3+uP(x ,u)  and 
x¢ L ~ 3 +u-7 P(x, u) where the quantification over u is bounded by the 
polynomial p, i.e., xeLe-~3+u[u<<.p(lxl) A P(x, u)]. 
x ~ L ~ 3 + uP( x, u) --* Vs3 + uP(x, (u + s) mod 2 p(ix I)) 
(by Lemma 2) ~ 3+CVs[V ,~cP(x ,  (u+s) mod 2p(Ixl))]. 
x ¢ l ~ 3 + u 7 P(x, u) ~ Vs3 + u -7 P(x, (u + s) mod 2 p(Ixl)) 
(by Lemma 4) ~ V Cic I <~ q(I xl) 3 +u /~s ~ c -1 P(x, (u + s) mod 2 p(Ixl )). 
The argumentation above shows that L s (3 +V/V3 + ). 
2. Let Le(3+V/V3+), i.e., x~L~3+uVvP(x ,u ,v )  and x¢  
L~Vu3+v--7 P(x,u,v).  Without loss of generality assume that for 
xeL :  Pr ({u lVvP(x ,u ,v)})> ] and for xCL  for all u, (u<<.p(lx[)" 
Pr({v[-1 P(x ,u ,v )})> 3. Then for xEL :Pr ({ (u ,v ) lP (x ,u ,v )})> 3 and 
for xCL:  Pr({(u, v)[ -7 P(x, u, v)})> 3. This shows Le  (3+/3+)=BPP.  
Q.E.D. 
COROLLARY. 1. (3 +'V'/'q3 +) is closed under complementation, i.e., 
(3 +V/V3 + ) = (V3 +/3 +V). 
2. BPP ~ NP NP and also BPP ~ zJ Np (see Lautemann, 1983). 
3. BPP_  R NP and thus also BPP c Zpp NP. 
It should not go without notice that similar proof techniques for similar 
results have been applied by Sipser (1983) and Lautemann (1983). Our 
proof simplifies the argumentationmssentially  modified version of 
Adleman's (1978) proof is sufficient. The result shown here is stronger than 
those in (Sipser, 1983; Lautemann, 1983): we have a complete charac- 
terization of BPP. 
We say the characterization f BPP is decisive in the following sense: 
For L~BPP,  i.e., x~L--+ 3+uVvP(x, u, v) and xCL  ~Vu3+v ~ P(x, u, v) 
we have: 3uVvP(x, u, v )~ x~L and Vu3v ~ P(x, u, v )~ x(~L. That means 
even if the "+" is dropped, it can be decided whether x ~ L or x ~ L. Note 
that this is not true for the (3 +/3 +) characterization f BPP. 
4. VARIOUS CONSEQUENCES 
The nice characterization of BPP in Theorem 5 leads to the con- 
sideration of the generalized classes (3 +V3 +/V3 +V), (3 +V3 +V/V3 +V3 + ),. .... 
defined by a fixed number of alternations of the quantifiers q+ and V. The 
next lemma shows the surprising fact that all these classes equal BPP and 
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therefore the hierarchy defined by alternations of 3 + and V collapses at the 
second level. 
LEMMA 6. BPP= (3+V3+/V3+V). 
Proof We show (3 +V3 +/V3 +V) _c (3 +V/V3 +). The argumentation used 
in the proof of Theorem 5 is invariant under relativization. That means the 
following is true: For all XcY ' * :BPP  x=(3+v/v3 +)x, where 
(3+V/V3+) x={L l fo r  all x :x~L-~3+uVvpX(x ,u ,v )  and xf~L~ 
Vu3+v-q pX(x, u, v) for some polynomial predicate P relativized to X}. 
Using the relativized result we can argue in the following way: 
(3 +V3 +/W +V) _= (3 +V3 +V/V3 +V3 + ) _= (3 +V/W + )""P 
= BPP BPP = BPP = (3 +V/Vq + ). Q.E.D. 
COROLLARY. For any k >~ 2, 
(3+V3 +.-- Q/V3+V.. .  Q') = (3+V/V3 +) 
k quantifiers k quantifiers 
where Q = 3 + and Q' = V if k is odd, and Q = V and Q' = 3 + otherwise. 
The previous results essentially showed that 3 + and V quantifiers can be 
interchanged and therefore a quantifier string with k alternations of 3 + and 
V does not yield more than just one alternation. The next theorem shows 
the consequence of this effect when the usual polynomial quantifiers 3 and 
V are applied to the class (3+V/V3 +)= BPP. 
THEOREM 7. ~-~2 p'BPP ~- ~,2 p. 
Proof Let L e X2 "'BPP, i.e., x ~ L*-* 3sVlpBPP(x~ S, l)~ where the quan- 
tification is bounded by some polynomial p. Define the relation H by 
H(x,s,  t)+-~ Isl, Itl <<.p(Ixt) A PBPP(x,s, t). Since PBPP=BPP we get 
HeBPP  and therefore (x, s, t )~H-~ 3+uVvP'(x, s, t, u, v) and 
(x, s, t) ¢ H--* Vu3 +v -1 P'(x, s, t, u, v) for some polynomial-time predicate 
pt. 
Therefore x~L ~ 3sVt3 +uvvP'(x, s, t, u, v) [and by Lemma 2] --* 
3s3 + CVt ~/,~ c VvP'(x, s, t, u, v) --* 3(s, C) Vt ~/~ c VvP'(x, s, t, u, v). On the 
other hand, 3(s, C) Vt Vu~ c VvP'(x, s, t, u, v) --* 3sVtSuVvP'(x, s, t, u, v) 
3sVt3+uVvP'(x, s, t, u, v) [-BPP is decisive] -~ x~L.  
Note that 3(sl C) Vt Vu~ c VvP'(x, s, t, u, v) is a ~2 p predicate. Q.E.D. 
Theorem7 shows that using a BPP oracle does not add 
any computing power to classes as low as ZzPc~2 p. On the other 
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hand, there is no reason to believe that Z2P:~z2p~rle')=SZ2 p 
(Z2" c~ F6" )~z~ ne~ = Z2 p c~ F6¢  
or that 
5. CONCLUSION 
We have a new characterization of the class BPP, which also gives some 
insight into the effect of alternating quantifiers 3, 3 +, and V (see Lemma 6 
and Theorem 7). There is, however, one more question which we are not 
able to answer. We wanted to prove: BPP= R R" R R_  BPP is trivial. If 
L~BPP then x~L ~ 3+uVvP(x, u, v) and xCL  ~ Vu~+v -7 P(x, u, v). To 
prove L~R R we would also need to show Vu[3v ~ P(x, u, v )~ 
3+v ~ P(x, u, v)]. This is obviously true in case xq~L. We could not show 
that it is also true for x ~ L. 
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