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Fig. 1: The proposed idea of learning context-aware zero-shot regression
models in the paper. The context variables are the additional features
which effect the interaction dynamics being considered. The goal is for
the learning agent can generalize to different context variables using the
proposed approach.
Abstract—Learning accurate models of the physical world
is required for a lot of robotic manipulation tasks. However,
during manipulation, robots are expected to interact with un-
known workpieces so that building predictive models which can
generalize over a number of these objects is highly desirable. In
this paper, we study the problem of designing learning agents
which can generalize their models of the physical world by
building context-aware learning models. The purpose of these
agents is to quickly adapt and/or generalize their notion of
physics of interaction in the real world based on certain features
about the interacting objects that provide different contexts to
the predictive models. With this motivation, we present context-
aware zero shot learning (CAZSL, pronounced as casual)
models, an approach utilizing a Siamese network architecture,
embedding space masking and regularization based on context
variables which allows us to learn a model that can generalize
to different parameters or features of the interacting objects.
We test our proposed learning algorithm on the recently
released Omnipush datatset that allows testing of meta-learning
capabilities using low-dimensional data.
I. INTRODUCTION
Designing learning agents that can reliably perform robotic
manipulation tasks is challenging [1]. One of the reasons
among many others is that robotic manipulation deals with
a lot of challenging phenomena such as unilateral con-
tacts, frictional contacts, impact, and deformation. These
phenomena are challenging to understand or model even
when considered individually, and manipulation requires
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Fig. 2: Three outlined top-down views of Omnipush objects with different
shapes and weights. Red circles inside the object indicate the positions of
weights. As explained in [2], the pushing dynamics depends on the mass and
shape of the object. It is desirable that a learning agent can quickly adapt
its notion of pushing interaction based on these attributes of the objects.
These attributes of a novel object can be obtained from an auxiliary system
(e.g., a vision system). Images are reproduced from http://web.mit.
edu/mcube/omnipush-dataset/ with permission from authors [2].
considering several of these simultaneously. Consequently,
it is difficult to either derive or learn precise models of in-
teraction that can model different robotic manipulation tasks.
Furthermore, robots are expected to interact with unknown
workpieces so that building predictive models which can
generalize over objects is highly desirable and of practical
value [1]. For example, Figure 2 shows objects from the
Omnipush dataset [2] where the pushing dynamics depend
on the shape and mass distribution of the objects being
pushed. While humans generalize effortlessly to variation in
different physical properties of objects during interaction, it
is difficult for robots to understand this generalization during
interaction [3], [4], [5], [6].
Learning accurate models of the physical world is pre-
requisite for many model-based robotic manipulation tasks.
The motivation of our work is to train general purpose
AI agents that can adapt their model of physical systems
(e.g., interaction) using some extra features which can be
easily obtained using auxiliary systems. For example, the
interaction dynamics between two objects can depend on
their mass, shape, size, etc. These features for a new object
can, however, be easily estimated using state-of-the-art vision
systems or can be encoded into state-representation features.
The learning agents can then adapt their notion of the
interaction physics based on these additional inputs. This
is very similar to how humans adapt their model of objects
based on some features that they can sense. Throughout the
paper, we call these additional features as context. These are
analogous to parameters in classical modeling approaches.
We propose zero-shot regression models outlined pictorially
in Figure 1 which are trained using neural networks while
using these additional context variables. While the concepts
ar
X
iv
:2
00
3.
11
69
6v
1 
 [c
s.L
G]
  2
6 M
ar 
20
20
of meta-learning and zero-shot learning are very popular in
machine learning literature [7], they have not been widely
studied in robotics [2].
Supervised deep learning models are increasingly popular
to model complex relationships in physical systems [8], [9].
The advantage of deep learning models lies in their superior
ability to learn complex, non-linear spatial and temporal
behaviors through the choice of large network architectures,
which can then be optimized using large amounts of data.
However in real applications, we are often unable to col-
lect comprehensive datasets that cover all possible contexts,
states and actions. For instance, we may be able to conduct
physical experiments with a range of initial conditions for
data collection, but not able to observe for all possible initial
conditions. Inductive biases typically allow deep learning
models to generalize well to further samples collected under
the same contexts. This renders such models suitable for
applications with a finite and fixed set of contexts. However,
they may fare poorly with out-of-distribution samples from
unseen contexts due to the lack of ability to generalize across
contexts [10], and hence need additional procedures such as
context identifiers to correct for this [8].
Inspired by these problems, we present a context-aware
zero-shot learning method, CAZSL, for learning predictive
models that can generalize across object-dependent context
variables. We present a novel combination of context-based
mask and regularizer that augments model parameters based
on contexts and constrains the zero-shot model to predict
similar behavior based on similarity in contexts. This allows
us to make accurate prediction on novel objects by adapting
the model based on the newly available context. The results
of the proposed CAZSL method is reported using the Omni-
push dataset which provides a diverse dataset with different
objects for pushing dynamics. The proposed idea is presented
pictorially in Figure 1, which presents the idea of CAZSL
for the Omnipush dataset to generalize over the shape of
objects for pushing. We demonstrate empirically that CAZSL
improves performance or performs comparably to meta-
learning and baselines methods in numerous scenarios.
Contributions: The proposed paper has the following
contributions.
1) We present a context-aware zero-shot learning
(CAZSL) modeling approach with the motivation of
building agents that can quickly adapt their notion of
physics based on object-dependent context (analogous
to parametric representation). We propose a novel com-
bination of context mask and regularizer to constrain
the model using similarities between contexts.
2) We compare the proposed algorithm against several
others methods on the recently released Omnipush
dataset [2] providing new benchmark results for gen-
eralization.
Note that this paper only shows results for modeling
using the proposed zero-shot learning approach. Use of the
proposed models for model-based control is deferred to a
future publication.
II. RELATED WORK
The work presented in this paper is mainly motivated
by the goal of creating generalizable models for learning
complex interaction dynamics. These kind of physical inter-
actions are common in a lot of physical systems. Interaction
between objects especially play a big role in robotic manip-
ulation where a robot interacts with its environment using
selective contacts [1]. Learning accurate predictive models
of physical systems and interactions is a very active area of
research in robotics and machine learning communities [11].
Model learning has been studied extensively in both
machine learning as well as robotics community. The goal
of these techniques in robotic manipulation is to learn
high-precision models of interaction of the robot with the
physical world which can be then used for synthesizing
controllers [12], [13], [14], [15], [16]. Among the possible
ways to manipulate an object, pushing stands out as one of
the most fundamental. As such, it has gained a lot of attention
and thus, has been extensively studied [17], [18], [19], [20].
However, creating reliable models for pushing requires good
models of friction, contacts, etc. which still remains poorly
modeled in most of the state-of-the-art physics engines. As
a result, a lot of data-driven approaches have been proposed
based on either learning these interaction models entirely
from data or augmented with prior physical knowledge [9],
[21], [22]. However, the dynamics of pushing interaction is
affected by the physical attributes of the object being pushed
(e.g., their shape, mass, size, etc.). As a result, the models
learned for a particular object may perform poorly on novel
objects [2]. Motivated by this problem and to allow study
of generalization to different objects, the Omnipush dataset
was released recently [2]. We also draw motivation from
this problem and present a technique that can generalize
to different objects during a manipulation process and thus,
can be used to predict the interaction with different kind of
objects. With this goal, we propose a zero-shot regression
technique that can generalize using contexts available from
different objects. This paper focuses on evaluations through
the Omnipush dataset, but we believe that the proposed
method is general and can be used to study generalization
over other different interactions.
Zero-shot learning algorithms in machine learning are
primarily focused on classification problems where either the
target classes are rare or expensive to obtain, or the number
of target classes is large [23]. These methods assume there is
a finite number of classes and may not be easily transferable
for use in regression settings. The common technique for
zero-shot learning is to make use of auxiliary information
or semantic representations, such as object attributes [24],
[25], [26] and images [27], to assist learning a model that
can generalize to unseen classes. The auxiliary information is
usually embedded into a latent space, and regularization has
been used to make the embedded representations for each
class more separable [28]. We apply a novel regularization
where the embedding function is learned according to the
distance between contexts, thus maintaining an ordering
where more similar contexts are embedded closer together.
This allows for a continuous spectrum of contexts instead of
a finite number of class prototypes.
III. BACKGROUND
In this section, we provide some background on the
relevant learning approaches that will be referred to in the
rest of the paper and allows clarity for readers not familiar
with these learning approaches.
A. Siamese Networks
A Siamese neural network consists of two copies of
a network which both take a unique input and compute
a distance metric between the two feature representations
generated [29]. The parameters of the two copied networks
are shared, ensuring that inputs which are similar, according
to application-specific definition, result in a lower distance.
Siamese networks have been used for object tracking, one-
shot image classification and image matching [30], [31],
[32] and in robotics applications such as robotic surgery and
indoor navigation [33], [34].
B. Neural Network Masking
Deep neural networks are often highly over-parametrized
[35] meaning that a large number of weights or layers
are redundant and can be pruned [36]. In many pruning
strategies, pruning of weights is performed using a binary
mask [37], [36], and in other works it has been shown
that binary weights are sufficient for state-of-the-art accuracy
[38], [39], [40], [41], [42]. By considering a fixed backbone
network
fpxq “ fLpfL´1p. . . f1pxq . . . qq
trained on one dataset, and training an additional set of mask
weights m1pxq, . . .mLpxq on a second dataset, the resulting
new network
hpxq “ hLphL´1p. . . h1pxq . . . qq
where hipxq “ fiÂmipxq as illustrated in Figure 3 has
been found to achieve state-of-the-art performance on a
second task [43], [44], [45]. Recent work has also shown
that training a mask on an un-trained randomly initialized
network achieves accuracies near state-of-the-art on image
classification [36]. In all cases, a deep neural network, trained
to specialize in a given task, can be augmented to perform
additional tasks by applying a mask on its parameters.
In this work, we utilize both the architecture of Siamese
neural networks and masks to better incorporate object con-
texts into neural network models, such that existing models
can better generalize over object properties.
IV. PROPOSED CAZSL
In this section, we describe the CAZSL method to ef-
fectively incorporate context information into the learning
paradigm of neural network models. This allows the learning
agents to adapt their model of a real-world physical system
based on properties of the interacting objects such as mass
and shape, and hence be able to generalize their predictions
Fig. 3: Overview of masking a deep neural network from [43]. The original
weights of the network fp¨q are updated by a learned mask mp¨q through
elementwise product to obtain a new set of weights for the network hp¨q,
allowing the network to specialize for a new set of inputs different from
the original.
Fig. 4: Proposed CAZSL model; (a) the CAZSL network is a Siamese
network which ensures that the same object-push input pairs attain the same
predicted state output, (b) regularization on the input context and context
embedding mask enforces similar objects to have similar intermediate
representations, (c) intermediate representations are altered by the context
mask so that the network can guide its output based on knowledge of
object properties, (d) the final predicted state is estimated from the masked
intermediate representation which incorporates the context.
even towards new unseen objects. The proposed method uses
a Siamese network and masking as shown pictorially in
Figure 4. Regularization on the context inputs as well as the
context mask embedding aims to enforce similar intermediate
representations based on similarity in contexts. This idea is
explained in more detail in the following text.
A general predictive model takes the form of
yt`1 “ gpxt; Θq
for a deep neural network model g parameterized by Θ. The
inputs at time t are observations xt. The outputs are denoted
yt`1, which are the prediction targets at time t`1. However,
the Θ learned tends to be biased towards training samples
available and the resulting model does not generalize well to
out-of-distribution samples.
We learn the model g in an end-to-end fashion to incorpo-
rate the ability to generalize to new objects through a novel
combination of context mask with a regularization term. We
propose learning
yt`1 “ g˜
´
xt, c; Θ˜
¯
where g˜pxt, cq “ g`pg`´1p. . . g1pxtqÂmpcq . . . qq is the
original `-layered deep neural network with an additional
non-linear context mask mpcq which depends on the context
c. The context mask is jointly learned by a neural network,
and is applied as an elementwise product on the activations
from the first layer. The mask augments the embedded input
based on context.
Further, we encourage learning Θ˜ such that if
dpc, c1q ă dpc, c2q,
then
}mpcq ´mpc1q}F ă }mpcq ´mpc2q}F
for contexts c, c1 and c2 where } ¨ }F denotes the Frobenius
norm, and d is a suitably chosen distance function defining
the magnitude of difference between two contexts. The key
idea is that physical dynamics are more similar under more
similar contexts. For instance, we would expect the objects in
Figure 2a and 2b to behave more similarly to each other when
pushed than Figure 2a and 2c, since the first pair of objects
shares three common sides while the second pair shares
two. The constraint would allow the model to generalize
to new out-of-distribution contexts not in the training set,
by interpolating or extrapolating based on object attributes
observed in the training set. We impose this constraint
through the regularization component which we refer to as
context regularization:
λ1
`}mpcq ´mpc1q}F ´ λ2dpc, c1q˘2
to be added to the prediction loss in the objective function.
The twin network architecture of Siamese networks allows
pairwise comparison of inputs. The network g is trained
through a Siamese network structure to optimize the ob-
jective function over pairs of inputs qpiq “ `xpiq, cpiq˘ and
qpjq “ `xpjq, cjq˘, dropping time indices tpiq and tpjq in the
expression for simplicity. The complete loss function for a
pair of inputs is:
L
´
qpiq, qpjq; Θ˜
¯
“ (1)
1
2
´
L˜
´
qpiq; Θ˜
¯
` L˜
´
qpjq; Θ˜
¯¯
` λ1
´∥∥∥m´cpiq; Θ˜¯´m´cpjq; Θ˜¯∥∥∥
F
´ λ2d
´
cpiq, cpjq
¯¯2
where L˜ is the prediction loss function.
Throughout our experiments, we model
p
´
yt`1|qt, Θ˜
¯
“ N
´
g
´
xt, c; Θ˜
¯
;σ2
¯
and L˜ is the negative log likelihood of the prediction.
Additionally, we consider two distance functions over the
vectorized context inputs for our context regularizer:
1) L2 regularization: Euclidean distance function
d
´
cpiq, cpjq
¯
“
∥∥∥cpiq ´ cpjq∥∥∥
2
,
2) neural regularization: kernel distance function
d
´
cpiq, cpjq
¯
“ φT
´
cpiq
¯
φ
´
cpjq
¯
.
In the kernel distance function,
φpxq “W2 maxp0,W1xq
is a two layer fully-connected network, or
φpxq “W avg-pool pmax p0, convpxqqq
which involves learning the spatial features of x through a
convolutional neural network when x is an image. Using L2
regularization is reasonable when the context variables are
continuous, and neural regularization may be more advanta-
geous when the relationship between the context variables are
highly non-linear, as in many dynamical systems. Another
benefit of the neural regularization is that hyperparameter
λ2 can be absorbed and learned, and we fix λ2 “ 1 for all
experiments with neural regularization which is equivalent
to not setting the second hyperparameter.
V. EXPERIMENTS AND RESULTS
We present results to clarify, motivate and justify the use
of the proposed CAZSL method for zero-shot learning. To do
so, we perform a series of numerical experiments to answer
the following questions.
1) Is the inclusion of context helpful towards learning?
2) Does CAZSL improve regression performance on out-
of-distribution samples?
3) How should the distance function in CAZSL be se-
lected?
We evaluate our method on a simple regression task
as well as six experiments using two contexts from the
Omnipush dataset [2]. In the following subsections, we
abbreviate competing methods evaluated as ANP (attentive
neural process), FCN (fully-connected network), and FCN
+ CC (FCN with context concatenated to input). ANPis a
meta-learning method that uses an attention mechanism on
relevant context points for regression [10], and FCN is a 4-
layer fully-connected neural network. These two methods are
used in the Omnipush data-release paper [2] and they do not
make use of context information. We apply our proposed
context mask and regularization directly on FCN for easy
comparison of their effects. We abbreviate variations of our
proposed CAZSL method for ablation studies as FCN + CM
(FCN with context mask), FCN + CM + L2Reg (FCN + CM
with L2 context regularization), and FCN + CM + NeuralReg
(FCN + CM with neural context regularization).
We point out that the FCN predicts a Gaussian density
for each sample as defined by a mean yˆt`1 and standard
deviation σˆ. The mean parameter is evaluated by root-mean-
square error (RMSE). We also report the standard deviation
(STD) to give a sense of the prediction uncertainty. All values
reported correspond to test performance with parameters
from the last training epoch.
Hyperparameters: For the simple regression task in Sec-
tion V-A, we train all models for 500 epochs with the Adam
RMSE STD
FCN 0.108 0.131
FCN + CC 0.146 0.133
FCN + CM 0.105 0.121
FCN + CM + L2Reg 0.098 0.100
FCN + CM + NeuralReg 0.103 0.113
TABLE I: Average one-step prediction performance on out-of-distribution
Gaussian processes samples across 10 simulations.
optimizer using a learning rate of η “ 0.002, and a batch
size of 32. This configuration is sufficient for convergence
due to the small size of the simulation dataset.
For experiments on the Omnipush dataset in Section V-B,
we use the same configurations as in [2], that is, we train
all models for a maximum of 3000 epochs with the Adam
optimizer using a learning rate η “ 0.002, and a batch size
of 64. The ANP model in [2] is trained for 5000 epochs with
warm-up step of 4000 whereas we train for 3000 epochs with
warm-up step of 2000 to match the number of epochs of all
other methods. Our replicated results of methods in [2] are
comparable with the original results reported.
A. Regression
We use a simple regression task to illustrate the effects of
the proposed context mask and regularization on FCN. We
simulate 1D Gaussian processes with the RBF kernel:
Kpa, bq “ ξ2 exp
ˆ
´}a´ b}
2
2`
˙
where ξ controls the scale and ` is the bandwidth controlling
how far the data can be extrapolated. The parameters are
drawn uniformly at random as ξ „ Unifp0.1, 10q and
` „ Unifp0.1, 10q. The training set consists a total of 4000
samples extracted from Gaussian processes generated with
200 parameter sets. 20 samples are extracted per parameter
set, and denoting zt as the observation at time t, each sample
has predictor xt “ tzt´2, zt´1, ztu which is a subsequence
of 3 historical observations and response yt`1 “ tzt`1u
as the predictive target. The context variable is the kernel
parameters c “ tξ, `u. The test set consists 400 out-of-
distribution samples corresponding to 20 new parameter sets.
The simulation is repeated 10 times. We set hyperparam-
eters λ1 “ 0.0001 and λ2 “ 10 for the applicable models.
We use a small degree of regularization since this regression
task is relatively simple. From Table I, all variations of our
proposed method outperform the baselines FCN and FCN +
CC. We note that context concatenation has decreased ac-
curacy while context masking has improved accuracy, which
reflects the effectiveness of masking in the embedding space.
The use of regularization further improves performance, and
FCN + CM + L2Reg has the largest 9.26% reduction of
RMSE over FCN.
B. Omnipush Dataset
DataSet Description: The Omnipush dataset [2] collected
250 pushes per object for 250 objects on ABS surface (hard
Fig. 5: Omnipush dataset collection setup. The data is collected using an
ABB industrial arm. The pusher is a steel rod attached to the end-effector of
the arm. This steel arm interacts with the objects which are pushed during
the experiments. The picture is reproduced with permission from [2].
plastic). The data collection setup for pushing is shown in
Figure 5. The objects are constructed to explore key factors
that affect pushing – the shape of the object and its mass
distribution – which have not been broadly explored in
previous datasets and allow for study of generalization in
model learning. Each side of the object has four possible
shapes (concave, triangular, circular, rectangular) with three
types of extra weights (0g, 60g, 150g). The triangular shape
allows two positions (interior, exterior) for extra weights to
be attached. A maximum of two weights are attached per
object. We denote the shape and mass distribution of the
objects as context, and experiment with two types of context
variables:
1) Indicator context: length–36 binary vector indicating
the shape, extra weight and its position for each side
2) Visual context: numerical array representing top-down
view of object displayed in Figure 2.
This allows us to test the generalization capability of
our proposed CAZSL technique. The visual context is
32 ˆ 32, resized from an original 481 ˆ 481 image1. The
dataset further has 250 pushes per object for 10 objects
on plywood surface. More details of the dataset can be
found on the website http://web.mit.edu/mcube/
omnipush-dataset/ and the corresponding paper [2].
The prediction task is to estimate the ending location
and orientation of the object after being pushed. In data
collection, the pusher is set to move at constant speed.
Treating the location and angle of the object as the
origin
´
x
poq
t , y
poq
t , a
poq
t
¯
“ p0, 0, 0q, the model input is´
x
ppq
t , y
ppq
t , a
ppq
t
¯
containing the location and angle of the
1We resize original images in [2] using the resize function with default
parameters in scikit-image.
pusher with respect to the object. The model output is the
3-dimensional vector
´
x
poq
t`1, y
poq
t`1, a
poq
t`1
¯
. To give a more
intuitive representation of model accuracy, we convert RMSE
to millimeters by multiplying it by 21.92mm, as done by the
authors in [2].
Experiment Setups: We use three setups to evaluate
generalization performance of models across objects,
1) Different objects: training and test objects have differ-
ent characteristics, that is, the combination of shapes,
weights and weight positions for four sides;
2) Different surfaces: training objects are pushed on ABS
surface and test objects are pushed on plywood;
3) Different weights: training and test objects have a
different number of extra weights attached.
The Different surfaces setup allows evaluation for gener-
alization performance beyond the provided context since
surface information is not provided during training. We note
that some objects pushed on plywood do not have images
provided, and hence we only use indicator context for this
setup.
The Different weights setup is further split into three sub-
setups. There are three possible number of weights t0, 1, 2u
per object, and we use objects in each of the three options
in turn as test objects, and the remaining objects as training
objects.
For all experiments with indicator context, we set CAZSL
hyperparameters λ1 “ 0.01 and λ2 “ 10 where applicable.
For visual context, we set λ “ 0.01 and λ2 “ 0.01
where applicable. The smaller λ2 is to balance the higher
dimensions of the visual context variables. When neural
regularization is used, we treat λ2 “ 1 which is equivalent
to not having the second hyperparameter.
Results: From Table II and III, CAZSL models consis-
tently have improved performance over the baseline FCN
and FCN + CC, reflecting that the inclusion of contextual
information helps learning but the context should be applied
to the embedding space instead of directly concatenated in
the observation space. The RMSE of ANP is consistently
between 0.22 and 0.28. Since ANP is a meta-learning method
which is aimed at object-generalization, we would expect
its performance to be fairly consistent across setups. In
comparison with ANP, our CAZSL models achieved better
performance except in two sub-cases in Table IIIa for learn-
ing Different weights with indicator context. However, we
note that our L2 regularized approach outperforms the ANP
in the 0 weight test set of the Different weights experiment,
indicating the ability to better generalize to unknown mass
distributions. Moreover, with the use of visual contexts
which contain more detailed contextual information, CAZSL
models consistently outperform ANP.
Comparing between the L2 and neural regularizations in
CAZSL models, we see that the former has lower RMSE
when indicator context is used. Since the indicator context
is a sparse binary vector, the neural network used for
its embedding in neural regularization is possibly over-
parameterized, hence resulting in overfitting. When visual
context is used, the performance difference between the
two choices of regularization is marginal. The convolutional
neural network used for context embedding is able to extract
spatial features possibly relating to the object geometry and
mass distribution, and hence the kernel distance function
learned is able to better discern differences between visual
contexts. These results suggest that neural regularization
is more suitable for complex or high-dimensional context
variables.
In summary, in all experiments, we find that our CAZSL
models outperform baseline counterparts which do not im-
plement context masking and regularization, and perform
comparably or better than the ANP meta-learning baseline.
We also observe that using indicator contexts improves per-
formance over using no context most of the time, and using
visual contexts improves performance over using indicator
contexts or no context in all experiments. This suggests that
increasing details in contextual information can be utilized
to help learning.
VI. CONCLUSION AND FUTURE WORK
Robotic manipulation is hard to model as the interaction
dynamics is affected by complex phenomena like dry fric-
tion, contacts, impacts, etc. which are difficult to model.
Furthermore, the robots are often expected to work with
unknown workpieces. As such it is challenging to create
models that can predict these interactions accurately over a
diverse range of objects with different physical attributes. We
present a zero-shot learning method CAZSL which allows
us to explicitly consider the physical attributes of different
objects so that the predictive model can then be easily
adapted to a novel object. We introduced a novel combination
of context mask and regularization that augments model
parameters based on contexts and constrains the model to
predict similar behavior for objects with similar physical
attributes. We tested our CAZSL models on the recently
released Omnipush dataset. We demonstrate empirically that
CAZSL improves performance or performs comparably to
meta-learning and object-independent baselines in numerous
scenarios.
In the future, we would like to further develop the al-
gorithm and test it on much bigger and diverse interaction
datasets. We would like to further investigate the proposed
method for multi-step predictive error so that it could be
evaluated for control of modeled interactions. Similarly,
it would be interesting to test the proposed method for
prediction in other physical domains [46], [47].
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Different objects
Indicator context Visual context
RMSE STD Dist. (mm) RMSE STD Dist. (mm)
ANP 0.222 0.079 4.87 0.222 0.079 4.87
FCN 0.330 0.149 7.23 0.330 0.149 7.23
FCN + CC 0.224 0.040 4.91 0.205 0.063 4.49
FCN + CM 0.210 0.043 4.60 0.193 0.039 4.23
FCN + CM + L2Reg 0.205 0.029 4.49 0.193 0.060 4.23
FCN + CM + NeuralReg 0.220 0.037 4.82 0.193 0.055 4.23
(a) Different objects: Training and test samples are from objects with different characteristics i.e. shape and mass distribution.
Different surfaces: Indicator context
RMSE STD Dist. (mm)
ANP 0.271 0.064 5.94
FCN 0.328 0.154 7.19
FCN + CC 0.264 0.046 5.79
FCN + CM 0.257 0.036 5.63
FCN + CM + L2Reg 0.260 0.035 5.70
FCN + CM + NeuralReg 0.263 0.045 5.76
(b) Different surfaces: Training samples are from objects pushed on ABS surface (hard plastic), and test samples are from objects pushed
on plywood surface. Some test objects have different characteristics from training objects.
TABLE II: Method performance under multiple setups where test samples have out-of-distribution properties. Setups same as in [2].
Different weights: Indicator context
0 Weight 1 Weight 2 Weights
RMSE STD Dist. (mm) RMSE STD Dist. (mm) RMSE STD Dist. (mm)
ANP 0.252 0.079 5.52 0.250 0.070 5.48 0.242 0.079 5.30
FCN 0.327 0.144 7.17 0.356 0.127 7.80 0.329 0.163 7.21
FCN + CC 0.258 0.073 5.66 0.359 0.049 7.87 0.331 0.043 7.26
FCN + CM 0.235 0.038 5.15 0.267 0.033 5.85 0.266 0.030 5.83
FCN + CM + L2Reg 0.227 0.040 4.98 0.257 0.034 5.63 0.272 0.033 5.96
FCN + CM + NeuralReg 0.254 0.039 5.57 0.294 0.034 6.44 0.294 0.036 6.44
(a) Different weights: Indicator context.
Different weights: Visual context
0 Weight 1 Weight 2 Weights
RMSE STD Dist. (mm) RMSE STD Dist. (mm) RMSE STD Dist. (mm)
ANP 0.252 0.079 5.52 0.250 0.070 5.48 0.242 0.079 5.30
FCN 0.327 0.144 7.17 0.356 0.127 7.80 0.329 0.163 7.21
FCN + CC 0.239 0.044 5.15 0.282 0.044 6.18 0.268 0.061 5.87
FCN + CM 0.222 0.034 4.89 0.230 0.032 5.04 0.219 0.039 4.80
FCN + CM + L2Reg 0.209 0.079 4.60 0.220 0.051 4.82 0.218 0.079 4.78
FCN + CM + NeuralReg 0.209 0.064 4.56 0.222 0.050 4.87 0.218 0.054 4.78
(b) Different weights: Visual context.
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