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Abstract. The explicit filtering approach is applied to the quasi-conservative five-equation model of
compressible two-phase flows to capture the interface between each fluid and a shock wave. The basic
idea of the present filter is to combine a low-order linear filter with a high-order one via a proper
discontinuity sensor and optimum linear weights. The capability of the proposed filter in capturing the
contact discontinuity and damping the grid-to-grid oscillations is analysed. Various one-dimensional
and two-dimensional test cases are performed, namely the interface advection of gas-gas flow, the shock-
interface interaction, the gas-liquid Riemann problem, and the inviscid shock-bubble interaction. The
numerical results reveal that the present filtering method can accurately capture the propagation of
the shock waves and interfaces. Additionally, it produces less spurious oscillations compared with the
existing 2nd-order discontinuity-capturing filter.
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Themain issue in conducting numerical simulations
of fluid flow in the last several decades is the appear-
ance of spurious oscillations. These occur due to the
use of low-order central-difference schemes or the exis-
tence of a contact discontinuity. The oscillations ow-
ing to numerical schemes are normally eliminated by
using dissipative (e.g. upwind schemes) or higher-order
schemes. The discontinuity in variables, such as shock
waves in compressible flows, high density ratio at the
air-water interface, or high-pressure ratio in two-phase
flows, also generates the grid-to-grid oscillations, gen-
erally called wriggles, while performing the spatial dis-
cretisation of the flow fields. These arise because the
numerical schemes cannot capture the discontinuities in
any variables. The wriggles are usually removed via the
use of Total Variation Diminishing (TVD) [1], Essen-
tially Non-Oscillatory (ENO) [2, 3] or Weighted ENO
(WENO) [4, 5] schemes. The drawbacks of these meth-
ods are that they are quite difficult to be implemented
into a computational fluid dynamics (CFD) solver and
require a longer computational time compared to stan-
dard finite-difference or finite-volume schemes [6].
The grid-to-grid oscillations in all variables can also
be removed to accurately capture shock waves via the
use of explicit spatial filters and centred finite differ-
ences, as shown in the work of Bogey et al. [7]. These
spatial filters are capable of reducing the numerical oscil-
lations and capturing the steep interfaces, while increas-
ing a little computational time. Although these filters
work reasonably well for multi-species flows (i.e. dif-
ferent fluids having the same phase), the spurious os-
cillations still persist in the form of very small wrig-
gles when applying the filters to two-phase flows, which
have high-density and high-pressure ratios. Afterwards,
Darian et al. [8] proposed a new shock-capturingmethod
for a single-phase flow. Their filter utilises a low-order
linear filter in the discontinuous region and a high-order
linear filter in a smoother region. These filters are com-
bined via nonlinear weights adjusting the amount of
each filter. This method works very well in a single-
phase flow. The wriggles are clearly removed from both
regions, although it cannot correctly capture the steep
interface. The interfaces are rather diffuse because the
sensor of the filter cannot classify the discontinuous and
the smooth regions well. A similar principle is also
used by Beig & Johnsen [9] and Rodriguez & Johnsen
[10] to develop a hybrid WENO scheme for multiphase
compressible flow. The concept of the hybrid WENO
scheme is to use a contact-discontinuity sensor [9, 10]
based on pressure and density oscillations to distinguish
between a discontinuous and a smooth region. An-
other different contact-discontinuity sensor is proposed
by Capuano et al. [11], referred to as a monotony indi-
cator. This sensor is used to avoid damping in the ab-
sence of grid-to-grid oscillations similar to the concept
of the hybrid WENO sensor, but it is easier to be im-
plemented.
As mentioned earlier that there is no filtering ap-
proach that can well capture the discontinuity due to
the interface between two fluids, the main objective of
this research is to improve a filtering procedure for a sim-
ulation of two-phase compressible flow. The idea is to
combine the monotony indicator of Capuano et al. [11]
with the filteringmethodology ofDarian et al. [8] to cap-
ture a discontinuous interface and a shock wave without
any spurious oscillations. The present filter is applied
to an in-house direct numerical simulation (DNS) code
with a multiphase-flow solver based on the concept of a
volume-of-fluid (VOF) method.
2. Numerical Approach
The governing equations, discretisation methods
and details of the present filter are presented below.
2.1. Governing Equations
In this work, the quasi-conservative five-equation
model [12, 13, 14] is used to represent two-phase inviscid
compressible flow. The governing equations written in






























= 0 , (5)
where ρ1ϕ1 and ρ2ϕ2 are respectively the phasic den-
sities of phase 1 and 2, ρ = ρ1ϕ1 + ρ2ϕ2 is the mix-
ture/total density, ui is velocity vector, t denotes time






is the summation of internal energy e and the kinetic
energy. The closures of the system of equations are
obtained with the stiffened gas equation of state (EOS)
which has widely been utilized in two-phase compress-
ible flow to describe pure gases and liquids [13, 15, 16].
Therefore, the relationship between the internal energy
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ρe = ρcvT + π∞ , temperature-wise (7b)
where γ denotes the specific heat ratio and π∞ is the
fitting parameter [17, 18]. The specific heat at constant
volume cv is written in non-dimensional form as a func-
tion of a Mach numberMa as
cv =
1
[γ (γ − 1)Ma2]
. (8)
Themixture rules (see, e.g., Beig & Johnsen [9]) are used
to mix the individual fluid near the interface as,



















π∞ = π∞,1ϕ1 + π∞,2ϕ2 , (12)
ρcv = ρ1ϕ1cv,1 + ρ2ϕ2cv,2 . (13)
2.2. Spatial and Temporal Discretisations
The computations are performed by using an in-
house DNS solver. All of the spatial derivatives are ap-
proximated via the use of a standard 4th-order central
finite-difference scheme with a boundary treatment of
Carpenter et al. [19]. The temporal advancement is ob-
tained by an ultra-low-storage five-step 4th-order Runge–
Kutta scheme [20]. An 11-point selective filter of Bo-
gey et al. [21, 7] are used to enhance the stability of the
numerical code. This selective filter is applied in or-
der to reduce grid-to-grid oscillations, referred to as the
Gibbs’ oscillations. A discontinuity-capturing filter is
then applied after the selective filter to capture shock
waves and interfaces.
2.3. The Explicit Filtering Methodology
The idea of the present explicit filter is to com-
bine the filtering approach of Darian et al. [8] with the
monotony sensor of Capuano et al. [11]. A 2nd-order fil-
ter is employed to capture discontinuous interfaces and
shock waves, while a 4th-order filter is applied in order
to smooth variables in the far field. The present filter
is applied at the end of each time step after utilising the
11-point selective filter to remove any grid-to-grid oscil-
lations. The present filtering operation for a uniform










































where Ũi and Ui are respectively a filtered and non-
filtered variable. The damping functionsD(m)i±1/2 at a cell
















where n = 2 for both of the 2nd-order (m = 2) and 4nd-
order filters (m = 4). The conservative coefficients cj
and the weighting factors d1 and d2 are given in Table 1.





Table 1. The coefficients cj for discontinuity-capturing
filtering with cj = −c1−j [11], and the weighting fac-
tors d1 and d2.
The nonlinear weights w(m)i are defined as a func-
tion of the discontinuity filtering strength σi in order to




i = σi , w
(4)
i = 1− σi . (16)
The weighting fluxes at the interface of two adjacent















The filtering strength used in Eq. (16) is defined as the
maximum between the filtering intensity of the pressure
and density fields




i ) . (18)
The filtering strength of the pressure σpi or density σ
ρ
i










∣∣∣∣1− rthrs + ε
∣∣∣∣) . (19)
The monotony indicatorMi and the discontinuity sen-
sor rs of the pressure and density are calculated from the
procedure of Capuano et al. [11]. A threshold value of
rth = 2 × 10−5 is chosen throughout this work, while
ε = 10−16 is introduced to avoid numerical divergence.
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Fig. 1. Distribution of (a) the real part and (b) the
imaginary part of the transfer function of the 2nd-
order filter ( ) and the 4th-order filter ( ).
The transfer function of the 2nd-order and 4th-order
linear filters are [7]




(cj − cj+1) cos (jk∆x)





(cj + cj+1) sin (jk∆x)
− 2cn sin (nk∆x) .
(20b)
The real part of the transfer function illustrates how
the filter attenuates the flow fields as a function of the
wavenumber, while the imaginary part represents the
phase errors of the filter. Since the present filter is con-
structed as a linear superposition of the 2nd-order and
the 4th-order filters, its characteristics in the Fourier
space when both weights (w(2)i and w
(4)
i ) are not zero
lie somewhere between the 2nd-order and 4th-order lin-
ear filters. Hence, it is expected that the present filter
would yield better results than the discontinuity filter
of Capuano et al. [11], where only the 2nd-order linear
filter is employed. It is of importance to note that the
linear weights d1 and d2 used in this work can change
the transfer function profile of the filter. They are man-
ually tuned with the constraint of d1 + d2 = 1.
3. Numerical Results
This section presents the numerical results of one-
dimensional (1D) and two-dimensional (2D) test prob-
lems. These test problems are solved to study the ca-
pability and efficiency of the present filtering method.
The numerical results are then compared with the dis-
continuity filter of Capuano et al. [11] and the exact
solutions. Two different grid levels (nx = 200 and
nx = 1000) are used for all the 1D test cases. For all
of the simulations, the time step ∆t is chosen in such a
way that a maximum Courant–Friedrichs–Lewy (CFL)
number is lower than 0.1.
3.1. Gas-Gas Interface Advection
The first test case is the advection of an interface be-
tween two gases in a periodic domain of size −1 ≤ x ≤
1 [22, 23, 11]. The pressure and velocity of both gases
are set to be constant and be the same. Hence, only the
specific heat ratio and the density are discontinuous at
the interface. The initial conditions are:
(ρ, u, p, γ) ={
(1, 0.5, 1/1.4, 1.4), for x ≤ 0
(10, 0.5, 1/1.4, 1.2), for x > 0
.
(21)
The simulations are conducted until t = 4, when the
flow returns to its initial position. Figure 2 shows the
comparison between the numerical results using the
present filter and the discontinuity filter of Capuano et
al. [11] with the exact solution. The distribution of the
mixture specific ratio γ and the total density ρ reveals
that both filters can predict the interfaces at the correct
locations (Figs. 2a and 2b), while the present filter seems
to yield smoother interfaces. Once higher grid resolu-
tion is applied (nx = 1000), the interfaces predicted by
both filter shift close to the exact solution, as shown in
Fig. 2(e). From Figs. 2(c) and 2(d), it can be seen that the
errors of velocity and pressure of both filters are about
the same at the order of 10−15.
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(a) nx = 200 (b) nx = 200
(c) nx = 200 (d) nx = 200
(e) nx = 1000
Fig. 2. Material interface advection of gas-gas flow at t = 4. The distribution of (a) mixture specific heat ratio
γ, (b) total density ρ, (c) velocity error u − u0, (d) pressure error p − p0, and (e) total density using nx = 1000:
exact solution;  2nd-order filter of Capuano et al. [11]; ◦ present filter.
3.2. Shock-Interface Interaction
This problem is concerned with a Mach 8.96 shock
wave interacting with an interface [24]. At t = 0, the
following conditions are used:
(ρ, u, p, γ) =
(0.386, 26.59, 100, 1.67), for −1 ≤ x < 0.8
(0.1,−0.5, 1, 1.67), for −0.8 ≤ x < −0.2
(1,−0.5, 1, 1.4), for −0.2 ≤ x ≤ 1
.
(22)
The numerical results of the shock-interface inter-
action problem are presented in Fig. 3. The computed
results show a good agreement with the exact solution
without large spurious oscillations in any variables. The
mixture of specific heat ratio at the interface (indicated
by the letter I) is rather smooth and is a little bit dif-
fuse for both filters compared with the exact solution
(Fig. 3a). Figure 3(b) presents a strong gradient of the
mixture density field. It can be seen that both filters
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(a) nx = 200 (b) nx = 200
(c) nx = 200 (d) nx = 200
(e) nx = 1000
Fig. 3. Shock-interface interaction problem at t = 0.07. The profile of (a) mixture specific heat ratio γ, (b) to-
tal density ρ, (c) velocity u, (d) pressure p, and (e) Total density using nx = 1000: exact solution;  2nd-
order filter of Capuano et al. [11]; ◦ present filter. The letters I, S1 and S2 indicate the interface, the upstream
and downstream shock waves, respectively.
cannot perfectly capture both shock regions (denoted by
the letters S1 and S2) of the mixture density field with
nx = 200. Note that the shock S1 is reflected back-
ward, while the shock S2 is transmitted into another
fluid. Furthermore, the interface between each fluid of
the density field is quite diffuse. On the other hand, the
velocity and pressure distributions predicted by both fil-
ters are almost identical and agree well with the exact so-
lution, as shown in Figs. 3(c) and 3(d). Figure 3(e) shows
that at higher-grid resolution (nx = 1000), the distribu-
tion of the total density exhibits very good agreement
with the exact solution. Additionally, both filters are
able to correctly capture the regions of the interface and
the shock waves. It can be seen that the present filter
is able to remove the small wriggles near both shock re-
gions better than the filter of Capuano et al. [11].
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(a) nx = 200 (b) nx = 200
(c) nx = 200 (d) nx = 200
(e) nx = 1000
Fig. 4. Gas-liquid Riemann problem at t = 0.2. The profile of (a) mixture specific heat ratio γ, (b) total density
ρ, (c) velocity u, (d) pressure p, and (e) pressure distribution using nx = 1000: exact solution;  2nd-order
filter of Capuano et al. [11]; ◦ present filter. The letters I, R and S indicate the interface, the rarefaction wave
and the shock wave, respectively.
3.3. Gas-Liquid Riemann Problem
For this 1D test case, the highly compressed gas that
is generated by the high-pressure and low-density ra-
tios of different phases is investigated. This problem
is usually employed to mimic underwater explosions
[25, 26]. The initial conditions in non-dimensional form
are given by [22]:
(ρ, u, p, γ, π∞) ={
(1.241, 0, 2.753, 1.4, 0), for −1 ≤ x < 0
(0.991, 0, 3.059× 10−4, 5.5, 1.505), for 0 ≤ x ≤ 1
.
(23)
Figure 4 presents the numerical results for the gas-
liquid Riemann problem using two different filters. It
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Fig. 5. Spectral analysis of gas-liquid Riemann problem using nx = 1000. (a) Pressure distribution, (b) its
corresponding power spectral density (PSD) and (c) PSD error: exact solution; no discontinuity-
capturing filter; 2nd-order filter of Capuano et al. [11]; present filter.
can be seen that both filters can remove spurious oscil-
lations very well. The mixture of specific heat ratio is
well captured by both filters, although the interface re-
gion (denoted by the letter I) computed by the present
filter is more diffuse than that of the filter of Capuano et
al. [11] (Fig. 4a). It can be seen from Figs. 4(b) – 4(d)
that a rarefaction wave (indicated by the letter R) prop-
agating upstream is well captured by both filters. The
location of the shock wave (denoted by the letter S) is
correctly predicted by both filters, in spite of the ap-
pearance of the small wriggles close to the shock when
the filter of Capuano et al. [11] is employed. The oscilla-
tions near the shock wave become stronger when higher
grid resolution is employed, (Fig. 4e). In contrast, the
rarefactionwave predicted by both filters looks identical
and agrees very well with the analytical solution when
using nx = 1000.
3.4. Filtering Spectral Analysis
The pressure distribution for the gas-liquid Rie-
mann problem is chosen to analyse the capability of
the present explicit filter in removing the grid-to-grid
oscillations. The oscillations usually arise at the high-
gradient region and oscillate with high frequency, as
shown in Fig. 5(a). The corresponding power spectrum
density (PSD) of the pressure field is given in Fig. 5(b).
These figures reveal that the use of filters not only gives
good results in the physical space but their spectrum
also fit well with the exact solution at low-wavenumber
regions. At high-wavenumber regions, both filters are
able to damp the PSD of the pressure field. This results
in a reduction in the grid-to-grid oscillations that can be
seen from all variables in the physical space, yielding a
relatively smooth numerical data (see Fig. 4). The com-
parison between both filters in Fig. 5(b) also illustrates
that the present filter has more efficiency in reducing the
amplitude of the high-wavenumber parts. Figure 5(c)
displays the power spectral error. The spectral error of
the present filter is very small in the high-wavenumber
regions. This confirms the capabilities of the present fil-
ter in removing the amplitude of the high-wavenumber
parts in the wave space. However, the PSD error of the
present filter is a little bit higher than that of the filter of








Fig. 6. Schematic and coordinate system of a 2D inviscid shock-bubble interaction problem.
Capuano et al. [11] at the low-wave number parts owing
to the error from the diffuse interfaces and the smooth
corners.
3.5. Two-Dimensional Inviscid Shock-Bubble In-
teraction
The present explicit filtering method is extended to
a two-dimensional (2D) flow problem to test its capabil-
ities in damping any spurious oscillations and capturing
discontinuous interfaces, shock waves, and shear-layer
instabilities. We consider an inviscid flow that consists
of an air shock wave interacting with a helium bub-
ble. This 2D inviscid problem of shock-bubble inter-
action has been numerically investigated by many re-
searchers to test the efficiency of their discontinuity-
capturing scheme [11, 23]. For this problem, the
2D computational domain is of size [−3.5D, 3.0D] ×
[−0.89D, 0.89D] with 2600 × 712 grid points in the
streamwise (x) and the vertical (y) directions, respec-
tively, as illustrated in Fig. 6. A helium bubble of diam-
eter D = 1.0 is placed at location [0.0D, 0.0D], while
the air shock is launched at x = 1.0D with the Mach
number of 1.22. The initial conditions are
(ρ, u, v, p, γ) =
(1, 0, 0, 6.4637, 1.4), for pre-shock air
(1.3764,−1, 0, 10.1482, 1.4), for post-shock air
(0.1819, 0, 0, 6.4637, 1.648), for helium bubble
.
(24)
The evolution of the helium bubble is visualised
by the non-dimensional density gradient magnitude,
ϕ = exp (|∇ρ| / |∇ρ|max), as shown in Fig. 7. The nu-
merical results from the present filter are illustrated in
the lower-half pictures and are compared with the sim-
ulation of Wong and Lele [23] (upper-half pictures of
the left column), who employed the 5th-order weighted
compact nonlinear scheme (WCNS5) with the 5th-order
WENO-JS interpolation [5], and the results from the use
of the 2nd-order filter of Capuano et al. [11] (upper-half
pictures of the right column) at the same level of grid
resolution. Initially (t = 1.08), all three methods yield
qualitatively the same structures of the helium bubble,
as depicted in Figs. 7(a) and 7(b). Once the helium
bubble convects further, small-scale features develop at
the material interface due to interface instability. Since
there is no physical dissipation in the governing equa-
tions, the capability of the numerical scheme to capture
these small-scale structures only depend on its numeri-
cal dissipation. At t = 1.64, it can be seen fromFigs. 7(c)
and 7(d) that both filtering methods are not able to fully
resolve all the small-scale structures that appear at the in-
terface ([x, y] ≈ [2.0,±0.2]), although the shape of the
bubble looks similar to that from theWCNS5-JS simula-
tion [23]. Later at t = 2.32 (Figs. 7e and 7f), the present
filter seems to be slightly better than the 2nd-order filter
of Capuano et al. [11] in terms of producing small-scale
features. However, the structure of the helium bubble
predicted by both filters is quite different from that of
Wong and Lele [23], due to the fact that both of the fil-
tering methods possess higher numerical dissipation.
4. Conclusion
In order to eliminate the grid-to-grid oscillations
that occur due to the existence of a contact discontinuity
for compressible multiphase flow, the explicit filtering
method is developed. It utilises a filtering approach of
Darian et al. [8] together with the monotony indicator
of Capuano et al. [11]. The present filter is applied to the
quasi-conservative five-equation model to investigate its
capability in capturing the high-gradient interfaces. The
present filtering method is employed to simulate vari-
ous test problems in both 1D and 2D. For the 1D test
cases, the results are compared with the 2nd-order dis-
continuity filter of Capuano et al. [11] and the exact so-
lution. The numerical results show that both filters can
remove the numerical oscillations, even though the dis-
continuous interfaces are rather diffuse when compared
with the exact solution. For the shock-interface inter-
action problem, both filters provide good results, al-
though they require tremendous amount of grid resolu-
tion to correctly capture the interface region of the total
density field. The present filter is more effective in terms
of damping and removing the small oscillations than
the filter of Capuano et al. [11], as can be clearly seen
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(a) t = 1.08 (b) t = 1.08
(c) t = 1.64 (d) t = 1.64
(e) t = 2.32 (f) t = 2.32
Fig. 7. Non-dimensional density gradient magnitude, ϕ = exp (|∇ρ| / |∇ρ|max), of the 2D inviscid shock-
bubble interaction at t = 1.08 (top row), t = 1.64 (middle row), and t = 2.32 (bottom row). The left column
shows the comparison of the results from the use of the present filter (lower-half pictures) with those from the
WCNS5-JS method of Wong & Lele [23] (upper-half pictures), while the right column compares the results from
the present filter (lower-half pictures) with those from the 2nd-order filter of Capuano et al. [11] (upper-half pic-
tures).
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from the gas-liquid Riemann test case. The power spec-
trum density of the pressure field from the gas-liquid
Riemann problem is then analysed. The results show
that the PSD of pressure from the use of both filters
agrees well with the exact solution at low-wavenumber
regions. For higher wavenumbers, both filters are able
to damp the spurious oscillations. However, the present
filter seems to be more effective in decreasing the ampli-
tude of the PSD at the high-wavenumber parts, resulting
in smaller PSD error at high-wavenumber regions. For
the 2D shock-bubble interaction problem, the results
from the present filter and the 2nd-order filter of Ca-
puano et al. [11] are almost identical, even though they
look different from the WCNS5-JS simulation of Wong
and Lele [23]. This is because both filtering methods
have less capability in resolving small-scale structures
due to possessing higher numerical dissipation than a
WENO-type scheme.
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