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Abstract
A class of explicit stochastic Runge–Kutta (SRK) methods for Stratonovich stochastic di(erential equation
systems w.r.t. m-dimensional Wiener processes satisfying a commutativity condition is developed. General
conditions for the coe3cients of the SRK method assuring convergence with order two in the weak sense are
presented. Due to the commutativity condition, no correlated random variables have to be generated for the
considered Runge–Kutta methods.
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1. Introduction
Stochastic di(erential equations (SDEs) are applied in many >elds like theoretical physics, molec-
ular biology or mathematical >nance and option pricing (see [4,11]). Since explicit solutions are
known only for a few equations, the study of numerical methods has become more and more im-
portant. Substantially, there are two di(erent kinds of criteria for the convergence of these approxi-
mations. When sample paths of the solution process have to be approximated, methods converging
in the mean-square sense are used and the approximations are called strong approximations. On the
other hand, if some moments or more generally the expectation of a functional of the solution is the
subject of interest, a weaker form of convergence than for strong approximations is adequate and
the approximations are called weak approximations.
Many numerical methods converging in the strong or the weak sense have been proposed in recent
years, as seen in [4,9]. As in the deterministic setting, derivative free approximations have become
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very important for practitioners. For example Burrage and Burrage [1], Mauthner [8] and R+umelin
[14] have proposed Runge–Kutta type schemes converging in the strong sense (see also [4,9]), while
Kloeden and Platen [4], Komori and Mitsui [5], Mackevicius [7], Milstein [9,10], R+o,ler [13], Talay
[15] and Tocino and Vigo-Aguiar [16] developed Runge–Kutta type schemes converging in the weak
sense.
The present paper deals with weak approximations of the solution process of a system of
Stratonovich SDEs ful>lling a commutativity condition. A class of second-order Runge–Kutta type
methods is developed as a generalization of the method introduced by Mackevicius [7]. In analogy
to the deterministic setting, general order conditions for the coe3cients of the stochastic Runge–
Kutta (SRK) method can be obtained by comparing the truncated expansions for the solution and
the approximation.
2. Weak approximation
We consider a probability space (;F; P) with a >ltration (Ft)t¿0. A d-dimensional SDE system
can be written as the integral equation
Xt = Xt0 +
∫ t
t0
a(s; Xs) ds+
∫ t
t0
b(s; Xs) ◦ dWs (1)
w.r.t. Stratonovich calculus with an m-dimensional Wiener process (Wt)t¿0 = (W 1t ; : : : ; W
m
t )t¿0. Let
I = [t0; T ] denote the considered time period with an initial condition Xt0 = x0. Then X = (Xt)t∈I is
also solution of the corresponding Itoˆ SDE system
Xt = Xt0 +
∫ t
t0
a(s; Xs) ds+
∫ t
t0
b(s; Xs) dWs (2)
with corrected drift
ai(t; x) = ai(t; x) +
1
2
d∑
j=1
m∑
k=1
bj;k(t; x)
9bi;k
9xj (t; x) (3)
for i = 1; : : : ; d.
In the following we assume that the drift a : I ×Rd → Rd de>ned in (3) and the di(usion b : I ×
Rd → Rd×m are measurable functions satisfying the global Lipschitz and linear growth conditions
‖a(t; x)− a(t; y)‖+ ‖b(t; x)− b(t; y)‖6C1‖x − y‖; (4)
‖a(t; x)‖2 + ‖b(t; x)‖26C21 (1 + ‖x‖2); (5)
for every t ∈ I , x; y∈Rd and a positive constant C1. Additionally we suppose that x0 is Ft0 -
measurable with E(‖x0‖2l)¡∞ for some l∈N. Then the classical existence and uniqueness result
for SDEs (see, e.g. [3,11]) applies, i.e., the d-dimensional SDE admits a unique solution process X
such that E(‖Xt‖2l)6 (1 + E(‖x0‖2l)) exp(C2 (t − t0)) for t ∈ I .
Let ClP(Rd;R) denote the space of all l times continuously di(erentiable functions g with poly-
nomial growth, i.e., there exists a constant C3¿ 0 and r ∈N, such that |9ixg(x)|6C3(1+ ‖x‖2r) for
all x∈Rd and any partial derivative of order i6 l.
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Let an equidistant discretization Ih= {t0; t1; : : : ; tN} with tn= t0 + nh of the time interval I =[t0; T ]
with step size h= (T − t0)=N , N ∈N, be given. We consider the one-step approximation
Y t;x(t + h) = A(t; x; h; !) (6)
where A is a Rd-valued function and ! is a vector of random variables. In the following we write
Yn instead of Ytn = Y (tn) for short. From (6) we can construct the sequence
Y0 = x0;
Yn+1 = A(tn; Yn; h; !n); n= 0; 1; : : : ; N − 1; (7)
where !0 is independent of Y0, while !n is independent of Y0; : : : ; Yn and !0; : : : ; !n−1 for 16n6N−1.
Then Y = (Yt)t∈Ih is a time discrete approximation and weak convergence of Y to the solution X is
de>ned as follows:
Denition 1. An approximation process Y converges weakly with order p to X as h → 0 at time
T if for each functional f∈C2(p+1)P (Rd;R) exists a constant Cf, which does not depend on h, and
a >nite h0¿ 0 such that
|E(f(XT ))− E(f(YT ))|6Cfhp (8)
holds for each h∈ ]0; h0[.
As in the deterministic setting of ordinary di(erential equations we are interested in approximations
without the use of derivatives of the drift and di(usion coe3cients. Therefore we consider Runge–
Kutta type approximations for SDEs in Section 3. A similar class of SRK methods for scalar SDEs
has been introduced by Mackevicius [7]. This class will be extended to the multi-dimensional case,
i.e., d-dimensional SDE systems w.r.t. an m-dimensional Wiener process with commutative noise.
In order to calculate coe3cients for a SRK method converging with some order p in the weak
sense, we make use of a result by Milstein [10] giving the relation between local and global order
of weak convergence. We suppose that the coe3cients a = (ai) and b = (bi; j) of the SDE system
(2) are continuous, satisfy a Lipschitz condition (4), and that ai; bi; j ∈C2(p+1)P (Rd;R) for i=1; : : : ; d,
j = 1; : : : ; m. Let the expectations E(‖Yn‖2r) exist for su3ciently large r and be uniformly bounded
with respect to N and n= 0; 1; : : : ; N . Now we assume that for all f∈C2(p+1)P (Rd;R) the following
local error estimation
|E(f(X t;x(t + h)))− E(f(Y t;x(t + h)))|6K(x)hp+1 (9)
is valid for x∈Rd, t; t+h∈ I and K ∈C0P(Rd;R). Then for all N and all n=0; 1; : : : ; N the following
global error estimation
|E(f(X t0 ;Xt0 (tn)))− E(f(Y t0 ;Xt0 (tn)))|6C4hp (10)
holds for all f∈C2(p+1)P (Rd;R), where C4 is a constant, i.e., the method (7) has order of accuracy
p in the sense of weak approximation.
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We use the following lemma due to Milstein [9,10]:
Lemma 2. Suppose that for h¡ 1 the conditions
‖E(A(tn; x; h; !n)− x)‖6C5(1 + ‖x‖)h; (11)
‖A(tn; x; h; !n)− x‖6M (!n)(1 + ‖x‖)h1=2 (12)
hold, where M (!n) has moments of all orders, i.e., E((M (!n))i)6C6 for every h¡ 1, i∈N and
constants C5, C6 independent of h. Then for every even number 2r the expectations E(‖Yn‖2r) exist
and are uniformly bounded with respect to N and n= 1; : : : ; N , if only E(‖Y0‖2r) exists.
In the following, we assume that the di(usion b = (bi; j)16i6d; 16j6m ful>lls the commutativity
condition
d∑
i=1
bi; j1
9bk;j2
9xi =
d∑
i=1
bi; j2
9bk;j1
9xi (13)
for every j1; j2 = 1; : : : ; m, k = 1; : : : ; d and (t; x)∈ I × Rd, i.e., the SDE system has commutative
noise. For example, SDEs with additive noise, diagonal noise in case of d=m with bi; j(t; x) ≡ 0 and
(9bj; j=9xi)(t; x) ≡ 0 for i = j, and linear noise with bi; j(t; x) = bi; j(t)xi all satisfy the commutativity
condition. In many applications the considered SDE systems possess commutative noise (see Ref.
[4]).
3. Stochastic Runge–Kutta methods
In the following we restrict our investigations to autonomous Stratonovich SDE systems, since we
can transform every nonautonomous system into an autonomous system with one additional equation.
Let an autonomous d-dimensional Stratonovich SDE system w.r.t. an m-dimensional Wiener process
be given by
Xt = Xt0 +
∫ t
t0
a(Xs) ds+
∫ t
t0
b(Xs) ◦ dWs; Xt0 = x0; (14)
where x0 ∈Rd is a deterministic initial condition. We consider an explicit SRK method of the type
Y0 = x0 and
Yn+1 = AS(Yn; h;PW 1n ; : : : ;PW
m
n ) (15)
with s stages and PWn=Wtn+1−Wtn , having the following structure: The kth component of the SRK
method takes the form
Y kn+1 = Y
k
n +
s∑
i=1
'iak(H
(0)
i )h+
s∑
i=1
m∑
j=1
)( j)i b
k; j(H ( j)i )PW
j
n (16)
for n= 0; 1; : : : ; N − 1 with the support values having as the kth component
H (p)
k
i = Y
k
n +
i−1∑
j=1
A(p)ij a
k(H (0)j )h+
i−1∑
j=1
m∑
l=1
B(p;l)ij b
k; l(H (l)j )PW
l
n (17)
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for p=0; 1; 2; : : : ; m, k=1; 2; : : : ; d and i=1; 2; : : : ; s with the weights 'i; )
(q)
i ∈R and the coe3cients
A(0)ij ; B
(p;q)
ij ∈R, j¡ i and q = 1; : : : ; m. In case of a deterministic ordinary di(erential equation, i.e.,
with b ≡ 0 in (14), the SRK method reduces to the well-known deterministic Runge–Kutta method,
so the introduced type of SRK methods turns out to be a generalization of the deterministic Runge–
Kutta method.
A SRK method is characterized by its coe3cients and weights, which can be represented in the
usual manner by a Butcher tableau:
A(0) B(0;1) : : : : : : B(0;m)
A(1) B(1;1) : : : : : : B(1;m)
...
A(m) B(m;1) : : : : : : B(m;m)
'T )(1)
T
: : : : : : )(m)
T
4. Order conditions for Runge–Kutta methods
In order to get conditions for the coe3cients of the SRK method (16) such that the method is a
third-order local approximation of X , we are going to expand the solution E(f(X t0 ; x0(t0 + h))) and
the approximation E(f(Y t0 ; x0(t0 + h))). Therefore at >rst we consider the di(usion operator L (see
[4,11]) for the solution X of the Stratonovich SDE system (14):
L=
d∑
i=1

ai + 1
2
d∑
j=1
m∑
k=1
bj;k
9bi;k
9xj

 9
9xi +
1
2
d∑
i; j=1
m∑
k=1
bi;kbj;k
92
9xi9xj : (18)
Then Itoˆ’s formula gives
E(f(X t0 ; x0(t0 + h))) =f(x0) +
∫ t0+h
t0
E(Lf(X t0 ; x0s )) ds
=f(x0) +
∫ t0+h
t0
(
Lf(x0) +
∫ s
t0
E(L2f(X t0 ; x0u )) du
)
ds
=f(x0) +
∫ t0+h
t0
Lf(x0) ds+
∫ t0+h
t0
∫ s
t0
L2f(x0) du ds
+
∫ t0+h
t0
∫ s
t0
∫ u
t0
E(L3f(X t0 ; x0v )) dv du ds
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=f(x0) + Lf(x0)h+ L2f(x0)
1
2
h2
+
∫ t0+h
t0
∫ s
t0
∫ u
t0
E(L3f(X t0 ; x0v )) dv du ds
= : : : (19)
with
Lf =
d∑
i=1

ai + 1
2
d∑
j=1
m∑
k=1
bj;k
9bi;k
9xj

 9f
9xi +
1
2
d∑
i; j=1
m∑
k=1
bi;kbj;k
92f
9xi9xj (20)
and
L2f=
d∑
i=1
9f
9xi

 d∑
p=1
ap
9ai
9xp +
1
2
d∑
p;j=1
ap
m∑
k=1
9bj;k
9xp
9bi;k
9xj
+
1
2
d∑
p;j=1
ap
m∑
k=1
bj;k
92bi;k
9xj9xp +
1
2
d∑
p;q=1
9ai
9xp
m∑
r=1
bq;r
9bp;r
9xq
+
1
4
d∑
p;q; j=1
m∑
r; k=1
bq;r
9bp;r
9xq
9bj;k
9xp
9bi;k
9xj +
1
4
d∑
p;q; j=1
m∑
r; k=1
bq;r
9bp;r
9xq b
j;k 92bi;k
9xj9xp
+
1
4
d∑
p;q; j=1
m∑
r; k=1
bp;rbq; r
92bj;k
9xp9xq
9bi;k
9xj +
1
2
d∑
p;q; j=1
m∑
r; k=1
bp;rbq; r
9bj;k
9xp
92bi;k
9xj9xq
1
2
d∑
p;q=1
m∑
r=1
bp;rbq; r
92ai
9xp9xq +
1
4
d∑
p;q; j=1
m∑
r; k=1
bp;r bq; rbj;k
93bi;k
9xj9xp9xq


+
d∑
i;p=1
92f
9xi9xp

apai + d∑
j=1
m∑
k=1
bj;k
9bi;k
9xj a
p +
d∑
j=1
m∑
k=1
ajbp;k
9bi;k
9xj
+
1
4
d∑
q; j=1
m∑
r; k=1
bq;r
9bp;r
9xq b
j;k 9bi;k
9xj +
1
2
d∑
q; j=1
m∑
r; k=1
bq;r
9bj; r
9xq b
p;k 9bi;k
9xj
+
1
2
d∑
q; j=1
m∑
r; k=1
bq;rbp;r
9bj;k
9xq
9bi;k
9xj +
1
2
d∑
j;q=1
m∑
v; k=1
bj;vbq;v
9bi;k
9xq
9bp;k
9xj
+
d∑
q=1
m∑
k=1
bq;kbp;k
9ai
9xq +
1
2
d∑
q; j=1
m∑
r; k=1
bq;rbp;rbj;k
92bi;k
9xj9xq
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+
1
2
d∑
j;q=1
m∑
r; k=1
bj; rbq; rbp;k
92bi;k
9xq9xj


+
d∑
i; j;p=1
93f
9xi9xj9xp

 m∑
k=1
ap bi;kbj;k +
1
2
d∑
q=1
m∑
r; k=1
bq;r
9bp;r
9xq b
i;kbj;k
+
d∑
q=1
m∑
k;r=1
bp;kbq;kbj; r
9bi; r
9xq


+
d∑
i; j;p;q=1
94f
9xi9xj9xp9xq
(
1
4
m∑
k;r=1
bp;kbq;kbi; rbj; r
)
: (21)
Next, a similar expansion has to be calculated for the SRK method. In the following we denote for
a >xed t ∈ I an increment of the Wiener process w.r.t. t by W˜ s =Wt+s −Wt . Now we can consider
AS(x; s; W˜ 1s ; : : : ; W˜
m
s ) as a function of the graph of the Wiener process. Then the corresponding
di(usion operator is given by
L/ =
9
9h +
1
2
m∑
i=1
92
9wi2
: (22)
The function AS :Rd× I ×Rm → Rd is such that AS(x; 0; : : : ; 0)= x. In the following we write brieSy
AS(x) = AS(x; 0; : : : ; 0). Then Itoˆ’s formula gives
E(f(Y t0 ; x0(t0 + h))) =f(x0) +
∫ t0+h
t0
E(L/f(AS(x0; s; W˜ 1s ; : : : ; W˜
m
s ))) ds
=f(x0) +
∫ t0+h
t0
L/f(AS(x0)) ds
+
∫ t0+h
t0
∫ s
t0
E(L2/ f(AS(x0; u; W˜
1
u; : : : ; W˜
m
u ))) du ds
=f(x0) + L/f(AS(x0)) h+ L2/f(AS(x0))
1
2
h2
+
∫ t0+h
t0
∫ s
t0
∫ u
t0
E(L3/f(AS(x0; v; W˜
1
v ; : : : ; W˜
m
v ))) dv du ds
= : : : (23)
with
L/f(AS) =
d∑
i=1
9f
9xi
(
9AiS
9h +
1
2
m∑
k=1
92AiS
9wk2
)
+
d∑
i; j=1
92f
9xi9xj
(
1
2
m∑
k=1
9AjS
9wk
9AiS
9wk
)
(24)
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and
L2/f(AS) =
d∑
i=1
9f
9xi
(
92AiS
9h2 +
m∑
k=1
93AiS
9wk2 9h
+
1
4
m∑
v; k=1
94AiS
9wk29wv2
)
+
d∑
i; j=1
92f
9xi9xj
(
9AjS
9h
9AiS
9h + 2
m∑
k=1
9AiS
9wk
92AjS
9wk9h +
m∑
k=1
9AjS
9h
92AiS
9wk2
+
m∑
k;v=1
9AiS
9wk
93AjS
9wk 9wv2 +
1
2
m∑
k;v=1
92AjS
9wk9wv
92AiS
9wk9wv
+
1
4
m∑
k;v=1
92AjS
9wv2
92AiS
9wk2
)
+
d∑
i; j;p=1
93f
9xi9xj9xp
(
m∑
k=1
9ApS
9h
9AjS
9wk
9AiS
9wk +
1
2
m∑
k;v=1
92ApS
9wv2
9AjS
9wk
9AiS
9wk
+
m∑
k;v=1
9ApS
9wv
9AiS
9wk
92AjS
9wk9wv
)
+
d∑
i; j;p;q=1
94f
9xi9xj9xp9xq
(
1
4
m∑
v; k=1
9AqS
9wv
9ApS
9wv
9AjS
9wk
9AiS
9wk
)
: (25)
In order to ensure global convergence with order 2 for the SRK method, condition (9) has to be
ful>lled for p=2. For f; ai; bij ∈C6P(Rd;R) we have L3f∈CP(Rd;R). Therefore a constant C7¿ 0
exists such that for x0 ∈Rd
|E(L3f(X t0 ; x0(s)))|6C7(1 + ‖x0‖2l); s∈ I: (26)
For the approximation a constant C8¿ 0 exists also such that
|E(L3/f(As(x; s; W˜ 1s ; : : : ; W˜ ms )))|6C8(1 + ‖x0‖2l); s∈ I (27)
holds, provided AS is regular enough.
If we assume now that (26) and (27) hold, the discrete time approximation process Y is of
third-order one-step accuracy and ful>lls condition (9), if
L/f(AS(x; 0; : : : ; 0)) = Lf(x) (28)
and
L2/f(AS(x; 0; : : : ; 0)) = L
2f(x) (29)
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hold. Keeping in mind Eqs. (20) and (24), equality (28) is ful>lled if
9AiS
9h (x) = a
i(x); (30)
m∑
k=1
92AiS
9wk2
(x) =
d∑
j=1
m∑
k=1
(
bj;k
9bi;k
9xj
)
(x) (31)
hold for i = 1; : : : ; d, and
m∑
k=1
(
9AiS
9wk
9AjS
9wk
)
(x) =
m∑
k=1
(bi;kbj;k)(x) (32)
holds for i; j = 1; : : : ; d. Calculating the derivative of AS(x) w.r.t. h, condition (30) is ful>lled if
s∑
l=1
'lai(x) = ai(x) (33)
holds for i=1; : : : ; d, that is if 'Te=1 with e=(1; : : : ; 1)T. Considering condition (31) and calculating
the second derivative of AiS(x) w.r.t. w
k , we obtain
2
m∑
k=1
s∑
l=1
)(k)l

 d∑
j=1
9bi;k
9xj
l−1∑
r=1
B(k; k)lr b
j;k

 (x) = d∑
j=1
m∑
k=1
(
bj;k
9bi;k
9xj
)
(x) (34)
for i=1; : : : ; d. Therefore the condition )(k)TB(k; k)e= 12 has to be ful>lled for k=1; : : : ; m. We consider
Eq. (32) analogously. Calculating again the derivatives of AiS(x) and A
j
S(x) w.r.t. w
k , we obtain the
condition
m∑
k=1
(
s∑
l=1
)(k)l b
i; k
s∑
r=1
)(k)r b
j;k
)
(x) =
m∑
k=1
(bi;kbj;k)(x) (35)
which is ful>lled if ()(k)Te)2 = 1 holds for k =1; : : : ; m. As a result of these calculations, Eqs. (33)–
(35) represent conditions for the SRK method such that it has order 1.0 in the weak sense.
Considering Eq. (29), analogous calculations have to be performed to get conditions for the SRK
method converging with order 2.0. Since these calculations can be easily performed, only one case
should be mentioned that is condition
m∑
k;v=1
(
d2AjS
dwkdwv
d2AiS
dwkdwv
)
(x) =
d∑
l;r=1
m∑
k;v=1
(
bl;kbr;k
9bi;v
9xr
9bj;v
9xl
)
(x) (36)
for i; j=1; : : : ; d. Calculating the second derivatives of AiS(x) and A
j
S(x) w.r.t. w
k and wv, we obtain
2
m∑
k;v=1
()(v)
T
B(v; k)e)2
d∑
l;r=1
(
9bj;v
9xl b
l;k 9bi;v
9xr b
r;k
)
(x)
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+2
m∑
k;v=1
()(v)
T
B(v; k)e · )(k)TB(k; v)e)
d∑
l;r=1
(
9bj;v
9xl b
l;k 9bi;k
9xr b
r;v
)
(x)
=
m∑
k;v=1
d∑
l;r=1
(
9bi;v
9xr b
r;k 9bj;v
9xl b
l;k
)
(x) (37)
for all i; j=1; : : : ; d. Here, applying commutativity condition (13), the conditions )(v)TB(v; k)e= 12 for
the coe3cients of the SRK method have to be ful>lled for v; k = 1; : : : ; m. We have to point out
that condition (37) can be deduced from (21) and (25) if and only if the commutativity condition
is ful>lled. Otherwise it is not possible to ful>ll (29) for a method of type AS(x; s;PW 1; : : : ;PWm)
de>ned by (16). The above considerations lead to the following theorem:
Theorem 3. Let f; ai; bi; j ∈C6P(Rd;R) for i=1; : : : ; d, j=1; : : : ; m and let the approximation Y of X
with Yn+1 = AS(Yn; h;PW 1n ; : : : ;PW
m
n ) as de:ned in (16) satisfy conditions (11), (12) of Lemma 2
and (27). If the di<usion b ful:lls the commutativity condition (13) and if Eqs. (28) and (29) hold,
then the SRK method de:ned by (16) converges with order 2 in the weak sense to the solution X
of the autonomous stochastic di<erential equation system (14).
5. Stochastic Runge–Kutta methods of order 2
For simplicity, in the following we assume that ai; bi; j ∈C6P(Rd;R) are bounded functions with
bounded derivatives up to second order. If bounded random variables are used for the SRK method,
then one can waive the boundedness condition for ai and bi; j (see [13] for details). Now one can
easily verify the conditions of Lemma 2. Thus, the approximation Y de>ned by the SKR method
(16) is a second-order global approximation of X , i.e., the conditions of Theorem 3 are ful>lled, if
we calculate the derivatives of AS and determine the coe3cients of the Runge–Kutta method such
that Eqs. (28) and (29) are ful>lled. Here we make use of the common tensor notation, i.e., the
product of vectors is de>ned by componentwise multiplication and e denotes the vector with a 1 in
each component.
For Eq. (28) we get the order 1 conditions
1: 'Te = 1; 2: )(p)
T
e = 1; 3: )(p)
T
B(p;p)e = 12
for p= 1; : : : ; m. For Eq. (29) we get the additional order 2 conditions
4: )(p)
T
(B(p;p)((B(p;p)e)(B(p;p)e))) = 112 ; 5: )
(p)TA(p)e = 12 ;
6: 'T((B(0;p)e)(B(0;p)e)) = 12 ; 7: '
TB(0;p)e = 12 ;
8: )(p)
T
((A(p)e)(B(p;p)e)) = 14 ; 9: )
(p)T(A(p)(B(0;p)e)) = 0;
10: )(p)
T
((B(p;p)e)(B(p;p)e)) = 13 ; 11: )
(p)T(B(p;p)(B(p;p)e)) = 16 ;
12: )(p)
T
(B(p;p)e)(B(p;p)e)(B(p;p)e) = 14 ; 13: '
TA(0)e = 12 ;
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14: )(p)
T
(B(p;p)e)(B(p;p)(B(p;p)e)) = 18 ; 15: )
(p)T(B(p;p)(A(p)e)) = 14 ;
16: )(p)
T
(B(p;p)(B(p;p)(B(p;p)e))) = 124 ; 17: '
T(B(0;p)(B(p;p)e)) = 14 ;
for p= 1; : : : ; m. And for p; q= 1; : : : ; m with p = q we get for Eq. (29) the conditions
18: )(q)
T
(B(q;q)(B(q;p)e))(B(q;p)e) = 14 ; 19: )
(p)T((B(p;q)e)(B(p;q)e)) = 12 ;
20: )(q)
T
(B(q;p)(B(p;q)e))(B(q;p)e) = 0; 21: )(p)
T
((B(p;q)e)(B(p;p)e)) = 14 ;
22: )(q)
T
(B(q;q)e)(B(q;p)(B(p;p)e)) = 18 ; 23: )
(p)T(B(p;q)(B(q;q)e)) = 14 ;
24: )(q)
T
(B(q;p)(B(p;p)(B(p;q)e))) = 0; 25: )(p)
T
(B(p;q)(B(q;p)e)) = 0;
26: )(q)
T
(B(q;q)(B(q;p)(B(p;p)e))) = 18 ; 27: )
(p)T(B(p;p)(B(p;q)e)) = 14 ;
28: )(q)
T
(B(q;p)((B(p;q)e)(B(p;p)e))) = 0; 29: )(q)
T
(B(q;p)(B(p;q)(B(q;p)e))) = 0;
30: )(q)
T
(B(q;q)((B(q;p)e)(B(q;p)e))) = 14 ; 31: )
(p)TB(p;q)e = 12 ;
32: )(q)
T
((B(q;q)e)(B(q;p)e)(B(q;p)e)) = 14 :
Remark 4. The number of stages s has to be at least 4 due to the conditions 2, 3, 4, 10, 11, 12,
14 and 16, which coincide with the conditions for deterministic Runge–Kutta methods of order 4,
where s¿ 4 is necessary (see [2]).
In the case of stochastic di(erential equation systems with a one-dimensional Wiener process,
i.e., d¿ 1 and m= 1, we only have to consider the reduced conditions 1–17 and the Runge–Kutta
method can be represented by the four coe3cient matrices A(0), A(1), B(0;1) and B(1;1) together with
the weights ' and )(1) (see [7] for the case d=m=1). For m¿ 1 it is possible to calculate solutions
of conditions 1–32 such that the coe3cient matrices A(1); : : : ; A(m) are identical and such that the
same holds for the weights )(1); : : : ; )(m), the matrices B(0;1); : : : ; B(0;m), the matrices B(1;1); : : : ; B(m;m)
and also for the matrices B(p;q) with p; q=1; : : : ; m and p = q, respectively. Therefore, it is possible
to represent the SRK scheme by the two weight vectors ' and )(p), and the >ve matrices A(0), A(p),
B(0;p), B(p;p) and B(p;q) for some 16p; q6m with p = q.
To derive the coe3cients of the SRK method from conditions 1–32, there are some degrees of
freedom in choosing the coe3cients of the deterministic part of the method, that is for the weights
'i and the coe3cients A
(0)
ij . As a result of this, it is possible to calculate a Runge–Kutta method
converging with order three in the case b ≡ 0. This is due to s¿ 4 and conditions 1 and 13
ensuring convergence with at least order 2 for the deterministic part of the method. In the following
let (pD; pS), pD¿pS, denote the order of convergence of the deterministic part and the stochastic
part, respectively. Thus, the method converges in any case at least with order pS . The following two
schemes can be applied for d¿ 1 and m¿ 1. The >rst scheme RS1 presented in Fig. 1 converges
with order (2; 2) whereas the second scheme RS2 presented in Fig. 2 converges with order (3; 2)
since ' and A(0) de>ne a deterministic Runge–Kutta scheme of order 3. Embedded versions of the
presented schemes, which may be applied for a step size control algorithm as considered in [6,8],
have been calculated by R+o,ler [12,13].
624 A. R+o,ler / Journal of Computational and Applied Mathematics 164–165 (2004) 613–627
Fig. 1. SRK method RS1 of order (2,2).
Fig. 2. SRK method RS2 of order (3,2).
6. Simulation study
In the following, the two SRK schemes RS1 and RS2 are compared to the Euler–Maruyama
scheme (EM) having order 1, to a scheme proposed by Platen (PL1) (see [4, p. 486]) of order 2,
and to a scheme by Milstein (MI) (see [9, 10 or 4, p. 487]) of order 2 which is not derivative free.
A linear SDE
dXt = aXt dt + bXt dWt; X0 = x0; (38)
with constant coe3cients a and b is considered, which is the Black–Scholes SDE used for option
pricing. We choose a = 1:5, b = 0:1, x0 = 0:1 and T = 1:0. If the functional f is taken f(x) = x,
then the expectation of the solution is given as
E(XT ) = x0 exp(aT ): (39)
We approximate the functional u= E(f(XT )) by a Monte Carlo estimate using the sample average
uN;h = (1=N )
∑N
k=1 f(YT (!k)) with N independent simulated realizations. Then the mean error of a
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Table 1
Simulations for the orders of convergence with SDE (38)
h |3ˆ| 4ˆ23 h |3ˆ| 4ˆ23
RS1 2−2 1.180227e-02 1.668528e-09 RS2 2−2 1.204844e-03 1.519708e-09
2−3 3.412412e-03 1.690643e-09 2−3 1.918754e-04 1.591594e-09
2−4 9.198946e-04 2.162104e-09 2−4 2.868873e-05 1.871719e-09
2−5 2.427730e-04 2.124854e-09 2−5 5.186382e-06 1.822978e-09
EM (h) 2−2 9.071975e-02 6.579433e-10 EM (h/4) 2−2 2.870620e-02 1.418950e-09
2−3 5.273910e-02 9.717614e-10 2−3 1.502207e-02 1.504381e-09
2−4 2.871281e-02 1.606698e-09 2−4 7.692933e-03 2.017590e-09
2−5 1.502735e-02 1.816510e-09 2−5 3.896505e-03 2.046844e-09
MI 2−2 1.180225e-02 1.670200e-09 PL1 2−2 1.180225e-02 1.670200e-09
2−3 3.412432e-03 1.689852e-09 2−3 3.412432e-03 1.689852e-09
2−4 9.199041e-04 2.162789e-09 2−4 9.199041e-04 2.162789e-09
2−5 2.427674e-04 2.124923e-09 2−5 2.427674e-04 2.124923e-09
-2
-4
-6
-8
-10
-12
-14
-16
-18
-20
-2-3-4-5
lo
g_
2(e
rro
r)
log_2(stepsize)
Euler (h)
Euler (h/4)
PL1 (h)
Milstein (h)
RS1 (h)
-2
-4
-6
-8
-10
-12
-14
-16
-18
-20
-2-3-4-5
lo
g_
2(e
rro
r)
log_2(stepsize)
Euler (h)
Euler (h/4)
PL1 (h)
Milstein (h)
RS2 (h)
Fig. 3. Empirical order of convergence.
weak approximation is given as 3ˆ = uN;h − E(f(XT )) and the empirical variance of the mean error
is denoted by 4ˆ23.
For this simulation study N = 8 × 107 trajectories are calculated. The results are presented in
Table 1 and plotted in Fig. 3 with double logarithmic scale. Consequently one obtains the empirical
order of convergence as the slope of the printed lines. The >rst line represents the results of the
Euler–Maruyama scheme EM with step size h having a slope of ≈ 1:0 while the second line also
having a slope of ≈ 1:0 is calculated with step size h=4. The third and fourth lines always coincide,
representing the results of the schemes PL1 due to Platen and MI by Milstein. Both lines reveal a
slope of ≈ 2:0 which corresponds to their analytical order of convergence. The >fth line represents
the results of the presented SRK schemes RS1 and RS2, respectively. Scheme RS1 reveals an
empirical order of ≈ 2:0 in Fig. 3. Here the line corresponding to RS1 is close to the ones of MI
and PL1. This is due to the analytical orders of pD = pS = 2:0 for RS1. At this point, the good
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performance of the Runge–Kutta scheme RS2 has in contrast to the other ones to be emphasized.
The empirical order of convergence of RS2 is signi>cantly higher than 2.0. This increase of the
order of convergence goes back to the higher order pD=3:0 for the deterministic part of the scheme
RS2. It has to be pointed out though that the better performance of scheme RS2 depends on the
order of magnitude of the di(usion. Thus the additional performance decreases as the coe3cient b
increases. However, also for higher values of b, RS2 still performs better than the other schemes
under consideration, as additional simulations revealed (see [13]).
If we take the number of evaluations of either the drift a or the di(usion b as a rough measure
for the computational e(ort of a numerical scheme, it turns out that the four stage SRK methods
have approximately the same computational e(ort as the Euler–Maruyama scheme applied four times.
Therefore the SRK schemes with step size h are compared to the Euler–Maruyama scheme with step
size h=4. However, comparing the errors in Fig. 3 and the corresponding values printed in Table 1,
it turns out that the SRK schemes provide much better results than the Euler–Maruyama scheme
with step size h=4, i.e., with the same computational e(ort.
7. Conclusion
In this paper a class of stochastic Runge–Kutta methods for Stratonovich SDEs with commutative
noise is considered. General order conditions for the coe3cients of the methods are calculated for the
cases d;m¿ 1. Coe3cients for two di(erent schemes of order (2:0; 2:0) and (3:0; 2:0) are presented.
A simulation study revealed their good performance in comparison to the schemes EM, PL1 and MI
proposed in literature. The main advantage of the presented SRK schemes is that they are derivative
free and that one does not have to simulate correlated random variables, as needed for the scheme
PL1 proposed by Platen [4] in the case of m¿ 1. This saves a lot of computational e(ort. In
contrast to the SRK schemes, the scheme MI proposed by Milstein [9,10] is not derivative free.
Thus, the presented stochastic Runge–Kutta schemes o(er signi>cant advantages in comparison to
the established schemes.
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