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Introduction
L'émergence des méthodes optiques dimensionnelles a amené de nouvelles approches et de
nouvelles perspectives en mécanique expérimentale des solides. Ces systèmes de mesure
se distinguent très clairement des systèmes classiques de type jauges de déformations,
extensomètres et capteurs de déplacement. Les systèmes classiques mesurent des informa-
tions ponctuelles, locales, sont directement en contact avec la structure mais bénéﬁcient
d'une standardisation qui leur permet d'avoir la faveur de l'industriel. Les systèmes ba-
sés sur les méthodes optiques, et notamment par stéréo-corrélation d'images numériques,
oﬀrent des mesures de champs, sans contact avec la structure. En eﬀet, ces techniques per-
mettent d'accéder aux déplacements tridimensionnels et aux déformations en tout point
de la surface de la structure évaluée. Ces nouveaux moyens de mesure, de part la grande
richesse des informations (aspects qualitatifs et quantitatifs) qu'ils délivrent, renouvellent
de très nombreux aspects de la mécanique expérimentale et ont la faveur du chercheur
pour compléter ou supplanter les systèmes classiques.
La mise en ÷uvre de ces nouvelles techniques de mesure de champs et leur impact sur la
mécanique expérimentale des solides est un axe de développement en pleine expansion,
les objectifs sont :
 la maîtrise de l'utilisation et de l'exploitation des techniques de mesure de champs ;
 l'observation des champs de mesures pour valider les essais mécaniques et les modèles ;
 l'utilisation des champs de mesures pour identiﬁer des lois de comportement.
L'équipe Mécanique des Matériaux, des Structures et des Procédés du Laboratoire Génie
de Production de l'Ecole Nationale d'Ingénieurs de Tarbes met en ÷uvre depuis dix ans
des mesures de champs cinématiques sans contact par stéréo-corrélation d'images numé-
riques pour l'identiﬁcation de lois de comportement, la caractérisation expérimentale des
montages d'essais et la validation de modèles éléments ﬁnis. Les travaux menés au sein de
EADS-IW vont dans le même sens avec un intérêt d'industrialisation de ces techniques
plus aﬃrmé. Aujourd'hui, à travers son implication dans cette étude, la volonté d'Airbus
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est d'intégrer ces nouvelles techniques de mesures. Cependant cette intégration passe par
une meilleure compréhension et une plus grande maîtrise en terme d'utilisation des sys-
tèmes de mesures et également en terme d'exploitation des résultats. L'étude présentée
contribue d'une part à l'amélioration de la compréhension par la caractérisation de la
corrélation et de la stéréo-corrélation d'images numériques ce qui permet de proposer des
pratiques d'utilisation de ces systèmes optiques et d'autre part à l'amélioration de l'exploi-
tation des résultats notamment à travers l'identiﬁcation du comportement des structures
à partir de mesures de champs.
Ce mémoire s'organise en quatre chapitres :
 Chapitre 1 - Méthodes optiques :
Nous présentons dans ce chapitre les méthodes de mesures de champs les plus fréquem-
ment utilisées, qu'il s'agisse de mesures surfaciques, ou de mesures surfaciques et hors-plan
ou de mesures volumiques. La technique de mesure qui est l'objet de cette étude étant
la stéréo-corrélation d'images numériques, nous présentons une description plus détaillée
des notions et techniques optiques, mathématiques, informatiques et de traitement du si-
gnal utilisées en corrélation et stéréo-corrélation. Cette description est suivie de quelques
exemples d'applications et notamment d'études réalisées au Laboratoire Génie de Pro-
duction de l'Ecole Nationale d'Ingénieurs de Tarbes.
 Chapitre 2 - Caractérisation du système de corrélation d'images 2D :
La mesure de champs cinématiques par stéréo-corrélation d'images est une méthode faisant
appel à la fois à la technique de corrélation d'images 2D et à la stéréovision. Une bonne
compréhension et une bonne utilisation d'un logiciel de stéréo-corrélation d'images passe
donc par la maîtrise de ces deux techniques. C'est pourquoi des travaux sont réalisés dans
ce chapitre aﬁn de mieux comprendre et de caractériser le système de corrélation d'images.
Une étude de sensibilité sur diﬀérents paramètres est menée en eﬀectuant des calculs de
corrélation d'images avec Aramis 2D sur des images synthétiques de 512 × 512 pixels
(ﬁgure 1) permettant ainsi de mieux maîtriser les diﬀérents paramètres liés aux images
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Fig. 1  Exemple d'image synthétique
(taille du mouchetis, luminosité, contraste, ...), au logiciel (taille de la fenêtre de corré-
lation, ...) ou à la transformation mécanique (déformation, gradient de déformation, ...).
L'analyse globale et locale des résultats, en terme de déplacement et de déformation, est
basée sur l'évaluation de l'erreur RMS, de la moyenne et de l'écart-type ce qui permet
de diﬀérencier l'erreur systématique de l'erreur aléatoire. Cette étude est basée sur la
méthodologie utilisée dans le cadre des travaux de même nature du Groupe de Recherche
CNRS 2519  Mesures de Champs et Identiﬁcation en Mécanique des Solides .
 Chapitre 3 - Caractérisation du système de stéréo-corrélation d'images :
Ce chapitre est centré sur la partie stéréovision du système de stéréo-corrélation d'images.
L'utilisation d'images réelles nous permet dans un premier temps de caractériser la re-
construction 3D du logiciel Aramis à partir de l'évaluation de l'erreur de reconstruction
stéréoscopique d'un objet étalon en fonction de la distance entre les caméras et de la dis-
tance entre les caméras et l'objet. Cette étude a aussi pour but de déterminer la conﬁgura-
tion optimale du système stéréoscopique. Puis, le système de stéréo-corrélation d'images
est évalué dans son ensemble en extrapolant la méthodologie adoptée lors de l'étude en
corrélation d'images. En eﬀet, une étude similaire à l'étude réalisée en 2D est eﬀectuée
par la prise d'images stéréoscopiques réelles, par le biais de caméras numériques. L'objet
mesuré dans ce cas est un plan sur lequel déﬁlent des mouchetis parfaits subissant une
transformation connue (ﬁgure 2).
Cette étude permet de mettre en avant l'inﬂuence de certains paramètres, mais également
de comparer les deux systèmes (corrélation et stéréo-corrélation) en utilisant les mêmes
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Fig. 2  Exemple de déplacements mesurés par stéréo-corrélation d'images numériques
images réelles dans les deux cas. Les conclusions de ces diﬀérentes études permettent de
mieux appréhender le système de stéréo-corrélation d'images numériques et sont à la base
du développement de l'outil logiciel réalisé à l'aide de Scilab, outil d'aide à l'expérience
présenté à la ﬁn de ce chapitre.
 Chapitre 4 : Identiﬁcation à partir des mesures de champs :
De nombreuses méthodes d'identiﬁcation paramétrique ont été récemment développées
dans le but d'utiliser au mieux l'ensemble des informations obtenues lors des mesures
de champs. Un tour d'horizon des techniques d'identiﬁcation nous a permis de retenir
deux méthodes particulièrement adaptées à l'identiﬁcation de lois de comportement : la
méthode des champs virtuels et l'identiﬁcation paramétrique par recalage de modèles
éléments ﬁnis. Une application est présentée aﬁn de déterminer les avantages de ces deux
méthodes, mais également leurs limites.
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1.1 Introduction
L'identiﬁcation du comportement mécanique des matériaux est devenue aujourd'hui un
enjeu majeur dans de nombreux domaines. Cette connaissance passe par des moyens
expérimentaux de plus en plus puissants. Les jauges, extensomètres et autres capteurs
de déplacement sont performants, simples de mise en ÷uvre, permettent une mesure en
temps réel avec une grande précision. Néanmoins, ces techniques restent ponctuelles et
nécessitent un contact avec la surface de mesure qui risque d'altérer le phénomène à
observer. C'est pourquoi, ces techniques sont de plus en plus remplacées ou complétées
par des techniques de mesures optiques. Elles présentent de grands avantages tels que
l'absence de contact, une résolution spatiale élevée et l'obtention d'une information de
champ (par opposition à une information ponctuelle), d'où l'appellation  mesure de
champs .
1.2 Revue des techniques de mesure de champs exis-
tantes
De nombreuses méthodes optiques dimensionnelles de mesure de champs peuvent être
rencontrées dans la littérature. Avec une sensibilité mécanicienne, nous avons choisi de les
classer en trois familles selon la dimension de mesure réalisée. Elles peuvent en eﬀet être
utilisées pour des mesures surfaciques dites  2D , des mesures surfaciques et hors-plan
dites  2D1/2  ou des mesures volumiques dites  3D .
1.2.1 Mesures surfaciques
Les mesures surfaciques permettent d'obtenir un champ de déplacement 2D sur une surface
plane. Dans un repère (O, x, y, z), les composantes planes du déplacement u et v sont
mesurées et elles sont fonction de x, y variables et z0 constante :
{
u(x, y, z0)
v(x, y, z0)
(1.1)
Le gradient de déplacement F déﬁni par l'équation 1.2 ne permet pas de calculer le tenseur
de Green-Lagrange. Seules les composantes planes du tenseur des petites déformations
sont accessibles (équation 1.3).
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F =
 Fxx Fxy ×Fyx Fyy ×
× × ×
 (1.2)
ε =
1
2
(F T + F )− I =
 εxx εxy ×εxy εyy ×
× × ×
 (1.3)
Les techniques de mesure surfaciques les plus couramment rencontrées sont la photoélas-
ticité, l'interférométrie, le moiré et les méthodes utilisant l'analyse d'images.
 La photoélasticimétrie 2D
C'est une technique expérimentale d'analyse des déformations et des contraintes. La mé-
thode est basée sur la propriété de double réfraction ou biréfringence de certains matériaux
transparents comme les résines epoxy ou le polyméthylméthacrylate (PMMA). Des franges
isochromes et isoclines représentant la répartition de la déformation (diﬀérence de défor-
mations principales et directions principales) sont visibles avec l'aide d'un polariscope
[Jessop 52, Patterson 91, Morimoto 94, Chen 00].
 Le moiré
Le moiré consiste à faire apparaître des franges d'interférence entre une grille de référence
(réseau régulier de lignes) et une seconde grille, identique à la grille de référence, qui est
déposée sur la surface de la pièce à étudier et qui se déforme avec celle-ci. Les franges
sont alors analysées par le biais d'un interféromètre moiré qui permet de mesurer des
déplacements et des déformations à la surface de la pièce [Post 00].
 Les techniques de corrélation - corrélation d'images et méthode des grilles
Ces techniques permettent la détermination des champs de déplacement et de déforma-
tion à la surface d'un objet par comparaison de deux images : une image de référence de
l'objet à l'état initial et une image du même objet après avoir subi une transformation
mécanique (déplacement ou déformation) [Sutton 00]. En marquant la surface d'un motif
régulier (pour la méthode des grilles [Surrel 00, Avril 02]) ou aléatoire (pour la corréla-
tion d'images), chaque point de la surface est identiﬁé dans chaque image. En corrélant
l'image de référence et l'image de l'objet déformé, nous obtenons une information en deux
dimensions des déplacements.
 L'interférométrie holographique
Cette technique consiste à faire apparaître des franges d'interférences en superposant
des ondes lumineuses dont une au moins est produite par un hologramme [Françon 86,
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Smigielski 84, Smigielski 98a, Smigielski 98b, Rastogi 00], un hologramme étant un enre-
gistrement par interférométrie de l'onde lumineuse diﬀusée ou diﬀractée par un objet.
 L'interférométrie de Speckle
L'interférométrie de Speckle permet l'analyse de franges d'interférences en superposant
les intensités lumineuses diﬀusées ou diﬀractées par un objet présentant une surface ru-
gueuse en l'éclairant par des faisceaux de lumière cohérente, issues du même laser, et
orientées dans des directions diﬀérentes par un jeu de miroirs [Leendertz 73, Laermann 00,
Rastogi 00, Rastogi 01, Smigielski 01].
1.2.2 Mesures surfaciques et hors-plan
Les mesures surfaciques et hors-plan permettent d'obtenir un champ de déplacement 3D
sur une surface. Dans un repère (O, x, y, z), les composantes du déplacement u, v et w
sont mesurées. Elles sont fonction de x, y et z, cette dernière étant exprimée en fonction
de x et y :

u(x, y, z(x, y))
v(x, y, z(x, y))
w(x, y, z(x, y))
(1.4)
Le gradient de déplacement déﬁni par l'équation 1.5 permet d'accéder uniquement aux
composantes planes du tenseur de Green-Lagrange (équation 1.6).
F =
 Fxx Fxy ×Fyx Fyy ×
Fzx Fzy ×
 (1.5)
E =
1
2
(F T .F − I) =
 Exx Exy ×Exy Eyy ×
× × ×
 (1.6)
Les techniques de mesure surfaciques et hors-plan les plus couramment rencontrées sont
l'interférométrie, le moiré et la stéréo-corrélation d'images.
 L'interférométrie holographique
Cette technique, déjà décrite précédemment permet également des mesures hors-plan
[Françon 86, Smigielski 84, Smigielski 98a, Smigielski 98b, Rastogi 00].
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 L'interférométrie de Speckle
L'interférométrie de Speckle est également utilisée pour des mesures surfaciques hors-plan
[Leendertz 73, Laermann 00, Rastogi 00, Rastogi 01, Smigielski 01].
 Le moiré d'ombre
La technique du moiré peut être utilisée pour déterminer le relief d'une pièce. Dans ce
cas l'ombre de la grille de référence est projetée sur la surface d'un objet par une source
ponctuelle. La superposition du réseau et de son ombre montre les lignes de niveau de
l'objet par rapport au plan de référence déﬁni par le plan de la grille [Post 00, Breque 04].
 Stéréo-corrélation d'images
La stéréo-corrélation permet d'eﬀectuer des mesures de déplacement hors-plan en com-
binant la corrélation d'images et l'utilisation de la stéréoscopie [Garcia 01a, Cornille 05,
Orteu 09]. Deux types d'appariements d'images sont réalisés : un appariement temporel
d'une paire d'images issues d'une même caméra prises à deux instants diﬀérents, et un
appariement stéréoscopique d'une paire d'images prise au même instant par deux caméras
diﬀérentes.
1.2.3 Mesures volumiques
Les mesures volumiques permettent d'obtenir un champ de déplacement 3D dans le volume
du système étudié. Dans un repère (O, x, y, z), les composantes du déplacement u, v et w
sont mesurées et elles sont fonction de x, y et z :

u(x, y, z)
v(x, y, z)
w(x, y, z)
(1.7)
Le gradient de déplacement déﬁni par l'équation 1.8 permet d'accéder à l'intégralité du
tenseur de Green-Lagrange (équation 1.9).
F =
 Fxx Fxy FxzFyx Fyy Fyz
Fzx Fzy Fzz
 (1.8)
E =
1
2
(F T .F − I) =
 Exx Exy ExzExy Eyy Eyz
Exz Eyz Ezz
 (1.9)
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Les techniques de mesure volumiques rencontrées sont la photoélasticité et les méthodes
utilisant l'analyse d'images.
 La photoélasticimétrie 3D par découpage optique
La photoélasticimétrie 3D par découpage optique consiste à isoler un feuillet d'une pièce
tridimensionnelle constituée de matériaux biréfringent par deux faisceaux laser plans.
Un programme d'analyse des champs lumineux diﬀusés permet d'obtenir une série de
franges isochrome et isocline. Cette image est similaire à celle obtenue en plaçant dans
un polariscope rectiligne le même feuillet découpé mécaniquement [Dupré 97, Zenina 98,
Zenina 99, Bilek 04, Germaneau 07]. Contrairement à la photoélasticimétrie 2D, cette
méthode à l'avantage d'être non destructive et permet des mesures en temps quasi-réel.
 Corrélation volumique
La corrélation volumique est une extension en trois dimensions de la corrélation d'image
numérique bidimensionnelle (pixels) utilisant des images numériques de volumes (voxels)
générés par tomographie à rayons X [Bay 99, Bornert 04, Germaneau 07] ou des images
obtenues par tomographie optique [Doumalin 04, Germaneau 07] (méthode consistant à
isoler un plan du volume de la pièce par un faisceau laser et à reconstituer le volume en
regroupant les diﬀérentes coupes).
1.2.4 Conclusion
La corrélation d'images et la stéréo-corrélation d'images sont les méthodes optiques di-
mensionnelles utilisées dans ce travail. En eﬀet, le Laboratoire Génie de Production a
acquis un système GOM Aramis 3D [Ara 06] en 1999 et a depuis eﬀectué certains travaux
visant au suivi d'essai et à l'évaluation du système de mesure. Ces deux techniques sont
détaillées par la suite et suivies de quelques applications.
1.3 Corrélation d'images
La technique de corrélation d'images est une méthode optique sans contact de mesure de
champs cinématiques 2D. Elle consiste à mettre en correspondance deux images numé-
riques de la surface plane observée à deux états distincts de déformation (ﬁgure 1.1), un
état dit de  référence  et un état dit  déformé  [Sutton 00].
Les images sont discrétisées spatialement par un capteur CCD (Charge Coupled Device)
et on obtient, pour chaque pixel, une valeur de niveau de gris. Le pixel homologue de la
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première image est déterminé dans la seconde en optimisant un coeﬃcient de corrélation
sur leur voisinage. Le point et son voisinage sont appelés fenêtre de corrélation.
1.3.1 Codage de la surface
La corrélation d'images repose sur deux hypothèses majeures. La première hypothèse
repose sur la conservation des niveaux de gris de l'image initiale à l'image déformée.
Il faut donc s'assurer que les mécanismes responsables de la déformation du matériau
n'entraînent pas de modiﬁcation de contraste qui provoquerait un risque de décorrélation.
Le fondement même de la technique de corrélation d'images suppose que le petit domaine
de pixels soit identiﬁé et identiﬁable par rapport à d'autres domaines dans une même
image. Comme l'identiﬁcation a lieu grâce aux niveaux de gris des pixels, il faut que la
répartition de ces niveaux de gris soit suﬃsamment pertinente dans l'image et à l'échelle
d'un sous-domaine. La seconde hypothèse repose alors sur la nécessité qu'il y ait des
contrastes dans l'image et que la répartition de ces contrastes soit unique dans un voisinage
autour de la position du sous-domaine homologue à trouver (ﬁgure 1.1).
Instant 0 Instant t
Fig. 1.1  Zones d'étude sur une image de référence et sur une image  déformée 
Si la surface est naturellement texturée (ﬁgure 1.2 (a)), ces deux hypothèses sont direc-
tement vériﬁées. Dans le cas contraire, une peinture est appliquée sur la surface à l'aide
d'une bombe aérosol (ﬁgure 1.2 (b)), d'un aérographe ou d'autres moyens (tampon en-
creur, éponge, autocollants, ...).
(a) : Mouchetis naturels (acier) (b) : Mouchetis artiﬁciels (bombe aérosol)
Fig. 1.2  Présentation de deux types de mouchetis
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1.3.2 Fonction de forme
L'image de référence est découpée en petits domaines D appelés fenêtre de corrélation, sur
lesquels la transformation mécanique ΦM peut être approchée localement par une fonction
Φ appelée fonction de forme [Schreier 02, Bornert 09]. Considérons deux signaux :
 f (x) représente la fonction de niveau de gris dans l'image de référence
 g (X) correspond à la fonction de niveau de gris dans l'image déformée
avec x = (x, y) représentant les coordonnées du point considéré dans l'image de référence
et X = (X, Y ) correspondant aux coordonnées du point considéré dans l'image déformée.
Soit ΦM , telle que ΦM (x) = X, la transformation mécanique au voisinage d'un point M
quelconque recherchée. La conservation du ﬂot optique donne :
g (ΦM (x)) = f (x) (1.10)
L'objectif de la technique de corrélation d'image est de déterminer la transformation
mécanique ΦM , connaissant f et g. Ainsi, ce problème de détermination du ﬂot optique
est un problème inverse mal posé qui nécessite une résolution par approximation [Horn 81].
Soient x0 =
(
u0
v0
)
un point de l'image de référence (généralement le centre de la fenêtre
de corrélation D), x =
(
u
v
)
un point quelconque de cette fenêtre et ∆x = x − x0 la
distance du point x au centre de la fenêtre. En ce point x, la transformation s'écrit :
X = ΦM (x) = x+ Ψ (x) (1.11)
Ψ (x) correspondant au déplacement au point x. En écrivant le développement de Taylor
de Ψ (x) au voisinage D du point x0, on obtient une expression Φ de ΦM en fonction des
variations locales de Ψ aux diﬀérents ordres :
Φ (x) = x+ Ψ
(
x0
)
+
∂Ψ
∂x
(
x0
)
.∆x+
1
2
∆x>.
∂2Ψ
∂x2
(
x0
)
.∆x+ ... (1.12)
Les approximations Φ de ΦM obtenues en tronquant cette expression, déﬁnissent les dif-
férentes méthodes rencontrées en corrélation d'images :
 ordre 0 (2 coeﬃcients : a1, a2) : transformation rigide. Cette transformation est utilisée
dans les cas de faibles rotations et petites déformations. Elle est déﬁnie par :
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Ψ (x) =
(
a1
a2
)
(1.13)
 ordre 1 : transformation aﬃne (6 coeﬃcients : a1 a` a6) ou bi-linéaire (8 coeﬃcients :
a1 a` a8). C'est une méthode utilisée dans les cas de petits gradients de déformation
(grandes déformations homogènes), elle est déﬁnie par :
Ψ (x) =
(
a1 + a3∆X + a5∆Y + a7∆X∆Y
a2 + a4∆X + a6∆Y + a8∆X∆Y
)
(1.14)
 ordre 2 : transformation quadratique (12 coeﬃcients : a1 a` a12) ou bi-quadratique (18
coeﬃcients : a1 a` a18) :
Ψ (x) =

a1 + a3∆X + a5∆Y + a7∆X∆Y + a9∆X
2 + a11∆Y
2 + a13∆X
2∆Y + ...
...+ a15∆X∆v
2 + a17∆X
2∆Y 2
a2 + a4∆X + a6∆Y + a8∆X∆Y + a10∆X
2 + a12∆Y
2 + a14∆X
2∆Y + ...
...+ a16∆X∆Y
2 + a18∆X
2∆Y 2

(1.15)
La transformation aﬃne est la méthode utilisée par le logiciel d'acquisition et de traite-
ment d'images Aramis [Ara 06] qui sera utilisé dans les travaux présentés par la suite.
1.3.3 Coeﬃcient de corrélation
Les diﬀérents paramètres ai de la fonction de forme utilisée par le logiciel sont déterminés
en minimisant un coeﬃcient de corrélation C(Φ) :
ai = Argmin
ai
C(Φ(ai)) (1.16)
Ce coeﬃcient correspond aux écarts de distribution de niveaux de gris présents dans la
fenêtre de corrélation D entre l'état initial et l'état déformé. Diﬀérentes déﬁnitions de ce
coeﬃcient ont été proposées [Chambon 03]. Les coeﬃcients peuvent être normalisés ou pas
et utiliser les variations des niveaux de gris plutôt que les niveaux de gris eux-mêmes. En
posant, pour toute fonction a, 〈a〉 = ∫
D
a(x)dx, puis f = 〈f〉 et g = 〈g(Φ)〉, les coeﬃcients
les plus fréquemment rencontrés s'écrivent :
 La somme des diﬀérences au carré (Sum of Squared Diﬀerences) :
CSSD(Φ) =
〈
(f − g(Φ))2〉 (1.17)
 La somme des diﬀérences au carré normalisée (Normalized Sum of Squared Diﬀerences) :
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CNSSD(Φ) =
〈
(f − g(Φ))2〉√〈f 2〉√〈g (Φ)2〉 (1.18)
 La somme des diﬀérences au carré normalisée centrée (Zero mean Normalized Sum of
Squared Diﬀerences) :
CZNSSD (Φ) =
〈((
f − f)− (g (Φ)− g))2〉√〈(
f − f)2〉√〈(g (Φ)− g)2〉 (1.19)
 La fonction d'auto-corrélation normalisée (Normalized Cross-Correlation function) :
CNCC (Φ) = 1− 〈f.g(Φ)〉√〈f 2〉√〈g (Φ)2〉 (1.20)
 La fonction d'auto-corrélation normalisée centrée (Zero Mean Normalized Cross-Correlation
function) :
CZNCC (Φ) = 1−
〈(
f − f) . (g (Φ)− g)〉√〈(
f − f)2〉√〈(g (Φ)− g)2〉 (1.21)
Toutes ces expressions s'annulent lorsque les deux fenêtres de corrélation sont identiques
et qu'il n'y a pas de variation de contrainte, c'est à dire lorsque Φ = ΦM . Le coeﬃcient de
corrélation utilisé par le logiciel d'acquisition et de traitement d'images Aramis [Ara 06]
est le CZNCC .
1.3.4 Interpolation des niveaux de gris
Généralement, l'intégration utilisée pour calculer le coeﬃcient de corrélation décrit ci-
dessus est remplacée par des sommes discrètes sur tous les pixels de la fenêtre D. Pour
toute fonction a :
〈a〉 ≈
∑
i∈D
a
(
xi
)
(1.22)
avec xi, la position du iime pixel, avec des coordonnées entières.
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En partant des coordonnées de Φ (xi), qui peuvent ne pas être entières, une interpolation
des niveaux de gris au voisinage est nécessaire pour déterminer g (Φ (xi)).
Les méthodes d'interpolation les plus fréquemment rencontrées sont :
 l'approximation par plus proche voisin.
 l'interpolation polynômiale, dont les interpolations bi-linéaire (4 pixels) et bi-cubique
(16 pixels).
 l'interpolation B-spline.
 l'interpolation de Fourier...
1.3.5 Algorithmes d'optimisation
La détermination des diﬀérents paramètres ai de la fonction de forme Φ passe par la
minimisation du coeﬃcient de corrélation (équation 1.16). Cette minimisation nécessite
l'utilisation d'un algorithme d'optimisation. Les algorithmes les plus fréquemment utilisés
sont :
 L'optimisation globale
Une optimisation globale de tous les paramètres ai décrivant la fonction de forme est réa-
lisée en utilisant diﬀérents algorithmes d'optimisation non linéaire (méthode de descente
du gradient, Newton-Raphson, Levenberg-Marquard, ...) [Sutton 00].
 L'optimisation partielle avec l'évaluation des paramètres d'ordre supérieur à partir des
fenêtres voisines
Il s'agit d'une optimisation à un nombre limité de paramètres ai, généralement, les com-
posantes de la translation a1 et a2, laissant les autres coeﬃcients à une valeur ﬁxe et non
nulle. Lorsque cette optimisation est réalisée sur un ensemble de fenêtres de corrélation,
les paramètres d'ordre supérieur d'une fenêtre donnée sont réévalués à partir des dépla-
cements des centres des fenêtres voisines. Une nouvelle optimisation des paramètres a1
et a2 est alors réalisée avec les nouvelles valeurs des paramètres d'ordre supérieur. Cette
procédure est itérée jusqu'à ce que les composantes de la translation convergent sur toutes
les fenêtres.
 L'interpolation bi-parabolique du coeﬃcient de corrélation
Cette méthode consiste à interpoler le coeﬃcient de corrélation au voisinage de son maxi-
mum trouvé avec une résolution au pixel près. On utilise une interpolation bi-parabolique
calculée par une méthode des moindres carrés avec les valeurs obtenues pour le maximum
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et les huit pixels voisins les plus proches. La valeur de l'optimum est trouvée analytique-
ment à partir de la fonction parabolique [Doumalin 00].
La documentation du logiciel d'acquisition et de traitement d'images Aramis [Ara 06] ne
nous permet pas de préciser la méthode d'interpolation des niveaux de gris et la technique
d'optimisation du coeﬃcient de corrélation.
1.3.6 Calcul des déformations
La connaissance des champs de déplacements ne suﬃt pas toujours à l'analyse du problème
et les champs de déformations peuvent dans ce cas apparaître nécessaires. Il existe plu-
sieurs méthodes pour les calculer à partir des déplacements mesurés. On pourra retrouver
l'une des méthodes suivantes.
 Valeur exacte ponctuelle
Dans les chapitres suivants, nous verrons qu'il est possible d'appliquer un déplacement
théorique à un mouchetis de référence aﬁn de créer des images déformées synthétiques
en appliquant à chaque pixel de l'image une transformation caractérisant le déplacement.
Dans ce cas, il est possible de dériver directement la transformation appliquée au point
souhaité et ainsi, obtenir la valeur exacte ponctuelle de la déformation.
 Diﬀérences ﬁnies
Cette méthode consiste à déterminer la valeur de la déformation en fonction des valeurs
de déplacements obtenues sur les points voisins et du pas entre ces points voisins. La
ﬁgure 1.3 représente les points utilisés (en rouge) pour la détermination de la valeur du
point vert avec la méthode des diﬀérences ﬁnies centrées à 3 points pour les points reliés
par les traits pleins et à 5 points pour les points reliés par les pointillés.
Fig. 1.3  Choix possibles des points voisins
Les diﬀérences ﬁnies avant et arrière peuvent également être utilisées mais la méthode
des diﬀérences ﬁnies centrées reste la plus précise et la plus couramment implantée dans
les logiciels permettant un calcul de déformations. Le logiciel Aramis [Ara 06] utilise
notamment une formulation centrée :
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εnxx
∼=
{
un+1−un−1
2s
−un+2+8un+1−8un−1+un−2
12s
(1.23)
où s est une constante représentant la diﬀérence de position de points voisins et ui leurs
déplacements.
 Fonctions de forme éléments ﬁnis
Cette méthode consiste à exprimer les coordonnées des points d'un domaine (composé
généralement de 4 ou 8 points) dans un espace de référence pour lequel on dispose de
formules d'interpolation numériques. Prenons l'exemple d'un élément quadrilatère à 4
n÷uds (ﬁgure 1.4), les fonctions de forme de l'élément sont de la forme :

ϕ1 =
1
4
(1− ξ) (1− η)
ϕ2 =
1
4
(1 + ξ) (1− η)
ϕ3 =
1
4
(1 + ξ) (1 + η)
ϕ4 =
1
4
(1− ξ) (1 + η)

ϕ1,ξ = −14(1− η)
ϕ2,ξ =
1
4
(1− η)
ϕ3,ξ =
1
4
(1 + η)
ϕ4,ξ = −14(1 + η)

ϕ1,η = −14 (1− ξ)
ϕ2,η = −14 (1 + ξ)
ϕ3,η =
1
4
(1 + ξ)
ϕ4,η =
1
4
(1− ξ)
(1.24)
Fig. 1.4  Élément de référence dans le cas d'un quadrilatère à 4 n÷uds
 Dérivation de fonctions polynômes d'interpolation ou d'approximation
On déﬁnit par exemple une fonction polynômiale d'interpolation d'ordre 2n qui passe
par les valeurs de déplacements mesurés des 2n points voisins et du point pour lequel la
déformation est à déterminer. Une fonction polynômiale d'approximation peut être, quant
à elle, déﬁnie en approchant la fonction continue décrite par les valeurs de déplacements
mesurés des points voisins et du point considéré. Il suﬃt ensuite de dériver le polynôme
pour évaluer les déformations.
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1.3.7 Conclusion
La corrélation d'images présente de nombreux avantages :
 la facilité de préparation de la surface de l'objet (projection de peinture en quelques
secondes), lorsque cela est nécessaire ;
 la densité de l'information obtenue. Au mieux, chacun des pixels de la matrice CCD
peut être apparié par corrélation ce qui fournit un champ de déplacements dense ;
 le choix du pas de la grille virtuelle utilisée pour calculer les déformations à partir des
déplacements s'eﬀectue au moment du post-traitement des données et peut donc être
adapté aux gradients de déformations en présence ;
 le choix des paramètres de post-traitement (taille de fenêtre, fonction de forme) et du
traitement d'images.
Cette extensométrie bidimensionnelle, qui est maintenant couramment utilisée pour des
mesures de champs de déplacements bidimensionnels, présente des inconvénients majeurs :
d'abord, elle ne permet de mesurer que des déformations planes, ensuite, d'un point de vue
expérimental, elle nécessite que le plan de déformation et le plan image de la caméra soient
parallèles et le restent pendant l'essai, ce qui est diﬃcile à garantir. Enﬁn, la distance entre
l'objet et la caméra (distance hors plan) doit rester ﬁxe. La technique de stéréo-corrélation
d'images qui est présentée dans la suite apporte une solution à ces problèmes.
1.4 Stéréo-corrélation d'images
La technique de stéréo-corrélation d'images est une méthode de mesure de champs ci-
nématiques sans contact combinant l'extensométrie bidimensionnelle et la stéréovision,
toutes deux eﬀectuées par corrélation d'images.
1.4.1 Modélisation d'une caméra et d'un capteur de stéréovision
1.4.1.1 Géométrie d'une caméra - Modèle du sténopé
Le processus de formation des images au sein d'une caméra peut être modélisé simplement
en exprimant les relations de passage du repère monde au repère caméra, la projection du
repère caméra dans le plan image et en appliquant la transformation aﬃne qui conduit
aux coordonnées de l'image [Orteu 97, Garcia 01a, Garcia 01c, Li 06].
Soit un point P ayant comme coordonnées (x, y, z) dans le repère monde (ﬁgure 1.5). La
détermination de la projection P ′(u, v) de P sur l'image consiste à résoudre l'équation :
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P ′ = F (P ) (1.25)
Ce calcul nécessite de passer par un repère intermédiaire : le repère caméra.
Fig. 1.5  Modèle géométrique d'une caméra
La transformation des coordonnées du point P du repère monde au repère caméra peut
être considérée comme une combinaison d'une rotation r et d'une translation t. Les coor-
données de P dans le repère caméra seront de la forme :
 xcyc
zc
 ∼= T

x
y
z
1
 (1.26)
avec T ∼=
 r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz
 ∼= ( r t )
Les matrices de rotation et de translation sont les paramètres extrinsèques de la caméra
et décrivent sa position et son orientation par rapport à la scène.
Les coordonnées (x′c, y
′
c, z
′
c) de P
′ dans le repère caméra s'écrivent :
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
x′c = xcf/zc
y′c = ycf/zc
z′c = f
(1.27)
avec f la distance focale de la caméra.
La transformation des coordonnées du point P ′ du repère caméra (x′c, y
′
c, z
′
c) au repère
image (u, v) peut s'exprimer par :
 uv
1
 ∼=
 au 0 u00 av v0
0 0 1

︸ ︷︷ ︸
 x
′
c
y′c
1

K
(1.28)
avec (uo, vo), au = kuf et av = kvf : paramètres intrinsèques de la caméra
(uo, vo) : coordonnées de l'intersection entre le plan de l'image et l'axe optique
de la caméra
f : distance focale de la caméra
ku : facteur d'échelle vertical
kv : facteur d'échelle horizontal
En combinant les trois transformations (1.26, 1.27 et 1.28), on obtient :
 uv
1
 ∼= KT

x
y
z
1
 (1.29)
Cette équation permet de calculer les coordonnées du point P ′(u, v) dans le plan image à
partir des coordonnées du point P (x, y, z).
1.4.1.2 Géométrie d'un capteur stéréoscopique
Le principe géométrique utilisé pour une caméra reste le même avec deux caméras, avec
une transformation rigide supplémentaire liant le système stéréoscopique.
La ﬁgure 1.6 illustre les trois transformations rigides (Tg, Td et Ts) et les trois repères.
Les transformations s'écrivent sous la forme : Tg ∼=
(
rg tg
)
, Td ∼=
(
rd td
)
et Ts ∼=(
rs ts
)
où rg, rd et rs sont des rotations et tg, td et ts sont des translations.
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Fig. 1.6  Référentiels tridimensionnels d'un capteur de stéréovision
Ces transformations rigides Tg, Td et Ts permettent d'exprimer les coordonnées d'un point
P dans les diﬀérents repères par les relations suivantes :
 xgyg
zg
 ∼= Tg

x
y
z
1

 xdyd
zd
 ∼= Td

x
y
z
1

 xdyd
zd
 ∼= Ts

xg
yg
zg
1
 (1.30)
Les trois transformations sont alors liées par la relation :
Ts ∼= TdT−1g (1.31)
En suivant la démarche utilisée avec une caméra, on obtient les équations suivantes qui
permettent de déterminer les coordonnées des points Pd(ud, vd) et Pg(ug, vg) dans les deux
plans image à partir des coordonnées du point P (x, y, z) [Garcia 01a] :
 udvd
1
 ∼= KdTd

x
y
z
1
 (1.32)
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 ugvg
1
 ∼= KgTg

x
y
z
1
 ∼= KgT−1s Td

x
y
z
1
 (1.33)
1.4.2 Mesure de forme 3D par stéréovision
La stéréovision, décrite sur la ﬁgure 1.7 est basée sur le principe de triangulation qui
nécessite de déterminer le correspondant d'un pixel de la première image dans la seconde
et de calculer l'intersection des deux droites projectives (projection du point dans les plans
des deux capteurs CCD).
(a) une caméra (b) deux caméras
Fig. 1.7  Principe stéréoscopique
1.4.2.1 Triangulation
L'utilisation d'une seule caméra ne permet d'accéder qu'à une information bidimension-
nelle (ﬁgure 1.7 (a)). En eﬀet, deux points (P et Q) placés sur la même droite projective
(C, P ′g) se projettent sur le plan image en un même point P
′
g. C est appelé centre de
projection ou centre optique. Dans l'hypothèse où l'appariement d'image (ou la stéréo-
correspondance) est établie, l'utilisation de deux caméras (technique de stéréovision) per-
met alors d'accéder à l'information tridimensionnelle (ﬁgure 1.7 (b)). Il est possible de dé-
terminer la position tridimensionnelle d'un point par triangulation, technique qui consiste
à déterminer l'intersection des deux droites projectives. À partir de deux points P ′g(ug, vg)
et Q′d(ud, vd) correctement appariés, la reconstruction 3D, et donc la détermination de
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la position 3D du point Q(x, y, z) s'eﬀectue en calculant l'intersection dans l'espace des
droites CgP ′g et CdQ
′
d.
Fig. 1.8  Droite épipolaire
En utilisant les équations 1.32 et 1.33, on obtient un système ayant pour inconnues :
 (x, y, z) : les coordonnées du point Q,
 Kd, Kg : les paramètres intrinsèques des caméras droites et gauches,
 Td,Tg : les paramètres extrinsèques des deux caméras,
 Ts : la transformation rigide liant les deux caméras.
Un calibrage du système stéréoscopique permet de connaître les paramètres intrinsèques
et extrinsèques des caméras ainsi que la transformation rigide Ts, laissant alors pour seules
inconnues les coordonnées du point Q.
En pratique et aﬁn de faciliter la recherche du stéréo-correspondant, une contrainte géo-
métrique appelée contrainte épipolaire est utilisée [Garcia 01a]. Un point P ′g correspond à
la projection de plusieurs points P , il existe donc plusieurs possibilités pour le projeté de
P dans l'image droite. Ces diﬀérentes possibilités sont alignées et forment la droite épi-
polaire droite. Elle permet de limiter la recherche du stéréo-correspondant de l'image de
gauche dans l'image de droite à une recherche 1D sur la droite épipolaire associée (ﬁgure
1.8).
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1.4.2.2 Calibrage
1 2 3
4 5
6 7 8
9 10 11
12 13
Fig. 1.9  Calibrage avec le système Aramis [Ara 06]
La phase de calibrage permet de déterminer les paramètres intrinsèques de chacune des
caméras (longueur focale de l'objectif, taille des pixels de la matrice CCD, coeﬃcients pour
tenir compte de la distorsion des images induite par l'objectif...) ainsi que la position et
l'orientation relative des deux caméras. Elle permet donc de déterminer les matrices Kd,
Kg, Td, Tg, Ts.
La technique consiste à passer une mire devant les caméras dans diﬀérentes conﬁgurations.
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Pour le système Aramis [Ara 06], cette mire est une plaque noire contenant 99 cercles
blancs (94 petits et 5 plus grands). Elle est de taille équivalente à la taille de l'objet à
étudier et doit être placée devant les objectifs lors de l'étape de calibrage.
Le logiciel d'acquisition et de traitement d'images Aramis [Ara 06] nécessite une étape
de calibrage utilisant 13 prises de vue décrites sur la ﬁgure 1.9. Cinq prises de vue sont
communes aux deux caméras, elles sont suivies par quatre prises de vue par caméra
indépendamment.
Pour les cinq premières prises de vues, à chaque prise de vue i est associé une transfor-
mation rigide T ig pour la caméra gauche et une transformation rigide T
i
d pour la caméra
droite (ﬁgure 1.10). Pour chaque prise de vue, nous avons d'après l'équation 1.31 :
TsT
i
g
∼= T id (1.34)
A partir de ces éléments, il est possible de déterminer les diﬀérentes inconnues du système
[Garcia 01a, Garcia 01c, Marzani 02].
Fig. 1.10  Calibrage d'un capteur de stéréovision
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1.4.3 Mesure 3D de champs de déplacements
La technique de stéréovision permet de mesurer l'évolution de la forme 3D d'un objet
en enregistrant plusieurs paires stéréoscopiques à diﬀérents états de sollicitation de cet
objet. La corrélation d'images permet quant à elle de déterminer le champ de déplacement
surfacique dans le plan de la caméra d'un objet en enregistrant une image à chaque état de
déformation de cet objet. En combinant ces deux techniques, il est possible de déterminer
le champ de déplacement tridimensionnel en tout point de la surface de l'objet étudié.
Fig. 1.11  Détermination du champ de déplacements 3D par stéréo-corrélation
Le principe de la méthode est résumé sur la ﬁgure 1.11 dans le cas de deux paires sté-
réoscopiques (une avant déformation et une après). A l'état initial, une paire d'images
stéréoscopique est utilisée pour reconstruire l'objet au repos par un appariement stéréo-
scopique (étape 1). Une seconde paire d'images est prise lorsque l'objet est déformé et un
appariement temporel est eﬀectué sur les images de la caméra de gauche (à l'état initial et
à l'état déformé) comme décrit dans la partie 1.3 (étape 2). Enﬁn, un nouvel appariement
stéréoscopique est réalisé sur les images de la caméra de droite et de la caméra de gauche
à l'état déformé (étape 3) [Garcia 01a, Cornille 05].
Les techniques de corrélation d'images et de stéréo-corrélation permettent des mesures en
grandes déformations (> 100%). Néanmoins, lorsque la déformation dépasse 20%, il est
diﬃcile d'eﬀectuer un appariement temporel direct. Dans ce cas, il est nécessaire d'acquérir
plusieurs paires d'images entre l'état initial et l'état déformé n et d'eﬀectuer le calcul, non
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pas entre l'état initial et l'état déformé n, mais entre l'état déformé n−1 et l'état déformé
n.
1.4.4 Applications de la Stéréo-corrélation d'images
De par la facilité de mise en ÷uvre, notamment en terme de préparation de surface, sa
non-intrusivité, et la possibilité d'utilisation à diﬀérentes échelles, la méthode de stéréo-
corrélation d'images propose une multitude d'applications sur diﬀérents matériaux et
structures.
 Roche
L'étude réalisée par Berthaud [Berthaud 97] est consacrée à l'analyse expérimentale des
localisations de contraintes dans des éprouvettes de roche en compression uniaxiale. Deux
techniques sont utilisées dans cette étude : la stéréo-corrélation d'images et l'interféromé-
trie de Speckle. La stéréo-corrélation est également utilisée dans l'étude de Choi [Choi 97]
pour déterminer le processus de rupture à l'échelle microscopique d'un béton. Jacobsson
[Jacobsson 04] mesure le champ de déformations sur un béton lors d'un essai brésilien
allant à la rupture. Des essais de traction sur des éprouvettes pré-entaillées de bétons
réfractaires renforcés de ﬁbres métalliques ont permis de déterminer le champ de déplace-
ments de part et d'autre de la ﬁssure [Garcia 01a]. Les études de Lecompte [Lecompte 06]
et Robert [Robert 07] présentent une application de la stéréo-corrélation d'images pour
la détection de ﬁssures à la surface d'une poutre de béton en ﬂexion.
 Polymère
Les essais de Garcia [Garcia 01b] concernent la mesure de déplacements 3D et le champ
de déformations sur une membrane en élastomère lors d'un essai de gonﬂement. Schmidt
[Schmidt 03] a réalisé des mesures de déplacements en dynamique lors de la rotation
d'un pneu par le biais d'un stroboscope. Le comportement mécanique d'un caoutchouc
de silicone est analysé par Meunier [Meunier 08]. Les échantillons sont soumis à diﬀérents
tests homogènes : traction, cisaillement pur, compression, gonﬂement, ...
Des travaux sur des élastomères ont également été réalisés au Laboratoire Génie de Pro-
duction. Des essais de caractérisations en quadruple cisaillement sur un élastomère ont
été suivis par stéréo-corrélation d'images et par ESPI jusqu'à des niveaux de déformation
élevés (ﬁgure 1.12). Les résultats expérimentaux ont pu être confrontés aux résultats is-
sus d'un modèle éléments ﬁnis utilisant une loi de comportement hyperélastique de type
Alexander [Mistou 04, Fazzini 07a]. Vialettes [Vialettes 05, Vialettes 06] a réalisé des me-
sures de champ de déplacement et de déformation lors d'essais de gonﬂement sur des ﬁlms
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Fig. 1.12  Champ de déformations sur un élastomères à 200% de déformation
[Fazzini 07a]
polymères transparents de 50 µm d'épaisseur utilisés pour la fabrication des enveloppes
des ballons pressurisés stratosphériques.
 Composite
Fig. 1.13  Cisaillement mesuré par stéréo-corrélation sur une éprouvette en car-
bone/epoxy lors d'un essai Iosipescu [Cazajus 06]
Les mesures de champ par stéréo-corrélation d'images sont également utilisées sur des
composites. Compston [Compston 06] évalue les déformations subies par deux structures
sandwich lors d'un essai d'impact. Nan [Nam 04] étudie un élastomère renforcé de ﬁbre
textiles et Owolabi [Owolabi 06] teste un composite à matrice métallique en chargement
multiaxial cyclique. Le comportement mécanique d'une structure composite soumise à un
essai de ﬂexion est identiﬁé par la confrontation des mesures réalisées par stéréo-corrélation
et par capteurs à réseaux de Bragg [Mulle 09].
Des travaux sur des composites ont également été réalisés au Laboratoire Génie de Pro-
duction. Les caractéristiques mécaniques à la rupture de pièces en carbone/epoxy ont été
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évaluées lors d'essais Iosipescu [Cazajus 06] (ﬁgure 1.13). Karama [Karama 06] mesure
les champs de déplacements et de déformations sur la surface latérale d'une poutre sand-
wich nid d'abeilles soumise à des sollicitations de ﬂexion trois et quatre points pour la
validation d'une modélisation par éléments ﬁnis.
 Métallique
Les matériaux pour lesquels les exemples d'applications sont les plus nombreux et variés
restent les matériaux métalliques. Les études réalisées se situent aussi bien à l'échelle
macroscopique que microscopique.
Fig. 1.14  Champ de déplacement lors d'un usinage à grande vitesse (1s) [Fazzini 07b,
Wehbe 07]
En eﬀet, Cornille [Cornille 05] utilise la stéréovision à l'aide d'images issues d'un Micro-
scope Électronique à Balayage pour reconstruire les détails d'une pièce de monnaie. Davies
[Davies 01], Larsson [Larsson 04], Lockwood [Lockwood 99] ou Schreier [Schreier 04] uti-
lisent également des images de Microscope Électronique à Balayage pour déterminer les
déplacements et déformations sur des surfaces microscopiques.
A l'échelle macroscopique, Andresen [Andresen 99] et Garcia [Garcia 01a, Garcia 02] mettent
en ÷uvre des essais aﬁn de suivre les déplacements et déformations lors de l'emboutis-
sage de plaques minces. Abbassi [Abbassi 07], identiﬁe le comportement de tôles minces
destinées à la mise en forme des pièces mécaniques par déformation plastique.
Le comportement de parois minces en fraisage radial est mis en évidence par la com-
binaison de mesures par stéréo-corrélation associées à un stroboscope et des mesures
fréquentielles ponctuelles par accéléromètres [Fazzini 07b, Wehbe 07] (ﬁgure 1.14).
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1.5 Conclusion
Il existe aujourd'hui de nombreuses méthodes de mesure de déplacements et de défor-
mations et les méthodes optiques remplacent de plus en plus les techniques ponctuelles
d'extensométrie classiques. Leurs performances en terme de résolution, de résolution spa-
tiale, de facilité de mise en ÷uvre et leur absence de contact, en font des outils robustes
et ﬁables. Parmi ces techniques, la corrélation d'images et la stéréo-corrélation d'images
font partie des méthodes les plus courantes, en témoignent les applications nombreuses et
variées citées précédemment.
Chapitre 2
Caractérisation du système de
corrélation d'images 2D
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2.1 Introduction
La Stéréo-corrélation d'images est une technique de mesure de champs de déplacements
combinant la corrélation d'images bidimensionnelle et la stéréovision. Aﬁn de caractéri-
ser cette technique de mesure, nous nous intéressons tout d'abord dans ce chapitre, à la
caractérisation de la méthode de corrélation d'images. Dans le but d'évaluer les systèmes
de corrélations d'images numériques en général et le logiciel en particulier, des images
synthétiques sont utilisées aﬁn de comparer les déplacements mesurés par le logiciel Ara-
mis 2D [Ara 06] et les déplacements théoriques imposés lors de la création de ces images.
L'évaluation des systèmes de corrélation d'images à partir d'images réelles, n'apportant
pas plus d'informations et beaucoup de contraintes comme nous le verrons dans le cha-
pitre suivant lors de la caractérisation de notre système en stéréo-corrélation à partir
d'images réelles, a été abandonnée. La ﬁnalité est d'évaluer l'incertitude de mesure du
système de corrélation d'images en fonction des déplacements, déformations et gradients
de déformations mesurés.
2.2 Méthodes d'évaluation et d'analyse des résultats
(a) (b) (c)
Fig. 2.1  Exemple d'image synthétique (a), et histogramme de niveaux de gris (b) et
fonction d'autocorrélation (c) correspondant
Des calculs de corrélation d'images avec Aramis 2D [Ara 06] sont réalisés sur des images
synthétiques de 512× 512 pixels créées à l'aide du logiciel TexGen [Orteu 06]. Ces images
sont générées grâce à une fonction continue de niveaux de gris créée à partir d'un bruit de
Perlin. Cette fonction permet de simuler un mouchetis aussi réaliste que possible réparti
sur 256 niveaux de gris (ﬁgure 2.1 (a) et (b)), avec un rayon de tache moyen choisi et
estimé à 2,2 pixels. Ce rayon d'autocorrélation (ou taille moyenne des taches) est donné
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par la demi-hauteur de la fonction d'autocorrélation centrée et normée présentée dans le
chapitre suivant (ﬁgure 2.1 (c)). Notons que la répartition des niveaux de gris présente
une saturation en noir et en blanc non contrôlable, visible sur l'histogramme de niveaux
de gris (ﬁgure 2.1 (b)) et identiﬁable par un pic en 0 et un pic en 255. A cette fonction
continue de niveaux de gris, on applique la transformation mécanique U désirée. Pour
créer les images déformées, le niveau de gris de chaque pixel de position x de l'image
déformée est donné par le niveau de gris du pixel de position X dans l'image initiale,
obtenu par la transformation inverse u(x) = X.
Les déplacements sont mesurés au centre de fenêtres de corrélation carrées de dimension
D avec un intervalle horizontal et vertical correspondant à D, évitant ainsi tout recou-
vrement. L'erreur-type ou RMS (Root Mean Square Error) déﬁnie par la relation 2.1,
est calculée sur toute l'image pour l'analyse globale et sur les points subissant la même
sollicitation (déplacement, déformation et gradient de déformation) pour une étude locale.
Cette méthode de calcul est appliquée pour les déplacements et pour les déformations.
RMS(X) =
√∑
n (Xmes −Xth)2
n
=
√
n− 1
n
σ2(X) + ∆X
2
(2.1)
Avec : - σ(X) =
√
n
∑
n(Xmes−Xth)2−(
∑
n(Xmes−Xth))
2
n(n−1) l'écart-type correspondant à l'er-
reur aléatoire,
- ∆X = 1
n
∑
n (Xmes −Xth) la moyenne des erreurs correspondant à l'erreur
systématique.
Le RMS est une composition de l'écart-type et de la moyenne des erreurs, donc une
composition de l'erreur aléatoire et de l'erreur systématique. Suivant le type d'analyse
global ou local eﬀectué par la suite, nous verrons que, de par les caractéristiques de la
sollicitation appliquée, le RMS est  piloté  principalement soit par l'erreur aléatoire
(analyse globale) soit par l'erreur systématique (analyse locale).
Les diﬀérents paramètres testés dans cette étude sont des paramètres susceptibles d'in-
ﬂuencer les résultats et contrôlables par l'interface du logiciel ou par manipulation des
images. Les paramètres liés aux images sont :
 la taille du speckle,
 le bruit (bruit blanc gaussien sur chaque pixel d'écart type 0 à 8 niveaux de gris),
 la saturation (simulation d'images surexposées à la lumière),
 le type de codage de l'image (simulation d'images plus ou moins contrastées).
Les paramètres liés au logiciel sont :
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 taille de fenêtre de corrélation,
 option de calcul (total : image n comparée à n0, step : image n comparée à n-1).
Les paramètres liés à la transformation mécanique sont :
 déplacement rigide : translation pure,
 déplacement incluant une déformation : traction/compression, cisaillement.
2.3 Transformation mécanique
2.3.1 Traction/compression
2.3.1.1 Analyse globale
(a) (b) (c)
Fig. 2.2  Exemples d'images synthétiques : référence (a) et déformée (p=260 pixels, (b)
α=0.02, (c) α=0.1) et leur champ de déplacement suivant x correspondant
Dans notre cas, une série de 28 images est utilisée avec un mouchetis parfait (sans bruit)
auquel on impose un déplacement sinusoïdal unidirectionnel déﬁni par la relation 2.2.
Cette sollicitation permet de tester dans un nombre réduit d'images un très grand nombre
de combinaisons déplacements / déformations / gradients de déformations et d'analyser
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les relations entre l'erreur de mesure et la fréquence spatiale. Quelques exemples d'images
sont donnés ﬁgure 2.2.
U(x) = αp. sin(
2pix
p
)ex (2.2)
U ,x(x) =
∂U
∂x
= 2piα. cos(
2pix
p
)ex = U
Max
,x . cos(
2pix
p
)ex (2.3)
U ,xx(x) =
∂2U
∂x2
=
−4pi2α
p
. sin(
2pix
p
)ex = −UMax,xx . sin(
2pix
p
)ex (2.4)
avec p ∈ {10, 20, 30, 60, 130, 260, 510} la période en pixels
α ∈ {0.001, 0.005, 0.01, 0.02} le rapport de l'amplitude du déplacement a sur
la période (α = a
p
), c'est l'amplitude de la déformation
Les diﬀérentes valeurs de α et p permettent de simuler diﬀérents niveaux de déformations.
La déformation est d'autant plus grande que le paramètre α est grand. On obtient par
exemple pour α = 0, 001 une déformation maximale de 0,63% et pour α = 0, 02 une
déformation maximale de 12,57%. La valeur de la période p permet de faire varier le
gradient de la déformation et la fréquence spatiale du déplacement. La déformation est
d'autant plus homogène (faible gradient) que le paramètre p est grand.
p (pixel) 10 20 30 60 130 260 510
1 2 3 4 5 6 7
α = 0.02 U (pixel) 0.2 0.4 0.6 1.2 2.6 5.2 10.2
(pixel) U,x 0.1257 0.1257 0.1257 0.1257 0.1257 0.1257 0.1257
U,xx(pixel
−1) 0.0789 0,0394 0,0263 0,0132 0,0061 0,0030 0,0015
8 9 10 11 12 13 14
α = 0.01 U (pixel) 0.1 0.2 0.3 0.6 1.3 2.6 5.1
(pixel) U,x 0.0628 0.0628 0.0628 0.0628 0.0628 0.0628 0.0628
U,xx(pixel
−1) 0,0395 0,0197 0,0132 0,0066 0,0030 0,0015 0,0008
15 16 17 18 19 20 21
α = 0.005 U (pixel) 0.05 0.1 0.15 0.3 0.65 1.3 2.55
(pixel) U,x 0.0314 0.0314 0.0314 0.0314 0.0314 0.0314 0.0314
U,xx(pixel
−1) 0,0197 0,0099 0,0066 0,0033 0,0015 0,0008 0,0004
22 23 24 25 26 27 28
α = 0.001 U (pixel) 0.01 0.02 0.03 0.06 0.13 0.26 0.51
(pixel) U,x 0.0063 0.0063 0.0063 0.0063 0.0063 0.0063 0.0063
U,xx(pixel−1) 0,0039 0,0019 0,0013 0,0007 0,0003 0,0002 0,0001
Tab. 2.1  Répartition de la déformation maximale dans les images
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Un premier calcul avec les valeurs initiales pour chaque paramètre (calculs eﬀectués en
total avec une fenêtre de corrélation de 16 pixels, sur des images codées sur 8 bits présen-
tant un mouchetis de rayon r = 2, 2 pixels et ne présentant aucun bruit) est eﬀectué sur
les 28 images de la série de référence avec des amplitudes et des périodes réparties suivant
le tableau 2.1. Ce calcul va permettre de déterminer l'inﬂuence de la transformation sur
l'erreur en déplacement et en déformation.
Déplacements
(a) (b)
Fig. 2.3  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de la période p avec une
taille de fenêtre de corrélation de 16 pixels.
Les résultats de ce calcul permettent d'obtenir les courbes de la ﬁgure 2.3 qui mettent
en évidence l'inﬂuence de la déformation sur le RMS(U). En eﬀet, nous observons une
hausse de RMS(U) lorsque l'amplitude de déformation α augmente. Ce phénomène est
surtout visible pour les petites périodes puisque les écarts entre les RMS(U) ont tendance
à s'atténuer lorsque la période augmente. La ﬁgure 2.3 (b) permet de mettre en évidence
la relation entre RMS(U) et le gradient de déformation maximal UMax,xx normalisé par la
surface de la fenêtre de corrélation D2. Cette normalisation permet d'obtenir des résultats
indépendants de la taille de la fenêtre de corrélation D. On observe un comportement
asymptotique des courbes pour les plus grandes déformations homogènes de notre étude,
c'est à dire pour les résultats correspondants aux α les plus élevés. Dans ce cas, l'erreur
est contrôlée par le second gradient du déplacement U,xx.
Ce régime est réparti sur trois zones distinctes [Bornert 06, Orteu 07b, Orteu 07a, Bornert 09].
Dans la première, correspondant à p ≤ D, l'algorithme de corrélation ne mesure rien
puisque toute l'information est contenue dans la fenêtre de corrélation D et le RMS(U)
correspond au RMS propre au déplacement ( RMS
D2UMax,xx
= p
2
4
√
2pi2D2
). Pour des périodes éle-
vées, de l'ordre de 5D ou plus, les courbes atteignent une valeur asymptotique ka indé-
pendante de α lorsque α est grand. Cette valeur asymptotique permet d'estimer l'erreur
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liée au gradient de déformation. Lorsque α est petit, nous observons une divergence de
la courbe correspondant à l'erreur liée à la numérisation. Lors de la transition, lorsque
la période est comprise entre D et 5D, RMS(U) décroît de manière monotone avec p,
l'asymptote est atteinte par toutes les courbes.
Fig. 2.4  Valeurs asymptotiques de RMS(U) en fonction de la déformation.
La ﬁgure 2.4 représente la valeur asymptotique du RMS(U) (lorsque p = 510) en fonction
du paramètre α qui est proportionnel à l'amplitude de la déformation. Pour les déforma-
tions homogènes et lorsque α ≤ 0, 01 soit une déformation inférieure à 6%, le RMS(U)
est constant à environ 7.10−3 pixels. Nous remarquons ensuite que l'erreur a tendance à
augmenter lorsque la déformation est plus importante, pour α > 0, 01 (12,5%).
Fig. 2.5  RMS(U), σ(U) et U en fonction de la période p
Le graphique présent sur la ﬁgure 2.5 correspond à l'évolution du RMS(U), de l'écart
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type σ(U) (erreur aléatoire) et de la moyenne U (erreur systématique) en fonction de la
période p. Nous constatons que les courbes du RMS(U) et de σ(U) sont superposées,
alors que la moyenne est proche de 0. Dans ce cas, le RMS(U) est piloté par l'erreur
aléatoire puisque pour un nombre entier de période, l'erreur systématique est nulle.
La même étude est réalisée sur les déplacement verticaux V qui sont ici théoriquement
nuls. Le graphique de la ﬁgure 2.6 montre l'évolution du RMS(V ) en fonction de la période
p. Les courbes obtenues dans cette direction suivent la même allure que les courbes du
RMS(U), mais en présentant des valeurs dix fois plus faibles. On obtient une valeur
asymptotique pour le RMS(V ) d'environ 5.10−3 pixels quelque soit la déformation α.
Fig. 2.6  RMS(V ) en fonction de p pour tous les paramètres ﬁxés à leur valeur initiale
Déformations
La documentation du logiciel Aramis [Ara 06] indique que les déformations sont calculées
à partir de l'allongement λ relatif d'un petit élément. L'interface du logiciel nous permet
de choisir la valeur du pas de calcul. La plus petite valeur utilisable par le logiciel Aramis
est 3. Ainsi, lorsque nous nous plaçons dans cette conﬁguration, nous pouvons écrire
les expressions des déformations du point de position xn où l'on souhaite déterminer la
déformation axiale, en fonction de la position xn−1 et xn+1 et des déplacements un−1 et
un+1 des points voisins.
λ = lim
l→0
(
l + ∆l
l
)
= 1 +
un+1 − un−1
2s
(2.5)
avec s = xn+1 − xn = xn − xn−1.
Les déformations sont alors calculées en fonction de λ selon diﬀérentes méthodes :
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 déformation technique :
εT = f(λ) = λ− 1 = un+1 − un−1
2s
(2.6)
 déformation de Green :
εG = f(λ) =
1
2
(λ2 − 1) = un+1 − un−1
2s
+
(un+1 − un−1)2
8s2
(2.7)
Nous retrouvons pour les déformations εT et εG la formulation des diﬀérences ﬁnies cen-
trées.
Les résultats présentés ici correspondent aux calculs eﬀectués en total (par rapport à
l'image de référence) avec une fenêtre de corrélation de 16 pixels, sur des images codées
sur 8 bits présentant un mouchetis de rayon r = 2, 2 pixels et ne présentant aucun bruit.
Nous avons relevé les valeurs des déformations calculées suivant ces deux méthodes et
nous avons calculé le RMS(ε) en testant diﬀérentes façons de calculer les déformations
théoriques : calcul exact, diﬀérences ﬁnies centrées, avant et arrière.
(a) (b)
Fig. 2.7  RMS(εT ) et le RMS(εG) en fonction de la période p calculées à partir du
calcul exact (a), des diﬀérences ﬁnies centrées (b).
Les deux graphiques de la ﬁgure 2.7 représentent le RMS(εT ) et le RMS(εG) en fonction
de la période p pour les diﬀérentes amplitudes α avec pour le calcul des déformations
théoriques :
 la valeur ponctuelle exacte (ﬁgure 2.7 (a)) issue de l'équation 2.3 du gradient de dépla-
cement,
 les diﬀérences ﬁnies centrées (ﬁgure 2.7 (b)), relations 2.6 et 2.7.
Nous remarquons que les courbes représentant les RMS(εT ) et les RMS(εG) se super-
posent quelle que soit la méthode de calcul envisagée et que le graphique correspondant
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aux diﬀérences ﬁnies centrées présente des erreurs bien inférieures à la première méthode.
Pour les déformations homogènes p = 510 et quel que soit α, le RMS(ε) est inférieur à
environ 1.10−3. Pour les déformations hétérogènes (fort gradient de déformation) lorsque p
est petit, le RMS(ε) est égal à environ 10% de l'amplitude maximale de déformation me-
surée. Le RMS(ε) dépend du gradient de déformation U,xx, mais de façon moins franche
que pour le RMS(U).
2.3.1.2 Analyse locale
(a) (b)
(c)
Fig. 2.8  RMS(U) (a), moyenne ∆U (b) et écart-type σ(U) (c) en fonction du gradient
du déplacement U,x et du gradient de déformation U,xx
Nous allons maintenant nous intéresser aux relations entre le RMS(U) (et RMS(ε)) et
la transformation mécanique au niveau local. En eﬀet, jusqu'à présent dans ce document,
le RMS a été calculé sur toute l'image. Ici, nous le calculons pour chaque colonne (tous
les points ayant la même abscisse) de chaque image correspondant à un seul déplacement,
une seule déformation et un seul gradient de déformation, ce qui permet de déterminer
l'inﬂuence du déplacement U , de la déformation U,x et du gradient de déformation U,xx
sur l'erreur de mesure. Les résultats présentés ici correspondent aux calculs eﬀectués
en total avec une fenêtre de corrélation de 16 pixels, sur des images codées sur 8 bits
présentant un mouchetis de rayon r = 2, 2 pixels et ne présentant aucun bruit. Les mêmes
2.3. Transformation mécanique 61
tendances amenant aux mêmes conclusions sont observées lorsque l'on fait varier un de
ces paramètres.
Nous remarquons ﬁgure 2.8, que l'erreur RMS en déplacement est peu sensible aux varia-
tions du gradient de déplacement U,x mais dépend principalement du second gradient du
déplacement U,xx. Notons également que l'écart type σ(U) est faible devant la moyenne
∆U . Le RMS(U) est donc principalement contrôlé par l'erreur systématique.
Déplacements
(a) (b)
(c) (d)
Fig. 2.9  RMS(U) en fonction du déplacement U du gradient du déplacement U,x et du
gradient de déformation U,xx. Vue 3D (a), Vue plan UdU (b), Vue plan Ud²U (c), Vue
plan dUd²U (d).
Sur la ﬁgure 2.9, sont présentés les 840 réponses correspondantes au traitement local du
déplacement à partir des 28 images de 512 pixels avec une fenêtre de corrélation de 16
pixels. Les formes circulaires présentes sur les plans UdU et dUd2U (et surtout visibles sur
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le plan UdU) sont dues au fait que nous traçons un sinus (U et d2U) en fonction d'un cosi-
nus (dU) correspondant à l'équation paramétrique d'un cercle. Le troisième plan (Ud2U)
représente des lignes droites puisque U et d2U sont des sinus et sont donc proportionnelles.
Le traitement avec une fenêtre de 16 (30 résultats par image) des 28 images créées à par-
tir de la fonction sinusoïdale couvre un ensemble de solution le plus souvent inscrit dans
l'intervalle RMS(U) < 0, 05 pixels ; |U | < 5 pixels ; |U,x| < 0, 1 ; |U,xx| < 0, 01 pixels−1 ;
il est alors possible d'exploiter les résultats plus ﬁnement que pour l'analyse globale.
Le RMS(U) dépend principalement du second gradient du déplacement U,xx. Quand le
gradient de déformation U,xx est dans l'intervalle ci-dessus, c'est-à-dire dans le cas de
déformations homogènes (cas le plus souvent observé expérimentalement), quel que soit
le déplacement ou la déformation le RMS(U) est toujours inférieur à 0,05 pixels ce qui
correspond à une erreur moyenne en déplacement de 2,2%. Les erreurs RMS(U) les plus
fortes sont obtenues pour une combinaison déplacement très faible (U < 0, 5pixels), défor-
mation moyenne (U,x ≈ 0, 04), gradient de déformation important (|U,xx| > 0, 02pixels−1),
c'est-à-dire dans le cas de déformations hétérogènes, le RMS(U) peut être six fois plus
important.
Déformations
Sur la ﬁgure 2.10, sont présentés de la même façon les réponses correspondantes au trai-
tement local pour les déformations calculées par diﬀérences ﬁnies centrées. Le traitement
couvre un ensemble de solution le plus souvent inscrit dans l'intervalle RMS(ε) < 0, 01 ;
|U | < 5 pixels ; |U,x| < 0, 1 ; |U,xx| < 0, 01 pixels−1. Le RMS(ε) dépend notamment
mais pas exclusivement du second gradient du déplacement U,xx. Quand le gradient de
déformation U,xx est dans l'intervalle ci-dessus, c'est-à-dire dans le cas de déformations ho-
mogènes, quel que soit le déplacement ou la déformation le RMS(ε) est toujours inférieur
à 0,01 pixels ce qui correspond à une erreur moyenne en déformation de 6,5%. Les er-
reurs RMS(ε) les plus fortes sont obtenues pour une combinaison déplacement très faible
(U < 0, 5 pixels) et déformation importante (U,x > 0, 1), le RMS(ε) peut être cinquante
fois plus important. Nous sommes dans le cas d'un niveau de déformation trop important
qui nécessiterait le calcul en mode  Step  (voir ci-après), c'est-à-dire par l'acquisition et
le calcul d'un niveau de déformation intermédiaire.
2.3.2 Cisaillement
Nous avons eﬀectué des calculs de corrélation d'images avec Aramis 2D [Ara 06] sur
des images synthétique de 512 × 512 pixels créées à l'aide du logiciel TexGen [Orteu 06]
identiques aux images de la série de référence utilisées précédemment, mais pour une
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(a) (b)
(c) (d)
Fig. 2.10  RMS(ε) en fonction du déplacement U du gradient du déplacement U,x et
du gradient de déformation U,xx. Vue 3D (a), Vue plan UdU (b), Vue plan Ud²U (c), Vue
plan dUd²U (d).
déformation de cisaillement. Le déplacement sinusoïdal est déﬁni par la relation 2.8 .
Quelques exemples d'images sont donnés par la ﬁgure 2.11.
U(x) = αp. sin(
2piy
p
)ex (2.8)
avec p ∈ {130, 260, 510} la période en pixels
α ∈ {0.005, 0.01, 0.02} le rapport de l'amplitude sur la période (α = a
p
)
Les graphiques de la ﬁgure 2.12 représentent le RMS du déplacement dans la direction
U (RMS(U)) en fonction de la période p et le rapport RMS(U) sur le gradient de
déformation maximal normalisé par la taille de la fenêtre au carré (RMS(U)/D2UMax,xx )
en fonction de la période p pour une analyse avec une fenêtre de 16 pixels.
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(a) (b)
Fig. 2.11  Exemples d'images synthétiques : référence (a) et déformée (b) p=130 pixels,
α=0.02
(a) (b)
Fig. 2.12  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p pour les images en
cisaillement
Nous retrouvons les mêmes tendances que dans l'étude avec des images simulant un dé-
placement sinusoïdal unidirectionnel : augmentation de l'erreur en déplacement dans la
direction U lorsque l'amplitude du mouvement α augmente, valeur asymptotique atteinte
sur les courbes représentant RMS(U)/D2UMax,xx en fonction de p sauf lorsque α est faible.
2.3.3 Translation pure
Des images synthétiques simulant une translation pure dans les directions x et y ont été
créées aﬁn de déterminer l'erreur aléatoire et l'erreur systématique associées à la mesure.
Cette technique est une méthode couramment rencontrée dans la littérature [Schreier 00,
Schreier 02, Wattrisse 99]. La série est composée de 26 images : une image de référence
identique à l'image de référence utilisée pour la transformation en sinus, et 25 images
transformées pour lesquelles nous avons appliqué un déplacement à partir de la fonction
continue de niveaux de gris (TexGen) de −f/25 pixels dans la direction x et f/25 pixels
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image (f)
U (pixel)
V (pixel)
image (f)
U (pixel)
V (pixel)
image (f)
U (pixel)
V (pixel)
0 1 2 3 4 5 6 7 8 9
0 -0,04 -0,08 -0,12 -0,16 -0,2 -0,24 -0,28 -0,32 -0,36
0 0,04 0,08 0,12 0,16 0,2 0,24 0,28 0,32 0,36
10 11 12 13 14 15 16 17 18 19
-0,4 -0,44 -0,48 -0,52 -0,56 -0,6 -0,64 -0,68 -0,72 -0,76
0,4 0,44 0,48 0,52 0,56 0,6 0,64 0,68 0,72 0,76
20 21 22 23 24 25
-0,8 -0,84 -0,88 -0,92 -0,96 -1
0,8 0,84 0,88 0,92 0,96 1
Tab. 2.2  Répartition du déplacement dans les images
dans la direction y, f étant le numéro de l'image (tableau 2.2).
(a) (b)
Fig. 2.13  Erreur systématique dans les directions U et V pour une taille de fenêtre de
corrélation de 16 pixels (a) et dans la direction U pour diﬀérentes tailles de fenêtre (b)
L'erreur systématique, correspondant à la moyenne des erreurs en déplacement dans les
direction x et y (
∑
n(Umes − Uth)/n) pour les n points de l'image est représentée sur la
ﬁgure 2.13 (a) pour une fenêtre de corrélation de 16 pixels. Ces courbes, communément
appelées courbes en  S , sont proches. La direction du mouvement n'a donc que peu
d'inﬂuence sur l'erreur systématique.
La ﬁgure 2.13 (b) présente également l'erreur systématique mais cette fois, pour diﬀé-
rentes tailles de fenêtre de corrélation. Nous remarquons que les courbes suivent la même
tendance (en  S ) et sont relativement proches. La taille de la fenêtre de corrélation n'a
donc que très peu d'inﬂuence sur l'amplitude de l'erreur systématique.
L'erreur aléatoire, représentée sur les ﬁgures 2.14 (a) et (b) correspond à l'écart-type du
déplacement donné par la relation 2.9.
66 2. Caractérisation du système de corrélation d'images 2D
(a) (b)
Fig. 2.14  Erreur aléatoire pour une taille de fenêtre de corrélation de 16 pixels (a) et
pour diﬀérentes tailles de fenêtre (b)
σ(X) =
√
n
∑
(Xmes −Xth)2 − (
∑
(Xmes −Xth))2
n (n− 1) (2.9)
La ﬁgure 2.14 (a) révèle que la direction du mouvement n'a pas d'inﬂuence sur l'erreur
aléatoire, alors que la ﬁgure 2.14 (b) montre que cette erreur est dépendante de la taille
de fenêtre de corrélation D. En eﬀet, les petites fenêtres ont tendance à accentuer l'erreur
aléatoire.
image (f)
U (pixel)
image (f)
U (pixel)
1 2 3 4 5 6 7 8 9 10
-0,05 -0,10 -0,15 -0,20 -0,25 -0,30 -0,35 -0,40 -0,45 -0,5
11 12 13 14 15 16 17 18 19 20
-0,55 -0,60 -0,65 -0,70 -0,75 -0,80 -0,85 -0,90 -0,95 -1
Tab. 2.3  Répartition du déplacement dans les images de la seconde série
La même démarche a été adoptée pour une seconde série d'images subissant une trans-
lation pure de −f/20 dans la direction x. Cette seconde série a cette fois été créée par
interpolation bilinéaire de l'image de référence, f étant le numéro de l'image (tableau 2.3).
L'erreur systématique, correspondant à la moyenne des erreurs en déplacement dans la
direction x (
∑
n(Umes−Uth)/n) pour les n points de l'image est représentée sur la ﬁgure
2.15 (a) pour une fenêtre de corrélation de 16 pixels. La ﬁgure 2.15 (b) présente l'erreur
systématique évaluée pour diﬀérentes tailles de fenêtre de corrélation. Nous pouvons re-
marquer que, dans ce cas, la non-inﬂuence de la taille de la fenêtre de corrélation est
nettement plus visible. Les courbes suivent exactement le même proﬁl en  S  et sont
superposées.
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(a) (b)
Fig. 2.15  Erreur systématique pour une taille de fenêtre de corrélation de 16 pixels (a)
et pour diﬀérentes tailles de fenêtre (b) sur les images de la seconde série
(a) (b)
Fig. 2.16  Erreur aléatoire pour une taille de fenêtre de corrélation de 16 pixels (a) et
pour diﬀérentes tailles de fenêtre (b) sur les images de la seconde série
L'erreur aléatoire, représentée sur les ﬁgures 2.16 (a) et (b) correspond à l'écart-type
du déplacement donné par la relation 2.9. Comme lors de l'analyse de la première série
d'images, les ﬁgures mettent clairement en évidence l'inﬂuence de la taille de la fenêtre
de corrélation D.
En comparant les courbes de l'évolution de l'erreur systématique (ﬁgure 2.17(a)) et de
l'erreur aléatoire (ﬁgure 2.17(b)) pour les deux séries d'images et pour une fenêtre de
16 pixels, nous constatons que l'amplitude de la courbe de l'erreur systématique est plus
importante pour la seconde série que pour la première. L'augmentation de l'erreur systé-
matique peut être due à l'interpolation des niveaux de gris eﬀectuée lors de la création
des images. Le phénomène inverse est observé pour l'erreur aléatoire. Nous avons donc
une forte inﬂuence de la création des images.
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(a) (b)
Fig. 2.17  Évolution de l'erreur systématique (a) et de l'erreur aléatoire (b) pour les
deux séries d'images en translation pure pour une fenêtre de 16 pixels
2.4 Paramètres logiciel
2.4.1 Taille de fenêtre de corrélation
Aﬁn de tester l'inﬂuence de la taille de fenêtre de corrélation, 28 images ont été utilisées
avec des amplitudes et des périodes réparties suivant le tableau 2.1. Les 4 tailles de fenêtre
utilisées sont de 10, 16, 22 et 32 pixels. Tous les autres paramètre sont ﬁxés à leur valeur
initiale (calculs eﬀectués en total sur des images codées sur 8 bits présentant un mouchetis
de rayon r = 2, 2 pixels et ne présentant aucun bruit).
Les graphiques des ﬁgures 2.18 et 2.19 représentant le RMS(U) et RMS(U)/D2UMax,xx en
fonction de la période p, révèlent une inﬂuence de la taille de la fenêtre de corrélation sur
les erreurs en déplacement. En eﬀet, on observe une erreur de plus en plus importante
lorsque la taille de la fenêtre augmente.
Nous retrouvons les diﬀérents régimes décrits précédemment avec une accentuation des
divergences dans les petites tailles de fenêtres. Dans ce cas, on se retrouve dans celui qui
s'apparente à celui d'une translation pure, déjà étudié précédemment, et dont il est connu
que l'erreur aléatoire décroît lorsque la taille de fenêtre D augmente.
Une analyse plus détaillée de la valeur asymptotique du RMS(U) révèle qu'elle dépend
majoritairement de la taille de la fenêtre de corrélation D. La ﬁgure 2.20 donne l'évolution
de cette valeur asymptotique en fonction de la taille de fenêtre de corrélation pour les
diﬀérentes amplitudes du déplacement imposé.
Nous remarquons que lorsque les calculs sont eﬀectués avec une petite taille de fenêtre,
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(a) (b)
Fig. 2.18  RMS(U) en fonction de p avec une taille de fenêtre variable ((a) : tous les α,
(b) : α = 0.01)
(a) (b)
Fig. 2.19  RMS(U)/D2UMax,xx en fonction de p avec une taille de fenêtre variable ((a) :
tous les α, (b) : α = 0.01)
l'erreur est moins importante et l'inﬂuence de l'amplitude du déplacement devient négli-
geable. Néanmoins, nous pouvons remarquer que les courbes de la ﬁgure 2.18 n'atteignent
pas toutes une valeur asymptotique. Les valeurs relevées dans le graphique de la ﬁgure
2.20 ne correspondent pas forcément aux valeurs asymptotiques qui ne devraient pas être
gouvernées par α.
2.4.2 Mode de calcul (Step / Total)
Le mode de calcul  Step  revient à calculer les déplacements dans l'image n en la
comparant à l'image n − 1. En mode  Total , le logiciel compare l'image n à l'image
de référence. Les résultats présentés jusqu'à présent dans ce chapitre sont tous réalisés en
mode  Total . L'objectif est ici d'évaluer l'intérêt du mode  Step  pour la mesure de
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Fig. 2.20  Valeurs asymptotiques de RMS(U)
(a) (b)
Fig. 2.21  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p pour un calcul en
 step  et un calcul en  total 
grandes déformations (pour α = 0, 02).
Aﬁn de tester l'inﬂuence de ce paramètre, les 28 images décrites précédemment (tableau
2.1) ont été utilisées. Tous les paramètres sont ﬁxés à leur valeur initiale (calculs eﬀectués
avec une fenêtre de corrélation de 16 pixels sur des images codées sur 8 bits présentant
un mouchetis de rayon r = 2, 2 pixels et ne présentant aucun bruit). La procédure de
calcul consiste à eﬀectuer 7 calculs de 4 images, les sept calculs correspondent à chaque
période p, les quatre images correspondent à α croissant de 0, 001 à 0, 02 ; par exemple
pour p = 510 on utilise dans l'ordre les images 28, 21, 14 et 7 (tableau 2.1) et l'image de
référence. Le calcul en mode  Step  se fait donc en quatre étapes : l'image 28 comparée
à l'image de référence, puis l'image 21 comparée à l'image 28, puis l'image 14 comparée
à l'image 21 et enﬁn l'image 7 comparée à l'image 14. Lors du post-traitement, pour
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visualiser par exemple les résultats de l'image 14, le logiciel cumule les résultats des 3
premiers calculs.
Les calculs eﬀectués en  Step  montrent une meilleure précision pour α > 0, 005, c'est-
à-dire pour une déformation supérieure à 3%. En eﬀet, dès α = 0, 01 soit pour 6,28% de
déformation le niveau d'erreur RMS obtenu en mode  Step  est équivalent au mode
 Total  pour α = 0, 005, soit un gain double en  précision  (ﬁgure 2.21). En grandes
déformations, lorsque le logiciel ne peut corréler deux images, le mode  Step  permet
d'ajouter des étapes intermédiaires de calcul facilitant la corrélation.
2.5 Paramètres de l'image
2.5.1 Taille du mouchetis
s0 s1 s2
Fig. 2.22  Présentation des trois tailles de mouchetis utilisées
Aﬁn de tester l'inﬂuence de la taille du mouchetis, 9 images ont été utilisées avec des
amplitudes et des périodes réparties suivant le tableau 2.4. Les 3 tailles de mouchetis
utilisées sont représentées sur la ﬁgure 2.22. Tous les autres paramètres sont ﬁxés à leur
valeur initiale (calculs eﬀectués en total avec une fenêtre de corrélation de 16 pixels sur
des images codées sur 8 bits ne présentant aucun bruit).
La ﬁgure 2.23 fournit les caractéristiques des trois images de référence utilisées : leurs
histogrammes de niveaux de gris et fonctions d'autocorrélation centrées et normées. Le
rayon d'autocorrélation (ou taille moyenne des taches) est donné par la demi-hauteur de
la fonction d'autocorrélation. Les trois tailles utilisées correspondent à r = 2, 2 pour la
taille moyenne s1, r/2 pour le mouchetis plus ﬁn s0 et 2r pour le mouchetis plus grossier
s2.
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p = 130 p = 260 p = 510
1 2 3
α = 0.02 U 2.6 5.2 10.2
U,x 0.1257 0.1257 0.1257
U,xx 0,0061 0,0030 0,0015
4 5 6
α = 0.01 U 1.3 2.6 5.1
U,x 0.0628 0.0628 0.0628
U,xx 0,0030 0,0015 0,0008
7 8 9
α = 0.005 U 0.65 1.3 2.55
U,x 0.0314 0.0314 0.0314
U,xx 0,0015 0,0008 0,0004
Tab. 2.4  Répartition de la déformation dans les images pour diﬀérentes valeurs de p et
α
(a) (b)
Fig. 2.23  Fonction d'autocorrélation (a) et histogramme de niveaux de gris (b)
Les résultats présentés sur la ﬁgure 2.24 mettent en évidence une faible inﬂuence de la taille
du mouchetis. En eﬀet, le RMS(U) augmente lorsque la taille de mouchetis augmente,
mais les diﬀérentes valeurs asymptotiques du RMS(U) restent proches et l'erreur due à
la taille du mouchetis est ﬁnalement négligeable devant l'erreur due au second gradient
de déformation. Le graphique de la ﬁgure 2.25 (a) montre cette tendance en représentant
les diﬀérentes valeurs asymptotiques du RMS(U) en fonction de la taille du mouchetis
pour une taille de fenêtre de 16 pixels.
Les courbes de la ﬁgure 2.25 (b) correspondent à la valeur asymptotique du RMS(U)
en fonction de la taille du mouchetis pour diﬀérentes tailles de fenêtre de corrélation.
Elles permettent de mettre en évidence l'interaction qu'il peut exister entre la taille du
mouchetis et la taille de la fenêtre de corrélation. En eﬀet, nous pouvons remarquer que
quelle que soit la déformation appliquée, la taille du mouchetis n'a aucune inﬂuence sur la
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(a) (b)
Fig. 2.24  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p pour une taille de
mouchetis variable.
(a) (b)
Fig. 2.25  Valeurs asymptotiques du RMS(U) en fonction de la taille du mouchetis avec
une fenêtre de corrélation de 16 pixels (a) et pour toutes les tailles de fenêtre (b).
mesure lorsque des grandes tailles de fenêtre sont utilisées. L'eﬀet de la taille du mouchetis
apparaît lorsque la taille des fenêtres diminue. En pratique on adapte la taille de la fenêtre
en fonction de la taille du mouchetis. On constate ici que pour une fenêtre 16 les rayons
d'autocorrélation convenables sont de l'ordre de 1 ou 2 et non 4, ce qui permet de donner
une information sur la taille du mouchetis à réaliser dans le cas où la taille de la fenêtre
est ﬁxée.
2.5.2 Bruit
Aﬁn de tester l'inﬂuence du bruit, les 28 images décrites dans le tableau 2.1 ont été
utilisées. Les 4 niveaux de bruit utilisés sont des bruits blancs gaussiens d'écart type 0, 1,
4 et 8 niveaux de gris. Tous les autres paramètres sont ﬁxés à leur valeur initiale (calculs
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eﬀectués en total avec une fenêtre de corrélation de 16 pixels sur des images codées sur 8
bits présentant un mouchetis de rayon r = 2, 2).
Les résultats présentés sur la ﬁgure 2.26 permettent de mettre en évidence l'augmentation
du RMS(U) avec le bruit, indépendemment du paramètre α qui est proportionnel à la
déformation. Pour α = 0, 02, l'erreur due au bruit est ﬁnalement négligeable devant
l'erreur due au second gradient de déformation.
(a) (b)
Fig. 2.26  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p pour un bruit blanc
gaussien variable
Le graphique de la ﬁgure 2.27 (a) montre cette tendance en représentant les diﬀérentes
valeurs asymptotiques du RMS(U) en fonction du bruit avec une fenêtre de corrélation
de 16 pixels.
(a) (b)
Fig. 2.27  Valeurs asymptotiques du RMS(U) en fonction du bruit avec une fenêtre de
corrélation de 16 pixels (a) et pour toutes les tailles de fenêtre (b).
Les courbes de la ﬁgure 2.27 (b) correspondent à la valeur asymptotique du RMS(U) en
fonction du bruit pour diﬀérentes tailles de fenêtre de corrélation. Elles permettent de
mettre en évidence l'interaction qu'il peut exister entre le bruit et la taille de la fenêtre de
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corrélation. En eﬀet, nous pouvons remarquer que quelle que soit la déformation appliquée,
le bruit n'a que très peu d'inﬂuence sur la mesure lorsque des grandes tailles de fenêtre
sont utilisées et que nous nous trouvons en grandes déformations (grandes valeurs de α).
L'eﬀet du bruit apparaît lorsque la taille des fenêtres diminue, et dans ce cas l'inﬂuence
de l'amplitude de la déformation devient négligeable.
2.5.3 Saturation
(a) (b) (c)
Fig. 2.28  Présentation de l'image de référence (c) (x1) et des images saturées ((a) (x4)
et (b) (x2)) ainsi que des histogrammes de niveaux de gris correspondants
Dans cette étude, les résultats de la série de référence ont été comparés aux résultats
issus de deux séries simulant la saturation lumineuse. Pour obtenir la série la plus saturée
(ﬁgure 2.28 (a)), chaque pixel de chaque image de la série de référence a été multiplié par
4 en attribuant 255 (blanc) lorsque le nouveau niveau de gris calculé dépasse cette valeur
(x4). La seconde série (ﬁgure 2.28 (b)) est obtenue en multipliant de la même manière,
chaque pixel de chaque image de la série de référence par 2 (x2). Pour chaque image de
référence, l'histogramme de niveaux de gris correspondant est également présenté.
Les courbes de la ﬁgure 2.29 représentent le RMS(U) et le rapport RMS(U)/D2UMax,xx en
fonction de la période p pour la série d'images de référence et pour les séries dont chaque
pixel de chaque image de la série de référence est multiplié par 2 ou 4, limité dans la plage
de 0 à 255 niveaux de gris.
Dans ce cas, la valeur asymptotique ka n'est jamais atteinte avec les plus petites fenêtres.
En fait, lorsque l'image est très exposée à la lumière, la taille de grains de speckle blanc
augmente (niveau 255) alors que la taille des grains de speckle d'autres niveaux de gris
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(a) (b)
Fig. 2.29  Évolution de RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p obtenus
avec une fenêtre de corrélation de 16 pixels pour les images saturées.
Fig. 2.30  Valeurs asymptotiques du RMS(U) en fonction de la saturation pour toutes
les tailles de fenêtre.
diminue. On obtient donc des images composées de petites taches noires et de grandes
taches blanches. La corrélation d'images ne peut pas fonctionner dans ce cas si on utilise
des petites tailles de fenêtre. L'eﬀet des petites tailles de fenêtre/faibles amplitudes décrit
précédemment devient plus important avec des images saturées et peut être également
rencontré avec des tailles de fenêtre plus grandes. Il est nécessaire dans ce cas, d'utiliser
des tailles de fenêtre beaucoup plus importantes pour obtenir une valeur asymptotique,
ceci entraînant une augmentation de l'erreur due à la taille de fenêtre elle-même (ﬁgure
2.30).
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(a) (b) (c) (d)
Fig. 2.31  Images codées en 2 bits (a), 4 bits (b), 6 bits (c) et 8 bits (d) et histogrammes
de niveaux de gris correspondants
2.5.4 Codage
Dans cette étude, les résultats de la série de référence ont été comparés aux résultats issus
d'une série  codée  en 2 bits, d'une série  codée  en 4 bits et d'une série  codée  en
6 bits. Le logiciel Aramis 2D [Ara 06] ne traitant que des images en 8 bits, nous avons
transformé les images de la série de référence de telle sorte que les niveaux de gris soient
répartis de 0 à 255 mais sur 4 valeurs pour le codage en 2 bits, 16 valeurs pour le codage
en 4 bits et sur 64 valeurs pour le codage en 6 bits (ﬁgure 2.31).
(a) (b)
Fig. 2.32  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de p obtenus avec une
fenêtre de corrélation de 16 pixels pour les images en 4, 6 et 8 bits
Les courbes de la ﬁgure 2.32 représentent le RMS(U) le rapport RMS(U)/D
2
UMax,xx en
fonction de la période p pour des images  codées  en 2, 4, 6 et 8 bits. Nous y retrouvons
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les trois zones décrites précédemment.
Nous remarquons un eﬀet du type de codage sur l'erreur de mesure. En eﬀet, les valeurs
asymptotiques du RMS(U) des images  codées  en 6 bits sont légèrement supérieures
aux valeurs asymptotiques du RMS(U) des images  codées  en 8 bits, mais largement
inférieures à celles des images  codées  en 4 bits et en 2 bits (ﬁgure 2.33). Cette tendance
s'atténue lorsque les tailles de fenêtre augmentent. Pour les grandes tailles de fenêtre et
les α les plus élevés (0,02 et 0,01), les courbes des RMS(U)/D
2
UMax,xx sont confondues et
le type de codage n'a plus d'inﬂuence.
Fig. 2.33  Valeurs asymptotiques du RMS(U) en fonction du codage de l'image pour
toutes les tailles de fenêtre.
Nous pouvons remarquer que les courbes n'atteignent pas de valeur asymptotique ka pour
les petites tailles de fenêtre et les petites amplitudes. Pour les fenêtres de 16 ou 22 pixels,
l'erreur dépend du codage de l'image. En eﬀet, les valeurs asymptotiques du RMS(U)
pour les images en 8 bits sont plus faibles que les valeurs asymptotiques des images en 4
bits. Avec une plus grande taille de fenêtre, les valeurs asymptotiques sont beaucoup plus
proches et l'inﬂuence du codage devient négligeable (ﬁgure 2.33). Comme il y a moins
d'informations dans les images en 4 bits que dans les images en 8 bits, une plus grande
taille de fenêtre est nécessaire pour obtenir une estimation de l'erreur, ce qui a pour
conséquence de diminuer la résolution spatiale.
2.6 Conclusion
L'évaluation du système de corrélation d'images Aramis 2D est un travail qui a permis de
répondre à un nombre important de questions que l'opérateur se pose lors de l'utilisation
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de cette  boîte noire . Dix ans de travaux expérimentaux au Laboratoire Génie de Pro-
duction ont permis d'évaluer ce logiciel de manière empirique, sans maîtrise théorique de
la précision de mesure. Au-delà des informations constructeur, ces travaux avaient mis en
évidence l'inﬂuence de paramètres liés à l'image, au logiciel et au niveau de déformation,
pour conclure sur des capacités de mesure de déplacements ou de déformations. La parti-
cipation au Groupe de Recherche CNRS 2519  Mesures de Champs et Identiﬁcation en
Mécanique des Solides  et l'intérêt d'Airbus et EADS/IW nous a permis d'envisager une
réﬂexion plus approfondie vis-à-vis de notre système Aramis 2D, même si nous n'avons
que peu d'informations sur les fondements du logiciel. Ces travaux sont fortement orientés
par la méthodologie d'évaluation des systèmes de corrélation d'images développée dans le
GdR 2519 et ont pu être mis en oeuvre grâce aux images TexGen fournies par Laurent
Robert (École des Mines d'Albi).
L'analyse de l'ensemble des cas tests soumis au logiciel Aramis 2D est eﬀectuée par l'éva-
luation de l'erreur RMS qui est une composition de l'écart-type et de la moyenne des
erreurs, donc une composition de l'erreur aléatoire et de l'erreur systématique. Nous avons
vu que le RMS est piloté principalement soit par l'erreur aléatoire dans le cas d'une ana-
lyse globale soit par l'erreur systématique dans le cas de l'analyse locale, et dans tous les
cas le RMS est une erreur  conservative  puisqu'elle majore l'écart-type ou la moyenne
des erreurs. La majorité des résultats est traitée par l'analyse globale plus simple à mettre
en ÷uvre et surtout plus simple à analyser, puisque l'étude de sensibilité des paramètres
est basée sur l'évolution de 28 résultats en analyse globale, alors que nous avons plus de
800 informations à traiter en analyse locale.
Diﬀérents paramètres ont été testés à travers cette étude liés à la transformation méca-
nique (déplacement rigide, traction/compression, cisaillement), liés au logiciel (taille de
fenêtre, Step/Total), et liés à l'image (taille du mouchetis, bruit, contraste, saturation).
L'inﬂuence de la déformation, du gradient de déformation et de la taille de la fenêtre de
corrélation a été mis en évidence et a permis d'évaluer l'incertitude de mesure du système
pour la mesure des déplacements et le calcul des déformations associées.
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Chapitre 3
Caractérisation du système de
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3.1 Introduction
Dans le chapitre précédent, nous avons déterminé l'erreur de mesure du système de corré-
lation d'images à l'aide d'images synthétiques. Ces images synthétiques nous ont permis
de tester l'inﬂuence de plusieurs paramètres lors de l'appariement temporel. Aﬁn de ca-
ractériser le système de stéréo-corrélation d'images, nous allons dans un premier temps
déterminer l'erreur de reconstruction 3D à l'aide d'un objet étalon c'est-à-dire évaluer
l'appariement stéréoscopique. Par la suite, nous allons caractériser le système de stéréo-
corrélation dans son ensemble à l'aide d'images réelles. L'utilisation d'images réelles plutôt
que d'images synthétiques est un choix dirigé, lié au fait qu'Aramis ne permet pas d'être
suﬃsamment ouvert pour intervenir sur les paramètres de calibrage, ni même avoir un
accès à l'évaluation de ces paramètres après la phase de calibrage. La dernière partie de
ce chapitre sera dédiée à la présentation d'un outil logiciel proposant une  aide à l'expé-
rience , dont l'objectif est d'aller vers un  guide de bonnes pratiques  de la mesure par
stéréo-corrélation d'images.
3.2 Reconstruction 3D - Géométrie stéréoscopique
La stéréovision est une technique basée sur le principe de triangulation qui, connaissant
le correspondant d'un pixel de la première image dans la seconde, calcule l'intersection
des deux droites projectives (projection du point dans les plans des deux capteurs CCD).
Plusieurs paramètres sont susceptibles d'inﬂuer sur la précision de la mesure (position des
caméras, taille de la fenêtre de corrélation). Le but de la présente étude est de déterminer
l'inﬂuence de ces paramètres à partir de l'évaluation de l'erreur de reconstruction.
3.2.1 Protocole expérimental
Pour évaluer la reconstruction 3D par stéréovision, nous avons utilisé comme objet étalon
un cylindre de rayon 25mm sur lequel nous avons collé un mouchetis. Dans le but de
déterminer l'inﬂuence de la position des caméras, diﬀérentes conﬁgurations ont été testées :
la base (distance entre les deux centres optiques des caméras) pouvant être à 200, 300
ou 400mm et la distance entre le centre optique du système et l'objet étalon se situant
à 250, 300, 400, 500, 600, 700 ou 800mm (ﬁgure 3.1). Notons que l'angle formé entre
les deux caméras peut être exprimé en fonction de ces deux paramètres par la relation
3.1. Les choix des paramètres géométriques permettent de couvrir un large ensemble de
conﬁgurations angulaires.
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Fig. 3.1  Paramètres de position des caméras
Angle = 2tan−1(Base/(2Distance)) (3.1)
Les objectifs utilisés restent les mêmes quelle que soit la conﬁguration adoptée et ont
une focale de 50 mm. Un calibrage a été réalisé pour chaque conﬁguration. Le mouchetis
est une impression sur papier de l'image de référence utilisée dans l'étude 2D décrite
au chapitre précédent. Une mise à l'échelle de la taille du mouchetis est réalisée lors
de l'impression en tenant compte de la distance entre les caméras et l'objet. Ainsi, le
mouchetis visualisé à l'écran sera toujours le même (rayon d'autocorrélation constant)
quelle que soit la conﬁguration choisie. Un exemple de conﬁguration est donné par la
ﬁgure 3.2. Cette ﬁgure correspond aux images de gauche et de droite du cylindre prises
avec une base de 400 mm et une distance à l'objet de 700 mm. On y retrouve également
une reconstruction 3D du cylindre calculée avec le logiciel Aramis superposée au cylindre
parfait de rayon 25 mm.
Fig. 3.2  Images de gauche et de droite et reconstruction 3D du cylindre avec une base
de 400 mm et une distance à l'objet de 700 mm
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Aﬁn de valider le protocole expérimental, nous avons choisi d'évaluer l'objet étalon par
une autre technique de mesure. La projection de franges a été mise en ÷uvre en utilisant
le système Atos II de Gom. Le capteur Atos est constitué d'un projecteur de franges et de
deux caméras de base ﬁxe 400mm, la distance à l'objet est ﬁxée à 700mm. La ﬁgure 3.3
présente l'écart résiduel entre la numérisation de l'objet étalon par Atos et un cylindre
parfait ajusté au sens des moindres carrés, dans le cas (a) pour un rayon de 25,08 mm
(calculé par le logiciel) représentant le meilleur choix sur le secteur digitalisé, puis (b)
pour un rayon de 25 mm (donnée initiale). La diﬀérence entre les deux ajustements étant
faible (inférieure à 0,02 mm et de l'ordre de la résolution des systèmes) nous avons choisi
de garder le rayon 25 mm comme référence.
(a) (b)
Fig. 3.3  Numérisations avec Atos (a) écart par rapport au rayon calculé (b) écart par
rapport au rayon 25 mm
La ﬁgure 3.4 présente pour la conﬁguration type capteur Atos, l'ajustement entre la
numérisation par projection de franges Atos et la reconstruction par Aramis. Le capteur
Aramis est constitué de deux caméras CCD (1/2) 1280×1024 pixels dont la base et la
distance sont libres, ce qui permet de tester les diﬀérentes conﬁgurations géométriques
(base, distance, angle) prévues dans le tableau 3.1. Par la suite, lors de la caractérisation
complète de la stéréo-corrélation, nous utilisons les deux caméras du capteur Atos, ce sont
deux caméras CCD (1/2) 1392×1040 dont la base et la distance sont ﬁxes (base 400mm,
distance 700mm).
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Base Distance Angle RMS (mm) σ (mm) Moyenne (mm)
(mm) (mm) (Deg) Surface totale Zone de 10×10 mm (Z1) Surface totale Z1 Surface totale Z1
200 250 43,6 0,0062 0,0047 0,0062 0,0047 0,0000 -0,0001
200 300 36,9 0,0083 0,0041 0,0083 0,0041 0,0002 -0,0004
200 400 28,1 0,0213 0,0051 0,0213 0,0051 -0,0008 0,0005
200 500 22,6 0,0226 0,0084 0,0226 0,0083 -0,0004 0,0010
200 600 18,9 0,0115 0,0058 0,0112 0,0057 0,0023 0,0013
200 700 16,3 0,0178 0,0188 0,0177 0,0188 0,0020 0,0016
200 800 14,3 0,0134 0,0120 0,0133 0,0117 0,0015 0,0034
300 250 61,9 0,0053 0,0042 0,0053 0,0042 0,0001 0,0003
300 300 53,1 0,0067 0,0043 0,0067 0,0043 0,0003 0,0002
300 400 41,1 0,0068 0,0035 0,0068 0,0035 0,0008 0,0003
300 500 33,4 0,0086 0,0047 0,0086 0,0047 0,0009 0,0006
300 600 28,1 0,0113 0,0043 0,0110 0,0043 0,0022 0,0001
300 700 24,2 0,0167 0,0070 0,0163 0,0070 0,0038 0,0001
300 800 21,2 0,0102 0,0079 0,0100 0,0079 0,0023 0,0015
400 250 77,3 0,0050 0,0039 0,0050 0,0039 0,0002 0,0002
400 300 67,4 0,0053 0,0042 0,0053 0,0042 0,0003 0,0006
400 400 53,1 0,0074 0,0037 0,0074 0,0036 0,0006 0,0005
400 500 43,6 0,0144 0,0049 0,0142 0,0049 0,0024 0,0007
400 600 36,9 0,0080 0,0041 0,0080 0,0040 0,0011 0,0011
400 700 31,9 0,0113 0,0092 0,0111 0,0083 0,0020 0,0041
400 800 28,1 0,0125 0,0057 0,0123 0,0057 0,0024 0,0011
Tab. 3.1  Résultats des essais en fenêtre 16 pixels
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Fig. 3.4  Écart entre numérisation par projection de franges et reconstruction par sté-
réovision
3.2.2 Inﬂuence des paramètres de position des caméras
(a) (b)
Fig. 3.5  Écart entre reconstruction par stéréovision et cylindre de rayon 25 mm en
fenêtre 16 pixels (a) base 400 mm, distance 700 mm (b) base 200 mm, distance 500 mm
Les diﬀérentes conﬁgurations géométriques testées sont listées dans le tableau 3.1. Pour
chaque conﬁguration, un cylindre de rayon 25 mm est ajusté par la méthode des moindres
carrés sur le nuage de point mesuré à l'aide d'une fenêtre de corrélation de 16 pixels. La
ﬁgure 3.5 présente l'écart image de l'ajustement pour la conﬁguration géométrique type
Atos (base 400 mm, distance 700 mm) et la plus mauvaise conﬁguration (base 200 mm,
3.2. Reconstruction 3D - Géométrie stéréoscopique 87
distance 500 mm). Nous pouvons alors calculer à partir de ces écarts l'erreur RMS suivant
l'équation 3.2.
RMS(X) =
√∑
n (Xmes −Xth)2
n
=
√
n− 1
n
σ2(X) + ∆X
2
(3.2)
Avec : - σ(X) =
√
n
∑
n(Xmes−Xth)2−(
∑
n(Xmes−Xth))
2
n(n−1) l'écart-type correspondant à l'er-
reur aléatoire,
- ∆X = 1
n
∑
n (Xmes −Xth) la moyenne des erreurs correspondant à l'erreur
systématique.
(a) (b)
Fig. 3.6  Zones d'étude (a) ensemble des points (b) zone Z1
On constate sur le tableau 3.1 que l'erreur RMS est pilotée principalement par l'écart-
type. L'erreur RMS correspond à l'erreur de mesure en stéréovision, cette erreur étant
issue de diﬀérents processus (acquisition d'images, reconstruction 3D, recalage du cylindre
parfait, ...). Pour chaque conﬁguration base-distance, nous avons évalué l'erreur à partir
de deux nuages de points. En eﬀet, suivant les conﬁgurations testées, un nombre de points
diﬀérent est accessible à la mesure. Dans un premier temps, le cylindre étalon est ajusté au
sens des moindres carrés sur l'ensemble des points accessibles par la conﬁguration (ﬁgure
3.6(a)). Dans certaines conﬁgurations, les bords de l'objet sont accessibles et entraînent
une augmentation de l'erreur. A l'inverse dans d'autres conﬁgurations seule la partie
centrale de l'objet est évaluée, on obtient une erreur faible car c'est une zone plus facile
à apparier. En choisissant une zone identique Z1 de 10×10mm, soit un nuage de points
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accessible dans toutes les conﬁgurations, nous obtenons une information supplémentaire
qui permet la comparaison entre les conﬁgurations (ﬁgure 3.6(b)).
Fig. 3.7  Erreur RMS, écart type σ et moyenne en fonction de la base, de la distance
et de l'angle en fenêtre 16 pixels, (a) (b) (c) sur la surface totale (d) (e) (f) sur la zone
Z1 de 10×10 mm
La répartition de l'erreur RMS, de l'écart type σ et de la moyenne en fonction de la base,
de la distance et de l'angle entre les deux caméras pour une fenêtre de corrélation de 16
pixels est représentée sur les graphiques de la ﬁgure 3.7. Les répartitions (a) (b) (c) de la
ﬁgure 3.7 sont obtenues avec l'ensemble des points alors que les répartitions (d) (e) (f) de la
ﬁgure 3.7 sont réalisées à partir des points de la zone Z1. La répartition est diﬀérente selon
la zone mesurée, mais dans les deux cas l'erreur RMS est pilotée par l'écart-type, l'erreur
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systématique est faible. Nous remarquons que l'erreur RMS maximale de 0,0226mm est
atteinte pour une base de 200mm et une distance de 500mm, soit un angle de 22,6°,
dans le cas de l'ajustement sur l'ensemble des points alors qu'il atteint la valeur de 0,0084
mm avec la zone Z1. Sur cette zone Z1, chaque conﬁguration amène des statistiques
basées sur un même échantillon, on s'aperçoit que plus on s'éloigne de l'objet plus l'erreur
RMS augmente. L'étude sur l'ensemble des points amène des statistiques basées sur des
échantillons variables, échantillons plus importants quand l'angle entre caméras est petit,
un petit angle (inférieur à 30°) entraîne des erreurs RMS plus importantes.
Fig. 3.8  Erreur RMS, écart type σ et moyenne en fonction de l'angle entre les caméras
en fenêtre 16 pixels, (a) (b) (c) sur la zone Z1 de 10×10 mm (d) (e) (f) sur la surface
totale
Les graphiques de la ﬁgure 3.8 montrent l'inﬂuence de l'angle entre les caméras sur l'erreur
de reconstruction pour une fenêtre de corrélation de 16 pixels. Quels que soit les points
utilisés (répartitions (a) (b) (c) à partir des points de la zone Z1 et répartitions (d) (e) (f)
avec l'ensemble des points), nous remarquons que lorsque nous augmentons l'angle entre
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les caméras, nous pouvons observer deux phénomènes : une diminution de l'erreur RMS
et une diminution de la dispersion des erreurs RMS. Cette dispersion est perceptible à
partir d'un angle de 50° et s'ampliﬁe avec la diminution de l'angle notamment lorsque nous
utilisons tous les points de mesure. L'angle à partir duquel la dispersion est importante
dans le cas de l'ajustement au sens des moindres carrés sur le rayon 25mm est de 30°
environ. Les meilleures reconstructions sont réalisées avec un angle supérieur ou égal à
30°, l'erreur RMS obtenue est inférieure à 0,01 mm sur l'ensemble des points et 0,005
mm sur la zone Z1. En utilisant un angle important, le champs de vision va être réduit.
Le compris se situe donc à 30°.
3.2.3 Inﬂuence de la taille de fenêtre de corrélation
Nous avons testé l'inﬂuence de la taille de la fenêtre de corrélation D en eﬀectuant, pour
chaque conﬁguration, un calcul avec une fenêtre de corrélation de 22 et 32 pixels. Les
erreurs, écarts-type et moyennes obtenus lors de l'ajustage du cylindre de rayon 25 mm
sur les deux nuages de points (le nuage comptant tous les points de mesure et le nuage
correspondant à la zone Z1) sont relevés dans les tableaux 3.2 et 3.3. On constate comme
pour la taille de fenêtre 16 pixels que l'erreur RMS est pilotée principalement par l'erreur
aléatoire. Malgré tout, quand on augmente la taille de la fenêtre de corrélation, l'erreur
systématique est plus importante et devient prépondérante pour les grandes distances
centre optique à objet.
La répartition de l'erreur RMS, de l'écart type σ et de la moyenne en fonction de la base,
de la distance et de l'angle entre les deux caméras est représentée sur les graphiques de
la ﬁgure 3.9 pour une fenêtre de corrélation de 22 pixels et sur la ﬁgure 3.10 pour une
fenêtre de 32 pixels. Les répartitions (a) (b) (c) des ﬁgures sont obtenues avec l'ensemble
des points alors que les répartitions (d) (e) (f) sont réalisées à partir des points de la
zone Z1. En comparant les surfaces obtenues avec les diﬀérentes tailles de fenêtre, nous
constatons que les extrema sont atteints dans les mêmes zones. Les erreurs RMS sont
maximales pour une base de 200 mm et une distance de 400 à 500 mm quelle que soit la
taille de fenêtre utilisée, ce qui correspond à des angles de 22 à 28°.
La comparaison des diﬀérentes surfaces de réponse révèle également une inﬂuence de la
taille de la fenêtre sur l'erreur de mesure. En eﬀet, l'utilisation de fenêtres plus grandes per-
met de diminuer globalement l'erreur de mesure, même si l'erreur systématique augmente,
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Base Distance Angle RMS (mm) σ (mm) Moyenne (mm)
(mm) (mm) (Deg) Surface totale Zone de 10×10 mm (Z1) Surface totale Z1 Surface totale Z1
200 250 43,6 0,0060 0,0042 0,0060 0,0042 -0,0002 0,0000
200 300 36,9 0,0096 0,0034 0,0096 0,0035 0,0003 0,0000
200 400 28,1 0,0259 0,0102 0,0259 0,0094 0,0006 0,0042
200 500 22,6 0,0224 0,0068 0,0224 0,0067 0,0000 0,0015
200 600 18,9 0,0101 0,0062 0,0097 0,0063 0,0029 0,0009
200 700 16,3 0,0115 0,0090 0,0112 0,0091 0,0023 0,0005
200 800 14,3 0,0093 0,0080 0,0090 0,0078 0,0022 0,0027
300 250 61,9 0,0050 0,0037 0,0050 0,0037 0,0003 0,0003
300 300 53,1 0,0060 0,0033 0,0060 0,0033 0,0005 -0,0001
300 400 41,1 0,0058 0,0033 0,0057 0,0031 0,0013 0,0010
300 500 33,4 0,0084 0,0045 0,0081 0,0036 0,0021 0,0027
300 600 28,1 0,0092 0,0044 0,0087 0,0040 0,0030 0,0020
300 700 24,2 0,0146 0,0049 0,0138 0,0041 0,0048 0,0028
300 800 21,2 0,0090 0,0098 0,0078 0,0058 0,0045 0,0079
400 250 77,3 0,0048 0,0033 0,0048 0,0033 0,0005 0,0001
400 300 67,4 0,0049 0,0038 0,0048 0,0037 0,0005 0,0008
400 400 53,1 0,0073 0,0035 0,0072 0,0034 0,0013 0,0010
400 500 43,6 0,0143 0,0051 0,0139 0,0050 0,0034 0,0014
400 600 36,9 0,0058 0,0033 0,0055 0,0033 0,0017 0,0007
400 700 31,9 0,0099 0,0090 0,0091 0,0074 0,0040 0,0052
400 800 28,1 0,0114 0,0081 0,0107 0,0044 0,0042 0,0069
Tab. 3.2  Résultats des essais en fenêtre 22 pixels
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Base Distance Angle RMS (mm) σ (mm) Moyenne (mm)
(mm) (mm) (Deg) Surface totale Zone de 10×10 mm (Z1) Surface totale Z1 Surface totale Z1
200 250 43,6 0,0054 0,0039 0,0054 0,0039 -0,0001 0,0002
200 300 36,9 0,0086 0,0032 0,0086 0,0031 0,0006 0,0007
200 400 28,1 0,0284 0,0105 0,0284 0,0098 0,0018 0,0040
200 500 22,6 0,0223 0,0067 0,0223 0,0061 0,0002 0,0029
200 600 18,9 0,0087 0,0064 0,0072 0,0065 0,0050 0,0012
200 700 16,3 0,0118 0,0113 0,0087 0,0098 0,0080 0,0061
200 800 14,3 0,0111 0,0152 0,0093 0,0103 0,0062 0,0115
300 250 61,9 0,0050 0,0033 0,0049 0,0033 0,0007 0,0004
300 300 53,1 0,0054 0,0027 0,0052 0,0027 0,0013 0,0002
300 400 41,1 0,0050 0,0044 0,0045 0,0032 0,0020 0,0031
300 500 33,4 0,0087 0,0063 0,0077 0,0041 0,0039 0,0049
300 600 28,1 0,0077 0,0089 0,0055 0,0043 0,0054 0,0079
300 700 24,2 0,0129 0,0110 0,0093 0,0074 0,0089 0,0083
300 800 21,2 0,0146 0,0241 0,0085 0,0041 0,0119 0,0238
400 250 77,3 0,0047 0,0032 0,0046 0,0030 0,0012 0,0011
400 300 67,4 0,0043 0,0034 0,0040 0,0033 0,0016 0,0010
400 400 53,1 0,0061 0,0045 0,0055 0,0030 0,0027 0,0033
400 500 43,6 0,0133 0,0055 0,0125 0,0043 0,0046 0,0034
400 600 36,9 0,0064 0,0092 0,0048 0,0057 0,0043 0,0073
400 700 31,9 0,0120 0,0181 0,0067 0,0063 0,0099 0,0170
400 800 28,1 0,0137 0,0084 0,0115 0,0078 0,0076 0,0039
Tab. 3.3  Résultats des essais en fenêtre 32 pixels
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Fig. 3.9  Erreur RMS, écart type σ et moyenne en fonction de la base, de la distance
et de l'angle en fenêtre 22 pixels, (a) (b) (c) sur la surface totale (d) (e) (f) sur la zone
Z1 de 10×10 mm
l'erreur aléatoire diminue, et donc globalement l'erreur RMS diminue. Cette constatation
est conﬁrmée lorsque nous regardons l'inﬂuence de la taille de la fenêtre sur la réponse en
ne faisant varier qu'un paramètre de conﬁguration géométrique à la fois.
Les graphiques de la ﬁgure 3.11 montrent l'inﬂuence de la taille de la fenêtre sur l'erreur
RMS, l'écart type σ et la moyenne en fonction de l'angle entre les caméras. Quels que
soient les points utilisés (répartitions (a) (b) (c) à partir des points de la zone Z1 et
répartitions (d) (e) (f) avec l'ensemble des points), nous remarquons que lorsque nous
augmentons l'angle entre les caméras, nous pouvons observer les deux phénomènes déjà
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Fig. 3.10  Erreur RMS, écart type σ et moyenne en fonction de la base, de la distance
et de l'angle en fenêtre 32 pixels, (a) (b) (c) sur la surface totale (d) (e) (f) sur la zone
Z1 de 10×10 mm
vus pour la fenêtre 16 pixels : une diminution de l'erreur RMS et une diminution de
la dispersion des erreurs RMS. La dispersion des points qui se manifeste lorsque l'angle
diminue est moins marquée avec des grandes fenêtres. Les écarts-type obtenus lors des
calculs réalisés avec des grandes tailles de fenêtre sont plus faibles que les écarts-type
obtenus avec des fenêtres plus petites. Les moyennes obtenues lors des calculs réalisés
avec des grandes tailles de fenêtre sont plus importantes que les moyennes obtenues avec
des fenêtres plus petites. L'angle à partir duquel la dispersion est importante dans le
cas de l'ajustement au sens des moindres carrés sur le rayon 25mm est de 30° environ.
Les meilleures reconstructions sont réalisées avec un angle supérieur à 30°, l'erreur RMS
obtenue est inférieure à 0,01mm sur l'ensemble des points et sur la zone Z1.
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Fig. 3.11  Erreur RMS, écart type σ et moyenne en fonction de l'angle entre les caméras
en fenêtre 16, 22 et 32 pixels, (a) (b) (c) sur la zone Z1 de 10×10 mm (d) (e) (f) sur la
surface totale
3.3 Stéréo-corrélation
Le système de corrélation d'image et la reconstruction 3D ont été testés et évalués sépa-
rément dans les paragraphes précédents. Aﬁn de réunir ces deux techniques, nous avons
souhaité réaliser une étude similaire à l'analyse eﬀectuée dans le chapitre précédent en 2D
avec le système de stéréo corrélation d'images Aramis. L'idée étant d'utiliser, comme pour
l'étude 2D, des images synthétiques parfaites dont nous pouvons contrôler certains para-
mètres (taille du mouchetis, transformation mécanique, ...). Sachant qu'un calcul réalisé à
l'aide d'un logiciel de stéréo-corrélation nécessite des paires d'images issues de deux camé-
ras diﬀérentes et un calibrage permettant de déterminer les positions des deux caméras,
deux solutions sont envisageables.
La première solution consiste à fournir au logiciel les paires d'images synthétiques de
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l'objet et les paires d'images d'une mire de calibrage également synthétique. Dans ce cas,
le logiciel eﬀectue le calibrage à partir des images fournies. La diﬃculté de cette méthode
réside dans la création des images. En eﬀet, actuellement, il nous est impossible de créer
de telles images à partir d'une image de la plaque de calibrage.
La seconde possibilité nécessite de fournir au logiciel les paramètres intrinsèques et ex-
trinsèques des caméras. Cette solution est également impossible dans notre cas, puisqu'il
n'est pas possible de calibrer le logiciel par un autre moyen que l'acquisition d'images
de la plaque de calibrage. Nous n'avons d'ailleurs aucune connaissance des paramètres
intrinsèques et extrinsèques après calibrage sur Aramis.
Avec les moyens dont nous disposons, il nous est impossible de réaliser une étude en stéréo-
corrélation d'images avec des images synthétiques. Nous avons donc décidé de réaliser une
étude avec des images réelles à partir des images synthétiques utilisées dans le chapitre
précédent. Suivant les paires de caméras utilisées, les objectifs, les conﬁgurations géomé-
triques (base, distance, angle), nous avons la possibilité de mesurer les déplacements en
pixel ou millimètre. Dans le cas présent, nous utilisons la paire de caméras du capteur
Atos avec des objectifs de 35 mm, la surface mesurée est de 175×130 mm ce qui donne
un facteur d'échelle d'environ 0,128 mm/pixel.
3.3.1 Protocole expérimental
Fig. 3.12  Conﬁguration d'essai
L'utilisation d'images réelles pour une telle étude engendre certaines erreurs. Nous pou-
vons citer les erreurs dues aux caméras non parfaites (calibrage, distorsions, netteté, ...),
à l'environnement (diﬀérence de contraste entre les images, ...) ou encore à l'essai lui
même. Aﬁn de limiter les erreurs dues à l'essai, nous avons utilisé les images synthétiques
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déjà traitées dans le chapitre précédent. Ce choix nous permet de contrôler la déforma-
tion mécanique appliquée très précisément. Aﬁn d'éviter tout mouvement rigide lors des
changements d'images, et alors d'ajouter des erreurs dues à la correction de ces mouve-
ments, nous avons fait déﬁler les diﬀérentes images sur un écran d'ordinateur (écran LCD
de résolution 1920x1200 pixels). Soient Rg(Cg, xg, yg, zg) le repère associé à la caméra de
gauche, Rm(O, x, y, z) associé à l'écran, la caméra de gauche est placée le plus parallèle-
ment possible au plan de l'écran (utilisation de niveaux) aﬁn d'utiliser les images prises
par cette caméra en corrélation d'image 2D (ﬁgure 3.12). De plus, la grille est déﬁnie sur
les images issues de cette caméra. Pour se rapprocher au plus près des résultats du cha-
pitre précédent, il est indispensable que les images qui déﬁlent sur l'écran correspondent
à une zone carrée de 512 × 512 pixels sur les images issues de la caméra gauche, c'est à
dire éviter toute rotation entre les repères Rg et Rm.
Dans ce cas, les causes d'erreurs vont être liées à la mise à l'échelle de l'image sur l'écran
de l'ordinateur pour avoir un mouchetis couvrant une zone de 512×512 pixels sur l'image
ﬁnale, le recalage des repères Rm et Rg et une diﬀérence de contraste entre les deux
caméras. En eﬀet, lorsque la caméra gauche est placée face à l'écran, la caméra droite
forme un angle d'environ 32 degrés avec la première et donc 58 degrés avec l'écran. Cet
angle entraîne une diﬀérence de contraste visible sur la ﬁgure 3.13.
Fig. 3.13  Images de l'essai utilisant un écran d'ordinateur et champ de déplacement
correspondant
Les paramètres que nous avons choisi de traiter dans cette partie sont les paramètres
mis en évidence lors de l'étude de sensibilité en corrélation d'image 2D, c'est à dire : la
déformation, le gradient de déformation et la taille de la fenêtre de corrélation.
Comme précédemment, les déplacements sont mesurés au centre de fenêtres de corrélation
carrées de dimension D avec un intervalle horizontal et vertical correspondant à D, évitant
ainsi tout recouvrement. L'erreur-type ou RMS (Root Mean Square Error) déﬁnie par la
relation 3.2, est calculée sur toute l'image.
Aﬁn de tester l'inﬂuence des paramètres liés à l'acquisition des images (distorsion optique,
alignement de la caméra dans le cas de la corrélation d'images, mise à l'échelle, . . . ), nous
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avons confronté les résultats issus du protocole expérimental décrit précédemment avec
les résultats en corrélation d'images 2D obtenus à partir des images synthétiques fournies
directement au logiciel, sans passer par un système d'acquisition.
3.3.2 Traction/compression
p = 10 p = 20 p = 30 p = 60 p = 130 p = 260 p = 510
1 2 3 4 5 6 7
α = 0.02 U 0,2 0,4 0,6 1,2 2,6 5,2 10,2
U,x 0,1257 0,1257 0,1257 0,1257 0,1257 0,1257 0,1257
U,xx 0,0789 0,0394 0,0263 0,0132 0,0061 0,0030 0,0015
8 9 10 11 12 13 14
α = 0.01 U 0,1 0,2 0,3 0,6 1,3 2,6 5,1
U,x 0,0628 0,0628 0,0628 0,0628 0,0628 0,0628 0,0628
U,xx 0,0395 0,0197 0,0132 0,0066 0,0030 0,0015 0,0008
15 16 17 18 19 20 21
α = 0.005 U 0,05 0,1 0,15 0,3 0,65 1,3 2,55
U,x 0,0314 0,0314 0,0314 0,0314 0,0314 0,0314 0,0314
U,xx 0,0197 0,0099 0,0066 0,0033 0,0015 0,0008 0,0004
22 23 24 25 26 27 28
α = 0.001 U 0,01 0,02 0,03 0,06 0,13 0,26 0,51
U,x 0,0063 0,0063 0,0063 0,0063 0,0063 0,0063 0,0063
U,xx 0,0039 0,0019 0,0013 0,0007 0,0003 0,0002 0,0001
Tab. 3.4  Répartition de la déformation dans les images
Nous rappelons que la transformation mécanique utilisée est une traction compression
simulée par les images représentant un mouchetis parfait (sans bruit) auquel on impose
un déplacement sinusoïdal unidirectionnel déﬁni par la relation 3.3.
U(x) = αp. sin(
2pix
p
)ex (3.3)
U ,x(x) =
∂U
∂x
= 2piα. cos(
2pix
p
)ex = U
Max
,x . cos(
2pix
p
)ex (3.4)
U ,xx(x) =
∂2U
∂x2
=
−4pi2α
p
. sin(
2pix
p
)ex = −UMax,xx . sin(
2pix
p
)ex (3.5)
avec p ∈ {10, 20, 30, 60, 130, 260, 510} la période en pixels
α ∈ {0, 001, 0, 005, 0, 01, 0, 02} le rapport de l'amplitude du déplacement sur
la période (α = a
p
), c'est l'image de l'amplitude de la déformation
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Les diﬀérentes valeurs de la déformation et du gradient de déformation maximum appli-
qués aux 28 images sont rappelées dans le tableau 3.4.
3.3.2.1 Analyse globale
(a) (b)
Fig. 3.14  RMS(U) (a) et RMS(U)/D2UMax,xx (b) en fonction de la période p avec une
taille de fenêtre de corrélation de 16 pixels.
La ﬁgure 3.14 représente le RMS du déplacement (RMS(U)) et le rapport RMS(U) sur
gradient de déformation maximal (RMS(U)/D2UMax,xx ) en fonction de la période, pour une
fenêtre de corrélation de 16 pixels dans les trois conﬁgurations d'essai (stéréo-corrélation
et corrélation d'images avec des images réelles et corrélation d'images avec des images
synthétiques).
Les courbes du RMS(U) en fonction de la période montrent que le passage entre la
stéréo-corrélation et la corrélation d'images avec des images réelles a peu d'inﬂuence dans
notre cas. En eﬀet les courbes correspondant à ces deux conﬁgurations sont très proches
avec néanmoins une meilleure performance pour la stéréo-corrélation. Cette tendance
peut être expliquée par le fait qu'il est diﬃcile de positionner la caméra utilisée pour la
corrélation 2D de telle sorte que le plan de déformation et le plan image de la caméra soient
parallèles. Dans cette conﬁguration, l'erreur due au mauvais alignement de la caméra
utilisée pour la corrélation d'images est importante. De plus, lorsque nous comparons les
résultats obtenus avec des images réelles et les résultats issus des calculs eﬀectués à partir
d'images synthétiques, nous constatons que le biais lié à l'acquisition des images n'est
pas négligeable et supplante l'erreur due à la stéréovision. Outre les caméras, les sources
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(a) (b)
(c) (d)
Fig. 3.15  RMS(U) en fonction de la période p avec une taille de fenêtre de corrélation
de 10 pixels (a), 16 pixels (b), 22 pixels (c) et 32 pixels(d).
d'erreurs dues à l'acquisition peuvent être liées aux images elles-mêmes. En eﬀet, pour
capturer les images synthétiques par le biais des caméras, nous les avons fait déﬁler sur un
écran d'ordinateur. La fréquence de rafraîchissement de l'écran, sa résolution, la mise à
l'échelle des images sont autant de paramètres qui sont susceptibles de modiﬁer la mesure
et qui pourraient expliquer les diﬀérences observées entre les diﬀérentes courbes.
Aﬁn de tester l'inﬂuence de la taille de fenêtre de corrélation, les 28 images précédentes
ont été utilisées avec 4 tailles de fenêtre D de 10, 16, 22 et 32 pixels. Les graphiques des
ﬁgures 3.15 et 3.16 représentant le RMS(U) et le rapport RMS(U) sur gradient de dé-
formation maximal (RMS(U)/D2UMax,xx ) en fonction de la période, révèlent une inﬂuence
de la taille de fenêtre de corrélation sur les erreurs en déplacement. Les observations du
chapitre précédent sont toujours valables lorsque des images réelles sont utilisées, mais
avec quelques réserves. Nous retrouvons les diﬀérents régimes décrits précédemment avec
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(a) (b)
(c) (d)
Fig. 3.16  RMS(U)/D2UMax,xx en fonction de la période p avec une taille de fenêtre de
corrélation de 10 pixels (a), 16 pixels (b), 22 pixels (c) et 32 pixels(d).
une accentuation des divergences des courbes du RMS(U)/D2UMax,xx pour les faibles am-
plitudes de déformation α. L'asymptote est atteinte uniquement pour les grandes tailles
de fenêtres.
En représentant les valeurs asymptotiques du RMS(U) en fonction de la conﬁguration
d'essai (ﬁgure 3.17 (a)), les paramètres liés à la stéréovision paraissent négligeables de-
vant les erreurs liées à l'acquisition des images. Le graphique représentant les valeurs
asymptotiques du RMS(U) en fonction de la taille de la fenêtre de corrélation permet de
mettre en évidence les liens existants entre la taille de la fenêtre et l'amplitude de la dé-
formation appliquée. En eﬀet, nous remarquons que l'inﬂuence de la taille de la fenêtre de
corrélation augmente lorsque l'amplitude de déformation est plus importante. De plus, en
augmentant la taille de la fenêtre, nous minimisons l'eﬀet des erreurs liées à l'acquisition
des images et nous augmentons l'eﬀet du passage du 2D au 3D. Eﬀectivement, les valeurs
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(a) (b)
Fig. 3.17  Valeurs asymptotiques de RMS(U) en fonction de la conﬁguration d'essai (a)
et en fonction de la taille de fenêtre (b).
asymptotiques des calculs réalisés sur des images synthétiques se rapprochent des valeurs
asymptotiques obtenues à partir d'images réelles. En moyenne, la valeur asymptotique du
RMS(U) obtenue avec les images réelles est trois fois supérieure à celle obtenue avec les
images synthétiques.
3.3.2.2 Analyse globale des déplacements et déformations
Fig. 3.18  RMS(U) en fonction de la période pour les quatre amplitudes de déformation
α avec une fenêtre de corrélation de 16 pixels.
En utilisant le facteur d'échelle déﬁni en introduction de cette partie, nous avons la pos-
sibilité d'évaluer le RMS(U) en millimètres (ﬁgure 3.18) présenté ici pour une fenêtre
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Fig. 3.19  Valeurs asymptotiques du RMS(U) en fonction de l'amplitude de déformation
α
de corrélation de 16 pixels soit environ 2 mm. Les caractéristiques de ces courbes sont
identiques et on s'intéresse plus particulièrement à la valeur asymptotique (ﬁgure 3.19).
Cette valeur asymptotique est relativement constante et indépendante de l'amplitude du
déplacement et de l'amplitude de la déformation. Nous obtenons une valeur d'environ 4
µm correspondant à l'incertitude de mesure du système dans la mesure de déplacements
dans le plan pour une surface de mesure de 175×130 mm.
Fig. 3.20  RMS(ε) en fonction de la période pour les quatre amplitudes de déformation
α
Nous avons calculé de la même façon que dans le chapitre précédent la déformation à partir
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Fig. 3.21  Valeurs asymptotiques du RMS(ε) en fonction de l'amplitude de déformation
α
d'une formulation diﬀérences ﬁnies centrées, toujours pour une fenêtre de 16 pixels (ﬁgure
3.18). On peut comparer sur cette ﬁgure les résultats obtenus à partir d'images réelles
traitées en 2D ou en stéréo-corrélation ainsi que les résultats issus d'images synthétiques
traitées en corrélation. Les comportements sont assez proches et l'on constate ici aussi que
l'erreur de stéréovision est négligeable par rapport aux diﬀérentes erreurs introduites dans
la chaîne de mesure (position des caméras, recalage 512 pixels, ...). De la même manière
on s'intéresse alors à la valeur asymptotique (ﬁgure 3.19). Dans ce cas aussi la valeur
asymptotique est relativement constante et indépendante de l'amplitude du déplacement
et de l'amplitude de la déformation. Nous obtenons une valeur d'environ 1000 µm/m
correspondant à la précision du système dans la mesure de déformations dans le plan
pour une surface de mesure de 175×130 mm et pour un pas de calcul d'environ 4 mm
(2 fois la taille du pas). Cette valeur est d'environ 400 µm/m pour une amplitude de
déformation α = 0, 1%.
3.3.2.3 Analyse locale
Lors de l'analyse locale eﬀectuée sur des images synthétiques dans le chapitre précédent,
le repère Rg(Cg, xg, yg, zg) associé à la caméra de gauche et le repère Rm(O, x, y, z) as-
socié au mouchetis sont les mêmes. Le RMS(U) est alors calculé par colonne, c'est à
dire pour chaque point de mesure ayant la même coordonnée dans la direction y. Cette
analyse permet de déterminer l'erreur systématique et l'erreur aléatoire associée à chaque
état de transformation (déplacement, déformation et gradient de déformation). Dans le
cas présent, une analyse locale analogue est diﬃcilement envisageable puisqu'il existe une
petite rotation entre les deux repères. Les centres des fenêtres de corrélation ayant la
même coordonnée dans la direction yg dans le repère caméra gauche sur l'image de la ca-
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(a) (b)
(c) (d)
Fig. 3.22  (Umes − Uth) en fonction du déplacement U du gradient du déplacement U,x
et du gradient de déformation U,xx pour chaque centre de fenêtre de corrélation de 16×16
pixels. Vue 3D (a), Vue plan UdU (b), Vue plan Ud²U (c), Vue plan dUd²U (d).
méra gauche ne subiront pas la même transformation mécanique puisqu'ils n'auront pas la
même coordonnée dans la direction y dans le repère du mouchetis. Finalement, à chaque
point de mesure correspondra un état de déformation diﬀérent, empêchant ainsi toute
analyse statistique. C'est pourquoi nous avons choisi de représenter pour chaque point
l'écart entre la valeur du déplacement mesurée et la valeur du déplacement théorique
(ﬁgure 3.22) et le même écart normalisé par la valeur théorique du déplacement (ﬁgure
3.23). Les résultats présentés ici correspondent aux calculs avec une fenêtre de corrélation
de 16 pixels. Les mêmes tendances amenant aux mêmes conclusions sont observées avec
des tailles de fenêtre diﬀérentes. Le traitement avec une fenêtre de 16 pixels (961 résultats
par image) des 28 images créées à partir de la fonction sinusoïdale couvre un ensemble de
solution le plus souvent inscrit dans l'intervalle |Umes − Uth| < 0, 1 pixels ; |U | < 5 pixels ;
|U,x| < 0, 1 ; |U,xx| < 0, 01 pixels−1. Comme pour l'analyse locale réalisée avec des images
106 3. Caractérisation du système de stéréo-corrélation d'images
(a) (b)
(c) (d)
Fig. 3.23  (Umes − Uth) /Uth en fonction du déplacement U du gradient du déplacement
U,x et du gradient de déformation U,xx pour chaque centre de fenêtre de corrélation de
16×16 pixels. Vue 3D (a), Vue plan UdU (b), Vue plan Ud²U (c), Vue plan dUd²U (d).
synthétiques, l'erreur de mesure en stéréo-corrélation d'images dépend principalement du
second gradient du déplacement U,xx. Quand le gradient de déformation U,xx est dans l'in-
tervalle ci-dessus, c'est-à-dire dans le cas de déformations relativement homogènes (cas le
plus souvent observé expérimentalement), quel que soit le déplacement ou la déformation,
l'écart (Umes − Uth) est toujours inférieur à 0,05 pixels. Les erreurs (Umes − Uth) norma-
lisées par le déplacement théorique les plus fortes sont obtenues pour une combinaison
déplacement très faible (U < 0, 5 pixels), déformation moyenne (U,x ≈ 0, 04), gradient de
déformation important (|U,xx| > 0, 02 pixels−1), c'est-à-dire dans le cas de déformations
hétérogènes.
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3.3.3 Translation pure
Des images synthétiques simulant une translation pure dans la direction x ont été créées
aﬁn de déterminer l'erreur aléatoire et l'erreur systématique associées à la mesure en
stéréo-corrélation d'images. La série est composée de 21 images : une image de référence
identique à l'image de référence utilisée pour la transformation en sinus, et 20 images
transformées pour lesquelles nous avons appliqué un déplacement de −f/20 dans la di-
rection x, f étant le numéro de l'image (tableau 3.5).
image (f)
U (pixel)
V (pixel)
image (f)
U (pixel)
V (pixel)
1 2 3 4 5 6 7 8 9 10
-0,05 -0,1 -0,15 -0,2 -0,25 -0,3 -0,35 -0,4 -0,45 -0,5
0 0 0 0 0 0 0 0 0 0
11 12 13 14 15 16 17 18 19 20
-0,55 -0,6 -0,65 -0,7 -0,75 -0,8 -0,85 -0,9 -0,95 -1
0 0 0 0 0 0 0 0 0 0
Tab. 3.5  Répartition du déplacement dans les images
La procédure d'acquisition des images décrite précédemment est appliquée ici, permet-
tant de confronter les résultats issus de la stéréo-corrélation et de la corrélation d'images
réalisées avec des images réelles déﬁlant sur un écran d'ordinateur et les résultats obtenus
par corrélation d'images synthétiques. Aﬁn de rapprocher au plus les images synthétiques
des images réelles, nous avons bruité les images synthétiques en appliquant un bruit blanc
gaussien d'écart type 1,57 niveau de gris (valeur obtenue en comparant deux images réelles
acquises par le même dispositif à deux instants diﬀérents).
(a) (b)
Fig. 3.24  Erreur systématique (a) et erreur aléatoire (b) dans le cas du traitement 2D
avec des images synthétiques et du traitement en stéréo-corrélation pour une taille de
fenêtre de corrélation de 16 pixels
L'erreur systématique, correspondant à la moyenne des erreurs en déplacement dans la
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direction x (
∑
n(Umes−Uth)/n) pour les n points de l'image est représentée sur la ﬁgure
3.24 (a) pour une fenêtre de corrélation de 16 pixels. Les résultats proposés correspondent
aux calculs réalisés en corrélation d'images 2D sur des images synthétiques bruitées et
aux erreurs obtenues avec la conﬁguration utilisant des images réelles en 3D et en 2D. Les
écarts calculés supposent que le déplacement imposé soit de−f/20 dans la direction x dans
l'image f . Néanmoins, lors de l'acquisition des images en passant par les caméras, une mise
à l'échelle est eﬀectuée et fausse le déplacement imposé. En eﬀet, le mouchetis synthétique
correspond dans la réalité à une zone de 512×512 pixels. La transformation imposée est
respectée sur les images traitées en stéréo corrélation dans le cas ou le mouchetis couvre
également une zone de 512×512 pixels sur l'image issue de la caméra de gauche. En
pratique, il est diﬃcile de réaliser un tel recalage, ce qui explique l'allure des courbes
représentant l'erreur systématique. Dans ce cas, nous constatons que les courbes ne suivent
pas un proﬁl en  S  comme décrit en corrélation 2D sur des images synthétiques.
(a) (b)
Fig. 3.25  Erreur systématique (a) et erreur aléatoire (b) pour une taille de fenêtre de
corrélation de 16 pixels et de 32 pixels
Les mêmes observations peuvent être eﬀectuées pour les courbes représentant l'erreur
aléatoire (ﬁgure 3.24 (b)). Dans ce cas, l'erreur aléatoire est plus élevée lorsque l'on utilise
des images réelles (ce qui n'est pas le cas pour l'erreur systématique), alors que, comme
pour l'erreur systématique, il n'y a que très peu de variation lié à la stéréovision.
La ﬁgure 3.25 présente également l'erreur systématique et l'erreur aléatoire mais cette
fois, pour diﬀérentes tailles de fenêtre de corrélation. Nous pouvons remarquer que la
taille de la fenêtre n'a aucune inﬂuence sur l'erreur systématique puisque les courbes
sont superposées. Par contre, l'erreur aléatoire est dépendante de la taille de fenêtre de
corrélation D. En eﬀet, les petites fenêtres ont tendance à l'accentuer.
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3.4 Outil logiciel
Les études précédentes nous ont permis de mettre au point un outil développé avec Scilab1.
Cet outil a pour but d'aider à préparer au mieux un essai utilisant des mesures sans
contact. Il est composé de deux parties : une partie dédiée à l'analyse des images et une
partie liée à la préparation d'un essai (ﬁgure 3.26).
Fig. 3.26  Menu principal et sous-menus
3.4.1 Analyse d'images
Les études précédentes ont montré que la taille de la fenêtre de corrélation est un para-
mètre inﬂuant dans le calcul des déplacements. Il a également été prouvé que le choix de
cette taille de fenêtre est lié à la qualité du mouchetis [Robert 07]. La première partie
de cet outil permet principalement d'avoir une estimation de la taille de fenêtre la plus
adaptée à l'image.
Ce programme permet de traiter tout format d'image (tif, bmp, jpg, ...). Son principal
intérêt réside dans le calcul du rayon d'autocorrélation (ou du rayon moyen des taches du
mouchetis). Pour ceci, on utilise l'autocorrélation qui permet de détecter des régularités
et des proﬁls répétés dans un signal. Une matrice d'autocorrélation est ainsi calculée sur
toute l'image dans un premier temps et par morceaux pour un calcul plus précis et peut
être représentée sous forme de cartographie comme l'indique la ﬁgure 3.27. Pour plus de
1http ://www.scilab.org
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Fig. 3.27  Image synthétique de 50× 50 pixels et cartographie d'autocorrélation corres-
pondante
(a) (b)
Fig. 3.28  Fonction d'autocorrélation (a) et répartition des tailles des taches (b).
lisibilité, nous pouvons tracer la fonction d'autocorrélation correspondant à la section mé-
diane de la cartographie d'autocorrélation. Le rayon d'autocorrélation est alors donné par
la demi-hauteur de cette fonction d'autocorrélation centrée et normée. Le logiciel fourni
un graphique représentant cette fonction d'autocorrélation centrée et normée (3.28(a)),
ainsi que la forme moyenne des taches (3.30(a)).
Les résultats sont présentés sous la forme d'un ﬁchier texte (ﬁgure 3.30(b)), qui rappelle :
 le nom de l'image traitée,
 la taille, en pixel, de la zone de l'image traitée,
 la taille des sous-domaines utilisés pour le calcul par morceaux,
 le rayon d'autocorrélation moyen et l'écart type correspondant déterminé par le calcul
par morceaux,
 le rayon d'autocorrélation global,
 le rayon d'autocorrélation le plus élevé déterminé lors du calcul par morceaux,
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(a) (b)
Fig. 3.29  Histogramme des niveaux de gris (a) et répartition des niveaux de gris (b).
(a) (b)
Fig. 3.30  Forme moyenne des taches (a) et compte rendu (b).
 une taille de fenêtre recommandée.
et diﬀérentes ﬁgures qui représentent :
 l'histogramme des niveaux de gris (ﬁgure 3.29(a)),
 la cartographie des niveaux de gris moyens par morceaux (ﬁgure 3.29(b)),
 la fonction d'autocorrélation centrée et normée (ﬁgure 3.28(a)),
 la cartographie des rayons d'autocorrélation moyens par morceaux (ﬁgure 3.28(b)),
 la forme moyenne des taches (ﬁgure 3.30(a)).
Il est également possible de déterminer une estimation du bruit dans les images. Pour
cela, il suﬃt de fournir à l'outil deux images de la même scène, prise dans les mêmes
conditions, à deux instants diﬀérents.
112 3. Caractérisation du système de stéréo-corrélation d'images
3.4.2 Préparation d'essais
Cette seconde partie de l'outil logiciel propose une aide à la préparation d'un essai. Diﬀé-
rents renseignements sont demandés concernant : le domaine des essais (type de mesure,
type d'essai, durée de l'essai, ...), la pièce (dimension, déplacements attendus, type de
surface, ...), l'environnement (présence d'obstacle, distance minimum et maximum entre
les caméras et la pièce, ...), le matériel (base minimum et maximum, objectifs disponibles,
...), et le post-traitement (type et contenu des ﬁchiers sortie).
Fig. 3.31  Rapport de déﬁnition de l'essai
Lorsque tous les renseignements sont collectés, le lancement de l'application permet d'ob-
tenir dans une nouvelle fenêtre, un rapport qui est également enregistré au format texte.
Ce ﬁchier contient aussi des préconisations pour la préparation de la surface (type de
mouchetis), la base et la distance conseillées et les objectifs recommandés en fonction de
leur disponibilité. La ﬁgure 3.31 montre un extrait d'un rapport de déﬁnition de l'essai
contenant le récapitulatif et les préconisations. Un ﬁchier image est créé, représentant le
mouchetis à réaliser sur la surface à mesurer. Ces préconisations qui vont dans le sens d'un
 guide de bonnes pratiques  permettent de déﬁnir certains choix laissés à la discrétion
de l'utilisateur. A la suite de ces recommandations, l'utilisateur peut :
 préparer la surface avec le mouchetis proposé,
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 utiliser les objectifs proposés,
 mettre les caméras dans la conﬁguration géométrique proposée (base, distance, angle),
 faire une première acquisition d'images pour évaluer la qualité du mouchetis avec l'ap-
plication d'analyse d'images,
 déﬁnir la taille de fenêtre de corrélation et le pas à partir de la taille proposée,
 faire une deuxième acquisition d'images (déplacement rigide) pour évaluer la corrélation
entre deux états.
3.5 Conclusion
L'évaluation du système de stéréo-corrélation d'images Aramis 3D est un travail qui a
permis de répondre à un nombre important de questions que l'opérateur se pose lors
de l'utilisation de cette  boîte noire . Cette évaluation a été eﬀectuée en trois étapes.
Les travaux présentés dans le chapitre précédent en corrélation 2D ont permis de mettre
en évidence l'inﬂuence de nombreux paramètres liés au logiciel, à l'image et à la trans-
formation mécanique. Dans ce chapitre, nous avons testé diﬀérents paramètres liés à la
technique utilisée en stéréo-corrélation : la stéréovision. Enﬁn et toujours dans ce cha-
pitre, l'évaluation du système de stéréo-corrélation a pu être menée en extrapolant la
méthodologie adoptée dans le chapitre précédent pour l'évaluation de l'erreur RMS en
corrélation d'images numériques ; nous avons proposé une caractérisation de notre sys-
tème de stéréo-corrélation d'images en s'adaptant aux contraintes liées à l'utilisation du
logiciel.
Aﬁn de tester le système de stéréovision indépendamment de la corrélation, nous avons
capturé des images d'un objet étalon, et par ajustement au sens des moindres carrés du
cylindre théorique à partir du nuage de point mesuré, l'erreur de reconstruction a pu être
déterminée. L'analyse des résultats obtenus avec diﬀérentes conﬁgurations du capteur
de stéréovision a permis de mettre en évidence l'inﬂuence de paramètres liés au capteur
(distance entre les caméras, distance entre le système stéréoscopique et l'objet, angle formé
par les deux caméras) et au logiciel (taille de la fenêtre de corrélation).
L'utilisation des images synthétiques utilisées dans le chapitre précédent nous a per-
mis de mettre en ÷uvre un essai mécanique parfaitement contrôlé, rendant ainsi acces-
sible une vérité terrain nécessaire à la quantiﬁcation de l'erreur de mesure en stéréo-
corrélation d'images. Nous avons ainsi proposé une méthode d'évaluation du système
mettant en évidence l'inﬂuence de nombreux paramètres liés à la transformation méca-
nique (déplacement rigide, traction/compression), liés au logiciel (taille de fenêtre, corréla-
tion d'images/stéréo-corrélation d'images), et liés à l'image (images synthétiques/images
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réelles). L'évaluation des erreurs systématiques et aléatoires a été eﬀectuée à partir de
paires d'images stéréoscopiques réelles de déplacements plans et déformations planes d'un
objet plan.
En utilisant les informations fournies par ces diﬀérentes études, nous avons proposé un
outil d'aide à l'utilisation. Cet outil a pour but de faciliter la préparation et la réalisation
d'un essai utilisant la corrélation d'images ou la stéréo-corrélation d'images. Bien qu'ayant
été conçu à partir d'essais réalisés avec le système Aramis, il est néanmoins adaptable à
d'autres logiciels, voire à d'autres techniques de mesures sans contact.
Chapitre 4
Identiﬁcation à partir des mesures de
champs
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4.1 Introduction
On assiste actuellement à un essor important des techniques optiques dimensionnelles ap-
pliquées à la mécanique expérimentale. L'abondance des informations issues de l'utilisa-
tion de techniques de mesures de champs permet des investigations qui auparavant étaient
impossibles ou diﬃciles à mettre en ÷uvre. Il est ainsi possible de mettre en évidence des
phénomènes de localisation de la déformation [Berthaud 97, Latourte 07], de détection
de ﬁssures [Lecompte 06], de visualisation d'eﬀets parasites lors d'essais mécaniques et de
validation de modèles éléments ﬁnis [Périé 02, Padmanabhan 06, Vanclooster 09].
Un centre d'intérêt important concerne l'identiﬁcation des paramètres de lois de compor-
tement de matériaux. En eﬀet, avec les moyens de mesures classiques (jauge d'extensomé-
trie, capteur de déplacement), l'identiﬁcation de loi de comportement est généralement
conduite, soit à partir d'essais homogènes pour lesquels la relation contrainte déformation
est directement liée à la réponse force/déplacement de l'essai, soit à partir de recalage par
éléments ﬁnis utilisant un nombre très limité de données expérimentales. De plus les para-
mètres utilisés sont souvent des grandeurs macroscopiques éloignées de l'objet de l'étude.
L'utilisation de mesures de champs doit permettre de remédier au manque d'information
que l'on peut parfois constater et de plus permettre de se rapprocher des phénomènes
physiques que l'on cherche à identiﬁer. Elle permet aussi de tenir compte d'eﬀets non
souhaités mais néanmoins bien présents sur les essais (imperfection des conditions aux
limites...).
L'étude présentée dans ce chapitre est un premier pas pour nous amener à l'utilisation
des mesures de champs dans les problèmes d'identiﬁcation. Dans ce but, nous présen-
tons une rapide revue bibliographique des méthodes existantes, pour en sélectionner deux
particulières, qui serviront à la mise en place de nos exemples d'application.
4.2 Le problème d'identiﬁcation
On appelle problème direct, le problème classique qui consiste à simuler une expérience
ou un process donné pour en déduire par exemple, la géométrie ﬁnale de la pièce, les
contraintes, déformations, déformations plastiques équivalentes, ..., dans la conﬁguration
ﬁnale ainsi que leur évolution au cours du processus et/ou du temps (ﬁgure 4.1). Un des
moyens les plus courants pour la résolution de ces problèmes est l'utilisation de la méthode
des éléments ﬁnis.
Le problème direct est généralement simulé par la méthode des éléments ﬁnis, et la com-
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Données
- Géométrie initiale
- Maillage
- Chargement
- Lois constitutives
- Paramètres d'intégration temporelle
Résultats
- Géométrie déformée
- Contraintes, déformations, ...
- Évolution de ces grandeurs au
cours du processus
Fig. 4.1  Formulation générale du problème direct de simulation par éléments ﬁnis
[Kleinermann 00]
paraison des résultats obtenus par rapport à l'expérience, permet de juger de la validité
du modèle utilisé. Si la concordance n'est pas assez bonne, on tente d'améliorer la modé-
lisation, soit en changeant de modèle, soit en modiﬁant les paramètres du modèle actuel.
D'une manière générale, on appelle problème inverse tout problème consistant à déduire
certaines données du problème de base (problème direct) en se ﬁxant comme donnée
supplémentaire un des résultats (expérimental) du problème direct. Un problème inverse
est donc obtenu en intervertissant une ou plusieurs données avec un ou plusieurs résultats
du problème direct de référence.
Données
- Géométrie initiale
- Maillage
- Chargement
- Paramètres d'intégration temporelle
- Résultat expérimental
Résultats
- Lois constitutives
- Géométrie déformée
- Contraintes, déformations, ...
- Évolution de ces grandeurs au
cours du processus
Fig. 4.2  Formulation générale du problème inverse d'identiﬁcation paramétrique
[Kleinermann 00]
Dans le second cas (ﬁgure 4.2), le problème posé peut se mettre sous la forme d'un
problème inverse pour lequel on souhaite obtenir les paramètres matériaux du modèle
choisi (donnée du problème direct) permettant d'atteindre le même résultat que celui
obtenu expérimentalement (résultat du problème direct) [Bui 93].
4.3 Revue des méthodes d'identiﬁcation existantes
Les avancées dans le domaine des mesures de champs ont permis le développement des
techniques d'identiﬁcation aptes à utiliser en partie ou en totalité les informations issues
de la mesure. Deux familles de méthodes existent : les méthodes itératives et les méthodes
non-itératives. Les plus courantes de ces méthodes sont présentées dans les paragraphes
suivants [Avril 08].
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4.3.1 Méthodes itératives
 Méthode de recalage de modèles éléments ﬁnis (FEMU)
La méthode de recalage de modèles éléments ﬁnis ou ﬁnite element model updating method
(FEMU) consiste en la détermination du jeu de paramètres p réduisant la diﬀérence entre
les grandeurs calculées par les simulations éléments ﬁnis d et les mesures expérimentales
dexp en espérant que la réduction de cet écart soit suﬃsante pour obtenir le jeu de para-
mètres souhaité. On introduit pour cela une fonctionnelle coût notée J dépendant de p et
mesurant la distance entre d et dexp, soit :
J(p) = ‖d− dexp‖ (4.1)
Le problème d'identiﬁcation s'exprime alors de la manière suivante :
Déterminer p∗ ∈ O tel que J(p∗) = min
x∈O
J(p) et O convexe fermé de Rn
On constate ainsi que le problème d'identiﬁcation s'exprime maintenant comme un pro-
blème de minimisation, qui peut être résolu à l'aide d'algorithmes itératifs [Kavanagh 71,
Lecompte 07].
De nombreux travaux ont été consacrés à l'identiﬁcation par recalage éléments ﬁnis des
paramètres élastiques de matériaux isotropes ou orthotropes [Lecompte 07, Molimard 05].
Cette technique a également été utilisée dans des cas de comportements non-linéaires tels
que l'endommagement [Geers 96], l'élasto-plasticité [Cooreman 08] ou la viscoplasticité
[Le Magorou 02].
 Erreur en relation de comportement (CEGM)
La méthode de l'erreur en relation de comportement ou constitutive equation gap method
(CEGM) repose sur la minimisation d'une fonctionnelle coût construite à partir des prin-
cipes variationnels de la théorie de l'élasticité. Le but de la méthode est de construire une
erreur qui doit être nulle pour la solution exacte du problème classique de la mécanique
des solides et positive pour tous les autres cas. Dans le cadre de la théorie de l'élasticité,
le principe de l'erreur en relation de comportement est basé sur l'écriture de la somme des
énergies potentielle et complémentaire sous forme d'écart en relation de comportement :
E(u, σ, C) =
1
2
∫
Ω
(σ − C : ε(u)) : C−1 : (σ − C : ε(u))dv (4.2)
avec C le tenseur d'élasticité recherché. Une conséquence bien connue des principes varia-
tionnels de l'élasticité est que, pour C donné et des conditions aux limites bien posées :
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min
u∈ζ,σ∈S
E(u, σ, C) = 0 (4.3)
où ζ et S désignent respectivement les espaces de déplacements cinématiquement admis-
sibles et de contraintes statiquement admissibles avec les données aux limites et des forces
volumiques nulles. Les paramètres déﬁnissant le tenseur C peuvent alors être identiﬁés
par une minimisation de l'équation [Bonnet 03, Geymonat 02].
 Écart à la réciprocité (RGM)
La méthode de l'écart à la réciprocité ou reciprocity gap method (RGM) consiste à mini-
miser une fonctionnelle coût construite à partir du Principe des Puissances Virtuelles ou
à partir de la réciproque du théorème de Maxwell-Betti [Andrieux 97].
4.3.2 Méthodes non itératives
 Méthode des champs virtuels (VFM)
La méthode des champs virtuels ou virtual ﬁelds method (VFM) consiste à écrire la for-
mulation variationnelle de l'essai utilisé et à lui appliquer diﬀérents champs de dépla-
cements virtuels, de manière à obtenir une équation faisant intervenir une ou plusieurs
grandeurs à identiﬁer. Dans le cas de l'identiﬁcation de n paramètres, n champs de dépla-
cements virtuels bien choisis sont nécessaires pour obtenir un système linéaire apportant
la solution au problème posé. Cette méthode, introduite par Grédiac [Grédiac 89], a été
appliquée à la ﬂexion de plaque en statique [Grédiac 90, Grédiac 96a] et en dynamique
[Grédiac 96b, Guo 07]. Elle a également permis l'identiﬁcation dans le plan de proprié-
tés élastiques de matériaux [Pierron 00]. Elle a été étendue à des cas non-linéaires et à
l'endommagement [Chalal 05, Grédiac 06, Kim 07].
 Méthode de l'écart à l'équilibre (EGM)
La méthode de l'écart à l'équilibre ou equilibrium gap method (EGM) est basée sur la
discrétisation des équations d'équilibre [Amiot 04]. L'idée est de chercher un champ de
propriétés mécaniques qui conduit, pour un champ de déplacements donné, à l'équilibre
interne (div(σ) = 0) de la structure. La traduction de cet équilibre, écrit sous une forme
faible (entre des éléments adjacents pour une discrétisation EF), conduit à un système
d'équations linéaires. Dans ce système, les inconnues sont les champs de modules élas-
tiques, tandis que les données sont les champs de déplacements mesurés. Cette approche
permet de déterminer des champs d'endommagement [Claire 02] ou d'identiﬁer les conduc-
tivités thermiques [Claire 03].
120 4. Identification à partir des mesures de champs
4.3.3 Synthèse
Dans le but d'identiﬁer des lois de comportement à partir d'expérimentations instrumen-
tées au moyen de systèmes de mesure de champs, nous avons choisi de mettre en ÷uvre
deux méthodes. La première méthode, méthode des champs virtuels, est une méthode
non itérative qui semble bien adaptée à l'identiﬁcation des propriétés élastiques à partir
d'essais de laboratoire. Elle est bien documentée et sa mise en ÷uvre n'implique pas de
développements excessifs. La seconde méthode retenue est la méthode de recalage de mo-
dèles éléments ﬁnis. C'est une méthode itérative qui peut être diﬃcile à mettre en ÷uvre
mais dont les capacités en terme de modèle d'expérience et de loi de comportement sont
nombreuses.
4.4 Méthode des champs virtuels
Dans cette partie nous allons décrire plus en détail la méthode des champs virtuels qui
permet d'identiﬁer directement les paramètres matériaux sans calcul itératif. Son principe
consiste pour un essai donné, en l'écriture du principe des travaux virtuels avec des champs
cinématiques virtuels spéciaux bien choisis. La résolution du système linéaire obtenu per-
met alors d'accéder aux paramètres recherchés. Enﬁn, cette méthode sera appliquée au
cas d'un essai particulier.
4.4.1 Principe
Considérons un solide de géométrie quelconque de volume V soumis à un chargement
modélisé par le vecteur
−→
T en tout point de la surface sollicitée Sf . Le principe des travaux
virtuels qui traduit l'équilibre général du solide s'écrit :
∫
V
σ : ε∗dV =
∫
Sf
−→
T .~u∗dS (4.4)
où σ est le champ des contraintes et ε∗ le champ des déformations virtuelles déduit des
déplacements virtuels ~u∗ cinématiquement admissibles.
Le principe de la méthode des champs virtuels consiste tout d'abord à ré-écrire l'éga-
lité ci-dessus en introduisant la loi de comportement. Ainsi, en utilisant les règles de la
contraction des indices et de sommation des indices répétés (x pour xx, y pour yy, s
pour xy), la relation contrainte déformation dans le cas d'une loi plane de type élastique
anisotrope peut s'écrire :
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σi = Cijεj ; i, j = x, y, s (4.5)
En reportant l'expression précédente dans l'équation 4.4, le principe des travaux virtuels
s'écrira :
∫
V
Cijεjε
∗
i dV =
∫
Sf
−→
T .~u∗dS (4.6)
Si l'on considère que les Cij sont constants dans tout le volume du solide, on obtient :
Cij
∫
V
εjε
∗
i dV =
∫
Sf
−→
T .~u∗dS (4.7)
La méthode des champs virtuels consiste à écrire l'équation 4.7 avec autant de champ
virtuel (~u∗, ε∗i ) cinématiquement admissible que d'inconnues Cij. En supposant que les
déformations ε sont surfaciques et pour des champs virtuels ~u∗ bien choisis, le problème
revient alors à déterminer les Cij, à partir d'un système d'équations linéaires de la forme
suivante :
PC = R (4.8)
où P est une matrice carrée et C un vecteur dont les composantes sont les Cij.
Un des points clés de cette méthode réside dans la détermination des champs virtuels.
En eﬀet ces champs inﬂuencent directement le degré d'indépendance des équations du
système linéaire (équation 4.8). Dans le but de structurer la méthode, une procédure
systématique est proposée pour la création de champs virtuels spéciaux [Grédiac 02].
L'idée première consiste à chercher pour l'équation 4.8 des champs virtuels tels que le sys-
tème ﬁnal soit entièrement découplé, autrement dit que la matrice principale du système
linéaire soit diagonale, voire égale à l'identité. La recherche d'une matrice principale égale
à la matrice identité aboutit à la nécessité d'avoir N − 1 coeﬃcients nuls dans l'équation
4.8 et un seul égal à un, N étant le nombre d'inconnues à déterminer. Ce nombre N dé-
pend du type de loi que l'on cherche à identiﬁer : N = 6 pour l'élasticité plane anisotrope,
N = 4 pour l'orthotropie plane. Les champs permettant de vériﬁer cette propriété sont
qualiﬁés de spéciaux et notés par la suite (uˆ∗, εˆ∗i ). Par exemple, si l'on cherche le terme
Cpq, on écrit les N égalités suivantes traduisant le fait que seul le coeﬃcient Cpq doit
apparaître :
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∫
V
εjε
∗
i dV =
 e1+δij
∫
Sf
(εiεˆ
∗
j + εj εˆ
∗
i )dS = 0 ,∀(i, j) 6= (p, q)
e
1+δij
∫
Sf
(εiεˆ
∗
j + εj εˆ
∗
i )dS = 1 , i = p, j = q
(4.9)
où e représente l'épaisseur de l'éprouvette plane, δij représente le symbole de Kronecker.
La rigidité Cij dont le coeﬃcient est unitaire dans le principe des travaux virtuels est alors
directement égale à la partie droite dans l'équation 4.8, soit le travail des eﬀorts appliqués
avec ce champ virtuel spécial :
Cpq =
∫
Sf
−→
T .~u∗dS (4.10)
Néanmoins, lorsque nous nous trouvons dans des cas plus complexes tels que l'élasto-
plasticité, aucune règle spéciﬁque n'est disponible pour le choix des diﬀérents champs
virtuels et une inﬁnité de champs est alors disponible [Grédiac 06]. L'idée est donc d'uti-
liser N expressions très diﬀérentes de champs virtuels choisis à priori.
4.4.2 Application
Dans cette partie, la méthode des champs virtuels est appliquée à un essai de traction
uniaxiale. L'éprouvette d'épaisseur 3mm est en aluminium 2024 T4, et sa géométrie est
décrite sur la ﬁgure 4.3. On supposera pour le modèle, que le talon supérieur est encastré,
et que l'on applique sur le talon inférieur une force de 11 000N dans la direction donnée
par l'axe de l'éprouvette (Figure 4.3(b)).
Comme expliqué précédemment, écrivons le principe des travaux virtuels avec des champs
virtuels particuliers pour un solide de géométrie quelconque de volume V soumis à une
densité surfacique d'eﬀort T sur sa frontière Sf :
∫
V
σ : ε∗dV =
∫
Sf
−→
T .~u∗dS (4.11)
où σ est le champ des contraintes et ε∗ le champ des déformations virtuelles déduit des dé-
placements virtuels u∗. Le choix des champs virtuels est une étape essentielle. Il convient
donc de sélectionner des champs cinématiquement admissibles qui permettent de sim-
pliﬁer les calculs. Ainsi, dans notre cas, nous pouvons considérer un premier champ de
contraction déﬁni par les équations 4.12.
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{
u1∗x = 0
u1∗y = −y
=⇒

ε1∗x = 0
ε1∗y = −1
ε1∗s = 0
(4.12)
où x, y et s sont les indices contractés conventionnels.
En utilisant ces champs virtuels, le premier membre de l'équation 4.11 devient :
∫
V
σiε
∗
jdV =
∫
V
σyε
∗
ydV = −
∫
V
σydV (4.13)
(a) (b)
Fig. 4.3  Schéma de l'éprouvette, (a) dimensions en mm, (b) conditions aux limites
adoptées pour le problème
Compte tenu du caractère plan du système étudié, la loi de comportement élastique iso-
trope s'écrit sous la forme suivante :
 σxσy
σs
 =
 Cxx Cxy 0Cxy Cxx 0
0 0 (Cxx − Cxy)/2

 εxεy
εs
 (4.14)
En introduisant dans l'équation 4.13 la loi de comportement décrite par l'équation 4.14,
on obtient :
−
∫
V
σydV = −
∫
V
(Cxxεy + Cxyεx)dV (4.15)
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Dans le cas d'un matériau homogène, en considérant que les Cij sont constants dans tout
le volume du solide, on obtient :
−
∫
V
(Cxxεy + Cxyεx)dV = −eCxx
∫
S
εydxdy − eCxy
∫
S
εxdxdy (4.16)
où e est l'épaisseur de l'éprouvette plane.
Supposons que la déformation mesurée est uniforme sur une zone matérielle i de surface
si, on peut ainsi écrire :
{ ∫
S
εydxdy =
∑N
i=1 ε
i
ys
i∫
S
εxdxdy =
∑N
i=1 ε
i
xs
i
(4.17)
où N représente le nombre de pixels.
Chaque pixel couvrant la même surface si = s = ST
N
, avec ST la surface totale de mesure,
on obtient :

∑N
i=1 ε
i
ys
i =
ST
N
∑N
i=1 ε
i
y = ST ε¯y∑N
i=1 ε
i
xs
i =
ST
N
∑N
i=1 ε
i
x = ST ε¯x
(4.18)
avec ε¯y =
1
N
∑N
i=1 ε
i
y la moyenne des déformations suivant y.
Finalement, le premier membre de l'équation 4.11 s'écrit :
∫
V
σijε
∗
ijdV = −eST [Cxxε¯y + Cxyε¯x] (4.19)
Pour l'essai de traction simple décrit sur la ﬁgure 4.3, le travail virtuel des forces exté-
rieures s'écrira :
∫
Sf
Tiu
∗
i dS = FL (4.20)
où F représente l'eﬀort appliqué et L représente la longueur de l'éprouvette.
L'équation 4.11 s'écrira avec le premier champ virtuel (équation 4.12) :
Cxxε¯y + Cxyε¯x =
−FL
eST
(4.21)
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Fig. 4.4  Essai de traction simple dans la direction y sur une éprouvette en aluminium
2024 T4
En suivant la même démarche, l'utilisation d'un second champ virtuel 4.22 permet d'abou-
tir à une seconde équation 4.23, formant ainsi avec l'équation 4.21, un système de deux
équations à deux inconnues, Cxx et Cxy (équation 4.24). Ce second champ virtuel n'est
pas rigoureusement cinématiquement admissible mais la contribution des eﬀorts d'encas-
trement au travail virtuel extérieur est considérée comme nulle ou négligeable de par la
symétrie de ces eﬀorts par rapport à l'axe vertical.
{
u2∗x = x
u2∗y = 0
=⇒

ε2∗x = 1
ε2∗y = 0
ε2∗s = 0
(4.22)
Cxxε¯x + Cxyε¯y = 0 (4.23)
126 4. Identification à partir des mesures de champs
[
ε¯x ε¯y
ε¯y ε¯x
](
Cxx
Cxy
)
=
 0−FL
eST
 (4.24)
Les paramètres alors calculés permettent de déterminer le module de Young E et le
coeﬃcient de Poisson ν de notre matériau par les relations.

E = Cxx(1− ν2) = FL
eST ε¯y
ν =
Cxy
Cxx
=
−ε¯x
ε¯y
(4.25)
En utilisant les paramètres de l'éprouvette présentée sur la ﬁgure 4.4, nous obtenons un
module d'élasticité de 76447 MPa et un coeﬃcient de Poisson de 0,35. Il est possible de
comparer les résultats obtenus par la méthode des champs virtuels avec ceux issus de
la caractérisation expérimentale standard mise en ÷uvre sur ce type d'essai. Le module
d'Young ainsi mesuré a pour valeur 77232MPa, le coeﬃcient de Poisson est issu de la
bibliographie (tableau 4.1). Nous constatons que les deux méthodes donnent des valeurs
proches. Par manque de résultats expérimentaux et de cas traités, nous ne pouvons pas
dresser de comparatif complet sur cette méthode. Nous pouvons néanmoins penser que
son utilisation sur d'autres types d'essais est envisageable.
Caractérisation standard Méthode des champs virtuels
Module d'Young (MPa) 77 232 76 447
Coeﬃcient de Poisson 0,33 0,35
Tab. 4.1  Résultats d'identiﬁcation des paramètres élastiques de l'aluminium 2024 T4
avec la méthode des champs virtuels
4.5 Méthode de recalage de modèles éléments ﬁnis
4.5.1 Principe
La méthode de recalage par éléments ﬁnis correspond à un problème inverse pour lequel
certaines données d'entrée du problème direct sont déduites de la comparaison entre les
résultats expérimentaux et les simulations numériques par éléments ﬁnis de ce même pro-
blème. Le problème d'identiﬁcation est formulé comme un problème d'optimisation, où la
fonction à minimiser est une fonction coût qui correspond à la diﬀérence entre les résultats
de simulations numériques et données expérimentales [Kavanagh 71, Lecompte 07].
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Au-delà de la stratégie d'identiﬁcation à mettre en place, la mise en ÷uvre d'une méthode
de recalage de modèles éléments ﬁnis passe par deux points importants et liés : la déﬁnition
de la fonction coût et le choix de la méthode de résolution du problème d'optimisation.
Voici quelques choix possibles et les solutions retenues pour notre application.
4.5.2 Déﬁnition de la fonction coût
Plusieurs modèles de la mesure de l'écart simulation/expérience peuvent servir à former
la fonction coût. Une forme générale de la fonction objectif ou fonction coût peut être
déﬁnie en se basant sur une méthode de calcul de l'écart entre l'expérience et la simulation
par une norme d'ordre  q . Si on ne dispose pas d'information sur les erreurs expéri-
mentales associées aux diﬀérents points de mesure, on suppose souvent, que celles-ci sont
proportionnelles à la valeur de la grandeur mesurée. La forme de la fonction objectif est
alors la suivante :
J(p) = q
√√√√ n∑
i=1
ωi
Ω
〈
uEFi (p)− uexpi
uexpi
〉q
(4.26)
avec
〈
a
b
〉
=
{
a
b
si b >tole´rance
a si b ≤tole´rance
où p est le vecteur des valeurs des paramètres,
n le nombre de points expérimentaux,
uexp le vecteur des résultats expérimentaux,
uEF le vecteur des valeurs correspondantes obtenues par simulation,
ωi est le poids attribué au iie`me point expérimental et Ω =
∑n
i=1 ωi la somme
des termes de ce vecteur poids.
Dans ce cas, le vecteur des erreurs expérimentales est égal, à une constante près, au vecteur
des mesures expérimentales. Ce choix conduit à une fonction objectif adimensionnelle
basée sur la somme des écarts relatifs entre les composantes des vecteurs uexp et uEF . Il
est possible de modiﬁer le poids ωi attribué à chaque point.
Cette formulation permet de considérer la mesure expérimentale de plusieurs grandeurs
diﬀérentes dans une même somme sans aucune modiﬁcation. De plus, la valeur adimen-
sionnelle de J(p) représente l'écart relatif moyen existant entre l'ordonnée d'un point de
la courbe expérimentale et celle du point de même abscisse sur la courbe de simulation.
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Cette valeur caractérise donc clairement la qualité du jeu de paramètres considéré, et per-
met une comparaison directe des résultats obtenus avec un nombre de points de mesure
diﬀérent ou de problèmes diﬀérents.
On s'aperçoit que lorsque l'erreur est proportionnelle à la grandeur mesurée, la fonction
objectif représente la somme des écarts relatifs entre mesures expérimentales et simula-
tions. En revanche, si l'erreur expérimentale est supposée constante, la fonction objectif
devient une somme des écarts absolus entre les grandeurs uexp et uEF .
Dans la pratique, l'écart est le plus souvent formé à l'aide d'une norme Euclidienne où
chaque point est pondéré par un coeﬃcient égal à l'inverse du carré de l'erreur expéri-
mentale correspondante. Ainsi, si E est le vecteur des erreurs expérimentales associées à
ces mesures, la fonction objectif s'exprime par :
J2(p) =
n∑
i=1
(
uEFi (p)− uexpi
Ei
)2
(4.27)
Une autre façon de former la fonction objectif à partir de l'équation 4.27 consiste à prendre
une écriture directe du vecteur des erreurs expérimentales  E , suivant si celles-ci sont
supposées constantes ou proportionnelles à la valeur absolue de la grandeur observée. On
obtient ainsi la fonction objectif suivante :
J2(p) =
n∑
i=1
(
uEFi (p)− uexpi
Ei
)2
(4.28)
où Ei =

√∑n
j=1
(
uexpj
)2
si les erreurs expe´rimentales sont constantes
uexpi si les erreurs expe´rimentales sont proportionnelles a` u
exp
i
Le choix d'une norme Euclidienne (q = 2) permet aux données statistiques de dispersion
des résultats expérimentaux d'être nettement plus facilement exploitables. De plus, cette
norme conduit à la convergence la plus rapide des diﬀérentes méthodes d'optimisation
envisageables.
4.5.3 Méthodes de résolution
Une fois le problème d'identiﬁcation exprimé comme un problème de minimisation, deux
familles d'algorithmes peuvent être utilisées : les algorithmes exploratoires, qui n'utilisent
que la valeur de la fonctionnelle coût et les algorithmes de descente qui utilisent en plus
le gradient de la fonctionnelle coût par rapport aux paramètres à identiﬁer.
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Si le problème direct n'est pas excessivement non-linéaire, J(p) se comporte bien et possède
un seul extremum. Dans ce cas les méthodes de gradient conduisent à la solution. Pour
les problèmes fortement non-linéaires, il y a un risque considérable que les méthodes de
gradient convergent vers un minimum local.
N'ayant pas pour l'instant inclus de méthode exploratoire à notre application, nous nous
contenterons ici de décrire les principales méthodes de descente existantes.
4.5.3.1 Méthodes de descente
Le principe des méthodes de descente est de générer de manière itérative une suite (pk)k∈N
déﬁnie par : pk+1 = pk + αkgk, telle que, pour f(α) = J(pk + αgk), p ∈ R+∗.
- f(α) est décroissante au voisinage de 0+
- f(αk) = min
x>0
f(α)
gk est la direction de descente au pas k. C'est la méthode de détermination de gk qui condi-
tionne la nature et l'eﬃcacité de l'algorithme utilisé. Nous présentons ci-après quelques
unes de ces méthodes.
 Algorithme de pente maximale
C'est le plus simple algorithme de descente, la direction de descente est l'opposée de celle
du gradient.
gk = −∇pJk = −
∂J(pk)
∂p
(4.29)
Sa convergence est généralement très lente dans la mesure où l'information donnée par
le gradient est très locale et ne permet donc qu'une petite variation des paramètres à
optimiser à chaque itération. De plus, si la surface associée à la fonctionnelle coût présente
une vallée très plate et très allongée, cet algorithme peut devenir ineﬃcace et ne pas
atteindre le minimum de J .
 Algorithme de relaxation
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II s'agit d'une variante de l'algorithme de pente maximale. La direction de descente est
donnée par l'opposée du gradient mais, cette fois, on minimise J alternativement par
rapport à chacune des n variables, en ﬁxant les autres. Théoriquement, cet algorithme
est n fois plus lent que l'algorithme de pente maximale, qui n'est déjà pas très rapide,
mais s'il est utilisé d'une manière adaptée au problème considéré, il peut se montrer très
eﬃcace.
 Algorithme à métrique variable (Newton, BFGS)
Dans un algorithme à métrique variable, on approche la fonctionnelle coût J par son
développement limité à l'ordre deux :
J(p) = J(pk) +∇pJk.(p− pk) + 1
2
(p− pk).H(k).(p− pk) (4.30)
où H est le hessien de J au point pk. La matrice hessienne H(k) est donnée par H(k)ij =
∂2J(pk)
∂pi∂pj
. Si l'on suppose le hessien déﬁni positif, la direction de descente de cette approxi-
mation quadratique doit vériﬁer :
∇pJk +Hgk = 0 (4.31)
et donc, comme H est supposé inversible :
gk = −H−1∇pJk ou pk+1 = pk −H−1
∂J(pk)
∂p
(4.32)
Si, dans la formule précédente, on utilise exactement le hessien, on obtient la méthode
de Newton. Cependant, la détermination de H est souvent très coûteuse en temps CPU.
Certaines méthodes ont donc été développées de manière à fournir une approximation du
hessien ; on parle alors de méthode de quasi-Newton. Il existe plusieurs types d'algorithmes
de quasi-Newton mais il est généralement admis que le plus eﬃcace est le BFGS.
Plaçons nous à l'itération k+ 1 du calcul et notons uk = pk+1− pk, wk = ∇pJk+1−∇pJk
et I, la matrice identité de dimension n× n. Alors l'approximation de (H−1) est donnée
par :
Sk+1 =
(
I − u
k.
(
wk
)T
(uk)T .wk
)
.Sk.
(
I − w
k.
(
uk
)T
(uk)T .wk
)
+
uk.
(
uk
)T
(uk)T .wk
(4.33)
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Ainsi, au pas k + 1, la direction de descente est directement donnée par :
gk+1 = −Sk+1.∇pJk+1 (4.34)
Les propriétés de cet algorithme, démontrées sur le cas quadratique, sont très puissantes :
il fournit directement une approximation de l'inverse du hessien, évitant ainsi un calcul
pouvant être lourd ; si uk.wk > 0, alors Sk+1 est déﬁnie positive ; pour un problème
quadratique à n paramètres, on obtient l'inverse du hessien en exactement n itérations.
En outre, le BFGS conserve une grande eﬃcacité dans les cas non quadratiques, ce qui
en fait un algorithme particulièrement intéressant.
 Algorithmes de Gauss-Newton et de Levenberg-Marquardt
Ces algorithmes sont particulièrement adaptés aux fonctionnelles coûts moindres carrés
du type :
J(p) =
N∑
k=1
j2k(p) (4.35)
où par exemple jk(p) = (uEFk (p)− uexpk ).
La particularité de ces fonctionnelles coûts réside dans le fait que l'on connaît la forme
de leurs dérivées premières et secondes :
(∇pJ)i =
∂J
∂pi
= 2
N∑
k=1
jk
∂jk
∂xi
(4.36)
(H)ij =
∂2J
∂xi∂xj
= 2
N∑
k=1
(
∂jk
∂pi
∂jk
∂pj
+ jk
∂2jk
∂pi∂pj
)
≈ 2
N∑
k=1
(
∂jk
∂pi
∂jk
∂pj
)
(4.37)
En supposant que le deuxième terme de l'équation 4.9 est négligeable devant le premier
(ce qui est le cas quand on s'approche de l'optimum).
La matrice de sensibilité ou matrice jacobienne est déﬁnie par :
A =

∂j1
∂p1
∂j1
∂p2
... ∂j1
∂pn
∂j2
∂p1
∂j2
∂p2
... ∂j2
∂pn
... ... ... ...
∂jn
∂p1
∂jn
∂p2
... ∂jn
∂pn
 (4.38)
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On peut ainsi exprimer le gradient et le hessien par :
∇cJ = 2Aj (4.39)
H = 2ATA (4.40)
avec j = [j1, ..., jN ]T
Si, au pas k de l'identiﬁcation, ∆p = pk+1 − pk, alors on peut réécrire la formule de
Newton :
(ATA)∆p = −AT j (4.41)
Cet algorithme, connu sous le non de Gauss-Newton, est très eﬃcace mais il présente
néanmoins quelques inconvénients :
- il n'est pas assuré que ATA soit toujours déﬁni positif, et donc que la suite de paramètres
obtenue soit maximisante au lieu de minimisante,
- ATA peut être quasiment singulière et causer la non-existence de solution de l'équation
4.14,
- il n'y a aucun contrôle sur ∆p, qui peut être trop grand et donc sortir des paramètres
de l'espace admissible.
Pour pallier ces inconvénients, on peut utiliser l'algorithme de Levenberg-Marquardt
[Levenberg 44] qui propose une régularisation de l'équation 4.14 :
(ATA+ λI)∆p = −AT j (4.42)
où λ est un scalaire et I la matrice identité.
On remarque que l'on retrouve la direction donnée par Gauss-Newton si λ = 0, et la plus
grande pente si λ→∞.
L'algorithme de Levenberg-Marquardt consiste donc en partant d'une valeur de λ assez
élevée, à la diminuer d'un facteur 10 par exemple, à chaque décroissance de J . On passe
ainsi graduellement d'un algorithme de plus grande pente à l'algorithme de Gauss-Newton
[Kleinermann 00].
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4.5.3.2 Calcul de sensibilité ou du gradient de la fonctionnelle coût
Le calcul de sensibilité correspond au calcul des dérivées d'une ou plusieurs grandeurs ma-
croscopiques (force extérieure, déplacement, position, distance entre 2 points,...) fournies
par un code de simulation par éléments ﬁnis, par rapport aux variables d'optimisation.
La qualité de la convergence des méthodes d'optimisation dépend de la précision du calcul
des dérivées, ce calcul prenant une part très importante dans le temps de calcul requis
pour la résolution du problème inverse envisagé. Le choix d'une méthode précise et eﬃcace
du calcul de sensibilité est un point crucial.
Le calcul de sensibilité revient à calculer la matrice Jacobienne soit : A = ∂u
EF
∂p
En eﬀet, si l'on a déﬁni pour le problème d'identiﬁcation paramétrique la fonction objectif
de la forme suivante : J(p) =
√∑n
i=1
ωi
Ω
〈
uEFi (p)−uexpi
uexpi
〉2
Alors les dérivées de la fonction objectif par rapport aux paramètres d'optimisation s'écri-
ront :
∂J(p)
∂pi
=
1
ΩJ(p)
n∑
j=1
ωi
〈
uEFj (p)− uexpj
uexpj
〉
∂uEFj
∂pi
si
∣∣uexpj ∣∣ ≥ tole´rance (4.43)
∂J(p)
∂pi
=
1
ΩJ(p)
n∑
j=1
ωi
〈
uEFj (p)− uexpj
〉 ∂uEFj
∂pi
si
∣∣uexpj ∣∣ < tole´rance (4.44)
Ainsi le gradient de la fonction objectif au point considéré est entièrement déﬁni par le
calcul de la matrice jacobienne A. Chaque colonne de cette matrice représente l'inﬂuence
du paramètre matériel correspondant sur la position des diﬀérents points de la courbe de
simulation par éléments ﬁnis.
Fondamentalement, il existe trois méthodes de détermination du gradient d'une fonction
coût : les diﬀérences ﬁnies, la diﬀérentiation directe et l'état adjoint. Nous ne présenterons
ici que la méthode de calcul de la sensibilité par diﬀérences ﬁnies en raison de sa simplicité
de mise en ÷uvre et de l'abondance de son emploi.
La méthode de calcul de la sensibilité par diﬀérences ﬁnies est purement numérique. Le
principe consiste à perturber successivement chaque paramètre, positivement puis négati-
vement d'une valeur à déﬁnir. On calcule ensuite dans chaque cas le vecteur des réponses,
uEF (p), de la simulation correspondante. Pour rendre le choix de la valeur des pertur-
bations appliquées indépendant du système d'unité du problème simulé, on utilise une
perturbation relative de type δjpj. Pour le cas des diﬀérences ﬁnies centrées, la dérivée
recherchée est de la forme :
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duEF
dpj
=
uEF (p+ δjpjej)− uEF (p− δjpjej)
2δjpj
+ o(δ2j ) (4.45)
où ej est le vecteur unitaire le long de la direction j.
La diﬃculté réside dans le choix de la valeur des perturbations relatives. En eﬀet, la
formule 4.45 présente une erreur de troncature de l'ordre de δ2j , diminuant lorsque la
perturbation tend vers zéro. Cependant, lorsque la perturbation appliquée devient très
petite, l'importance relative des erreurs numériques et erreurs d'arrondis augmente. Une
solution optimale est de considérer une perturbation relative de chacun des paramètres,
égale à 3
√
η, où η est la précision d'évaluation des réponses.
L'avantage de cette méthode est qu'elle n'appelle aucun développement, et est implantable
très simplement dans n'importe quel code de calcul. En revanche, cette méthode dite des
diﬀérences ﬁnies centrées, nécessite pour un problème à n paramètres, 2n+ 1 résolutions
du problème direct, ce qui amène un temps de calcul élevé. Pour le réduire, on utilise
les diﬀérences ﬁnies avant ou arrière, pour lesquelles on a seulement n+ 1 résolutions du
problème direct. Néanmoins ces deux formulations sont moins précises que les diﬀérences
ﬁnies centrées.
4.5.4 Application
Pour mettre en ÷uvre la méthode de recalage de modèle par éléments ﬁnis, nous avons
développé une application spéciﬁque en langage Python. L'algorithme implémenté suit
l'organigramme présenté sur la ﬁgure 4.5. Son fonctionnement est décrit dans les para-
graphes suivants et est appliqué à l'essai de traction uniaxiale, déjà décrit précédemment
et présenté sur la ﬁgure 4.3.
4.5.4.1 Description du fonctionnement de l'application
Le point de départ de la procédure consiste en un essai mécanique accompagné de la mise
en ÷uvre d'un système de mesure de champs par stéréo-corrélation d'images. Les données
expérimentales issues de ces mesures, uexp, sont les déplacements dans les directions x, y
et z, mesurés pour diﬀérents pas de chargement.
Ayant au préalable choisi le modèle de loi de comportement que l'on souhaite identiﬁer,
le modèle éléments ﬁnis de l'essai est construit à l'aide du code de calcul éléments ﬁnis
Abaqus1. Les conditions aux limites utilisées sont directement issues de l'essai.
1http ://www.simulia.com
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Fig. 4.5  Organigramme du problème d'identiﬁcation des paramètres constitutifs, basé
sur un algorithme de Levenberg-Marquardt
A partir d'un jeu de paramètres initiaux (paramètres matériaux issus de la bibliographie),
un premier calcul est eﬀectué, il permet d'obtenir les champs de déplacements uEF de la
pièce. Les déplacements sont calculés à chaque n÷ud du maillage du modèle élément ﬁni.
Le maillage ne coïncide pas forcément avec la grille de mesure expérimentale utilisée pour
la stéréo-corrélation d'images, et donc, aﬁn de comparer les deux champs (expérimental et
numérique), il est nécessaire de connaître les valeurs des déplacements aux mêmes points.
Ainsi, il est nécessaire d'interpoler les résultats du maillage éléments ﬁnis vers les points
de la grille expérimentale. Pour cela, l'algorithme développé, eﬀectue pour chaque point
de la grille expérimentale, une recherche sur le maillage (EF) des trois points voisins les
plus proches. Cette recherche est réalisée à partir des grilles non déformées. A partir des
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données recueillies, on calcule par interpolation linéaire la valeur des déplacements (unum),
correspondant au modèle élément ﬁni mais pour les points de la grille expérimentale.
Fig. 4.6  Géométrie et conditions aux limites du modèle de l'essai
A partir des deux champs de déplacements uexp et unum, un vecteur écart V est construit,
il correspond au carré des écarts entre les déplacements expérimentaux et numériques
(équation 4.46).
Vi = (u
num
i − uexpi )2 (4.46)
Le vecteur écart V sert à construire la fonctionnelle coût J , basée sur la norme Eucli-
dienne décrite dans l'équation 4.27. En revanche, les erreurs expérimentales ne sont pas
prises en compte. Le minimum de la fonctionnelle coût est évalué en résolvant un schéma
itératif de type Levenberg-Marquardt disponible dans la librairie Python scipy.optimize.
La fonctionnelle coût a la forme suivante :
J2
(
p
)
=
l∑
k=1
m∑
i=1
n∑
j=1
((
unumij (x)− uexpij
)2)
(4.47)
Le couple (i, j) correspond aux coordonnées suivant x et y et le paramètre k indique le
step.
4.5. Méthode de recalage de modèles éléments finis 137
Les critères d'arrêt de la boucle d'optimisation sont de diﬀérents types. On trouve tout
d'abord un test sur les erreurs relatives de la fonctionnelle coût et du jeu de paramètres,
ainsi que sur l'orthogonalité entre le vecteur V et les colonnes de la matrice jacobienne.
Un nombre d'itération maximum est également déﬁni. Si l'un de ces critères est validé, le
dernier jeu de paramètres traité en entrée de la boucle correspond au jeu de paramètres
identiﬁés. Dans le cas contraire, la matrice de sensibilité est calculée pour actualiser le jeu
de paramètres, qui doit être transmis en données d'entrée de l'algorithme. Le calcul de la
matrice de sensibilité est eﬀectué à l'aide de diﬀérences ﬁnis avant (section 4.5.3.2).
L'ensemble de la procédure a été validé à partir de cas tests, notamment pour ce qui
concerne les manipulations de données et les interpolations. Des jeux de données  expé-
rimentales  numériques ont servi à la mise au point.
4.5.4.2 Exemple d'application à l'identiﬁcation des paramètres élastiques d'un
alliage d'aluminium
Pour cette identiﬁcation, l'essai mis en ÷uvre est le même que celui qui a servi à illus-
trer la méthode des champs virtuels. Il s'agit d'un essai de traction uniaxiale réalisé sur
l'éprouvette en aluminium 2024 T4 dont la géométrie est décrite sur la ﬁgure 4.3. A partir
de cet essai et de la méthode de recalage de modèle par éléments ﬁnis implémentée, nous
avons déterminé les paramètres élastiques du matériau.
Les conditions aux limites utilisées pour le modèle éléments ﬁnis sont directement issues de
l'essai, et permettent de prendre en compte les erreurs de mise en position de l'éprouvette
dans les mors et le non alignement éventuel de ces derniers. Le mors supérieur (coté ﬁxe
de la machine d'essai) est piloté en déplacement à l'aide de données issues de la stéréo-
corrélation. Le mors inférieur (coté traverse mobile de la machine d'essai) est piloté en
déplacement sur les directions perpendiculaires à l'axe de traction, tandis qu'une force,
correspondant à celle relevée par le capteur de la machine de traction, est appliquée dans
la direction de traction (Figure 4.6). Aﬁn de simpliﬁer l'exemple traité, et après s'être
assuré qu'ils étaient négligeables, les déplacements hors plan de l'éprouvette n'ont pas été
pris en compte.
L'application a été évaluée sur un champ expérimental avec comme paramètres à iden-
tiﬁer : le module d'Young E et le coeﬃcient de Poisson ν. Les graphes de la ﬁgure 4.7
présentent pour diﬀérents jeux de paramètres initiaux, les évolutions de E, ν, et de la
fonction coût au cours du processus d'optimisation. Nous constatons que l'algorithme
converge vers les mêmes solutions pour l'ensemble des points testés.
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(a) (b)
(c)
Fig. 4.7  Exemple d'évolutions des paramètres E (a) et ν (b) et du résidu (c) au cours
du processus d'identiﬁcation pour trois jeux de paramètres initiaux diﬀérents
La ﬁgure 4.8 montre pour un même cas de chargement, les champs de déplacements dans
les direction x et y obtenus expérimentalement et par calcul éléments ﬁnis.
Caractérisation standard Méthode de recalage EF
Module d'Young (MPa) 77 232 73 089
Coeﬃcient de Poisson 0,33 0,332
Tab. 4.2  Résultats de l'identiﬁcation des paramètres élastiques de l'aluminium 2024 T4
avec la méthode de recalage éléments ﬁnis
Les résultats de l'identiﬁcation sont données dans le tableau 4.2. Nous observons que la
valeur du module obtenue est inférieure à celle mesurée avec les moyens de caractérisation
standard.
4.5.4.3 Exemple d'application à l'identiﬁcation des paramètres élasto-plastiques
d'un alliage d'aluminium
Pour le comportement non-linéaire de la courbe contrainte/déformation nous avons choisi
d'utiliser le modèle de Ramberg-Osgood. Ce modèle a été à l'origine développé pour des
alliages d'aluminium dont il permet de prendre en compte correctement les diﬀérentes
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(a) (b)
(c) (d)
Fig. 4.8  Champs de déplacements dans les direction x et y obtenus expérimentalement
(a et b) et par calcul éléments ﬁnis (c et d)
phases de la courbe d'écrouissage, mais il est aussi adapté à d'autres classes de matériaux
métalliques [Rasmussen 03]. Le modèle est généralement présenté sous la forme suivante :
ε =
σ
E
+ p
(
σ
σp
)n
(4.48)
où E est le module d'Young initial, σp une contrainte test généralement prise égale à la
limite d'élasticité du matériau et amenant une déformation plastique p, et n un paramètre
qui détermine la sévérité de la courbure de la courbe contrainte déformation. Ce modèle est
intégré au code de calcul Abaqus utilisé pour résoudre le problème direct. Il est présenté
sous la forme suivante :
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ε =
σ
E
+
α
E
( |σ|
σ0
)n
σ (4.49)
où σ est la contrainte, ε la déformation, E le module d'Young initial. α est un paramètre
appelé  Yield oﬀset  qui correspond à la déformation atteinte lorsque la contrainte
atteint la limite élastique soit : σ = σ0 → ε = (1 + α)σ0/E. n est un exposant traduisant
l'écrouissage du matériau (n > 1).
Quel que soit le niveau de contrainte, ce type de modèle est non linéaire, mais pour
des valeurs courantes de l'exposant n de l'ordre de 5 ou plus, la non linéarité devient
signiﬁcative seulement si la contrainte approche ou dépasse la limite élastique σ0.
Nous observons qu'à partir du moment où l'on connaît le comportement élastique d'un
matériau, identiﬁer pour ce dernier le modèle de Ramberg-Osgood, revient à identiﬁer les
trois paramètres σ0, n et α.
Fig. 4.9  Courbe contrainte déformation expérimentale de l'aluminium 2024 T4 et modèle
de Ramberg-Osgood par identiﬁcation homogène du modèle analytique
Aﬁn d'évaluer l'aptitude de notre application à identiﬁer un modèle de comportement non
linéaire nous avons utilisé le même essai de traction que précédemment. Pour avoir une
référence quant à la comparaison des paramètres identiﬁés, nous avons dans un premier
temps conduit une identiﬁcation à partir du traitement de l'essai comme homogène. Pour
cela nous avons utilisé la courbe de traction de notre éprouvette instrumentée au moyen
d'un extensomètre. A partir de la courbe contrainte déformation, nous avons formé à l'aide
du modèle analytique (équation 4.49), une fonction coût utilisant la somme du carré des
écarts entre la courbe expérimentale et le modèle analytique. La minimisation de la fonc-
tion coût par la méthode de Newton a permis d'obtenir un jeu initial de paramètres pour
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le modèle (Tableau 4.3). La ﬁgure 4.9 montre sur un même graphe la courbe contrainte
déformation expérimentale et la courbe issue de l'identiﬁcation homogène du modèle ana-
lytique. Les deux courbes sont proches, et la fonction écart qui mesure la distance entre
elles a pour valeur 0,022.
Pour l'identiﬁcation par recalage de modèle éléments ﬁnis, nous avons considéré acquises
les propriétés élastiques précédemment identiﬁées (E = 73089 MPa, ν = 0, 332). Deux
stratégies ont été mises en ÷uvre : la première considérant une limite élastique expéri-
mentale mesurée égale à 300 MPa, la seconde laissant libre ce paramètre. Ainsi, dans le
premier cas nous n'avons que deux paramètres à identiﬁer (puisque σ0 = 300MPa), dans
le second cas nous avons les trois paramètres du modèle.
a)
b)
Fig. 4.10  Évolution en fonction des itérations de la fonction coût et des paramètres
identiﬁés, a) deux paramètres variables, b) trois paramètres variables. La correspondance
des étiquettes de paramètre est : σ0 →Y_stress, n → n_exp, α→Y_oﬀset
La ﬁgure 4.10 présente pour les deux cas traités les évolutions de la fonction coût et des
paramètres en fonction des itérations. Pour le cas présentant 3 paramètres à identiﬁer, le
nombre d'itérations nécessaire à la convergence, est quasiment trois fois plus important
que pour le cas avec deux paramètres.
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σ0 [MPa] n α Écart/exp.
Identiﬁcation homogène 300 11,1223 0,2447 0,022
Recalage numérique 2-paramètres 300 10,0842 0,4553 0,178
Recalage numérique 3-paramètres 312,5 9,3286 0,8801 0,161
Tab. 4.3  Synthèse des résultats issus de l'identiﬁcation des paramètres du modèle de
plasticité de Ramberg-Osgood
Le tableau 4.3 regroupe l'ensemble des résultats des jeux des paramètres identiﬁés. La pre-
mière ligne concerne l'identiﬁcation paramétrique classique à partir d'un essai homogène,
tandis que les deux autres sont relatives à l'identiﬁcation par recalage éléments ﬁnis sur 2
et 3 paramètres respectivement pour la deuxième et la dernière ligne. Nous observons que
l'ensemble des paramètres identiﬁés sont assez proches quelle que soit la méthode utilisée.
La dernière colonne présente pour les trois identiﬁcations la mesure de l'écart entre les
modèles et l'expérience. Ces écarts faibles sont le reﬂet de la bonne superposition des
courbes résultats des modèles présentées sur la ﬁgure 4.11.
Fig. 4.11  Présentation des diﬀérentes courbes contrainte déformation construites à partir
du modèle de Ramberg-Osgood dont les paramètres ont été identiﬁés pour l'aluminium
2024 T4
4.6 Conclusion
L'évolution des techniques de mesures de champs cinématiques a favorisé le développe-
ment de nombreuses techniques d'identiﬁcation par méthodes inverses. Parmi celles-ci, la
méthode des champs virtuels et la méthode de recalage par éléments ﬁnis semblent être les
plus adaptées à l'identiﬁcation de paramètres pilotant des lois de comportement. Si la pre-
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mière s'avère très eﬃcace, en terme de temps de calcul notamment puisque non-itérative,
elle reste néanmoins diﬃcilement applicable pour les problèmes non-linéaires.
La méthode de recalage par éléments ﬁnis demeure, quant à elle, une technique robuste
et facilement généralisable. Elle a été mise en ÷uvre avec succès dans ce chapitre pour
identiﬁer les paramètres élastiques puis plastiques de la loi de comportement d'un alliage
d'aluminium 2024 T4. Une limitation de l'algorithme développé concerne la manipulation
des gros volumes de données issues des mesures de champs. En eﬀet la multiplicité de
points de mesures et de pas de chargement tend à ralentir considérablement la progression
du calcul. Ainsi les identiﬁcations ont été réalisées sur des volumes réduits de données.
Un travail supplémentaire pour optimiser le code reste nécessaire.
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Conclusion
Ce mémoire a présenté le travail de recherche contribuant à une meilleure compréhen-
sion des systèmes de mesures basées sur les méthodes optiques dimensionnelles comme la
stéréo-corrélation d'images numériques, pour une plus grande maîtrise en terme d'utilisa-
tion et également en terme d'exploitation des résultats.
Dans un premier temps, nous avons réalisé dans le premier chapitre un tour d'horizon des
diﬀérentes techniques de mesures de champs cinématiques, classées en trois familles selon
la dimension de mesure réalisée. Nous avons choisi de nous intéresser à la corrélation et à la
stéréo-corrélation d'images numériques, deux techniques très répandues. Une présentation
détaillée ainsi que des exemples d'application sont présentés.
Le second chapitre est dédié à l'évaluation du système de corrélation d'images Aramis
2D. De nombreux paramètres liés à la transformation mécanique (déplacement rigide,
traction/compression, cisaillement), liés au logiciel (taille de fenêtre, Step/Total), et liés
à l'image (taille du mouchetis, bruit, contraste, saturation) sont testés à l'aide d'images
synthétiques permettant un meilleur contrôle des paramètres. L'évaluation est basée sur
l'analyse du RMS qui est une composition de l'écart-type et de la moyenne des erreurs,
donc une composition de l'erreur aléatoire et de l'erreur systématique. L'analyse a été
eﬀectuée en global (calcul de l'erreur sur toute l'image) et en local (calcul de l'erreur par
colonne à déformation et gradient de déformation constants) dans le cas de la transfor-
mation en traction/compression. L'inﬂuence de la déformation, accessible en global, du
gradient de déformation, accessible en local, et de la taille de la fenêtre de corrélation a été
mise en évidence et a permis d'évaluer la précision du système pour la mesure des dépla-
cements et le calcul des déformations associées. Nous avons pu révéler la prépondérance
de l'erreur aléatoire lors de l'analyse globale et de l'erreur systématique pour l'analyse
locale.
Dans le troisième chapitre nous avons évalué le système de stéréo-corrélation d'images Ara-
mis 3D. La stéréovision permettant la reconstruction 3D, le système de stéréo-corrélation
a été évalué à travers une étude de sensibilité. Cette étude a été réalisée à l'aide d'images
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réelles d'un objet étalon et par ajustement au sens des moindres carrés du cylindre théo-
rique à partir du nuage de points mesurés, l'erreur de reconstruction a pu être déterminée.
L'analyse des résultats obtenus avec diﬀérentes conﬁgurations du capteur de stéréovision
a permis de mettre en évidence l'inﬂuence de paramètres liés au capteur (distance entre
les caméras, distance entre le système stéréoscopique et l'objet, angle formé par les deux
caméras) et au logiciel (taille de la fenêtre de corrélation). Aﬁn de tester le système
de stéréo-corrélation dans son intégralité, c'est-à-dire en combinant la stéréovision et la
corrélation d'images, nous avons extrapolé la méthodologie adoptée pour l'analyse 2D.
Les images synthétiques utilisées précédemment ont été acquises par les caméras placées
judicieusement, permettant alors une étude paramétrique similaire à l'analyse réalisée
en 2D et une étude comparative entre la corrélation d'images et la stéréo-corrélation
d'images. En utilisant les informations fournies par ces diﬀérentes études, et notamment
la précision du système pour la mesure des déplacements et le calcul des déformations
en stéréo-corrélation, nous avons proposé un outil d'aide à l'utilisation de ces techniques
expérimentales. Cet outil a pour but de faciliter la préparation et la réalisation d'un essai
utilisant la corrélation d'images ou la stéréo-corrélation d'images. Bien qu'ayant été conçu
à partir d'essais réalisés avec le système Aramis, il est néanmoins adaptable à d'autre lo-
giciels, voire à d'autres techniques de mesures sans contact.
Enﬁn, le quatrième chapitre est dédié à l'exploitation des résultats issus des mesures de
champs. Des techniques d'identiﬁcation paramétrique ont été développées dans le but
de proﬁter du plus grand nombre d'informations disponibles. Parmi celle-ci, la méthode
des champs virtuels et la méthode de recalage par éléments ﬁnis s'avèrent être les plus
repandues et les plus adaptées à une identiﬁcation de paramètres pilotant une loi de
comportement. La première, basée sur l'écriture du principe des travaux virtuels utilise des
champs virtuels spéciﬁques et judicieusement choisis, et permet d'identiﬁer des paramètres
de façon directe sans itération. La deuxième technique utilisée, la méthode de recalage
par éléments ﬁnis reste la plus couramment rencontrée. Bien que coûteuse en terme de
temps de calcul, elle est facilement généralisable. Aﬁn d'illustrer ces deux méthodes, une
application est présentée dans le cas d'une identiﬁcation des paramètres élastiques pour la
méthode des champs virtuels et pour une identiﬁcation élasto-plastique avec la méthode
de recalage par éléments ﬁnis.
Les travaux présentés dans ce mémoire ouvrent la voie à des développement futurs.
Concernant la partie caractérisation et évaluation des systèmes de mesure, nous pouvons
envisager de nombreuses pistes de recherche. En eﬀet, l'étude paramétrique réalisée en
corrélation d'images et en stéréo-corrélation d'images pourrait être étendue à d'autres
paramètres tels que le bruit, les objectifs, ... . En stéréo-corrélation d'images, les moyens
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disponibles ne nous ont pas permis de réaliser une étude à partir d'images synthétiques,
excepté les particularités du logiciel Aramis 3D, le développement d'un outil de création
de paires d'images stéréoscopiques est nécessaire (mouchetis et plaque de calibrage). Une
étude en stéréo-corrélation à partir d'images synthétiques permettrait d'isoler les diﬀérents
paramètres restés souvent liés lors de la mise en place de la méthodologie proposée ici pour
évaluer le système Aramis. Une étude plus approfondie serait alors possible aﬁn d'évaluer
le système de stéréovision à partir d'images synthétiques pour déterminer l'inﬂuence du
calibrage sur la mesure, et la précision du système sur des transformations mécaniques
hors plan.
Concernant la partie identiﬁcation à partir de mesures de champs, suite à la première
approche mise en place, il reste de nombreuses pistes à explorer. Pour la méthode de
recalage de modèles éléments ﬁnis, il serait intéressant d'évaluer la performance de l'al-
gorithme et d'accroître sa capacité à traiter entièrement les données expérimentales. Sur
le traitement numérique, augmenter la précision du recalage des nuages de points nu-
mériques et expérimentaux pourrait accroître les performances de l'application. D'autres
pistes concernent l'examen d'autres types de comportement à identiﬁer comme l'élasticité
anisotrope. Un dernier point important est relatif à la capacité d'identiﬁer le comporte-
ment quelconque tridimensionnel d'un matériau ou d'une structure à partir d'un essai
quelconque tridimensionnel.
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