Abstract. The problem of determining all utility measures over binary gambles that are both separable and additive leads to the functional equation
Introduction
R. Duncan Luce (Univ. of California, Irvine) suggested the following problem. Let (x, E; y) denote the binary gamble in which x is the consequence when event E occurs and y otherwise. Let denote a preference ordering over gambles and e the status quo, i.e. no consequence is received. Event commutativity, a behavioral property, means ((x, D; e), E; e) ∼ ((x, E; e), D; e) for all consequences x and for all independent events D and E (∼ denotes that both and hold). Under conditions of adequate density of events and consequences, this event commutativity is sufficient for the existence of an order preserving separable representation of utility of the form V * (x, E; e) = V (x)W (E),
where W is onto [0, 1] and V is onto an interval that can be taken [0, 1] with V (e) = 0. Another axiomatization, due to Wakker [6] and which is closely related to additive conjoint measurement (Krantz, Luce, Suppes, and Tversky [3] ), shows when there is an additive representation of the following type:
U (x, E; y) = U 1 (x, E) + U 2 (y, E),
where U i (e, E) = 0, i = 1, 2. Furthermore, U may be normalized onto the interval [0, 1] . The question here is (cf. Luce [4] ) when do both representations hold simultaneously.
The following are additional noncontroversial assumptions. For all consequences x and y and events E, idempotence: (x, E; x) ∼ x; complementarity: (x, E; y) ∼ (y, E; x), where E = Ω \ E and Ω is the certain (universal) event; and certainty: (x, Ω; y) ∼ x; and the usual form of conjoint Archimedeanness hold.
Because V * and U are both order preserving, there is a strictly increasing func-
We solve this functional equation for both f and Q without any supposition (except the boundedness of Q and f from below by zero, implicit in the statement of ranges). We will point out, however, those places where positivity on (0, k) and/or the supposition that the functions map their domains onto proper intervals can shorten the proof.
The first attempt at a proof used differentiability of the functions f and Q. Next we succeeded in reducing this assumption to continuity, while saving essential steps of the previous argument. Subsequently we derived continuity from strict monotonicity and finally we eliminated even that assumption. So (except for two trivial solutions) all these conditions are now consequences of boundedness of Q and f from below and of the functional equation.
On hearing of this drastic reduction of regularity suppositions, Duncan Luce asked in jest whether we planned also to eliminate the functional equation. This, of course, is not possible. But we can weaken the equation by supposing its validity only "almost everywhere". Then also the result holds almost everywhere.
Main result
In what follows the symbol R + will stand for [0, ∞).
Theorem. Among the functions
has the trivial solutions
and
For all other solutions there exist constants α > 0, β > 0 such that
Conversely, all pairs of functions of the form (2), (3) and (4) satisfy (1).
The functions f and/or Q may map into the given ranges; "onto" is not assumed. Neither is any regularity (monotonicity, continuity) supposed. These follow from the result. (Actually, the ranges state 0 as a lower bound).
We present the proof in several lemmas.
Lemma 1.
We have f (0) = 0 and f is increasing.
Notice that "increasing" is claimed in the weaker sense (not yet "strictly increasing"). Proof. Suppose to the contrary that Q(w 0 ) > 1 for some w 0 ∈ (0, 1]. Then (see Note 1) k = ∞. Thus, for every v > 0, in view of Lemma 1 and of equation (1), we would have
whence by the nonnegativity of f we deduce that f (vw 0 ) = 0 for all v ∈ [0, ∞) (recall that f (0) = 0), i.e. f = 0.
To prove that f is positive on (0, k) suppose to the contrary that there exists a v 0 ∈ (0, k) with f (v 0 ) = 0. Then, f being increasing and nonnegative, f 
Since also Q(w 0 ) ≤ 1, this means that Q(w 0 ) = 1 and f(v) = f(vw 0 ) + f(v), that is f (vw 0 ) = 0 for all v ∈ (0, k); thus for all z ∈ (0, k) we have f(z) = 0. Since also f (0) = 0, we got the excluded f = 0 (which gives the trivial solution (2)). Thus there is no v 0 ∈ (0, k) with f (v 0 ) = 0.
Suppose that Q(w 0 ) = 0 for some w 0 ∈ (0, 1). By (1) this means that f (v) = f(vw 0 ) for all v ∈ (0, k) whence, by an obvious induction, f (v) = f(vw n 0 ) for all v ∈ (0, k) and all n ∈ N. Since vw n 0 tends to zero as n grows to infinity, we infer that f is constant on (0, v) for every v ∈ (0, k). This implies, since we already excluded f = 0, that 0 < f(v) ≡ c (constant) on (0, k). Then, by (1), Q(w) = 0 for all v ∈ (0, 1]. This exceptional case is the trivial solution (3).
Therefore, we may assume that Q(w) > 0 for all w ∈ (0, 1). Then, again by (1) and the fact that f | (0,k) is positive, we have
for all v ∈ (0, k) and w ∈ (0, 1) which states that f is strictly increasing.
From here on we exclude the trivial solutions (2) and (3).
Lemma 3.
The function Q is strictly decreasing on [0, 1] and Q(1) = 0, Q(0) = 1, so 0 < Q(w) < 1 for w ∈ (0, 1).
] since f is strictly increasing. So vQ(w 1 ) < vQ(w 2 ), therefore Q is strictly decreasing. Putting w = 1 or w = 0 into (1) gives f (vQ(1)) = 0 and f (vQ(0)) = f (v), respectively, so by Lemmas 1 and 2, Q(1) = 0, Q(0) = 1.
Note 3.
If the reader is willing to accept that f maps [0, k) onto an interval and thus, being monotonic, is continuous, then the following Lemma 4 can be skipped.
Lemma 4. The function f is continuous on [0, k) and Q is continuous on [0, 1].
Proof. As an increasing function, f has left-hand and right-hand limits at every point in (0, k) and if the two are equal, then f is continuous at that point. Also, since it is bounded from below, f has a finite right-hand limit at 0, L = lim t→0+ f (v). Letting v 0 (that is, v tending to zero from the right) in (1), we get L = L + L (except if Q(w) = 0 for all w ∈ (0, 1], in which case f (v) = c on (0, k) and we have the excluded (2) or (3) ), i.e. L = lim v→0+ f (v) = 0. Since f (0) = 0, f is continuous at 0. For an arbitrary v 0 ∈ (0, k), take sequences v n v 0 , w n 0 such that v n < v 0 /Q(w n ) (which is possible by Lemma 3). If we let n → ∞ in f (v n w n ) + f[v n Q(w n )] = f (v n ), then the right-hand side tends to the right-hand limit R of f at v 0 . Since v n w n 0, the first term on the left tends to 0 by what we have just shown, so the second term has to converge to R. On the other hand, since v n Q(w n ) < v 0 , it can converge only to the left-hand limit of f at v 0 . Thus the two limits are equal and f is continuous at every v 0 ∈ (0, k) too.
From (1) with an arbitrary v = c ∈ (0, k),
and so on [0, 1] the function Q is also continuous. Proof. The statements about F are obvious, since F = f on [0, k). Furthermore,
Lemma 5. The functions F and G, defined by
so G is continuous also at 0 (and obviously so elsewhere). Clearly G(z) > 0 on (0, k). Also
is continuous and positive on (0, k), so G is strictly increasing there. Finally, integration of equation (1) with respect to v from 0 to z gives (with s = vw, t = vQ(w))
If we divide by z and take (6) into consideration, we indeed get
for z ∈ (0, k), w ∈ (0, 1) and, because of the continuity of G and Q, also for z = 0 and/or w = 0 or w = 1.
Now we are in a position to conclude the
Proof of the theorem. (We disregard the trivial solutions (2) and (3), which have been completely established.) Equation (7) with v = c ∈ (0, k) gives
So, since G is continuously differentiable and G > 0 on (0, 1), Q is also continuously differentiable on (0, 1). Differentiating (7) with respect to z or w, we get
respectively. Multiplying the first equation by Q (w), the second by Q(w) and subtracting, we obtain
If there existed a w 0 such that w 0 Q (w 0 ) − Q(w 0 ) = 0, then by (9) Q (w 0 ) = 0 and by (8) G (zw 0 ) = 0, contradicting G > 0 (Lemma 5). So, with
we get the Pexider equation
It is known (Radó and Baker [5] , Aczél [1] ) that for continuous positive G the general solution of this equation is G (z) = Az B with A > 0. If B = −1, then G(z) = A ln z + C, which is impossible since it would imply G(z) < 0 for small z. gives C = 0, β > 0. By (6) F (z) = zG(z) = az β+1 (a > 0 since F is positive) and
(where α > 0, β > 0), and, by (5), 0, 1) ).
By continuity, these equations hold also for v = 0 and/or v, w ∈ {0, 1}. If also k > 1 and f(1) = 1 is supposed, then α = 1. Since (2), (3) and (4) satisfy (1) and are nonnegative, the theorem is proved.
Weakening of the equation
In the previous section we eliminated all assumptions originally imposed upon the unknown functions (except nonnegativity). We now look briefly at weakening the equation itself. Below we sketch, omitting technical details, the idea how to solve equation (1) when it is assumed to hold only for almost all pairs (v, w) ∈ [0, k)×[0, 1] (with respect to the planar Lebesgue measure). Keeping the assumption that both f and Q are nonnegative, one can show that there exists exactly one pair (g, P ) of functions g : [0, k) → R + and P : [0, 1] → R + satisfying equation (1) everywhere, i.e.
and such that f(x) = g(x) for almost all x ∈ [0, k) and Q(x) = P (x) for almost all x ∈ [0, 1] (in the sense of linear Lebesgue measure). Clearly, all such pairs (g, P ) are entirely described by the theorem.
The following are key steps to the proof. A set of measure 0 can be excluded from (0, k) so that any v from the remaining subset satisfies (1) with almost every w in (0, 1). A similar statement holds with w and (0, k) in place of v and (0, 1), respectively, and vice versa.
One then defines the increasing function g on [0, k) by g(v) = inf{ r ≥ 0 | f (z) ≤ r for almost all z ∈ (0, v) } for v ∈ (0, k) and g(0) = 0 and shows that it is almost everywhere equal to f but satisfies (1) everywhere. Notice that the above result is the best that could be expected in this regard. Indeed the fact that (1) Sets of Lebesgue measure 0 can be replaced in this proof for example by sets of first Baire category. We have also results for a wider class of "small" sets to be excluded from the domain, namely the members of an axiomatically given nonempty family of sets (a "linearly invariant proper ideal") ⊂ 2 R \ {R} which is closed under finite set-theoretical unions, hereditary with respect to descending inclusions and such that {x − S | x ∈ R} ⊂ whenever S ∈ (cf. also [2] ).
