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Abstract
We make the first steps towards generalizing the theory of stochastic block models,
in the sparse regime, towards a model where the discrete community structure is replaced
by an underlying geometry. We consider a geometric random graph over a homogeneous
metric space where the probability of two vertices to be connected is an arbitrary function
of the distance. We give sufficient conditions under which the locations can be recovered
(up to an isomorphism of the space) in the sparse regime. Moreover, we define a geometric
counterpart of the model of flow of information on trees, due to Mossel and Peres, in which
one considers a branching random walk on a sphere and the goal is to recover the location of
the root based on the locations of leaves. We give some sufficient conditions for percolation
and for non-percolation of information in this model.
1 Introduction
Community detection in large networks is a central task in data science. It is often the case that
one gets to observe a large network, the links of which depends on some unknown, underly-
ing community structure. A natural task in this case is to detect and recover this community
structure to the best possible accuracy.
Perhaps the most well-studied model in this topic is the stochastic block model where a ran-
dom graph whose vertex set is composed of several communities, {c1, ..., ck} is generated in a
way that every pair of nodes v, u which belong to communities c(u), c(v), will be connected to
each other with probability p = p(c(v), c(u)), hence with probability that only depends on the
respective communities, and otherwise independently. The task is to recover the communities
c(·) based on the graph (and assuming that the function p(·, ·) is known). The (unknown) asso-
ciation of nodes with communities is usually assumed to be random and independent between
different nodes. See [1] for an extensive review of this model.
A natural extension of the stochastic block model is the geometric random graph, where
the discrete set of communities is replaced by a metric space. More formally, given a metric
space (X, d), a function f : V → X from a vertex set V to the metric space and a function
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ϕ : R+ → [0, 1], a graph is formed by connecting each pair of vertices u, v independently, with
probability
p(u, v) := ϕ (d(f(u), f(v))) .
This model can sometimes mimic the behavior of real-world networks more accurately than the
stochastic block model. For example, a user in a social network may be represented as a point
in some linear space in a way that the coordinates correspond to attributes of her personality
and her geographic location. The likelihood of two persons being associated with each other in
the network will then depend on the proximity of several of these attributes. A flat community
structure may therefore be two simplistic to reflect these underlying attributes.
Therefore, a natural extension of the theory of stochastic block models would be to under-
stand under what conditions the geometric representation can be recovered by looking at the
graph. Our focus is on the case that the metric is defined over a symmetric space, such as the
Euclidean sphere in d-dimensions. By symmetry, we mean that the probability of two vertices
to be connected, given their locations, is invariant under a natural group acting on the space. We
are interested in the sparse regime where the expected degrees of the vertices do not converge
to infinity with the size of the graph. This is the (arguably) natural and most challenging regime
for the stochastic block model.
1.1 Inference in geometric random graphs
For the sake of simplicity, in what follows, we will assume that the metric space is the Euclidean
sphere, and our main theorems will be formulated in this setting; It will be straightforward to
generalize our results to any symmetric space (see [5] for further discussion on this point).
In order to construct our model, we need some notation. Let σ be the uniform probability
measure on Sd−1 and let ϕ : Sd−1 × Sd−1 → [0, 1], be of the form ϕ(x, y) = f(〈x, y〉) for some
f : [−1, 1]→ [0, 1]. Define the integral operator Aϕ : L2
(
Sd−1
)→ L2 (Sd−1) by
Aϕ(g)(x) =
∫
Sd−1
ϕ(x, y)g(y)dσ(y).
It is standard to show thatAϕ is a self-adjoint compact operator (see [7], for example) and so has
a discrete spectrum, except at 0. By definition, ϕ is invariant to rotations and so Aϕ commutes
with the Laplacian. It follows that the eigenfunctions of Aϕ are precisely the spherical harmon-
ics which we denote by {ψi}∞i=0. Thus, if λi(Aϕ) denotes the eigenvalue of ϕ corresponding to
ψi we have the following identity,
ϕ =
∞∑
i=0
λiψi ⊗ ψi. (1)
In particular, ψ0 = 1 and for i = 1, ..., d, ψi are linear functionals such that, for x, y ∈ Sd−1,
d · 〈x, y〉 =
d∑
l=1
ψl(x)ψl(y). (2)
Note that in our notation the eigenvalues are indexed by the spherical harmonics, and are
therefore not necessarily in decreasing order. By rotational invariance it must hold that
λ(ϕ) := λ1 = ... = λd. (3)
Define ‖ϕ‖∞ = supx,y ϕ(x, y). We make the following, arguably natural, assumptions on the
function ϕ:
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A1. There exist δ > 0 such thatmini 6=1,...,d |λ(ϕ)− λi| > δ.
A2. Reordering the eigenvalues in decreasing order λl0 ≥ λl1 ≥ λl2 ≥ . . . there exists C > 0
such that for every i ≥ 0, λli ≤ C(i+1)2 .
Let {Xi}ni=1 ∼ σ be a sequence of independently-sampled vectors, uniformly distributed
on Sd−1. Let G
(
n, 1
n
ϕ(Xi, Xj)
)
be the inhomogeneous Erdo¨s-Re´nyi model where edges are
formed independently with probability 1
n
ϕ(Xi, Xj) and let A be the adjacency matrix of a ran-
dom graph drawn from G
(
n, 1
n
ϕ(Xi, Xj)
)
.
Definition 1. We say that the model is ε− reconstructible if, for all n large enough, there is an
algorithm which returns an n× n matrix A such that
1
n2
∑
i,j
|Ai,j −Xi ·Xj |2 ≤ ε.
Remark that, due the symmetry of the model, it is clear that the locations can only be
reconstructed up to an orthogonal transformation, which is equivalent to reconstruction of the
Gram matrix.
Theorem 2. For every ε > 0 there exists a constant C = C(ε, d), such that the model is
ε-reconstructible whenever
min
i 6=0,...,d
|λi − λ(ϕ)|2 ≥ C‖ϕ‖∞. (4)
Remark 3. Observe that, since the left hand side of condition (4) is 2-homogeneous, whereas
its right hand side is 1-homogeneous, we have that as long as the left hand side is nonzero, by
multiplication of the function ϕ by a large enough constant, the condition can be made to hold
true.
Example 1. Consider the linear kernel, ϕ(x, y) = a + b〈x, y〉, with |b| ≤ a. A calculation
shows that
λ0 = a
λ(ϕ) =
b
d
.
Applying our theorem, we show that the model is reconstructible whenever∣∣∣∣a− bd
∣∣∣∣
2
≥ C · (a+ b).
Methods and related works. Our reconstruction theorem is based on a spectral method, via
the following steps:
1. We observe that by symmetry of our kernel, linear functions are among its eigenfunc-
tions. We show that the kernel matrix (hence the matrix obtained by evaluating the kernel
at pairs of the points (Xi)) will have a respective eigenvalues and eigenvectors which
approximate the ones of the continuous kernel.
2. Observing that the kernel matrix is the expectation of the adjacency matrix, we rely on a
matrix concentration inequality due to Le-Levina-Vershynin [8] to show that the eigen-
values of the former are close to the ones of the latter.
3
3. We use the Davis-Kahan theorem to show that the corresponding eigenvectors are also
close to each other.
The idea in Steps 2 and 3 is not new, and rather standard (see [8] and references therein).
Thus, the main technical contribution in proving our upper bound is in Step 1, where we prove
a bound for the convergence of eigenvectors of kernel matrices. So far, similar results have only
been obtained in the special case that the Kernel is positive-definite, see for instance [4].
The paper [14] considers kernels satisfying some Sobolev-type hypotheses similar to our as-
sumptions on ϕ (but gives results on the spectrum rather than the eigenvectors). Reconstruction
of the eigenspace has been considered in [12] for positive definite kernels in the dense regime,
in [11] for random dot products graphs and in [2] in the dense and relatively sparse regimes
again for kernels satisfying some Sobolev-type hypotheses.
1.2 Percolation of geometric information in trees
The above theorem gives an upper bound for the threshold for reconstruction. The question of
finding respective lower bounds, in the stochastic block model, is usually reduced to a related
but somewhat simpler model of percolation of information on trees. The idea is that in the sparse
regime, the neighborhood of each node in the graph is usually a tree, and it can be shown that
recovering the community of a specific node based on observation of the entire graph, is more
difficult than the recovery of its location based on knowledge of the community association of
the leaves of a tree rooted at this node. For a formal derivation of this reduction (in the case of
the stochastic block model), we refer to [1].
This gives rise to the followingmodel, first described inMossel and Peres [10] (see also [9]):
Consider a q-ary tree T = (V,E) of depth k, rooted at r ∈ V . Suppose that each node in V is
associated with a label ℓ : V → {1, .., k} in the following way: The root r is assigned with some
label and then, iteratively, each node is assigned with its direct ancestor’s label with probability
p and with a uniformly picked label with probability 1 − p (independent between the nodes at
each level). The goal is then to detect the assignment of the root based on observation of the
leaves.
Let us now suggest an extension of this model to the geometric setting. We fix a Markov
kernel ϕ(x, y) = f(〈x, y〉) such that ∫
Sn−1 ϕ(x, y)dσ(y) = 1 for all x ∈ Sd−1. We define
g : T → Sd−1 in the following way. For the root r, g(r) is picked according to the uniform
measure. Iteratively, given that g(v) is already set for all nodes v at the ℓ-th level, we pick the
values g(u) for nodes u at the (ℓ + 1)th level independently, so that if u is a direct descendant
of v, the label g(u) is distributed according to the law ϕ(g(v), ·)dσ.
Denote by Tk ⊂ V the set of nodes at depth k, and define by µk the conditional distribution
of g(r) given (g(v))v∈Tk . We say that the model has positive information flow if
lim
k→∞
E [TV(µk, σ)] > 0.
Remark that by symmetry, we have
E [TV(µk, σ)] = E [TV(µk, σ)|g(r) = e1]
where r is the root and e1 is the north pole.
Our second objective in this work is to make the first steps towards understanding under
which conditions the model has positive information flow, and in particular, our focus is on
providing nontrivial sufficient conditions on q, ϕ for the above limit to be equal to zero.
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Let us first outline a natural sufficient condition for the information flow to be positive
which, as we later show, turns out to be sharp in the case of Gaussian kernels. Consider the
following simple observable,
Zk :=
1
|Tk|
∑
v∈Tk
g(v).
By Bayes’ rule, we clearly have that the model has positive information flow if (but not only if)
lim inf
k→∞
E[〈Zk, e1〉|g(r) = e1]√
Var [〈Zk, e1〉| g(r) = e1]
> 0. (5)
This gives rise to the parameter
λ(ϕ) :=
∫
Sd−1
〈x, e1〉ϕ(e1, x)dσ(x),
which is the eigenvalue corresponding to linear harmonics. By linearity of expectation, we have
E[〈Zk, e1〉|g(r) = e1] = λ(ϕ)k.
For two nodes u, v ∈ T define by c(u, v) the deepest common ancestor of u, v and by ℓ(u, v) its
level. A calculation gives
Var [〈Zk, e1〉| g(r) = e1] = 1
q2k
∑
u,v∈Tk
E [g(v)1g(u)1|g(r) = e1]− λ(ϕ)2k
=
1
q2k
∑
u,v∈Tk
E [E[g(v)1|g(c(u, v))]E[g(u)1|g(c(u, v))]|g(r) = e1]− λ(ϕ)2k
=
1
q2k
∑
u,v∈Tk
E
[
g(c(u, v))21|g(r) = e1
]
λ(ϕ)2(k−ℓ(u,v)) − λ(ϕ)2k
≤ 1
q2k
∑
u,v∈Tk
λ(ϕ)2(k−ℓ(u,v)) − λ(ϕ)2k
=
λ(ϕ)2k
q2k
∑
u,v∈Tk
λ(ϕ)−2ℓ(u,v) − λ(ϕ)2k
=
λ(ϕ)2k
q2k
k∑
ℓ=0
qℓq2(k−ℓ)λ(ϕ)−2ℓ − λ(ϕ)2k = λ(ϕ)2k
k∑
ℓ=1
(
qλ(ϕ)2
)−ℓ
.
This gives a sufficient condition for (5) to hold true, concluding:
Claim 4. The condition qλ(ϕ)2 > 1 is sufficient for the model to have positive percolation of
information.
We will refer to this as the Kesten-Stigum (KS) bound.
We now turn to describe our lower bounds. For the Gaussian kernel, we give a lower bound
which misses by a factor of 2 from giving a matching bound to the KS bound. To describe the
Gaussian kernel, fix β > 0, let X be a normal random variable with law N (0, β) and suppose
that ϕ : S1 × S1 → R is such that
ϕ(x, ·) is the density of (x+X)mod2π, (6)
where we identify S1 with the interval [0, 2π). We have the following result.
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Theorem 5. For the Gaussian kernel defined above, there is zero information flow whenever
qλ(ϕ) < 1.
In the general case, we were unable to give a corresponding bound, nevertheless we are
able to give some nontrivial sufficient condition for zero flow of information for some q > 1,
formulated in terms of the eigenvalues of the kernel. In order to formulate our result, we need
some definitions.
We begin with a slightly generalized notion of a q-ary tree.
Definition 6. Let q > 1, we say that T is a tree of growth at most q if for every k ∈ N,
|Tk| ≤
⌈
qk
⌉
.
Now, recall that ϕ(x, y) = f(〈x, y〉). Our bound is proven under the following assumptions
on the kernel.
• f is monotone.
• f is continuous.
• λ(ϕ) > 0 and for every i ≥ 1, |λi| ≤ λ(ϕ).
We obtain the following result.
Theorem 7. Let ϕ satisfy the assumptions above and let T be a tree of growth at most q. There
exists a universal constant c > 0, such that if
q ≤

1− c ln(λ(ϕ))(1− λ(ϕ))2
ln
(
λ(ϕ)(1−λ(ϕ))
f(1)
)


−1
then the model has zero percolation of information.
2 The upper bound: Proof of Theorem 2
Recall that
ϕ =
∞∑
k=0
λkψk ⊗ ψk,
with the eigenvalues λk indexed by the spherical harmonics. Define the random matrices
Mn,Ψn by
(Mn)i,j =
1
n
ϕ(Xi, Xj), (Ψn)i,k =
1√
n
ψk(Xi).
Note thatMn is an n× n matrix, while Ψn, has infinitely many columns. Furthermore, denote
by Λ the diagonal matrix diag{λi}∞i=0. Then
(Mn)i,j =
1
n
∞∑
k=0
λkψk(Xi)ψk(Xj) = (ΨnΛΨ
T
n )i,j.
For r ∈ N we also denote
ϕr :=
r∑
k=0
λkψk ⊗ ψk,
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the finite rank approximation of ϕ, Λr = diag{λk}rk=0, and Ψrn the sub-matrix of Ψn composed
of its first r columns. Finally, denote
M rn = Ψ
r
nΛ
r(Ψrn)
T .
As before, let A be an adjacency matrix drawn from G
(
n, 1
n
ϕ(Xi, Xj)
)
so that EA = Mn. Our
goal is to recover Ψd+1n from the observed A. The first step is to recover Ψ
d+1
n from Mn. We
begin by showing that the columns of Ψrn are, up to a small additive error, eigenvectors ofM
r
n.
To this end, denote
En,r := (Ψ
r
n)
TΨrn − Idr,
C(n, r) = ‖En,r‖2op, and K = maxi λi.
Lemma 1. Let ui be the i’th column of Ψn and let η > 0. Then
‖M rnui − λiui‖22 ≤ K2(
√
C(n, r) + 1)C(n, r).
Moreover, whenever n ≥ l(r) log(2r/η), we have with probability larger than 1− η,
C(n, r) ≤ 4l(r) log(2r/η)
n
.
where l(r) only depends on r and on the dimension.
Proof. Let ei ∈ Rr be the i’th standard unit vector so that ui = Ψrnei. So,
(Ψrn)
Tui = (Ψ
r
n)
TΨrnei = (Idr + (Ψ
r
n)
TΨrn − Idr)ei = ei + En,rei.
We then have
M rnui = Ψ
r
nΛ
r(Ψrn)
Tui = Ψ
r
nΛ
rei +Ψ
r
nΛ
rEn,rei
= λiΨ
r
nei +Ψ
r
nΛ
rEn,rei = λiui +Ψ
r
nΛ
rEn,rei.
To bound the error, we estimate ‖M rnui − λiui‖22 = ‖ΨrnΛrEn,rei‖22 as
〈ΛrEn,rei, (Ψrn)TΨrnΛrEn,rei〉 = 〈ΛrEn,rei, En,rΛrEn,rei〉+ ‖ΛrEn,rei‖22
≤
(√
C(n, r) + 1
)
‖ΛrEn,rei‖22 ≤ K2
(√
C(n, r) + 1
)
C(n, r).
It remains to boundC(n, r). LetXri = (ψ0(Xi), . . . , ψr−1(Xi)) stand for the i’th row ofΨ
r
n.
Then, En,r =
1
n
∑n
i=1
(
(Xri )
TXri − Idr
)
, is a sum of independent, centered random matrices.
We have
σ2n,r :=
∥∥∥∥∥∥E
(
1
n
n∑
i=1
(
(Xri )
TXri − Idr
))2∥∥∥∥∥∥
op
=
1
n
∥∥∥E ((Xr1)TXr1 − Idr)2∥∥∥
op
Furthermore, the norm of the matrices can be bounded by∥∥∥∥ 1n ((Xr1)TXr1 − Idr)
∥∥∥∥
op
=
1
n
max(1, ‖Xr1‖22 − 1)
≤ 1
n
max
(
1,
∥∥∥∥∥
r∑
i=0
ψ2i
∥∥∥∥∥
∞
− 1
)
.
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Note that the right hand side of the two last displays are of the form 1
n
l(r) where l(r) depends
only on r and d (not not on n). Applying matrix Bernstein ( [13, Theorem 6.1]) then gives
P
(
‖En,r‖op ≥ t
)
≤ 2r exp
(
− n
2l(r)
t2
1 + t/3
)
,
where l(r) depends only on r and d. Choose now t0 =
4l(r) log(2r/η)
n
. As long as n ≥ l(r) log(2r/η),
t0 ≤ 4, and the above bound may be refined to
P
(
‖En,r‖op ≥ t0
)
≤ 2r exp
(
− n
l(r)
t20
7
)
.
With the above conditions, it may now be verified that 2r exp
(
− n
l(r)
t20
7
)
≤ η, and the proof is
complete.
We now show that as r increases, the eigenvectors of M rn converge to those of Mn. Order
the eigenvalues in decreasing order λl0 ≥ λl1 ≥ λl2 ≥ . . . and let Λ>r =
∑∞
i=r λ
2
li
. Note
that it follows from assumption A2 that Λ>r = O(r
−3). We will denote by λi(Mn), λi(M rn)
the respective eigenvalues ofMn andM
r
n, ordered in a decreasing way, and by vi(Mn), vi(M
r
n)
their corresponding unit eigenvectors. Suppose that s is such that
λ(ϕ) = λls+1 = · · · = λls+d. (7)
Moreover, define
Vn := span(vls+1(Mn), ..., vls+d(Mn)), V
r
n := span
(
vls+1(M
r
n), ..., vls+d(M
r
n)
)
.
The next lemma shows that Vn is close to V
r
n whenever both n and r are large enough.
Lemma 2. For all n, r, let Pn,r be the orthogonal projection onto V
r
n . Then, for all η > 0 there
exist constants n0, r0 such that for all n > n0 and r > r0, we have with probability at least
1− η that, for all w ∈ Vn,
‖w − Pn,rw‖2 ≤
4C
ηδ2r3
.
where δ and C are the constants from Assumption A1 and Assumption A2.
Proof. We have
E ‖Mn −M rn‖2F =
∑
i,j
E(Mn −M rn)2i,j
=
∑
i,j
1
n2
E
( ∞∑
k=r
λkψk(Xi)ψk(Xj)
)2
= Ex,y∼σ
( ∞∑
k=r
λkψk(x)ψk(y)
)2
=
∞∑
k=r
λ2k = Λ>r.
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Applying Markov’s inequality gives that with probability 1− η
‖Mn −M rn‖2F ≤
Λ>r
η
≤ C
ηr3
. (8)
Theorem 1 in [14] shows that there exists n large enough such that with probability larger than
1− η, one has
|λi(Mn)− λls+i| ≤ δ/4,
with δ being the constant from Assumption A1. It follows that
λls+1(Mn), ..., λls+d(Mn) ∈
[
λ(ϕ)− δ
4
, λ(ϕ) +
δ
4
]
, (9)
while by (8) and Weyl’s Perturbation Theorem (e.g., [3, Corollary III.2.6]), for r large enough
with probability 1− η,
λi(M
r
n) /∈
[
λ(ϕ)− 3δ
4
, λ(ϕ) +
3δ
4
]
, for i 6= ls+1, . . . ls+d. (10)
Combining (8), (9) and (10) it follows from the classical Davis-Kahan theorem (see e.g. [3,
Section VII.3]) that with probability at-least 1− 2η, for every w ∈ Vn,
‖w − Pn,rw‖22 ≤
4C
ηδ2r3
.
Denote
Gn :=
1
d
d∑
k=1
vls+k(Mn)vls+k(Mn)
T , (G′n)i,j =
1
n
〈Xi, Xj〉.
A combination of the last two lemmas produces the following:
Theorem 8. One has
‖Gn −G′n‖F → 0
in probability, as n→∞.
Proof. Denote
Grn :=
1
d
d∑
k=1
vls+k(M
r
n)(vls+k(M
r
n))
T .
Then
‖Gn −G′n‖F ≤ ‖Grn −G′n‖F + ‖Gn −Grn‖F
We will show that the two terms on the right hand side converge to zero. Let r(n) be a function
converging to infinity slowly enough so that C(n, r) → 0, for the constant C(n, r) defined in
Lemma 1. Taking η = η(n) to converge to zero slowly enough and applying Lemma 1, gives
for all 2 ≤ i ≤ d+ 1,
‖(M rn − λ(ϕ))ui‖22 ≤ εn
with ui the i’th column of Ψ
r
n and where εn → 0 as n→∞. Now, if we write
ui =
∞∑
j=0
αi,jvj(M
r
n),
9
the last inequality becomes∑
j
|λj(M rn)− λ(ϕ)|2α2i,j =
∑
j
|(M rn − λ(ϕ))vj(M rn)|2α2i,j ≤ εn, ∀2 ≤ i ≤ d+ 1.
Using Equation (10), we have
∑
j /∈{ls+1,..,ls+d}
α2i,j ≤
4εn
δ
→ 0, (11)
and thus ∥∥∥∥∥ui −
d∑
k=1
αi,ls+kvls+k(M
r
n)
∥∥∥∥∥
2
2
→ 0, ∀2 ≤ i ≤ d+ 1.
Define a d× d-matrix B by Bi,j = αi,ls+j . Then we can rewrite the above as∥∥(u1, . . . , ud)− (vls+1(M rn), . . . , vls+d(M rn)) · B∥∥2F → 0.
Now, since for two n×d matricesR, S we have ‖RRT −SST‖F ≤ (‖R‖op+‖S‖op)‖R−S‖F .
It follows that
‖G′n − (vls+1(M rn), . . . , vls+d(M rn))BBT (vls+1(M rn), . . . , vls+d(M rn))T‖F → 0. (12)
Observe that
Bi,j = 〈ui, uj〉 −
∑
k/∈{ls+1,..,ls+d}
αi,kαj,k,
implying that
|(BBT )i,j −Ei,j | ≤
√ ∑
k/∈{ls+1,..,ls+d}
α2i,k
∑
k/∈{ls+1,..,ls+d}
α2j,k
(11)−→ 0.
where E = En,r. Consequently we have
‖BBT − Idd‖op ≤ C(n, r)→ 0,
which implies that
‖vls+1(M rn), . . . , vls+d(M rn))(BBT − Idd)(vls+1(M rn), . . . , vls+d(M rn))T‖2F → 0.
Combining with (12) finally yields
‖G′n −Grn‖F → 0.
in probability, as n→∞.
If P is the orthogonal projection onto V rn = span(vls+1(M
r
n), . . . , vls+d(M
r
n)), and Q is the
orthogonal projection onto span(vls+1(Mn), . . . , vls+d(Mn)), then Lemma 2 shows that for all
η > 0, with probability at least 1 − η, as n → ∞ (and r = n 12d → ∞), we have for every unit
vector v
|(P − Id)Qv| ≤ εn (13)
with some εn → 0. By symmetry, we also have for every unit vector v that
|(Q− Id)Pv| ≤ εn
10
(this uses that fact that both P and Q are projections into subspaces of the same dimension).
The last two inequalities easily yield that ‖P −Q‖op ≤ εn. Since this is true for every η > 0, it
follows that
‖Gn −Grn‖F → 0,
in probability, as n→∞.
Now, after establishing that Mn is close to Ψ
d+1
n , the second step is to recover Mn (and
therefore Ψd+1n ), from the observed A. For the proof we will need the following instance of the
Davis-Kahan theorem.
Theorem 9 ( [15, Theorem 2]). LetX, Y be symmetric matrices with eigenvalues λ0 ≥ · · · ≥ λp
resp. λˆ0 ≥ · · · ≥ λˆp with corresponding orthonormal eigenvectors v0, . . . , vp resp. vˆ0, . . . , vˆp.
Let V = (vs+1, . . . , vs+d) and Vˆ = (vˆs+1, . . . , vˆs+d). Then there exists an orthogonal d × d
matrix R such that
‖Vˆ R− V ‖F ≤ 2
3/2min(d1/2‖Y −X‖op, ‖Y −X‖F )
min(λs − λs+1, λs+d − λs+d+1) .
Our main tool to pass from the expectation of the adjacency matrix to the matrix itself is the
following result regarding concentration of random matrices, which follows from [8, Theorem
5.1].
Theorem 10. LetA be the adjacency matrix of a random graph drawn fromG
(
n, 1
n
ϕ(Xi, Xj)
)
.
Consider any subset of at most 10n/‖ϕ‖∞ vertices, and reduce the weights of the edges incident
to those vertices in an arbitrary way but so that all degrees of the new (weighted) network
become bounded by 2‖ϕ‖∞. Then with probability at least 1− n−1 the adjacency matrix A′ of
the new weighted graph satisfies
‖A′ −Mn‖ ≤ C
√
‖ϕ‖∞.
We can now prove the main reconstruction theorem.
Proof of Theorem 2. Let A be the adjacency matrix of a random graph drawn from the model
G
(
n, 1
n
ϕ(Xi, Xj)
)
. We first claim that with probability tending to 1, there exists a re-weighted
adjacency matrix A′ as defined in Theorem 10. Indeed by Chernoff inequality for have for all
i ∈ [n],
P(di > 1.5‖ϕ‖∞) ≤ e−cn
and therefore, by Markov’s inequality, the expectation of the number of vertices whose degree
exceeds 2‖ϕ‖∞ goes to zero with n.
Denote by λ′0 ≥ λ′1 ≥ . . . its eigenvalues and by v′0, v′1, . . . the corresponding orthonormal
eigenvectors of A′. Let Y = (v′ls+1 , . . . , v
′
ls+d
). By Theorem 9 there exists an R ∈ O(d) such
that
∥∥(vls+1(Mn), ..., vls+d(Mn))− Y R∥∥F ≤ 23/2d1/2‖Mn −A′‖opmini 6=1,...,d |λi − λ(ϕ)| .
Hence by Theorem 10 we have
∥∥(vls+1(Mn), ..., vls+d(Mn))− Y R∥∥F ≤ C√d ·
√‖ϕ‖∞
mini 6=1,...,d |λi − λ(ϕ)| ,
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with probability 1− n−1. It follows that
∥∥Gn − Y Y T∥∥F ≤ C√d ·
√‖ϕ‖∞
mini 6=1,...,d |λi − λ(ϕ)|
Combining this with Theorem 8 yields
∥∥G′n − Y Y T ∥∥F ≤ C√d ·
√‖ϕ‖∞
mini 6=1,...,d |λi − λ(ϕ)| ,
So,
1
n2
∑
i,j
∣∣Xi ·Xj − (nY Y T )i,j∣∣2 ≤ Cd ‖ϕ‖∞
mini 6=1,...,d |λi − λ(ϕ)|2
which gives the desired reconstruction bound.
3 Lower bounds
Our approach to proving lower bounds will be to exploit some symmetries which are inherent
to well behaved kernel functions. We thus make the following definition:
Definition 11 (DPS property). Let µ be a probability measure on Sd−1, and let w ∈ Sd−1.
We say that µ has the Diminishing Post-translation Symmetry (DPS) around w property with
constant ε, if there exists a decomposition,
µ = (1− ε)µw + εµsw.
Here µsw is a probability measure, invariant to reflections with respect to w
⊥. In other words, if
R = Id − 2wwT , R∗µsw = µsw. For such a measure we denote µ ∈ DPSw(ε).
If instead µ is a measure on (Sd−1)|Tk|, we say that µ ∈ DPSkw(ε) if a similar decomposition
exists but now the reflections should be applied to each coordinate separately.
We now explain the connection between the DPS property and percolation of information
in trees. For this, let us recall the random function g : T → Sd−1, introduced in Section 1.2,
which assigns to the root, r, a uniformly random value and for any other u ∈ T , the label g(u)
is distributed according to ϕ(g(parent(u)), ·)dσ.
Lemma 3. Suppose that there exist a sequence (pk)k with limk→∞ pk = 1 such that for every
w, x0 ∈ Sd−1 and every k > 0,
Law((g(v))v∈Tk|g(r) = x0) ∈ DPSkw(pk).
Then there is zero percolation of information along T .
Proof. Denote X = g(r) and Y = g(v)v∈Tk and let ρX|Y be the density of X|Y with respect to
σ. Our aim is to show that EY [TV(X|Y, σ)] = o(1). We first claim that it is enough to show
that for all x, x′ ∈ Sd−1 and all δ > 0 one has
P
(
ρX|Y (x)
ρX|Y (x′)
− 1 ≤ δ
∣∣∣∣X = x
)
= 1− o(1).
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Indeed, let H =
{
ρX|Y (x)
ρX|Y (x′)
− 1 ≤ δ
}
. Note that, by Bayes’ rule,
ρX|Y (x)
ρX|Y (x′)
=
ρY |X=x(Y )
ρY |X=x′(Y )
.
Let x ∈ Sd−1 be some fixed point and let x′ be uniformly distributed is Sd−1. Consider the
random variables α := α(Y ) =
ρY |X=x(Y )
ρY (Y )
and β := β(x′, Y ) =
ρY |X=x′(Y )
ρY (Y )
. By definition ofH ,
we have
(1− δ)1Hα ≤ 1Hβ, (14)
and
(1− 2δ) ≤ (1− δ)P (H|X = x) = (1− δ)EY [α1H ] ≤ Ex′,Y [β1H] ≤ Ex′,Y [β] ≤ 1.
So, from Markov’s inequality
P
(
β1H ≥ (1− δ)α1H + 2
√
δ
)
≤ E [β1H ]− (1− δ)E [α1H ]
2
√
δ
≤
√
δ. (15)
By integrating over x′, we get
(1− δ)α1H ≤ Ex′ [β1H ] ≤ 1 =⇒ α1H ≤ 1
1− δ . (16)
So, an application of the the reverse Markov’s inequality shows,
P
(
α1H ≥ 1−
√
δ
)
≥ E [α1H ]− (1−
√
δ)
(1− δ)−1 − (1−√δ) =
P (H|X = x)− (1−√δ)
(1− δ)−1 − (1−√δ)
≥ (1− δ)− (1−
√
δ)
(1− δ)−1 − (1−√δ) . (17)
Note that the as δ → 0 the RHS goes to 1. Thus, by combining the above displays, there exists
a function h, which satisfies lim
δ→0
h(δ) = 0 and some H ′ ⊂ H , with P (H ′) ≥ 1 − h(δ), such
that, by (16) and (17),
1H′|α− 1| ≤ h(δ),
which implies, together with (14) and (15)
1H′|α− β| ≤ h(δ).
This then gives
1H′ |1− β| ≤ 2h(δ).
We can thus conclude,
EYTV (X|Y,X) = EY,x′ [|β − 1|] = 2EY,x′ [(1− β)1β≤1]
≤ 2EY,x′ [(1− β)1β≤11H′ ] + 1− P (H ′)
= 2EY,x′ [|1− β|1H′] + h(δ)
≤ 5h(δ).
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Take now δ → 0 to get EYTV (X|Y,X)→ 0.
Thus, we may assume towards a contradiction that there exist x, x′ ∈ Sd−1 and a set F ⊂
(Sd−1)|Tk|, such that
P (Y ∈ F |X = x) ≥ δ, (18)
and under {Y ∈ F},
ρX|Y (x)
ρX|Y (x′)
≥ 1 + δ, (19)
for some constant δ > 0.
Let w ∈ Sd−1 be such that the reflection R := Id − 2wwT satisfies Rx = x′. Under our
assumption, there exists an event Ak, which satisfies
P(Ak|X = x) = 1− o(1)
and such that Y |(X = x,Ak) is R-invariant. By (18), we also have
P(Ak|X = x, Y ∈ F ) = 1− o(1),
and thus there exists y ∈ F such that
P(Ak|X = x, Y = y) = 1− o(1). (20)
By continuity, we can make sense of conditioning on the zero probability event E :=
{
X =
x, Y ∈ {y, Ry}}. Note that we have by symmetry and since y ∈ F ,
Y = y ⇒ 1 + δ ≤ ρX|Y (x)
ρX|Y (x′)
=
P(Y = y|E)
P(Y = Ry|E) . (21)
On the other hand, we have by definition of Ak,
P(Y = Ry|E,Ak) = P(Y = y|E,Ak),
which implies that
P(Y = Ry|E) ≥ P({Y = Ry} ∩ Ak|E)
= P
({Y = y} ∩Ak|E)
≥ P(Y = y|E)(1− o(1))
which contradicts (21). The proof is complete.
3.1 The Gaussian case
Our aim is to show that certain classes of kernel functions satisfy the DPS condition. We begin
by considering the case where the kernel ϕ is Gaussian, as in (6). In this case, the function
g may be defined as follows. Let T be a q-ary tree. To each edge e ∈ E(T ) we associate a
Brownian motion (Be(t))t∈(0,1) of rate β such that for every node v ∈ V we have
g(v) =
∑
e∈P (v)
Be(1) mod2π
14
where P (v) denotes the shortest path from the root to v.
For every node v ∈ Tk let us now consider the Brownian motion (Bv(t))kt=0 defined by
concatenating the Brownian motions Be along the edges e ∈ P (v). Define by Ev the event that
the image of Bvmodπ contains the entire interval [0, π), and define Ek =
⋂
v∈Tk Ev. Our lower
bound relies on the following observation.
Claim 12. Fix v ∈ Tk and set pk := P(Ek). Then, for every θ, x0 ∈ S1, Law(g(v)|g(r) = x0) ∈
DPSkθ(pk).
Proof. Fix θ ∈ [0, π). Given the event Ev, we have almost surely that there exists a time tv ≤ k
such that Bv(tv) ∈ {θ − π, θ}. By symmetry and by the Markov property of Brownian motion,
we have that the distribution of g(v) conditioned on the event {Bv(tv) = θ, ∀v} is symmetric
around θ. Thus, by considering (Bv(t))v∈Tk , under the event {tv ≤ k|v ∈ Tk} we get that for
any x0, Law((g(v))v∈Tk |g(r) = x0) is symmetric around θ. So,
Law((g(v))v∈Tk|g(r) = x0) ∈ DPSkθ(pk).
We will also need the following bound, shown for example in [6].
Lemma 4. Let B(t) be a Brownian motion of rate β on the unit circle. Then,
P(Image(B(s)modπ)0≤s≤t = [0, π)) ≥ 1− Ce−tβ/2.
We are now in a position to prove Theorem 5.
Proof of Theorem 5. Lemma 4 immediately implies that for all v ∈ Tk,
P(Ev) ≥ 1− Ce−kβ/2.
On the other hand, a calculation gives λ(ϕ) = E[cos(B1)] = e
−β/2. Thus, applying a union
bound implies that for some constant C > 0, P(Ek) ≥ 1− Cqkλ(ϕ)k. Hence, by Claim 12,
Law((g(v))v∈Tk |g(r) = x0) ∈ DPSw(1− Cqkλ(ϕ)k).
The result is now a direct consequence of Lemma 3.
In the next section we generalize the above ideas and obtain a corresponding bound which
holds for distributions other than the Gaussian one.
3.2 The general case
3.2.1 On symmetric functions
We begin this section with simple criterion to determine whether a measure belongs to some
DPS class. In the sequel, for w ∈ Sd−1, we denote,
H+w = {x ∈ Sd−1|〈x, w〉 ≥ 0} andH−w = {x ∈ Sd−1|〈x, w〉 < 0}.
15
Lemma 5. Let f : [−1, 1] → R+ satisfy the assumptions of Theorem 7 and let y ∈ Sd−1. If
µ = f(〈·, y〉)dσ, then for any w ∈ Sd−1, µ ∈ DPSw(2 · pw), where pw = min (µ(H+w ), µ(H−w )).
Proof. Without loss of generality let us assume that y ∈ H+w . Monotonicity of f implies
µ(H+w ) ≥ µ(H−w ). Now, if R = Id − 2wwT is the reflection matrix with respect to w⊥, then we
have for any x ∈ H−w ,
f(〈x, y〉) ≤ f(〈Rx, y〉).
This follows since 〈x, y〉 ≤ 〈Rx, y〉.
Let us now define the measure µ˜sw such that
dµ˜sw
dσ
(x) =
{
f(〈x, y〉) if x ∈ H−w
f(〈Rx, y〉) if x ∈ H+w .
µ˜sw is clearly R-invariant and the above observation shows that µ˜
s
w(S
d−1) ≤ 1. We can thus
define µ˜w = µ− µ˜sw.
To obtain a decomposition, define µsw =
µ˜sw
µ˜sw(S
d−1) and µw =
µ˜w
µ˜w(Sd−1)
, for which
µ = (1− µ˜sw(Sd−1))µw + µ˜sw(Sd−1)µsw.
The proof is concluded by noting µ˜sw(S
d−1) = 2µ(H−w ).
Our main object of interest will be the measure µϕ(y) which, for a fixed y, is defined by
µϕ(y) := ϕ(x, y)dσ(x) = f(〈x, y〉)dσ(x). (22)
Let us now denote,
βd(t) :=
Γ(d
2
)
Γ(d−1
2
)
(1− t2)(d−3)/2,
which is the marginal of the uniform distribution on the sphere. We now show that the spectral
gap of ϕ may determine the DPS properties of µϕ(y).
Lemma 6. Let w ∈ Sd−1 and suppose that f is monotone. If |〈w, y〉| ≤ 1−λ(ϕ)
16
√
d
, then
µϕ(y) ∈ DPSw
(
1− λ(ϕ)
35
)
.
Proof. Assume W.L.O.G. that 〈y, w〉 > 0. By Lemma 5 it will be enough to bound ∫
H−w
µϕ(y)
from below. Let X ∼ µϕ(y) and define Z = 〈X, y〉. We have E [Z] = λ(ϕ) and by Markov’s
inequality,
P
(
Z ≤ 1 + λ(ϕ)
2
)
= P
(
Z + 1 ≤ 1 + λ(ϕ)
2
+ 1
)
≥ 1− 2(λ(ϕ) + 1)
3 + λ(ϕ)
≥ 1− λ(ϕ)
4
.
For t ∈ [−1, 1], set St = {x ∈ Sd−1|〈x, y〉 = t} and let Hd−2 stand for d − 2-dimensional
Hausdorff measure. To bound
∫
H−w
µϕ(y) we would first like to estimate
Hd−2(St∩H−w )
Hd−2(St) .
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We know that 0 ≤ 〈w, y〉 ≤ 1−λ(ϕ)
16
√
d
. Denote ty := 〈w, y〉 and fix t ≤ t0 := 1+λ(ϕ)2 .
With no loss of generality, let us write w = e1 and y = tye1 +
√
1− t2ye2. Define now
z = −√1− t2ye1 + tye2. We claim that{
v ∈ St
∣∣∣ 〈v, z〉√
1− t2 ≥
1
2
√
d
}
⊆ St ∩H−w . (23)
If v ∈ St, its projection onto the plane span(y, w), can be written as t · y +
√
1− t2c · z, for
some c ∈ [−1, 1]. So,
〈v, w〉 = t · ty −
√
1− t2
√
1− t2yc.
Now, whenever
c >
t · ty√
1− t2√1− t2y ,
we get 〈v, w〉 < 0. Also,
t · ty√
1− t2√1− t2y ≤
1√
3
ty√
1− t2y
≤ 1
2
√
d
,
where we have used t ≤ 1
2
for the first inequality and ty ≤ 12√d in the second inequality. By
combining the above displays with
〈v,z〉√
1−t2 = c, (23) is established.
Thus, by taking the marginal of St in the direction of −z, we see
Hd−2(St ∩H−w )
Hd−2(St) ≥
− 1
2
√
d∫
−1
βd−1(s)ds ≥
− 1
2
√
d∫
− 1√
d
βd−1(s)ds ≥ 1
2
√
d
βd−1
(
1√
d
)
≥ 1
2
√
d
Γ(d−1
2
)
Γ(d−2
2
)
(
1− 1
d
)(d−4)/2
≥ 1
10
√
e
,
where we used
Γ(d−1
2
)
Γ(d−2
2
)
≥
√
d
5
, valid for any d ≥ 3. We use the above estimates with Fubini’s
theorem to obtain:
P
(
X ∈ H−w
)
=
1∫
−1
f(t)Hd−2(St ∩H−w )dt ≥
t0∫
−1
f(t)Hd−2(St ∩H−w )dt
≥ 1
10
√
e
t0∫
−1
f(t)Hd−2(St)dt = 1
10
√
e
P
(
Z ≤ 1 + λ(ϕ)
2
)
≥ 1− λ(ϕ)
70
.
3.2.2 Mixing
Recall the random function g : T → Sd−1, introduced in Section 1.2, which assignes to the root,
r, a uniformly random value and for any other u ∈ T , the label g(u) is distributed according to
ϕ(g(parent(u)), ·)dσ =: µϕ(parent(u)).
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Suppose that v ∈ Tk and let {vi}ki=0 denote the simple path from r to v in T . Fix x0 ∈ Sd−1, for
i = 0, . . . , k, we now regard,
Xi := g(vi)|g(r) = x0,
as a random walk on Sd−1. Observe that given Xi−1, Xi ∼ µϕ(Xi−1). The following lemma
shows that this random walk is rapidly-mixing.
Lemma 7. For w ∈ Sd−1, let
S(w) =
{
u ∈ Sd−1 : |〈u, w〉| ≤ 1− λ(ϕ)
16
√
d
}
,
and set k0 =
ln(λ(ϕ)(1−λ(ϕ))32f(1) )
ln(λ(ϕ))
. Then, if f satisfies the assumptions of Theorem 7,
P(Xk0 ∈ S(w)) ≥
1− λ(ϕ)
32
.
Proof. Note that if U ∼ Uniform(Sd−1), then
P(U ∈ S(w)) =
∫
|t|≤ 1−λ(ϕ)
16
√
d
βd(t)dt ≥ 2
Γ(d
2
)
Γ
(
d−1
2
)βd
(
1
16
√
d
)
1− λ(ϕ)
16
√
d
≥ 1− λ(ϕ)
16
. (24)
It will then suffice to show that P(Xk0 ∈ S(w)) can be well approximated by P(U ∈ S(w)).
Since Xk0 has density A
k0−1
ϕ f(〈x, x0〉), the following holds true,
(P(U ∈ S(w))− P(Xk0 ∈ S(w)))2 =

 ∫
S(w)
(
Ak0−1ϕ f(〈x, x0〉)− 1
)
dσ(x)


2
≤
∫
S(w)
(
Ak0−1ϕ f(〈x, x0〉)− 1
)2
dσ(x).
We now decompose the density as f(〈x, x0〉) =
∞∑
i=0
λiψi(x)ψi(x0). So that
Ak0−1ϕ f(〈x, x0〉) =
∞∑
i=0
λk0i ψi(x)ψi(x0).
We know that ψ0 ≡ 1 with eigenvalue λ0 = 1, and we’ve assumed that |λi| ≤ λ1 = λ(ϕ) for
every i ≥ 1. Thus,
∫
S(w)
(
Ak0−1ϕ f(〈x, x0〉)− 1
)2
dσ(x) =
∫
S(w)
( ∞∑
i=1
λk0i ψi(x)ψi(x0)
)2
dσ(x)
≤ (λ(ϕ))2k0−2
∫
Sδ(w)
∞∑
i=1
(λiψi(x))
2
∞∑
i=1
(λiψi(x0))
2dσ(x)
≤ λ(ϕ)2k0−2f(1)2.
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where in the last inequality we have used f(1) =
∑
λiψi(y)ψi(y), which is valid for any
y ∈ Sd−1. Thus, since k0 = ln(
λ(ϕ)(1−λ(ϕ))
32f(1) )
ln(λ(ϕ))
, by (24), we get,
P(Xk0 ∈ S(w)) ≥ P(U ∈ S(w))−
1− λ(ϕ)
32
≥ 1− λ(ϕ)
32
.
Since the random walk Xk mixes well, we now use Lemma 6 to show that after enough
steps,Xk will be approximately invariant to a given reflection.
Lemma 8. Let w, x0 ∈ Sd−1. Then,
Law((g(v))v∈Tk |g(r) = x0) ∈ DPSkw
(
1− qkpk) ,
where p =
(
1− ln(λ(ϕ))
ln(λ(ϕ)(1−λ(ϕ))32f(1) )
(1−λ(ϕ))2
600
)
.
Proof. Let R = Id − 2wwT denote the linear reflection with respect to w⊥. Then, the claim is
equivalent to the decomposition,
Xk = PX˜k + (1− P )XRk ,
whereXRk is invariant to reflections byR and P ∼ Bernoulli(sk) is independent from {X˜k, XRk }
with sk ≤
(
1− ln(λ(ϕ))
ln(λ(ϕ)(1−λ(ϕ))32f(1) )
(1−λ(ϕ))2
600
)k
.
Consider the case that for some i = 0, ..., k, |〈Xi, w〉| ≤ 1−λ(ϕ)16√d . In this case, from Lemma
6, givenXi, we have the decomposition,
µϕ(Xi) =
(
1− (1− λ(ϕ))
35
)
µϕ,w +
(1− λ(ϕ))
35
µsϕ,w(Xi),
where µsϕ,w(Xi) is R-invariant.
We now generate the random walk in the following way. For i = 0, . . . , k, let
Pi ∼ Bernoulli
(
(1− λ(ϕ))
35
)
, (25)
be an i.i.d sequence. GivenXi, if |〈Xi, w〉| > 1−λ(ϕ)16√d then Xi+1 ∼ µϕ(Xi).
Otherwise, |〈Xi, w〉| ≤ 1−λ(ϕ)16√d . To decide on the position of Xi+1 we consider Pi. If Pi = 0
then Xi+1 ∼ µϕ,w(Xi). Otherwise Pi = 1 and we generate Xi+1 ∼ µsϕ,w(Xi). We denote the
latter event by Ai and A = ∪k−1i=0Ai.
It is clear that, conditional on A, RXk
law
= Xk. Thus, to finish the proof, if A¯ is the comple-
ment of A, we will need to show
P(A¯) ≤

1− ln(λ(ϕ))
ln
(
λ(ϕ)(1−λ(ϕ))
32f(1)
) (1− λ(ϕ))2
600


k
.
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Towards this, let S(w) and k0 be as in Lemma 7. Coupled with (25), the lemma tells us that
P (Ak0) ≥
(1− λ(ϕ))2
600
.
Now, by restarting the random walk from Xk0 if needed, we may show,
P
(
A¯
) ≤ ∑
m≤ k
k0
P(A¯m·k0) ≤
(
1− (1− λ(ϕ))
2
600
) k
k0 ≤
(
1− (1− λ(ϕ))
2
600k0
)k
.
Hence Law(Xk) ∈ DPS(1 − p) and the claim follows by taking a union bound over all paths.
3.2.3 Proving Theorem 7
Proof. By Lemma 8, for every w, x0 ∈ Sd−1.
law(g(v)v∈Tk |g(r) = x0) ∈ DPSkw(1− qkpk),
where p =
(
1− ln(λ(ϕ))
ln(λ(ϕ)(1−λ(ϕ))32f(1) )
(1−λ(ϕ))2
600
)
. By assumption
q ≤ p−1,
and Lemma 3 gives the result.
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