H-valued generalized functions and orthogonally scattered measures  by Abreu, Jose L
ADVANCES IN MATHEMATICS 19, 382-412 (1976) 
/-l-Valued Generalized Functions and 
Orthogonally Scattered Measures 
JOSE L. ABREU 
Usiuersidad National Autdnoma de Mexico, Mexico 20, D.F. 
Hilbert space valued measures of certain kinds are shown to be projections of 
orthogonally scattered measures. This result is used to give a representation of 
Hilbert space valued generalized functions in terms of orthogonally scattered 
measures. Applications are given to the characterization of deterministic Hilbert 
sequences and generalized stochastic processes. 
1. INTRODUCTION 
The ideas that eventually gave rise to the concept of orthogonally 
scattered measures were introduced in the mathematics literature by 
Wiener [15]. These ideas appeared in the study of the velocity of a 
particle subject to Brownian motion. The concept of orthogonally 
scattered measures was adopted in the theory of stochastic processes 
where it was used extensively (under the name of random measures) to 
represent the increment of the so-called processes with independent 
increments (see for example the classical book by Doob [4]), Soon, it was 
realized that the concept was useful to represent noise or white light, 
the essence of these processes being the independence of two observations 
made during nonoverlapping time intervals. It is well-known that the 
independence of zero mean random variables with finite second moments 
implies the orthogonality of the random variables when they are con- 
sidered elements of the usual L2 space over the underlying probability 
space. Therefore, the simplifying idea of regarding such stochastic 
processes as noise or white light as families of elements of a Hilbert 
space instead of families of random variables leads in a natural way to the 
idea of measures that have values in a Hilbert space and whose values on 
disjoint sets are orthogonal. When these measures are required to be 
countably additive on a ring or a prering, they become precisely what 
Masani calls c.a.o.s. (countably additive orthogonally scattered) measures 
[lOI- 
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With the development of the theory of generalized functions (or 
distributions) it became almost a necessity to investigate what people 
called generalized stochastic processes. In their book [6], Gelfand and 
Vilenkin give an intuitive idea of a generalized stochastic process. They 
consider test functions as the mathematical objects that represent the 
apparatus or measuring devices. Thus, the measurement of a signal with 
some apparatus (a test function) yields a random variable. If the mapping 
from test functions into random variables is required to be linear and 
continuous in some sense, it becomes a generalized stochastic process. 
Hence, a generalized stochastic process is the mathematical object that 
represents a signal that is not measured instantaneously but instead is 
passed through a measuring device that gives as its reading of the signal 
some kind of average of it. Again, if we work with zero mean random 
variables with finite second moments, the generalized processes may bc 
treated as continuous linear maps from a certain space of test functions 
into a Hilbert space. This is what we call H.s.v.g. (Hilbert space valued 
generalized) functions. 
It is then clear that both c.a.o.s measures and H.s.v.g. functions arise 
naturally in the theory of stochastic processes as devices for representing 
some special processes. Thus, it is very natural to study the relationship 
between these two concepts. This is essentially what we do in this 
paper. 
In the theory of stochastic processes (both ordinary and generalized) 
the concept of c.a.o.s. measure was used to represent the Fourier trans- 
form of a stationary process (see [4, 91). Thus, it is well-known that the 
Fourier transform of a stationary process is nothing but a c.a.0.s. measure. 
This result is a particularly convenient one due to the extraordinary 
simplicity of the integration theory with respect to c.a.0.s. measures. 
In this paper we will make use of c.a.o.s. measures and their integration 
theory in other situations, such as the representation of H.s.v.g. func- 
tions. It turns out that H.s.v.g. functions can be represented by integra- 
tion with respect to some c.a.o.s. measure composed on one side with a 
projection operator and on the other side with a partial differential 
operator. This result is the main object of the paper (see Theorems 3.1, 
5.1, and 7.1). 
Scattered throughout the paper are results on Hilbert space valued 
measures, generalized functions on tori, tempered generalized functions 
and prediction theory for nonstationary Hilbert sequences and general- 
ized processes. In Section 2, we present the elementary theory of c.a.o.s. 
measures and give a simple application to spectral theory. Section 3 is 
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dedicated to the proof of Theorem 3.1, which shows that many Hilbert 
space valued measures are projections of c.a.o.s. measures. In Section 4, 
we develop the theory of generalized functions on tori and Fourier 
series in a somewhat special way. Section 5 is dedicated to the proof of 
the representation Theorem 5.1 for H.s.v.g. functions on tori and to an 
application of that theorem to the prediction theory of nonstationary 
Hilbert sequences. In Section 6, we develop the theory of tempered 
generalized functions in a form that is particularly suitable for later use. 
Finally, in Section 7 we prove the representation Theorem 7.1 for 
tempered generalized functions and give some applications to the 
prediction theory of nonstationary generalized stochastic processes. 
Throughout the paper H will denote a complex Hilbert space with 
inner product ( , ) and norm 11 11. Z will denote the integers, N the 
natural numbers, C the complex numbers, and R the real numbers. 
2. ELEMENTARY PROPERTIES OF c.a.o.s. MEASURES 
In this section we give a brief account of the elementary properties of 
c.a.o.s. measures that we will use in the rest of the paper. The reader 
is referred to [lo] f or a complete discussion of the subject. We start with 
a special definition of c.a.o.s. measures that will be sufficiently general 
for our purposes. 
DEFINITION 2.1. Let p be a positive measure on a measure space 
(Sz, zl) (i.e., JY is a u-algebra of subsets of Q) and let /3 be the family of 
elements of ,Y that have finite p measure. A c.a.o.s. measure on /3 with 
control measure p is a function 6: p---f H such that 
(i) jl [(A)112 = p(A) for every A E /3. 
(ii) [(A) 1 f(B) if A and B are disjoint. 
(iii) .$(A u B) = ((A) + t(B) if A and B are disjoint. 
It can be proved immediately that conditions (i), (ii), and (iii) are 
equivalent to 
(i)’ (f(A), f(B)) = p(A n B) whenever A and B e/3. 
An easy exercise proves that /3 is a &ring and 6 is countably additive 
on /3. From now on in this section, /3 will denote this S-ring obtained 
from (Q, JY, p). 
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As a first example of a c.a.o.s. measure consider the map .$: /3 -+ 
L2(Q, Z P) given by f(A) = xA , the characteristic function of A. It is 
easy to check that 5 so defined is a c.a.o.s. measure. Actually this is the 
generic example of a c.a.o.s. measure, as can be seen from the following 
proposition. 
PROPOSITION 2.2. Let <: /3 -+ H be a c.a.o.s. measure with control 
measure I”. Let H(E) denote the closed linear space generated by the zectovs 
f(A) with A E p. Then there exists a unitary map U from L2(,u) onto H(f) 
such that for ezevy ,4 E ,E3, ((A) = Ux, . 
Proof. Let S(p) be the linear space of complex valued simple functions 
of the form 
h’ 
s = c anxA,, (2.1) 
a=1 
with a, , a2 ,..., a, E C and A, ,..., ,4, E p. Define 
Us = fj a,[(J4,). 
n-1 
(2.2) 
It only offers minor technical difficulties to prove that (2.2) is a good 
definition in the sense that it is independent of the particular representa- 
tion of S. It is also easy to check that 
(Us, ut> = JQ s(w) t(w) p(dw) (2.3) 
for every pair s, t E S(p). Definition (2.2) implies immediately that U is 
linear and so, from (2.3) it follows that U can be extended continuously 
to become a unitary map from L3(p) onto H(t) since S(y) is dense in 
L2(P) and WP.)) is also dense in H(f). Now, since by the definition of U 
the conclusion of the proposition is automatically satisfied, the proof is 
complete. 
A kind of converse to Proposition 2.2 is obtained by noticing that a 
unitary map W: LB(p) -+ H defines a c.a.o.s. measure 5 with control 
measure p by putting &A) = WxA for any A E /3. 
DEFINITION 2.3. Given a c.a.o.s. measure ,$ with control measure CL, 
and having U defined as in the proof of Proposition 2.3, we define the 
integral of any f E L”(p) with respect to t by 
s $4 SFJ) = w (2.4) 
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It is well-known that given a function f ala, there exist complex 
numbers a, , a2 ,... and sets A, , A, ,... in /3, generally not disjoint, 
such that 
where the sum converges in L$). Taking s, = CE==, LI~x~*, we see 
immediately that 
Uf = lim Us,,, ,WTCC 
In other words, for a function f given by (2.5) we have 
Equation (2.7) shows that our definition of integral with respect to 5 
is a natural one. Let us now use this integral and the concept of c.a.o.s. 
measures to define a generalized system of eigenvectors. 
DEFINITION 2.4. Let T: H ---f H be a linear operator. A generalized 
system of eigenvectors for T is a c.a.o.s. measure .$ with a certain control 
measure p defined on a measure space (Q, Zj such that: 
(a) For every h E H there exists h  ^ELQ) such that 
(b) There exists a complex valued measurable function X on 
(Sz, 2:) such that for every h E dam(T), hk ELQ) and 
Th = jn h(w) 6(w) &iw). (2.9) 
The function ^h is called the Fourier coefficient function of the vector h 
with respect to 5 and h is called the eigenvalue function of T with respect 
to i$. 
Suppose T is a bounded self-adjoint operator. Then the spectral 
theorem says that there exists a measure space (0, 27, y), a unitary map 
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U: L”(p) + H and a function X gL2(p) such that T = U M,U-l where M, 
is the operator of multiplication by X on LB(p). If we now define &A) = 
Ux, whenever A E 2 and p(A) < cxz, 5 becomes a c.a.o.s. measure with 
control measure ,u. 5 is actually a generalized system of eigenvectors for T. 
The Fourier coefficient function h of an h E H is U-lh and X is the 
eigenvalue function of T with respect to 5. Indeed, it is easy to see that 
Th = UM,,U-‘h = UXi =y [ A(w) i&o) [(dw). 
‘R 
(2.10) 
Hence, the spectral theorem for bounded self-adjoint operators can be 
stated as follows. 
THEOREM. Let T: H -+ H be a linear bounded self-adjoint operator. 
Then there exists a generalized system of eigenvectovs f for T with control 
measure p such that the eigenvalue function X of T with respect to E is an 
element of L2(~) and has real values. 
This example should make clear how the concept of a generalized 
system of eigenvectors may be used in spectral theory in situations differ- 
ent from the case of a bounded self-adjoint operator. 
To illustrate how a c.a.o.s. measure generalizes the concept of an 
orthogonal system of eigenvectors, it is convenient to look at the case 
of an operator T, which is self-adjoint and compact on a separable 
Hilbert space H. In this case, the spectral theorem says that there 
exists a complete orthonormal set e, , e2 ,... in H and real numbers 
4 > x2 ,... (some of which may be zero) such that for every h E H: 
Th = f X,(h, en\ e,. 
71=1 
(2.11) 
If we define (Sz, L’, CL) to be the counting measure space on the positive 
integ_ers; [(A) = C ned e, for every finite subset L3 of the positive integers; 
and h(n) = (h, e,) for n = 1, 2 ,..., then (2.11) can be written exactly 
as (2.9) by taking X(n) to be just the eigenvalue A,, . This proves that the 
concept of a generalized system of eigenvectors is in fact a generalization 
of the concept of an orthogonal system of eigenvectors. 
The fact that in the case-of a completely continuous operator the 
Fourier coefficient function h(n) can be obtained by h(n) .= (h, e,,J = 
(k, t({n))) suggests the following result, which appears in [lo] (in a 
somewhat different form) under the name of projection theorem. 
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PROPOSITION 2.5. Let t be a c.a.o.s. measure with control measure p 
gejined on the measure space (Q, 2). Let h E H(t), i.e., there exists a function 
h EL+) such that 
h = j-n b) &w). (2.12) 
Then for every set A E fl, the &ring of sets withJinite measure, 
(2.13) 
i.e., k is the Radon-Nikodym derivative of the set function /h, ((A)), 
dejined fey A E j3, with respect to the control measure p. 
Proof. Observe that [(A) = SD xd(w) ((dw). Using the fact that 
integration with respect to e is a unitary operator from Lo onto H(e), 
we obtain 
as was to be proven. 
In particular, when we are dealing with generalized systems of eigen; 
vectors, Proposition 2.5 tells us that the Fourier coefficient function h 
of a vector h with respect to .$ is the Radon-Nikodym derivative of 
(h, [(A)) with respect to the control measure p of [. 
3. A REPRESENTATION THEOREM FOR 
HILBERT SPACE VALUED MEASURES 
The purpose of this section is to prove that a wide class of Hilbert 
space valued measures can be represented as projections of c.a.o.s. 
measures with values in a larger Hilbert space. This result is central to 
the rest of the paper. As we will show later, some results on prediction 
theory can be derived from it, as well as some useful representations for 
H.s.v.g. functions. Let us now state and prove our main theorem. 
THEOREM 3.1. Let (Sz, ,Z’) be a measure space and 7: 2 -+ H a countably 
additive H-valued set function, i.e., an H-valued measure. Suppose there 
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exists a countably additive complex valued measure v on Z >; 2 such that 
(77(A), rl(B)I> = v(A x B) f or every A, B E 2’. Then there exists a Hilbert 
space H’ containing H as a subspace, and a c.a.o.s. measure f: Z + H’ 
such that for every A E Z, q(A) = P&A) w h ere P denotes the orthogonal 
projection from H’ onto H. The control measure of f can be taken to be 
V(A) == I v ;(A :’ Sz). 
Proof Let v / be the total variation of v. v j is a bounded positive 
measure on Z ,< Z. For every d E 2, define p(d) = / v I(0 s Q). It is 
easy to see that p.(d) = / v /(sZ x 0) also. TV is clearly a bounded positive 
measure on 2:. Let A denote the Boolean algebra of subsets of Q x 0, 
which are finite unions of disjoint rectangles A x B with A, B E 2. 
We know that Z ;K Z is the u-algebra generated by A. Let A E A have 
the form A = uy=, Ai x Bi with Ai x Bi n Aj Y Bj = CI when i + j, 
with Sj , Bi E 2 for i = I ,..., ?I. Define 
ln’(A) == f p(Ai n B,). (3.1) 
r=~l 
v’ is well-defined and is finitely additive on A. Let us show that it is also 
countably additive on A. Let A E A be the countable union of disjoint 
Ai E A with i = 1, 2,... . If ,4 :< B is one of the disjoint rectangles that 
form A, let Aj x Bj be an enumeration of those rectangles that are 
components of some Ai and are contained in A x B. Then A x B = 
(Jj”_, Aj I.< Bj and the rectangles Aj x Bj are disjoint. But in this 
case A n B = (Jy=, A, n Bj and the intersections -4, n Bj are disjoint. 
Hence 
~‘(nl :.: B) = p(A n B) 
-: f p(Aj n B,) = f v’(A~ .4 Bj). (3.2) 
,= 1 1=1 
But (3.2) is vaiid for each one of the rectangles that are components of A, 
and by the definition of VI, if we sum the left-hand side in (3.2) for each 
one of these components we obtain v’(A), while on the right-hand side, 
after rearranging terms, we get all the v’(Ai), hence proving that 
v’(Ll) = i v’&). (3.3) 
i=l 
Therefore, by Caratheodory’s extension theorem, v’ has a unique 
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extension (which we denote again by v’) to 2 x L’. For any set A E Z 
we have 
v’(A >: A) = p(A) = v 1 (-4 >i Q) ;z v / (A ;’ A) > v(A x A) (3.4) 
so that if we define v” = V’ - V, then v”(A x A) 3 0. Now let S(Z) 
denote the linear space of complex valued simple functions of the form 
(3.5) 
with A, E 2. For s, t E S(2) define 
(s, t>” = I,, 
-- 
s(x) t(y) vn@Y, ny). (3.6) 
It is clear that (s, t)” is linear in s and antilinear in t. From the definition 
of v” it follows that 
t’s t’,” = ,, / 1 s @ i dv’ - c2XR J 
1 
s 13) f dv (3.7) 
RYR 
where s @ ?(x, y) = s(x)t( y). H ence, if we assume t E S(Z) has the form 
t = ZL LxB,, , B,,, E Z we get 
<s, t)” = 2 2 anb+(A, n B,,,) - fj E anb,nv(An x B,J. (3.8) 
n=1 m=l n=1 ni=1 
It is obvious from (3.8) that /s, t)” = (t, s}“. Taking t = s and assuming 
the A, are disjoint and their union is Q, we have 
(s, s)” 2 2 / a, I2 p(&) - 4 f  f  (1 a, 1’ t 1 a,,, i”) 1 v  I (A, x A,,) 
n=l n=l ?,a=1 
= 2 I a, I2 p&4,) - + $j 1 a, j2 I v  1 (A, x Q) 
n=1 n=l 
-~~~~~a~~2~1-,(nxrl,) (3.9) 
and this last term of the inequality clearly vanishes because of the 
symmetry of 1 v I. Thus, we have proven that < , )” is a non-negative 
sesquilinear form on S(Z). If we call N the subspace of S(Z) consisting of 
those simple functions s such that (s, s)” = 0, it follows that the quotient 
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space S(Z)/lv is a pre-Hilbert space with ‘,< , j” as its inner product. Let 
H” be the completion of S(Z)/iV. Th en H” is a Hilbert space with inner 
product \ , >“. There is a natural injection s + s” from S(E) into H”. 
Now define q”: A’ + H” as follows 
(3.10) 
for every A E Z, where f.d is the image of x,, under the natural injection 
mentioned above. H” is clearly countably additive and 
.,:7)“(A), $‘(B) 1 vy4 $ B) (3.11) 
for every pair A, B E .Z. Let H’ = H @ H” be the direct sum of H and 
H” and denote by i: , >’ the inner product in H’. Define 5: ,Z ---f H’ by 
((A) := 7)(A) @ y(A) (3.12) 
for each ,4 E Z. Then Z has the following property 
,:&g, t(B)::’ = (q(A), q(B)) f <q”(A), q”(B)) 
= ,(A :i B) + /‘(A i B) 2: I)'(-4 ?< B) = /L(il fl B). (3.13) 
But then, according to (i)’ of Definition 2.1, it follows that E is a c.a.o.s. 
measure on Z with values in Z” and with control measure p. The fact 
that 7 = P 0 5 follows from the definition of e given in (3.12) (here of 
course P: H’ A H is the orthogonal projection). This completes the 
proof of the theorem. 
At the end of Section 4 WC will prove that the condition in Theorem 3.1 
about the existence of the measure v is not a necessary condition for the 
conclusion of the theorem. 
4. GENERALIZED FUNCTIONS ON TORI 
In this section we present what ought to be (in the author’s opinion) 
the well-known facts about generalized functions on Tori and Fourier 
series. Our presentation is a direct development of the ideas given on 
the subject by Schwartz [14] and Dudley [5]. Most of the proofs in this 
section will not be supplied but they are all straightforward. 
Let us denote by Ta the d-dimensional torus that we identify with the 
Cartesian product of d copies of the unit interval with its ends joined. 
C( Td) will denote the space of complex valued continuous functions f 
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defined on the Cartesian product of d copies of [0, 11, such that 
f(xl ,..., xk-l , 0, x~+~ ,..., xc7) = f(xl ,..., q-1 , 1, xk+l ,..., xd) for any K 
between 1 and d and for any (x1 ,..., XJ E Td. For every p E Nd, the 
Cartesian product of d copies of the set of natural numbers N, if p = 
(P 1 ,...,pd), we define Ip I = pl t-p2 + ‘.* +p, and 
(4.1) 
Now we define the space of test functions on T” as 
9(Td) = {f~ C(Td) : i;‘lf~ C(Td) for every p E Nd}; (4.2) 
equipped with the topology of uniform convergence of all the derivatives, 
i.e., the topology defined by the seminorms 
(4.3) 
with p E Nd. It is not difficult to see that G( Td) is a FrechCt space. It also 
follows immediately that for any linear partial differential operator with 
constant coefficients 
P(8) = c up, (4.4) 
where the sum is taken over a finite set of ps, the linear map P(8): 
B( Td) + 9( Td) is continuous. 
For any n E Zd, the Cartesian product of d copies of the integers, we 
define the exponential function 
x+1 ,..., xd) = exp{277i(nr.Y1 + ... + nlP~d)j (4.5) 
where n = (?zl ,..., nd). If we apply the linear partial differential operator 
(4.4) to the exponential function (4.3, we obtain 
P(S) x” = c (27rin)P up/p = P(27rin) x7‘ (4.6) 
where np is an abbreviation of n$zpz *** nzd. Eq. (4.6) shows that P(3) 
cannot be a bounded operator in any normed space of functions con- 
taining the exponentials (4.5) unless it is a constant. However, we have 
seen that P(a) is continuous in 9( Td). 
Now let us define the space of distributions or generalized functions 
on Td as the space B’(Td) of continuous complex valued linear func- 
tionals on B( Td). T wo topologies will be given to 9’( Td): (1) The weak 
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topology, which is the topology of pointwise convergence, i.e., the one 
defined through the seminorms u + j Al, f~ B(P); and (2) the 
strong topology or topology of uniform convergence on bounded sets, 
i.e., the one given by the seminorms 
u ---f sup u(f) 
fEB 
(4.7) 
with B C C?( Td) and bounded. Wre will use indistinctly the symbols U( f ) 
and (f, U) to denote the value of the functional u when applied to the 
function f; and we will not distinguish between a complex integrable 
function g on Td and the generalized function 
(4.8) 
Now we extend the domain of definition of the operator (4.4) to include 
all the generalized functions. To do this we define P(F)u = u 0 P(-8) 
for any u E Q’( Td), where 
q-q =-: c (-1) 1’1 a,$‘. (4.9) 
With this definition P(8) becomes a linear partial differential operator on 
Q’( T”), continuous in both topologies. Integration by parts shows that 
for sufficiently smooth f and g, (P(6)f, g) = (f, P( -2)~) when both 
operators are taken in the usual sense. 
Now we will study Fourier series of generalized functions. Given 
f E 9( T”) we define 
(4.10) 
for every n E Z d. With the usual arguments one can easily prove that for 
every f ~g(Td), 
f = 1 j(n) x” (4.11) 
llEZd 
where the sum converges in the topology of LS( Td). Furthermore, the 
transformation f + p is an inject’ ive linear map from L?S( Td) onto Y( Zd), 
the space of those complex functions on Zd with the property that given 
any polynomial Q in d variables, the product f. Q is a bounded function 
on Zd. 
f-507/1913-9 
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Now one defines for every u E W( T”), &(rz) = u(x-“) and it follows 
immediately that 
21 = c 22(n) ,y-” (4.12) 
UEZ” 
where the sum converges in the weak topology of W( T”). Using Ascoli’s 
theorem repeatedly, it can be proven that g(Td) is a Monte1 space, and 
hence, since the strong dual of a Monte1 space is also Montel, we have 
that P( T”) is a Monte1 space when equipped with the strong topology 
(see [S, Sect. 3.91). N ow, since in a Monte1 space the topology induced 
on bounded sets coincides with the weak topology, it follows that the 
series in (4.12) is strongly convergent. Therefore, we conclude that the 
Fourier series of a generalized function on T” converges strongly to it. 
For every u E Y( Td), zi E ,Y’( Zd), the space of complex valued functions 
on Zd which are bounded by some polynomial. The map u + zi from 
.W( Td) into Y’( Zd) is injective and, using the fact that a weakly Cauchy 
sequence in the dual of a FrechCt space is convergent (see [13, Theorem 
2.8]), we see that the map is surjective. 
Let us now describe in detail some aspects of these Fourier transforma- 
tions. For any 4 = (qi ,..., qn) E Zd, let 
For each p E Zd we define the Hilbert space H,(Td) with inner product 
(4.14) 
consisting of those functions f EL~( T”) for which @f gL2( T”). It is not 
difficult to prove that 9(Td) is the intersection of all the spaces H,(Td) 
and the topology of g( Td) is the weakest locally convex topology which 
makes all the inclusions 3(Td) + HP( Td) continuous. It follows also 
that H,( Td) is nothing but the space of generalized functions of the form 
2 anp with C j a,L I”(1 + $)” < n3 where (1 + ti”)” = (1 + ni2)g1 *** 
(1 + %72)‘1d. 
To complete our family of Hilbert spaces, for any m in Zd we define 
H,,,(Td) to be the Hilbert space of distributions of the form C anxn with 
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and with inner product 
(4.16) 
It is easily seen that a( 7’“) == n,,Laz,z H,,,( T”) and G2’( I’“) = U,,LEZc,H,,I( T”). 
Furthermore, for every m E Z”, the Fourier transformation ZL + & 
restricted to H,( T”) is a unitary transformation onto Zg(Zd), the Hilbert 
space of complex valued functions 5 on Z” such that 
c , [(n) 2 (1 - ny < m (4.17) 
,,tZ” 
with inner product 
(6, 77)1;, = ,(&. E@) ?@I (1 i 4”‘. (4.18) 
It also follows immediately that for any p E NC7 and m in Z” the trans- 
formation 
(1 + &j” : H,,+,,,( 7’“) - t-Ml”? (4.19) 
is unitary. Indeed, iff, g E H,,+,,, , then 
(4.20) 
Now, since whenever m < k (i.e., m, < k, ,..., md < k,,) then H,(P) C 
HIIL( T”), and since H~,,...,,J( T”) = L2( T”), it follows that given u E g’(P) 
there exists p E H-,( Td) such that u E H-&P)), and hence, there is an 
~EL~( Td) such that 
that is, 
(4.22) 
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These formulas give not only a characterization of the elements of 
a’(P), but also of those of H_,(Td). We state this result as a theorem 
for later reference. 
THEOREM 4.1. Let u be a generakedfunction on T”. Then there exists 
a q E Z” and a function f E L2( Td) such that (4.21) and (4.22) hold. 
In the case d = 1, it is just a matter of some calculation to verify that 
for every f E L2( Td), 
Thus, by combining (4.23) applied to different variables it is possible 
to give the explicit form of the operators (1 & 8/27r)nb for any m E Zd. 
With this notation it can be seen that Eq. (4.19) holds even with $J 
in Zd. ,41so it can be seen that the dual space of H,JTd) is precisely 
H-&‘Y 
Let us summarize our results in the previous discussion. Let G denote 
continuous inclusion of topological vector spaces. Then the following 
diagram is commutative: 
9( Td) G H,( Td) C H,+p( T”) G a’( Td) 
\ 1 1 l 
9yZ”) G 1;, (Z”) c; 17;l+T)(Zd) G .‘f’(Z”) 
where the vertical double arrows indicate isomorphism given by the 
Fourier transformation; also m E Zd and p E Nd are arbitrary. The 
subspaces H,,( Td) with m E Zd form a lattice under the partial order G 
with 5S( Td) being the infimun and a’( Td) the supremum of all the 
H,( Td) (here we assume Q’( Td) is equipped with the strong topology, 
which can be proven equal to the finest locally convex topology that 
makes the inclusions HP, G 9’ continuous). The dual space of H,,(Td) 
coincides with H-,,( Td) and all the maps (4.19) with p E Zd are unitary 
transformations. 
To conclude this section we wish to take advantage of the notation 
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developed and prove that in Theorem 3.1 the existence of the measure v 
is only sufficient but not necessary for the conclusion of the theorem. 
Let [e,l};Z-, be an orthonormal set in H. Let U: L2( T) + H be defined 
by U+ = C,m_-m &4 en , for every 4 E L2( T). Now define V: L”(T) 4 H 
by V+ = CzX, J(n) e, for q5 EL?(T). U . is a unitary transformation onto 
the subspace of H generated by the e,, . Hence, there exists a c.a.o.s. 
measure ,$ on the Bore1 a-algebra B of T with control measure m, the 
normalized Haar measure on T, such that for every 4 E La( T), 
w = f b(t) ant). (4.24) 
‘T 
If wc define q(A) = Vxd for every A E B, it is clear that 17 = P o f, 
where P denotes the orthogonal projection onto the subspace generated 
by ei , e2 ,... . Now suppose there exists a Bore1 measure v on T2 such that 
for every pair A, B E B: 
,:7&-q, ?@?):\ = I@ .’ B). (4.25) 
This would imply that for every pair 4, Q/J E L2( T), 
and in particular, since Vxl< = e,,. if k > 0 and zero if k < 0, 
(yp’, V,y”> = qm, 72) = 0, (4.27) 
unless n = -nz > 0. This means that the Fourier coefficients of v 
vanish except on a ray and hence Bochner’s generalization of the Riesz 
theorem (see [7]) implies that v is absolutely continuous. But this is 
impossible because the Fourier coefficients of 1, on the ray iz = -m > 0 
are all 1 and thus do not tend to zero at infinity as they should being v 
absolutely continuous. Therefore no such v exists, as we wanted to prove. 
5. A REPRESENTATION THEOREM FOR H.s.v.g. FUNCTIONS ON TORI 
An H-valued generalized function on T” is a continuous map A: 
Q(T”) ---t H. The purpose of this section is to give a characterization of 
H.s.v.g. functions on Td. At the end of the section we give some applica- 
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tions to the prediction theory of nonstationary sequences in Hilbert 
space. 
The characterization of the structure of H.s.v.g. functions on tori 
mentioned above is contained in the following theorem. 
THEOREM 5.1. Let A: 9( T”) + H be a continuous linear map, i.e., A is 
an H.s.v.g. function on T cE. Then there is a Hilbert space H’ containing H as 
a subspace, a c.a,o.s. measure 5 on Td with values in H’ and a q E N”, 
such that 
(5.1) 
for every 4 E 23(T”), w h eye P: H’ + H is the orthogonal projection. 
Proof. Consider the bilinear functional B(+, I/J) = (A#, Ad;. It is 
clear that B is continuous in each variable and therefore (see [8, Theorem 
4.7.1]), B is continuous on Q( Td) x 9(Td). It follows that there is a 
q E Nd and a constant iV2 such that 
for any pair 4, II/ Ed, where (1 $J 11: = (4, +), . Therefore, for every 
m, n E Zd we have 
: B(fl, ,y")i < M(1 + rn2)gi2 (1 + TP)~/~. (5.3) 
Thus, the sum 
?A~ B(X- 
l’L> x-9 x”‘c4 X”(Y) (5.4) 
defines a generalized function C E 9’(Tzd), such that 
(here + @ $(x, y) = 4(x) fi)). Using Theorem 4.1, we find that there 
is a q E Zd and an f E L2( T”I Y Td) such that 
(5.6) 
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where p = (9, q) E N”“. Now define r = A o (1 - 8/27~)-9. Then it is 
clear that 
for 4, # E 9( Td). It f o 11 ows from (5.2) and from the definition of r that 
it can be continuously extended to L2( Ta) since I’ can be continuously 
extended to H.J Td) and [ 1 - (8/2~)]-q: L2( Td) -+ H-J Td) is continuous. 
We will denote this extension again by F. Define ?,?(A) = TX,., for any 
A E B, the Bore1 a-algebra on T d. Then for any pair A, B E B we have 
<d-% rl(B)‘, = [ x.4 @ xBf dtn = v(,4 s B) (5.8) 
‘T 
if v is defined to be the measure 
(5.9) 
for every A E B x B (here m denotes the normalized Haar measure on Td). 
Therefore, by Theorem 3.1 we can assert that there exists a c.a.o.s. 
measure E on Td with values in some Hilbert space H’ containing H 
as a subspace, such that if P denotes the orthogonal projection onto H, 
7(A) = Pf(A) for every A E B, i.e., rx, = PQA). But from this it 
follows immediately that for every + E L3( T”) 
(5.10) 
Sinde A = r 0 [I - (a/27r)]q, Eq. (5.10) completes the proof of the 
theorem. 
The existence of the distribution C used in the proof of Theorem 5.1 
can be obtained from the theorem of kernels of Schwartz (see, for 
example, [6]); h owever, its explicit construction in the context of the 
proof was not difficult. 
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Now we will make use of Theorem 5.1 to give a partial solution to the 
problem of characterizing deterministic Hilbert sequences. A sequence 
{x~,>:=-~ of elements of H is called deterministic if for every II, x,+r 
belongs to the subspace generated by x,, , x,,-i , x7,-s ,... _ If the Hilbert 
sequence is stationary, i.e., if (x,, , x,+,,) is independent of m, then it is 
well known (see [4]) that there is a c.a.o.s. measure f on T with values in 
H such that 
. 
s, = 
J x’l &c, 
?I E z, (5.1 I) 
T 
and if p is the control measure oft, then 
<%+x: , c’ 
A necessary and sufficient 
to be deterministic is that 
I ‘0 
= j x"dcL for n, k E Z. (5.12) 
T 
condition for the stationary sequence {xn} 
log G’(s) ds = --cc (5.13) 
where G(s) = p([O, s)) for every s E (0, l] (see [4]). Now we state and 
prove a generalization of this result that is a slight improvement on a 
result proved first by Cramer [2] and which was given alternative proofs 
by Dudley [5] and Abreu [l]. 
THEOREM 5.2. Let (x&=-~ be a nonstationary sequence in H. Suppose 
there exists a constant M < 0 and an integer k such that Ij x, 11 < &I( 1 + nz)l, 
for every n. Then there exists a Hilbert space H’ containing H as a subspace 
and a stationary sequence { yn}zE-m in H’ such that 
x, = (1 - i?Z)ki+l Pyn (5.14) 
where P is the orthogonal projection onto H. Furthermore, if ,u is the spectral 
measure of { y,], i.e., p is a Bore1 measure on T and p( -n) = ( Y~,+~ , y,,,) 
then a sufficient condition for {xn} to be deterministic is (5.13). 
Proof. Let (1: 9(T) --f H be defined by A+ = C J(n) x, . Then /I is 
clearly linear and 
II Alj I/ < M c 1 &)I (1 + ?zZ)Js 
-CM c i +J (c / &n)i” (1 + .a)a+r)? (5.15) 
H-VALUED FUNCTIONS AND MEASURES 401 
This shows that A is continuous on Q(T) and can be continuously 
extended to Hk+i(T). N ow, from Theorem 5.1 it follows that there is a 
c.a.o.s. measure t on T with values in some Hilbert space H’ containing 
H as a subspace such that 
for every C$ E Q( T) (h ere P is as usual the orthogonal projection onto H). 
Therefore, from the definition of A and from (5.16) it follows that 
If we define yn = ST xl2 dc then ( y,,> is clearly a stationary sequence 
in H’ and (5.14) holds. It is easy to prove that the projection of a deter- 
ministic sequence is necessarily deterministic and since (5.13) is a 
necessary and sufficient condition for ( y,J to be deterministic, (5.13) is 
a sufficient condition for [x,J to be deterministic. This completes the 
proof. 
It is not hard to see now that any Hilbert sequence can be expressed 
as a dilation of a projection of some stationary sequence. 
6. TEMPERED GENERALIZED FUNCTIONS ON EUCLIDEAN SPACE 
In this section we present some basic facts about tempered generalized 
functions that will be used later to give a characterization of H.s.v.g. 
functions in terms of c.a.o.s. measures. Although tempered generalized 
functions are already standard material in textbooks on functional 
analysis (see, for example, (8) or [13]), the special construction presented 
here has some new features which will be useful later. 




&I’1 . . . ?.yP,d 
1 a 
to deal with partial derivatives in Rd. Let Y(Rd) be the space of infinitely 
differentiable complex valued functionsf on Rd such that the seminorms 
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or equivalently 
f - sup{1 P(X) P’(x)~ : s E Rd; (6.3) 
are all finite for every multi-index p E Rd and every polynomial P on Rd. 
We assume that 9(Rd) is topologized by the seminorms (6.2) or equival- 
ently (6.3). The well-known properties of the space 9’( Rd) (see [6, 8, 131) 
will be used freely throughout the rest of the paper. Y”(Rd) will denote 
the dual space of Y( Rd) and we assume it is equipped with the weak 
topology unless otherwise specified. 
Let us define four operators S, T, S,, T, on Y’(R): 
Sf(x) = (1 + iX) f(X), S.&x) = (1 - i&V) f(X) (6.4) 
(6.5) 
where af(x) =f’(~). All f our operators are extended to Y’(R) by the 
usual procedure: Given u in Y’(R) we define Su = u 0 S, S,u = u 0 S, , 
TU = 110 T, and T,u = u 0 T. With these definitions, it follows that 
we can consider Y(R) as a subspace of Y’(R) if we identify each element 
f of 9(R) with the generalized function 
4 - j-R CC4 f(4 dx (6.6) 
since this identification commutes with all the operators defined above. 
Our operators S, T, S,, T, are all invertible on Y(R) and their inverses 
are given by 
T-y(x) = ecznr J: 27f(s) e”nS ds 
m (6.8) 
(6.9) 
for every f E 9’(R). Th ese inverses can also be extended to Y’(R) by 
s-lu = u 0 s-1, S,lu = u 0 S;l, T-h = u o T;l, T;‘u = u c T-l (6.10) 
for every u E 9”(R). 
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Now let us define the Fourier transformation on Y(R) by 
and, its well-known inverse by 
F--l+(,y) = JR j,(w) e”~i~l’~~~ Q’U = Q(x). (6.12) 
As we know, F is an isomorphism in Y(R) and also in Y’(R) if we define 
it there by FU = u 0 F. 
The following commutation rules can be checked immediately from 
the definition of our operators: 
TS - ST = ii2r; T,S - ST, = --i:fT (6.13) 
TS, - S,T := -i/2x; T,S, -SS,T, = i/2rr (6.14) 
FT = SF; FS x T,F; FT.+ = S,F; FS, = TF (6.15) 
TF-1 = F-IS; SF-1 zzz F-IT, ; T,F-l = F-3, ; S&l zz F-IT. 
(6.16) 
Now we extend the definition of these operators to Y( Rd) and Y’( Rd). 
For every f E Y( Rd) and every p = ( p, ,..., Pi) E Zd we define 
sm1 ,..., xd) = (1 + ixl)D1 ... (1 + iXd)“‘f(.vl ,..., Xd) (6.17) 
Similar definitions will be assumed for S*p and T,?-‘. All these operators 
are linear continuous and invertible on 9( Rd) and also on ,Y’( Rd) if we 
define them there by 9’~ = IL o S’, S,“u = u 0 S,“, T1'u = u 0 T,” and 
T,"u = UOTP. 
The Fourier transformation on 9’(Rd) is defined as usual by 
where w . x: denotes the scalar product on Rd; and its inverse is given by 
F-14(~) =-L Iw,4(x) e2*i I("~ nl; = d;(w). (6.20) 
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It is well-known that the Fourier transformation is an isomorphism of 
Y(Rd). The definition of F in c9”(Rd) is given as usual by FU = u o F, so 
that F is also an isomorphism of Y’(R”). 
The lemmas that follow will be essential in the proof of Theorem 6.4 
which is the main result of this section and the basis of Section 7. 
LEMMA 6.1. The ?zormzs 
de$ned on Y(Rd) f or every pair p, q E Zd, generate the topology of Y( Rd). 
Proof. The norms (6.21) are obviously continuous in Y(Rd), and 
since a = 2n(T - I), and every polynomial is bounded by one of the 
form K(1 f ix)” with K > 0 and p E Z”, it follows that the seminorms 
(6.2) are continuous with respect to the norms (6.21). This proves the 
lemma. 
LEMMA 6.2. For every non-negative integer m there is a positive 
number C, such that 
ilf 1’ m,,., = II WI, < Cm !I S”Tf 112 = Cm llfllm+~l (6.22) 
for every f E Y(R) (11 /I2 denotes the L2-norm). 
Before going into the proof of this lemma it may be worthwhile to note 
that the result does not follow from the obvious inequalities 11 f lj2 < 
II Sf II2 and Ilf II2 < ll?f It2 T b ecause they cannot be combined to give the 
desired result since jl f II2 < /j g lj2 d oes not imply that // Sf II2 < 11 Sg II2 . 
Proof of Lemma 6.2. Let m be a non-negative integer and let f  E Y(R). 
Let g = Tf. Then using (6.8) and the Cauchy-Schwartz inequality we get 
I f  (x)1” = 1 T-l&)!2 = 439~~~~ 
But for x < 0 we have 
s 3: e-4m e4?rs 1 --so (I + 52p+1 ds G 4& + ?E3)JlL+1 (6.24) 





we obtain for x < 0 
Hence from (6.23), (6.24) and (6.26) it follows that 
where B is an upper bound for 
in x >, 0. That the first term in (6.28) is bounded on the region indicated 
is obvious and the boundedness of the second term follows from 
L’Hospital’s rule. Now multiply (6.27) by (1 + x2)-i and integrate to 
obtain 
from which (6.22) f 11 o ows immediately by choosing C,,, = (TB,,,)~/~. 
This completes the proof. 
Now we can prove that the seminorms given by (6.21) are saturated. 
First take p, q E Z” with non-negative coordinates. Then using the 
previous lemma repeatedly we arrive at 
for some positive constant C,,,, and every f E 9’( Rd). If Y E Za is taken 
arbitrarily, (6.30) may be written also as 
for any f E Y’(Rd) andp, q E Nd. The inequality (6.31) will be used in the 
proof of the following lemma. 
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LEMMA 6.3. Given s1 ,..., s,, , r1 ,,,,, r, E Za there exist p and q in N 
and C > 0 such that for, every f E Y( Rd) 
for i = I,..,, n, wherep = (p,..., P), s = (q,..., q) E N”. 
Proof. Take q in N large enough that it is greater than or equal to all 
the coordinates of every one of the yi . Then define q = (q,..., q) E Nd and 
qi = q - ri E Nd for i = l,..., n. Now take p E N large enough so that p 
is greater than or equal to all the coordinates of the pi and also 
ji - qi - si E Nd for i = I,..., n if jY is defined to be (p,...,p) E Nd. 
Definep, = 3 - qi for i = l,..., n. Then using (6.31) we see immediately 
that for any f in Y(Rd): 
=: C,i,,l II 9Tffl e < C ~if’ll~,8 (6.33) 
if C is taken to be the maximum of the Cz,,,q, , i = l,..., n. This completes 
the proof of the lemma. 
In analogy to what we did in Section 4, let us define here a family of 
Hilbert spaces H,,,( Rd) as the completions of Y’( R”) with respect to the 
inner products 
Then, since llf lIp,q = Cf,.f>,,, for every f E Y(Rd), it follows from 
Lemmas 6.1 and 6.3 that Y(Rd) is the intersection of all the Hilbert 
spaces H,,,( Rd), both, set theoretically and topologically. In other words, 
if C denotes the partial order of continuous inclusion of locally convex 
topological vector spaces, then Y( Rd) is the infimum of the H,,,( Rd) with 
p, q E Zd. Also Y’(Rd) becomes the set theoretic supremum of the dual 
spaces HL,,( Rd), i.e., given u E Y’(Rd) there exists a norm /I IlpVrl with 
respect to which u is continuous so that u can be continuously extended 
to H,,,(Rd), i.e., u belongs to Hb,,(R”). 
THEOREM 6.4. Let u E Y’( R”). Then there exist p, q E N and a function 
g E H,,,(Rd) (here p = ( p,..., p) E Nd) such that for every # E 9’(Rd) 
u($) = (4, ,g’,jj.a . (6.35) 
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Also there exists f  E L2(Rd) such that 
Proof. From Lemmas 6.1 and 6.3 it follows that there exist p, q E N 
such that u is continuous with respect to I/ [/d,r7 and hence u E Hg,,(Rd). 
Thus, (6.35) is a consequence of the Riesz representation theorem in _ _ 
Hilbert space. Finally, (6.36) follows from (6.35) by letting f  = S,aTqz. 
7. A REPRESENTATION THEOREM FOR 
TEMPERED H.s.v.g. FUXCTIONS 
,4 tempered H.s.v.g. function is a continuous linear map il: 9( R”) + H. 
In this section we characterize tempered H.s.v.g. functions in terms of 
c.a.o.s. measures and we give a simple application to the prediction 
theory of nonstationary generalized stochastic processes. 
THEOREM 7.1. Let A: Y(Rd) 4 H be a tempered H.s.v.g. function. 
Then there exist non-negative integers p and q, a Hilbert space H’ containing 
H as a subspace, and a c.a.0.s. measure 5 on R” with values in H’ such that 
for every q5 E Y( R”) 
(7.1) 
where Q: H’ -+ H is the orthogonal projection and p = (p,..., p), 4 = 
(q,..., q) E Nd. 
Proof. Define B(d, 4) = ,‘A+, /I$> for every pair $,4 E Y(Rd). 
B is then a bilinear functional on Y( Rd) x .4P(Rd) which is separately 
continuous. It follows from the theorem of kernels of Schwartz (see 
Gelfand and Vilenkin [6]) that there exists a tempered generalized 
function C E 9’( R2”) such that B($, #) = C(+ @ #) for every 4, 
4 E P(Rd), where @ denotes tensor product, i.e., 4 @ # (x, y) = 
4(x) Z+%(Y). From Theorem 6.4, it follows that there exist non-negative 
integers p’ and q and a function f  E L2( R2d) such that 
I-J = (1 - ?J (1 + j,)w,a’,f (7.2) 
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where 4 = (y ,..., q),p’ = (p’,..., p’) E Nd and hence (9, q), (p’,p’) E N2”. 
Now let p = p’ + 1, p = (p,..., p) E Nd and F(x) = (1 + &-y(x) 
where -i = (--I,..., -1) E Zd. Then we have 
(7.3) 
and F E L’( R2”) since by the Cauchy-Schwartz inequality 
jRZd IF(x)1 dx < /j :f(x)l” dxy [j I(1 + ix-’ 12 dxlli” < co. (7.4) 
R2d R*d 
Now define r = A o T-g o S-j. Then 
(Q, l?,b;, = (AT-<S-+5, /lT-iS-&);, 
= C(T-*S-j+ @ T-#S-e+) 
= C(T-#S-i++ @ T-aS,f’$). 
But since from (7.3) we know that C = T!j,Q)S(“*“)F, we obtain 
(7.5) 
F(x, y) dx dy. (7.6) 
Now, defining G(x, JJ) = (1 f &)“( 1 - iy)-'F(x, y), we have 
(0, r#> = j j 4(x) NY) G(x>Y) dx dr 
Rd R” 
(7.7) 
with G E L1( R3”). Now let us define for every Bore1 set A of R2d: 
v(d) = jA G(x) dx (7.8) 
and for every Bore1 set A of Rd, &I) = ] v l(A x Rd). Then one easily 
checks that for every + E Y(P) 
where the last inequality follows as in (3.7). We know that Y(Rd) is 
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uniformly dense in the space C,(R”) f o continuous functions that vanish 
at infinity and also C,,(Rd) is dense in L2(p). Thus (7.9) shows that r 
has a unique continuous extension to I,+). Denote this extension again 
by r. Define for every Bore1 set A of Rd: 
d-4 == qx/d (7.10) 
Then 71 is obviously a countably additive H-valued measure on the Bore1 
sets of R” and for every pair A, B of such sets 
Thus, we can apply Theorem 3.1 to obtain a c.a.o.s. measure t on the 
Bore1 sets of Rd, with control measure p and with values in a Hilbert 
space H’ containing H as a subspace, such that 
(7.12) 
for every Bore1 set A of Ra, where Q: H’ + H denotes the orthogonal 
projection. Therefore, for every 4 EL+) 
I-4 2-7 Q j;,, c$(~x) &is) (7.13) 
and since 11 : r o S” o T” we have that for every + E .Y( R”) : 
This completes the proof of Theorem 7.1. 
Let us apply these results to study some problems in the prediction 
theory of nonstationary generalized stochastic processes. First we make 
some definitions. Y will denote Y(R) and Yt will denote the closed 
subspace of Y consisting of those functions which vanish to the right 
of t, i.e., 9, = (4 E Y: $(s) = 0 whenever s > t). A generalized 
stochastic process for us will be nothing but a H.s.v.g. function X: 
Y + H. The generalized stochastic process X is called deterministic 
if the closed linear subspace H, generated by -Y(YJ is independent of t. 
The characterization of deterministic generalized stochastic processes 
is an open problem that has only been solved for special cases, namely, 
for the stationary generalized stochastic processes (see [I 11). ,4 sufficient 
condition for the so-called harmonizable generalized stochastic processes 
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to be deterministic was given in [3]. T o relate our work to these results, 
let us state and prove a representation theorem for generalized stochastic 
processes which will be particularly useful. 
COROLLARY 7.3. Let X: Y -+ H be a generalized stochastic process. 
Then there exist p, q E N, a larger Hilbert space H’ and a c.a.o.s. measure e 
with values in H’ and with$nite control measure p on R, such that 
Xc) = Q j (1 + ico)n (1 + $)” &J) &h-o) 
R 
(7.15) 
for every 4 E 9 where Q: H’ + H denotes the orthogonal projection. 
Proof. Let fl = X o F-l and apply Theorem 7.1 to obtain p, q, 
and 5. Then expressing X as /l 0 F we obtain (7.15). This completes 
the proof. 
Ito [9] proved that X is stationary if and only if it has a representation 
for some c.a.0.s. measure 5, which has a certain control measure CL. By 
definition X is said to be stationary iff (X4, XI/J) = (XC$~, X#,) for 
every t in R and 4, $ E ,4”, where #J(S) = +(s - t). An equivalent defini- 
tion is: X is stationary iff 
GWJ, X#> = jR Q$dP (7.17) 
for some positive measure ,u. In this definition, p is nothing but the 
control measure of t in (7.16). 0 d r inary continuous stationary stochastic 
processes were shown in [9] to be precisely those stationary generalized 
processes for which the p in (7.17) is finite. It is well-known (see [4, Sect. 
121) that a necessary and sufficient condition for an ordinary continuous 
stationary process X to be deterministic is 
where g(x) = p((- 03, x)). The generalized stochastic process X is 
called harmonizable if there exists a Bore1 measure v on R2 such that 
(7.19) 
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for every 4, # E Y. From the proof of Theorem 7.1 it follows that if X is 
harmonizable then it has a representation 
where the control measure of 5 is p(d) = j v :(A i: R). Hence the 
Harmonizable process X is a projection of some ordinary continuous 
stationary process R with representation 
xc+ = R Q(w) ((dco). s (7.21) 
Since a projection of a deterministic process is clearly deterministic, it 
follows that a sufficient condition for the harmonizable X of (7.20) to be 
deterministic is (7.18) with the g properly chosen. This result was 
proved by Deo [3] using a different approach. The next theorem is 
an improvement on this result. 
THEOREM 7.3. Let X: 9 + H be a generalized stochastic process that 
has the special representation (7.15) with p = 0, i.e., 
where q E N; E is a c.a.o.s. measure on R with values in a larger Hilbert 
space H’ and with finite control measure p; and Q: H’ -+ H is the orthogonal 
projection. Then a su$icient condition for X to be deterministic is that 
where g(x) = p((- CKI, x)). 
s 
co log g’(x) d.x = -‘n -m 1 + .tz (7.23) 
where g(x) = p(( - 00, x)). 
Proof. From the previous discussion we see that (7.23) is a sufficient 
condition for the process 
(7.24) 
to be deterministic. Thus, it will be sufficient to show that X is deter- 
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ministic if and only if Y is deterministic. But using (6.16) we see that 
X = Y o S,q and since S**(9,) = yt for every t in R, it follows that 
X(9;) = Y(zq f or every t in R. This shows that X is deterministic if 
and only if Y is deterministic. Hence, the proof is complete. 
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