Abstract Previous work has identified that non-linear variables calculated from respiratory data vary between sleep states, and that variables derived from the non-linear analytical tool recurrence quantification analysis (RQA) are accurate infant sleep state discriminators. This study aims to apply these discriminators to automatically classify 30 s epochs of infant sleep as REM, non-REM and wake. Polysomnograms were obtained from 25 healthy infants at 2 weeks, 3, 6 and 12 months of age, and manually sleep staged as wake, REM and non-REM. Inter-breath interval data were extracted from the respiratory inductive plethysmograph, and RQA applied to calculate radius, determinism and laminarity. Time-series statistic and spectral analysis variables were also calculated. A nested crossvalidation method was used to identify the optimal feature subset, and to train and evaluate a linear discriminant analysis-based classifier. The RQA features radius and laminarity and were reliably selected. Mean agreement was 79.7, 84.9, 84.0 and 79.2 % at 2 weeks, 3, 6 and 12 months, and the classifier performed better than a comparison classifier not including RQA variables. The performance of this sleep-staging tool compares favourably with inter-human agreement rates, and improves upon previous systems using only respiratory data. Applications include diagnostic screening and population-based sleep research.
Introduction
Recent clinical studies have highlighted the impact of chronic neonatal lung disease [14] and sleep disordered breathing [25, 37] in infants and children. The prevalence of sleep-related breathing disorders means that the demand for sleep lab services for clinical diagnostic studies, as well as research studies to better understand such disorders, is not being adequately met. Thus, the overarching clinical motivation of this study is to develop investigative tools to facilitate diagnostic screening studies and research into healthy sleep and breathing in infants, outside of a dedicated sleep lab environment. Sleep staging, although labour and resource intensive, is a critical part of the diagnostic process. As such, it is desirable to develop an automated method of determining sleep stage, which ideally requires only a single non-invasive physiological signal. Whilst there are numerous studies investigating automated sleepstaging systems [30] , the vast majority of recent studies have focused on implementing novel classification schemes, rather than identifying novel discriminating features. This study investigates whether incorporating novel features from the non-linear tool recurrence quantification analysis (RQA) using only a single channel of respiratory movement data improves the performance of automated sleep state classification in infants.
The accepted infant sleep-staging criteria is defined by the American Association of Sleep Medicine (AASM) guidelines [15] , having recently replaced the Anders criteria [1] . This involves recording an overnight polysomnogram which is manually inspected, and each 30-s epoch classified by a human expert as wake (W), REM (R), and not REM (N). The AASM states R and N are roughly equivalent to the Anders-defined Active Sleep (AS) and Quiet Sleep (QS), respectively. Visual inspection of respiratory patterns forms part of the infant sleep scoring criteria [1, 15] , and as such it is no surprise that literature describes the use of time-series statistics to quantify infant breathing patterns throughout different sleep states [2, 8] , in particular identifying that respiratory variability is higher in AS than QS. Consequent attempts have been made to identify sleep states on this basis and in combination with spectral analysis variables [17, 18, 34] . Whilst not achieving sufficient accuracy for clinical application, these studies clearly demonstrate that there are features of breathing patterns which differentiate infant sleep states. These encouraging results, combined with the relative noninvasiveness of measuring breathing data using respiratory inductive plethysmography (RIP), make breathing data a suitable candidate for development of a single channel sleep-staging system.
The identification of novel discriminating features is an important step in the development of improved automated sleep scoring systems. Given that human breathing control system is likely to involve non-linear interactions [31, 36] such as the chemoreflex [9] and that non-linear dynamics vary with sleep states in infants [29] , features based on non-linear dynamics are exciting candidates. The non-linear analysis tool RQA has been used to characterise differences in breathing patterns between infant sleep states [39] , and it has been demonstrated that RQA variables can accurately discriminate between periods of AS and QS [40] . Whilst achieving promising results, this prior work has a number of significant practical limitations: classification was based on 75 breath interval periods rather than standard 30 s epochs; scoring was based on the Anders, rather than the AASM guidelines; and no attempt was made to classify wake or to combine RQA features with time-series or spectral analysis features to improve classification.
The specific aims of this paper are to: (1) incorporate RQA variables with conventional time-series statistic and spectral analysis variables to train and evaluate an automated classifier to stage the infant sleep states N, R and W on a 30-s epoch basis; (2) determine whether classifier performance is improved by including RQA variables compared to using time-series statistic and spectral analysis variables alone; (3) evaluate the relative performance of age-specific and age-generalised classifiers. Investigations will be based on full overnight polysomnograms from 25 healthy infants at 2 weeks, 3, 6 and 12 months of age. RQA, time-series statistic and spectral analysis variables will be calculated from RIP data using a moving window method. A nested cross-validation procedure will then be used to identify an optimal feature subset using sequential forward floating search (SFFS), and then train and evaluate the performance of a linear discriminant analysis-based classifier in comparison to human sleep scoring.
Methods

Subjects and data
Full overnight computerised polysomnography (PSG) (Embla N700) was performed as part of a prospective follow-up study on 25 healthy infants (15 males) who were free of clinically apparent viral respiratory tract infections at each of 2 weeks; 3 months ± 2 weeks; 6 months ± 2 weeks, and 12 months ± 2 weeks. Studies typically commenced between 7 and 8 pm, and concluded between 5 and 6 am. Relevant institutional human research ethics committee approval was obtained (reference 952C). Each polysomnogram was sleep staged in 30-s epochs by a trained and experienced sleep technician according to the AASM guidelines as R, W, and N [15] . The PSG signal source of interest in this study is the abdominal channel of RIP, which was chosen over other respiratory monitoring systems because of its suitability for remote studies. In particular, it does not require the use of leads around the head/neck area which can present a strangulation risk; and its relative stability in infant monitoring without need for recalibration [3] . RIP uses an inductive band which fits elastically around the abdomen. Abdominal wall excursions change the band inductance, and modulate a local oscillator which can be electronically measured. These data were sampled at 10 Hz, with 8-bit resolution and was further processed to calculate the inter-breath interval (IBI) series, defined by successive respiratory periods, using a tidal amplitude threshold algorithm [35] .
RQA, time-series statistic, and spectral analysis variables
A number of RQA, time-series statistic, and spectral analysis variables were used as features in this study. Table 1 summarises all features included in this study.
RQA features
The recurrence plot was originally proposed by Eckmann [11] . Webber [44] developed the RQA framework to quantitatively analyse recurrence plots, which was further expanded by Marwan [26] . Recurrence plot analysis is a phase space technique and thus requires data to be embedded in phase space using Takens' [38] time delay embedding theory. Since IBI data are discrete in nature, a time delay of 1 one inter-breath interval may be chosen; i.e. for a period of time-series of IBI data represented by the series I, of length n IBIs (i.e. I k is the kth IBI element in the period):
The phase space may be reconstructed for an embedding dimension D: where N = n -D ? 1. The embedding dimension represents the dimensionality, or number of different independent variables acting on the system. The next step is to generate a distance matrix (DM), also known as the un-thresholded recurrence plot. Each element, DM(i,j) is the distance between the phase space coordinates xðiÞ and xðjÞ. In this study the Euclidean norm was used to define the distance:
A threshold parameter, radius (RAD), is then applied. Elements of DM below this threshold (i.e. neighbouring points which are ''close'' in phase space) are defined as recurrent points, and corresponding elements of the recurrence matrix (RM) are set to 1. All other elements are set to 0:
RMði; jÞ ¼ HðRAD À DMði; jÞÞ ð5Þ
where Hð:Þ is the Heaviside step function. This matrix can be plotted on a grid, where recurrent points are darkened, forming the recurrence plot (RP). The RP can be quantitatively analysed by counting the number of recurrent points, and inspecting for diagonal line structures and vertical line structures to generate line length frequency histograms P diag (l) and P vert (l), respectively [26, 44] , where P(l) is the probability (P) of a line (diagonal or vertical, respectively), on the recurrence plot being equal to length l. Summary measures of these histograms may then be calculated. In this paper, the following RQA variables are utilised:
• Radius (RAD): the radius threshold as defined above • Recurrence (REC): the percentage of points in the matrix which are recurrent:
RMði; jÞ ð 6Þ
• Determinism (DETSM): the percentage of recurrent points which fall upon a diagonal line of length 2 or greater (excluding the central diagonal), calculated from P diag (l) by calculating the total number of points on diagonal lines of length (l) 2 or greater, and dividing by the total number of recurrent points:
• Laminarity (LAM): percentage of recurrent points which fall upon a vertical line of length 2 or greater, calculated from P diag (l) by summing the total number of points on diagonal lines of length (l) 2 or greater, and dividing by the total number of recurrent points: 
Time-series statistics features
The following time-series statistic variables are calculated in this study:
• Average inter-breath interval (IBIAVG):
• Inter-breath interval inter-quartile range (IBIIQR):
where Q 3 is the 75th percentile, and Q 1 is the 25th percentile of the IBI time-series.
• Inter-breath interval coefficient of variation (IBIV):
Spectral analysis features
Power spectrum analysis was applied to the abdomen channel of RIP (not the derived IBI data) using a method similar to that described by Redmond [33] . A tenth-order Butterworth low pass filter with a cut-off at 2 Hz was applied using MATLAB to filter any nonrespiratory-related frequency components. The amplitude of the RIP data were normalised by dividing by the median tidal volume for each 30 s window. The power spectral density was estimated using an averaged periodogram with Welch's method [45] within MATLAB. The logarithm of the power in each of the following bands was calculated: 0.01-0.05 Hz (very low frequency, VLF); 0.05-0.15 Hz (low frequency, LF); 0.15-0.5 (high frequency, HF); 0.5-1 Hz (infant breathing very high frequency, IBVHF); and 1-1.5 Hz (infant breathing ultra high frequency, IBUHF). In addition, the respiratory frequency (RF), defined as the frequency at which the power was maximum, as well as the logarithm of the power at this peak frequency (PF) was calculated. This method varies from that proposed by Redmond in terms of the low pass filter cut-off (2 Hz rather than 0.8 Hz), and the calculation of the power in two additional bands (0.5-1 Hz, and 1-1.5 Hz) to account for the higher respiratory frequency observed in infants relative to adults.
2.3 Application of RQA, time-series statistics and spectral analysis using a sliding window methodology
Whilst sleep states are classified on a 30 s basis, RQA requires adequately long data for analysis. Previous work shows 75 IBIs to be an indicative minimum [40] ; however, this corresponds to a period much greater than 30 s. A sliding window method, whereby data are divided into overlapping windows with a defined window size and offset (delay in the start point of sequential windows), is one approach to overcome this problem. For each overnight PSG, the sliding window method was utilised, with a window size of 360 s and offset of 30 s (i.e. the first window analyses data from 0 to 360 s, the second window 30-390 s, and so on). The number of IBIs falling within each window was calculated and recorded, and windows with less than 75 IBIs were identified, and excluded from further analysis. RQA was applied to IBI data from each window with a time delay of 1 IBI, DIM = 8, and a fixed recurrence REC = 2 % [39] to calculate the RQA variables RAD, DETSM and LAM. In applying RQA using a fixed REC, the RAD satisfying this fixed REC determined iteratively, a recurrence plot generated, and the DETSM and LAM calculated as normal [26] . In addition to the RQA variables, the time-series statistic variables IBIAVG 360 , IBIIQR 360 and IBICV 360 were calculated from the IBI series, and spectral analysis was applied to the RIP data to calculate the variables VLF 360 , LF 360 , HF 360 , IBVHF 360 , IBUHF 360 , PF 360 and RF 360 .
Such long windows are not necessary to calculate timeseries statistic and spectral analysis variables, and earlier work has used 30 s windows for calculating these variables [33] . Furthermore, smaller window sizes may be more sensitive at detecting transition in sleep state, and as such, the sliding method was also applied using a window size of 30 s and offset of 30 s (i.e. the first window analyses data from 0 to 30 s, the second window 30-60 s, and so on) to calculate the spectral variables VLF 30 , LF 30 , HF 30 , IBVHF 30 , IBUHF 30 , PF 30 and RF 30 from the RIP data; and the time-series statistics IBIAVG 30 , IBIIQR 30 and IBICV 30 from the IBI data.
It is necessary to align the variables derived from 360 s windows with the variables and sleep states defined for a single 30 s epoch. The sixth 30-s epoch in the 360-s window was chosen; i.e. for a given 360-s window, the variable was aligned with the sleep state corresponding to the period from 150 to 180 s. Thus for each infant, a 23-column feature matrix was generated, which is associated with a single column vector defining the sleep state (R, N or W) as staged by the human expert. Figure 1 illustrates this data processing for a sample infant (infant 13 at 3 months), showing raw overnight RIP and hypnogram; sample windows of RIP from a 360-s period of N, R and W; and power spectral plots, IBI series data, and recurrence plots derived from the respective RIP windows.
Linear discriminant analysis applied using nested cross-validation to select features and evaluate performance of sleep state classification
It is desirable for a sleep state classification tool to be applicable to infants of any age. However, within the first 12 months of life there is considerable development across all physiological systems, and in particular, respiratory and neurological sub-systems. As such, both age-specific, and age-generalised classifier scenarios are considered in this paper: (1) age-specific classifiers for infants at each of 2 weeks, 3, 6 and 12 months; (2) age-generalised classifier by training and evaluating the classifier using all data from 2 weeks to 12 months.
Age-specific classifier
Separate classifiers were trained and evaluated at each of the four study ages (2 weeks, 3, 6 and 12 months). To train the classifier, linear discriminant analysis [24] was applied using the MATLAB signal processing toolbox. A linear discriminant function was used, thereby fitting a multivariate density to each class with pooled covariance. In order to both select the best feature subset of the 23 candidate features, and to evaluate performance of the resultant classifier with minimal bias, a nested cross-validation procedure was implemented [43] . Leave-one-out cross-validation was used in the outer loop (classifier evaluation) and sixfold crossvalidation was used in the inner loop (feature selection). Within the feature selection routine, it is necessary to choose an optimal feature subset, of unknown size, from a total of 23 features, making an exhaustive search of all feature combinations unfeasible. To efficiently estimate this feature subset, the Sequential Forward Floating Search (SFFS) algorithm utilised by Redmond [33] was adopted. In summary, SFFS searches for the feature, which if added, best improves performance, and then searches for a feature, which if removed, best improves performance. This continues sequentially until neither adding, nor removing a feature improves performance [32] . In a practical context, it is important for a classifier to be assessed in its ability to classify an entire overnight polysomnogram. As such, data were partitioned for cross-validation procedures by each infant's overnight study, rather than equal partitioning data. This procedure used for the pool of 25 PSGs each of the four study ages is summarised as follows:
• The outer cross-validation has a total pool of 25 infants.
PSGs from 24 infants are chosen as the training data to identify the best feature subset and to train the classifier, whilst the PSG from the remaining infant is held out as testing data to evaluate the classifier.
• The PSGs from the 24 infants chosen as the training data in the outer cross-validation are passed to the inner loop where feature selection is performed using sixfold cross-validation. In each fold, SFFS was used to select a feature subset. SFFS may select different numbers of features in different folds, and as such, the size of the feature subset was determined by finding the mean number of features across all sixfolds and rounding to the nearest integer. The most frequently selected features across all six cross-validations were chosen. The priority for allocating features with equal frequency was random.
• Data from all 24 infants in the outer cross-validation training set are then pooled again, and linear discriminant analysis used to train a classifier using the features chosen in the inner cross-validation. This classifier model is then applied to classify the sleep states of the remaining infant. The percentage agreement (percentage of epochs which have been correctly classified), and Cohen's kappa [6] (an agreement metric adjusted for the proportion of chance expected agreement) with the human sleep scoring is calculated.
• This process was repeated 25 times such that each infant PSG was used as the test data in the outer crossvalidation.
In order to directly determine the contribution of RQA features to the classification ability, this nested cross-validation process was performed using three different candidate feature sets: (1) using all features (features 1-23); (2) using only the RQA and time-series statistics (features 1-9); and (3) using only spectral analysis variables and time-series statistics (features 4-23).
Age-generalised classifier
This study evaluated the performance of an age-generalised classifier by training and evaluating classifiers with data pooled across all study ages (2 weeks-12 months). As for the age-specific classifier design, a nested cross-validation procedure was used to select features, and to train and evaluate each classifier. This procedure was extended to the age-generalised model as follows:
• Infants were chosen to be in training and test data datasets for both the inner and outer cross-validation loops in an identical manner as described above.
• In the formation of training data sets at all steps of the nested cross-validation, data across the included age stratifications for the respective infant were pooled.
• In the evaluation of the classifier in the outer crossvalidation, classification performance was evaluated separately at each of the included age stratifications of the respective test infant.
This process was repeated with each with different candidate features: (1) using all features (features 1-23); (2) using only the RQA and time-series statistics (features 1-9); and (3) using only spectral analysis variables and time-series statistics (features 4-23). Table 2 documents for each infant the total number of epochs; the number of epochs discarded due to less than 75 breaths in the 360-s window, and the percentage of those epochs which were manually classified as W; the agreement rate, and Cohen's Kappa (j) agreement between the automatic classification using the feature selection and evaluation and the manual sleep state classification are shown for the age-specific classifiers. Results are shown at each study age. Table 3 summarises the number of features selected, and the performance of the age-specific and the age-generalised classifiers in the each of the relevant age stratifications. The mean percentage agreement, and mean Cohen's kappa agreement with the manually scored hypnogram are displayed for the classifier trained and evaluated: using the whole candidate feature set; using only the RQA and time-series statistics; using only spectral analysis variables and time-series statistics. It may be observed that for all classifiers, agreement rates at least 4.5 % higher for all features as compared to spectral and time-series statistics only. When a two-tailed paired t test was applied, this difference in the means was statistically significant for p \ 0.01. In contrast, using only RQA and time-series statistics had minimal impact on classifier performance, the only exception being the age-generalised classifier for infants at 2 weeks. When using the age-specific classifiers (with all candidate features), mean agreement rates in the range of 79-85 % were achieved, depending on infant age. The use of the age-generalised classifier has a significant impact upon the classifier performance in infants at 2 weeks-from 79.7 to 74.6 %. However, at 3, 6 and 12 months the use of age-generalised classifiers has minimal impact on classifier performance.
Results
To provide more detail about classifier performance, confusion matrices for automated sleep state classification using the age-specific models with all candidate features, are displayed in Table 4 . The confusion matrices presented are a summation of the confusion matrix for each infant when used as the test data in 25 iterations of the outer loop of the nested cross-validation. In general, N was best classified, with W tending to be confused with R, particularly at 12 months. In addition, more intuitive representation of the performance results is displayed in Fig. 2 , which shows manually staged and automatically classified hypnogram for infant 7, using the age-specific classifier. Classifier performance for infant 7 was close to the population average at each study age.
The nested cross-validation experiment involves 25 feature selection experiments, each applied to 24 infants. In each instance, a subset of features is chosen to train and evaluate a linear discriminant analysis classification model on the remaining infant. Figure 3 shows frequency histograms of the features selected across all 25 iterations of the outer cross-validation loop for the age-specific classifiers at 2 weeks, 3, 6 and 12 months, and the age-generalised classifier for pooled data from 2 weeks to 3 months. A single feature with a count of 25 indicates that that feature was chosen in every instance of the cross-validation. It can be seen that: features 1 and 7 (RAD and IBIAVG 360 ) were chosen in every instance in all models; feature 8 (IBI-IQR 360 ) was reliably chosen in the 3, 6 and 12 months and age-generalised models; feature 3 (DETSM) was reliably chosen in the 2 weeks, 3 months and age-generalised models; whilst no spectral variable was reliably chosen across multiple age-specific classifiers, features 12, 19 and 20 (HF 30 , HF 360 and VHF 360 ) were chosen consistently in the age-generalised model.
Discussion
The focus of this study was to investigate whether the application of novel features from RQA which quantify non-linear dynamics in respiratory movement data improves the performance of automated sleep state classification tools in infants. This was conducted using a nested cross-validation method, which included feature selection and classifier evaluation. In order to directly assess the utility of the novel RQA features, it may first be examined whether RQA features were chosen in the nested crossvalidation. Secondly, by repeating the experiment using a candidate feature set which did not include the RQA features (spectral and time-series statistics only), as well as a feature set not including spectral variables (RQA and timeseries statistics only) the relative performance increase attributed to the RQA features may be evaluated. As observed in Fig. 3 , the RQA feature RAD and the timeseries statistic IBIAVG 360 were reliably chosen in all Fig. 1 Sample data from infant 13, aged 3 months, illustrating the data analysis implemented. Displayed is a the raw overnight RIP data, and manually staged hypnogram; sample 360-s windows of RIP data from b a non-REM (N) period, c a REM (R) period and d a wake (W) period. e-g The power spectrum plot derived from the respective periods of N, R and W RIP data. h-j The inter-breath (IBI) interval data derived from the respective periods of N, R and W RIP data. And k-m The recurrence plots generated from the respective periods of N, R and W IBI data, using an embedding dimension of 8, and a fixed recurrence of 2 % b Med Biol Eng Comput (2012) 50:851-865 857 Table 2 Details of epochs discarded, and agreement using the age-specific classifier with all features included in the candidate feature set for each infant, at each of the study ages The mean of % wake is a weighted according to the number of epochs discarded for each infant, and thus provides a measure of the percentage of all discarded epochs that are wake The bold numbers refer to the elements of the confusion matrix where the automatic classifier matches the actual sleep state classifiers; LAM was reliably chosen in the age-specific classifiers at 2 weeks and 3 months and the age-generalised classifier; and DETSM were also chosen reliably at 2 weeks. These results clearly demonstrate that the RQA features RAD and LAM are reliable discriminators, preferentially selected over many time-series statistic and spectral analysis variables, whilst DETSM may be a valuable discriminating feature in very young infants. Figure 4 shows scatter plots of IBIAVG 360 versus RAD for a representative infant. Intuitively, the basis for discrimination using these features can be seen. In particular, for a given IBIAVG 360 , RAD tends to be higher in R than N, whilst W epochs tend to have a lower IBIAVG 360 . There appears to be a scaling effect between RAD and IBI-AVG 360 , which may contribute to classifier robustness as respiratory rate decreases with infant maturation.
Not only were RQA features reliably selected, but classifiers trained using the full candidate feature set performed significantly better that those trained using the candidate feature set not including the RQA features. Mean agreement rates were between 4.5-5.0 % and 4.4-7.2 % higher than the respective classifiers trained using only spectral and time-series statistics in the age-specific and age-generalised classifier, respectively. On the other hand, with the exception of the age-generalised classifier at 2 weeks, using only the RQA and time-series statistics (i.e. excluding spectral features) had minimal impact on classifier performance. This indicates, at least for the linear discriminant model applied, that significant discriminating value can be attributed to the RQA variables, and this is compelling evidence that the inclusion of the RQA features add significant discrimination value to the classifier.
The SFFS feature selection algorithm was not constrained to a specific number of features, and as such the actual number of features chosen is an important outcome. Whilst a greater number of features may provide more information and improved classification performance, excess features may result in over-fitting within the data set, and thus reduced performance in a generalised population [22] . In Table 2 , it was observed that the age-specific classifiers using all candidate features tended to choose a larger feature subset (6-10) than the respective classifier using only RQA and time-series statistics (4) (5) (6) (7) . Whilst this may reflect a greater number of useful features to choose from, the relatively small performance improvement achieved with these additional features, suggest that this may be symptomatic of over-fitting. Alternative approaches which may constrain, and optimise the size of the feature set include specifically defining (and exploring) the number of features selected within SFFS, exploring other floating search methods [32] , or implementing alternative feature selection architectures such as evolutionary approaches using neural classification [10] .
Given the rapid development of the infant neurological and respiratory systems over the first 12 months of life, and therefore changes in physiological variables, it is expected that an age-specific sleep state classifier would perform better than an age-generalised classifier. However, there are significant limitations to using age-specific classifier models-such as the necessity for multiple classifiers, and that people present for investigation at a variety of ages. As such, this study also evaluated the performance of an agegeneralised classifier for infants 2 weeks-12 months. The age-generalised classifier performed significantly worse in infants at 2 weeks, however, there was very little difference in classifier performance when applied to the other age stratifications, with small (0.3-1.3 %) differences in performance. To achieve a sensible trade-off between practicality and accuracy, it is recommended that for practical application the age-generalised classifier with eight features (RAD, LAM, IBIAVG 360 , IBIIQR 360 , IBICV 30 , HF 30 , HF 360 and VHF 360 ) be used for infants in the 3-12 months age range; and that the age-specific classifier with six features (RAD, DETSM, LAM, IBI-AVG 360 , VHF 360 and UHF 360 ) be used for infants aged around 2 weeks. The nature of this longitudinal study means that the information is not available to determine which classifier should be used for infants in the continuum of 2 weeks-3 months. Further work, most likely with cross-sectional data, is necessary to answer this problem.
Non-linear interactions, particularly in the chemoreflex response, have long been proposed in the modelling of breathing control [9, 13, 16] . In addition, analytical investigations provide strong evidence that such non-linear interactions manifest as measurable non-linear and possibly chaotic dynamics in breathing patterns [31, 36, 46] , and that such dynamics vary with adult [4] and infant [29, 39] sleep states. Furthermore, the recognition of such non-linear dynamics and application of suitable modelling and analytical tools can help in the development of improved Fig. 3 Frequency histograms of the features selected over the 25 iterations of the nested crossvalidation using the age-specific classifiers for infants at a 2 weeks, b 3 months, c 6 months, d 12 months, and e the age-generalised classifier across the range 2 weeks-3 months. Features 1 and 7 (RQA feature RAD and mean breath interval, IBIAVG 360 ) were reliably chosen across all age-specific models and the age-generalised model diagnostic and therapeutic systems [47] . In this study, we observe that the variables RAD and LAM resulted in improved classification performance. To explain this improvement in classifier performance, we propose that non-linear interactions in respiratory control vary with sleep state, therefore resulting in changes in non-linear dynamics observed in breathing patterns. RQA is designed to be a flexible tool to quantify non-linear dynamics observed in a signal source. By quantifying non-linear dynamics in breathing patterns using RQA, changes in respiratory control associated with sleep state are being more directly measured, and therefore enable more accurate sleep state classification.
In assessing whether the gains in performance associated with the RQA features are clinically significant, and therefore suitable for practical application, it is necessary to compare performance with automated systems in earlier studies and with typical inter-human scorer reliability. Direct comparisons with other studies are difficult, because investigations of respiratory-only sleep state classifiers have used the Anders scoring criteria rather the current AASM criteria. Nonetheless, the performance of the RQAbased classifiers compare well with literature. Harper achieved an 80 % agreement rate using discriminant analysis of time-series statistic and spectral analysis respiratory features. However, classification was based on 1-min epochs, rather than the standard 30-s epochs, and between 10 and 12 % of data was manually discarded due to artefact contamination [18] . Sazonova [34] used respiratory variability, to classify 30-s epochs, with agreement rates of 70-73 %, and Haddad correctly classified 93 % of QS and 99 % of AS periods. Whilst the performance of this classification tool is excellent, it did not classify W and was applied to defined 5-min periods of AS and QS rather than 30-s epochs [17] . Thus, in terms of overall performance metrics, the ability to classify 30-s epochs, and no requirement for manual artefact rejection, the results presented in this study are an improvement over respiratory data only classifiers presented in the literature. This classifier performs better than the only commercially available infant automated sleep-staging tool, included within the ALICE5 Ò polysomnogram software, which achieved an agreement rate of 74.6 % [41] . The results also compare well with automated infant sleep state classifiers using features from full PSG, which show agreement rates in the range of 84-88 % [12, [19] [20] [21] .
The inter-scorer reliability is an assessment of the agreement between two (or more) human sleep stagers. This is an important consideration in the assessment of an automated sleep classifier, because inter-scorer reliability is the typical benchmark for accuracy in clinical practice. One reliability study achieved kappa j = 0.45-0.58 in an initial study, and a j = 0.68 after disagreements were reviewed [7] , whilst the AASM review suggested that inter-scorer agreement rates in the range of 87-88 % are achievable under ideal conditions [15] . The sleep state classifier presented here surpasses the reliability metric achieved in the former study in infants at 2 weeks, 3 and 6 months, and is comparable to the ideal inter-scorer reliability proposed in the AASM review. These comparisons support the argument that inclusion of the RQA features achieve a clinically significant improvement, bringing the performance of the automated system to a level which is comparable to what may be achieved using manual sleep staging under ideal conditions.
The need to discard epochs from analysis due to inadequate breath interval data points (\75) is an important limitation of this study. To satisfy this condition, the average IBI must be less than 4.8 s, which is well above the expected average IBI in this age group of 1-3 s [2, 40] . Common reasons for an inadequate number of breaths detected in an analysis window included RIP bands disconnected (often for long periods) and therefore no breathing movement detected, or movement artefact. Such periods frequently occur during wake where an infant may be moving, crying, feeding, being changed, or comforted by the mother. As such, Table 2 shows that a large percentage of discarded periods are during wake. The average number of epochs discarded per study was 75, of which 79 % had been manually classed as W. As such, automatic classification of such periods as W may be a reasonable alternative to discarding the period. Alternatively, such discarded periods may be manually classified by the overseeing clinician.
There are a number of avenues of further investigation which may improve the performance of the classifier presented in this study. This includes tuning RQA setup parameters such as embedding dimension and fixed recurrence for optimal discrimination ability and exploring other RQA variables [26] . Previous studies in adults and children have also demonstrated that integrating features derived from other relatively non-invasive channels such as heart rate [18] , or heart rate and actigraphy [23, 33, 34] improves the classification ability from a single channel alone. In addition, given this paper focussed on assessing novel features rather than classifier design, a simple linear discriminant analysis classifier was used. Further work could therefore explore a much larger candidate feature set and investigate some of the many alternative classification methodologies [22] . This study considered only healthy infants up to 12 months. As such, future validation work will investigate key clinical sub-groups such as children with chronic neonatal lung disease and sleep disordered breathing, as well as other age cohorts. Future work may also include the integration of this system with other tools such as breath-by-breath apnoea detection [42] , or as part of a higher level automated disease diagnosis systems [5] .
This sleep scoring system requires only a single channel of un-calibrated breathing data. Whilst data analysed in this study were recorded using RIP, the derivation of amplitude-independent IBI data means that this system is applicable to respiratory data recorded using any conventional (i.e. flow or temperature-based sensors) or novel (i.e. contactless bed sensors [27] ) systems. In comparison, conventional PSG records multiple channels (up to 22 in some cases), and requires specialised staff to attach and maintain leads throughout the study [15] . This simplification is particularly powerful because it makes infant sleep staging outside a dedicated sleep lab environment feasible. This tool could be applied as part of a diagnostic screening system or as an adjunct to full PSG studies where it has potential to help improve clinical throughput, reduce waiting times and improve health outcomes of infants. It also has the ability to facilitate population-based sleep research studies where full PSG is not possible, and the accuracy of self-reported sleep diary is inadequate. Whilst actigraphy is a less invasive method of estimating sleep states in infants outside a sleep lab environment, and has shown good agreement rates (in the range of 85 %) with manual scoring, it does not classify N and R [28] .
This study demonstrates that the inclusion of RQA features derived from a single channel of respiratory data allows the development of a sleep state classifier which provides a good estimate of infant sleep states between 2 weeks and 12 months of age. It exceeds the performance of previously published respiratory data sleep state classifiers and the only commercially available automated sleepstaging system for infants. The performance is comparable to that achieved by automated classifiers using full PSG, and depending on the specific study, exceeds or is comparable to accepted inter-scorer reliability metrics.
