Abstract. For an arrangement of linear subspaces in R n that is invariant under a finite subgroup of the general linear group Gln(R) we develop a formula for the G-module structure of the cohomology of the complement M A . Our formula specializes to the well known Goresky-MacPherson theorem in case G = 1, but for G = 1 the formula shows that the G-module structure of the complement is not a combinatorial invariant. As an application we are able to describe the free part of the cohomology of the quotient space M A /G. Our motivating examples are arrangements in C n that are invariant under the action of Sn by permuting coordinates. A particular case is the "k-equal" arrangement, first studied by Björner, Lovász, and Yao motivated by questions in complexity theory. In these cases M A and M A /Sn are spaces of ordered and unordered point configurations in C n many of whose properties are reduced by our formulas to combinatorial questions in partition lattices. More generally, we treat point configurations in R d and provide explicit results for the "k-equal" and the "k-divisible" cases.
Introduction
In this paper we develop combinatorial and representation-theoretic methods in the theory of arrangements of linear subspaces in R d , which can be applied to the study of the cohomology of spaces of ordered and unordered point configurations in d-dimensional real space. These spaces arise in various contexts in mathematics. Although the relation between hyperplane arrangements and configuration spaces had been established a long time ago by Fadell and Neuwirth [Fa-Ne] , the idea of using subspace arrangements as a unifying approach in this context seems to be recent. The connection between arrangements of linear subspaces and configuration spaces was first suggested by Björner [Bj4, 8, 5] , who was himself inspired by the work of Arnol d [Ar1] , [Ar2] , [Ar3] and Vassiliev [Va2] . In Björner's orginal motivation [Bj-Lo-Y] ordered point configurations were studied in the context of lower bounds in computational complexity. In a subsequent development Björner and Lovász [Bj-Lo] showed that the cohomology of spaces of ordered point configurations provides even better lower bounds in the linear decision tree model. Parallel to that development, Vassiliev [Va1] used order complexes of partition lattices as building blocks in the construction of his knot invariant. Exactly these partition lattices and their generalizations, considered by Vassiliev [Va2] , [Va3] and Björner and Welker [Bj-We] , serve also as the ingredients in the study of ordered configuration spaces carried out in this paper (see also [Me] for related construction of invariants of ornaments). The orbit spaces of the ordered configuration spaces under the action of the symmetric group are, in case of point configurations in C n , spaces of monic polynomials of degree n with certain restrictions on the root multiplicities. Examples of such spaces have been studied by Arnol d [Ar1] , [Ar2] , [Ar3] , Brieskorn [Bri] , Fox and Neuwirth [Fo-Ne] , Fuks [Fu] and Vassiliev [Va2] . We provide and apply general tools for determining representations of finite groups on the rational cohomology of the complement of an arrangement of linear subspaces. This will enable us to make some general statements on the integral cohomology of ordered configuration spaces and the rational cohomology of unordered configuration spaces. More precise information will be provided for the following examples:
(A) Let M d (k,1 q ) be the set of all n = k + q tuples (x 1 , . . . , x n ) of points
such that there is no subset E of {1, . . . , n} of cardinality k satisfying x t = x s for all t, s ∈ E. In particular M (k,1 q ) /S n is homeomorphic to the space of monic polynomials of degree n with no root of multiplicity k. For k = 2, this is the complement of the discriminant; it is thus the braid space for the braid group on n strings (see [Fo-Ne] , [Fu] for the basic results on this space). For general k this space was studied by Arnol d [Ar2] , who computed the integral cohomology of M 2 (k r ,1 q ) /S n (see paragraph (B) below for definitions in the case r = 1). We determine the representation of S n on the rational cohomology of M d (k,1 q ) . For the pure braid space, this was done by Lehrer and Solomon ([Le-So] ). By calculating the multiplicity of the trivial character in this representation, we compute the rational cohomology of M d (k,1 q ) /S n and hence retrieve the result of Arnol d on the rational cohomology of M 2 (k r ,1 q ) /S n for r = 1. (B) More generally, for a partition λ = (λ 1 ≥ · · · ≥ λ n ) n of the integer n we study the set M d λ of n-tuples in R d satisfying the condition that there is no partition of {1, . . . , n} into blocks E i of size λ i such that for all i and all s, t ∈ E i we have x s = x t . These spaces have been introduced by Björner; they occur as complements of the orbit arrangements discussed in [Bj4] . As mentioned in paragraph (A), for λ = (k r , 1 q ) and d = 2 the integral cohomology of the orbit space M d (k r ,1 q ) /S n was determined by Arnol d in [Ar2] . We determine some general results on M d λ and its orbit space M d λ /S n . We give the Euler characteristic and determine some facts about the distribution of rational cohomology. These results lead us to a conjecture generalising the so-called "Finiteness" condition of Arnol d [Ar2] . As a second specific example, we determine the representation on the rational cohomology of M d λ for λ = (k ), and all d ≥ 1; in particular we recover the result of Arnol d for the unordered configuration space M 2 λ /S n . In the sequel we outline the approach used in this paper in order to obtain results on the spaces described in (A)-(B). The basic ideas of this approach can be found in Björner's survey article [Bj4, 8.5 ]. Before we can formulate the approach we License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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shall have to introduce some notation. By an arrangement A of linear subspaces in R n we understand a finite set of linear subspaces in R n which is closed under intersection (i.e. for all x, y ∈ A we have x ∩ y ∈ A). If G is a finite subgroup of Gl n (R) then we call an arrangement A a G-arrangement if for all V ∈ A and g ∈ G the image V g lies also in A. By L A we denote the set A ordered by reversed inclusion and enlarged by the additional least element R n . By0 (resp.1) we denote the least (resp. greatest) element in L A . The partially ordered set L A is in fact a lattice, the intersection lattice of the arrangement A. In general we call a finite partially ordered set P a poset. Of particular interest for our work is the order complex ∆(P ) of the poset P with least element0 and greatest element1. The simplices in ∆(P ) are the linearly ordered subsets of P , which do not contain0 or 1. In particular ∆(P ) is a simplicial complex. In our situation we have to study the case where P is an interval, P = [0, x] = {y |0 ≤ y ≤ x}, in the intersection lattice L A of the arrangement A.
The link D A of A is the intersection of the set-theoretic
V of the arrangement with the unit sphere S n−1 in R n . In case A is a G-arrangement we can always assume that S n−1 is the space of points of unit distance with respect to a
> and is therefore also G-invariant (here , denotes the standard scalar product in R n ). The complement M A of the arrangement A is the complement of the union of A in R n . Note that if A is a G-arrangement then G acts on D A and M A as a group of homeomorphisms. In particular the homology and cohomology groups of D A and M A become G-modules. Moreover G acts on L A as a group of lattice automorphisms. Since it is easily seen that the spaces described in (A) and (B) are complements of suitably chosen arrangements of linear subspaces, we can now formulate our approach using the notation introduced above:
(STEP 1) In Section 2 we provide a combinatorial tool for the study of the representation of a finite group G ≤ Gl n (R) on the complement M A of a Ginvariant arrangement A of linear subspaces in R d . The formula of Goresky and MacPherson [Go-MacP] describes the cohomology of M A in terms of the homology of order complexes of lower intervals in the intersection lattice L A . In Theorem 2.5 (ii) of this paper, we generalise the Goresky-MacPherson result to an isomorphism of G-modules. It turns out that this representation is not completely encoded by the intersection lattice of the arrangement; it is necessary, in addition, to consider the action of various subgroups of G on the homology of certain spheres. These one-dimensional representations will, however, be easy to determine. Moreover our results allow us to make general statements about orbit spaces of complements of subspace arrangements. Our proof of the G-equivariant Goreksy-MacPherson formula uses tools from the theory of diagrams of spaces ([Bo-Ka] , [tDi] , [Vo] ), first applied in this context by Ziegler andŽivaljević [Zie-Ž] . In contrast to their work we cannot use homotopy-methods in this G-equivariant setting, but have to resort to a spectral sequence in the semisimplicial category introduced by Segal [Se] . Other proofs of the "standard" Goresky-MacPherson formula can be found in [Hu] , [Je] and [Va2] .
(STEP 2) From the work of Sundaram [Su] and Sundaram and Wachs [Su-Wa] we obtain a description of the representation of G = S n on the homology of the
. We also find there the computation of the representation of G x on the homology of the lower intervals [0, x] in both cases. By the Goresky-MacPherson formula for G-modules this suffices to pursue (STEP 3).
(STEP 3) In Section 3 we determine the multiplicity c i of the trivial representation on the ith cohomology group of the complement; these calculations are considerably simplified by working in the ring of symmetric functions. By wellknown facts [Bre] , it follows that the ith cohomology group of M A /G is a free Q-module of rank c i .
In order to carry out our approach for more general classes of arrangements and configuration spaces, one has to prove results similar to those in [Su] and [Su-Wa] for the relevant lattices. This requires a thorough understanding of the intersection lattice L A of the arrangement, both topologically and combinatorially. For the spaces in cases (A) and (B) the intersection lattice L A of the corresponding arrangement is always naturally embedded as a join sublattice in the lattice of set partitions Π n of the set {1, . . . , n}.
For an integer partition λ n of n,
is isomorphic to the joinsublattice Π λ of Π n generated by all partitions π of type λ. The type of a set partition π is the integer partition of n arising from the set of block sizes of π.
• The "k-equal" lattice Π (k,1 n−k ) was first considered in [Bj-Lo-Y] (denoted there by Π n,k ) and [Bj-Lo] . It was then investigated by Björner and Welker, who showed in [Bj-We] that any lower interval in Π (k,1 n−k ) has the homotopy type of a wedge of spheres, and determined the Betti numbers. In [Su-Wa] Sundaram and Wachs determine the characteristic of the S nrepresentation on the homology of Π (k,1 n−k ) . For general λ n the lattices Π λ were introduced in [Bj4] as the intersection lattices of Björner's orbit arrangements.
• The k-divisible lattice Π (k ) is the intersection lattice of the orbit arrangement corresponding to the partition (k ) of n ( [Bj4, Example 3.3] ). This lattice has been studied by various authors ([C-H-R], [Sa] , [Wa] ). In particular it follows from [Sa] and [Wa] that ∆(Π (k ) ) is a Cohen-Macaulay space, and the Betti numbers are known ([St1] ). We carry out (STEP 3) for the manifolds M d λ for λ = (k, 1 n−k ) and λ = (k ).
For a given poset P our reduction (STEP 1) transforms all problems into problems regarding the reduced simplicial homology group H * (∆([0, x])) of the order complex of a lower interval [0, x] in P . For the sake of a concise notation we shall write H * (0, x) for H * (∆([0, x])) and H * (P ) for H * (∆(P )), and similarly, ∆(0, x) for the order complex ∆ ([0, x] ). For the rest of this paper we assume that all simplicial (resp. singular) homology is taken with coefficients in the field Q of rational numbers.
There are other interesting configuration spaces which arise as orbits of complements of subspace arrangements (see for example the spaces treated by Arnol d [Ar3] , Epshtein [Ep] , Vassiliev [Va2, Chapter III][ and Guest, Kozlowski, ). The ordered cases and the corresponding cohomology representations do not seem to have been considered in the references given above. Moreover although the torsion-free part of the integral cohomology of the orbit spaces appears to be "the easy part" there does not seem to be a general approach for this problem. We therefore propose the approach outlined in (STEP 1)-(STEP 3) as a general method for tackling such problems.
We would like to thank A. Björner for inspiring the research program of this paper, and A. Björner and M. Wachs for many discussions. We also thank V.I. Arnol d and V. Vassiliev for providing invaluable information and references to their work.
(P, G)-diagrams and a Goresky-MacPherson formula for G-modules
In this section we extend the formula of Goresky and MacPherson [Go-MacP] for the cohomology of the complement of a subspace arrangement A to cover also the G-module structure of the cohomology of the complement of a G-arrangement. As a special case we obtain a result of Orlik and Solomon [O-So] on complements of complex hyperplane arrangements. Our results are more general and avoid the use of de Rham's cohomology. On the other hand we are unable to determine the structure of the cohomology algebra by our methods.
Our approach to the Goresky-MacPherson formula follows the proof of the formula given by Ziegler andŽivaljević [Zie-Ž]. We shall outline an equivariant approach, in which the first steps are based on their work. We omit the proofs, which are simple adaptations of the ones given by Ziegler andŽivaljević. One can also use a Mayer-Vietoris spectral sequence, taking into account the group action (see [Je] for this approach in the non-equivariant case). However, our approach has the advantage that it provides more insight into homotopy.
First we introduce the notion of a (P, G)-diagram. Let X be a space on which the group G acts as a group of homeomorphisms. In general we call a space X on which a group G acts by homeomorphisms a G-space. (We define similarly the notion of a G-set and a G-poset.) Assume there exists a sequence (D x ) x∈P of open and closed subspaces indexed by a G-set P such that:
Now assume further that P is a G-poset ordered by "≤" and that for all x < y in P there is a mapping d xy :
a functor from the poset P (regarded as a small category) to the category of topological spaces ([Bo-Ka], [Se] , [Vo] , [Zie-Ž]). A (P, G)-diagram can also be interpreted as a functor from a suitable category (here the semidirect product of P and G) to the category of topological spaces, but we do not want to emphasize this point of view, since we are interested in concrete examples. In this paper we shall be concerned with the following example of (P, G)-diagrams. Let X be the link [tDi, (4. 2)]). In the sequel we shall use the fact that by the functoriality of this construction there are isomorphisms of G-modules
. Now let G x be the stabiliser of the subspace x in the arrangement A. The identification of X with
). Let A/G be a set of representatives of the orbits of G on A, and denote by G x the stabiliser of x ∈ A. Then the G-action on
A satisfies the additional assumption:
(HOM) For any element x of P the induced mapping
is trivial. This follows from the fact that in this case the image of x<y D y is a k-dimensional complex embedded in the (dim(x)−1)-connected space for k ≤ dim(x)−1. But this mapping is not G-homotopically trivial in general. Assume for example that the cyclic group C 2 of order two acts on the standard 1-sphere in R 2 by the reflection along a line through the origin. Then the embedded 0-sphere (i.e. the intersection of the line with S 1 ) is not C 2 -contractible in S 1 , since this would change the homotopy type of the space of C 2 -invariant points. This is indeed the reason why, as mentioned above, we cannot reformulate Theorem 2.4 by homotopy methods. There seems to be no easy generalisation of the Wedge Lemma of [Zie-Ž] . More generally let A = {D x |x ∈ P } be a set (or arrangement) of closed subcomplexes of a CWcomplex X (we need that inclusions of subspaces are cofibrations), which is closed under taking intersections. Assume further that X is a G-space and that A is invariant under G. Let P be the poset equipped with reverse inclusion as a partial order. Via the construction described above, the set of subspaces gives rise to a (P, G)-diagram D A . But in general D A fails to satisfy (HOM). For a poset P we denote byP the poset P enlarged by an artificial least element0 and a largest element1. We assume from now on, that all topological spaces occurring in the paper are CW-complexes.
To each (P, G)-diagram D there is an associated space ||D||, which is the quotient space of the space x∈P ∆( P ≤x ) × D x by a relation "≡", defined as follows. Let Y be the set x<y ∆( P ≤x ) × D y . For a space ∆( P ≤x ) × D y we denote by α : ∆( P ≤x ) × D y → ∆( P ≤y ) × D y the mapping induced in the first component by the inclusion of ∆( P ≤x ) into ∆( P ≤y ) and in the second component by the identity on D y . By
we denote the mapping induced in the first component by the identity on D x and in the second component by the mapping d xy . Now the relation "≡" is generated by α(u, v) ≡ β(u, v). The space x∈P ∆( P ≤x )×D x carries in a natural way the structure of a G-space. Namely, let P/G be a set of representatives of the orbits of G on the G-set P . Then
denotes the stabiliser of the elements x and y (i.e. the intersection of G x and G y ).
In particular the space ||D|| is a G-space. Before we can compute the homology of the homotopy limit D of a (P, G)-diagram D we have to introduce some facts about Whitney homology. The Whitney homology of a simplicial complex ∆ is the homology of ∆ with respect to the differential ∂ which maps an n-simplex (x 0 , . . . , x n ) to
Whitney homology of order complexes of posets is studied in [Ba] and [Bj2] . Bj2] ). Let P be a G-poset for a finite group G and let M be a Z[G]-module. Assume that0 is the least and1 is the greatest element of P , and assume that P/G is a set of representatives of G-orbits on P . Then the following isomorphism of G-modules holds :
The following isomorphism of graded G-modules holds :
Proof. We denote by0 an artificial least element of P . The proof is based on the argument given in [Se, (5.1) ]. For an n ≥ 0 and a poset Q we denote by ∆(Q) n the set of all i-simplices in ∆(Q) for i ≤ n (i.e. the n-skeleton of ∆(Q)). By "≡ n " we denote the restriction of "≡" to the G-space
In particular this gives rise to a filtration of G-spaces
Assume that the product (
In the spectral sequence associated to the filtration
. From the construction of D we infer that there is as a G-module E 1 n,m is isomorphic to
where max(σ) denotes the maximal element of the n-simplex σ and ∆(P ) n /G denotes a set of representatives of orbits of n-simplicies.
Thus the differential d 1 of the E 1 term in our spectral sequence is given by the first two terms in (2.1), By (HOM) the second term vanishes, thus only the first term contributes to the E 2 n,m . But this implies that D 1 is the differential of the Whitney homology with coefficients in the Stab max(σ) -modules H m (D max(σ) . Therefore by Proposition 2.2 E 2 n,m is given by the following formula.
It is easily seen from (2.1) that the differential d 2 is 0 in this case (see also [Se] for discussions of the general case). Moreover, since we are working with homology with coefficients in the rationals, we can apply the Universal Coefficient Theorem. Therefore the homology of D is given by
Note that we use only the fact that our coefficients are in a field of characteristic 0 in the last step. The same argument goes through if we assume that the integral cohomology of D x is free for all x ∈ P . In particular this is true for diagrams of spaces induced by arrangements of linear subspaces. But we shall not use this fact except in the Theorem 2.4 (i), since we do not pursue representation theory over Z. [Hu] , [Je] , [Va2] , [Zie-Ž] Let A be an arrangement of linear subspaces in R n . Then
(ii) Let A be a G-arrangement of linear subspaces in R n for a finite subgroup G of Gl n (R). Then the following isomorphism of G-modules holds
Proof. The intersection of a linear subspace of R n of dimension k with a the unit sphere S n−1 is homeomorphic to a (k − 1)-sphere S k−1 . Now let W < V be two subspaces in the arrangement A.
. These embeddings induce a trivial map
Therefore the arrangement A satisfies (HOM), and the assertion now follows from Proposition 2.3 (for part (i) use the remark preceding this theorem).
By Alexander duality, taking orientation into account, we deduce the following equivariant Goresky-MacPherson formula (part (ii) below). For a subspace x of R n we denote by x ⊥ its orthogonal complement with respect to the G-invariant symmetric form , G . [Hu] , [Je] , [Va2] , [Zie-Ž] Let A be an arrangement of linear subspaces in R n . Then
Proof. Let π denote the mapping which assigns to each x ∈ M A the closest intersection of the line through x and the origin with the unit sphere S n−1 . Then π is easily seen to be a deformation retract which is G-equivariant. The image of M A under π is the complement of the link D A in S n−1 . In particular
Now part (i) follows immediately by Alexander duality [Mu, 71 .1] on the sphere. For part (ii) we have to look at the Alexander duality isomorphism a bit more carefully. The Alexander duality isomorphism for the subset D A of S n−1 is given (see proof of [Mu, 71 .1]), for i > 0, by
The first isomorphism is induced by Lefschetz duality and the second isomorphism is given by the mapping ∂ * , induced by the boundary operator ∂ of the pair (S n−1 , D A ). Moreover ∂ * is a G-equivariant mapping, whereas Lefschetz duality commutes with the group action only modulo orientation. For i = 0, a modified argument yields the same final result: the Alexander duality isomorphism commutes with the group action up to orientation.
In precise terms, the effect of the group action is the following, for arbitrary i ≥ 0. Let o be an arbitrary orientation of the G-invariant sphere S n−1 . Then o determines ( [Mu, §72] ) a Lefschetz duality mapping γ o . For an arbitrary cocycle c ∈ H i (M A ) and an element g ∈ Gl n (R) we have (γ o (c))
). In particular the mapping is G-equivariant up to orientation:
is the character of g on the homology of the sphere S n−1 , Theorem 2.4 implies that
as G xmodules. By basic manipulations the assertion now follows from Theorem 2.4. Example 2.6. (i) Let A consist of a single hyperplane H in R n . Then A is invariant under the cyclic group G 1 of order 2 generated by the reflection in H. A is also invariant under the cyclic group G 2 generated by a reflection along a hyperplane containing H ⊥ . (Note that L A contains only a single point.) Now G 1 (resp. G 2 ) preserves the orientation on S n−1 ∩H (resp. S n−1 ∩H ⊥ ) and reverses the orientation on
Hence from the proof of the previous theorem we deduce that G 1 (resp. G 2 ) acts trivially (resp. by mutiplication by −1) on H n−2 (D A ) and by multiplication by −1 (resp. trivially) on H 0 (M A ).
(ii) Let A be an arrangement of hyperplanes in R n . Let G be a finite subgroup of Gl n (R) that acts faithfully as a group of permutations on the set of connected components of M A . Then Theorem 2.5 provides a decomposition of the permutation module H 0 (M A )-which, in some cases (see Corollary 4.5) turns out to be a new occurrence of a classical one.
(iii) Assume the situation of (ii). Let A C be the complexification of the arrangement A (i.e., the complex hyperplanes in C n defined by the same forms as the hyperplanes in R n in A). Then the G-modules H i (M A C ) are essentially the same as those occurring in the decomposition of H 0 (M A ) but the different twists by modules of the form H codim(x)−1 (S codim(x)−1 x ⊥ ) produce an interesting vanishing property of the alternating sum (see Corollary 2.11).
In order to determine the representation of G on H i (M A ) we have to understand the representations of finite subgroups G of Gl n (R) on the homology H n−1 (S n−1 ). The following elementary fact will give the key information which is necessary in this context.
Proof. The first assertion follows from the fact that the action of a matrix A preserves the orientation on the unit sphere if and only if det(A) = 1. By the same argument it suffices to show for the second assertion, that if we regard G as a subgroup of Gl 2n (R), then all elements of G have determinant +1. Now an arbitrary matrix of finite order in GL n (C) has determinant n j=1 e ϕji (as usual e denotes the base of the natural logarithm). Each e ϕj i acts on C ∼ = R 2 by rotations. In particular its determinant as an element of Gl 2 (R) is 1.
A good example of the difference between subgroups of GL n (C) and Gl n (R) in the preceding lemma is given by the action of complex conjugation on C n . If G ∼ = C 2 is the cyclic group of order two generated by the complex conjugation, its action on H 2n−1 (S 2n−1 ) is nontrivial. The next corollary generalises an analogous result for complex hyperplane arrangements of Corollary 4.7] . In particular the following corollary applies for complexified arrangements. For an arrangement of subspaces A in R n we denote by A C the arrangement of linear subspaces in C n which are defined by the same (real) equations as the subspaces in A. In particular L A and L A C are isomorphic lattices. The arrangement A C is called the complexified arrangement corresponding to the arrangement A. If A is a G-arrangement for the group G ≤ Gl n (R) then A C is a G-arrangement for the group G considered as a subgroup of Gl n (C) (see also Lemma 2.7 (i)), with the action on a complex vector x + iy given by
C). Then the following isomorphism of G-modules holds
Before proceeding to the next corollary we recall a well-known theorem (see for example [Bre, p. 120] G of the G-module H i (|K|) and the homology H i (|K|/G).
Note that the dimension of the space H i (|K|)
G is given by the multiplicity of the trivial G-representation on H i (|K|). Of course the analogous statement holds for singular cohomology. As an immediate corollary of Theorem 2.4 and Proposition 2.9 we obtain: Corollary 2.10. Let A be a G-arrangement of C-linear subspaces in C n for a finite subgroup G of Gl n (C). Then
For example, if G = S n acts by permuting coordinates on a G-invariant arrangement A, then Corollary 2.10 holds by Alexander duality even for integral cohomology. In this case the one-point compactification S 2n of C n is G-homeomorphic (the point at infinity is a fixed point) to the suspension of S 2n−1 . The sphere S 2n can be decomposed as the disjoint union of the suspension ΣD A of D A and M A . Since C n /S n ∼ = C n , we deduce that
This proves the assertion via Alexander duality on the sphere. But it remains open whether in general the duality of Corollary 2.10 holds for integral coefficients.
The following corollary generalises results given by Orlik and Solomon [O-So] for complex hyperplane arrangements.
Corollary 2.11. Let A be a G-arrangement of linear subspaces in R n for a finite subgroup G of Gl n (R). Then the virtual G-module
Proof. The first assertion follows from the "equivariant acyclicity" of the Whitney homology established in [Su, Lemma 1.1] . This means that the virtual G-module
vanishes for an arbitrary poset P . The second assertion follows from the first by Proposition 2.9.
3. The group action on the Whitney homology of the lattice Π λ , λ = (k, 1 n−k ) and λ = (k ).
This section serves to recall the results and notation from [Su-Wa] and [Su] . In Section 4 these results will be applied to the study of the orbit and configuration spaces associated to the manifolds M d λ . We shall make use of the representationtheoretic results in [Su-Wa] for λ = (k, 1 n−k ), and those in [Su] for λ = (k ). Let µ = (µ 1 ≥ µ 2 ≥ . . . ) be an integer partition of n. Denote by S µ the Young subgroup of S n corresponding to the partition µ, i.e., S µ is isomorphic to × i≥1 S µi .
We denote by S n [G] the wreath product of the symmetric group S n with the group G. Finally we write N Sn (S µ ) for the normaliser of the Young subgroup S µ in S n . Using the notation µ = (1 m1 , 2 m2 , . . . ) to indicate that m j is the multiplicity of the part j in the integer partition µ, then clearly N Sn (S µ ) is the direct product of wreath products
In the sequel we will need much of the notation of [Su, Section 1] . For background on symmetric functions and plethysm, we refer to [Macd] . As in [Macd] we denote the Frobenius characteristic by ch. Let G be a finite group. If V is an S m -module and W is an G-module, we write V For an arbitrary partition λ of n, the Schur function indexed by λ is denoted s λ as in [Macd] . We shall use the notation s λ for both the corresponding irreducible representation and its Frobenius characteristic (i.e., the Schur function for this shape). In particular for n ≥ k ≥ 2, we denote by s (k,1 n−k ) the irreducible representation of S n indexed by the hook shape (k, 1 n−k ). We write h n for the trivial representation s (n) and e n for the sign representation s (1 n ) . (In the notation of [Macd] , h n is the homogeneous symmetric function and e n is the elementary symmetric function.) Finally as in [Macd] we denote by ω the involution in the ring of symmetric functions which takes h n to e n .
Two particular symmetric functions will arise frequently in our calculations in Section 4. These are π n , the Frobenius characteristic of the S n -action on the homology H n−3 (Π n ) of the full partition lattice Π n , and n , the characteristic of the S n -action on the multilinear component, of total degree n, of the free Lie algebra. It is a well known fact that n = ω(π n ); in terms of S n -actions this says that the two representations differ only up to tensoring by the sign.
Recall from Section 2, (or [Bj2, Theorem 5.1]), that the Whitney homology in degree p ≥ 0 of a poset P, is given by
Theorem 3.1 ( Theorem 3.7] ). The contribution in degree p > 0 of the representation on the Whitney cohomology of Π (k,1 n−k ) , tensored with the sign, is given by the degree n term in the characteristic
where the sums range over all subscripts r, s and t such that
Finally we record the same calculations for the lattice Π (k ) consisting of partitions in Π k all of whose block sizes are divisible by k. The representation of the symmetric group on the top homology of Π (k ) was first determined in [C-H-R]. For the purposes of the computations in the next section, we shall need the representation on the Whitney homology as described in [Su] . Denote the characteristic of the action of S kl on the (top) homology
. We have 
The characteristic of the rth Whitney homology of Π (k ) , for r = 1, . . . , n, is given by
Ordered and unordered configuration spaces
In this section we use the results of Section 3 to analyse the topology and (co)homology of the orbits of the G-operation on the link D A and on the complement M A of the G-arrangements A.
We shall state some general results on the ordered configuration spaces M d λ and the unordered configuration spaces M d λ /S n , for an integer partition λ of n. In order to do this, we first record, in Example 4.1 below, the sign twists which arise in the Goresky-MacPherson formula Theorem 2.4 (ii). These are the representations on the homology of the spheres S dim(x)−1 x and S codim(x)−1 x ⊥ in Theorem 2.4 (ii) and Theorem 2.5 (ii), which are induced by the action of the stabiliser of a subspace on the homology of its intersection with the unit sphere S n−1 . The statements in Example 4.1 follow from elementary linear algebra; the proofs are therefore omitted.
Example 4.1. (i) Let τ be a reflection along a hyperplane in R n . Then τ acts by multiplication with −1 on H n−1 (S n−1 ). This follows from the fact that the reflection τ has determinant −1 and hence acts on S n−1 in an orientation-reversing manner.
(ii) Let λ = (1 m1 , 2 m2 , . . . , n mn ) be an integer partition of n. Let G ∼ = S n be the the group of monomial matrices in Gl n (R) with entries 0, 1. Then the action of the normaliser
is given by the restriction
] of the sign representation of , the Künneth formula implies that the representation of S n on the sphere S n−1 is given by the tensor product of the two preceding representations. This confirms the result of part (i). 
and hence of its orbit space, vanishes in degrees less than
Proof. (i) The orbit space R n /S n is homeomorphic to a product of a copy of the real line with a closed (n − 2)-dimensional simplicial cone. Geometrically it can be identified with the subset of R n consisting of points (x 1 , . . . , x n ) such that x 1 ≤ · · · ≤ x n . Now the orbit of S n−1 under the S n action corresponds to the points (x 1 ≤ · · · ≤ x n ) at unit distance from the origin. In particular the orbit of the link D A 1 (2,1 n−2 ) is homeomorphic to the S n−2 -sphere in the boundary of the orbit space S n−1 /S n . The interior of S n−1 /S n is homeomorphic to an (n − 1)-ball. It follows that the orbit of M 1 (2,1 n−2 ) is homeomorphic to the direct product of the real line with a cone over an open (n − 1)-ball. In particular it is contractible. Now the orbit space M 1 λ /S n is the space M 1 (2,1 n−2 ) /S n , with some cells added to the boundary. But adding cells to the boundary preserves the property of being contractible.
(ii) By part (i) the space M 1 λ /S n is contractible. This in turn implies by Proposition 2.9 that the trivial representation does not occur in (iii) First we claim that for arbitrary d ≥ 1, the cohomology of M d λ vanishes if i < d(n − l(λ)) − 1. From the ordinary Goresky-MacPherson formula, the contribution to cohomology in degree i is
x is a partition of type µ, then codim(x) = d(n − l(µ)). The length of the longest chain from0 to x is bounded above by l(λ) − l(µ) + 1, and hence the homology of the interval (0, x) in Π λ occurs in degree equal to at most l(λ) − l(µ) − 1. This gives j(
The claim follows by observing that the minimum value of i is achieved for the maximum value of l(µ), which occurs when µ = λ.
In particular it follows that if d ≥ 2, only elements of type λ contribute to the lowest degree in the cohomology.
is free with rank equal to the number of atoms of Π λ . Now we examine the representation on the cohomology in this dimension. For a partition x of type λ the homology H * ([0, x]) is concentrated in dimension −1, and affords the trivial N Sn (S λ ) action. Therefore Ind (iv) For odd d this follows from part (ii). For even d the assertion is implied by the second part of Corollary 2.11 for d = 2. For arbitrary even d the claim follows from Theorem 2.4 (ii) and Lemma 2.7 (ii). They show that the trivial representation is shifted by an even degree when passing from d = 2 to another even d ≥ 2.
In particular this implies the following result about spaces of polynomials with restricted root multiplicities. 
Proof. This follows directly from Proposition 4.2 by the usual identification of C n /S n ∼ = C n with the space of monic polynomials of degree n in C[x].
Although for odd d the orbit space M d λ /S n is acyclic over the rational numbers, it is not true that in general M d λ /S n is contractible. This is of course a wellknown fact, but we include the argument for the sake of completeness. Consider for arbitrary d the map that sends an element x = (x 1 , . . . , x n ) to its "average" 
Therefore it is not contractible for d > 1. More precisely, for d > 1 we have, 
is a torsion-free Z-module and is nontrivial if and only if i = n − 3 − t(k − 2) for some 1 ≤ t ≤ n k . We shall denote by B i (k,1 n−k ) the ith Betti number of the complex ∆(Π (k,1 n−k ) ). Recall also from Section 3 that n denotes (the characteristic of) the S n -representation on the multilinear part of the free Lie algebra on n generators, and that ω( n ) = π n , where π n is the representation on the top homology of Π n . where ψ r,s,t is given by
When k = 2, these formulas simplify, so that the S n -module structure of the cohomology group
Proof. The proof of parts (i) This implies assertions (i) and (ii) via the Goresky-MacPherson formulas, Theorem 2.5 (i).
For assertion (iii), we use the computation in [Su-Wa] of the Whitney homology module of Π (k,1 n−k ) , as recorded in Section 3. The case of even d is essentially the formula for the Whitney homology of Π (k,1 n−k ) (tensored with the sign) from Theorem 3.1, while the case of odd d comes from using Example 4.1 (iii) in conjunction with this formula. In both cases we use the fact that if x is a partition in Π (k,1 n−k ) with r nontrivial blocks and s singletons, then the codimension function is given by codim(x) = d(n − r − s).
We now describe the details of the computation for odd d. The notation is as in the proof of Theorem 3.7] . Recall that the contribution from the interval
where the integer partition ν of n is the type of x, with s parts equal to 1 and n − s parts all greater than or equal to k, such that j = n − s − r + t(k − 2). From the Goresky-MacPherson formula for G-modules, Theorem 2.5 (ii), the representation on the cohomology of the complement of the real manifold is obtained by tensoring each factor in the above with the action of the normaliser N Sn (S ν ) on the homology of the sphere S here m j is the multiplicity of the part j ≥ k in ν, i.e., the number of blocks of size j ≥ k in x. By Example 4.1 (iii) the action on H(S codim(x)−1 x ⊥ ) is given by tensoring the representation χ n,r,s with the sign.
The contribution to the cohomology of the complement
To simplify the calculations, write φ n,r,s,t for the term of degree n − s in
Then, as in the proof of Theorem 3.7] , the contribution to the cohomology of the complement from the Whitney homology of degree j is
φ n,r,s,t ⊗ χ n,r,s , where the sum ranges over all subscripts r, s and t such that j − 2 = n − r − s − t(k − 2) − 2.
When k is even, the result is clear. When k is odd, the computation of the tensor product φ n,r,s,t ⊗ χ n,r,s is more intricate. Note first that by the rule of signs for plethysms of homogeneous symmetric functions, we can write
Hence for odd k, we find that φ n,r,s,t ⊗ χ n,r,s is the term of degree (n − s) in
as in the statement of the theorem.
We would like to mention that Theorem 4.4 (i) implies that
(this result is due to Cohen and Lusk [Co-Lu] ). We begin our analysis with an observation on the spaces D A 1 (2,1 n−2 ) and M 1 (2,1 n−2 ) , which are of lesser interest topologically. Here Theorems 2.4 (ii) and 2.5 (ii) allow us to retrieve a known decomposition of the regular representation of S n . Part (i) of the following corollary is of course well-known and stated for the sake of completeness.
Corollary 4.5. (i) The action of
Note that, together with part (i), this is equivalent to an S n -equivariant formulation of the Poincaré-Birkhoff-Witt theorem.
(iii) The regular representation of S n decomposes into a direct sum of
) and a copy of the sign representation. The S n -representation
Proof. The hyperplanes in the arrangement A 1 (2,1 n−2 ) dissect R n into n! pieces, each homeomorphic to a simplicial cone times a copy of the real line. The symmetric group S n acts transitively on the n! pieces. Therefore S n acts on H 0 (M 1 (2,1 n−2 ) ) by the regular representation. Now assertion (ii) follows by using the GoreskyMacPherson formula for G-modules, and Example 4.1 (iii). Note that the contribution to the Whitney homology of Π (2,1 n−2 ) , as an S n -module, from set partitions x of type λ = (1 m1 , 2 m2 , . . . ) is given by
Part (iii) can be deduced similarly, using the Goresky-MacPherson formula Theorem 2.5 (ii).
Here we remind the reader of the fact that the two representations in Corollary 4.5 arise naturally in the given decomposition from each other via "equivariant" Alexander duality on the sphere (see the proof of Theorem 2.4) and also via the involution ω. The action of ω can therefore be interpreted in this context as topological duality on the sphere.
In order to apply Proposition 2.9 to the manifolds M d (k,1 n−k ) we have to determine the multiplicity of the trivial representation in the S n -module
). The key ingredient here is the computation in [Su-Wa] of the representation on the Whitney homology of Π (k,1 n−k ) , which is stated in Theorem 3.1.
Proposition 4.6. Let d be even. The multiplicity of the trivial representation in the reduced cohomology of the complement of
and zero elsewhere. In particular
Proof. By Proposition 2.9 and Theorem 4.4 (iii), it is enough to show that the trivial representation occurs in the Whitney homology of Π (k,1 n−k ) only in dimension 0 and 1.
We compute the multiplicity of the sign representation in the tensor product of the sign with W H p (Π (k,1 n−k ) ), using Frobenius reciprocity. The scalar product of the symmetric function e n with the expression given by Theorem 3.1 is equal to the sum over all s ≥ 0 of the scalar product of e n−s with 
This in turn is nonzero only for those t such that n − s = kt, in which case, using the fact that the restriction of the sign representation from S kt to S t [S k ] is given by h t [e k ] if k is even, and by e t [e k ] if k is odd, we find that the multiplicity equals the scalar product of ω k h t with the degree t term in
Finally this is the multiplicity of the trivial representation in the degree t term of
It is well-known that the trivial representation appears in i if and only if i = 1. (Equivalently, the sign representation appears in π i if and only if i = 1. This follows easily, for instance, from [St2, Theorem 7.3] .) Hence the multiplicity of the trivial representation in W H p (Π (k,1 n−k ) ) is nonzero if and only if r = t = 1 and n − s = k, that is, if and only if p = n − s − r − t(k − 2) = 1, in which case it is 1.
Another example of an orbit arrangement is the
k· ·d , whose intersection lattice Π (k ) (usually denoted by Π k ) is the join sublattice of Π k , consisting of partitions all of whose block sizes are divisible by k (see [Bj4, Example 3.3] ). Note that Π (k ) is a ranked lattice of rank . We denote the ith Betti-numbers of
Proposition 4.7. (i) [Wa] For arbitrary k and the poset Π (k ) is EL-shellable. All its homology is concentrated in degree − 2.
(
) is equal to the number of permutations in S k−1 with descent set {k, 2k, . . . , ( − 1)k}.
of the symmetric group on the top homology of Π (k ) was first studied in [C-H-R] . Shellability was first proved by Wachs and later independently by Sagan [Sa] . The representation on the Whitney homology of this lattice is recorded in Theorem 3.2. From this we derive the representation of S k on the cohomology of the complement of the -divisible arrangement, via the GoreskyMacPherson formula Theorem 2.5. As in the k-equal case, we can also extract information about the orbit space. 
is nontrivial if and only if i = (dk − 1) − 1, and this Betti number is given by
where
.
In particular when d and k are both odd, it follows from (2) that the S k -module structure of the cohomology of the complement is that of a symmetric algebra: its characteristic is given by the degree n term in
) for i = (dk−1)−1 is obtained by taking the sum over all 1 ≤ t ≤ in the expressions (1) and (2) above.
Proof. By Proposition 4.7 (i) the integral homology of Π (k ) is free and concentrated in dimension rank(Π (k ) )−1 = −2. A partition x in Π (k ) with t blocks corresponds to a subspace of
The homology of the (Cohen-Macaulay) 
Proof. Clearly the trivial representation appears in the homology of Π (k ) once in the degenerate case k = 1, and, for arbitrary k, exactly once in the Whitney homology of Π (k ) in each of the degrees 0 and 1. We prove by induction that it never appears in the homology of Π (k ) for k ≥ 2. From these facts the assertion then follows by Proposition 2.9 and Theorem 3.2. The recursive formula in the preceding proposition for the characteristics π (k ) follows from the equivariant acyclicity of Whitney homology established in [Su, Lemma 1.1] . For k = 2 this gives π .
Assume by induction that it does not occur in π
Examining the expression of Theorem 3.2 for the characteristic of the rth Whitney homology, we find that there is a product of plethysms for each integer partition λ of k with k + 1 − r parts, with m i parts of size i . Hence if 2 ≤ r ≤ k − 1, each such partition has at least one part of size greater than or equal to 2k. On the other hand all the part sizes are less than k , so by induction hypothesis the trivial representation does not appear in W H r (Π (k ) ) for 2 ≤ r ≤ k − 1. The contributions from degree 1 and 0 cancel each other, and it follows that the multiplicity of the trivial representation is 0 in π
, for all n ≥ 2. It is now clear that the trivial module occurs once each in the Whitney homology in degrees 1 and 0, and never elsewhere.
The results of Propositions 4.6 and 4.9 imply the following condition [Ar2] for λ = (k, 1 q ) and λ = (k ). (Finiteness) Let d be a positive even number. Then
The non-vanishing part of the (Finiteness) In view of Theorem 2.4 (ii) and Lemma 2.7, this is equivalent to the following more combinatorial statement.
Conjecture 4.13. Let λ be an arbitrary partition of n. Let x ∈ Π λ be a partition of type µ = λ. Then the multiplicity of the trivial representation in the
Finally we mention that since the formulation of Conjecture 4.13 does not involve the number d, it suffices to prove Conjecture 4.12 for a single (even) d. i \λ (4, 2, 1 2 ) (4, 3, 1) (4, 2 2 ) (4 2 ) (5, 1 3 ) (5, 2, 1) (5, 3) (6, 1 2 ) (6, 2) (7, 1) (8) (M (3,1) ) into irreducibles (M (3,1 3 ) ) into irreducibles (3,1 6 ) ) into irreducibles i \λ (1 9 ) (2, 1 7 ) (2 2 , 1 5 ) (2 3 , 1 3 ) (2 4 , 1) (3, 1 5 ) (3, 2, 1 4 ) (3, 2 2 , 1 2 ) (3, 2 3 ) (3 2 , 1 if 1 ≤ t ≤ , and is zero otherwise. Since all terms in the innermost plethysm have degree at least k, the only way to obtain the required cycle-type from the plethysm is via terms of the form p kn+1 from the innermost plethysm, and only terms involving powers of p 1 from the other factors.
Character values; tables & results
Hence we need only consider the plethysm of (−1) +n e t with Now we observe that we can discard all terms in the power-sum expansion of e t except for the term p The result now follows by taking the partial derivative of (B) with respect to p 1 . i \λ (1 8 ) (2, 1 6 ) (2 2 , 1 4 ) (2 3 , 1 2 ) (2 4 ) (3, 1 4 ) (3, 2, 1 3 ) (3, 2 2 , 1) (3 2 , 1 2 ) (3 2 , 2) (4, 1 4 ) 7 105  15  9  7  25  0  0  0  3  3  3  8  420  30  12  6  36  -15  -3  -3  0  0  2  9  588  16  4  0  -4  -30  -2  -2  0  -2  0  10  272  0  0  0  -16  -16  0  0  2  0  0 i \λ (4, 2, 1 2 ) (4, 3, 1) (4, 2 2 ) (4 2 ) (5, 1 3 ) (5, 2, 1) (5, 3) (6, 1 2 ) (6, 2) (7, 1) (8) i \λ (6, 2 2 ) (6, 3, 1) (6, 4) (7, 1 3 ) (7, 2, 1) (7, 3) (8, 1 2 ) (8, 2) (9, 10 (10) 1  1  0  0  0  11  2  2  0  0  3  3  3  2  0  0  1  12  3  2  0  1  3  3  3  2  0  0  1  13  1  1  0  1  1  1  1  1  0  0  0 i \λ (6, 2 2 ) (6, 3, 1) (6, 4) (7, 1 3 ) (7, 2, 1) (7, 3) (8, 1 2 ) (8, 2) (9, 1) (10) 
