ABSTRACT The 3D reconstruction is an important topic in computer vision with many applications, such as robotics and augmented reality. Since the raw depth images captured by consumer RGB-D cameras are often low resolution (LR), noisy, and incomplete. How to obtain high-quality 3D models with a consumer RGB-D camera is still a challenge for the existing systems. In this paper, we propose a new depth super-resolution and completion method implemented in a deep learning framework and build a high-quality 3D reconstruction system. We first improve the resolution of LR depth image with a depth super-resolution network and remove the outliers in high-resolution (HR) depth image based on gradient saliency. To further enhance the quality of HR depth image with the guide of HR color image, we learn surface normal and occlusion boundary images from the corresponding HR color image through two deep fully convolutional networks. In particular, the blurriness of HR color image is also detected and pixel-wise quantized. Finally, we obtain a completed HR depth image by optimizing the HR depth image with the surface normal, occlusion boundary, and color image blurriness. We have carried out qualitative and quantitative evaluations with baseline methods on public datasets. The experimental results demonstrate that our method has better performance both on single depth image enhancement and 3D reconstruction.
I. INTRODUCTION
3D reconstruction aims to estimate the motion of a camera and to reconstruct the geometric structure of the real world objects or scenes. The emergence of RGB-D camera provides an opportunity to develop indoor scene 3D reconstruction systems conveniently. For consumer grade RGB-D cameras, there are two main approaches in depth sensing, i.e., structured-light (SL) and time-of-flight (ToF). They are popular because of good mobility, low cost, and high frame rate. However, the resolution and accuracy of depth images are always constrained by the depth sensing techniques used in RGB-D cameras. As shown in Fig. 2 (a) , Kinect v2 can capture low-resolution (LR) depth images, e.g., 512×424, while high-resolution (HR) color images, e.g., 1920×1080. Besides, the raw depth images are often incomplete when surfaces are shiny, bright, transparent or far
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With the popularity of inexpensive RGB-D cameras, enhancing the quality of depth image is an extensively studied topic. Most depth super-resolution (SR) methods [1] - [5] combined with the help of a corresponding HR color image. The most popular method is joint bilateral upsampling (JBU) [1] , which applies a spatial filter to the LR image and a range filter on another HR image. Furthermore, interpolation [6] - [8] , markov random fields (MRFs) [9] - [13] , shape from shading (SFS) technologies [14] - [16] , and deep learning-based methods [17] - [19] are also proposed to recover accurate HR depth image. To fill in the holes in raw depth image, researchers have proposed many methods, such as cross-bilateral filtering [20] , ray casting with truncated signed distance function (TSDF) [21] , [22] , MRFs optimization [23] , and patch-based image synthesis [24] - [26] . Some works also focus on sparse-to-dense depth estimation [27] , [28] to produce a dense depth image. Recent advances of depth estimation researches using deep learning have been applied in 3D reconstruction. DeepMVS [29] predicts high-quality disparity images for multi-view stereo reconstruction (MVS) with a deep convolutional neural network (ConvNet), which has to perform a structure from motion (SFM) reconstruction to recover the camera pose in advance. CodeSLAM [30] presents a compact but dense representation of scene geometry which is conditioned on the intensity data from a single image and generated from a code, but is only suitable for key frame-based monocular dense simultaneous localization and mapping (SLAM) system.
In this paper, we aim to achieve high-quality 3D reconstruction through depth enhancement for consumer RGB-D cameras, and propose a depth super-resolution and completion (SRC) method applied in volumetric-based 3D reconstruction system. In summary, the main contributions of our work are: 1) a new depth SRC method implemented in deep learning framework to obtain completed HR depth image; 2) an adaptive optimization method to complete HR depth images by information extracted from HR color image; 3) a high-quality 3D reconstruction pipeline based on the proposed depth SRC method for consumer RGB-D cameras. The rest of the paper is organized as follows: Section II introduces the related work and motivation of our research. Section III gives an overview of our high-quality 3D reconstruction system. The details of the proposed depth enhancement method are presented in Section IV. Section V describes experiment results and discussions while Section VI presents some concluding remarks.
For convenience of presentation, the main symbols and notations used in this paper are summarized in Table 1 .
II. RELATED WORKS A. RGB-D SCENE 3D RECONSTRUCTION
The emergence of consumer RGB-D cameras, such as Microsoft Kinect and Structure Sensor, provides an opportunity to develop indoor scene reconstruction systems conveniently. Kinectfusion [31] , [32] is an outstanding volumetric-based method to generate photorealistic dense 3D models with RGB-D images. It uses a volumetric representation by TSDF to represent the scenes, and in conjunction with fast iterative closest point (ICP) [33] pose estimation to provide a real-time fused dense model. Based on the pioneering work of Kinectfusion, variants of improved systems and methods have been proposed.
Existing state-of-the-art methods can be classified into two categories: online reconstructions [34] - [38] , i.e., dense simultaneous localization and mapping (SLAM); and offline reconstructions [39] - [43] , which have higher accuracy. To obtain high-quality 3D reconstruction, Bundlefusion [38] uses additional color features for registration and global bundle adjustment for obtaining precise scene geometry; Choi et al. [39] and Zeng et al. [40] reconstructed local smooth scene fragments and globally aligned them together with 3D features. However, due to low-quality depth, inaccurate registration, camera tracking drift and the lack of accurate surface details, 3D models reconstructed from consumer RGB-D cameras are not yet popularly used in applications.
In contrast to above methods, we explore depth enhancement method using both depth information and color information, and further improve the performance of 3D reconstruction in terms of camera pose estimation and surface reconstruction.
B. DEPTH ENHANCEMENT WITH DEEP LEARNING
To enhance the quality of depth image, researchers have made lots of exploring, which can be divide into depth super-resolution and depth inpainting. Since deep learning has demonstrated highly successful in image processing, we focus in the related work on deep learning-based methods.
Super-resolution technique improves the observed LR image to the corresponding HR image. A common approach to refine a low quality depth image is to incorporate the concurrently captured high quality color image. Riegler et al. [17] increased the resolution of depth image with a HR color image to guide a deep fully convolutional network (FCN). MSG-Net [19] complements LR depth features with HR intensity features using a multi-scale fusion strategy. These methods train the networks use both depth image and color image. However, color image captured by a consumer RGB-D camera also suffers from blur and noise, which may degrade the performance of depth superresolution. Researchers also explore depth super-resolution methods only using depth image as input. ATGV-Net [18] combines the benefits of deep learning-based single image super-resolution (SISR) with a variational method to recover accurate HR depth image, but it can not reduce noise and holes. Unlike above methods, we first make depth superresolution and outliers removing only use depth information, and then complete the missing data in HR depth image with the guide of HR color image.
Deep learning-based methods for depth estimation from single color image and color image inpainting have received a lot of attention in recent years. For depth inpainting, it is still difficult due to the lack of training data and absence of depth feature. Sparse-to-Dense [27] estimates dense depth images from both sparse depth image and color image, which is suited for sensor fusion and sparse SLAM. In a recent work, Zhang and Funkhouser [44] trained a deep network that takes a color image as input to predict large missing areas in depth image, and created a dataset of RGB-D images paired with completed depth images. These methods force on enhancing single depth image, and assume that the corresponding color image has high quality. To maximize the enhancement of depth image from a consumer RGB-D camera, we first measure the quality of corresponding color image, and then adaptively optimize depth image by surface normal, occlusion boundary, and color image blurriness.
III. SYSTEM OVERVIEW
The pipeline of the proposed system is shown in Fig. 1 , which is composed of three parts: RGB-D image registration, depth super-resolution and completion, and 3D reconstruction. 
A. RGB-D IMAGE REGISTRATION
Since depth image and color image are captured by different sensors of a consumer RGB-D camera, we need to register them in a unified camera coordinate system. Fig. 2 shows a registration example of RGB-D image from CoRBS dataset [45] , which is captured by Kinect v2. The resolutions of original unregistered depth and color images are 512×424 and 1920×1080 respectively. After image registration, the registered depth image and color image are in the same camera coordinate system.
For each input raw depth image D r i in depth camera coordinate system, we register it to the color camera coordinate system as follows:
• First, we reconstruct a 3D point p(x) corresponding to the pixel x on the raw depth image as:
where K d is the pre-calibrated intrinsic matrix of depth camera.
• Second, we translate the 3D point to color camera coordinate system and obtain a new 3D point coordinates q(x), which is reconstructed as: where T is the pre-calibrated transformation matrix from depth camera coordinate system to color camera coordinate system, and K c is the pre-calibrated intrinsic matrix of color camera.
• Finally, the registered LR depth image D l i in color camera coordinate system is calculated as:
B. DEPTH SUPER-RESOLUTION AND COMPLETION
In order to estimate a completed HR depth image D c i from a LR depth image D l i with corresponding HR color image C i , we propose a depth SRC method implemented in deep learning framework. As shown in Fig. 3 , it consists of three stages: depth super-resolution, information extraction, and depth completion.
1) DEPTH SUPER-RESOLUTION
The input LR depth image D l i is enhanced to a HR depth image D h i through depth laplacian super-resolution network (DlapSRN) and outlier removing units. As shown in Fig. 4 , DlapSRN uses a laplacian pyramid network [46] as base architecture, and contains two branches: feature extraction and depth image reconstruction. At each pyramid layer: i) feature extraction branch consists of d convolutional layers and one transposed convolutional layer to upsample the feature by a scale of 2; ii) the input depth image is upsampled by a scale of 2 with a transposed convolutional layer; iii) the output HR depth image at current level is fed into the depth image reconstruction branch of next level. Furthermore, the outliers in the learned HR depth image are detected and removed based on gradient saliency.
2) INFORMATION EXTRACTION
The input HR color image C i is used to learn surface normal image N i and occlusion boundary image O i through two FCN networks, meanwhile the blurriness of HR color image is detected and pixel-wise quantized. We use two deep networks designed on the back-bone of VGG-16 with symmetry encoder and decoder [47] , [48] to extract surface normal and occlusion boundary from HR color image. Normal VGG-16 and boundary VGG-16 are trained to learn occlusion boundary image and surface normal image respectively.
3) DEPTH COMPLETION
Depth completion is to obtain a completed HR depth image D c i with information extracted from HR color image. We construct an objective function with HR depth image D h i , surface normal image N i , occlusion boundary image O i , and blurriness image B i , through which each HR depth image can be adaptively optimized by its corresponding HR color image.
C. 3D RECONSTRUCTION
In accordance with what is widely used in previous works, we use the volumetric-based method to integrate VOLUME 7, 2019 depth sequence. We implement 3D reconstruction based on ICP-based camera pose estimation, and in conjunction with volumetric representation by TSDF to provide a fused dense model.
1) CAMERA POSE ESTIMATION
We estimate the camera pose through the well-known ICP algorithm to get a 6-DoF rigid relative transformation. For each pixel x = (u, v) T at an enhanced depth image D c i , the vertex v i (x) and normal vector n i (x) are calculated as follows:
where K is the pre-registered intrinsic matrix of depth camera, z i (x) is the depth value. The transformation T g,i from current camera coordinate system to global coordinate system is calculated by minimizing the following point-to-plane error E(T g,i ):
wherex corresponds to x by projective data association,
are the predicted vertex and normal at previous frame.
2) SURFACE RECONSTRUCTION
After estimating the camera's global pose, depth images are integrated into a TSDF model. TSDF is discretized into a voxel grid to represent a physical volume of space. For a given voxel c in the fused scene model F, the corresponding signed distance value F(c) is computed with n depth images:
Signed distance function sdf i (c) is the projective distance between a voxel and i-th depth frame, and is defined as:
where x = π(Kc) is the pixel into which the voxel center projects, and is the truncation threshold. We compute distance along the principal (Z ) axis of the camera frame using the z component denoted as [.]z.
Weighting function w i (c) represents the confidence in the accuracy of the distance, and is fixed to 1 in our experiments.
Through above procedures, the enhanced depth sequence is fused into a TSDF representation. A predicted surface is ray-casted into the volumetric model, and aligned with the enhanced depth image in the camera pose estimation stage. The final mesh model is extracted with marching cubes algorithm [49] .
IV. DEPTH SUPER-RESOLUTION AND COMPLETION
The key points of our depth SRC method are elaborated in the following subsections.
A. NETWORKS IMPLEMENTATION 1) TRAINING DATA
To train DlapSRN, we use 372 depth images of ICL-NUIM living room sequences (kt0, kt1 and kt3) [50] and 795 depth images of NYU-v2 dataset [20] . The training data is sampled in three scales (1/2, 1/4 and 1/8) and augmented by scaling (random downscale between [0.5, 1.0]), rotation (random rotate images by 90 • , 180 • , or 270 • ), and flipping (flip images horizontally or vertically with a probability of 0.5). We use nearest neighbor interpolation in both scaling and rotation to avoid creating spurious sparse depth points.
To train normal VGG-16 and boundary VGG-16 networks, we use 547515 images of the synthetic dataset SUNCG-RGBD [48] and 59743 render depth images of ScanNet dataset [44] , [51] . The ground truth images of surface normal and occlusion boundary are provided by the datasets. We use color images as input to learn surface normal and occlusion boundary.
2) LOSS FUNCTION
Loss function used for HR depth estimation is defined in Eq. (9) with the Charbonnier penalty function [46] , [53] .
where D and D * are predicted and ground truth depth respectively, m is the number of training samples in each batch, k is the number of level in the pyramid. is the parameter of the Charbonnier penalty function, which is set to 1e − 3. For surface normal and occlusion boundary estimations, we use the inverse of the dot product between the ground truth and the estimation as loss function, which is defined in Eq. (10).
where N and N * are predicted and ground truth of surface normal, O and O * are predicted and ground truth of occlusion boundary, and n is the number of valid pixels.
B. OUTLIERS REMOVING
Since the raw depth image captured by a consumer RGB-D camera usually contains large error on the occlusion boundary. This error may be enlarged in the process of depth superresolution. In order to remove the unreliable depth boundaries before depth optimization, the outliers is determined by the distance discontinuities in HR depth image. For each learned HR depth image, we construct the outliers removing method as follows:
• First, we normalize the learned HR depth image, and apply a gradient operator Sobel(x) on each pixel x.
• Second, we generate a mask image M i based on gradient saliency. The value M i (x) of each pixel in mask image M i is defined as:
where G i (x) = Sobel(x) is the gradient of pixel x. g h is the sensitive threshold, which is set to 0.1∼0.3 in our experiments.
• Finally, the outliers in HR depth image are corroded with the mask image M i . After above processing, the outliers on occlusion boundaries (structure edges) can be effectively removed. Besides, the texture edges of the objects will not be incorrectly removed by our method, because their corresponding depth gradients are not sensitive.
C. HYBRID COEFFICIENT MATRIX
Given the corresponding HR color image captured by a consumer RGB-D camera may suffer from strong defocus blur and large noises in occlusion boundary. Information extracted from low-quality color image will affect the depth optimization results and introduce unnecessary noise. To maximize the quality of the depth, we detect the blurriness of HR color image and introduce a hybrid coefficient in the objective function of depth optimization. The optimization procedure will be stated in Section IV-D.
For each HR color image C i , the hybrid coefficient matrix H i is based on corresponding occlusion boundary image and defocus blur detection image, which is constructed as follows:
• First, we detect the blurriness of each HR color image and get pixel-wise defocus blur annotations using BTBNet [54] .
• Second, we normalize the defocus blur value of each pixel in the range of [0, 1] , and obtain a blurriness image B i . A smaller value denotes a higher blurriness.
• Finally, the hybrid coefficient matric H i is calculated through:
where P i (x) is the predicted probability that a pixel is on the occlusion boundary image, and B i (x) is the blurriness of pixel x on HR color image. The value of H i (x) is between [0, 1].
D. DEPTH OPTIMIZATION
The goal of depth optimization is to complete HR depth image with the predicted surface normal image, occlusion boundary image, and HR color image blurriness. Surface normals and occlusion boundaries capture local properties of the surface geometry, while image blurriness denotes the qualities of surface normals and occlusion boundaries extracted from HR color image. We combine them through global optimization to complete the depth image for all pixels in a consistent solution. For each HR depth image D h i , the objective function is defined in Eq. (13) . It is a weighted sum of squared errors with three terms: i) E D measures the distance between the estimated depth D(x) and the HR depth D h (x) at pixel x, and forces the global solution to maintain the correct scale by enforcing consistency with the HR depth; ii) E S encourages adjacent pixels to have the same depths; iii) E C measures the consistency between the estimated depth and the predicted surface normal N (x).
where t(x, q) is the tangent vector, and H (x) is the hybrid coefficient. Like in [44] , λ D , λ S , and λ C are fixed to be [1000, 1, 0.001] in our experiments.
As the matrix form of the system of equations in Eq. (13) is sparse and symmetric positive definite, we solve it with a sparse Cholesky factorization. The final solution is a global minimum to the approximated objective function. [50] . RMSE of baseline is 0.10 cm. X denotes the fail of camera pose estimation. Bold shows the best results, and underlined shows the second best results.
Since hybrid coefficient H (x) is used in the depth optimization, each HR depth image can be adaptively completed with the guide of its corresponding HR color image.
V. EXPERIMENTS
We have carried out experiments to evaluate the quantitative and qualitative performance of our method. For all experiments, we run our system on a standard desktop PC with Intel Core i7-4790 3.6GHz CPU and GeForce GTX 1080 Ti 11GB GPU.
A. SINGLE IMAGE EVALUATION
For single depth image, we first evaluate the depth super-resolution performance of our method on hole-filled RGB-D datasets [4] , [52] , and then evaluate the depth completion performance on RGB-D datasets [44] , [51] with missing data in depth images.
1) DEPTH SUPER-RESOLUTION EVALUATION
The quantitative comparisons of super-resolution accuracy are performed with a series of baseline super-resolution methods: nearest neighbor (NN) interpolation, bilinear interpolation, Kopf et al. [1] , He et al. [3] , Ferstl et al. [4] , and ATGV-Net [18] . Table 2 reports the root mean squared error (RMSE in pixel disparity) on Middlebury dataset with synthetic noise proposed by Ferstl et al. [52] . Note that the results of other methods are quoted from corresponding paper [18] . To have a fair evaluation, we convert all recovered HR depth images in the same data type (8-bit) since the ground truths are quantized to 8-bit. The results indicate that the average accuracy of our method on Middlebury dataset is higher than others. Table 3 reports the quantitative results (RMSE in millimeter) on real ToF data from ToFMark dataset [4] . Note that the results of other methods are quoted from corresponding papers with an approximately super-resolution factor 5 (160×120 to 810×610). The best RMSE for each evaluation is in bold, whereas the second best one is underlined. Our method achieves the best results on 2×SR and 4×SR, and a comparable performance on 8×SR. 
2) DEPTH COMPLETION EVALUATION
Since the depth from Intel RealSense contains more missing data, we use RGB-D images captured by RealSense [44] to evaluate depth completion performance. The resolution of depth and color images provided by the dataset is 320×240. We generate LR depth images through sampling a depth image with factors of 1/2, 1/4 and 1/8. Fig. 5 shows a comparison of original depth image and depth images enhanced by 2×SRC, 4×SRC and 8×SRC with our method. In order to compare our depth completion performance after depth super-resolution, the completed depth image (320×240) with the method of Zhang and Funkhouser [44] is used as a baseline. Peak signal-to-noise ratio (PSNR) compared to original depth image are also reported (higher is better) in the figure. The results indicate that our method performs well on 2×SRC, 4×SRC and 8×SRC depth images. Fig. 6 gives a completion example of a holey depth image enhanced with the help of a blur color image from ScanNet dataset. The corresponding point clouds are calculated by the depth images, and the color information are just used for display. It can be seen that, point cloud from raw depth image has many holes, while point cloud from our enhanced depth image is complete and accuracy.
B. 3D RECONSTRUCTION EVALUATION
To evaluate the quantitative and qualitative performance of 3D reconstruction with enhanced depth sequence, we use the living room kt2 sequence (880 RGB-D images) of ICL-NUIM dataset. The ground truth (GT) depth sequence is noise-free with a resolution of 640×480. We generate LR depth sequences through sampling the GT depth images by factors of 1/2, 1/4 and 1/8, and enhance them by 2×SRC, 4×SRC and 8×SRC with our method. In our experiments, we only use depth images in 3D reconstruction after depth enhancement. Table 4 reports the accuracy of camera pose estimation using the root mean square error (RMSE in centimeters) metric described by Handa et al. [50] . The camera poses are estimated through the proposed 3D reconstruction system. Both of the accuracies of SRC depth sequences with and FIGURE 8. 3D reconstruction results with different depth sequences on living room kt2 sequence from ICL-NUIM dataset [50] . Note that we do not complete large missing areas outside the camera's field of view. Details of the differences are marked with red circles. without outliers removing (OR) is reported. It can be clearly seen that the accuracy of camera pose estimation is greatly improved after depth enhancement with our method. Compared to 4×SRC depth sequence, RMSE for 1/4 LR depth sequence is very larger. The experiment with 1/8 LR depth sequence is failed due to severe camera tracking lost. The estimated camera trajectories compared with ground truth are also shown in Fig. 7 . We can see an obvious camera pose error on 1/2 LR depth sequence, which is marked with a black circle in Fig. 7 (a) . However, camera trajectories of 2×SRC, 4×SRC and 8×SRC depth sequences are all close to the ground truth. Fig. 8 shows 3D scene models reconstructed with different depth sequences compared to the baseline. The first column represents the input depth sequences, and reconstructed 3D models are shown in the latter two columns. The first row shows the baseline model, which is reconstructed from GT depth sequence with a camera pose error of 0.10 cm RMSE. Note that we do not complete large missing areas outside the camera's field of view. There are large missing areas in the center of room models because both depth camera and color camera have not captured these regions. We have compared the reconstruction results with LR depth sequences and enhanced SRC depth sequences in top view and general view. Details of the differences are marked with red circles in general view. We can obviously see that 3D reconstruction using enhanced SRC depth sequences performs better than using LR depth sequences directly. Scene models reconstructed with 1/2 and 1/4 LR depth sequences looks good in top view, while the geometric details of them are inaccuracy in general view. Due to serious camera pose error, scene model reconstructed with 1/4 LR depth sequence has some distortions and layering in general view. However, reconstruction results with our enhanced depth sequences are close to the baseline with enough geometric details.
C. RUNTIME ANALYSIS
To evaluate the efficiency of our method, Table 5 shows the average computational time (seconds per frame) on living room kt2 sequences of ICL-NUIM dataset [50] for different procedures of our method. In our experiments, depth super-resolution and depth optimization are run on GeForce GTX 1080 Ti 11GB GPU, while information extraction and 3D reconstruction are run on Intel Core i7-4790 3.6GHz CPU. There exists a speed up of information extraction and depth optimization in the future.
VI. CONCLUSION
In this paper, we propose a new depth SRC method implemented in deep learning framework, which can be applied to enhance low quality depth images captured by consumer RGB-D cameras for 3D reconstruction. Experimental results demonstrate that our approach has better performance both on single depth image enhancement and 3D reconstruction. Our method can be extend for high-quality 3D reconstruction with higher resolution images. Furthermore, overcoming the noise in learned depth is the direction of our future work.
