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Navier-Stokes equationsAbstract High quality of geometry representation is regarded essential for high-order methods to
maintain their high-order accuracy. An agglomerated high-order mesh generating method is inves-
tigated in combination with discontinuous Galerkin (DG) method for solving the 3D compressible
Euler and Navier-Stokes equations. In this method, a fine linear mesh is first generated by standard
commercial mesh generation tools. By taking advantage of an agglomeration method, a quadratic
high-order mesh is quickly obtained, which is coarse but provides a high-quality geometry represen-
tation, thus very suitable for high-order computations. High-order discretizations are performed on
the obtained grids with DG method and the discretized system is treated fully implicitly to obtain
steady state solutions. Numerical experiments on several flow problems indicate that the agglomer-
ated high-order mesh works well with DG method in dealing with flow problems of curved geome-
tries. It is also found that with a fully implicit discretized system and a p-sequencing method, the
DG method can achieve convergence state within several time steps which shows significant effi-
ciency improvements compared to its explicit counterparts.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is
an open access article under theCCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Discontinuous Galerkin (DG) methods have received growing
interests in the past two decades for their various attractivefeatures, such as high-order accuracy, great geometry flexibil-
ity, straightforward implementation of h/P adaptation and
parallel computing.1–5 The same as the classical finite element
methods, DG methods can achieve high-order accuracy on
grids by means of high-order polynomial approximation
within elements while the physics of wave propagation is
accounted for by means of solving Riemann problems at ele-
ment interfaces as in upwind finite volume methods.
Despite these advantages, there are still some limitations of
the DG methods. Particularly, it remains an open issue for
generating meshes which can robustly produce accurate
approximation of curved geometries. Bassi and Rebay showed
that in the case of curved geometries, a high-order DG(2016),
2 W. Qin et al.discretization with straight-sided two dimensional elements
yields low order accurate and even physically wrong results,4
and similar results are also proposed in publications.6–8 In
order to improve the quality of geometry representation, a
high-order mesh is required. Landmann et al.9 proposed a
curved boundary representation method with local splining
surface on triangles and quadrangles, which showed a good
performance. The method was further extended to hybrid
mesh and turbulent flows.10,11 With the aid of CAD tools, such
as non-uniform rational B-splines (NURBS)12 and computa-
tional analysis programming interface (CAPRI)13, a more
accurate boundary representation was achieved. Agglomera-
tion algorithm is considered as an alternative efficient
approach to provide high-order approximations of curved
geometries. Combined with DG method, Bassi et al.14 devel-
oped an agglomeration based discontinuous Galerkin algo-
rithm for two-dimensional cases. Based on the multilevel
algorithm library MGridGen, coarse polyhedral grids are
obtained with the original fine grids, which is straightforward
and robust. Compared with the results on grids with the same
number of degrees of freedom, more accurate solutions have
been obtained on coarse agglomerated grids due to its more
accurate representation of the curved geometries. However this
work is published only for two-dimensional cases and the
library MGridGen is necessary as a pre-processing tool.
Efficient time integration schemes for discontinuous Galer-
kin method have been a research focus recently. Explicit time-
integration methods such as multistage Runge-Kutta
schemes15–17 have long been used in discontinuous Galerkin
method for their advantages of easy implementation, low
memory storage requirement and easy for parallelization.
However for large-scale fluid problems, especially for solutions
of the Navier-Stokes equations, the convergence rate slows
down dramatically. In order to speed up convergence, a lot
of implicit approaches have been developed. These range from
Gauss-Seidel to Krylov subspace methods with a variety of
preconditioners.18–21
Inspired by the agglomeration idea, an agglomerated high-
order mesh generation method is investigated for generating
three-dimensional coarse grids with fine boundary representa-
tions. This method has several attractive features: first, the sur-
faces are represented with the information of the original fine
grids, which are accurately represented without any CAD aid;
Secondly, this method can be implemented straightforwardly
since no extra libraries are needed. Furthermore, this method
can be directly extended for generating high-order highly
stretched meshes without causing any cross-over problems,13
which can be further used for turbulent flow computations.
In order to speed up the convergence, a fully implicit temporal
discretization technique is investigated, which demonstrates a
good efficiency combined with the DG method.2. Formulation of DG method
2.1. Governing equations
The Navier-Stokes equations governing unsteady compressible
viscous flow can be expressed as
@Uðx; tÞ
@t
þ @FkðUðx; tÞÞ
@xk
¼ @GkðUðx; tÞÞ
@xk
ð1ÞPlease cite this article in press as: Qin W et al. Implicit discontinuous Galerkin metho
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tive variable vector U, inviscid flux vector F and viscous flux
vector G are defined by
U ¼ q qui qe½ T
Fj ¼
quj
quiuj þ pdij
ðqeþ pÞuj
264
375
Gj ¼
0
rij
ulrlj þ qj
264
375
where q, p and e denote the density, static pressure, and total
energy per unit mass, respectively. ui is the velocity of the flow
in the coordinate direction xi and dij is the Kronecker tensor.
The components of the viscous stress tensor rij and the heat
flux vector qj are given by
rij ¼ l @ui
@xj
þ @uj
@xi
 
 2
3
l
@uk
@xk
dij ð2Þ
qj ¼
1
c 1 
l
Pr
 @T
@xj
ð3Þ
where T is the temperature. With the state equation for perfect
gas, the system of equations can be completed,
p ¼ ðc 1Þqðe 0:5ujujÞ ð4Þ
In the above equations, l denotes the molecular viscosity, c the
ratio of the specific heats and, Pr is the dimensionless Prandtl
number, which takes 0.72 for air. Neglecting viscous effects,
the left-hand-side of Eq. (1) represents the Euler equations
governing unsteady compressible inviscid flows.22–26
2.2. DG discretization
With mixed formulation9, Eq. (1) can be reformulated as
s ¼ rU ð5Þ
@U
@t
þr  fcðUÞ  r  fvðU; sÞ ¼ 0 ð6Þ
where s is an introduced auxiliary variable, and fcðUÞ and
fvðU; sÞ are the inviscid and viscous flux tensor. By introducing
suitable piecewise polynomial test function /h and approxi-
mate solutions Uh at each cell K, we obtain the weak
formulations:Z
K
/hshdX ¼
Z
K
/hrUhdXþ
Z
@K
/h ðbUh Uh Þ  ndr ð7Þ
Z
K
/h
@Uh
@t
dX
Z
K
r/h  ðfcðUhÞ  fvðUh; shÞÞdX
þ
Z
@K
/hðfcðUhÞ  fvðUh; shÞÞ  ndr ¼ 0 ð8Þ
where X is the domain, r the boundary of X. The variables
with superscript ‘‘–” denote the values inside the element K
and n is the outward unit normal vector to the boundary.
fcðUhÞ  n and fvðUh; shÞ  n are the inviscid and viscous numer-
ical fluxes, respectively. The inviscid numerical fluxes fcðUhÞ  nd on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
Fig. 1 Outward unit normal vector n on different face elements.
Fig. 2 Illustration of mesh agglomeration approach.
Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations 3can be handled in the same way as in the finite volume (FV)
method, and here we use the well known local Lax-
Friedrichs (LLF)27 flux or Roe flux28 for the approximate solu-
tion of the Riemann problem. As for the viscous numerical
flux, many dealing approaches have been proposed.2,5,29,30
The well-known BR231 scheme is used in this paper.
2.3. Time integration
The weighted form of the DG discretized equations Eqs. (6)
and (7) can be rewritten as an ordinary differential equation
form:
M
du
dt
þ RðuÞ ¼ 0 ð9Þ
where M, u and RðuÞ denote the mass matrix, the global solu-
tion vector and the residual vector. Using the backward Euler
difference method, the following linear system is obtained:
ADu ¼ RðunÞ ð10Þ
where Du ¼ unþ1  un and A ¼ ðM=Dtþ @R=@uÞ. Since the
matrix A is always a large sparse block matrix, it can be parti-
tioned into the block diagonal D, upper U and lower L
matrices:
A ¼ Dþ LþU ð11Þ
Here we use the well-known block Gauss-Seidel
method19,32 to solve the linear systems.
Dukþ1 ¼ ðDþ LÞ1ðRðunÞ UDukÞ ð12Þ
where the superscript kþ 1 is the inner iteration index, and
Du0 ¼ 0. We apply Eq. (12) iteratively until a given conver-
gence tolerance or a maximum number of sweeps is reached.
3. Mesh agglomeration approach
For the traditional second-order accurate flow solvers, a good
result can be achieved on a fine linear mesh and the surfaces of
geometry are typically represented by a series of fine linear face
elements. However for DG methods, as has been shown in
publication,4 this seems not working well even with a lot of ele-
ments. The reason is that the linear face elements cannot pro-
vide accurate normal directions on the quadrature points
which are very important in the computations using DG meth-
ods. Besides, there will be errors in the computations of the
areas of the curved face elements. Instead, the mesh agglomer-
ation method introduced below can be regarded as a local
reconstruction of curved surfaces which can provide more
accurate results (see Fig. 1).
As illustrated in Fig. 2, with eight hexahedral elements
agglomerated, a new 27-node quadratic hexahedral element
can be obtained. In this method, a structured block of elements
with three direction index (i, j, k) is first outputted from com-
mercial mesh generation tools. Since the numbers of nodes in
each direction are known, the new elements can be defined
easily with 27 control nodes which can be categorized into 4
groups: (A) corner vertices, when all the three direction indexes
are even numbers; (B) edge vertices, when only one of the three
direction indexes is odd number; (C) face vertices, when only
two direction indexes are odd numbers; and (D) one volume
vertex, when all the three direction indexes are odd numbers.Please cite this article in press as: Qin W et al. Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
http://dx.doi.org/10.1016/j.cja.2016.10.004
Fig. 4 Computed entropy production of simulating flow past a
4 W. Qin et al.Cubic or higher order elements can also be achieved using this
method. Quadratic elements are used in this paper because a
curved surface can be represented well with 9 control points.
For more complex geometries, more points and elements can
be used.
Lagrange polynomials are used to transform between the
numerical and physical space with the 27 control points within
each element:
xðn; g; fÞ
yðn; g; fÞ
zðn; g; fÞ
264
375 ¼X26
i¼0
Nijk
xi
yi
zi
264
375 ð13Þ
where xi, yi, zi are the coordinates of the control points, and
Nijk is the Lagrange basis function which can be expressed with
tensor product of 1D Lagrange basis functions /iðnÞ:
Nijk ¼ /iðnÞ  /jðgÞ  /kðfÞ ð14Þ
In order to test the capacity of the mesh agglomeration
method in representing curved geometries, a case of compress-
ible inviscid flow past a sphere is used (Ma1 ¼ 0:5). A fine lin-
ear mesh with 17280 hexahedral elements is first generated and
is agglomerated into a quadratic mesh with 2160 hexahedral
elements (Fig. 3). Compressible Euler equations are then
solved on the agglomerated quadratic mesh and the results
are compared with that on 17280 linear elements. Fig. 4 illus-
trates the computed absolute number of entropy production
distributions (3rd order, P ¼ 2) and the entropy production
is defined asFig. 3 Mesh used for computing flow past a sphere.
sphere.
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S1
¼ p
p1
q1
q
 c
 1 ð15Þ
where S ¼ p=qc is the entropy. It can be seen that the number
of entropy production is very large when using linear elements
although it contains the same mesh information with the
agglomerated coarse grids. Actually due to its inaccurate rep-
resentation of the boundary surfaces, the residual oscillates
which in comparison shows the superiority of the mesh
agglomeration method. Besides, since the number of the com-
putational agglomerated elements is 1/8 of the original linear
elements, the computational time on the agglomerated grids
is nearly 1/8 of that on the linear elements for each Newton
iteration. Fig. 5 gives a comparison of the pressure coefficient
Cp on the symmetry plane. The result on a mesh of 13248
agglomerated quadratic elements is computed as a reference
resolution. Consistent with the results of the entropy produc-
tion, the pressure coefficient on the agglomerated grids
matches well with the reference data and the data on the fine
linear elements oscillates a lot, especially in the wake of the
sphere.
4. Presentation of results
In this section, several numerical examples, including both
inviscid and viscous test cases, are given to demonstrate the
capacity of the presented high-order (up to P ¼ 3) implicit
DG method on the agglomerated quadratic hexahedral
elements.d on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
Fig. 5 Comparison of computed pressure coefficient on symme-
try plane.
Fig. 6 Computed results of simulating laminar flow past a flat
plate.
Fig. 7 Illustration of boundary conditions and computed rates
of convergence for subsonic flow through a channel with a bump.
Fig. 8 Mach contours and pressure coefficient distribution for
Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations 54.1. Laminar flow past a flat plate
A laminar flow over an adiabatic flat plate is first chosen to
illustrate the accuracy of our DG code, as the classical Blasius
solution can be used to measure the accuracy of the numerical
solution. Agglomerated high-order mesh is used in this casesubsonic flow through a channel with a bump.
Please cite this article in press as: Qin W et al. Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
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Fig. 9 Logarithmic density residual vs time step (P= 0–3) and
CPU time (P ¼ 2) for subsonic flow through a channel with a
bump.
Fig. 10 Mesh used for computing laminar flow past a sphere.
6 W. Qin et al.although there are no curved geometries. The free-stream flow
condition is given asMa1 ¼ 0:5 and Re1 ¼ 100000. The com-
putational space ½0:5; 1  ½0; 1  ½0; 0:1 is discretized with
ð20þ 40Þ  16 1 agglomerated quadratic hexahedral ele-
ments, with 20 16 1 elements ahead of the flat plate and
40 16 1 elements for the flat plate. The computed profiles
ðP ¼ 3Þ of the velocity components ux ¼ u=u1,
vy ¼ v
ﬃﬃﬃﬃﬃﬃﬃﬃ
Rex
p
=u1 versus g ¼ y
ﬃﬃﬃﬃﬃﬃﬃﬃ
Rex
p
=x are shown in Fig. 6(a)
in which x, y are coordinates and u, v are velocities in the cor-
responding directions. Rex ¼ u1x=m is the Reynolds number
and m is the kinematic viscosity. It can be seen that an accurate
prediction of velocity profiles is obtained, not only the ux pro-
file but also the vy profile, which is often regarded difficult to
compute accurately. The computed skin friction coefficient
Cf distribution along the flat plate is shown in Fig. 6(b) with
logarithmic plot, which shows a good agreement with the Bla-
sius solution,33 indicating the high accuracy of the DG
method.
4.2. An inviscid flow past a channel with a smooth bump
This test case is chosen to demonstrate the convergence accu-
racy and efficiency of the presented implicit DG method for
solving internal flows on agglomerated high-order mesh. The
problem under consideration is a subsonic flow with
Ma1 ¼ 0:5. The length, width and height of the channel arePlease cite this article in press as: Qin W et al. Implicit discontinuous Galerkin metho
http://dx.doi.org/10.1016/j.cja.2016.10.0043, 0.5 and 0.8, respectively. The smooth bump is on the lower
surface of the channel with a function defined as 0:0625e25x
2
from x ¼ 1:5 to x ¼ 1:5. Four successively refined quadratic
grids are used to obtain the convergence rate, with point distri-
bution of 6 3 2 for the coarse grids, 11 5 3 for the
medium grids, 21 9 5 for the fine grids and 41 17 9
for the finest grids, respectively. Since this is also an isentropic
flow problem, the L2-norm of the entropy production is used
as the error measurement:
kekL2ðXÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃZ
X
e2dX
s
ð16Þ
The definition of the entropy production is in Eq. (14).
Fig. 7 illustrates the used boundary conditions and the com-
puted order of accuracy. As can be seen, the implicit DG
method can achieve the designed order of OðhPþ1Þ on the
agglomerated quadratic grids. Fig. 8 illustrates the computed
mach contours on the finest mesh and the pressure coefficient
distribution on xOy plane, which matches well with the sym-
metric property of the flow. Fig. 9(a) shows the logarithmic
density residual versus time step for the implicit method. With
a P-sequencing method,33 in which lower order solutions are
used as the initial guess for the higher order solutions, a resid-
ual of 1010 can be obtained within several time steps. Fig. 9(b)
gives the logarithmic density residual versus the CPU time of
P ¼ 2 solution. Both the explicit Runge-Kutta method and
implicit Newton method are employed. It can be seen that
the convergence history of the explicit method stalls some-
where, which in comparison demonstrate the efficiency of the
fully implicit method.d on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
Fig. 11 Computed Mach number contours and streamlines on
symmetry plane for laminar flow past a sphere.
Fig. 12 Logarithmic density residual vs time step and CPU time
for laminar flow past a sphere.
Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations 74.3. Laminar flow past a sphere
A viscous flow past a sphere is considered in this case. The
computation is performed at the Mach number of 0.5 and
the Reynolds number of 118 based on the diameter of the
sphere. This test case is chosen to demonstrate the capacity
of the current studied method for the computation of viscous
flows around a simple but highly-curved geometry. Since the
model and flow are symmetric, we consider only half of the
configuration. Fig. 10 shows the original linear fine grids with
33728 hexahedral elements and the resulting 4216 quadratic
hexahedral elements after agglomeration. The non-slip bound-
ary surface is represented with 48 quadratic face elements. The
computed Mach number contours in the flow field and the
velocity streamlines on the symmetry plane (P ¼ 3) are dis-
played in Fig. 11, which agrees well with the results in Ref.19
on 119390 tetrahedral elements using an reconstructed discon-
tinuous Galerkin (RDG) method.19 Fig. 12 gives the logarith-
mic density residual versus time step and CPU time of the
explicit and implicit method (P ¼ 2) for this viscous flow. Sim-
ilar to the results of the inviscid cases, the implicit method used
for laminar flow is also much more efficient than the explicit
method.
4.4. An inviscid flow past an analytical 3D body of revolution
A subsonic flow past an analytical 3D body of revolution is
considered. The computation is performed at a Mach numberPlease cite this article in press as: Qin W et al. Implicit discontinuous Galerkin metho
http://dx.doi.org/10.1016/j.cja.2016.10.004of 0.5 with an angle of attack 1. This is a benchmark used in
the first international workshop on high-order CFD method
and it is aimed at testing high-order methods for the computa-
tion of external flow with a high-order curved boundary repre-
sentation. As illustrated in Fig. 13, three successively refined
hexahedral grids are used in this case. The numbers of quadra-
tic elements for the coarse, medium and fine grids are 6144,
49152 and 393216, respectively. They are agglomerated from
the linear meshes which contain 49152, 393216 and 3145728 ele-
ments. As the reference lift coefficient and drag coefficient are
given as CLref ¼ 1:2201 104 and CDref ¼ 1:298731 106,32
the plot of CL and CD error versus grid size h are computed
to study the numerical order of accuracy (Fig. 14). As expected,
the designed order ofOðhPþ1Þ are obtained on the agglomerated
grids.
4.5. Transonic flow past ONERA M6 wing
A transonic flow over the ONERA M6 wing is considered to
access the performance of the mesh agglomeration approach
in representing the curved geometry of an aerospace configura-
tion. The free-stream flow condition is given as Ma1 ¼ 0:699
and angle of attack a ¼ 3:06. The mesh used in this computa-
tion consists of 51636 quadratic hexahedrons which ared on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
Fig. 13 Three successively refined quadratic meshes used for computing an inviscid flow past a 3D body of revolution.
Fig. 14 Computed lift coefficient error and drag coefficient error vs grid size for inviscid flow past a 3D body of revolution.
Fig. 15 Computing mesh and computed pressure contour of flow over an ONERA M6 wing.
8 W. Qin et al.agglomerated from a fine linear mesh of 413088 hexahedrons
(Fig. 15(a)). Relatively more points are distributed around
the leading edge for capturing the weak shock. The computed
pressure contours (P ¼ 2) on the wing surface are shown in
Fig. 15(b), which are smooth except the weak discontinuities
in the leading edge. Fig. 16 shows the computed pressure coef-
ficient distributions at six spanwise locations on the wing sur-
face. The pressure coefficients are computed at the two nodes
of each quadrilateral that intersect with the cutting plane and
they are plotted by connecting the data of the two nodes with a
straight line, which reflects the discontinuous nature of the DGPlease cite this article in press as: Qin W et al. Implicit discontinuous Galerkin metho
http://dx.doi.org/10.1016/j.cja.2016.10.004solution truly. It can be seen from Fig. 16 that the computed
pressure coefficient distributions show a good agreement with
the experimental data although there are some over- and
under-shoots in the vicinity of the shock waves.
5. Conclusions
(1) An agglomerated mesh generation method is developed
in this paper, which can produce a coarse mesh with rel-
atively accurate representations of the curved
geometries.d on agglomerated high-order grids for 3D simulations, Chin J Aeronaut (2016),
Fig. 16 Computed pressure coefficient distributions at six spanwise locations for inviscid transonic flow over ONERA M6 wing.
Implicit discontinuous Galerkin method on agglomerated high-order grids for 3D simulations 9(2) Convergence studies indicate that the DG solver has
achieved the expected order of accuracy on the agglom-
erated quadratic grids for complex curved geometries.
With a fully implicit discretized system and a p-
sequencing method, DG method can quickly achieve
the convergence state.
(3) Numerical experiments are conducted on flows past typ-
ical three-dimensional aerospace configurations and the
computational results are in good agreement with the
published data, which shows the clear superiority of
the DG solver on the agglomerated high-order mesh.Please cite this article in press as: Qin W et al. Implicit discontinuous Galerkin metho
http://dx.doi.org/10.1016/j.cja.2016.10.004Further work will be carried out including extending the
agglomeration based high-order mesh method for more com-
plex configurations and turbulent flow simulations.Acknowledgments
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