As the size of the Web continues to grow, searching it for useful information has become increasingly difficult.
Introduction
The number of indexable pages on the World Wide Web has exceeded 2 billion and is still growing at a substantial rate [Lyman & Varian, 2000] . Searching the Web for useful information has therefore become increasingly difficult.
Researchers have studied different ways to search the Web automatically using programs which have been known by a variety of names: spiders, crawlers, Web robots, Web agents, Webbots, wanderers, and worms, among others.
In this chapter, we will review research in this area, present two case studies, and suggest some future research directions.
Background
Web spiders have been defined as "software programs that traverse the World Wide Web information space by following hypertext links and retrieving Web documents by standard HTTP protocol" [Cheong, 1996] . By broader definition, they can include any software that automatically retrieves Web documents by standard HTTP protocol, either by following hypertext links or other methods. As such they include programs such as meta-search spiders (spiders that connect to different search engines and combine the results) [Selberg & Etzioni 1995; ]. In the remainder of this chapter, our discussion accepts the broader definition. Other Web robots such as shopbots [Doorenbos et al., 1997] , chatbots or chatterbots [Weizenbaum, 1966] are generally not considered as spiders.
Research in spiders began in the early 90's, shortly after the World Wide Web begin to attract increasing traffic and attention. Wanderer, written in 1993, was claimed to be the first spider for the Web [Gray, 1993] . Many different versions of spiders have since been developed and studied. An overview of Web spider research is given in the following subsection.
Web Spider Research
In general, Web spider research directions can be classified into the following categories:
1. Speed and efficiency. In this category, researchers study different ways to increase the harvest speed of a spider.
These projects focus on building fast spiders that can be scaled up to large collections by applying program optimization techniques to operations such as I/O procedures and IP address lookup. Mercator [Heydon & Najork, 1999a; Heydon & Najork, 1999b] , Internet Archive's crawler [Burner, 1997; Kahle, 1997] , and Google's crawler [Brin & Page, 1998 ] are some examples. Currently, sophisticated spiders can download more than 10 million documents per day on a single workstation.
Spidering policy. Research in this category studies the behaviors of spiders and their impacts on other individuals
and the Web as a whole. A well-designed, "polite" spider should avoid overloading Web servers . Also, Webmasters or Web page authors should be able to specify whether they want to exclude particular spiders' access. There are two standard ways. The first one, called the Robot Exclusion Protocol, allows Web site administrators to indicate, by specifying a file named robots.txt in the Web site's root directory, which parts of their site should not be visited by a robot [Koster, 1994] . In the second method, usually known as the Robots META Tag, Web page authors can indicate to visiting robots whether a document may be indexed, or used to extract more links [Mauldin, 1996] . Although these standards are not strictly enforced, most commercial spiders are reported to follow them. Some studies survey the use of these standards in Web sites and investigate their potential impacts [Drott, 2002] .
3. Information retrieval. Most Web spider research fall into this category. These studies investigate how different spidering algorithms and heuristics can be used such that spiders can retrieve relevant information from the Web more effectively. Many of these studies apply to Web spiders techniques that have been shown to be effective in traditional information retrieval applications, e.g., the Vector Space Model [Salton, 1986] . In this chapter, we focus mainly on research in this category.
Applications of Web Spiders
Spiders have been shown to be useful in various Web applications. There are four main areas where spiders have been widely used:
1. Personal search. Personal spiders try to search for Web pages of interest to a particular user. Because these spiders usually run on the client-machine, more computational power is available for the search process and more functionalities are possible ]. This will be discussed in more detail in section 1.3. 
Analysis of Web Content and Structure
There has been much research on different ways of representing and analyzing the content and structure of the Web, which are very important to Web spiders that may need to rely on such information to guide their searches. In this section, different analysis techniques that are relevant to Web spider research will be reviewed. In general, Web analysis techniques can be classified into 2 main categories: (1) content-based approaches, and (2) link-based approaches.
In content-based approaches, the actual HTML content of a Web page is analyzed to induce information about the page. For example, the body text of a Web page can be analyzed to determine whether the page is relevant to a target domain. Indexing techniques can be used to extract the key concepts that represent a page. In addition, the relevance of a page can often be determined by looking at the title. Words and phrases that appear in the title or headings in the HTML structure are usually assigned a higher weight [Brin & Page, 1998 , Chakrabarti et al., 2001 ].
Domain knowledge also can be incorporated into an analysis to improve the results. For example, words can be checked against a list of domain-specific terminology. A Web page containing words that are found in the list can be considered more relevant.
The URL address of a Web page often contains useful information about the page. For example, from the URL "http://ourworld.compuserve.com/homepages/LungCancer/", we can tell that the URL comes from the domain compuserve.com, and that it is likely to be related to the topic Lung Cancer. We also know that this page comes from a .com site, which may be considered less authoritative than pages from a .gov site. Some metrics also consider URLs with fewer slashes more useful than those with more slashes [Arasu et al., 2001 ].
Link-based approaches have drawn increasing attention in recent years as Web link structure has come to be used to infer important information about pages. The basic assumption is that if the author of a Web page A places a link to a Web page B, he or she believes that B is relevant or similar to A, or of good quality [Henzinger, 2001] . We use the term in-links to indicate the hyperlinks pointing to a given page. Usually, the larger the number of in-links, the better a page is considered to be. The rationale is that a page referenced by more people is likely to be more important than a page that is seldom referenced. This is similar to citation analysis, in which an often-cited article is considered better than one never cited. In addition, it is reasonable to give a link from an authoritative source (such as Yahoo) a higher weight than a link from an unimportant personal homepage. Researchers have developed several algorithms to address this issue.
Among these, PageRank [Brin & Page, 1998 ] and HITS [Kleinberg, 1998 ] are the two most widely used.
The PageRank algorithm computes a page's score by weighting each in-link to the page proportionally to the quality of the page containing the in-link [Brin & Page, 1998 ]. The quality of these referring pages also are determined by PageRank. Thus, the PageRank of a page p is calculated recursively as follows:
where d is a damping factor between 0 and 1, c(q) is the number of out-going links in a page q.
Intuitively, a Web page can have a high PageRank if the page is linked from many other pages, and the scores will be even higher if these referring pages are also good pages (pages that have high PageRank scores). This is illustrated in Figure 1 . It is also interesting to note that the PageRank algorithm follows a random walk model  the PageRank of a page is proportional to the probability that a random surfer clicking on random links will arrive at that page.
Kleinberg proposed a measure called the HITS (Hyperlink-Induced Topic Search) algorithm [Kleinberg, 1998 ], which is similar to PageRank. In the HITS algorithm, authority pages are defined as high-quality pages related to a particular topic or search query. Hub pages are those that are not necessarily an authority themselves but provide pointers to other authority pages. A page to which many others point should be a good authority, and a page that points to many others should be a good hub. Based on this intuition, two scores are calculated in the HITS algorithm for each Web page: an authority score and a hub score, as illustrated in Figure 1 . They are calculated as follows: A page with a high authority score is one pointed to by many hubs, and a page with a high hub score is one that points to many authorities. One example that applies the HITS algorithm is the Clever search engine [Chakrabarti et al., 1999a ], which achieves a higher user evaluation than the manually compiled directory of Yahoo. Teoma search engine (www.teoma.com) also uses this algorithm in its ranking process. Bharat and Henzinger [Bharat & Henzinger, 1998 ] have added several extensions to the basic HITS algorithm, such as regulating how much a node, based on its relevance, influences its neighbors. Similarly to the PageRank algorithm, a drawback of the HITS algorithm is its high computational requirement, because the hub and authority scores have to be calculated iteratively.
Fig. 1. PageRank and HITS:
The PageRank score of a page p depends on the PageRank scores of pages pointing to p (q 1 to q i ). In the HITS algorithm, the Authority score of a page p depends on the Hub scores of pages pointing to p (q 1 to q i ); the Hub score of a page p depends on the Authority scores of the pages p is pointing to (r 1 to r j ).
Graph Traversal Algorithms
Traditional graph search algorithms have been extensively studied in the field of computer science. Since most researchers view the Web as a directed graph with a set of nodes (pages) connected with directed edges (hyperlinks), some of these algorithms have been applied in Web applications. In this section, we review three categories of graph search algorithms that are relevant to our study, namely, (1) uninformed search, (2) informed search, and (3) parallel search [Pearl, 1984; Whinston, 1984] .
The first category of graph search algorithms consists of simple algorithms such as breadth-first search and depthfirst search. They are also known as uninformed search as they do not make use of any information to guide the search process. Breadth-first search is one of the most popular methods used in Web search spiders that collect all pages on the current level before proceeding to the next level. Although these algorithms are easy to implement and use in different applications, they are usually not very efficient because of their simplicity.
The second category is informed search, in which some information about each search node is available during the search process. Such information is used as the heuristics to guide the search. Best-first search is one example that is widely used. Best-first search explores the most promising node at each step. This class of algorithms has been studied in different search engine spiders or search agent systems with different variations Cho et al., 1998 ]. Different metrics, such as number of in-links, PageRank score, keyword frequency, and similarity to search query, have been used as guiding heuristics.
Another category is parallel search. Algorithms in this category try to explore different parts of a search space in parallel. One example is the spreading activation algorithm used in artificial neural network models, which tries to achieve human-like performance by modeling the human nervous system. A neural network is a graph of many active nodes (neurons) that are connected by weighted links (synapses). A neural network uses spreading activation over the nodes to represent and retrieve concepts and knowledge [Chen & Ng, 1995; Belew, 1989; Kwok, 1989 ].
Another example is genetic algorithms, which increasingly have been used in optimization problems such as financial portfolio optimization and resource allocation. Genetic algorithm is an evolutionary process designed to search for an optimal solution through crossover and mutation operations [Michalewicz, 1992] . Gordon provides a model for using genetic algorithms in textual analysis [Gordon, 1988] . Chen et al. extends the model and uses it in a Web spider [Chen et al., 1998a] . Although these algorithms are powerful and have been used in traditional information retrieval applications [Chen, 1995] , they have not been widely applied in Web applications.
Web Spiders for Personal Search
Many Web spiders have been developed to help individual user search for useful information on the Web. Because these spiders usually run on the client machine, more CPU time and memory can be allocated to the search process and more functionalities are possible. These tools also allow users to have more control and personalization options during the search process.
Personal Web Spiders
tueMosaic is a prominent early example of personal Web spiders [DeBra & Post, 1994] . Using tueMosaic, users can enter keywords, specify the depth and width of search for links contained in the current homepages displayed, and request the spider agent to fetch homepages connected to the current homepage. tueMosaic uses the "fish search"
algorithm, a modified best first search method. Since its introduction, many more powerful personal spiders have been developed.
Some spiders have been designed to provide additional functionalities. The TkWWW robot is a program integrated in the TkWWW browser [Spetka, 1994] . It can be dispatched from the browser and search Web neighborhoods to find relevant pages and returns a list of links that look promising. SPHINX, a spider written in Java, allows users to perform breadth-first search and view the search results as a 2-dimensional graph [Miller & Bharat, 1998 ]. CI Spider performs linguistic analysis and clustering of the search results .
Collaborative Spider, an extended version of CI Spider, is a multi-agent system designed to improve search effectiveness by sharing relevant search sessions among users .
In other studies, spiders use more advanced algorithms during the search process. The Itsy Bitsy Spider searches the Web using a best-first search and a genetic algorithm approach [Chen et 
Case Study
In this section, we present the architecture of two search agents enhanced with post-retrieval analysis capabilities.
Competitive Intelligence Spider, or CI Spider, is a search agent that collects Web pages on a real-time basis from
Web sites specified by the user and performs indexing and categorization analysis on them, to provide the user with In the first experiment, CI Spider was compared with Lycos and manual "within-site" browsing and searching.
Our experimental results showed that both the precision and recall rates for CI Spider were significantly higher than those of Lycos at a 5% significance level. CI Spider's usability also achieved a statistically higher value than those of Lycos and within-site browsing and searching.
In the second experiment, Meta Spider was compared with MetaCrawler and NorthernLight. In terms of precision, Meta Spider performed better than either of these, and the difference with NorthernLight was statistically significant. Meta Spider's recall rate was comparable to that of MetaCrawler and better than that of NorthernLight.
We suggest that the main reason for the high precision rate of CI Spider and Meta Spider is their ability to fetch and verify the content of each Web page in real time. That means these two spiders can ensure that every page shown to the user contains the keyword being searched. On the other hand, indexes in Lycos and NorthernLight, like those of most other search engines, were often outdated. The high recall rate of CI Spider is mainly attributable to its exhaustive searching characteristic. Lycos showed the lowest recall rate because, like most other commercial search engines, it samples only a number of Web pages in each Web site, thereby missing other pages that contain the search keyword. A user performing manual within-site browsing and searching is likely to miss some important pages because the process is mentally exhausting. Many subjects also commented that they liked the post-retrieval capabilities of the Arizona Noun Phraser and the SOM. . Soon after, many full-text indexing spiders were developed, including WebCrawler [Pinkerton, 1994] , Lycos [Mauldin, 1997] , and Harvest [Bowman et al., 1994] . All these spiders follow a simple breadth-first search algorithm which is still widely used now by the spiders behind most major commercial general-purpose search engines to crawl the Web.
Using Web Spiders to Create Specialized Search Engines
Some research has also studied the use of an incremental spider that tries to collect only Web pages that have changed [Cho & Garcia-Molina, 2000 ].
Specialized Search Engines
Because of the enormous size of the Web, general-purpose search engines can no longer satisfy all the needs of those who are searching for more specific information. Many specialized search engines have been built to address various problems. These search engines specialize in particular Web site(s), topics (such as computers or medicine), For example, spiders can be instructed to discard any URL not starting with the string "http://www.arizona.edu/".
However, the task becomes more difficult for other specialized search engines in which the spiders need to address two main problems:
1. The spiders need to identify from a list of unvisited URLs the ones most likely to contain relevant information.
To improve efficiency, a spider should first visit such Web pages.
2. For each downloaded document, the spiders need to determine its relevance according to a specific purpose. The spiders should avoid irrelevant or bad quality documents by determining the quality and reputation of each document.
This kind of search engine spider sometimes is also known as a focused spider or a focused crawler. In recent years, different focused search engine spiders have been developed and evaluated. We next will focus on research investigating the use of efficient spidering algorithms that aim to address the first problem.
Focused Spidering Algorithms for Specialized Search Engines
Despite its simplicity, breadth-first search is widely used in specialized search engines primarily because it is easy to implement and fast to execute. Intuitively, if a URL is relevant to a target domain it is likely that the Web pages in its neighborhood are also relevant. It has been shown that breadth-first search can discover high-quality pages early on in a spidering process. As the most important pages have many links pointing to them from numerous hosts, those links usually can be found early in the search process [Najork & Wiener, 2001 
Case Study
Seeking to combine different Web content and structure analysis techniques with traditional graph search techniques to build spider programs for vertical search engines, we developed and compared three versions of Web spiders, namely, (1) Breadth-First Search Spider, (2) PageRank Spider, and (3) Hopfield Net Spider. In this section, we describe the designs and approaches adopted in our study.
The Breadth-First Search Spider (or BFS Spider) collects all Web pages on the current level before proceeding to the next level. In other words, it visits URLs based on the order in which they are discovered. This is implemented using a first-in-first-out queue like that generally used in breath-first search applications. It runs until the required number of pages are collected.
The PageRank Spider was adapted from the algorithm reported in [Cho et al., 1998 ]. Aiming to combine linkbased analysis and a heuristics-based traversal algorithm, it was designed to perform best-first search using PageRank (as described earlier) as its heuristics. URLs with higher PageRank scores are to be visited earlier.
In each step, the spider gets the URL with the highest PageRank score, fetches the content, and extracts and enqueues all the outgoing links in the page. The process runs until the required number of pages have been collected.
PageRank score is calculated iteratively using the algorithm described earlier until convergence is reached. The damping factor d is set to 0.90 in our implementation. The Hot Queue approach used in the original study also has been adopted in the PageRank Spider for anchor text analysis. Two priority queues are established: hot_queue and normal_queue. The URLs within each queue are ordered by PageRank score in descending order. The spider first dequeues from the hot_queue. If the hot_queue is empty, the spider dequeues from the normal_queue. In our design, a URL will be placed in the hot_queue if the anchor text pointing to this URL contains a relevant term.
In the Hopfield Net Spider, the Web is viewed as a large network structure of massive, distributed knowledge composed of pages and hyperlinks contributed by all Web page authors. This can be viewed as a neural network, in which nodes are represented by pages and links are simply represented by hyperlinks. In this approach we model the Web as a Hopfield Net, which is a single-layered, weighted neural network [Hopfield, 1982] . Nodes are activated in parallel and activation values from different sources are combined for each individual node until the activation scores of nodes on the network reach a stable state (convergence).
Based on this spreading activation algorithm, which has been shown to be effective for knowledge retrieval and discovery in a Hopfield Net, we developed the Hopfield Net Spider to perform searching on the Web. In this approach, we aimed to combine a parallel search algorithm with content-based and link-based analysis. Our implementation incorporated the basic Hopfield Net spreading activation idea, but significant modification was made to take into consideration the unique characteristics of the Web.
The Hopfield Net Spider starts with a set of seed URLs represented as nodes, and then activates neighboring URLs, combines weighted links, and determines the weights of newly discovered nodes. The process repeats until the required number of URLs have been visited. The algorithm adopted is as follows:
1. Initialization with Seed URLs. An initial set of seed URLs is given to the system and each of them is represented as a node with a weight of 1. µ i (t) is defined as the weight of node i at iteration t. After the weights of all the nodes in the current iteration have been calculated, the spider needs to decide which node (URL) should be activated (visited) first. As the weights decide the order in which URLs are to be visited, they are very critical to the effectiveness of the algorithm. The set of nodes in the current iteration are then visited and fetched from the Web in descending order of weight. In order to filter out low-quality URLs, nodes with a weight smaller than a threshold θ are not visited. The activation process is illustrated in Figure 3 .
After all the pages with a weight > θ have been visited and downloaded, the weight of each node in the new iteration is updated to reflect the quality and relevance of the downloaded page content as follows:
where p i is a weight that represents the relevance of the textual content of a page i.
The p i score is a function of the number of phrases found in a page's content that are relevant to the target domain. A page with more relevant phrases will receive a higher score. Phrases can be extracted from each page using the Arizona Noun Phraser [Tolle & Chen, 2000 ].
3. Stopping Condition. The above process is repeated until the required number of Web pages have been collected or until the average weight of all nodes in an iteration is less than a maximum allowable error (a small number).
The three different approaches were implemented as the backend spiders for a medical search engine called Starting with a set of seed URLs, the Hopfield Net Spider activates neighbor URLs, combines weighted links, and determines the weights of newly discovered nodes. Nodes with a low weight (e.g., node 7 and node 24) are discarded.
Conclusions
Over the past decade, Web spiders have evolved from simple breadth-first search spiders to intelligent, adaptive spiders. At the same time, the magnitude of the Web has also grown for more than 250,000 times, from 130 Web hosts in June 1993 to more than 38,000,000 hosts in Feb 2002 [Gray, 1993; Netcraft, 2002] . The content on the Web has also become more diverse in terms of topic, language, file type, encoding method, and so on, with many dynamically generated Web pages. Locating desired information on the Web is still not easy, despite the availability of various search spiders and search engines.
Spiders can be improved and extended in several ways:
• Currently, most spiders can index only static Web pages. As the amount of dynamic content on the Web increases, spiders need to be able to retrieve and manipulate dynamic content autonomously.
• Spiders can perform better indexing by applying computational linguistic analysis to extract meaningful entities rather than mere keywords from Web pages. This will become a more interesting issue as the "Semantic Web" [Berners-Lee, 1999] becomes more mature.
• As the quality and credibility of Web pages vary considerably, spiders need to use more advanced intelligent techniques to distinguish between good and bad pages.
• An ideal personal spider should behave like a human librarian who tries to understand and answer user queries through an autonomous or interactive process using natural language.
As we have witnessed, state-of-the-art search services such as WebCrawler and Lycos that were introduced less than a decade ago have been surpassed by services such as Google that utilize newer algorithms. As the Web continues to evolve, spiders and search engines also must evolve in order to accommodate the size and dynamics of the Web.
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