We show that a residually finite, congruence meet-semidistributive variety of finite type is residually < N for some finite N . This solves Pixley's problem and a special case of the restricted Quackenbush problem.
Introduction
This paper concerns varieties of general algebras and their residual character. By an algebra A we mean any nonempty set A together with a family of operations f i : A ni → A (i ∈ I) of various arities n i < ω. A variety is any class of algebras definable by a set of equational laws in a specified family of operation symbols. Examples are the variety of commutative semigroups (one binary operation, commutative and associative laws) and the variety of Boolean algebras (two binary operations, one unary operation, two nullary operations, a well-known list of laws).
Of central importance when studying a variety are the subdirectly irreducible members (the SI's). These are the algebras A in the variety which are residually irreducible in the following sense: there exist a, b ∈ A with a = b such that any homomorphism h with domain A and satisfying h(a) = h(b) must be an embedding. For example, the 2-element Boolean algebra is the unique subdirectly irreducible Boolean algebra. By contrast, in the variety of commutative semigroups there are 2 κ SI's of every infinite cardinality κ, and they are unclassifiable in the sense that they interpret all posets (and hence all first-order structures in any finite language -see [5, Theorem 5.5 
.2]).
A variety is:
(1) residually small if there is a cardinal greater than the cardinality of every SI in the variety; (2) residually finite if every SI in the variety is finite; (3) residually < N if every SI in the variety has cardinality less than N . V(A) denotes the smallest variety containing the algebra A. In 1971 R. Quackenbush posed the following problem [10] .
The Quackenbush Problem. If A is a finite algebra and V(A) is residually finite, must V(A) be residually < N for some N < ω?
Similarly, if k, n < ω then we define {a, b} ⇒ k,n {c, d} to mean that there exists a sequence c = c 0 , c 1 , . . . , c n = d such that for each i < n, either c i = c i+1 or {a, b} → k {c i , c i+1 }. The notation {a, b} ⇒ k {c, d} means {a, b} ⇒ k,n {c, d} for some n < ω. If X ⊆ A (2) then X ⇒ k,n {c, d} and X ⇒ k {c, d} mean the obvious things, namely, that {a, b} ⇒ k,n {c, d} (respectively, {a, b} ⇒ k {c, d}) for all {a, b} ∈ X. Note that by Mal'cev's description of principal congruences, if {a, b}, {c, d} ∈ A (2) then (c, d) ∈ Cg A (a, b) if and only if {a, b} ⇒ k {c, d} for some k < ω. Moreover, if the language of A is finite then for all k, n < ω there is a first-order formula π(x, y, z, w) (a principal congruence formula in the sense of [11] ) which defines the relation {x, y} ⇒ k,n {z, w} in all algebras of the same type as A.
The relations → k and ⇒ k,n have the following properties.
(1) → k and ⇒ k,1 mean the same thing. 
Sequence Lemmas
Congruence meet-semidistributivity was shown to be a weak Mal'cev property by G. Czédli [2] . That is, he found an infinite sequence C 2 , C 3 , . . . of Mal'cev properties such that a variety is congruence meet-semidistributive if and only if it satisfies C m for all m ≥ 2. Later, it was shown by Kearnes andÁ. Szendrei [7] and P. Lipparini [8] that C 2 already characterizes congruence meet-semidistributivity. More recently, using the Mal'cev condition directly derivable from C 2 , Willard proved the following. (1) V is congruence meet-semidistributive.
(2) There exists a finite family { s i (x, y, z), t i (x, y, z) : 0 ≤ i ≤ p} of pairs of ternary terms such that
For example, if V is a congruence distributive variety with Jónsson terms d 0 (x, y, z), . . . , d k (x, y, z), then an appropriate family of pairs is { d i (x, y, z), d i+1 (x, y, z) : i < k}. If V has a semilattice term operation xy, then an appropriate family of pairs is { xyz, xy , xyz, yz }.
The next two lemmas are taken from [12] ; their counterparts in the congruence distributive case are [1, Lemmas 5.5 and 5.3]. Lemma 3.2 (Single-sequence lemma). Suppose the variety V is congruence meetsemidistributive with terms s i (x, y, z), t i (x, y, z) witnessing Theorem 3.1 (2) . Suppose moreover that each s i , t i is a fundamental operation symbol in the language of V. Then the following is true: if A ∈ V and a = a 0 , a 1 , . . . , a n = b is a sequence in A with a = b, then there exist {c, d} ∈ A (2) and i < n such that {a i , a i+1 } ⇒ 1,2 {c, d} and {a, b} ⇒ 1,2 {c, d}. Lemma 3.3 (Multi-sequence lemma). With the same assumptions as before, the following is true: if A ∈ V, {a, b} ∈ A (2) , and S 1 , . . . , S N are sequences from a to b, where S i = (a i 0 , a i 1 , . . . , a i λ(i) ) with a i 0 = a and a i λ(i) = b for each i = 1, . . . , N , then there exist {u, v} ∈ A (2) and, for each i, a 'key link'
Proof of Lemma 3.3. The proof is virtually the same as Baker's proof of his original multisequence lemma [1, Lemma 5.3] . Argue by induction on N . If N = 1 then the claim is Lemma 3.2. If N > 1, apply the claim to the sequences S 1 , . . . , S N −1 to get {c, d} ∈ A (2) and key links
For each j < m define a sequence T j from c j to c j+1 by applying f j to S N or its reverse; that is, 
. . , N and all j < λ(i). Apply the previous lemma to the sequences S 1 , . . . , S N .
The Main Theorem
Theorem 4.1. Suppose V is a congruence meet-semidistributive variety in a finite language. If V contains arbitrarily large finite SI's, then V contains an infinite SI.
The main step in the proof is to show the following: d 1 
Since V is of finite type, for each k ≥ 2 there is a first-order formula π k (x, y, z, w) defining the relation {x, y} ⇒ F (k),H(k) {z, w} in V. Let c, d, a k i be new constant symbols (for k ≥ 2 and 1 ≤ i ≤ k). Let T be the first-order theory consisting of the theory of V plus the sentences c = d and π k (a k i , a k j , c, d) for all 1 ≤ i < j ≤ k. A model of T consists of a member B of V plus named subsets S k = {a k 1 , . . . , a k k } (k ≥ 2) and distinct elements c, d such that {a k i , a k j } ⇒ F (k),H(k) {c, d} for 1 ≤ i < j ≤ k. T is finitely satisfiable by the previous discussion, so has a model B, c, d, (a k i ) by the compactness theorem of first-order logic. Let θ be a congruence of B which is maximal with respect to satisfying (c, d) ∈ θ. Then B/θ is an SI in V. Moreover, (c/θ, d/θ) ∈ Cg B/θ (a k i /θ, a k j /θ) and hence a k i /θ = a k j /θ for all 1 ≤ i < j ≤ k, since the formulas π k (a k i , a k j , c, d) are preserved in passing to the quotient algebra. This proves that |B/θ| ≥ |S k /θ| = k for every k, and hence B/θ is infinite.
It remains to prove Lemma 4.2. This will be done in the next section.
Proof of Lemma 4.2
Throughout this section we assume that V is a variety satisfying the hypotheses of Lemma 3.2, that 2 ≤ m < ω, that A ∈ V is SI with monolith µ and with |A| ≥ m, and that (c, d) ∈ µ \ 0 A . We have claimed that there is a positive integer g(m), depending on m but not on A or (c, d), for which we are guaranteed sets S ⊆ A and {u, v} ∈ A (2) such that |S| = m and S ⇒ g(m) {u, v} and {c, d} ⇒ g(m) {u, v}. In fact, we provide estimates showing that g(m) = 2 6m−6 is sufficiently large.
For n, k ≥ 0 let C(n, k) denote the binomial coefficient, and define the following parameters:
As in [1, p. 228 ], the following inequalities C(2m−2, m−1) ≤ 12 11 2 2m−2 (π(m−1)) 1/2 d ≤ 2(M + 1) 2 1 + log 2 C(m, 2) ≤ 2 log 2 m ≤ 2(m − 1) 4 π 3/2 12 11 3 ≤ 1 imply g ≤ 2 6m−6 . We shall prove Lemma 4.2 with g(m) = g. It suffices to consider only m ≥ 3. (2) and k, n ≥ 0. We say that the members of X are (k, n)-bounded over {c, d} if there exists {u, v} ∈ A (2) such that X ⇒ k {u, v} and {c, d} ⇒ n {u, v}.
Using this terminology, our goal is to prove the existence of S ⊆ A with |S| = m and such that the members of S Proof of Lemma 4.2 in Case 1. We argue that for every set S ⊆ A with |S| = m, the members of S (2) are (g, g)-bounded over {c, d}. To see this, choose an S and partition X 0 = S (2) into the minimum number possible of ≤ 2-element subsets T = {{a, b}, {a , b }}, and then for each such subset find some {u T , v T } such that T ⇒ {u T , v T }. Let X 1 be the set of all such {u T , v T }. Note that |X 1 | ≤ 1 2 |X 0 | . Repeat this process with X 1 to get X 2 , X 3 , . . . until at some k ≤ log 2 |X 0 | we have |X k | = 1. Now find {u, v} ∈ A (2) such that X k ⇒ {u, v} and {c, d} ⇒ p {u, v}. Then working our way back through the construction, and noting that g ≥ (k + 1) ≥ p, we see that S (2) 
For each j = 0 choose a d(M −j)-translation f j which witnesses {a j , b j } → d(M −j) {r 1 , s 1 }. We assume that the elements have been named so that f j (a j ) = r 1 and f j (b j ) = s 1 .
Recall that {r 1 , s 1 } ⇒ 1 {u, v}. Choose t < ω, elements u 0 , . . . , u t ∈ A and basic translations g 0 , . . . , g t−1 such that u 0 = u, u t = v, and {g k (r 1 ), g k (s 1 )} = {u k , u k+1 } for k < t.
For 0 ≤ i < j ≤ M and 0 ≤ k < t let R ij be the sequence from r 1 to s 1 obtained by applying f j to (a j , a i , b i , b j ), and let S ijk be the sequence from u k to u k+1 obtained by applying g k to R ij or its reverse. Let S ij be the sequence obtained by concatenating the sequences S ij0 , . . . , S ijt−1 . Thus S ij is a sequence from u to v such that for each adjacent pair {x, y} with x = y, one of the following holds:
In all we get C(M +1, 2) = N such sequences from u to v. By Lemma 3.3 there exist {u 1 , v 1 } ∈ A (2) and 'key links'
, v 1 } and the key links be chosen and fixed.
We claim that for no i and j with 0 ≤ i < j ≤ M can the key link {x, y} = {x ij , y ij } in S ij be as described in "the middle case." The reason for this is that if Color the complete graph on the vertices {0, 1, . . . , M } according to the rule: edge {i, j} gets color a if the key link in S ij is as in item (a); otherwise this edge gets color b. Since M + 1 = C(2m−2, m−1) is at least as large as the Ramsey number for a complete monochromatic subgraph of m vertices in 2-colored complete graphs, there is an m-element subset J ⊆ {0, 1, . . . , M } such that we are in item (a) for all i, j ∈ J with i < j, or in item (b) for all i, j ∈ J with i < j. In the former case take S = {a j : j ∈ J}; in the latter take S = {b j : j ∈ J}. Assuming that S = {a j : j ∈ J}, then for all i < j in J we have
Since this holds for all i < j in J, and since d(M − j) As n > , we can choose {a 0 , b 0 }, {a 0 , b 0 } ∈ A (2) such that {a, b} → n− {a 0 , b 0 } → {r 1 , s 1 } {a , b } → n− {a 0 , b 0 } → {r 1 , s 1 }.
and similarly for the primed pairs. As in Case 2, for 0 ≤ i < j ≤ M we can produce a sequence S ij from u to v with the property that for each adjacent pair {x, y} in the sequence with x = y, either 
