We show several properties of frames, in terms of the properties of the nullspace of their preframe operators. For example, we give new characterizations of Riesz frames, conditional Riesz frames, and frames which remain being a frame if some infinite subsequence is erased.
Introduction
Let H be a (separable) Hilbert space, and F = {f n } n∈N a sequence in H. Then F is called a frame if there exist numbers A, B > 0 such that, for every f ∈ H,
The optimal constants A, B for equation (1) are called the frame bounds for F. The frame F is called tight if A = B, and normalized tight if A = B = 1. Let K be another Hilbert space, and B = {e n } n∈N an orthonormal basis of K. It is known that, if F is a frame in H, there exists a unique surjective bounded linear operator T : K → H such that T e n = f n , for all n ∈ N. In this paper, the triple (T, K, B) is called a pref rame operator for F. The excess of F is the cardinal number e(F) = dim N (T ), which does not depend on the chosen preframe operator.
In section 2 we collect some preliminary facts. In particular, we state several known results and definitions about angles between closed subspaces, the reduced minimum modulus for bounded operators and general frame theory. We include in this section some new results relating these subjects.
Recall that two frames F = {f n } n∈N and G = {g n } n∈N are called equivalent, and we write F ∼ G, if there exists an invertible bounded linear operator U : H → H such that U f n = g n , for all n ∈ N; this operator U is unique. It is known that, if we fix K and B as before, and get preframe operators (T, K, B) and (S, K, B) for F and G, respectively, then F ∼ G if and only if N (T ) = N (S) (see, for example, [18] and [2] ).
In this work, we study several properties of frames in terms of the nullspaces of the preframe operators (T, K, B) and the angles between these N (T ) and the subspaces spanned by subsets of B. These are properties which depend on the equivalence class of the given frame, i.e., on the nullspace of any preframe operator of the frame.
In section 3 we show new characterizations of Riesz frames and conditional Riesz frames (see Casazza and Christensen [11] or the begining of the section). In [1] we found a characterization of Riesz frames by studying the nullspace of a preframe operator (T, K, B). Namely, if the nullspace N (T ) has a certain geometric property of compatibility with the closed subspaces spanned by subsets of B, then F is a Riesz frame, and conversely. Here we extend these results for conditional Riesz frames and give some new characterizations in terms of angles. This is related to previous results by Bittner, Christensen and Lindner [6] , [17] .
Section 4 is devoted to erasure questions, in terms of properties of preframe operators and their nullspaces. The fact that frames are overcomplete subsets of H is particularly relevant in information theory and signal processing, where one looks for algorithms which permit the reconstruction of a continuous-time signal from a discrete sample. If some data of the sample are lost (i.e., "erased") the problem is to find conditions which allow the reconstruction of the signal. The reader is referred to the papers by Goyal, Vetterli and Thao [22] , Goyal, Kovacevic and Kelner [21] , Strohmer and Heath [30] , Benedetto and Fickus [4] , Balan, Casazza, Heil and Landau [3] , Holmes and Paulsen [25] , Casazza and Kovacevic [12] , Dykema, Freeman, Kornelson, Larson, Ordower and Weber [20] for many results on erasures for frames.
Let F = {f n } n∈N be a frame on H. It is known (see Proposition 4.3 below) that, if e(F) = m < ∞, then there exists a subset I ⊆ N with |I| = e(F) such that F I c := {f n } n / ∈I is a Riesz basis of H. This result is due to Holub [26] . On the other hand, if e(F) = ∞, there exist arbitrary large finite sets of indices which can be erased from F. But the following question arises: Which are the frames such that there exist an infinite set I ⊆ N which can be erased (i.e., F I c is still a frame on H)? This class of frames was characterized by Balan, Casazza, Heil and Landau [3] . We present another characterization, in terms of nullspaces of preframe operators: if (T, K, B) is any preframe operator for F, with B = {e n } n∈N , and S = N (T ), then F has the mentioned property if and only if P e n − −− → n→∞ 0, where P ∈ L(K) denotes the orthogonal projection onto S. We also study some properties of frames which contain Riesz bases. 
Preliminaries
we consider the compression of B to S, (i.e., the restriction of B to S, which is an operator on S), and we say that we consider B as acting on S. Given a subspace S of H, its unit ball is denoted by S 1 , and its closure by S or cl (S). If T is another subspace of H, we denote S T := S ∩ T ⊥ . The distance between two subsets M and N of H is d (M, N ) = inf{ x − y : x ∈ M y ∈ N }.
Angle between closed subspaces
We shall define the notion of angle between closed subspaces of H. We refer the reader to the nice survey of Deutsch [19] and the books by Kato [27] and Havin and Jöricke [23] for details and proofs. The sine of this angle is
. Now, we state some known results concerning angles and closed range operators (see [19] ).
where P ∧ Q is the orthogonal projection onto R(P ) ∩ R(Q).
Finally, we give a characterization of s [ M, N ] in terms of distances:
Proposition 2.5. Let M and N be to closed subspaces of
Proof. By Proposition 2.2, we can suppose that M ∩ N = {0}, i.e., M =M. By the definition of the sine and Proposition 2.2,
On the other hand,
2.2 The reduced minimum modulus Definition 2.6. The reduced minimum modulus γ(T ) of an operator T ∈ L(H) is defined by
It is well known that γ(T ) = γ(T * ) = γ(T * T ) 1/2 . Also, it can be shown that an operator T has closed range if and only if γ(T ) > 0. In this case, γ(T ) = T † −1 .
The following result is an easy consequence of equation (2):
Moreover, the same formula follows, replacing 
Proof. Denote N = N (T ) and R = N ⊥ . Since T acts isometrically on R, it is clear by equation (2) 
Since
The next result have been proved in [1] . We include a short proof for the sake of completeness.
Proof.
It is well known that R(B) = R(T ) which is closed by hypothesis. It is easy to see that γ(T ) = γ(B) and B = T . Also, B † T is a coisometry, with the same nullspace as T . So, by Lemma 2.8,
. Now, using Lemma 2.7 for B and B † T P M and the fact that BB
Remark 2.10. With the same ideas it can be proved the following formulae generalizing Lemma 2.8 and Proposition 2.9:
Note that the first inequality implies Proposition 2.3.
In particular, this gives the following formula for the sine of an angle: given M and N two closed subspaces of H, it holds
Frames
We introduce some basic facts about frames in Hilbert spaces. For complete descriptions of frame theory and applications, the reader is referred to the review by Heil and Walnut [24] or the books by Young [31] and Christensen [13] .
Definition 2.11. Let H be a separable Hilbert space, and F = {f n } n∈N a sequence in H.
1. F is called a frame if there exist numbers A, B > 0 such that, for every f ∈ H,
2. The optimal constants A, B for equation (4) are called the frame bounds for F.
The frame F is called tight if A = B, and normalized tight if
Definition 2.12. Let F = {f n } n∈N be a frame in H. Let K and H be separable Hilbert spaces such that H is a closed subspace of H . Let B = {ϕ n : n ∈ N} be an orthonormal basis of K. From equation (4), it follows that there exists an unique T ∈ L(K, H ) such that
We shall say that the triple (T, K, B) is a preframe (or synthesis) operator for F. Another consequence of equation (4) is that
Remark 2.13. Let F = {f n } n∈N be a frame in H and (T, K, B) a preframe operator for F.
1. The frame bounds of F can be computed in terms of the preframe operator
an analysis operator for F.
is another preframe operator for F, then there exists a unique unitary operator U ∈ L(K 1 , K) which sends B 1 onto B, and therefore,
If we consider S as acting on H, it follows from (4) that A.I ≤ S ≤ B.I, so that S is a positive invertible operator on H. Moreover, the optimal constants A, B for equation (4) are
S is called the frame operator of F. Note that, by the previous observation, the frame operator does not depend on the chosen preframe operator. Moreover, for every f ∈ H, from
The numbers { f, S
−1 f n } are called the frame coefficients of f . They have the following optimal property: if f = n∈N c n f n , for a sequence (c n ) n∈N , then
Definition 2.14. Let F = {f n } n∈N be a frame in H and let (T, K, B) be a preframe operator for F. The cardinal number
is called the excess of the frame. Note that, by Remark 2.13, e(F) does not depend on the chosen preframe operator. In particular,
which is the nullity of the preframe operator induced by the canonical basis of 2 . Holub [26] and Balan, Casazza, Heil and Landau [3] proved that
∈I is still a frame on H}.
This characterization justifies the name "excess of F". The frame F is called a Riesz basis if e(F) = 0, i.e., if F is the image of an orthonormal basis of K by an isomorphism T ∈ L(K, H).
3 The nullspace of a preframe operator
It was remarked by Christensen [13] , p. 65, that given a frame F = {f n } n∈N , in practice it can be difficult to use the frame decomposition f = f, S −1 f n f n because of the need of approximating S −1 or, at least, the frame coefficients f, S −1 f n . In order to get some of the advantages of Riesz bases, Christensen introduced in [14] the projection method, approximating S and S −1 by finite rank operators, acting on certain finite dimensional spaces H n approaching H. Later on, Christensen [16] introduced two special classes of frames, namely Riesz frames and conditional Riesz frames, which are well adapted to some of these problems.
We need to fix some notations: Let B = {e n } n∈N be an orthonormal basis of H and I ⊆ N.
1.
We denote H I = span {e n : n ∈ I} and P I = P H I , the orthogonal projection onto H I .
2. If I = I n := {1, 2, . . . , n}, we put H n for H I .
3. Given S a closed subspace of H, we denote S n = S ∩ H n , n ∈ N.
4. If F = {f n } n∈N is a frame in H, we denote by F I = {f n } n∈I .
5. We say that F I is a frame sequence if it is a frame on span {F I }. 6 . F I is called a subframe of F if it is itself a frame on H. is a sequence of finite subsets of N such that I n ⊆ I n+1 for every n ∈ N and ∪ n∈N I n = N. Remark 3.2. Let F be a frame, and (T, H, B) a preframe operator for F. Given I ⊆ N, then F I is a frame sequence if and only if R(T P I ) is closed, and F I is a subframe if and only if R(T P I ) = H. In both cases the frame bounds for F I are A = γ(T P I ) 2 and B = T P I 2 , since (T P I , H I , {e n } n∈I ) becomes a preframe operator for F I . Using these facts we can get an equivalent definition of Riesz frames: F is a Riesz frame if there exists ε > 0 such that γ(T P I ) ≥ ε for every I ⊆ N. Proposition 2.9 can be used to characterize Riesz frames in terms of the angles between the nullspace of a preframe operator (T, H, B) and the closed subspaces of H which are spanned by subsets of B. A similar result can be formulated for conditional Riesz frames. 
Riesz frames
Remark 3.5. Let S be a closed subspace of H and B = {e n } n∈N be an orthonormal basis of H. If equation (6) holds, following the terminology of [1] , we say that S is B-compatible. One of the properties that a B-compatible subspace of H must satisfy is the density of ∞ n=1 S n in S (see [1] ). Actually, this result can be reformulated for a general family of subspaces, which contains all nullspaces of conditional Riesz frames. Proof. Denote Q n = P In , n ∈ N. The assertion of the Lemma is equivalent to
Let x ∈ H be a unit vector and let ε > 0. Let k ∈ N such that c 2k−1 ≤ ε 2 . By Proposition 2.4, for every n ≥ 1 it holds that
On the other hand, since Q n P S SOT − −− → n→∞ P S and the function f (x) = x k is SOT-continuous on bounded sets (see, for example, 2.3.2 of [29] ), there exists n 0 ≥ 1 such that, for every n ≥ n 0 ,
Then, for every n ≥ n 0 ,
From Propositions 3.3 and 3.4, and Lemma 3.6 we get the following result:
Proposition 3.7. Let F be a conditional Riesz frame, and (T, H, B) a preframe operator for
Proof. Since F is a conditional Riesz frame, there exist c < 1 and a sequence {I n } of finite subsets of N such that 
S is B-compatible.
3. There exists an uniform lower frame bound for every finite linearly independent frame sequence F J , J ⊂ N. 
There exists
Proof. Let (T, H, B) be a preframe operator for F and S = N (T ). For each n ∈ N, denote F n = {f k } n k=1 , B n = {e 1 , . . . , e n } and P n = P Hn . Then (T P n , H n , B n ) is a preframe operator for F n , and S n = T P n T * is the frame operator of F n . Then, {S
is an uniform tight frame. Note that N (T P n ) = N (S −1/2 n T P n ) = S ∩ H n = S n (if T P n is considered with domain H n ). So, by Lemma 2.8, if J ⊂ {1, . . . , n}, the lower frame bound A J of {S
2 . Using Propositions 3.7 and 3.8, the theorem follows.
A counterexample
We proved that the nullspace S of a preframe operator associated to a conditional Riesz frame has the property of "density": cl ( ∞ n=1 S n ) = S where S n is S ∩ H n . In the following example we show that the converse is not true, i.e., we construct a frame which is not a conditional Riesz frame such that its preframe nullspace S satisfies cl (
We shall prove the assertion in an indirect way, by using Proposition 3.4 and the following fact: if S is a closed subspace of H such that dim S ⊥ = ∞, then there exists a frame F with a preframe operator (T, H, B) for F, such that S = N (T ).
Example 3.12. Given an orthonormal basis B = {e n } n∈N of a Hilbert space H and r > 1, define the following orthogonal system: Let S be the closed subspace generated by {x n } n∈N . By construction, cl (
By the remarks above, there exists a frame F with preframe operator (T, H, B) , such that S = N (T ). We claim that this frame is not a conditional Riesz frame. By Proposition 3.4, it suffices to verify that for every sequence
Hence, fix such a sequence {J k } k∈N and take 0 < ε < 1.
Since x n 2 ≤ 1 + r 2 + 4 r 8n−6 for every n ∈ N, there exists n 0 ∈ N such that
Note that, for y ∈ S and i ∈ N, if M i = span {e 4i−3 , e 4i−2 }, then
because P M i x j = 0 if and only if j = i. Let k ∈ N be such that
By equation (9), x h ∈ (S ∩ H J k ) ⊥ for every h > j. In particular, x j+1 ∈ S (S ∩ H J k ) and 
Angles between columns Proposition 3.13. Let A ∈ L(H) be invertible, and let S, T be closed subspaces of H such that S ∩ T = {0} and s [ S, T ] > 0. Then
Proof. Note that, for x ∈ H, Ax ≥ A −1 −1 x and Ax = 1 imply that x ≥ A −1 . Therefore
Proposition 3.14. Let T ∈ L(H) such that R(T ) is closed and N (T ) is B-compatible, with respect to a fixed orthonormal basis
Proof. Denote S = N (T ) and E = P S ⊥ . We first suppose that T * T = E, i.e., T is a partial isometry. In this case, since T |
S ⊥ is an isometry, it follows that c[R(T P ), R(T Q)] = c[R(EP ), R(EQ)]. Note that the hypothesis R(T P ) ∩ R(T Q) = {0} implies that a) R(P ) ∩ R(Q) ⊆ S, so that we can suppose that R(P ) ∩ R(Q) = {0} (i.e., I ∩ J = ∅), by replacing Q by Q − P Q, because R(EQ) = R(E(Q − P Q)).

b) In this case P ∨ Q = P + Q, and R(P + Q) ∩ S = (R(P ) ∩ S) ⊕ (R(Q) ∩ S).
Denote P = P − P R(P )∩S = P R(P ) (R(P )∩S) and similarly Q . Then EP = EP and
where the last inequality follows form Proposition 2.9 applied to E and P + Q , and the fact that
The general case follows by taking the right polar decomposition T = |T * |U = (T T * ) 1/2 U . Then U is a partial isometry, the previous case applies to U , and then we can apply Proposition 3.13 for A = |T * | + P S > 0. Note that A = T and
The last result, again by translation into frame language, gives a slight extension of a characterization of Riesz frames proved by Christensen and Lindner in [17] . 
Proof.
1 → 2 It follows from Proposition 3.14.
2 → 3 It is apparent.
3 ↔ 1 It is proved in [17] . It follows from a nice characterization of Riesz basis bounds given in Bittner-Lindner [6] and the fourth condition of Theorem 3.9 (see also theorem 2.1 in [17] ).
Erasures
The most relevant property of a frame {f n } is that every vector f can be decomposed as an unconditional series f = n c n f n . Thus, {f n } is an overcomplete set of vectors and the problem arises of how many vectors can be erased from {f n } without loosing that property. This problem is important in information theory and signal processing. In this direction, we refer the reader to recent papers by Goyal, Vetterli and Thao [22] 
Excess and erasures
Definition 4.1. Let I ⊆ N and denote by I c = N \ I. Given a frame F = {f n } n∈N , we say that I can be erased form F if F I c = {f k } k∈I c is a subframe of F, i.e., F I c is itself a frame. The frame F is called an exact sequence if the unique subset of N which can be erased from F is ∅. It is well known that exact frames are Riesz basis. Indeed, denote by E(F) the supremum of equation (10). We assume the classical fact that
E(F) = 0 if and only if e(F) = 0 (i.e., F is exact if and only if it is a Riesz basis). Let (T, H, B), a preframe operator for F. If E(F) = m < ∞, by erasing some set I with |I| = m, we get that E(F
To prove the converse, we shall use the properties of the Fredholm index. In fact, if e(F) = m < ∞, then T is a Fredholm operator with index ind T = dim N (T ) = m. If m = 0, we know that F is a Riesz basis. Suppose that m > 0, so that also E(F) > 0. Let n ∈ N be such that {f n } can be erased from F and denote F n = F \ {f n }.
Note that ind(T P n ) = ind(T ) + ind(P n ) = ind(T ) = m, because ind P n = 0. But, since F n is a frame, R(T P n ) = H and m = ind
By an inductive argument, we have that E(F n ) = m − 1 < ∞. Since this happens for every n ∈ N which can be erased, it must be E(F) = m.
Let F = {f n } n∈N be a frame on H. It can be deduced from Proposition 4.3 that, if e(F) = m < ∞, then there exists a subset I ⊆ N with |I| = e(F) such that F I c is a Riesz basis of H. This result is due to Holub [26] . On the other hand, if e(F) = ∞, there exist arbitrary large finite sets of indices which can be erased from F. But the following question arises: for which frames does there exist an infinite set I ⊆ N which can be erased? This class of frames was characterized by Balan, Casazza, Heil and Landau [3] . We present another characterization, in terms of nullspaces of preframe operators. Before doing that, we need a technical lemma, with similar tools to those used in theorem 5.2 of [3] . So that we shall give an abbreviated proof. Recall that, if B = {e k } k∈N is an orthonormal basis of H and I ⊆ N, we denote B I = {e k : k ∈ I}, H I = span {B I } and P I ∈ L(H) the orthogonal projection onto H I . Moreover, if I ⊆ N is infinite and P S e n ≥ c I > 0 for every n ∈ I, then there exists an infinite subset J ⊆ I which can be erased from F.
Proof. It is clear that both conditions are invariant of the equivalence class of a frame. Therefore it suffices to consider the case of tight frames, and we shall suppose that T is a coisometry, i.e., T T * = I H and T * T = P S ⊥ . If there exists an infinite set I ⊆ N such that F I c is a subframe of F, then
Also, since R(T P I c ) is closed, by Lemma 2.8 and Proposition 2.5, for every n ∈ I,
Conversely, if P S e n − −− → n→∞ 0, then there exist an infinite set I ⊆ N and a constant c I > 0 such that P S e n 2 = P S e n , e n = P I P S P I e n , e n ≥ c 2 I , for every n ∈ I. Consider P I P S P I as acting on H I . Then, by Lemma 4.5, there exists an infinite subset J ⊆ I such that
Therefore R(T P J c ) is closed. On the other hand, again by Lemma 4.5,
since the sum is closed by (11) . Then
Hence F J c is a subframe of F. Proof. Let (T, K, B) be a preframe operator of F, with B = {e k } k∈N . Denote S = N (T ). Then T is a coisometry, and T x = x for every x ∈ S ⊥ . In particular
Now, the result follows from Theorem 4.6.
Remark 4.9. With the notations of Corollary 4.7, the numbers P S e n are closely related to the lower frame bounds of the frames F n = F \ {f n }. Indeed, by Proposition 2.5,
Therefore, by Proposition 2.9,
Recall that the lower frame bound of F n is γ(T P n ). Condition 4 of Corollary 4.7, written in terms of these bounds, is the characterization given by Balan, Casazza, Heil and Landau [3] . They also get a result implying Corollay 4.8. In Example 4.15 below we show a frame F on H with e(F) = ∞ which does not satisfy the conditions of Corollary 4.7.
Frames which contain Riesz basis
Now we shall study those frames F = {f n } n∈N for which there exists an infinite subset J ⊆ N such that F J c = {f n } n∈J c is a Riesz basis. We shall denote these frames as ∞-Riesz f rames. For related results, see [9] , [10] , [16] and [17] .
Remarks 4.10. Let F = {f n } n∈N be a frame, with preframe operator (T, K, B).
F is ∞-Riesz if and only if there exists J ⊆ N such that J
c is infinite and T P J : H J → H is invertible. In other words, H J must satisfy
2. Being ∞-Riesz is an invariant of the equivalent class of the frame, i.e., F is ∞-Riesz if and only if {Gf n } n∈N is ∞-Riesz, for every G ∈ Gl(H). In this sense, being ∞-Riesz is a property of the nullspace N (T ) of the preframe operator for F (which is the same of N (GT ), for every G ∈ Gl(H)).
3. It is known that Riesz frames with infinite excess are ∞-Riesz (by a Zorn lemma argument, see Christensen [16] ). Also frames with the "subframe property" (i.e., frames F such that F I is a frame sequence for every I ⊆ N, see Casazza and Christensen [9] and [11] ) are ∞-Riesz, but conditional Riesz frames are not, in general (see Example 3.12). Also, by Proposition 4.3, frames with finite excess contain a Riesz basis, but they are not ∞-Riesz, because the set to erase is finite. 
M (x ⊕ y) = N x + U y, x, y ∈ H; where N ∈ L(H) and U ∈ Gl(H).
Proof. Suppose that F is ∞-Riesz, and take the preframe operator (T, H, B) for F. A consequence of this characterization is the following: Let F = {f n } n∈N be a ∞-Riesz frame and let J ⊆ N such that F J is a frame. Then F J may be not a ∞-Riesz frame, even in the weaker sense of Theorem 4.6, nor have the subframe property. Indeed, take M , N and U as in Proposition 4.11 and suppose that N is an epimorphism. Then we can erase the set B J c = {0 ⊕ e n : n ∈ N} ⊆ B (the half of B associated to U ) and we get the frame F J = {N e n }, which can be any frame in H. Proof. This is just a rephrasing of Proposition 4.13. Consider the frames F = {f n } n∈N and G = {g n } n∈N given by f n = T 1 e n and g n = T 2 e n , n ∈ N. Then e(F) = ∞. However, by Theorem 4.6, there is no infinite subset I ⊆ N such that F I c is a subframe of F. In particular, F is not ∞-Riesz, while there exists ε > 0 such that f n ≥ ε, for all n ∈ N, because f n = T P S ⊥ e n ≥ γ(T 1 ) P S ⊥ e n − −− → n→∞ γ(T 1 ) (see the examples given by Balan, Casazza, Heil and Landau [3] and by Casazza and Christensen [10] ). On the other hand, by Theorem 4.6 and Corollary 4.14, for the frame G there exist an infinite subset I ⊆ N such that G I c is a subframe of G, but G is not ∞-Riesz.
