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1. 1NTRo~ucTtoN 
Bell [l] in his classic paper on “Reciprocal Arrays and Diophantine 
Analysis” categorized multiplicative Diophantine equations into seven 
types and obtained the solutions for them in terms of the minimum number 
of necessary and suffkient parameters. His method required the use of 
reciprocal arrays. Here we show that we can dispense with the use of 
reciprocal arrays and so our method is simple and straightforward. 
In Section 2, the fundamental Theorem 2.1 is stated and proved by 
induction. In Section 3, an explicit algorithm for the construction of the 
solution of the homogeneous multiplicative Diophantine equation of degree 
n is given. In Section 4, the uniqueness of the solution is discussed and in 
Section 5, mention is made about the solutions of equations of other types. 
2. FUNDAMENTAL THEOREM 
The following is the fundamental theorem: 
THEOREM 2.1. Every solution of the multiplicative Diophantine equation 
x,x2~‘~.~,,=u~u~‘~~u,, (n> 1) (2.1) 
can be expressed in the form 
and 
j= I 
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(2.2) 
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for all i, j= 1, 2, . . . . n, where the n2 independent parameters q4il 
(i, j= 1,2 ,..., n) are positive integers which can be arranged as an n x n 
square array A(b) with tiii being at the intersection of the ith row and the jth 
column, subject to the greatest common divisor (g.c.d.) conditions 
(Xl, u,) = 9,; (2.3) 
applying to only the diagonal elements of the array. 
As usual, (x, y) denotes the g.c.d. of x and y. To prove Theorem 2.1, it 
is first necessary to show that it holds for n = 2 (the n = 1 is included 
vacuously in all algorithms). The proof for this case proceeds as in Bell 
[ 11, except for the fact that the products of the elements in the rows are 
x, and x2 while the products of the elements in the columns are ui and u2 
(thereby dispensing with the reciprocal array). 
The case n = 2 does not reveal the complexity of the problem, which 
begins to unfold if we consider explicitly the n = 3 case, when (2.1) becomes 
XIXZX3 = u,u2243. (2.4) 
If (xi, u,) = a and (G, u2) = e, then 
x, =az,, uI =azZ with (z,, z2)= 1, (2Sa) 
and 
.x2 = ez3, u2 = ezq with (z,, zq) = 1. (2.5b) 
Substituting for x, , x2, U, , and u2 in (2.4) and cancelling ae, we have 
z,zjx3 = z2-7‘$243. (2.6) 
By virtue of (2.5) it follows that z, /zqu3 and z2/z3x3 so that 
z4u3 = ZSZl and z3x3 = zez2. (2.7) 
Substituting (2.7) in (2.6) yields z5 = zg. To solve the two Diophantine 
equations in (2.7), let 
(z,, 4 = b and (~2, z,f=d. 
Then 
z1 = bc, z4 = bh and z2 = dg, zj = df, (2.8) 
with 
(c, h)= 1 and (A g)= 1. (2.9) 
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Substituting (2.8) in (2.7) we get 
hu, = z5c and fx3 = ;5 g. (2.10) 
Due to (2.9), (2.10) implies 
hlz,, 4% and .fl=s,gl-~, (2.11) 
so that 
z5 = h5, 243 = c<’ and z5 = fi, x3 = gtj’. (2.12) 
Substituting (2.12) in (2.10) we get r = <’ and v = q’. Using the solutions 
for zl, a*, z3, zq given by (2.8) in the relative prime conditions (2.5) gives 
(bc, dg) = 1 and (df, bh) = 1 
Or, explicitly, we have 
(b,d)=(b,g)=(c,d)=(c,g)=l, 
and 
(b,f)=(d,h)=(f,h)=l. (2.13) 
Finally, from (2.12) since zg = /I( and z5 =h, we have to solve the 
Diophantine equation 
ht=fv with (J h)= 1. (2.14) 
Equation (2.14) implies h 1 v and f ) r, or q = hi and r =fi’, which on 
substituting into (2.14) yields i = i’. Therefore, 
q=hi and <=fi. (2.15) 
From (2.5) (2.8), (2.12), and (2.15), we have the solution to (2.4) given by 
x, = abc, u, = adg, 
x2 = def, u2 = beh, (2.16) 
x3 = ghi, ug = cfi, 
with the three g.c.d. conditions 
(xl, h)=a, (x2, u2) = e and (x,, u3) = i. (2.17) 
The last of the g.c.d. conditions is a consequence of (gh, cf) = 1 obtained 
from (2.9) and (2.13), which on multiplying by i yields from (2.16), 
(x3, Us) = i. These three g.c.d. conditions imply the nine relative prime 
conditions given in (2.9) and (2.13). 
MULTIPLICATIVE DIOPHANTINE EQUATIONS 23 
Renaming a, b, c, . . . . i as d,, , #r2, . . . . #33, the solution for n = 3 is given 
by the 3 x 3 array 
1 
Equation (2.16) now reads as 
x, = fi qsii and u,=fi 4lj 
j= I i=l 
and (2.17) becomes 
(2.18) 
(2.19) 
(xj, u,) = dii, for i= 1, 2, 3. (2.20) 
Following Bell [ 11, we call (2.1) the Type I multiplicative Diophantine 
equation of degree n. Setting uj = 1 in (2.4) leads to the lowest non-trivial 
Type II equation 
XIX2X3 = Ml 242. (2.21) 
The solution for this equation can be simply obtained from that of the 
homogeneous equation (2.4) by setting u3 = 1 in (2.18) which implies CJ~,~ =
& = C& = 1. Thus the solution to (2.21) is 
Ul u2 
I---- 
-XI 
x2 2: 2: 
x3 4 432 31 
with the g.c.d. conditions given by 
(2.22) 
txi, ui) = dii, for i=l,2. (2.23) 
Having derived the result for n = 2 and 3 for Type I and for n = 3, m = 2 
for Type II multiplicative Diophantine equations, we proceed to prove the 
theorem by induction. 
An inductive argument reminiscent of that used by Brudno and Louck 
[2] was employed by Srinivasa Rao, Rajeswari, and King 133, taking into 
account the g.c.d. conditions and not allowing permutations of the com- 
ponents xi and ui for i= 1, 2, . . . . n. Assuming 
x1x2 
. ..x.=u*u2.‘. u, = N, (2.24) 
24 SRINIVASA RAO. SANTHANAM, AND RAJESWARI 
the induction argument was made with respect to the parameter N, keeping 
n fixed throughout. It was shown that, for n= 3, distinct 3 x 3 arrays 
satisfying the g.c.d. conditions (2.3) lead to distinct solutions of (2.1 ). 
However, it was pointed out that for n > 3 all distinct II x II arrays satisfying 
the g.c.d. conditions do not lead to distinct solutions of the multiplicative 
Diophantine equation of degree II. Therefore, we give below an induction 
proof with respect to II and show that it is possible to get a unique solution 
to the equation of Type I. 
Assume (2.1))(2.3) hold for not only n = 2, 3, but also for all values up 
to and including II - 1. We shall prove that these hold for n variables. For 
the homogeneous Type I equation of degree n given by (2.1) assume, as 
known, the n - 1 g.c.d. conditions 
Then 
t-x,, u;) = d,i for i= 1, 2, . . . . n- 1. (2.25) 
xj = tjijx: and ni=diiuifor i= 1,2, . . . . n- 1, (2.26) 
so that for (2.1) and (2.25), we now have 
x;x;...x’ n~,x,=U;U;~~~U:,~,U, (2.27) 
with 
(x:, ui) = 1 for i= 1,2, . . . . n- 1. (2.28) 
By virtue of the fact that (xi, u; ) = 1, it follows that 
x;lu;u;~~~u~~,u, and u;~x~x;~~~x~~,x, 
so that 
u;u;~~~u:,~*u,=x;p and x;x;~~~x:,~lx,=u;p’. (2.29) 
Substituting (2.29) in (2.27) yields p = $. Hence, the two inhomogeneous 
equations of Type II to be solved are 
u;u;~~~u:,~lu,=x;p and xix;. ‘. x:,~,x,=u;p, (2.30) 
implying 
(44 ~~~u:,~,u,,x;x;~~~x:,~~x,)=~(u;,?c;)=~. (2.31) 
For the equations (2.30), we write 
z4;(u;...u:,~1u”)=x;p and x;(x;...-Y:,~.Ix,)=u;~ 
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and assume the solutions to be 
Tz-f-f? and ~* 
(2.32) 
where, as in the case of n = 2, the g.c.d. conditions are 
(4, xi) = $12 and (-G, 4 I = 0211 (2.33) 
which imply the relative prime conditions 
(5219 V2l)‘l and (G, > v;l)= 1. 
The relative prime conditions in (2.28) will now imply 
(2.34) 
and ($2 4)= 1 = (~*,v;,,~12v21). 
(2.35) 
Furthermore, from (2.32), it follows that 
and 
It is noted that the two Type II equations in (2.30) are of degree (n - 1,2). 
These were solved in (2.32) and consequently we are led in (2.36) to two 
new Type II equations of degree (n - 2,2) and an equation of Type I of 
degree 2. This is thus a convergent procedure. At every step in this 
procedure, care must be taken to ensure that the relative prime conditions 
of the earlier steps are not violated in assuming the g.c.d. conditions of the 
current step. This procedure will then result in the required elements of the 
solution array being precisely n* and neither more nor less (as in the case 
of n = 3 shown explicitly earlier). 
Starting with (2.1), the number of g.c.d. conditions assumed being n - 1 
implies that there are (n - 1 )3 relative prime conditions given in (2.35). Of 
these, there will be (n - l)(n - 2)/2 repetitions so that the number of 
independent relative prime conditions which follow from the (n - 1) g.c.d. 
conditions is 
(n - 1)3 - $(n - l)(n - 2). (2.37) 
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We note that, in the procedure followed here, there are intermediate 
g.c.d. conditions like (2.33) which imply relative prime conditions such as 
(2.35). A systematic study of these intermediate g.c.d. conditions, which are 
(n - l)(n - 2) in number, will show that the number of independent relative 
prime conditions, in addition to those counted in (2.37), is 
In- 3) 
(n- l)(n-2)+ c (n-i)(n-i- l)(n-i-2). (2.38) 
r=l 
Since the solution is of the form 
’ (2.39) 
(n - 1) out of the independent relative prime conditions given in (2.37) will 
combine with the (n - 1 )(n - 2) independent relative prime conditions in 
(2.38) to yield the (n - 1)’ independent relative prime conditions 
(4lA2.n . ..~n-l.nr~n.l~n.*...~n.n-l)=1 (2.40) 
which when multiplied throughout by d,,, will result in the required nth 
g.c.d. condition 
(x,9 47) = A,n. (2.41) 
This completes our proof by induction. 
The minimum number of parameters necessary and sufficient for the 
solution of the multiplicative Diophantine equation of Type I is therefore 
n2, which can be represented as a 2-dimensional array, with n g.c.d. condi- 
tions given by (2.3). For applications to subsequent types it is advan- 
tageous to write the g.c.d. conditions (2.3) also as 
txi14ii9 uildii) = l3 (2.42) 
which can be written, using (2.2) as 
#ki 
> 
= 1. (2.43) 
j#i k#r 
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We prefer to call (2.42) or (2.43) the relative prime conditions to be 
satisfied by the parameters. It is easy to find that the number of inde- 
pendent prime conditions satisfied by the parameters viz. conditions of 
the form (do, dki)= 1 is n(n- l)(n- 3/2). For example, when n= 3, this 
number is 9 given by (2.9) and (2.13). 
3. ALGORITHM FOR GENERATING THE SOLUTION 
In addition to the n x n matrix 4, whose elements represent the solution 
(2.2) for the Type I equation (2.1), let us define two other n x n (inter- 
mediate) matrices 5 and q as detailed below. 
Step 1. For i= 1, 2, . . . . n, using the n g.c.d. conditions, the n diagonal 
elements of the array C$ given by (2.1) are obtained. 
Step 2. The g.c.d. conditions imply (2.42) and (2.43). Now define 
ri, = xi/dii and qli = ui/dii for i= 1, 2, . . . . n. These are n elements of the 
arrays t; and q. 
Step 3. Set i=l andj=l. 
Step 4. For the given i, let k = i+ 1, i+ 2, . . . . n, and p = i + 1, 
i + 2, . . . . n - 2. The n - i elements of 4 given by 
dik = (hk- 13 Vik), (3.1) 
and the n - i - 2 elements of < and q given by 
tipz5i.p-I/4ip3 ?i+ 1.k = I]ik/dik (3.2) 
are computed. Note that 
ti.,a-l Edin L-l =4n,,,-,, and tin = 1. (3.3) 
Step 5. For the given j, let f=j+l, j+2 ,..., n, and q= j+ 1, 
j + 2, . . . . n - 2. The n -j elements of 4 given by 
drj = (503 9/- l,jh (3.4) 
and the n -j - 2 elements of 5 and 4 given by 
tl,j+ 1 = tljldlj and Ilqji=Vq-l.jldqj (3.5) 
are computed. Note that 
yln-l.jsdnj3 vn-1.n-d”-1.n and r/“j= 1. (3.6) 
Step 6. Increment i to i + 1 until i < n - 1. Increment j to j+ 1 until 
jdn-1 and go to Step4. 
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Explicitly, the (intermediate) n x n matrices t and 9 will be of the form 
412422 r2.d”-2.2 
4 n2 
1 
(3.7) 
(3.8) 
From the definitions of the elements of r and q given in Steps 4 and 5, the 
relative prime conditions given below follow directly 
(til, 41i)= l for ldidn; 
(5ij3 Vi+ 1.j) = l for i<j; 
(5,.,+1, vii)= 1 for iSj; 
and 
(3.9) 
(3.10) 
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This algorithm not only provides a nice check for the proof by induction 
given in Section 2 but it is also useful for numerical calculation. 
4. UNIQUENESS OF THE SOLUTION 
It is to be noted that the Theorem 2.1, due to Bell [ 11 does not give rise 
to a unique solution, as long as only the n g.c.d. conditions (2.3) satisfied 
by the n2 parameters are prescribed. However, the algorithm given in 
Section 3 explicitly details a procedure where, in addition to the n g.c.d. 
conditions, when additional (intermediate) g.c.d. or relative prime 
conditions are prescribed, a unique solution can be obtained for the Type I 
multiplicative Diophantine equations. Explicitly, the n g.c.d. conditions of 
Bell [ 1 ] for the diagonal elements account for 
n(n-l)‘-i(n--l)=i(n-1)(2n-3) (4.1) 
independent relative prime conditions. However, at this stage only n of the 
n2 required parameters in the n x n array, namely the diagonal elements 
h? 4223 ...Y h,“, are uniquely fixed. The procedure adopted above gives rise 
to precisely (n - l)(n - 2) intermediate g.c.d. conditions, which fix the 
elements h2, 413, . . . . (B,.,,-,; d21, 423r .-, d2.n-I ; A,, h2, h4, . . . . f~&,; -4 
L-1,1? L1.29 ...Y 4, ~ ,.,, _ 2 (excluding the diagonal elements). These 
intermediate g.c.d. conditions give rise to 
(11-J) 
iF, (n-i)(n-i-I)(n-i-2) (4.2) 
independent relative prime conditions. Thus, all the elements in the array 
except the elements in the nth column and the nth row, excluding the 
diagonal element d,,,,, , having been fixed by the aforesaid conditions, the 
form of the solution (2.2) fixes uniquely these remaining 2(n - 1) elements 
in the n x n array. The solution is thus unique. 
One interesting observation is that in (4.2) the summation index being 
1 Q i 6 (n - 3), no independent relative prime conditions arise due to inter- 
mediate g.c.d. conditions for n < 3. 
5. SOLUTIONS OF EQUATIONS OF OTHER TYPES 
Bell [ 1 ] had to formally make the equation of Type II homogeneous by 
introducing new independent variables as factors and first solve it as a 
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Type I equation. The new variables are then set equal to 1 to get the 
solution for the Type II equation. He had to follow this cumbersome 
procedure because he used reciprocal arrays. For, by definition, given a 
square array A(#), the reciprocal array AR(~) is obtained by arranging the 
diagonals of A($) as the rows of AR(#). So, Bell [l] had to start always 
with a square array, since diagonals are not defined for rectangular arrays. 
In our approach, since we have dispensed with the reciprocal arrays, the 
solution (2.2) utilizes only the products of row and column elements of the 
given array. The solution for a general Type II equation 
x,x~“‘x,=u,u*“‘u, (n> l,m<n), (5.1) 
can therefore be written by the following simple procedure. In the solution 
for the Type I equation of degree n, set the values of (n-m) variables 
equal to 1, to get a rectangular n by m array of nm parameters for the 
solution of the Type II equation. The g.c.d. conditions for the Type II 
equation are obtained from (2.3) by setting the redundant variables equal 
to 1 and omitting the g.c.d.‘s of the form (x, 1) = 1. The number of g.c.d. 
conditions will be m (since m < n) and the number of relative prime 
conditions will be m(m - 1 )(n - 3/2). 
The illustrative examples given by Bell [ 1 ] to obtain the solutions for 
Types III to VII, follow directly from the solution to (2.1). Since the steps 
which lead to the solutions of the generalizations of the homogeneous 
multiplicative Diophantine equation are analogous to those given by 
E. T. Bell, we do not provide them here. However, they will be made 
available to the interested reader, on request [4]. 
In conclusion, we point out that the problem of “Multiplicative 
Diophantine Equations” was first investigated by E. T. Bell and Morgan 
Ward in 1933. These authors used reciprocal arrays and the proof by 
induction given by E. T. Bell was not for general n (n being the degree of 
the Type I equation). The Theorem 2.1 is a modification of E. T. Bell’s 
theorem in that we dispensed with reciprocal arrays which enabled us to 
give a simplified proof by induction for general n. 
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