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Sommario
Lo scopo di questa tesi e` quello di prevedere il consumo di gas in
un’orizzonte di breve periodo, prendendo in considerazione modelli addi-
tivi costruiti con l’utilizzo di funzioni spline. Questa scelta e` il risultato
delle caratteristiche empiriche riscontrate sulle serie dei consumi e pren-
de spunto dalla letteratura precedente applicata al mercato energetico.
Scelto un modello di riferimento a due passi utile a cogliere le relazioni
tra i consumi e le variabili esogene, viene ricercata la massima precisio-
ne sul singolo giorno gas per minimizzare lo sbilanciamento puntuale. I
risultati ottenuti in fase previsiva vengono poi confrontati con indicatori
basati sugli errori di previsione e con il test di Diebold-Mariano per de-
terminare il modello con migliore accuratezza previsiva.
Le analisi riportate e le applicazioni discusse sono realizzate utilizzando
e confrontando i pacchetti R gam (Hastie, 2017) e mgcv (Wood, 2015).
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Introduzione
Nel quadro di liberalizzazione attuale che ha portato alla creazione di un
mercato del gas nel quale la fase di contrattazione e` cambiata nettamente,
la previsione dei consumi assume un ruolo molto importante.
Queste innovazioni fanno si che le aziende di distribuzione locale di gas
abbiano sempre maggior interesse nel conoscere in anticipo e con un
buon grado di accuratezza il quantitativo di gas richiesto dalle utenze.
E’ in questo contesto che comincia ad assumere rilevanza l’utilizzo della
statistica.
Hanno cominciato percio` ad essere sviluppati studi ed articoli sul-
l’analisi delle serie riguardanti i consumi di gas ed il legame tra quan-
tita` consumata e alcuni fattori, come il periodo dell’anno o le condizioni
atmosferiche (Vitullo et al. (2009), Lyness (1984)).
Questo lavoro nasce con lo scopo di ricercare un metodo statistico
che permetta di analizzare il comportamento del consumo di gas al fine
di prevederlo in modo accurato. Si e` deciso inoltre di concentrarsi sullo
studio del consumo giornaliero, ritenuto particolarmente interessante, con
attenzione alle quantita` consumate da alcune utenze, i cui dati sono stati
forniti da un’azienda del Nord Italia.
Per inquadrare il contesto di riferimento si presentano, nel capitolo
1, le caratteristiche generali del mercato del gas italiano con attenzione
alle normative vigenti. Il capitolo 2 si concentra sui dati analizzati evi-
denziando i maggiori fatti stilizzati delle serie relative ai consumi. Dai
risultati ottenuti in fase descrittiva risulta opportuna la decomposizione
delle serie del consumo al fine di depurarle dalla presenza di componenti
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deterministiche e le diversita` tra gli andamenti dei consumi, sottolineate
dai grafici e dalle analisi, individuano la necessita` dell’utilizzo di modelli
con un alto grado di flessibilita`.
Per costrire il modello adatto vengono presentati alcuni strumenti stati-
stici nel capitolo 3 che permettono di cogliere la relazione tra variabili
esogene ed i consumi. Si vuole ricorrere alla classe di modelli GAM con
l’utilizzo di spline di lisciamento e spline di regressione (in particolare le
thin plate regression spline). Le due tipologie di spline fanno riferimento
a due diversi metodi di stima: uno basato sull’algoritmo di backfitting
e l’altro su un procedimento iterativo che massimizza la verosimiglianza
penalizzata.
Un intero capitolo viene dedicato alla descrizione del modello di rife-
rimento. Nel capitolo 4 infatti vengono per prima cosa individuate due
principali componenti: la componente deterministica e la componete sto-
castica. Per la stima della prima componente vengono utilizzati modelli
additivi con l’utilizzo di spline univariate e bivariate, il cui utilizzo e` giu-
stificato dal possibile legame tra alcune componenti.
La relazione tra i residui ottenuti dalla stima della componente deter-
ministica e la ricerca di modelli caratterizzati da semplicita` e flessibilita`
portano a proporre, per la stima della componente stocastica, il modello
lineare ed un modello additivo basato su funzioni spline.
Proposto inizialmente un procedimento a due passi con la modellazione
separata di componente deterministica e stocastica, si considera poi l’uti-
lizzo di modelli additivi che permettano la modellazione congiunta delle
componenti. Per tale modellazione, computazionalmente piu` onerosa, si
ricorre all’uso del comando gamm del pacchetto R mgcv.
Scelti i modelli da confrontare ed i parametri di lisciamento adeguati
a cogliere i diversi comportamenti dei consumi delle utenze, si passa al
confronto tra i due pacchetti R gam e mgcv (Appendice A).
Nel capitolo 5 di passa alla fase di previsione. Le previsioni vengono
valutate mediante indicatori basati sugli errori e sul confronto con pre-
dittori random walk attraverso alcuni indici e l’analisi della distribuzione
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degli errori di previsione. Particolare attenzione al confronto tra i mo-
delli viene posta con l’utilizzo del test di Diebold-Mariano (1995), con il
quale e` possibile confrontare l’accuratezza previsiva.
Le analisi riportate e le applicazioni discusse vengono realizzate uti-
lizzando il software statistico R, sfruttando e confrontando i pacchetti
gam (Hastie, 2017) e mgcv (Wood, 2015).

Capitolo 1
Il mercato del gas
Il gas riveste un ruolo cruciale nel mercato energetico italiano. Alcune
stime sull’evoluzione della domanda nazionale di gas avevano previsto
una crescita media annua di circa l’1% per il quadriennio 2014-2017. I
dati del 2016 sono a sostegno della previsione di crescita ma presentano
percentuali superiori a quelle previste; i consumi di gas naturale sono
stati pari a 70,9 miliardi di metri cubi nel 2016, con una crescita del 5%
sul 2015 e del 14.5% sul 2014. Questi dati evidenziano la rilevanza del
gas e la natura di un mercato che e` tornato a crescere (Figura 1.1) ed in
cui risulta importante l’uso di un sistema di regole atte a garantire una
buona organizzazione e gestione economica.
Proprio in questo contesto e` stato avviato il processo di liberalizzazio-
ne del mercato; un processo lento ed impegnativo in cui lo studio dei
profili degli utenti delle quantita` consumate assume un ruolo decisivo.
Le compagnie di distribuzione locale infatti devono assicurare adeguati
volumi di gas ai loro utenti in tutte le circostanze e sono alla ricerca di
metodi che permettano di conoscere in anticipo e con un certo grado di
accuratezza le quantita` di gas richieste.
L’obiettivo di questa tesi e` prevedere, nel breve periodo, il consumo di
gas per alcune utenze situate in una provincia del Nord Italia. La previ-
sione verra` fatta sia a livello specifico che a livello aggregato, prendendo
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Figura 1.1: Consumo di gas naturale in Italia facendo riferimento ai
consumi lordi e relativi al settore termoelettrico per il periodo che va dal
2002 al 2017.
in considerazione le cabine Remi. In cui con Remi si fa riferimento alla
cabina di Regolamentazione e Misura, il punto fisico di congiunzione tra
le reti; essa corrisponde al punto di consegna del gas (PdC) dalla societa`
di trasporto alla societa` di distribuzione. E’ dunque necessario, prima di
tutto inquadrare il contesto di riferimento.
Nei paragrafi seguenti verra` descritta dunque brevemente l’organiz-
zazione del mercato del gas italiano, le sue caratteristiche principali e
alcuni sviluppi normativi.
1.1 La filiera del gas naturale
Per fornire una rappresentazione del mercato del gas naturale si ricorre
allo schema della filiera. Con l’espressione filiera del mercato del gas si
intende l’intero ciclo del gas, articolato in varie fasi, che vanno dall’ap-
provvigionamento dello stesso (basato su produzione nazionale ed impor-
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tazione dall’estero), alle infrastrutture coinvolte nei processi di trasporto,
stoccaggio e distribuzione, fino alla sua commercializzazione e distribu-
zione, all’ingrosso e al dettaglio.
Possiamo inoltre dividere la filiera in tre segmenti: upstream, midstream
e downstream (Figura 1.2). Con il termine upstream si intende l’attivita`
relativa alla produzione/ importazione, midstream si riferisce a stoccag-
gio e trasporto, mentre con il termine downstream si indicano le fasi di
distribuzione a livello locale e di commercializzazione.
Il gas naturale immesso nella rete nazionale proviene dalle importazio-
ni e, in minor quantita`, dalla produzione nazionale, legata all’estrazione
del gas dal sottosuolo italiano. Per rendere possibile l’importazione sono
stati stipulati contratti con le societa` estere proprietarie dei giacimenti;
il gas proveniente dall’estero viene quindi immesso nella rete naziona-
le attraverso punti di entrata, in corrispondenza delle interconnessioni
con i metanodotti di importazione e dei terminali di rigassificazione. Il
gas proveniente dall’estrazione su territorio italiano viene invece immes-
so nella rete nazionale in corrispondeza di punti di entrata dai campi di
produzione o dai centri di raccolta e trattamento. La seconda fase com-
prende trasporto e stoccaggio. Il gas viene trasportato attraverso gasdot-
ti o liquefatto e spostato con l’utilizzo di apposite navi. Lo stoccaggio
invece riguarda il deposito della quantita` di gas che eccede i consumi.
Tale deposito permette di compensare le variazioni giornaliere o stagio-
nali dei consumi e garantisce un’adeguata fornitura di gas anche in caso
di problemi in fase di approvvigionamento. Una delle societa` leader in
Italia nel trasporto e dispacciamento di gas naturale e` Snam Rete Gas.
Quest’ultima conferisce capacita` di trasporto ai soggetti che ne fanno
richiesta e che soddisfano alcuni requisiti, in questo modo tali soggetti
diventano utenti. La capacita` di trasporto rappresenta il massimo volu-
me di gas che ciascun utente puo` immettere e prelevare dal sistema su
base giornaliera. I soggetti, in qualita` di utenti, acquisiscono il diritto di
immettere e ritirare, in qualsiasi giorno dell’anno, un quantitativo di gas
non superiore alla portata giornaliera conferita. Il flusso di gas nella re-
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Figura 1.2: La filiera del mercato del gas.
te di trasporto e` garantito dalle centrali di compressione collocate lungo
la rete nazionale gasdotti. Il controllo viene fatto a distanza dal centro
di dispacciamento, che gestisce e monitora continuamente il sistema di
trasporto del gas per rendere disponibili in qualsiasi momento e in ogni
punto della rete le quantita` necessarie. L’attivita` di tale centro mira ad
assicurare un costante equilibrio fra domanda ed offerta e viene svolta
con funzioni di telecontrollo che agiscono sulla pressione in entrata del
gas dai giacimenti naturali o dagli stoccaggi, operando anche sui flussi
del gas in determinati tratti della rete.
La distribuzione consiste nel trasporto del gas attraverso reti di gasdotti
locali. Tradizionalmente la distribuzione si articolava congiuntamente al-
la vendita del gas, ma a seguito di una riorganizzazione tali fasi sono state
separate. Il sistema di compravendita della capacita` di trasporto e` stato
modellato secondo uno schema di tipo entry-exit. Tale modello consente
di separare la gestione fisica della rete di trasporto da quella commerciale
permettendo cos`ı all’operatore di trasporto di gestire in modo ottimale i
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flussi fisici di gas, ed agli utenti del sistema di considerare esclusivamente
i flussi commerciali.
La fase finale e` costituita dalla vendita. Questa fase di tipo commerciale
comporta la fornitura e la consegna del gas ai clienti finali allacciati alla
rete. Il venditore acquista all’ingrosso e rivende al cliente finale pagando
una tariffa al gestore delle reti di trasporto per l’utilizzo della rete e delle
infrastrutture.
1.2 Sviluppo normativo
La liberalizzazione del mercato del gas e` un processo lungo e difficile che
ha preso avvio dalle decisioni di politica economica dell’Unione Europea.
L’avvio della liberalizzazione risale al 1998 con l’emanazione della diret-
tiva europea 98/30/CE “Norme comuni per il mercato interno del gas
naturale”, con la quale sono state stabilite le prime norme comuni per il
trasporto, la distribuzione, la fornitura e lo stoccaggio di gas naturale,
nonche´ le norme relative all’organizzazione e al funzionamento del settore
del gas naturale. Tale direttiva comunitaria e` stata recepita in Italia con
il D.lgs. 23 maggio 2000 n. 164 (cosiddetto Decreto Letta). Tale decreto
ha modificato radicalmente il settore del gas in Italia, anticipando molti
dei principi di liberalizzazione che sono stati sviluppati dalla successiva
Direttiva 2003/55/CE. Da un mercato completamente concentrato in
mano al monopolio statale, si e` passati ad un mercato aperto alla con-
correnza nelle fasi di produzione, di approvvigionamento e di vendita e
ad un mercato regolamentato per le fasi di trasporto, di stoccaggio e di
distribuzione, ossia per quelle parti della filiera industriale caratterizzate
da condizioni di monopolio naturale.
Durante il processo di liberalizzazione del mercato del gas, e` stata isti-
tuita in Italia l’Autorita` per l’energia elettrica il gas e il sistema
idrico (AEEGSI), autorita` indipendente che si occupa della determina-
zione delle tariffe per i servizi regolati (trasporto, stoccaggio, rigassifica-
zione), istituita con la legge del 14 novembre 1995, della tutela di alcune
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tipologie di clienti finali e del mantenimento dei livelli di qualita` dei ser-
vizi.
Per rendere il mercato del gas un mercato efficiente ci sono voluti anni
di interventi e regolamentazioni con l’obiettivo di istituire un luogo dove
poter mettere a confronto i flussi commerciali in entrata e creare cos`ı
maggiore flessibilita`, liquidita` ed integrazione con gli altri mercati euro-
pei. Tale luogo viene chiamato hub. L’hub fisico e` un punto di snodo
tra due o piu` gasdotti. Attraverso questi punti di interconnessione, il
gas passa dalla rete gestita da un operatore a quella di un suo concor-
rente. Cio` rende questi luoghi particolarmente rilevanti perche´ in loro
prossimita` possono sorgere dei centri di mercato dove si scambia il gas
passante per i vari sistemi interconnessi. Esiste anche un secondo tipo di
hub, chiamato hub virtuale ed associato all’intero sistema infrastruttura-
le nazionale o regionale. Si tratta di un vero e proprio mercato aperto
alla concorrenza, all’interno del quale sono stati sviluppati particolari
sistemi di negoziazione tra i vari competitor. Le funzioni di un hub so-
no facilitare le negoziazioni, ridurre i costi di transazione e cos`ı facendo
migliorare l’efficienza complessiva del sistema. Una tipica operazione di
compravendita di gas presso un hub consiste in due passaggi principali e
distinti: la prenotazione della capacita` di trasporto in entrata e in uscita
e la procedura di bilanciamento.
Il bilanciamento tra domanda e offerta deve essere sempre assicura-
to, percio` ogni qualvolta un venditore di gas si trova a dover fornire piu`
gas di quanto pattuito deve pagare una penale, generalmente molto ele-
vata. Da ottobre 2003, in Italia, gli operatori possono effettuare cessioni
e scambi di gas immesso nella rete nazionale presso un punto virtuale
che rappresenta un utile strumento di bilanciamento, il Punto di Scam-
bio Virtuale (PSV), concettualmente localizzato tra i punti di entrata e
i punti di uscita della rete nazionale.
Una vera e propria regolamentazione del sistema di bilanciamento e` av-
venuta con il regolamento europeo n.312/2014 del 26 marzo 2014 in cui
e` stato istituito un vero e proprio codice di bilanciamento del gas nel-
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le reti di trasporto. Questo sistema ha come obiettivo la creazione di
un mercato interno dell’energia pienamente operativo ed interconnesso
in cui assume fondamentale importanza l’agevolazione di scambi di gas
tra zone di bilanciamento, ognuna delle quali e` un sistema entry-exit cui
si applica uno specifico regime di bilanciamento e che puo` comprendere
sistemi di distribuzione o parte di essi.
In tale contesto, un’azione di bilanciamento e` un’azione mediante la quale
il gestore del sistema di trasporto modifica il flusso del gas in immissione
o in prelievo nella o dalla rete di trasporto. Spetta prima di tutto agli
utenti della rete la responsabilita` di bilanciare le loro immissioni con i
loro prelievi mediante piattaforme di scambio istituite per agevolare gli
scambi di gas tra gli utenti della rete e i gestori del sistema di traspor-
to ed in conformita` alle norme di bilanciamento volte a promuovere un
mercato del gas all’ingrosso di breve termine. Il gestore del sistema di
trasporto e` controparte per tutti gli scambi e provvede poi all’eventuale
bilanciamento residui delle reti di trasporto che possa rivelarsi necessario.
Viene fornito ad un gestore di sistema di trasporto il servizio di bilancia-
mento attraverso un contratto di fornitura di gas necessario a far fronte
alle fluttuazioni di breve termine della domanda o dell’offerta di gas. Gli
utenti della rete sono tenuti a pagare o hanno diritto di ricevere (a secon-
da del caso) oneri o corrispettivi di sbilancio in relazione al quantitativo
del loro sbilancio giornaliero per ciascun giorno gas. Quest’ultimo e` de-
finito come il periodo rilevante per il mercato del gas, periodo di 24 ore
consecutive che inizia alle ore 6 di ciascun giorno e termina alle ore 6 del
giorno successivo. Il gestore del sistema di trasporto calcola un quan-
titativo di sbilancio giornaliero per ciascun portafoglio di bilanciamento
dell’utente della rete per ogni giorno gas secondo la formula: quantitativo
giornaliero di sbilancio = immissioni – prelievi. Si puo` dunque essere di
fronte a due possibili scenari:
• se la somma delle immissioni di un utente della rete per il giorno
gas e` uguale alla somma dei suoi prelievi per il medesimo giorno
16 Il mercato del gas
gas, tale utente della rete e` da ritenersi bilanciato per il giorno gas
suddetto;
• se la somma delle immissioni di un utente della rete per il giorno gas
non e` uguale alla somma dei suoi prelievi per il medesimo giorno
gas, tale utente non e` ritenuto bilanciato per il giorno gas e si
applicano gli oneri di sbilancio giornalieri.
Per ogni giorno gas t il corrispettivo di sbilanciamento applicato all’u-
tente (Cb) e` dato da: Cb = Pb ∗DS, con DS disequilibrio e Pb il prezzo
di sbilanciamento che si forma nella sessione di bilanciamento del giorno
t. L’utente versera` il corrispettivo (Cb > 0) se nel giorno gas t e` risultato
corto (DS > 0) e ricevera` il corrispettivo (Cb < 0) se e` risultato lungo
(DS < 0).
La liberalizzazione del mercato con il bilanciamento dei prezzi ha
dunque reso possibile acquistare il gas in modo trasparente, sicuro e al
prezzo piu` conveniente tra produttori e grossisti.
I principali vantaggi della liberalizzazione delle contrattazioni sono:
Figura 1.3: Determinazione esiti del mercato di bilanciamento.
Situazione in cui l’utente e` risultato lungo.
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Figura 1.4: Determinazione esiti del mercato di bilanciamento.
Situazione in cui l’utente e` risultato corto.
• migliorare il processo di formazione dei prezzi;
• stimolare la concorrenza, permettendo l’entrata e l’uscita dal mer-
cato di nuove aziende nelle varie posizione della filiera industriale
e soddisfare la domanda ai prezzi piu` convenienti;
• operare in trasparenza (mancanza di asimmetrie informative e una
regolamentazione nei negoziati omogenea);
• favorire la flessibilita` della produzione e migliorare la risposta ad
una domanda di gas che per sua natura puo` fluttuare e cambiare
anche velocemente;
• sopperire alla scarsita` di offerta, solitamente legata ad una certa
area geografica;
• stabilizzare il mercato;
• separare l’attivita` di produzione e di vendita creando due attivita`
concorrenziali all’interno della filiera.
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1.3 Il Gestore dei Mercati Energetici
Figura 1.5: La struttura del mercato del gas.
Con l’entrata in vigore della legge n.99 del 23 luglio 2009, le attivita`
di organizzazione e gestione economica dei mercati del gas naturale e
dei servizi ad esso connessi sono state affidate al Gestore dei Mercati
Energetici (GME).
I mercati del gas del GME comprendono la Piattaforma per la nego-
ziazione del gas naturale (P-GAS) e il Mercato del gas (MGAS).
P-GAS e` la piattaforma in cui gli operatori abilitati ad effettuare tran-
sazioni sul Punto Virtuale di Scambio (PSV) effettuano le negoziazioni.
L’organizzazione e la gestione della piattaforma, incluse le procedure di
ammissione degli operatori alla P-GAS sono mansioni affidate al GME,
che ammette alla piattaforma di negoziazione i soggetti dotati di ade-
guata professionalita` e competenza dei sistemi telematici e dei sistemi di
sicurezza.
Nel mercato del gas naturale, gli operatori abilitati ad effettuare tran-
sazioni sul Punto Virtuale di Scambio (PSV), possono acquistare e ven-
dere quantitativi di gas naturale a pronti e a termine.
Il Mercato del gas a pronti (MP-GAS) si articola in: Mercato del giorno
prima del gas (MGP-GAS), Mercato infragiornaliero del gas (MI-GAS),
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Mercato dei prodotti locational (MPL) e Mercato organizzato per la nego-
ziazione del gas in stoccaggio (MGS). I mercati seguono diverse modalita`
di negoziazione; i primi due una modalita` di negoziazione continua, men-
tre gli ultimi due una modalita` di negoziazione ad asta. Sul MGP-GAS
vengono selezionate offerte di acquisto e di vendita di gas relative ai tre
giorni-gas successivi a quello in cui si apre la sessione di negoziazione.
Sul MI-GAS vengono selezionate offerte di acquisto e di vendita di gas
relative al giorno-gas corrispondente a quello in cui si apre la sessione di
negoziazione. Nel MPL le sessioni si svolgono solo se Snam Rete Gas lo
richiede. Sul MGS possono essere negoziate offerte di acquisto e vendita
di gas in stoccaggi dagli utenti abilitati e da Snam Rete Gas.
Il Mercato di gas a termine (MT-GAS) invece segue solo modalita` di
negoziazione continua in cui vengono organizzati tanti book di negozia-
zione, riferiti a periodi di consegna diversi, nell’ambito dei quali sono
selezionate offerte di acquisto e di vendita di gas.

Capitolo 2
Evidenze empiriche
L’obiettivo di questa tesi e` la modellazione e la previsione dei consumi
di gas a livello di singole utenze ed in aggregato. Le quantita` consumate
possono essere spiegate da fattori di diversa natura. Per questo motivo
viene analizzato un dataset che presenta al suo interno diverse informa-
zione.
Prima di passare all’analisi vera e propria ci si vuole dunque sofferma-
re sulla presentazione dei dati a disposizione enfatizzando alcune delle
loro caratteristiche. Questo capitolo si vuole dunque concentrare sul-
l’individuazione delle evidenze empiriche; nel primo paragrafo vengono
presentati i dati, nel secondo sono descritte le caratteristiche principali
degli andamenti dei consumi di gas a disposizione, mentre nel terzo si
studiano le serie dei prezzi di sbilanciamento.
2.1 Presentazione dei dati
I dati trattati sono relativi al mercato del gas del Nord Italia e sono stati
forniti da un’azienda che si occupa della distribuzione di gas agli utenti
finali. Tutte le informazioni sono state registrate con cadenza giornaliera
e per intervalli di tempo diversi.
Le 14 serie a disposizione sono relative al consumo di gas espresso in
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metri cubi e si riferiscono a due citta`, denominate Citta` 1 e Citta` 2.
Tra queste, 11 presentano il consumo a livello dei singoli utenti e 3 sono
le quantita` di gas passate dai punti di uscita delle cabine Remi. Una
prima divisione delle informazioni viene dunque fatta sulla base della ti-
pologia di utenza; divisione motivata dall’idea che diverse tipologie di
utenza siano solite presentare caratteristiche diverse.
Altra indicazione fornita dal dataset e` la tipologia di consumo (Tabella
2.1); il gas puo` essere usato per il solo riscaldamento in un condominio o
per il solo uso tecnologico in un’industria, ma anche per diversi impieghi.
Per ciascuna citta`, si dispone inoltre di informazioni meteo, quali tem-
peratura, radiazione solare e umidita` e di una serie di variabili dummy
che fungono da indicatore di effetti di calendario e di particolari periodi
dell’anno, come i giorni di festivita` infrasettimanali e l’effetto legato alla
fine dell’anno.
2.2 Caratteristiche empiriche dei consumi
Il comportamento delle serie relative al cunsumo di gas risulta molto
diverso a seconda delle caratteristiche e abitudini delle singole utenze e
della classe di appartenenza (alcuni indicatori descrittivi sono riportati
in Appendice B).
Un primo sguardo ai grafici in Figura 2.1 evidenzia come alcune serie
mostrino comportamenti riconducibili a componenti stagionali in cui la
presenza di picchi, in corrispondenza dei mesi invernali, e` probabilmente
legata alle temperature che risultano essere piu` basse.
Altra indicazione data dai grafici e` la presenza di possibili valori ano-
mali e salti, la cui natura richiederebbe conoscenze dettagliate dei fe-
nomeni (Kiware, 2010). Tali conoscenze sono difficili da ottenere con
precisione ma possono essere fatte alcune ipotesi, che vanno da errori
nella registrazione dei dati a cambiamenti repentini legati al cambio di
utenti presenti in una particolare abitazione.
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Figura 2.1: Serie storiche del consumo di gas per le singole utenze.
Figura 2.2: Serie storiche del consumo di gas per le cabine Remi.
I dati relativi ai consumi delle tre cabine Remi sono stati aggregati in
modo da formare una nuova serie di consumi denominata Cabina Remi
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Figura 2.3: Serie storica del consumo aggregato di gas considerate le tre
cabine Remi.
Totale ed il cui andamento e` osservabile in Figura 2.3. Questo andamen-
to, in linea con i grafici di Figura 2.2, presenta ciclicita` annuale con trend
crescente. Questo comportamento e` legato alla presenza di un cambio
strutturale dei consumi della terza cabina Remi.
In Tabella 2.1 viene fornita una descrizione delle serie riguardanti i
consumi, facendo riferimento alla citta` di ubicazione dell’utenza, al pe-
riodo per il quale sono stati registrati i consumi e alla loro tipologia.
Ciascun consumo e` descritto da una serie di variabili, mostrate in Tabella
2.2.
Per capire come meglio trattare questi dati, per prima cosa si analiz-
za la letteratura statistica, in cui diversi sono gli articoli dove vengono
discusse le caratteristiche del mercato energetico. Spazio e` dato al mer-
cato elettrico a alla previsione di domanda e prezzi (ad esempio Aras
(2008), Gianfreda & Grossi (2012), Lisi & Pelagatti (2016)). Con l’avvio
del suo processo di liberalizzazione, studi ed articoli hanno cominciato
ad analizzare le caratteristiche delle serie riguardanti i consumi ed il le-
game tra quantita` consumata e alcuni fattori, come il periodo dell’anno
o le condizioni metereologiche. Ad esempio, Lyness (1984) mostra co-
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Civile 1 Citta` 2 10/2013-09/2016 C3
Civile 2 Citta` 1 10/2013-09/2016 C2
Condominio 1 Citta` 1 10/2013-09/2016 C1
Condominio 2 Citta` 2 01/2014-12/2016 C1
Tecnologico 1 Citta` 1 10/2013-09/2016 T1
Tecnologico 2 Citta` 1 10/2013-12/2016 T2
Sanita 1 Citta` 2 10/2014-09/2016 T2
Sanita 2 Citta` 1 01/2014-12/2016 C1
Ufficio 1 Citta` 2 01/2014-12/2016 C1
Grandi clienti 1 Citta` 1 01/2014-09/2016
Grandi clienti 2 Citta` 2 01/2014-12/2016
Cabina Remi 1 Citta` 1 10/2014-07/2017
Cabina Remi 2 Citta` 2 10/2014-07/2017
Cabina Remi 3 Citta` 3 10/2014-07/2017
Totale Cabine Remi Totale 10/2014-07/2017
Tabella 2.1: Struttura delle informazioni relative al consumo di gas. Per
ciascuna serie vengono presentati luogo, effettivo periodo di registrazione
delle informazioni e codice indicante la tipologia di consumo. La tipologia
e` definita C1 (Riscaldamento), C2 (Uso cottura e/o produzione di acqua
calda sanitaria), C3 (Riscaldamento e uso cottura cibi e/o produzione
di acqua calda sanitaria), T1 (Uso tecnologico), T2 (Uso tecnologico e
riscaldamento).
me la domanda di gas abbia un andamento ciclico settimanale e come il
suo andamento sia condizionato da variabili meteo come la temperatura.
Altra considerazione e` legata alla suddivisione del mercato in diversi set-
tori che presentano serie storiche con caratteristiche legate ad abitudini
settoriali.
E’ interessante prendere spunto da questi ed altri articoli per studiare
e costruire un modello di previsione per il consumo di gas.
L’andamento dei consumi evidenzia come l’insieme di clienti di una
azienda di distribuzione locale di gas (LDC) sia composto da molte uten-
ze, ciascuna con caratteristiche e abitudini di consumo diverse. Gli utenti
utilizzano il gas per scopi diversi (per il riscaldamento, per cucinare, per
la produzione indistriale, ecc...) e questo porta ad avere quantita` consu-
mate che possono variare per ciascuna utenza e con andamenti spiegabili
attraverso l’uso di alcuni fattori.
In letteratura sono presenti esempi di fattori con particolare importanza,
come quelli messi in evidenza da Vitullo et al. (2009):
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VARIABILI A VALORI INTERI
tempo Assume valori interi da 1 a 1188 e indica il giorno.
yef Assume valori interi da 1 a 366 e indica il giorno dell’anno.
wef Assume valori interi da 1 a 7 e indica il giorno della settimana.
VARIABILI DUMMY
bank Indica se il giorno infrasettimanale considerato e´ festivo
eoy Indica se il giorno infrasettimanale considerato indica la fine dell’anno
ago14 Indica se il giorno infrasettimanale considerato e´ nella prima o quarta settimana di agosto
ago23 Indica se il giorno infrasettimanale considerato e´ nella seconda o terza settimana di agosto
ago Indica se il giorno infrasettimanale considerato e´ in agosto
dayoff Indica se il giorno infrasettimanale considerato e´ non lavorativo
termo Indica se il giorno considerato e` in un periodo in cui i termosifoni devono rimanere spenti
easter Indica se il giorno considerato e` al massimo due giorni prima di Pasqua o due giorni dopo.
VARIABILI CONTINUE
temp.media Ottenuta riscalando la temperatura media per la temperatura base.
temp.max Ottenuta riscalando la temperatura massima per la temperatura base.
temp.min Ottenuta riscalando la temperatura minima per la temperatura base.
umidita Indica il livello di umidita`.
radiazione Indica la radiazione solare.
P at Prezzo di sbilanciamento legato ad un errore negativo.
P vt Prezzo di sbilanciamento legato ad un errore positivo.
Tabella 2.2: Descrizione delle variabili presenti nel dataset collegate a
ciascun consumo giornaliero. Tali informazioni vanno dal 10/2013 al
07/2017.
• la temperatura, questo perche´ parte del gas consumato viene usato
per il riscaldamento. Questo comporta un aumento del consumo
alla diminuzione della temperatura.
• il consumo nel giorno precedente, che sottolinea la natura autore-
gressiva dei dati.
• il giorno della settimana, il consumo di gas varia infatti in base
al giorno della settimana. Solitamente si registrano consumi piu`
bassi in corrispondenza dei fine settimana. Si parla quindi spesso
di effetto legato al luned`ı o al venerd`ı.
• i giorni di festivita` ed i giorni in prossimita` di essi, come ad esem-
pio la fine dell’anno e le settimane centrali del mese di agosto.
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Sono questi alcuni casi in cui giorni infrasettimanali presentano
solitamente un livello inferiore del consumo di gas.
• altri fattori, come la radiazione solare, l’indice di precipitazione, il
tasso di produzione industriale ecc. Questi fattori possono essere di
diversa natura ed alcuni variare in base al settore di appartenenza
dell’utenza.
Figura 2.4: Distribuzione mensile dell’effetto della periodicita` annuale
sulle undici singole utenze.
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Figura 2.5: Distribuzione mensile dell’effetto della periodicita` annuale
sulle tre cabine Remi.
Nonostante la diversita` tra le serie dei consumi studiate sono presenti
delle componenti comuni quali una componente di lungo periodo
che mostra l’andamento generale della serie storica, periodicita` su piu`
scale, possibili dipendenze da variabili meteo e la presenta di effetti
di calendario.
L’andamento periodico e` dovuto al legame tra il consumo di gas e
le attivita` umane che rispondono ad esigenze lavorative e sono legate a
condizioni climatiche ed ambientali. Tale comportamento e` osservabile
dai boxplot, in cui vengono presentate le distribuzioni dell’effetto di due
periodicita`.
Le caratteristiche periodiche che vengono osservate per le serie dei con-
sumi sono:
• una componente periodica di tipo annuale legata all’anda-
mento delle stagioni; nei mesi invernali il consumo spesso risulta
piu` elevato rispetto alle altre stagioni.
• una componente periodica settimanale legata al giorno della
settimana, collegata quindi alle attivita` produttive o alle abitudini
delle utenze. Si osserva come spesso nei giorni lavorativi (dal lu-
ned`ı al venerd`ı) il consumo sia maggiore (la mediana e` piu` elevata)
rispetto ai giorni non lavorativi, quali sabato e domenica.
Figura 2.4 mostra come per alcune utenze l’andamento del consumo
non sia quello atteso. Ad esempio, Sanita` 1 presenta consumi superiori
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Figura 2.6: Distribuzione giornaliera dell’effetto della periodicita`
settimanale sulle undici singole utenze.
nei mesi primaverili rispetto a quelli invernali. Questo particolare com-
portamento puo` essere spiegato dal legame del consumo con l’utilizzo di
pannelli fotovoltaici di cui fa uso l’azienda sanitaria.
Interessante e` inoltre l’analisi delle funzioni di autocorrelazione (Di Fonzo
& Lisi, 2007) che definiscono il grado di dipendenza tra i valori assunti.
In particolare, il fenomeno di autocorrelazione temporale evidenzia come
ogni valore sia influenzato da quello precedente. Un metodo semplice per
determinare graficamente se le serie presentano autocorrelazione e` quello
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Figura 2.7: Distribuzione giornaliera dell’effetto della periodicita`
settimanale sulle tre cabine Remi.
Figura 2.8: A sinistra: Distribuzione mensile dell’effetto della periodicita`
annuale sulla serie risultante dall’aggregazione dei consumi delle tre cabi-
ne Remi. A destra: Distribuzione giornaliera dell’effetto della periodicita`
settimanale sulla serie risultante dall’aggregazione dei consumi delle tre
cabine Remi.
di tracciarne il correlogramma. In questo caso non vengono presenta-
ti graficamente i correlogrammi delle singole utenze per una semplice
questione di spazio. Le considerazioni seguenti vengono comunque ri-
scontrate in tutte le serie dei consumi. Alcune immagini salienti d’ora in
avanti verranno riportate nell’Appendice B.
Le Figure 2.9 e 2.10 riportano le funzioni di autocorrelazione (ACF) e
autocorrelazione parziale (PACF) per i primi 100 ritardi considerando i
consumi delle cabine Remi. Questi grafici evidenziano una forte persi-
stenza e mancanza di stazionarieta`. In alcuni correlogrammi si nota inol-
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Figura 2.9: Funzioni di autocorrelazione (ACF) per i primi 100 ritardi
delle serie storiche del consumo delle cabine Remi prese singolarmente ed
in aggregato.
tre la presenza di una forte componente periodica di periodo 7, evidenza
di stagionalita` settimanale. Le funzioni di autocorrelazione parziale mo-
strano spesso inoltre la significativita` del primo ritardo, in linea con le
considerazioni riprese da Vitullo et al. (2009), in cui il consumo del gior-
no precedente risulta uno dei fattori con maggior impatto sui consumi.
Un altro aspetto interessante e` il possibile legame tra variabili me-
teo e consumo di gas. L’inclusione delle variabili meteo tra i regressori
sembra fondamentale nei casi in cui il gas e` largamento utilizzato per il
riscaldamento, dove un fattore che assume grande importanza e` la tem-
peratura. Tale caratteristica puo` essere osservata nel grafico di sinistra
di Figura 2.11, in cui i metri cubi di gas consumati da Condominio 2
diminuiscono all’aumentare della temperatura media. Altro tipo di an-
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Figura 2.10: Funzioni di autocorrelazione parziale (PACF) per i pri-
mi 100 ritardi delle serie storiche del consumo delle cabine Remi prese
singolarmente ed in aggregato.
Figura 2.11: Scatterplot del consumo di gas vs la temperatura media per
Condominio 2 (a sinistra) e Grande Cliente 2 (a destra).
damento e` evidenziato nel grafico di destra (riferito a Grande Cliente 2 ),
in cui la presenza di una nuvola di punti non mette in risalto un legame
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tra le variabili; e` questo il caso di un profilo aziendale in cui gran parte
del consumo di gas e` legato alla produzione. Queste differenze mettono
in risalto come la termicita` abbia un ruolo rilevante per alcune utenze e
marginale in altre.
I risultati presentati portano ad evidenziare come opportuna la de-
composizione delle serie dei consumi al fine di depurarle dalla presenza di
componenti deterministiche e la diversita` tra gli andamenti dei consumi,
sottolineata dai grafici, individua la necessita` dell’utilizzo di modelli con
un alto grado di flessibilita`.
Fondamentale importanza avra` dunque cogliere adeguatamente le di-
verse componenti deterministiche al fine di depurare correttamente le
serie ed ottenere una buona stima delle componenti stocastiche. Per
definire con precisione le varie componenti e` pero` necessario introdurre
alcuni strumenti statistici utili per gli obiettivi prefissati. Ci si collega
dunque agli argomenti trattati in capitolo 3.
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Si vuole dedicare parte delle analisi descrittive anche allo studio delle se-
rie dei prezzi di sbilanciamento giornalieri. Questi dati sono stati forniti
per il periodo che va dall’1 ottobre 2016 al 31 luglio 2017; con P at si fa
riferimento al prezzo di acquisto e con P vt al prezzo di vendita.
In Figura 2.12 possiamo notare come la serie dei prezzi di sbilanciamen-
to giornalieri evidenzi non stazionarieta`, ne` in media ne` in varianza. I
prezzi si presentano infatti con una sorta di andamento tendenziale e
una componente di lungo periodo non ben specificabile in cui si nota-
no cambi di livello. Calcolando lo scarto tra le due serie di prezzi si
osserva come assumano in tutto il periodo di tempo valori tra loro mol-
to vicini con variabilita` maggiore nel periodo invernale rispetto a quello
primaverile-estivo.
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Per meglio visualizzare quale periodo presenti un forte aumento dei
prezzi di sbilanciamento si costruiscono dei boxplot del prezzo di sbi-
lanciamento medio,
Pat +P
v
t
2
. Un evidente picco e` presente nel mese di
gennaio (a sinistra: Figura 2.13); i picchi di prezzo solitamente non sono
considerabili come osservazioni ed eventi anomali, bens`ı sono caratteri-
stica intrinseca dei mercati e hanno cause piu` o meno precise. Questo
andamento puo` essere giustificato tenendo conto del largo uso di gas per
il riscaldamento. Non vengono riscontrate invece particolari differenze di
prezzo al variare del giorno della settimana (a destra: Figura 2.13).
Minimo I Q Mediana Media III Q Massimo Dev. Standard
P at 14.07 18.02 18.60 19.22 19.82 31.90 2.29
P vt 13.75 17.77 18.33 18.91 19.60 31.69 2.24
Tabella 2.3: Analisi descrittiva dei prezzi di sbilanciamento.
Le caratteristiche dell’andamento delle serie dei prezzi risponde al com-
portamento del consumo supportando l’idea teorica che consumi elevati
siano legati a prezzi elevati.
Figura 2.12: Prezzi di sbilanciamento giornalieri, P at (colore nero) e
P t(colore rosso), per il periodo 01/10/2016 - 31/07/2017.
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Figura 2.13: A sinistra: Distribuzione mensile dell’effetto della perio-
dicita` annuale sulla serie risultante dalla media tra i prezzi di sbi-
lanciamento. A destra: Distribuzione giornaliera dell’effetto della pe-
riodicita` settimanale sulla serie risultante dalla media tra i prezzi di
sbilanciamento.

Capitolo 3
Strumenti Statistici
Nel capitolo precedente sono state osservate caratteristiche che hanno
suggerito la decomposizione delle serie del consumo di gas in diverse
componenti. Introdotte le componenti che entrano in gioco per spiegare
le variabili di interesse e` necessario definire il modello adatto con cui
stimare le relazioni. La reale complessita` del problema, caratterizzata da
diverse variabili che assumono ruoli decisivi e da fenomeni dove o non
e` possibile conoscere il vero processo generatore o non si e` in grado di
stimarlo correttamente, suggeriscono l’uso di metodi e tecniche flessibili.
Non si cercano quindi metodi che attribuiscano alle funzioni una struttura
rigida ma soluzioni che ammettano un certo grado di flessibilita`.
Nella letteratura sono stati proposti diverse specificazioni come il mo-
dello di regressione lineare multipla e l’uso di artificial neural networks
(Vitullo et al., 2009), o le serie di Fourier (Wood et al., 2015).
In questo capitolo vengono presentati i metodi basati sulle spline scelti
per modellare le diverse componenti in modo flessibile (le spline di regres-
sione e le spline di lisciamento (Hastie & Tibshirani, 1990)) e si fa riferi-
mento al modello additivo, scelto per la stima della relazione d’interesse
e ai relativi metodi di stima.
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3.1 Metodi basati sulle spline
Il termine spline e` usato in matematica per costruire polinomi a pezzi
con lo scopo di approssimare funzioni delle quali si conoscono solo alcuni
valori. Tale strumento e` utile al fine di riassumere l’andamento di una
variabile risposta y attraverso una funzione di uno o piu` predittori e
produce una stima di tale andamento che e` meno variabile di quanto lo
sia y stessa non facendo rigide assunzioni sulla forma di dipendenza tra
y e x1, . . . , xp.
Lungo l’asse delle ascisse, vengono scelti K punti ξ1 < ξ2 < ... <
ξK , chiamati nodi. La funzione f(x) viene costruita in modo da passare
esattamente attraverso i nodi e da essere libera negli altri punti, con la
costrizione di presentare un comportamento complessivo regolare. In pra-
tica cio` che si richiede e` che tra due nodi successivi, ovvero nell’intervallo
(ξi, ξi+1), la curva f(x) coincida con un opportuno polinomio di grado
prefissato d, e che tutte le porzioni di polinomi si uniscano nei punti di
giunzione ξi in modo regolare, nel senso che la funzione risultante f(x)
abbia derivate continue in ognuno degli ξi dal grado 0 al grado d− 1.
Nella maggior parte dei casi il grado utilizzato e` d = 3. Questo e` il
caso in cui si parla di spline cubiche i cui vincoli di continuita` sono:
f(ξi) = yi, i = 1, ..., K
f(ξ+i ) = f(ξ
−
i ), i = 2, ..., K − 1
f ′(ξ+i ) = f
′(ξ−i ), i = 2, ..., K − 1
f ′′(ξ+i ) = f
′′(ξ−i ), i = 2, ..., K − 1
dove f(ξ +) e f(ξ −) indicano il limite da sinistra e da destra rispettiva-
mente, della funzione f(·) nel punto ξ.
Questa impostazione del problema comporta alcune condizioni: ognuna
delle K − 1 funzioni cubiche richiede 4 parametri, di conseguenza, per
stimare la funzione media f(x), occorre stimare [4(K−1)] parametri con
[K + 3(K − 2)] vincoli di continuita` della funzione e delle prime due de-
rivate. La differenza tra i coefficienti da stimare e i vincoli e` di 2 unita`,
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di conseguenza il sistema di condizioni precedenti non identifica univo-
camente la funzione ed e` necessario introdurre due vincoli aggiuntivi. A
questo proposito sono state fatte diverse proposte, la maggior parte delle
quali considera vincoli riguardanti gli intervalli o i punti estremi della
funzione. Una semplice scelta e` quella di imporre pari a zero le derivate
seconde dei polinomi nei due intervalli estremi. La funzione f(x) cos`ı
risultante e` detta spline cubica naturale.
In ambito statistico le spline sono un’utile strumento; qui di seguito si
descrivono spline di regressione e spline di lisciamento.
3.1.1 Spline di regressione
Una spline di ordine M con nodi ξj, j = 1, ..., K e` un polinomio a pezzi
di ordine M con derivate continue fino ad M − 2 e basi definite da
hj(x) = x
j−1, j = 1, ...,M
hM+l(x) = (x− ξl)M−1, l = 1, ..., K
Queste spline sono dette spline di regressione e si propongono di inda-
gare il legame presente fra una o piu` variabili esplicative x e una rispo-
sta y, date n coppie di osservazioni (xi, yi), facendo riferimento a una
formulazione generale del tipo
y = f(x, β) +  (3.1)
dove f(x, β) e´ per ipotesi una spline. L’asse x viene diviso in K + 1
intervalli separati da K nodi e i punti vengono interpolati con il criterio
dei minimi quadrati, dove con β indichiamo ora i parametri non vincolati
dei K + 1 polinomi che compongono la spline.
Rispetto alle spline presentate nella sezione precedente, nelle spline
di regressione la selezione dei parametri incogniti non puo` piu` avvenire in
base a vincoli del tipo f(ξj) = yj, perche` in tal caso K e n sono slegati e
K << n. In questo caso quindi viene utilizzato un criterio di stima, come
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ad esempio il criterio dei minimi quadrati che permette di determinare in
modo univoco la spline stimando i parametri non vincolati β attraverso
la minimizzazione della funzione obiettivo
D(β) =
n∑
i=1
[yi − f(xi, β)]2 = ||y − f(x, β)||2. (3.2)
Per costruzione, le spline di regressione richiedono siano fissati l’ordine, il
numero K di nodi e la loro posizione lungo l’asse delle ascisse. La scelta
di K regola la complessita` del modello mentre la posizione dei nodi ne
determina la forma. Una volta fissato K, l’approccio piu` semplice consi-
ste nello scegliere la posizione dei nodi in modo che gli intervalli abbiano
ampiezza uniforme.
Esistono molteplici tipi di spline di regressione, la cui utilita` varia a
seconda del caso in questione. La domanda quindi che ci si pone e` quale
sia la tipologia che presenta le caratteristiche piu utili.
Alcune spline presentano dei limiti, come la necessita` di fissare la po-
sizione dei nodi per utilizzare ciascuna base, scelta che introduce un
grado ulteriore di soggettivita` nel modello, oppure l’uso di basi utili
solo per rappresentare lisciatori ad una variabile. Si presentano quin-
di le thin plate regression spline come descritte da Wood (2017). Esse
superano questi limiti eliminando il problema della posizione dei nodi,
costruendo lisciatori per qualsiasi numero di variabili e presentando pro-
prieta` ottimali (Wood, 2003).
Le thin plate spline sono una soluzione elegante al problema della
stima di funzioni di lisciamento di variabili multiple. Si tratta di stimare
la funzione di lisciamento g(x), da n osservazioni (xi,yi), considerato
yi = g(xi) + i (3.3)
con i termine d’errore e x vettore di dimensione d (d ≤ n). La funzione
g viene stimata trovando la stima fˆ che minimizza
||y − f ||2 + λJmd(f) (3.4)
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dove y e` il vettore di yi e f = (f(x1),...,f(xn))
T . Jmd(f) e` la funzione di
penalizzazione che misura il grado di lisciamento di f
Jmd =
∫ ∫
<d
∑
v1|...|vd
m!
v1!...vd!
(
δmf
δxv11 ...δx
vd
d
)2dx1...dxd (3.5)
e λ e` il parametro di lisciamento che controlla il tradeoff tra adattamento
ai dati e lisciamento di f .
La funzione che minimizza (3.4) ha la forma
fˆ(x) =
n∑
i=1
δiηmd(||x− xi||) +
M∑
j=1
αjφj(x), (3.6)
dove δ ed α sono vettori di coefficienti da stimare e δ e` soggetto al
vincolo lineare T Tδ = 0 dove Tij=φj(xi). Le M funzioni φi attraversano
lo spazio per cui Jmd e` nullo e sono considerate funzioni completamente
lisce.
Viene quindi definita una matrice E tale che
Eij ≡ ηmd(||x− xi||)
e il problema (3.4) si traduce nella minimizzazione
||y −Eδ − Tα||2 + λδTEδ sotto il vincolo T Tδ = 0. (3.7)
rispetto a δ ed α.
Tale procedura definisce un lisciatore ideale, la thin plate spline. Viene
trovata infatti la funzione fˆ che meglio liscia la funzione tenendo conto
dell’adattamento ai dati e del grado di lisciamento. L’aspetto interes-
sante e` che non vengono richieste la scelta della posizione dei nodi e la
selezione delle basi; entrambi emergono naturalmente dal problema di li-
sciamento. Inoltre le thin plate spline possono trattare qualsiasi numero
di predittori e permettono l’uso di flessibilita` nella selezione dell’ordine
delle derivate usate nella funzione di adattamento. Le thin plate spline
presentano ottime proprieta` ma anche un grosso limite, di tipo compu-
tazionale. Infatti, fatta eccezione per il caso di un singolo predittore,
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il costo computazionale della stima del modello e` proporzionale al cubo
del numero di parametri. La soluzione, per evitare di ricorrere a co-
sti computazionali troppo elevati e` l’utilizzo delle thin plate regressione
splines.
Le thin plate regression spline si basano sull’idea di troncare lo
spazio delle componenti con parametri δ delle thin plate spline, e lasciare
inalterate le componenti α. Viene definita E = UDUT la decomposi-
zione in autovalori di E, con D matrice diagonale degli autovalori di
E tale che ‖Di,i‖ ≥ ‖Di−1,i−1‖ e le colonne di U sono formate dai cor-
rispondenti autovalori. Uk e` la matrice delle prime k colonne di U e
Dk la sottomatrice di D contenente il blocco di dimensioni kxk ottenuto
partendo dall’angolo in alto a destra. Definito δ=Ukδk, il problema di
minimizzazione (3.7) diventa
||y−UkDkδk−Tα||2 +λδTkDkδk sotto il vincolo T TUkδk = 0. (3.8)
Si ricorre alla decomposizione QR di UTk T , le cui M colonne finali di
fattori ortogonali formano Zk. Ristretto δk in questo spazio, definendolo
δk=Zkδ˜, il problema diventa la minimizzazione di
||y −UkDkZkδ˜ − Tα||2 + λδ˜TZTkDkZkδ˜ (3.9)
rispetto a δ˜ e α. Per determinare in maniera non computazionalmente
onerosa Uk e Dk si ricorre almetodo iterativo di Lanczos che permetto
di trovare Uk e Dk al costo computazionale di O(n
2k) operazioni. Per
maggiori dettagli su tale metodo si veda Wood et al. (2015).
3.1.2 Spline di lisciamento
Le spline di lisciamento (o smoothing spline) sono un interessante stru-
mento che permette di risolvere il problema della selezione dei nodi. Esse
definiscono f(x) scegliendo, tra tutte le funzioni aventi derivate secon-
de continue fino al secondo ordine, quella che minimizza la somma di
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quadrati dei residui penalizzata
D(f, λ) =
N∑
i=1
[yi − f(xi)]2 + λ
∫ +∞
−∞
[f ′′(t)]2dt (3.10)
dove λ e` un parametro di lisciamento fissato. Il primo termine in (3.10)
misura la vicinanza ai dati, mentre il secondo termine penalizza la cur-
vatura nella funzione.
Il parametro λ attribuisce un peso piu` o meno elevato al secondo termine.
In particolare se λ = 0 non vi e` alcuna penalizzazione, per valori di λ
crescenti si privilegia una f(x) sempre piu` liscia, fino al caso estremo in
cui λ =∞ dove la f(x) diventa una funzione lineare. Quest’ultima non e`
altro che la retta che si otterrebbe utilizzando un modello di regressione
lineare, ovvero la retta dei minimi quadrati. I casi limite lasciano intuire
come cambia la forma al variare del parametro di lisciamento e quanto
la stima di f tramite spline di lisciamento sia fortemente condizionata
dalla scelta di λ. Risulta quindi cruciale che il parametro λ sia definito
in modo opportuno.
Nel caso di spline naturale, si puo` scrivere
f(x) =
N∑
j=1
Nj(x)θj (3.11)
dove Nj(x) e` un insieme di dimensione N di basi per rappresentare la
famiglia di spline di lisciamento. In questo caso il criterio si riduce in
D(θ, λ) = (y −Nθ)T (y −Nθ) + λθTΩNθ (3.12)
dove [N ] ij = Nj (xi) e [ΩN ]jk=
∫
N ′′j (t)
∫
Nk”(t)dt. La soluzione in questo
caso e`
θˆ = (NTN + λΩN)
−1NTy (3.13)
e la spline di lisciamento stimata e` data da
fˆ(x) =
N∑
j=1
Nj(x)θˆj (3.14)
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Gradi di liberta` e matrici di lisciamento Una spline di lisciamento
con λ scelto in precedenza e` un esempio di lisciatore lineare. Questo
perche` i parametri stimati in (3.13) sono una combinazione lineare di yi.
Dato fˆ il vettore di dimensione N di valori stimati fˆ(xi) di predittori xi,
si ha
fˆ = N (NTN + λΩN)
−1NTy = Sλy (3.15)
dove Sλ e` detta matrice di lisciamento.
Partendo da tale matrice e` possibile definire i gradi effettivi di liberta` di
una spline di lisciamento dfλ=tr(Sλ). Sara` questo il parametro che verra`
utilizzato in fase di costruzione delle spline e del successivo modello.
3.2 Modellazione
La ricerca di metodi adeguati per la modellazione del consumo di gas
porta a presentare, qui di seguito, il modello autoregressivo, il modello
additivo e il modello additivo generalizzato.
3.2.1 Il Modello Autoregressivo
Si definisce il modello autoregressivo di ordine p, facendo riferimento a Di
Fonzo & Lisi (2007) e mantenendo una notazione coerente con le sezioni
precedenti.
Un modello AR(p) viene dunque definito come
yt = φ0 +
p∑
p=1
φpyt−p + t (3.16)
dove {t} e` un processo white noise con media zero e varianza σ2 e p un
numero intero non negativo.
Il modello (3.23) puo` essere scritto in forma piu` compatta, introducendo
l’operatore ritardo L = Lp yt−p
φp(L)yt = t (3.17)
dove φp(L) = 1 - φ1L - φ2L
2 -...- φpL
p.
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3.2.2 Il Modello Additivo
Il modello additivo puo` essere considerato come una generalizzazione del
modello lineare, in cui la funzione di regressione lineare lascia il posto alla
somma degli effetti che delle specifiche funzioni di lisciamento apportano
alla variabile risposta.
Dato y vettore casuale delle risposte, α termine costante che rappresenta
l’intercetta del modello, fj funzioni di una o piu` variabili, X matrice
contenente le p variabili esplicative osservate ed  vettore dei termini
d’errore, il modello additivo e` definito come:
y = f(X) +  (3.18)
con y=(y1,...,yn)
T , X=(X1,...,Xp), =(1,...n)
T ed
f(X) = f(X1, X2, ..., Xp) = α+
p∑
j=1
fj(Xj). (3.19)
L’identificabilita` del modello e` garantita dal vincolo
n∑
i=1
fj(xij) = 0 (3.20)
per ogni j, dove xij e` la jma variabile dell’unita` i.
Metodo largamente utilizzato per la stima del modello (3.16) e` la semplice
procedura conosciuta come algoritmo di backfitting (Azzalini & Scarpa,
2012).
L’algoritmo di backfitting si compone dei seguenti passi:
1. Vengono inizializzati αˆj ←
∑n
i yi/n, fˆj ← 0 per ogni j;
2. Ciclo: j= 1, 2, ..., p, 1, 2,..., p, ...
fˆj ← S([yi − αˆj −
∑
k 6=j
fˆk(xik)]
n
1 )
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fˆj ← fˆj − 1
n
n∑
i=1
fˆk(xij)
fino a quando le funzioni fˆj risultano stabili (presentano un cam-
biamento inferiore ad una soglia prefissata).
dove S e` detto smoothing operator.
Ci si vuole ora concentrare su delle funzioni f rappresentate da spline
di regressione penalizzate. Si propone in questo caso un altro metodo
di stima riprendendo la specificazione da Wood et al. (2005). Questo
metodo di stima si basa sui minimi quadrati penalizzati e la selezione
dei parametri di lisciamento avviene tramite generalized cross-validation
(GCV), restricted maximum likelihood (REML) o metodi simili.
Riscritto il modello (3.16) come
E(y) = Xβ (3.21)
dove X e` una matrice nxp contenente una colonna di uno e la basi,
mentre β contiene α e i coefficienti delle basi. Assunto p<n, β puo`
essere stimato minimizzando
||y −Xβ||2 +
∑
j
λjβ
TSjβ (3.22)
con Sj matrice dei coefficienti noti, tale che Jj(fj)=βSjβ. Dato il
parametro di lisciamento λ, si trova βˆλ.
La stima di λ invece risulta piu` complicata. Se λ e` troppo grande i dati
risulterebbero troppo lisciati, mentre se e` troppo piccolo ci sarebbe una
mancanza di lisciamento. In entrambi i casi cio` significherebbe che la
stima di f non sarebbe vicina alla vera funzione. L’obiettivo e` scegliere
λ in modo che fˆ sia il piu` possibile vicina ad f . Una possibilita` e` quella
di scegliere il λ che minimizza
Vg(λ) =
n||y −Xβˆλ||2
(n− tr(Fλ))2 (3.23)
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rispetto ai parametri di lisciamento e dove tr(Fλ) sono i gradi di liberta`
effettivi del modello.
Il problema di modellazione e previsione del consumo di gas richiede
che sia colta la struttura di correlazione dei residui. Nel caso in cui si
ricorre ad un modello autoregressivo AR(p) e` possibile mostrare come il
metodo presentato nella sezione precedente permette di stimare, ancora
una volta, β.
Come evidenziato da Wood et al. (2015), il modello (3.19) viene riscritto
nella forma y=Xβ+e, dove la matrice di covarianza di e e` φΣ e Σ e`
una matrice di correlazione di un AR(p) e viene costruito il vettore degli
errori =Ce iid, dove C e` il fattore di Cholesky di Σ−1.
Definiti y˜=C˜y e X=CX, il modello (3.19) diventa
y˜ = X˜β + e. (3.24)
Si vuole ora definire maggiormente nel dettaglio i passi del metodo di
stima basato sulla massimizzazione della verosomiglianza penalizzata.
Definito µi = E(yi) = Xiβ, viene iterata la procedura basata sullo sche-
ma P − IRLS (penalized iteratively re-weighted least squares) descritta
da Wood et al. (2015) con i seguenti passi:
1. Data la stima di β, β[k] si ottengono le stime di µ e della varianza
di ciascun yi, definita da Vi. Tali stime permettono si definire W ,
matrice diagonale di pesi dove
Wii =
1
Vig′(µi)2
e il vettore
z = Xβ + Γ(y− µ)
dove Γ e` una matrice diagonale tale che Γii = [ g
′(µi)] .
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2. Determinare λi che minimizza
||√W (z −Xβ)|2|
|tr(I −A)|2
dove β e` la soluzione del problema di minimizzazione
||
√
W (z −Xβ)||2 +
∑
j
λjβ
TSjβ
con A = X(XTWX +
∑
j λjβ
TSjβ)
−1XTW , dove tr fornisce i
gradi di liberta` stimati del modello.
La procedura viene fermata una volta raggiunta la convergenza.
3.2.3 Il Modello Additivo Generalizzato
Come nel caso dei modelli di regressione lineare, anche la gamma dei
modelli additivi offre una serie di estensioni e generalizzazioni che per-
mettono di adattare i modelli ad una miriade di circostanze. Tra queste
generalizzazioni c’e` il modello additivo generalizzato.
I modelli additivi generalizzati (GAM) estendono i modelli additi-
vi nello stesso modo in cui i modelli lineari generalizzati (GLM) esten-
dono quelli di regressione lineare, e permettono di modellare gli effetti
non lineari facendo uso di funzioni di lisciamento. Il modello additivo
generalizzato e` infatti definito dalla relazione
g(E(y)) = Xβ = α+ f1(X1) + f2(X2) + ...+ fp(Xp) (3.25)
dove X1,X2,...,Xp sono le covariate, g e` la funzione link che lega la media
conzionata con la risposta y e le fj sono le funzioni di lisciamento.
Classici esempi di funzione link sono la funzione logaritmica, la funzione
logit, la funzione probit e la funzione identita`, caso in cui ci si riconduce
al modello additivo (3.12).
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3.3 Scelta del parametro di lisciamento
I valori che controllano il grado di lisciamento possono essere scelti uti-
lizzando un procedimento di prova ed errore e cercando di bilanciare il
grado di lisciamento con la capacita` della curva stimata di descrivere i
dati.
Esistono inoltre procedure piu` formali, le piu` popolari basate su tec-
niche di convalida incrociata. In questo caso, i dati possono essere divisi
casualmente in due sottoinsiemi, la funzione di lisciamento f viene sti-
mata sul primo sottoinsieme utilizzando diversi valori per il parametro
che controlla il lisciamento. Le stime ottenute vengono poi utilizzate per
prevedere le osservazioni del secondo sottoinsieme. Si determina il pa-
rametro di lisciamento che permette di ottenere la previsione migliore
per il secondo sottoinsieme e viene usato tale valore del parametro per
produrre la stima finale di f , basata su tutti i dati. Esistono poi diverse
varianti a questo schema basate ad esempio su piu` di due sottoinsiemi.
Questo metodo funziona quando i dati utilizzati per la stima sono in-
dipendenti da quelli presenti nel campione di verifica. Nel caso di serie
storiche quest’ultima affermazione non e` valida, i dati non possono esse-
re definiti indipendenti e la valutazione tramite convalida incrociata non
risulta sensata.
Un approccio alternativo si basa sull’utilizzo di criteri del tipo
n ∗ log(σˆ2p) + cp
dove, indicata con fˆp(.) la stima di f ottenuta utilizzando p parametri
equivalenti,
σˆ2p =
1
n
n∑
i=1
(yi − fˆp(xi))2 (3.26)
mentre c e` una appropriata costante positiva.
La scelta di p avviene minimizzando il criterio (3.26). Il primo addendo
misura quanto la stima di f prevede bene le osservazioni e quindi, usual-
mente, decresce al crescere di p (piu` p e` grande piu` lo stimatore usato e`
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flessibile, quindi meglio riesce a riprodurre i dati osservati). Il secondo
addendo invece penalizza i valori grandi di p.
Di questo tipo sono il criterio di informazione di Akaike (Akaike, 1973)
ottenuto ponendo c = 2 ed indicato con la sigla AIC e il criterio di infor-
mazione di Schwarz (Schwarz, 1978) ponendo c = log(n), spesso indicato
con la sigla BIC.
Capitolo 4
Il modello di riferimento
Descritti a livello teorico gli strumenti statistici che si e` deciso di utiliz-
zare in fase di modellazione e previsione del consumo di gas si e` ritenuto
utile suddividere le serie in due periodi di tempo; il primo periodo viene
utilizzato per la stima dei modelli, mentre il secondo per il confronto dei
modelli e la determinazione di quello piu` adeguato in fase previsiva.
Dato che le serie del consumo di gas sono state registrate in intervalli
diversi, tali differenze si ripercuotono sui periodi in esame, che risulte-
ranno infatti di lunghezza diversa a seconda della serie sotto studio. Per
le serie relative alle cabine Remi il primo periodo va dall’1 ottobre 2014
al 31 luglio 2016, mentre il secondo e` composto da 366 osservazioni, che
vanno dall’1 agosto 2016 al 31 luglio 2017. Per le altre serie invece, in-
dicativamente, il primo periodo e` composto dalle osservazioni che vanno
dall’inizio di ciascuna serie fino al 31 dicembre 2015 e il secondo va dall’1
Gennaio 2016 alla fine della serie.
Per l’utilizzo degli strumenti statistici descritti e` necessario individua-
re e fissare alcuni parametri. La natura dei dati analizzati pero` porta ad
alcune conseguenze; non e` possibile ne` determinare i parametri seguen-
do approcci classici basati su ipotesi di errori indipendenti ne` stimare
diversi modelli e condurre previsioni in-sample per le quali servirebbe
un numero maggiore di osservazioni. La soluzione scelta e` stata quella
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di modellare i dati del primo periodo fissando i parametri, analizzare in
modo critico i risultati ottenuti, scegliere alcuni di questi modelli e con-
frontarli tramite osservazione grafica e valutazione di opportuni indici di
bonta` di adattamento. Fatto questo, per ogni utenza, sono stati scelti i
parametri necessari alla costruzione delle spline.
Per il consumo di gas nel giorno t ( Gt ) viene scelto il modello
Gt = LDt +Dt + gt t = 1, ..., n (4.1)
con LDt componente deterministica, Dt componente contenente even-
tuali variabili dummy e gt componente stocastica.
La componente Dt e` costituita da varibili dummy che vengono im-
piegate come variabili esplicative per interpretare l’impatto di eventi di
natura eccezionale che esauriscono il loro effetto in corrispondenza di
poche osservazioni campionarie.
La componente deterministica per il giorno t e` definita dalla somma
di due componenti
LDt =LTt +Mt
con
LTt =Tt + Yt +Wt + Ct
Ct =γ1 ∗ bankt + γ2 ∗ eoyt + γ3 ∗ agot + γ4 ∗ dayofft
+ γ5 ∗ termot + γ6 ∗ eastert
Mt =TEMPt +RADt + UMIDt
• con LTt che fa riferimento agli effetti stagionali e di calendario e
Mt in riferimento alle componenti metereologiche.
• con Tt trend, Yt eWt rispettivamente componente periodica annuale
e settimanale e Ct effetti di calendario le cui variabili sono definite
in Tabella 2.2.
• con TEMPt temperatura media, RADt radiazione solare e UMIDt
umidita` di Citta` 1 o Citta` 2.
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Per la modellazione della componente deterministica viene dunque scelto
un modello di tipo additivo. La modellazione delle componenti, fatta
eccezione per Ct viene definita con l’uso di particolari funzioni spline
utili nello spiegare la relazione con la variabile risposta. Per gli effetti
di calendario, definiti da semplici variabili indicatrici, si decide invece di
utilizzare una regressione lineare semplice.
Definiamo ora la componente stocastica in due modi
gt =φ0 +
l∑
j=1
φjgt−j + t
gt =φ0 +
l∑
j
fj(gt−j) + t
con l numero di ritardi da considerare per la parte autoregressiva.
In generale, le funzioni f(.) presenti nella specificazione sono funzioni
definite in due modi, tramite spline di lisciamento e spline di re-
gressione. Per quest’ultimo si e` inolte deciso di utilizzare le thin plate
regresson spline, scelta ottimale (Wood, 2003).
Vengono qui di seguito presentate le componenti stimate con l’ausilio
di alcuni grafici, giustificando la scelta del modello di riferimento. Que-
sto viene fatto modellando prima la componente deterministica (LDt)
per poi passare alla stima della componente stocastica.
Inoltre per non rendere pesante la notazione, viene spesso fatto rife-
rimento al solo consumo aggregato delle tre cabine Remi, denominato
Cabina Remi Totale, tenendo conto che il metodo risulta analogo per le
altre serie. Altro motivo che giustifica la particolare attenzione data a
questa serie e` legato agli interessi aziendali, in cui importanza particolare
e` data al totale dei consumi. La fine del capitolo si focalizza sull’applica-
zione del modello di riferimento a tutte le utenze considerando la scelta
dei parametri e delle variabili esogene.
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4.1 La componente deterministica
Presentato il modello di riferimento ci si vuole soffermare sulla model-
lazione della componente deterministica, inizialmente con l’uso di sole
spline univariate e poi combinando queste ultime con spline bivariate.
Considerando la modellazione delle serie del consumo con l’uso
di spline univariate, le componenti che costituiscono LDt sono definite
come
LTt =f1(tempot) + f2(yeft) + f3(weft) + Ct
Mt =f4(temperaturat) + f5(rad.solaret) + f6(umiditat)
con particolari funzioni spline univariate fk(.) (k = 1, ..., 6) utili nello
spiegare la relazione con la variabile risposta e parametri che permettono
di raggiungere un giusto compromesso tra adattamento e lisciamento.
Per prima cosa regrediamo i consumi in funzione del tempo t in modo
da ottenere una componente di trend sufficientemente liscia in linea con
il concetto di trend di lungo periodo evidenziato dalle analisi prelimina-
ri. Al trend si possono sovrapporre fenomeni ciclici con comportamento
periodico, effetti della componente stagionale.
I grafici in Figura 4.1 sono in linea con le osservazioni presentate in capi-
tolo 2. L’andamento di fondo evidenziato dal trend mostra un incremento
probabilmente legato all’andamento dei consumi di Cabina Remi 3 men-
tre le componenti stagionali presentano consumi inferiori rispettivamente
nei mesi estivi e nel fine settimana.
Dopo aver stimato le componenti in LTt si passa alle variabili meteo. La
componente Mt comprende tre diverse informazioni modellate anche in
questo caso con funzioni spline. In Figura 4.2 vengono riportati i gra-
fici delle funzioni stimate in cui evidente e` il l’effetto della temperatura
media sul consumo; temperature maggiori portano a consumi di gas in-
feriori. E’ opportuno inoltre sottolineare come la variabile denominata
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Figura 4.1: Stima del trend (in alto a sinistra), della componente an-
nuale (in alto a destra) e settimanale (in basso) ottenute con spline
di lisciamento per i dati di Cabina Remi Totale considerato il periodo
in-sample.
temp.media sia ottenuta riscalando l’effettiva temperatura media (come
descritto in Tabella 2.2).
I grafici presentati sono relativi all’uso delle spline di lisciamento ma
risultati analoghi si ottengono con l’uso di spline di regressione.
La stima tramite modelli additivi con spline di regressione permette
anche l’utilizzo di una procedura automatica che aggiunge un’ulteriore
penalita` ad ogni termine cos`ı che, quando e` opportuno, possa essere pe-
nalizzato a zero. In questo modo la stima dei parametri puo` rimuovere
tali termini dal modello. Anche questo metodo porta a modellazioni gra-
fiche simili a quelle in Figura 4.2.
Maggiori dettagli sui pacchetti R utilizzati e sul loro confronto sono pre-
senti in Appendice A, denominata Confronto tra gam e mgcv.
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Figura 4.2: Stima di TEMPt (in alto a sinistra), RADt (in alto a destra) e
UMIDt (in basso) ottenute con spline di lisciamento per i dati di Cabina
Remi Totale considerato il periodo in-sample.
Dato il comportamento delle serie storiche, si e` deciso di proporre
anche la modellazione delle serie del consumo con l’uso di spline
univariate e bivariate ricorrendo all’utilizzo del pacchetto R mgcv.
Dopo aver tentato diverse combinazioni partendo sempre dal significa-
to dei dati e dalle precedenti analisi grafiche si e` ritenuto di soffermarsi
su due diversi modelli che considerano rispettivamente la modellazione
congiunta di trend e componente periodica annuale (4.2) e trend e compo-
nente periodica settimanale (4.3). In questi casi i modelli di riferimento
presentano la componente LTt definita rispettivamente da
LTt =f1(tempot, yeft) + f2(weft) + Ct (4.2)
LTt =f1(tempot, weft) + f2(yeft) + Ct (4.3)
t = 1, ..., n
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Utenza AIC1 AIC2 AIC3
Civile 1 -1053.2257 -328.2030 -362.6808
Civile 2 -3935.513 -3747.816 -3759.655
Condominio 1 7144.197 8076.876 8057.454
Condominio 2 7360.280 7499.544 7505.134
Tecnologico 1 -332.1767 -229.3338 -231.5266
Tecnologico 2 9969.318 10006.466 9980.306
Sanita` 1 7813.516 8069.643 8062.783
Sanita` 2 13613.85 13821.18 13779.70
Ufficio 1 11058.72 11061.00 11066.13
Grande Cliente 1 13613.85 13821.18 13779.70
Grande Cliente 2 16924.96 17019.15 17009.93
Cabina Remi 1 12324.27 12810.97 12344.15
Cabina Remi 2 12481.02 12537.81 12540.31
Cabina Remi 3 11911.91 11914.98 11921.77
Cabina Remi Totale 12911.93 13114.98 12951.98
Tabella 4.1: Valore del criterio di Akaike per il modello con sole spline di
regressione univariate (AIC1) e per i modelli (4.2) e (4.3), rispettivamente
AIC2 e AIC3.
L’utilita` delle spline bivariate puo` essere evidenziata tramite l’utilizzo
di appositi grafici. Figura 4.3 mostra, come varia il consumo aggregato
con il cambiamento congiunto di trend e componente annuale (grafico a
sinistra) e trend e componente settimanale (grafico a destra).
Per valutare l’adeguatezza dell’uso di spline bivariate si ricorre all’uso
di un criterio che tiene conto della bonta` di adattamento e della comples-
sita` del modello, il criterio di informazione di Akaike.
Tabella 4.1 presenta valori di tale criterio per tre diversi modelli, il pri-
mo considera spline univariate mentre gli altri spline di tipo bivariato.
In generale, questi risultati, mostrano valori del criterio di Akaike piu`
bassi per il primo modello ed evidenziano la maggiore adeguatezza del-
la specificazione contenente le sole spline univariate. I risultati possono
essere giustificati dalla numerosita` campionaria dei dati, troppo bassa
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Figura 4.3: Grafici tridimensionali che mostrano come varia il consumo
con una variazione congiunta di trend e componente periodica annuale
(grafico a sinistra) e trend e componente periodica settimanale (grafico
a destra), per Cabina Remi Totale.
per ottenere risultati soddisfacenti con l’utilizzo di spline di regressione
bivariate. In queste ultime infatti i nodi fissati vengono posizionati in
un piano tridimensionale, in cui la presenza di un numero piu` elevato di
dati favorirebbe la modellazione.
4.2 La componente stocastica
Dato quanto detto finora, e` possibile attribuire una stima della com-
ponente deterministica per la serie del consumo utilizzando i metodi
proposti.
Dalla stima degli effetti deterministici si estrae la stima della compo-
nente stocastica
gˆt = Gt − ˆLDt t = 1, ..., n (4.4)
Come mostrato in Figura 4.4, in cui si presentano le componenti sto-
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Figura 4.4: Estrazione della componente stocastica per la
Cabina Remi Totale.
castiche per Cabina Remi Totale, le componenti residuali riportano la
presenza di numerosi picchi, probabile sintomo di uno o piu` componenti
non tenute in considerazione.
Figura 4.5: Funzioni di autocorrelazione e autocorrelazione parzia-
le per i primi 100 ritardi delle componenti stocastiche estratte per
Cabina Remi Totale.
La verifica della stazionarieta` delle serie stocastiche puo` essere fatta
tramite lo studio dei diagrammi di autocorrelazione e autocorrelazione
parziale; questo per verificare possibili evidenze di componenti non col-
te precedentemente. Dall’osservazione della funzione di autocorrelazione
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Figura 4.6: Relazioni tra la componente stocastica estratta da
Cabina Remi Totale e i suoi 9 ritardi per il periodo in-sample.
e autocorrelazione parziale (Figura 4.5) si assume che la seria stoca-
stica estratta conservi ancora una qualche forma di dipendenza seriale.
Evidenza di tale comportamento viene riscontrata anche con il test di
Ljung-Box (Di Fonzo & Lisi, 2007), la cui statistica e`:
Q = n(n+ 2)
h∑
i=1
ρˆ2(i)
n− i
con distribuzione asintotica χ2h.
Il test verifica l’ipotesi nulla che le autocorrelazioni fino al ritardo h siano
congiuntamente pari a zero, contro l’ipotesi alternativa che almeno una
sia diversa da zero. Il test e` stato condotto per h = 1, ..., 15 e i valori
di p-value ottenuti hanno portato tutti al rifiuto dell’ipotesi di incorrela-
zione dei residui.
L’assunzione di indipendenza degli errori risulta quindi critica. Trattan-
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dosi infatti di dati giornalieri, e` sensato pensare che un alto consumo di
gas osservato in un dato giorno, possa causare ripercussioni sul consumo
di gas della stessa utenza nei giorni successivi, e al contrario per valori
piccoli. Questo effetto di trascinamento puo` essere inoltre amplificato
dalle caratteristiche delle utenze. E’ necessario quindi definire un model-
lo per la componente residuale gt che tenga conto di tale comportamento.
I due modelli definiti per gt, la cui specificazione e` stata anticipata ad
inizio capitolo, sono entrambi di tipo additivo e con residui spiegati da
soli tre ritardi (l ∈ {1, 2, 7} ), per non dover gestire modelli troppo com-
plessi e poco utili in fase predittiva. Mentre la semplicita` e` alla base
della scelta del primo modello, un classico modello lineare, il secondo,
un modello additivo dove le relazioni vengono colte attraverso l’uso di
opportune spline, trova giustificazione dalla possibile forma non lineare
della relazione tra i residui (Figura 4.6).
Figura 4.7: Estrazione della componente stocastica per
Cabina Remi Totale considerata la modellazione della componente
stocastica tramite modello lineare.
Dalla stima della componente stocastica e` possibile estrarre ˆt (a sinistra:
Figura 4.7) ed ottenere la stima dell’andamento in-sample dei consumi
(a destra: Figura 4.7). Questi grafici mostrano come il modello non sia
in grado di cogliere parte dell’andamento dei consumi, difficolta` evidente
in particolare nella stima dei picchi. Ci si chiede comunque se il metodo
proposto porti alla stazionarieta` della serie. Mostrando barre all’interno
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Figura 4.8: Funzioni di autocorrelazione e autocorrelazione parziale per
i primi 100 ritardi di ˆt,i per Cabina Remi Totale.
delle bande di confidenza, i grafici delle autocorrelazioni in Figura 4.8
evidenziano come i residui del modello ottenuto siano stazionari.
4.3 Modellazione congiunta di componente
deterministica e stocastica
Un’ulteriore possibilita` e` quella di modellare congiuntamente componente
deterministica e componente stocastica mediante le thin plate regression
spline. Questo viene fatto con l’uso di una specificazione in cui vengono
definiti un modello additivo per la parte deterministica e un modello au-
toregressivo AR(p) per la parte stocastica, con p opportunamente scelto.
Tale procedura risulta particolarmente lenta e porta ad un uso intensi-
vo della memoria quando le strutture di correlazione sono usate per un
elevato numero di dati. Sembra quindi essere una procedura sconsigliata
per una numerosita` superiore a 1000. Sono questi i casi in cui spesso le
correlazioni possono essere applicate entro gruppi definiti attraverso un
fattore di raggruppamento.
Partendo dalla specificazione presentata ad inizio capitolo vengono
definiti due modelli
• il primo in cui la struttura di correlazione, e quindi il comporta-
mento autoregressivo, e` attribuito al consumo;
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• il secondo in cui gli errori sono annidati entro gruppi definendo il
fattore di raggruppamento wef.
mediante l’utilizzo del pacchetto R mgcv di Wood (2015), di cui viene
usato il comando gamm.
Data la lentezza del metodo si sono scelti valori di p pari a 2; scelta
che pero` porta a non cogliere parte della struttura autoregressiva dei da-
ti, legata al settimo ritardo. Inoltre tale procedura risulta meno stabile
di quelle usate in precedenza.
I risultati ottenuti e le considerazioni teoriche e computazionali hanno
spinto quindi a preferire un procedimento a due passi che si basa sul-
la modellazione separata di componente deterministica e componente
stocastica, come quello presentato nelle sezioni precedenti.
4.4 Il modello in riferimento alle utenze
Spiegato in genarale il modello definendo le motivazioni che hanno spinto
alla sua scelta, se ne fornisce una specificazione in riferimento alle utenze.
Viene definito per ciascuna utenza i al tempo t
Gt,i =LDt,i +Dt,i + gt,i (4.5)
con
LDt,i =LTt,i +Mt,i
LTt,i =fi(tempot,i) + fi(yeft,i) + fi(weft,i) + Ct,i
Mt,i =fi(temperaturat,i) + fi(rad.solaret,i)
+ fi(umiditat,i)
Ct,i =γ1 ∗ bankt,i + γ2 ∗ eoyt,i + γ3 ∗ agot,i + γ4 ∗ dayofft,i
+ γ5 ∗ termot,i + γ6 ∗ eastert,i
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con componente stocastica
gt,i =φ0 +
∑
j=1,2,7
φjgt−j,i + t,i (4.6)
oppure
gt,i =φ0 +
∑
j=1,2,7
f(gt−j,i) + t,i (4.7)
dove t = 1, ..., ni indica la lunghezza di ciascun campione in-sample e
i = 1, ..., 15 fa riferimento all’utenza.
Si e` provato inoltre a stimare un modello autoregressivo per gt,i diverso
per ogni serie del consumo, ma questo non ha portato a miglioramenti
sostanziali degli indici di adattamento e quindi si e` privilegiata la sem-
plicita` di adottare modelli per la componente stocastica uguali per tutte
le utenze.
Per modellare al meglio ciascuna utenza si procede alla scelta dei pa-
rametri e delle variabili esogene.
I parametri da fissare sono df per le spline di lisciamento e k per le
thin plate regression spline. Tale scelta viene fatta considerando indici
basati sull’errore commesso e mediante analisi grafica. Ad esempio, va-
lori di df = 20, 25 producono un eccessivo adattamento ai dati per tutte
le utenze, mentre un valore pari a df = 5 sembra adatto solo per alcune
componenti studiate.
In definitiva, si e` scelto di procedere con valori di df = 5, 10, 15 e lo
stesso viene fatto per il parametro k, ricercando un buon compromesso
tra adattamento e lisciamento. Valori diversi vengono fissati per le uten-
ze e le componenti stimate.
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Illustrati i metodi usati per la scelta dei parametri si passa alla scelta
delle variabili esogene da considerare nella modellazione del consumo di
ciascuna utenza. Come gia` accennato, considerata la presenza di valori
anomali e salti nei consumi, si e` deciso di introdurre delle variabili dum-
my che possano, per alcune serie, aiutare a cogliere andamenti altrimenti
difficilmente spiegabili.
Gt,i Tt,i Yt,i Wt,i Ct,i Mt,i Dt,i
1 2 3 4 5 6 7 8 9
Civile 1 x x x x x x
Civile 2 x x x x x x x
Condominio 1 x x x x x x x
Condominio 2 x x x x x x x
Tecnologico 1 x x x x x
Tecnologico 2 x x x x x x x x x x x x x
Sanita` 1 x x x x x x x
Sanita` 2 x x x x x x x
Ufficio 1 x x x x x x x x
Grande Cliente 1 x x x x x
Grande Cliente 2 x x x x x x x x x
Tabella 4.2: Variabili esogene utilizzate per la modellazione di ciascuna
singola utenza. Effetti di calendario definiti da 1 (bank), 2 (eoy), 3
(ago), 4 (dayoff), 5 (termo), 6 (easter). Variabili meteo definite come
7 (temp.media), 8 (radiazione), 9 (umidita`).
Gt,i Tt,i Yt,i Wt,i Ct,i Mt,i Dt,i
1 2 3 4 5 6 7 8 9
Cabina Remi 1 x x x x x x x x x
Cabina Remi 2 x x x x x x x x x
Cabina Remi 3 x x x x x x x x x
Cabina Remi Totale x x x x x x x x x x
Tabella 4.3: Variabili esogene utilizzate per la modellazione di ciascu-
na cabina Remi. Effetti di calendario definiti da 1 (bank), 2 (eoy), 3
(ago), 4 (dayoff), 5 (termo), 6 (easter). Variabili meteo definite come
7 (temp.media), 8 (radiazione), 9 (umidita`).
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Le tabelle seguenti mostrano come tra le variabili meteo, la temperatura
media sia di gran lunga l’informazione ritenuta maggiormente utile. Vi e`
inoltre una componente di calendario, termo, che viene usata nella mo-
dellazione di molti dei consumi delle singole utenze ma non per le cabine
Remi. Per queste ultime infatti non risulta statisticamente significativa
e porta ad un leggero aumento dei criteri di informazione AIC e BIC.
Capitolo 5
Previsioni e risultati
Scelto il modello di riferimento, i parametri di lisciamento e le variabi-
li esogene, si passa ora alla fase previsiva, in cui si presta particolare
attenzione ad alcuni aspetti, quali la dipendenza seriale e l’importanza
dell’uso di un adeguato predittore per la componente meteo. Anche in
questo caso si concentra maggiormente l’attenzione sui dati relative alle
cabine Remi, altri risultati interessanti sono disponibili in Appendice B.
Questo capitolo si divide in due sezioni: una prima sezione nella quale
si spiega il concetto di previsione e una seconda sezione in cui vengono
presentati i risultati delle previsioni da uno a sette passi in avanti per le
serie dei consumi e considerando un periodo pari ad M ∈ {274, 366}.
5.1 Previsione
Spesso l’obiettivo della modellazione di serie storiche e` quello di fornire
previsioni circa l’andamento nel tempo di una o piu` variabili dipendenti
contenute nel vettore yt. Dato un campione di T osservazioni, si indica
quindi con yt il valore di una variabile di interesse al tempo t e si defi-
nisce con ft la serie di una previsione ottenuta a seguito della stima di
un dato modello. La previsione effettuata puo` essere in-sample cioe` la
serie ft consiste di T previsioni date dai valori stimati dal modello appli-
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cato su tutte le osservazioni all’interno del campione (t = 1, 2, ..., T ); o
out-of-sample cioe` la serie ft consiste in un numero di previsioni h, detto
orizzonte previsivo, ovvero il numero di passi in avanti su cui si e` deciso
di far previsione (t = T + 1, T + 2, ..., T + h). In pratica, si stima un
modello sul campione disponibile e si sfrutta l’informazione ottenuta per
prevedere l’andamento di yt dall’osservazione T+1.
Un’altra importante distinzione e` quella tra previsione statica e previ-
sione dinamica in cui differente e` l’approccio con cui avviene l’aggior-
namento del set informativo It−1 sulla base del quale si ottengono le
previsioni.
5.1.1 Previsione Statica
Attraverso la previsione statica e` possibile ottenere le seguenti previsioni:
La previsione statica e` ricavata dividendo il campione disponibile in due
sottocampioni consecutivi. La stima del modello di serie storiche avviene
all’interno del primo sottocampione (t = 1, 2, ..., T0), mentre le previsioni
vengono effettuate per le h osservazioni del secondo sottocampione.
In questo caso e` importante sottolineare che le osservazioni campionarie
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del secondo sottocampione sono disponibili, quindi ciascuna previsione ft
(t = T0 + 1, T0 + 2, ..., T ) sara` effettuata sfruttando questa informazione.
Il set informativo su cui si basa la previsione, viene quindi aggiornato
ogni volta che si osserva un nuovo dato. Definendo l’errore di previsione
come ˆt|It−1 = yt − ft|It−1, dove It−1 e` il set informativo al tempo t− 1.
5.1.2 Previsione Dinamica
In questo caso il meccanismo di previsione e´ il seguente:
La differenza cruciale rispetto al caso della previsione statica e` il fatto
che il set informativo non si aggiorna aggiungendo le osservazioni cam-
pionarie da T0 + 1 in poi. Le previsioni si basano infatti esclusivamente
sulla conoscenza del fenomeno fino al tempo IT 0. In tale meccanismo
solo la previsione un passo in avanti e` la stessa ottenuta con il metodo di
previsione statica; in entrambi i casi infatti il set di condizionamento IT 0
e` lo stesso. La previsione dinamica dunque aggiorna il set informativo
utilizzando le previsioni ft, quindi i valori previsti che scaturiscono si
basano su elementi soggetti ad incertezza, cosa che non avviene quando
l’aggiornamento e` effettuato con le osservazioni campionarie. La varian-
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za dell’errore di previsione risulta quidi incrementata e questo porta ad
ottenere previsioni meno precise rispetto al metodo di previsione statica.
5.2 Risultati
In questa sezione si vuole presentare la metodologia scelta per far pre-
visione ed i risultati ottenuti. Conclusa la fase di stima dei modelli sul
periodo in-sample si passa alla fase previsiva sul periodo out-of-sample.
Si vuole procedere eseguendo M ∈ {274, 366} previsioni da 1 a 7
passi (h = 1, ..., 7) in avanti per le singole utenze, le cabine Remi prese
singolarmente ed in aggregato. La previsione ad h passi in avanti e`
detta dinamica perche´ il set informativo a disposizione non si aggiorna
aggiungendo le osservazioni campionarie da t.
Il numero di previsioni M assume due possibili valori, variando tra le
utenze, questo porta a poter confrontare i risultati tra le serie, ma pre-
stando attenzione, perche´ un elevato errore di previsione potrebbe essere
legato al particolare periodo dell’anno considerato.
La previsione h passi in avanti sara` data da:
Gˆt+h = LˆDt+h + gˆt+h (5.1)
La domanda da porsi e` in che modo sia possibile prevedere le componenti
presentate nella decomposizione dei consumi.
• La stima delle componenti T
t+h
, Yt+h, Wt+h sono note, conoscendo
a priori il giorno in cui si vuole fare previsione e lo stesso vale per
la componente, C
t+h
, visto che sono noti a priori i giorni in cui ci
sono particolari festivita`.
• Piu` difficile invece e` la parte relativa alla previsione della compo-
nente meteo M
t+h
.
La previsione delle componenti deterministiche risulta quindi facilmente
calcolabile, con l’eccezione della componente meteo. Si decide quindi di
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procedere in diversi modi: prima considerando le variabili meteo note e
successivamente prevedendo anche la componente M
t+h
.
Per rendere piu` comprensibile i modelli di cui si parlera` da qui a poco,
identifichiamo ciascun modello attraverso un numero (Tabella 5.1).
Modello LD − g
1 SS − L
2 SS −NL
3 RS − L
4 RS −NL
5 ARS − L
6 ARS −NL
Tabella 5.1: Identificazione di ciascuna specificazione attraverso un nu-
mero; con componente deterministica LD definita dall’uso di SS spline
di lisciamento, RS spline di regressione o ARS spline di regressione con
utilizzo del procedimento automatico e componente stocastica g definita
con l’uso di L un modello lineare o NL un modello additivo ottenuto con
l’utilizzo di spline.
Attraverso gli errori si cerca di determinare l’accuratezza, cioe` la capacita`
del modello di prevedere i dati. Questo e` possibile perche´ in ogni caso
si hanno a disposizione i veri valori dei consumi. Per questo motivo i
risultati ottenuti vengono confrontati attraverso gli indicatori descritti
da Tsay (2005)
MAE =
1
M
∑
t
|Gt − Gˆt|
MAPE =
1
M
∑
t
|Gt − Gˆt|
Gt
al fine di identificare il modello migliore dal punto di vista previsivo.
5.2.1 Previsioni out-of-sample: variabili meteo note
Si decide inizialmente di procedere considerando la componente meteo
Mt+h nota. Per la maggior parte delle utenze tale componente considera
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la sola temperatura media, questo perche´, come evidenziato nel prece-
dente capitolo, la radiazione solare e l’umidita` raramente, per i dati a
disposizione, hanno un ruolo rilevante, incrementando spesso l’errore di
previsione.
Nelle tabelle presenti in Appendice B si osservano i risultati degli indi-
catori MAE e MAPE per le diverse utenze ed i diversi modelli considerati.
I risultati, come atteso, mostrano la presenza di errori di previsione piu`
elevati in corrispondenza del settimo giorno.
Per quanto riguarda la scelta del modello per la componente stocastica,
i risultati danno spazio a comportamenti diversi a seconda dell’utenza
prevista. Tale comportamento puo` essere spiegato dalla diversita` dei
consumi, gia` sottolineata in fase descrittiva; differenza che puo` portare a
relazioni diverse tra i ritardi dei residui.
Particolare e` il caso di Condominio 1, in cui il gas viene usato per
il solo riscaldamento centralizzato. Questo porta a consumi pari a zero
in periodi primaverili-estivi. Non ritenendo opportuna l’eliminazione o
l’inputazione di tali valori, dato il loro significato, si procede considerando
i due periodi in modo distinto. Si prevedono i dati relativi al periodo in
cui il riscaldamento risulta acceso mentre per il periodo di consumo pari
a zero, si fa riferimento alle normative di chiusura del riscaldamento per
la zona territoriale considerata.
Si vuole ora porre maggiore attenzione ai risultati ottenuti per le cabi-
ne Remi e la serie dalla loro aggregazione. Per facilitare la comprensione
dei risultati si e` deciso di presentare i valori degli indicatori graficamente.
L’osservazione di Figura 5.1 sottolinea come l’errore ottenuto al settimo
giorno di previsione per Cabina Remi Totale considerato il procedimento
automatico (Modello 5) risulta inferiore a quello ottenuto per Modello 3.
L’uso del procedimento automatico (Modelli 5 e 6) e` di poco computazio-
nalmente piu` oneroso degli altri metodi e porta a risultati spesso vicini
a quelli di Modelli 3 e 4.
Inoltre l’uso di ARS risulta maggiormente giustificabile se non viene fatta
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Figura 5.1: Indicatori percentuali sull’errore di previsione da uno a sette
giorni per le cabine Remi prese singolarmente ed in aggregato. Valori
ottenuti con l’applicazione di modelli con variabili meteo note.
una selezione delle variabili esogene in fase di modellazione; in questa si-
tuazione infatti puo` portare ad errori di previsione anche sostanzialmente
inferiori rispetto a procedimenti non automatici.
In Figura 5.2 viene mostrato l’andamento delle previsioni ottenute
con l’applicazione del terzo modello. Da questi grafici sembra che tutte
e quattro le serie delle previsioni seguano in modo abbastanza fedele
l’andamento dei consumi. Piccole eccezioni sono presenti per Cabina
Remi 3, in cui sembra che il modello non riesca a cogliere alcuni picchi
con precisione.
Al fine di comprendere effettivamente quali sono gli errori di previsione
ottenuti, si preferisce analizzare i grafici in Figura 5.3. Cos`ı si possono
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Figura 5.2: Serie grezze dei consumi (colore grigio) con sovraimposta la
serie delle previsioni ad un giorno (colore rosso) per le cabine Remi prese
singolarmente ed in aggregato. Previsioni ottenute con l’applicazione di
Modello 3 con variabili meteo note.
valutare i periodi in cui il modello ha commesso errori in valore assoluto
maggiori ed eventualmente ricorrere all’aggiunta di varibili dummy che
aiutino a cogliere picchi non evidenziati in precedenza. Se si dedice di
procedere in questo modo, bisogna pero` fare attenzione a non abusare di
questo utile strumento.
5.2.2 Previsioni out-of-sample: variabili meteo pre-
viste
Assumere note le variabili meteo puo` essere considerata una forzatura.
Si procede quindi con la previsione di Mt+h. Sembra ragionevole preve-
dere la temperatura media in t + h con alcuni valori assunti nei giorni
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Figura 5.3: Serie degli errori di previsione ad un giorno per le cabine Remi
prese singolarmente ed in aggregato. Errori ottenuti con l’applicazione
di Modello 3 con variabili meteo note.
precedenti. Si decide quindi di prevedere tale variabile attraverso
ˆTEMP t+h =TEMPt+h−1 (5.2)
ˆTEMP t+h =βˆ0 +
∑
j=1,2,7
βˆjTEMPt−j (5.3)
ˆTEMP t+h =βˆ0 +
∑
j=1,2,7
fˆ(TEMPt−j) (5.4)
In Figura 5.4 vengono riportati gli indicatori percentuali sull’errore di
previsione considerati i tre precedenti modelli per la previsione di tem-
peratura media. Si sceglie di procede considerando la previsione tramite
l’uso del valore del giorno precedente che porta a percentuali di errore
piu` contenute.
Per quelle utenze in cui si e` considerata umidita` e radiazione solare in
fase di modellazione si utilizzano gli stessi metodi previsivi proposti per
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Figura 5.4: Indicatori percentuali sull’errore di previsione da uno a sette
giorni per Cabina Remi Totale. Confronto tra i tre metodi di previsione
della temperatura media proposti.
la temperatura media. In questo caso pero` l’idea di considerare i valori
osservati nei giorni precedenti in modo lineare non sembra giustificabi-
le, si preferisce concentrarsi sulla terza proposta, un modello additivo
di tipo autoregressivo, in cui la relazione tra ritardi e` colta da funzioni
spline. Tale procedura porta ad errori molto piu` elevati di quelli ottenuti
considerando la componente meteo nota (indicatori di MAPE intorno al
15%).
Ci si chiede se questo aumento sia legato ad una procedura di previsione
di radiazione solare ed umidita` non adeguata. La verifica avviene con-
siderando modelli con Mt,i=TEMPt,i anche per quelle utenze per cui si
era deciso l’utilizzo di radiazione solare e/o umidita`, Condominio 2, Tec-
nologico 1 e Tecnologico 2.
Ricalcolando gli indicatori di queste tre utenze considerando una speci-
ficazione del modello con componente meteo costituita dalla sola tempe-
ratura media si ottengono valori decisamente inferiori a quelli ottenuti
tramite previsione delle altre due componenti metereologiche. Anche se
inizialmente radiazione solare ed umidita` sembrano avevo un’importante
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Figura 5.5: Indicatori percentuali sull’errore di previsione da uno a sette
giorni per le cabine Remi prese singolarmente ed in aggregato. Valori
ottenuti con l’applicazione di modelli con variabili meteo previste.
ruolo nella modellazione di alcune utenze, in fase previsiva e` preferibile
un modello semplice in cui tali variabili vengono omesse.
Qui di seguito vengono presentati graficamente i risultati relativi agli
indicatori MAE e MAPE per le cabine Remi prese singolarmente ed in ag-
gregato, ad eccezione di Cabina Remi 3. Per quest’ultima infatti i modelli
non prevedevano l’utilizzo della componente meteo, non significativa.
Per visualizzare l’andamento delle previsioni in relazione alle serie di
partenza vengono presentati in Figura 5.5 alcuni grafici. Questi grafici
mostrano come la previsione della componente meteo porti all’incremento
degli errori di previsione. Particolare aumento degli indicatori si eviden-
zia per Cabina Remi 2, in cui da indicatori percentuali intorno al 3% si
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passa a valori superiori al 6%.
Il peggioramento delle previsioni e` presente anche considerati i risul-
tati relativi alle singole utenze. Gli indicatori, piu` elevati del caso di
variabili meteo note, mostrano aumenti in valore assoluto ed in percen-
tuali diversi a seconda dell’utenza prevista. Il differente incremento degli
errori osservati e` legato al diverso peso che ha la componente meteo nel
cogliere l’andamento dei singoli consumi.
Facendo sempre riferimento ai risultati delle cabine Remi vengono qui
di seguito presentati i grafici relativi alle previsioni ed ai relativi errori.
Da una prima osservazione non si evidenziano differenze sostanziali ri-
spetto ai risultati in Figura 5.6. Differenze pero` sottolineate dai valori
degli indicatori presentati in Figura 5.5 e dall’andamento degli errori di
previsione (Figura 5.7).
Considerazioni I risultati presentati portano ad alcune considerazioni:
• Le previsioni out-of-sample con variabili meteo note presentano gli
errori di previsione piu` bassi.
• Nel caso in cui le variabili meteo debbano essere previste, il metodo
che porta a risultati migliori, e` quello che considera la previsione
di Mt+h pari al valore assunto nel giorno precedente.
• E’ preferibile non includere nel modello radiazione solare ed umi-
dita` che spesso portano all’aumento degli errori di previsione, in
particolare nel caso in cui queste variabili non siano note.
• Per le cabine Remi si decide di procedere considerando come model-
lo per la componente stocastica L (in riferimento all’uso del modello
lineare).
Si decide quindi di procedere considerando le previsioni out-of-sample
ottenute con variabili meteo note.
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Figura 5.6: Serie grezze dei consumi (colore grigio) con sovraimposta la
serie delle previsioni ad un giorno (colore rosso) per le cabine Remi prese
singolarmente ed in aggregato. Previsioni ottenute con l’applicazione di
Modello 3 con variabili meteo previste.
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Figura 5.7: Serie degli errori di previsione ad un giorno per le cabine Remi
prese singolarmente ed in aggregato. Errori ottenuti con l’applicazione
di Modello 3 con variabili meteo previste.
Capitolo 6
Il confronto tra previsioni
Ottenute le previsioni ed i relativi errori si passa al confronto tra i mo-
delli.
Il capitolo si divide in tre parti principali. Si propone il confronto con il
previsore random walk per comprendere il miglioramento che si ottiene
con i metodi proposti mentre le previsioni vengono confrontate mediante
il test di Diebold-Mariano.
Determinato il modello migliore si passa, nella parte conclusiva del ca-
pitolo, alle conseguenze economiche legate all’uso delle previsioni dei
consumi, considerate le cabine Remi.
6.1 Confronto con il previsore RW
Per prima cosa si vuole definire brevemente un processo random walk,
facendo riferimento a Tsay (2005):
Una serie storica Gt e` definita un random walk se soddisfa Gt =
Gt−1 + gt dove G0 e` un numero reale che denota il valore iniziale del
processo e gt e` una serie white noise.
Per comprendere il miglioramento apportato dai metodi di previsio-
ne proposti si vuole in questa sezione confrontare i risultati ottenuti con
quelli che si otterrebbero mediante l’uso di un semplice previsore ran-
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dom walk (rw), dove la previsione del consumo e` uguale al suo valore
nell’ultimo giorno precedente disponibile.
Per far questo, i risultati vengono confrontati mediante il rapporto tra
gli indicatori MAE e MAPE e la distribuzione degli errori di previsione.
1g 2g 3g 4g 5g 6g 7g
Civ. 1 MAE/MAERW 0.590 0.583 0.386 0.290 0.236 0.207 0.151
MAPE/MAPERW 0.635 0.427 0.285 0.215 0.174 0.149 0.129
Civ. 2 MAE/MAERW 0.887 0.491 0.328 0.248 0.202 0.172 0.154
MAPE/MAPERW 0.888 0.495 0.331 0.250 0.203 0.173 0.155
Cond. 1 MAE/MAERW 0.643 0.313 0.207 0.152 0.117 0.1023 0.1066
MAPE/MAPERW 0.648 0.316 0.210 0.154 0.119 0.104 0.108
Cond. 2 MAE/MAERW 0.241 0.163 0.136 0.123 0.114 0.109 0.109
MAPE/MAPERW 0.267 0.197 0.163 0.143 0.132 0.123 0.121
Tec. 1 MAE/MAERW 0.978 0.492 0.333 0.257 0.214 0.188 0.175
MAPE/MAPERW 0.946 0.476 0.323 0.248 0.207 0.182 0.169
Tec. 2 MAE/MAERW 0.421 0.319 0.260 0.250 0.265 0.301 0.349
MAPE/MAPERW 0.405 0.310 0.255 0.248 0.262 0.294 0.338
San. 2 MAE/MAERW 0.419 0.279 0.223 0.197 0.182 0.180 0.177
MAPE/MAPERW 0.422 0.300 0.238 0.194 0.169 0.168 0.160
Uff. 1 MAE/MAERW 0.495 0.350 0.320 0.310 0.311 0.371 0.601
MAPE/MAPERW 0.458 0.353 0.321 0.314 0.312 0.384 0.6338
Gr.C. 1 MAE/MAERW 0.409 0.308 0.287 0.291 0.319 0.467 0.443
MAPE/MAPERW 0.448 0.296 0.279 0.314 0.313 0.392 0.408
Gr.C. 2 MAE/MAERW 0.391 0.252 0.231 0.235 0.256 0.371 0.698
MAPE/MAPERW 0.390 0.271 0.202 0.214 0.297 0.374 0.670
Tabella 6.1: Rapporto tra indicatori sull’errore di previsione da uno a
sette passi in avanti ottenuti considerando le previsioni relative ad uno
dei modelli proposti e quelle relative al previsore rw per le singole utenze.
Vengono qui sopra presentati i risultati ottenuti per le singole utenze. Per
non rendere pesante la notazione, per ciascuna utenza si fa riferimento ai
risultati relativi al modello per il quale sono ottenuti errori di previsione
piu` bassi.
I risultati in Tabella 6.1, relativi al rapporto tra indicatori, sottolineano
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come i modelli scelti riescano a prevedere meglio rispetto al previsore
random walk.
Maggiore attenzione viene posta all’analisi dei risultati relativi alle
cabine Remi prese singolarmente ed in aggregato.
La considerazione fatta per le singole utenze puo` essere ripresa anche
per commentare l’andamento di questi risultati. Figura 6.1 mostra co-
me variano alcuni indicatori percentuali basati sull’errore di previsione.
Questi risultati sottolineano il miglioramento delle previsioni ottenute
tramite il modello proposto.
Figura 6.1: Rapporto tra indicatori sull’errore di previsione da uno a
sette passi in avanti ottenuti con Modello 3 e con il previsore rw per le
cabine Remi prese singolarmente ed in aggregato.
Si puo` ottenere un’ulteriore confronto tra i previsori proposti e il pre-
visore random walk studiando la distribuzione degli errori di previsione.
Si fa qui riferimento alle distribuzioni degli errori ad 1 e a 7 giorni per le
cabine Remi prese singolarmente ed in aggregato.
Figura 6.2 e 6.3 mostrano come la distribuzione ottenuta con l’utilizzo
di Modello 3 (linea rossa) abbia concentrazione maggiore intorno allo zero
rispetto alla distribuzione ottenuta con l’utilizzo del previsore rw. Questo
risultato sottolinea come i metodi proposti portino ad errori generalmente
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Figura 6.2: Distribuzione degli errori di previsione ad un giorno ottenuti
con Modello 3 (colore rosso) e previsore rw (colore nero) per le cabine
Remi prese singolarmente ed in aggregato.
piu` piccoli. Alle stesse conclusioni si giunge considerando un modello con
SS (Figura 6.4) e ARS (Figura 6.5); per cui sono riportati i grafici relativi
alle sole previsioni un giorno in avanti.
Nonostante non siano presentati in figura, i diversi metodi hanno portato
a errori di previsione delle singole utenze con comportamento simile a
quelli a cui si fa riferimento.
Analoghe considerazioni si ottengono dai quantili. Tenendo conto che
il Quantile-p di Y e` definito come un numero reale yp tale che P(Y≤yp)≥p
e che P(Y≥yp)≥1-p (Pace & Salvan, 2001), si fa riferimento al quantile
95% degli errori di previsione, in valore assoluto. Se il rapporto tra il
quantile del modello e il quantile rw e` sempre minore di 1, la distribu-
zione degli errori di previsione del modello proposto e` piu` concentrata
intorno allo zero.
Vengono quindi presentati i risultati relativi al rapporto dei quantili (Ta-
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Figura 6.3: Distribuzione degli errori di previsione a sette giorni ottenuti
con Modello 3 (colore rosso) e previsore rw (colore nero) per le cabine
Remi prese singolarmente ed in aggregato.
1g RW Modello QM/QRW
Cabina Remi 1 41098 16063 0.391
Cabina Remi 2 34135 10333 0.303
Cabina Remi 3 46017 16616 0.361
Cabina Remi Totale 104782 25793 0.246
7g RW Modello QM/QRW
Cabina Remi 1 52368 17911 0.342
Cabina Remi 2 75797 11728 0.155
Cabina Remi 3 44295 18771 0.424
Cabina Remi Totale 145814 25434 0.174
Tabella 6.2: Analisi delle previsioni out-of-sample con temperatura nota:
quantili 95% degli errori di previsione a 1 e 7 giorni ottenuti con Modello
3 per le cabine Remi prese singolarmente ed in aggregato.
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Figura 6.4: Distribuzione degli errori di previsione ad un giorno ottenuto
con Modello 1 (colore rosso) e previsore rw (colore nero) per le cabine
Remi prese singolarmente ed in aggregato.
1g RW Modello QM/QRW
Cabina Remi 1 41098 17215 0.419
Cabina Remi 2 34135 11119 0.326
Cabina Remi 3 46017 18188 0.395
Cabina Remi Totale 104782 31176 0.298
7g RW Modello QM/QRW
Cabina Remi 1 52368 18226 0.348
Cabina Remi 2 75797 12339 0.163
Cabina Remi 3 44295 20640 0.466
Cabina Remi Totale 166880 33907 0.203
Tabella 6.3: Analisi delle previsioni out-of-sample con temperatura nota:
quantili 95% degli errori di previsione a 1 e 7 giorni ottenuti con Modello
1 per le cabine Remi prese singolarmente ed in aggregato.
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Figura 6.5: Distribuzione degli errori di previsione ad un giorno ottenuti
con Modello 5 (colore rosso) e previsore rw (colore nero) per le cabine
Remi prese singolarmente ed in aggregato.
1g RW Modello QM/QRW
Cabina Remi 1 41098 16016 0.39
Cabina Remi 2 34135 9925 0.291
Cabina Remi 3 46017 16578 0.36
Cabina Remi Totale 104782 25903 0.247
7g RW Modello QM/QRW
Cabina Remi 1 52368 17430 0.333
Cabina Remi 2 75797 11307 0.149
Cabina Remi 3 44295 18575 0.419
Cabina Remi Totale 166880 29284 0.175
Tabella 6.4: Analisi delle previsioni out-of-sample con temperatura nota:
quantili 95% degli errori di previsione a 1 e 7 giorni. In alto i risultati
ottenuti con Modello 5 per le cabine Remi prese singolarmente ed in
aggregato.
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bella 6.2, 6.3 e 6.4). I valori ottenuti mostrano con piu` precisione quanto
visto dai grafici precedenti. In questo modo e` inoltre possibile confronta-
re i tre diversi metodi dal punto di vista della distribuzione degli errori di
previsione. Quello a presentare valori del rapporto QM/QRW piu` elevati
e` quello in Tabella 6.3, riferito alle previsioni ottenute con SS. Altra
considerazione possibile a partire da tali risultati riguarda il confronto
tra le cabine Remi; in generale, si ottengono rapporti QM/QRW piu` bassi
per Cabina Remi 2 e Cabina Remi Totale.
Altro confronto e` stato effettuato tramite un previsore naive, in cui
la previsione del consumo e` posta pari al suo valore nell’ultimo giorno
precedente disponibile, considerato lo stesso giorno della settimana. I
risultati ottenuti non vengono qui presentati perche` simili a quelli relativi
al previsore rw.
I risultati ottenuti portano ad affermare che i modelli proposti per-
mettono di ottenere errori di previsione inferiori rispetto ad un semplice
previsore random walk.
6.2 Il test di Diebold-Mariano
Nelle applicazioni ci si trova spesso di fronte a due o piu` modelli adatti
per le previsioni di una particolare variabile d’interesse. Il test di Diebold
e Mariano (1995) (Diebold & Mariano, 2002), d’ora in avanti test DM, si
inserisce in questo contesto cercando di stabilire quale, tra due modelli
alternativi, abbia la migliore capacita` previsiva.
Definiti
• l’insieme delle realizzazioni yt
• e due insiemi di previsioni f1t e f2t
si vuole valutare quale dei due insiemi contenga le previsioni migliori e
di conseguenza quale modello sia preferibile ai fini previsivi.
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Definiti gli errori di previsione come
eit = fit − yt i = 1, 2
si definisce una funzione di perdita g(eit) (loss function).
Dove g(.) e` una funzione di perdita che assume valore zero quando non
c’e` errore, non presenta mai valori negativi e che aumenta all’aumen-
tare dell’errore di previsione. Esempi tipici di funzioni di perdita che
presentano tali proprieta` sono la radice quadrata e il valore assoluto
g(eit) = e
2
it
g(eit) = |e2it|
Viene definito il differenziale di perdita
dt = g(e1t)− g(e2t)
e si dice che i due previsori hanno la stessa accuratezza se e solo se il
differenziale di perdita ha un valore pari a zero per tutti i t. Cioe` se
H0 : E(dt) = 0 per ogni t
H1 : E(dt) 6= 0
Tecnicamente, il test e` costruito sfruttando il Teorema del Limite Centra-
le di Lindeberg-Le´vy, si consideri percio` la seguente distribuzione limite
√
h(d¯− µ) d−→ N(0, A V ar(dt))
dove
• d¯ = 1
h
∑h
t=1 dt e` la media campionaria della differenza dt,
• h=T-T0 e` il numero di passi in avanti considerati nell’effettuare le
previsioni,
• A V ar(dt) e` la varianza asintotica di dt,
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• µ = E(dt), che risulta, sotto H0 pari a 0.
La statistica test e` definita come
DM =
d¯√
1
h
∑m−1
i=−m+1 κiγˆi
∼ N(0, 1)
dove γˆi =
1
h
∑h
i=|i|+1(dt−d¯)(dt−|i|−d¯) sono le autocovarianze campionarie
della serie dt, mentre κi sono pesi opportuni. Dato che sotto l’ipotesi nulla
la statistica test DM si distribuisce come una varabile casuale normale
standardizzata, i quantili di tale distribuzione (zα/2) sono utilizzati come
valori critici per il test.
Poiche` il test DM e` un test a due code, si rifiuta H0 quando risulta
|DM | > zα/2 oppure p− value = 2Pr(Z > DM) < α,
dove Z ∼ N(0, 1) e α e` il livello di significativita` del test (generalmente
vale α = 0.05).
6.2.1 Confronto tra previsioni
Si e` ora interessati a valutare se, dal punto di vista previsivo, e` preferibile
uno tra i modelli proposti.
Inizialmente si vuole utilizzare il test di Diebold-Mariano per il confronto
tra le previsione ottenute con SS e RS e facendo riferimento ai valori
relativi alle cabine Remi.
Si effettua quindi il test per la verifica di
H0 : E(g(e1t)) = E(g(e3t)) per ogni valore di t
H1 : E(g(e1t)) 6= E(g(e3t))
I risultati in Tabella 6.5 portano alla non accettazione dell’ipotesi nulla
(H0), rifiutando cos`ı l’uguaglianza di accuratezza previsiva di Modello 1
e Modello 3.
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Cabina Remi DM p− value
1 -21.553 <0.00001
2 -4.991 <0.00001
3 -4.709 <0.00001
Totale -5.823 <0.00001
Tabella 6.5: Valori della statistica di Diebold-Mariano e p-value associati
considerato il confronto tra l’accuratezza previsiva di Modello 1 e Modello
3.
Fatta tale verifica, si procede effettuando un test che confronti i ri-
sultati ottenuti per i modelli con thin plate regression spline, al fine di
determinare se il procedimento automatico porti a risultati con livello di
accuratezza previsiva pari a quelli del procedimento non automatico.
Dati i risultati basati sugli errori di previsione, presentati in capitolo 5,
si ipotizza che tali procedimenti abbiano la stessa accuratezza previsiva.
Per verificarlo tramite un test statistico si specificano le ipotesi
H0 : E(g(e3t)) = E(g(e5t)) per ogni valore di t
H1 : E(g(e3t)) 6= E(g(e5t))
I valori della statistica DM e i p-value associati portano all’accettazione
Cabina Remi DM p− value
1 0.192 0.8478
2 -0.297 0.7661
3 1.165 0.2443
Totale -1.382 0.1672
Tabella 6.6: Valori della statistica di Diebold-Mariano e p-value associati
considerato il confronto tra l’accuratezza previsiva di Modello 3 e Modello
5.
dell’ipotesi nulla. Si dice quindi che i due previsori hanno la stessa accu-
ratezza previsiva.
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I risultati ottenuti portano dunque a decidere di procedere con le previ-
sioni ed i relativi errori ottenuti con spline di regressione.
Risultati analoghi si ottengono per la maggior parte delle previsioni
relative alle singole utenze. Alcune eccezioni sono presenti nel primo test
per cui in alcune utenze si ottengono risultati che portano all’accetta-
zione dell’uguaglianza previsiva. Sono questi i casi in cui assume minor
importanza la scelta tra l’utilizzo di modelli con spline di regressione o
spline di lisciamento.
Volendo decidere un modello, unico per tutte le utenze, da preferi-
re in fase previsiva, si sceglie quello basato sulle spline di regressione e
procedimento non automatico. Si prosegue l’analisi valutando le conse-
guenze economiche legate all’uso dei risultati relativi al modello scelto ed
ai prezzi di sbilanciamento del mercato.
6.3 Conseguenze economiche
In questa sezione si vogliono determinare le conseguenze economiche lega-
te all’uso delle previsioni ottenute per le cabine Remi prese singolarmente
ed in aggregato. Tale impatto non viene calcolato per le singole utenze
perche` l’interesse aziendale e` rivolto in particolar modo al consumo di
gas aggregato.
Il calcolo dell’ammontare monetario, denominato con Pt, che un’a-
zienda deve pagare o ricevere si ottiene mediante
Pt = P
a
t ∗ et,i se et,i < 0
Pt = P
v
t ∗ et,i se et,i > 0
t = 1, .., 304 i = 1, ..., 4
con P at e P
v
t prezzi di sbilanciamento al tempo t, rispettivamente di
acquisto e di vendita e et,i errore di previsione al tempo t per l’iesima
cabina Remi.
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In Tabella 6.7 viene messo in evidenza quanto cambia affidarsi alle
previsioni ad un giorno rispetto a quelle a sette giorni. Coerentemente
con i valori di MAPE ottenuti, a sette giorni i modelli previsivi prevedono
peggio e questo porta a conseguenze economiche piu` rilevanti.
1g Minimo I Q Mediana Media III Q Massimo
Cabina Remi 1 -355383 -72388 1144 4161 82380 532632
Cabina Remi 2 -271248 -48677 7713 1834 44175 319762
Cabina Remi 3 -455630 -57564 16489 6995 87600 427568
Cabina Remi Totale -635229 -139046 1897 3825 144377 899904
7g Minimo I Q Mediana Media III Q Massimo
Cabina Remi 1 -487401 -56064 14954 14428 97845 636762
Cabina Remi 2 -290457 -57392 14776 10930 78817 331866
Cabina Remi 3 -517766 -76868 18663 5182 97320 475525
Cabina Remi Totale -876457 -177461 -14379 -4534 145660 1008703
Tabella 6.7: Previsioni out-of-sample con variabili meteo note: Analisi
descrittive di Pt considerati gli errori di previsione a 1 e 7 giorni ottenuti
con Modello 3 per le cabine Remi prese singolarmente ed in aggregato.
Si confronta poi il diverso impatto economico ottenuto con temperatura
media nota e prevista e si calcolano i principali indicatori descrittivi. I
risultati delle due tabelle evidenziano quanto rilevato gia` dall’ osservazio-
ne degli indicatori percentuali basati sull’errore di previsione; l’utilizzo
di temperatura media nota permette di ottenere conseguenze economiche
piu` contenute.
In Figura 6.7 si presentano i grafici relativi a Cabina Remi Totale che
mostrano le conseguenze economiche legate alle previsioni ottenute con
Modello 3. In Appendice B si possono osservare quelli delle tre cabine
Remi. Per ciascuna cabina Remi le figure sono sulle stessa scala, per
cogliere meglio le differenze tra gli andamenti, che risulta in ogni caso
difficile.
Una considerazione interessante puo` essere fatta a partire da questi
grafici. Essi evidenziano infatti la differenza di variabilita` tra periodi.
Nei mesi invernali spesso la variabilita` e` piu` elevata e questo puo` essere
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1g Minimo I Q Mediana Media III Q Massimo
Cabina Remi 1 -559981 -65334 4463 21 75323 445457
Cabina Remi 2 -1147264 -101272 -4103 -14426 68869 881703
Cabina Remi Totale -1932474 -217482 -928 -1686 179708 1857734
7g Minimo I Q Mediana Media III Q Massimo
Cabina Remi 1 -747828 -48632 25761 14874 113023 520973
Cabina Remi 2 -1117607 -143476 31357 -6256 105091 1090416
Cabina Remi Totale -1905171 -227331 -34289 -9111 199479 1913227
Tabella 6.8: Previsioni out-of-sample con variabili meteo previste:Analisi
descrittive di Pt considerati gli errori di previsione a 1 e 7 giorni ottenuti
con Modello 3 per le cabine Remi prese singolarmente ed in aggregato.
Figura 6.6: Differenza in valore assoluto tra i corrispettivi di sbilan-
ciamento ad 1 e 7 giorni ottenuta utilizzando Modello 3 e Mt+h nota
e considerati i consumi delle cabine Remi in aggregato, per il periodo
01/10/2016 - 31/07/2017.
giustificato dal maggiore utilizzo del gas, differenza dovuta in gran parte
all’uso di impianti di riscaldamento.
In Figura 6.6 vi e` rappresentata la differenza in valore assoluto tra il
corrispettivo di bilanciamento del settimo giorno e quello del primo. Per
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Figura 6.7: Corrispettivo di sbilanciamento applicato tenute conto le
previsioni da 1 a 7 giorni ottenute con Modello 3 e Mt+h nota e considerati
i consumi delle cabine Remi in aggregato, per il periodo 01/10/2016 -
31/07/2017.
alcuni periodi tale differenza e` prossima allo zero, in altri invece il valore
assoluto e` elevato e questo porta alla presenza di alcuni picchi. Evidente
e` quindi anche la diversita` tra le previsioni da uno a sette giorni nel
periodo di tempo considerato.

Conclusioni
Per prevedere il comportamento dei consumi di gas di diverse utenze, in
questa tesi sono stati proposti e confrontati modelli additivi basati su
due differenti metodi di stima; il primo fa riferimento all’uso di spline
di lisciamento e all’algoritmo di backfitting, mentre il secondo alle thin
plate regression spline e ad un metodo di stima basato sulla massimizza-
zione della verosimiglianza penalizzata.
Il lavoro e` iniziato partendo dall’analisi esplorativa, con la quale sono
state evidenziate le proprieta` salienti delle serie ed e` stata individuata la
classe di modelli GAM come adatta a trattare tali dati. Questa tipologia
di modelli rappresenta infatti uno strumento utile e flessibile che permette
di testare, in un’ottica di breve periodo, l’impatto di scelte da prendere
nell’immediato nel piano di distribuzione locale del gas.
In fase di specificazione del modello ci si e` scontrati prima con i diversi
andamenti dei consumi analizzati per cui e` stato necessario determinare
per ogni serie dei consumi i parametri di lisciamento e le variabili esogene
da utilizzare nella specificazione; poi con aspetti di tipo computaziona-
le, che hanno frenato l’utilizzo di un metodo di modellazione congiunta
di componente deterministica e stocastica. Entrambe queste componenti
sono state modellate tramite l’uso di apposite spline, in cui fondamentale
importanza e` data alla scelta dei parametri. La natura dei dati, chiara-
mente dipendenti, non ha permesso l’uso dei metodi classici in fase di
scelta dei parametri e la lunghezza delle serie non ha reso possibile un’a-
deguata previsione in-sample. Si e` scelto quindi di fissare i parametri
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tramite confronto grafico e di opportuni indici di bonta` di adattamento.
Passando alla fase di previsione si e` prestata attenzione ad alcuni
aspetti come la forte dipendenza seriale dei dati e l’importanza dell’uso
di un adeguato previsore per la componente meteo.
La ricerca della massima precisione sul singolo giorno gas sembra in
generale legata alla scelta delle variabili esogene e dei parametri necessari
alla costruzione delle spline. Nel momento in cui viene fatta una scelta,
e` possibile trovare modelli che prevedano i consumi in modo accurato.
Il confronto tra i modelli con le due tipologie di spline, scelta che
sottende l’uso di metodi di stima diversi, e` stato verificato tramite il te-
st di Diebold-Mariano. I risultati ottenuti hanno portato ad affermare
che i due previsori (il primo basato su spline di lisciamento e il secondo
su thin plate regression spline) non hanno la stessa accuratezza previsi-
va. Questo test e` stato applicato anche per il confronto tra procedimento
automatico e non (possibile con l’uso del metodo basato sulle spline di re-
gressione); in questo caso i valori ottenuti hanno portato all’accettazione
dell’uguaglianza di accuratezza previsiva tra i procedimenti.
I modelli da preferire risultano quindi quelli ottenuti con spline di
regressione ed il metodo di stima basato sulla massimizzazione della ve-
rosimiglianza penalizzata. Scelto questo modello, si sono valutate le con-
seguenze economiche legate all’uso dei risultati previsivi e ai prezzi di
sbilanciamento del mercato.
Elemento da non sottovalutare e` stato quello di dover gestire 15 serie
storiche legate a singole utenze e cabine Remi; con caratteristiche quin-
di molto diverse tra loro. Le scelte svolte sono state dunque laboriose
in quanto hanno richiesto un bilanciamento tra generalita` dei metodi e
valutazione dei singoli casi. Grazie a questo bilanciamento il modello
proposto puo` comunque essere utilizzato in fase di modellazione e previ-
sione di consumi legati ad altre utenze, tenendo sempre in considerazione
le diversita` delle abitudini dei clienti.
Possibili sviluppi possono essere legati ad un diverso orizzonte di pre-
visione, anche di lungo periodo, o all’analisi delle classi di utenza a livel-
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lo aggregato. Si potrebbe inoltre concentrarsi sulla raccolta di ulteriori
informazioni relative ai comportamenti delle utenze e del legame tra con-
sumi e variabili esogene ed in questo modo giungere a previsioni piu`
accurate.

Appendice A
Confronto tra gam e mgcv
Esistono una varieta` di pacchetti per l’implementazione di modelli addi-
tivi generalizzati (GAMs) in R.
Questo capitolo vuole confrontare due di essi: il pacchetto gam di Hastie
(2017), equivalente all’originale gam in S-Plus (Hastie, 1993), e il pac-
chetto mgcv di Wood (2015). In particolare, si decide di fare riferimento
alle funzioni legate al comando gam presente in entrambi i pacchetti.
Per il confronto vengono fatti riferimenti a considerazioni riportate da
Wood (2017) e a risultati ottenuti con l’applicazione del modello proposto
ai dati di riferimento.
A.1 Pacchetto gam
In questo pacchetto, gam() permette di stimare modelli additivi gene-
ralizzati, data la descrizione del predittore additivo e della distribuzione
dell’errore, tramite la specificazione dell’argomento family.
I metodi supportati, in questo caso, sono la regressione locale e le spli-
ne di lisciamento, indicati rispettivamente con lo e s. Per dettagli sulla
regressione locale si veda Hastie & Tibshirani (1990).
In questa sezione si fa riferimento alle spline di lisciamento, la cui
flessibilita` viene controllata da df ; df sono i gradi di liberta` effettivi,
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Anova per effetti parametrici Df Sum Sq Mean Sq F value Pr(<F)
s(tempo, df = 5) 1 6.3498e+10 6.3498e+10 112.3037 <2e-16 ***
s(yef, df = 10) 1 1.9953e+11 1.9953e+11 352.8895 <2e-16 ***
s(wef, df = 10) 1 3.4987e+11 3.4987e+11 618.7898 <2e-16 ***
bank 1 1.1122e+09 1.1122e+09 1.9671 0.1612
dayoff 1 5.1616e+08 5.1616e+08 0.9129 0.3397
eoy 1 1.2873e+11 1.2873e+11 227.6721 <2e-16 ***
ago 1 7.7748e+10 7.7748e+10 137.5059 <2e-16 ***
easter 1 2.6396e+08 2.6396e+08 0.4668 0.4947
s(temp.media, df = 5) 1 4.5412e+12 4.5412e+12 8031.7144 <2e-16 ***
Anova per effetti non parametrici Npar Df Npar F Pr(F)
s(tempo, df = 5) 4 17.085 <2.541e-13 ***
s(yef, df = 10) 9 169.108 < 2.2e-16 ***
s(wef, df = 10) 5 107.967 < 2.2e-16 ***
s(temp.media, df = 5) 4 211.148 < 2.2e-16 ***
Tabella A.1: Significativita` definita da: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’
0.1 ‘ ’ 1.
usati come parametro di lisciamento, mentre il parametro di lisciamento
reale (spar) e` definito come df = tr(S) − 1, dove S e` una matrice di
lisciamento.
Il metodo di stima utilizzato e` l’algoritmo di backfitting, di cui una
descrizione e` fornita in capitolo 3. Tale algoritmo separa la parte para-
metrica da quella non parametrica della stima.
L’output del modello viene fornito utilizzando l’usuale comando summa-
ry(). Considerato il pacchetto gam e stimato il modello di riferimento
presi i dati relativi a Cabina Remi Totale si ottengono le stime in Tabella
A.1, dove viene messa in evidenza la separazione tra termini parametrici e
non parametrici. Vengono inoltre presentati i valori di df utilizzati; e` pos-
sibile notare che df sia funzione monotona del parametro di lisciamento
λ, quindi fissare df equivale a fissare λ. I valori scelti permettono di liscia-
re adeguatamente le rispettive funzioni ma senza eccedere nell’adattarsi
troppo ai dati, e quindi cadere nella nota trappola del sovradattamento,
detta overfitting.
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Un metodo di visualizzazione grafica fornito dal pacchetto e` plot.gam.
Permette di produrre un grafico per ciascuna componente x specificata
come plot.gam(x,...) e fornisce differenti forme di grafici, in base ad x,
che puo` essere, ad esempio, un valore numerico, un fattore o un vettore.
Esempi grafici ottenuti con il pacchetto gam sono forniti in capitolo 4.
A.2 Pacchetto mgcv
I GAMs vengono presentati in mgcv come modelli lineari generalizza-
ti penalizzati (GLMs), dove ogni termine di lisciamento e` rappresenta-
to usando un appropriato insieme di funzioni base ed ha associata una
penalita`, in cui il peso di ciascuna nella verosimiglianza penalizzata e`
determinato da un parametro di lisciamento.
I modelli sono stimati attraverso un procedimento iterativo per GLMs
(IRLS), in cui a ogni iterazione il problema dei minimi quadrati viene so-
stituito da minimi quadrati penalizzati, nel quale l’insieme dei parametri
di lisciamento viene stimato attraverso la minimizzazione della genera-
lized cross validation (GCV), simultaneamente agli altri parametri del
modello. Una descrizione di questo metodo di stima e` fornita in capitolo
3.
In questo pacchetto, e` possibile construire lisciatori per un numero
qualsiasi di variabili tramite s e te. Per cui, in particolare, con s si
producono lisciatori isotropici di predittori multipli, mentre con te si
producono predittori multipli con riferimento a tensor product smooths.
Non si vuole qui andare nel dettaglio per tensor product smooths, si veda
Wood (2017) per maggiori infomazioni.
Si fa quindi riferimento in questa sezione alla descrizione di s().
Il default di R e` rappresentato dalle thin plate regression splines, che
forniscono il piu` basso valore di MSE, ma risultano piu` lente di altre
possibili basi. Il metodo che solitamente viene dopo le TPRS, in termini
di MSE, e` quello basato sulle cubic regression spline.
Proprio per questo, facendo riferimento alla specificazione delle basi (bs),
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bs Desc. Vantaggi Svantaggi
”tp” TPRS →Permette di lisciare un numero →Computazionalmente oneroso
qualsiasi di covariate. per grandi data set.
→Permette di selezionare l’ordine
di penalita`.
→Non presenta nodi.
→Lisciatori isotropici.
→Presenti proprieta` ottimali.
”cr” CRS →Computazionalmente poco oneroso. →Permette di lisciare solo
una covariata.
→Parametri direttamente interpretabili. →Non presenta l’ottimalita`
di TPRS.
Tabella A.2: Descrizione dei vantaggi e svantaggi della scelta di bs consi-
derate le thin plate regression splines (TPRS) e le cubic regression splines
(CRS).
vengono forniti in Tabella A.2 una breve descrizione, i vantaggi e svan-
taggi considerate thin plate regression splines (TPRS) e cubic regression
spline (CRS).
Tra gli argomenti che e` possibile specificare in s, uno assume un’im-
portanza particolare. La determinazione della dimensione della base k
deve essere infatti fatta con cura; la scelta non deve andare ne` su un va-
lore troppo piccolo, ne` troppo grande e computazionalmente oneroso. Le
dimensioni delle basi devono comunque essere scelte in modo che siano
piu` grandi del valore che si ritiene necessario per l’approssimazione della
funzione e verificato con cura il loro valore, soprattutto nel caso in cui
venga usato il default.
L’analisi grafica dei residui verifica la bonta` delle scelte riguardanti il
modello ed i parametri di lisciamento. Questo e` possibile se sono verifica-
te alcune assunzioni, tra cui l’indipendenza dei dati, in modo che i residui
possano essere considerati a loro volta approssimativamente indipendenti.
Verifiche relative alla scelta di k e grafici diagnostici possono essere
ottenute con choose.k e gam.check. Quest’ultima funzione fornisce quat-
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Figura A.1: Grafici dei residui ottenuti con il comando gam.check().
tro grafici relativi ai residui, informazioni sulla convergenza della stima di
alcuni parametri di lisciamento e risultati di test che indicano se la scel-
ta del valore della base di lisciamento risulta troppo basso per ciascun
termine. Al solo fine di illustrare quali siano i grafici diagnostici forniti
da questo comando si presenta qui di seguito Figura A.1, i cui risultati
sono ottenuti con l’utilizzo di gam.check() per Cabina Remi Totale.
Viene inoltre fornito un esempio di test sui residui, fornito anche in
questo caso da gam.check(). In Tabella A.3, valori bassi di p-value
(k−index < 1) possono essere indicazione di k troppo bassi, specialmente
se edf assume valore vicino a k′.
Inoltre e` possibile verificare che non sia stato scelto un valore troppo
piccolo per k analizzando graficamente i residui parziali sui termini sti-
mati e ponendo attenzione all’andamento o, in alternativa, ristimando il
modello aumentando il valore di k e verificando se il criterio della sele-
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k’ edf k-index p-value
s(tempo) 9.000 3.831 0.452 0.00
s(yef) 9.000 8.571 0.929 0.03
s(wef) 6.000 5.914 0.770 0.00
s(temp.media) 9.000 5.797 0.963 0.22
Tabella A.3: Test fornito da gam.check(): indica se la scelta del valore
della base di lisciamento risulta troppo basso per ciascun termine.
Parametric coefficients Estimate Std. Error t value Pr(>|t|)
(Intercept) 317749.3 951.0 334.120 < 2e-16 ***
bank -72239.8 6985.1 -10.342 < 2e-16 ***
dayoff -25257.9 10983.0 -2.300 0.0218 *
eoy -37582.3 8888.7 -4.228 2.7e-05 ***
ago -995.6 7101.0 -0.140 0.8885
easter -25915.6 11190.1 -2.316 0.0209 *
Approximate significance of smooth terms edf Ref.df F p-value
s(tempo) 5.975 9 7.314 9.22e-13 ***
s(yef) 12.632 14 21.267 < 2e-16 ***
s(wef) 5.902 6 204.414 < 2e-16 ***
s(temp.media) 5.415 9 97.944 < 2e-16 ***
Tabella A.4: Significativita` definita da: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’
0.1 ‘ ’ 1.
zione del lisciamento assume valori di molto piu` elevati.
I residui parziali sono specifici per ogni termini di lisciamento fj e dovreb-
bero presentare un andamento casuale intorno al lisciatore; sistematiche
deviazioni della media dei residui parziali da fˆj possono indicare la scelta
di un valore di k troppo piccolo.
La flessibilita` dei lisciatori (controllata da k) e` stata determinata in
modo tale che si stimino i termini con una complessita` simile a quella
ottenuta con gam. In Tabella A.2 vengono presentati i risultati ottenuti
con summary() e viene messa in evidenza la significativita` di alcuni ter-
mini. Figura 5.2 mostra invece la stima delle funzioni, grafici ottenuti
con plot.gam().
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Figura A.2: Stima del trend (in alto a sinistra), della componente an-
nuale (in alto a destra), settimanale (in basso a sinistra) e legata alla
temperatura media (in basso a destra) per i dati di Cabina Remi Totale
per il periodo in-sample. Risultati ottenuti con il pacchetto R mgcv e
thin plate regression spline.
La stima dei parametri di lisciamento e` una parte importante nella
selezione del modello, si vuole ora affrontare approcci adatti alla deter-
minazione di quali termini includere nella specificazione.
A questo prosito esistono approcci diversi; prendiamo ora in considera-
zione due possibilita`. La prima fa riferimento all’uso di select=TRUE,
che aggiungendo una penalita` a tutti i termini di lisciamento del model-
lo permette la rimozione completa di alcuni essi. La seconda invece fa
riferimento all’uso di alcuni criteri, quali AIC, GCV e ML.
Tabella A.5 mostra un esempio di selezione automatica ottenuta con se-
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Gradi di liberta` stimati (edf) 5.392 5.160 5.899 0.948 0.876 0.000 total = 24.27
Tabella A.5: Gradi di liberta` stimati relativi alla stima del modello di
riferimento per Cabina Remi 3 ed applicando il pacchetto R mgcv, con
select=TRUE.
lect=TRUE. In questo caso sono stati presi in considerazione i dati rela-
tivi a Cabina Remi 3 ed applicato il modello di riferimento utilizzando il
pacchetto mgcv ed un modello con, tra le variabili esogene anche, radia-
zione solare ed umidita`. Il termine che in questo caso viene penalizzato
a zero e` quello relativo all’umidita` (che presenta edf pari a 0).
A.3 Differenze sostanziali
Si vogliono qui mettere in evidenza alcune delle differenze tra i due pac-
chetti R analizzati.
Tra le maggiori differenze che presenta il pacchetto mgcv rispetto a gam
vi sono la stima dei gradi di lisciamento dei termini del modello, che in
questo caso e` parte integrante della stima del modello, il fatto che la
parte parametrica del modello possa essere penalizzata e la possibilita` di
incorporare semplici effetti casuali.
Altra importante differenza e` relativa ai lisciatori che e` possibile sce-
gliere in ciascun pacchetto. In gam, s fa riferimento a spline di lisciamen-
to cubiche univariate mentre per lisciatori bivariati si utilizza il termine
lo (loess smooth). In mgcv, non e` presente il termine lo ma s puo` ave-
re piu` di un argomento ed implica un lisciatore isotropico; te invece e`
un metodo efficace per modellare interazioni tra variabili tramite tensor
product smooths.
Le procedure basate sui due pacchetti si basano su metodi di stima
diversi: l’algoritmo di backfitting in gam ed un metodo iterativo basato
sulla massimizzazione della verosimiglianza penalizzata in mgcv.
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Tabelle e Grafici
Minimo I Q Mediana Media III Q Massimo Dev. Standard
Civile 1 0.320 0.460 1.360 2.286 3.970 6.360 1.99
Civile 2 0.100 0.147 0.280 0.323 0.490 0.690 0.18
Condominio 1 0 0 129.9 185.4 391.9 472.9 194.87
Condominio 2 0 56 118.5 197.0 347.0 567.0 155.93
Tecnologico 1 0.950 1.500 2.300 2.289 2.960 5.390 0.88
Tecnologico 2 150 677 736 734 805 964 97.25
Sanita` 1 529 609 785 955 1323 1574 362.85
Sanita` 2 141 1350 2382 3747 5404 15350 3287.94
Ufficio 1 60 78 217 354 582 1388 332.28
Grandi Clienti 1 0 6260 16580 15270 22730 43760 10175.39
Grandi Clienti 2 0 10440 23370 24030 32940 66330 17400.19
Cabina Remi 1 28880 84150 114700 127600 173500 252200 54550.03
Cabina Remi 2 26810 42890 138100 149000 251300 390000 110315
Cabina Remi 3 4281 27970 43240 52570 62830 204300 39619.42
Totale Cabine Remi 62182 169356 292688 329132 487879 774485 179009.20
Tabella B.1: Analisi descrittive iniziali delle serie relative al consumo di
gas.
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Figura B.1: Funzioni di autocorrelazione (ACF) per i primi 100 ritardi
delle serie storiche dei consumi delle singole utenze.
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Figura B.2: Funzioni di autocorrelazione parziale(PACF) per i primi 100
ritardi delle serie storiche del consumo delle singole utenze.
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Figura B.3: Scatterplot del consumo di gas vs la temperatura media per le
singole utenze e per le cabine Remi prese singolarmente ed in aggregato..
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Figura B.4: Adattamento in-sample per le serie relative alle singole
utenze.
Figura B.5: Adattamento in-sample per le serie relative alle tre cabine
Remi.
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Civile 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 0.032 0.032 0.032 0.033 0.034 0.035 0.036
MAPE 1 3.600 3.652 3.707 3.778 3.863 3.983 4.102
MAE 2 0.021 0.021 0.020 0.021 0.021 0.022 0.019
MAPE 2 1.989 2.001 2.017 2.039 2.071 2.131 2.159
MAE 3 0.029 0.030 0.032 0.036 0.043 0.052 0.062
MAPE 3 3.215 3.560 4.171 5.065 6.255 7.673 9.366
MAE 4 0.023 0.022 0.022 0.023 0.025 0.031 0.035
MAPE 4 1.540 1.562 1.693 2.067 2.646 3.571 4.652
MAE 5 0.030 0.031 0.032 0.034 0.036 0.041 0.045
MAPE 5 3.454 3.659 3.966 4.337 4.754 5.349 6.081
MAE 6 0.023 0.023 0.023 0.024 0.026 0.029 0.030
MAPE 6 1.657 1.708 1.798 1.984 2.257 2.667 3.088
Civile 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 0.011 0.011 0.011 0.011 0.011 0.012 0.012
MAPE 1 4.188 4.232 4.283 4.350 4.448 4.571 4.747
MAE 2 0.003 0.003 0.003 0.003 0.003 0.003 0.004
MAPE 2 1.197 1.193 1.200 1.217 1.242 1.274 1.336
MAE 3 0.010 0.010 0.010 0.011 0.013 0.015 0.018
MAPE 3 3.986 3.943 4.015 4.272 4.777 5.552 6.624
MAE 4 0.005 0.005 0.005 0.005 0.006 0.006 0.007
MAPE 4 2.005 2.039 2.067 2.108 2.192 2.272 2.531
MAE 5 0.011 0.011 0.012 0.013 0.014 0.015 0.017
MAPE 5 4.154 4.280 4.478 4.831 5.274 5.901 6.724
MAE 6 0.006 0.006 0.006 0.006 0.006 0.007 0.007
MAPE 6 2.178 2.217 2.226 2.263 2.404 2.509 2.669
Tabella B.2: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le utenze
civili (Civile 1 e Civile 2 ) dato il periodo 01/01/2016 - 30/09/2016.
Condominio 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 1.710 1.694 1.688 1.700 1.738 1.815 1.959
MAPE 1 0.435 0.429 0.425 0.427 0.435 0.453 0.490
MAE 2 1.049 1.032 1.037 1.022 0.994 1.052 1.262
MAPE 2 0.265 0.261 0.263 0.260 0.253 0.268 0.322
MAE 3 2.518 2.334 2.139 2.075 2.111 2.278 2.585
MAPE 3 0.642 0.588 0.532 0.511 0.518 0.561 0.639
MAE 4 1.192 1.147 1.205 1.193 1.207 1.286 1.349
MAPE 4 0.304 0.291 0.305 0.301 0.301 0.318 0.334
MAE 5 2.393 2.184 1.948 1.828 1.871 2.092 2.461
MAPE 5 0.617 0.560 0.495 0.459 0.464 0.517 0.608
MAE 6 1.266 1.281 1.306 1.224 1.181 1.368 1.808
MAPE 6 0.321 0.320 0.326 0.307 0.302 0.356 0.47
Condominio 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 3.19 3.23 3.30 3.43 3.57 3.73 3.98
MAPE 1 2.08 2.09 2.10 2.14 2.17 2.25 2.35
MAE 2 3.21 3.28 3.33 3.41 3.45 3.53 4.17
MAPE 2 2.37 2.38 2.38 2.40 2.41 2.44 2.61
MAE 3 3.33 3.57 3.93 4.49 5.17 6.03 7.20
MAPE 3 2.99 3.62 4.38 5.28 6.30 7.56 9.15
MAE 4 3.05 3.09 3.32 3.93 4.89 5.75 6.67
MAPE 4 2.66 2.78 3.20 4.26 6.00 7.63 8.69
MAE 5 3.24 3.40 3.63 3.98 4.42 5.05 5.95
MAPE 5 2.69 2.99 3.32 3.69 4.13 4.75 5.60
MAE 6 3.02 3.00 3.13 3.52 4.22 5.15 7.17
MAPE 6 2.55 2.54 2.66 3.06 3.81 4.87 6.15
Tabella B.3: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le utenze
condominiali dato il periodo 01/01/2016 - 30/09/2016 per Condominio
1 e 01/01/2016 - 31/12/2016 Condominio 2 ).
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Tecnologico 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 0.03 0.03 0.03 0.03 0.04 0.04 0.05
MAPE 1 1.21 1.18 1.24 1.30 1.38 1.51 1.57
MAE 2 0.03 0.03 0.03 0.03 0.03 0.04 0.04
MAPE 2 1.17 1.18 1.21 1.24 1.30 1.38 1.50
MAE 3 0.04 0.04 0.04 0.05 0.05 0.06 0.07
MAPE 3 1.63 1.57 1.62 1.74 1.97 2.29 2.68
MAE 4 0.03 0.03 0.03 0.03 0.03 0.04 0.05
MAPE 4 1.14 1.15 1.21 1.24 1.29 1.54 1.87
MAE 5 0.04 0.04 0.05 0.05 0.05 0.06 0.07
MAPE 5 1.69 1.66 1.72 1.82 1.96 2.17 2.41
MAE 6 0.03 0.03 0.03 0.03 0.03 0.03 0.04
MAPE 6 1.11 1.09 1.09 1.11 1.16 1.25 1.51
Tecnologico 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 21.73 21.50 21.32 21.09 21.00 21.10 21.89
MAPE 1 3.00 2.97 2.94 2.91 2.90 2.91 3.01
MAE 2 22.49 22.44 22.39 22.32 22.36 22.57 23.76
MAPE 2 3.61 3.61 3.60 3.60 3.60 3.63 3.78
MAE 3 22.48 22.14 21.84 21.33 21.28 21.97 23.97
MAPE 3 3.30 3.26 3.21 3.12 3.18 3.31 3.61
MAE 4 22.11 21.85 21.69 20.94 20.91 21.37 23.45
MAPE 4 3.27 3.22 3.19 3.04 3.12 3.21 3.51
MAE 5 22.35 22.17 22.13 21.76 21.72 22.32 23.68
MAPE 5 3.28 3.26 3.26 3.18 3.22 3.33 3.56
MAE 6 21.91 21.79 21.74 21.27 21.42 21.77 23.24
MAPE 6 3.24 3.23 3.20 3.09 3.17 3.25 3.48
Tabella B.4: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le utenze
tecnologiche dato il periodo 01/01/2016 - 30/09/2016 per Tecnologico 1
e 01/01/2016 - 31/12/2016 Tecnologico 2.
Sanita` 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 21.96 24.72 27.45 30.24 32.55 33.51 34.50
MAPE 1 2.07 2.31 2.52 2.73 2.91 2.97 3.06
MAE 2 23.61 23.85 24.18 24.51 24.72 25.32 26.28
MAPE 2 2.19 2.22 2.22 2.25 2.28 2.34 2.46
MAE 3 25.62 28.84 32.02 35.28 37.97 39.09 40.25
MAPE 3 2.41 2.69 2.94 3.18 3.39 3.46 3.57
MAE 4 26.35 29.66 32.94 36.28 39.06 40.21 41.40
MAPE 4 2.48 2.77 3.02 3.27 3.49 3.56 3.67
MAE 5 25.62 28.84 32.02 35.28 37.97 39.09 40.25
MAPE 5 2.41 2.69 2.94 3.18 3.39 3.46 3.57
MAE 6 26.42 29.74 33.03 36.38 39.16 40.32 41.51
MAPE 6 2.49 2.77 3.03 3.28 3.50 3.57 3.68
Sanita` 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 233 235 238 244 252 264 281
MAPE 1 9.34 9.20 9.09 9.18 9.46 9.91 10.49
MAE 2 255 256 257 261 269 282 314
MAPE 2 10.37 10.30 10.16 10.23 10.58 10.86 11.80
MAE 3 232 222 214 213 220 240 287
MAPE 3 10.36 10.04 10.01 10.28 11.10 12.55 14.86
MAE 4 266 257 250 249 257 283 367
MAPE 4 12.45 12.18 12.17 12.37 13.01 14.06 16.05
MAE 5 233 228 225 228 239 261 300
MAPE 5 10.10 10.08 10.33 10.88 11.95 13.44 15.48
MAE 6 233 228 225 228 239 261 300
MAPE 6 10.10 10.08 10.33 10.88 11.95 13.44 15.48
Tabella B.5: Previsioni out-of-sample con variabili meteo note: Indicato-
ri sull’errore di previsione da uno a sette passi in avanti per le utenze sani-
tarie dato il periodo 01/01/2016 - 30/09/2016 per Sanita` 1 e 01/01/2016
- 31/12/2016 per Sanita` 2.
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Ufficio 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 66.56 67.32 67.87 68.26 68.25 68.01 67.86
MAPE 1 13.40 13.53 13.62 13.68 13.70 13.69 13.71
MAE 2 73.89 74.94 75.21 75.37 75.47 75.29 76.80
MAPE 2 15.03 15.20 15.25 15.25 15.26 15.24 15.55
MAE 3 66.29 67.49 68.01 68.19 67.93 67.67 68.08
MAPE 3 12.80 13.03 13.10 13.10 13.05 13.04 13.23
MAE 4 71.18 72.58 73.10 72.66 71.77 70.57 71.57
MAPE 4 13.75 14.03 14.15 14.075 13.96 13.71 13.92
MAE 5 66.49 67.94 68.86 69.80 70.28 70.24 70.18
MAPE 5 13.35 13.65 13.79 14.01 14.17 14.22 14.28
MAE 6 70.55 71.85 72.37 72.69 72.65 71.65 72.37
MAPE 6 13.64 13.89 13.95 14.04 14.11 13.92 14.11
Tabella B.6: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le utenze
comunali (Ufficio 1 ) dato il periodo 01/01/2016 - 31/12/2016.
Gr. Cliente 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 3184 3213 3239 3247 3259 3261 3270
MAPE 1 13.84 13.97 14.12 14.19 14.26 14.31 14.42
MAE 2 2972 3001 3029 3036 3046 3052 3070
MAPE 2 13.14 13.29 13.41 13.47 13.56 13.61 13.72
MAE 3 2985 3028 3064 3081 3097 3110 3142
MAPE 3 13.52 13.69 13.93 14.08 14.16 14.33 14.61
MAE 4 2797 2839 2812 2776 2796 2812 2855
MAPE 4 12.77 12.97 12.84 12.76 12.76 12.65 12.60
MAE 5 3774 3822 3867 3950 3902 3965 4010.00
MAPE 5 15.68 17.51 16.59 18.79 18.21 18.76 20.13
MAE 6 4365 4384 4410 4440 4490 4505 4427
MAPE 6 14.86 14.84 15.08 15.40 15.67 15.85 15.80
Gr. Cliente 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 4733 4742 4766 4771 4757 4676 4717
MAPE 1 15.91 16.89 16.42 15.82 16.88 16.83 16.99
MAE 2 4548 4552 4568 4590 4586 4508 4512
MAPE 2 14.92 15.04 14.94 15.24 15.44 15.60 16.00
MAE 3 4783 4784 4807 4786 4752 4678 4694
MAPE 3 15.58 16.52 16.45 16.07 16.70 16.59 16.50
MAE 4 4625 4611 4636 4620 4596 4514 4540
MAPE 4 14.67 15.46 15.52 14.87 15.46 15.18 15.05
MAE 5 2997 3026 3068 3082 3093 3093 3124
MAPE 5 13.61 13.61 13.92 14.00 14.13 14.16 14.55
MAE 6 3162 3208 3251 3269 3262 3244 3272
MAPE 6 13.50 13.70 13.94 14.09 14.13 14.11 14.28
Tabella B.7: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le utenze
denominate grandi clienti dato il periodo 01/01/2016 - 30/09/2016 per
Grande Cliente 1 e 01/01/2016 - 31/12/2016 per Grande Cliente 2.
C. Remi 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 6161 6194 6209 6215 6209 6252 6424
MAPE 1 6.61 6.63 6.63 6.63 6.64 6.71 6.91
MAE 2 6242 6268 6302 6312 6258 6276 6540
MAPE 2 6.76 6.77 6.75 6.79 6.73 6.79 7.10
MAE 3 5925 5962 5998 5957 5922 5962 6176
MAPE 3 6.33 6.34 6.34 6.29 6.22 6.28 6.55
MAE 4 5918 5966 5998 5951 5906 5955 6192
MAPE 4 6.32 6.36 6.36 6.28 6.20 6.28 6.53
MAE 5 5917 5936 5951 5951 5934 5962 6158
MAPE 5 6.36 6.36 6.37 6.37 6.37 6.46 6.74
MAE 6 5885 5916 5944 5922 5889 5891 6091
MAPE 6 6.31 6.34 6.37 6.35 6.32 6.39 6.60
C. Remi 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 3471 3549 3613 3675 3741 3845 4062
MAPE 1 3.41 3.51 3.60 3.73 3.87 4.06 4.32
MAE 2 3712 3778 3821 3828 3803 3748 3789
MAPE 2 3.62 3.69 3.74 3.76 3.80 3.80 3.94
MAE 3 3164 3221 3254 3301 3353 3489 3868
MAPE 3 3.08 3.15 3.26 3.42 3.68 4.02 4.57
MAE 4 3355 3397 3405 3432 3472 3538 3842
MAPE 4 3.26 3.30 3.34 3.41 3.62 3.89 4.40
MAE 5 3182 3248 3292 3329 3371 3488 3806
MAPE 5 3.13 3.23 3.35 3.49 3.68 3.91 4.33
MAE 6 3335 3413 3461 3494 3501 3515 3727
MAPE 6 3.20 3.27 3.34 3.40 3.52 3.66 4.00
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C. Remi 3 1g 2g 3g 4g 5g 6g 7g
MAE 1 5979 6068 6151 6224 6340 6494 6700
MAPE 1 9.98 10.06 10.12 10.16 10.25 10.46 10.65
MAE 2 5557 5649 5696 5698 5710 5780 6465
MAPE 2 9.59 9.70 9.76 9.77 9.80 9.86 10.54
MAE 3 5684 5771 5866 5973 6091 6251 6446
MAPE 3 9.57 9.65 9.74 9.85 9.98 10.24 10.50
MAE 4 5349 5401 5472 5504 5497 5547 5978
MAPE 4 9.05 9.08 9.15 9.16 9.14 9.26 9.95
MAE 5 5671 5762 5859 5962 6080 6237 6422
MAPE 5 9.56 9.68 9.78 9.88 10.03 10.27 10.53
MAE 6 5335 5400 5470 5489 5463 5523 5914
MAPE 6 9.05 9.13 9.18 9.18 9.14 9.30 9.95
C. Remi T 1g 2g 3g 4g 5g 6g 7g
MAE 1 10012 10102 10216 10358 10512 10806 11233
MAPE 1 3.62 3.64 3.66 3.69 3.73 3.84 3.97
MAE 2 10153 10190 10265 10421 10517 10744 11559
MAPE 2 3.6 3.69 3.70 3.75 3.77 3.87 4.14
MAPE 3 9212 9164 9186 9229 9311 9524 10070
MAPE 3 3.46 3.45 3.46 3.50 3.56 3.68 3.88
MAE 4 9320 9283 9342 9423 9620 10232 11257
MAPE 4 3.50 3.50 3.54 3.64 3.80 4.13 4.56
MAPE 5 9390 9375 9382 9356 9365 9523 10078
MAPE 5 3.47 3.44 3.43 3.41 3.41 3.47 3.67
MAE 6 9401 9433 9524 9659 9795 10250 11148
MAPE 6 3.56 3.58 3.64 3.74 3.84 4.08 4.43
Tabella B.8: Previsioni out-of-sample con variabili meteo note: Indica-
tori sull’errore di previsione da uno a sette passi in avanti per le cabine
Remi prese singolarmente ed in aggregato dato il periodo 01/08/2016 -
31/07/2017.
C. Remi 1 1g 2g 3g 4g 5g 6g 7g
MAE 1 6883 6927 6958 6977 7022 7093 7247
MAPE 1 7.07 7.12 7.14 7.16 7.19 7.26 7.44
MAE 2 7013 7041 7099 7117 7079 7104 7383
MAPE 2 7.18 7.21 7.25 7.26 7.20 7.23 7.57
MAE 3 6643 6707 6755 6778 6816 6915 7088
MAPE 3 6.74 6.79 6.82 6.83 6.84 6.93 7.12
MAE 4 6649 6696 6754 6771 6774 6878 7111
MAPE 4 6.70 6.76 6.80 6.79 6.76 6.86 7.06
MAE 5 6664 6739 6770 6808 6864 6970 7157
MAPE 5 6.80 6.89 6.93 6.97 7.02 7.14 7.37
MAE 6 6676 6741 6772 6776 6802 6897 7122
MAPE 6 6.77 6.85 6.90 6.91 6.91 7.02 7.22
C. Remi 2 1g 2g 3g 4g 5g 6g 7g
MAE 1 8801 8876 8935 9013 9055 9088 9184
MAPE 1 6.71 6.79 6.85 6.95 7.03 7.14 7.30
MAE 2 8951 9026 9083 9142 9150 9117 9240
MAE 2 6.82 6.90 6.95 7.02 7.08 7.10 7.26
MAE 3 8574 8683 8777 8893 8988 9065 9281
MAPE 3 6.22 6.32 6.44 6.62 6.82 7.08 7.50
MAE 4 8710 8778 8839 8945 9021 9079 9323
MAPE 4 6.35 6.38 6.43 6.54 6.72 6.97 7.43
MAE 5 8585 8688 8807 8926 8982 9036 9160
MAPE 5 6.28 6.39 6.53 6.708 6.832 7.024 7.27
MAE 6 8785 8811 8898 9009 9064 9021 9127
MAPE 6 6.45 6.46 6.52 6.62 6.73 6.84 7.03
C. Remi T 1g 2g 3g 4g 5g 6g 7g
MAE 1 15421 15548 15650 15802 15967 16189 16504
MAPE 1 4.80 4.83 4.85 4.89 4.93 4.99 5.08
MAE 2 15565 15665 15768 15936 16079 16315 17365
MAPE 2 4.84 4.85 4.88 4.93 4.97 5.05 5.39
MAE 3 14421 14541 14617 14758 14996 15411 15847
MAPE 3 4.63 4.68 4.72 4.78 4.86 5.02 5.18
MAE 4 14528 14660 14756 15081 15447 15948 16832
MAPE 4 4.68 4.74 4.79 4.99 5.16 5.42 5.80
MAE 5 14457 14516 14695 14738 15049 15147 15706
MAPE 5 4.54 4.54 4.61 4.61 4.72 4.75 4.96
MAE 6 14716 14907 15022 15314 15631 16148 16864
MAPE 6 4.79 4.88 4.95 5.09 5.24 5.47 5.76
Tabella B.9: Previsioni out-of-sample con variabili meteo previste: Indi-
catori sull’errore di previsione da uno a sette passi in avanti per le cabine
Remi prese singolarmente ed in aggregato dato il periodo 01/08/2016 -
31/07/2017.
118 Tabelle e Grafici
1g 2g 3g 4g 5g 6g 7g
Condominio 2 MAE 1 8.959 8.958 8.974 9.015 9.069 9.078 9.120
MAPE 1 5.576 5.565 5.567 5.579 5.594 5.603 5.625
Tecnologico 1 MAE 1 0.145 0.145 0.150 0.150 0.155 0.160 0.170
MAPE 1 5.050 5.095 5.180 5.295 5.455 5.660 5.920
Tecnologico 2 MAE 1 22.97 22.90 22.88 22.82 22.91 23.13 23.66
MAPE 1 3.545 3.539 3.539 3.532 3.547 3.581 3.648
Tabella B.10: Previsioni out-of-sample con temperatura media prevista:
Indicatori sull’errore di previsione da uno a sette passi in avanti per
Condominio 2, Tecnologico 1 e Tecnologico 2, considerato Modello 1.
1g 2g 3g 4g 5g 6g 7g
Cabina Remi 1 MAE/MAERW 0.466 0.295 0.256 0.240 0.243 0.285 0.339
MAPE/MAPERW 0.433 0.272 0.239 0.224 0.229 0.287 0.391
Cabina Remi 2 MAE/MAERW 0.289 0.196 0.169 0.155 0.151 0.157 0.171
MAPE/MAPERW 0.304 0.210 0.186 0.180 0.192 0.222 0.265
Cabina Remi 3 MAE/MAERW 0.328 0.199 0.179 0.173 0.186 0.253 0.397
MAPE/MAPERW 0.242 0.127 0.111 0.108 0.121 0.203 0.440
Cabina Remi Totale MAE/MAERW 0.254 0.154 0.137 0.129 0.134 0.162 0.194
MAPE/MAPERW 0.241 0.142 0.127 0.122 0.132 0.176 0.247
Tabella B.11: Previsioni out-of-sample con variabili meteo note: Rappor-
to tra indicatori sull’errore di previsione da uno a sette passi in avanti
ottenuti con Modello 3 e con il previsore rw per le cabine Remi prese
singolarmente ed in aggregato dato il periodo di previsione.
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Figura B.6: Corrispettivo di sbilanciamento applicato tenute conto le
previsioni da 1 a 3 giorni ottenute con Modello 3 e Mt+h nota, considerati
i consumi delle tre cabine Remi, per il periodo 01/10/2016 - 31/07/2017.
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Figura B.7: Corrispettivo di sbilanciamento applicato tenute conto le
previsioni da 4 a 7 giorni ottenute con Modello 3 e Mt+h nota, considerati
i consumi delle tre cabine Remi, per il periodo 01/10/2016 - 31/07/2017.
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