Abstract. -We consider the Klein-Gordon equation (KG) on a Riemannian surface M
which is globally well-posed in the energy space. Viewed as a first order Hamiltonian system in the variables (u, v ≡ ∂tu), the associated flow lets invariant the two dimensional space of (u, v) independent of x. It turns out that in this invariant space, there is a homoclinic orbit to the origin, and a family of periodic solutions inside the loops of the homoclinic orbit. In this paper we study the stability of these periodic orbits under the (KG) flow, i.e. when turning on the nonlinear interaction with the non stationary modes. By a shadowing method, we prove that around the periodic orbits, solutions stay close to them during a time of order (ln η) 2 , where η is the distance between the periodic orbit considered and the homoclinic orbit.
Let us recall that there exists a Hilbert basis of L 2 (M ) composed with eigenfunctions (e n ) n≥0 of ∆. Moreover, there exists a sequence 0 = λ 0 < λ 1 ≤ · · · ≤ λ n ≤ . . . so that −∆e n = λ 2 n e n , n ≥ 0. We make following assumptions Assumption 1. -The parameter m satisfies 0 < m < λ 1 .
Assumption 2. -The manifold M and the integer p satisfy either:
• M is any compact manifold without boundary of dimension 1 or 2 and p ≥ 1
• M is any compact manifold without boundary of dimension 3 and p = 1.
Moreover, up to a rescaling, we can assume that Vol M = 1.
Let us recall the well posedness result proved in [3] Proposition 1.1 ([3] , Theorem 2.2). -Under Assumption (1), the equation (KG) is globally well posed in the energy space
Under Assumptions 1 and 2, the stationary solutions of (KG) (solutions which only depend on the space variable) are exactly the constants u = 0, u = m 1/p and u = −m 1/p . The origin is an equilibrium with an unstable direction. In fact, the eigenvalues of −∆−m 2 are the (λ 2 k −m 2 ) k∈N . Since 0 < m < λ 1 , the case k = 0 only, gives the hyperbolic directions, corresponding to the solution exp(mt) for t > 0 (resp. exp(−mt) for t < 0). It turns out that (KG) admits a homoclinic orbit to the origin which is independent of x. In the previous work [3] we have proved that (KG) admits a family of heteroclinic connections to the center manifold which are close to this homoclinic orbit. The expected picture is that we have a tube of heteroclinic connections surrounding the homoclinic orbit (but the statement in [3] is not so precise, only a large family of heteroclinic orbits is constructed).
As we pointed out in [3] , the dynamics around the elliptic points u = ±m 1/p can be partially described by the KAM theory or the Birkhoff normal form theory. The KAM theory gives the existence of a large family of finite dimensional invariant tori close to the equilibrium (see [7, 6, 5] or the book [5] ). The Birkhoff normal form approach gives the stability during polynomial times for any initial condition close to the equilibrium (see [1] ).
In this work our point of view is different: (KG) also admits large periodic orbits inside the loops of the homoclinic orbit (see Figure 1 ) and we are interested in the stability of these large periodic orbits. Observe that they are not close to the origin since they turn around u = m 1/p . By a shadowing method, we prove that around the periodic orbits, solutions stay close to them during a time of order (ln η) 2 , where η is the distance between the periodic orbit considered and the homoclinic orbit. Actually, thanks to an energy method, it is easy to get a control for times of order ln η, which is the typical timescale in the presence of a hyperbolic point. In our context, ln η is the timescale needed to achieve one loop, and our contribution consists in proving that we can follow the solution for ln η loops. The two main ingredients used in the proof are
• The Hamiltonian is negative on the trajectory, which implies a confinement of the solution;
• The trajectory is close to the homoclinic orbit, which gives the pattern of the solution.
Combining these two facts, we conclude with a bootstrap argument.
1.2. Hamiltonian structure of (KG). -As in [3] , we define the scalar product on L 2 (M ) by
f g, where Vol M denotes the volume of M , we assume that e n L 2 = 1 and we set e 0 = 1.
Denote by v = ∂ t u and introduce
Then, the system (KG) is equivalent to
We write
where
in such a way that to the continuous phase space X := H 1 × L 2 corresponds the discrete one h 1 × 2 . We endow this space with the natural norm and distance
In the coordinates (a n , b n ) n≥0 , the Hamiltonian in (1.1) reads
and the system (1.2) becomes
e n (x)dx, n ≥ 0.
1.3. Space-stationary solutions: homoclinic orbit and family of periodic orbits. -The space-stationary solutions of (KG) exactly correspond to the solutions of (1.4) satisfying a n = b n = 0 for n ≥ 1. In this case, the equation on (a 0 , b 0 ) reads
and this system possesses a homoclinic solution to 0, which we will denote in the sequel by h : t → (α(t), β(t)). We denote by K 0 ⊂ h 1 × 2 the curve which is described by a 0 (t) = h(t), b 0 (t) = h (t) and a n (t) = b n (t) = 0 for n ≥ 1 (see Figure 1 ). Indeed we can explicitly compute Figure 1 . Phase portrait for the space-stationary set a n = b n = 0 for n ≥ 1.
For η > 0 denote by K η the trajectory of (1.4) given by the initial conditions a 0 (0) = η, b 0 (0) = 0, a n (0) = b n (0) = 0 for n ≥ 1 (see Figure 1 ). This orbit remains in the plane {(a, b) ∈ h 1 × 2 | a n = b n = 0 for n ≥ 1} and is periodic with a period of order ln 1 η (see below the proof): most of that time is dedicated to cover the very principle and the very end of the loop, i.e. when (a 0 , b 0 ) is close to (η, 0).
Our main result states that for η small enough these periodic solutions are stable during a long time of order (ln η) 2 in the sense that if one starts η 3 -close to K η then one remains η 2 -close to K η during a time of order (ln η) 2 . More precisely Theorem 1.2. -Let M , p and m fixed and satisfying Assumptions 1 and 2. There exists η 0 > 0, 0 < c < 1 and C > 0 such that if 0 < η < η 0 and if the initial datum (a(0),
then the solution of (1.4) satisfies (i) There exists T η > 0 satisfying c ln
This result shows that a trajectory issued from a tube of thickness η 3 centered on K η describes in the mode 0 several loops around (m -Numerical simulations confirm this stability result and seem to show that it holds true for larger timescales. Moreover, it is likely that there exist initial conditions as in Theorem 1.2 and which satisfy (ii) for all times. Such a result is out of reach with our method and could possibly be attacked with a KAM method.
1.4.
On the linear case.-This stability problem is related to the more general question of existence of periodic or quasi-periodic solutions to (KG). This question is not evident even in the linear case. Actually, we can consider the linearized equation of (KG) around the periodic orbit K η as a first approximation to understand the possible dynamics: take a 0 (t) as a periodic solution of the system (1.5) inside the loops (see Figure 1 ) and search for w = k≥1 a k e k as a (small) solution of the following linear wave equation
where t → V (t) = (2p + 1)a 2p 0 (t) is a time depending potential. In the discrete variables, the equation (1.7) reads
The existence of small periodic (or quasi-periodic) solutions of (1.7) is related to the reducibility of this equation to the autonomous case and to the Floquet theory. In the case where V is a small potential the question can be considered with the help of the KAM theory (see [2] in the case of a linear Schrödinger equation on a torus or [4] in the case of a linear Schrödinger equation on the line with a harmonic potential). To the best of our knowledge there is no result in a case where the time depending linear perturbation is not small. With the same techniques, we can apply our result to the linear equation (1.5),(1.8), and this shows that there is at least some stability around the solutions K η .
Remark 1.4. -In our previous paper [3] , we also consider the linearised system (1.8) but in the case where t → a 0 (t) describes the homoclinic orbit, and in which case the linear flow is bounded. We refer to [3, Appendix] where we crucially use that
Notations. -In this paper c, C > 0 denote constants the value of which may change from line to line. These constants will always be universal, or depend on the fixed quantities m and p.
We denote by N the set of the non negative integers, and N * = N\{0}. We set
2. Proof of the main result 2.1. Notations and strategy of the proof.
a k e k we define
so that in particular, u reads u = a 0 e 0 + U . In the sequel we will use the following decomposition of the energy
Note that J ∼ U 2 X . In Subsection 2.4, we prove that J remains small. As a consequence r is also small since it is a quadratic quantity in U . Then, as long as J is small, the dynamics of the solution is governed by the space stationary dynamics (see Subsection 1.3) given by the Hamiltonian
Moreover, we introduce the notations q k for k ∈ N, defined by
so that the systems (1.4) read
We
• When M has dimension 3, for all 2 ≤ q ≤ 6
Proof.
-By Sobolev, in each of the previous cases, there exists C q > 0 so that for all
and the result follows.
Remark 2.3. -In the following, we prove in Lemma 2.6 a reciprocal result in the case J small.
On the one hand, since we have (η, 0)
On the other hand denoting byũ =
We now fix an initial condition satisfying dist X (a(0), b(0)), K η ≤ η 3 with 0 < η 1. In view of Lemma 2.2 we can choose η small enough in such a way that (2.10) H(a(0), b(0)) < 0.
By definition of K η we have a 0 (0) > 0 and without loss of generality we can also assume that b 0 (0) ≥ 0. 
Proof. -Assume that J ≤ η 5 . First we prove that a 0 cannot vanish: Indeed if it was the case, by (2.2) we would have H ≥ 0 which is in contradiction with (2.10). Next we prove that there exists C > 0 so that
Write the binomial expansion (2.13)
Apply Lemma 2.1 and use the Young inequality
to each term of the sum with ε > 0 small enough, and get
which together with (2.13) yields (2.12). Now, for η > 0 small enough, CJ p+1 ≤ J and by (2.2) and (2.12) we obtain (2.14)
from which we deduce that |b 0 | ≤ C 1 and 0 < a 0 ≤ C 1 for some constant C 1 depending on m. Furthermore, the bound (2.14) implies −m 2 a 2 0 /2 ≤ H ≤ − 1 4 m 2 η 2 which completes the proof. In the following we use the additional notations I andr:
So that H reads
Observe that as long as J ≤ Cη 5 , since a 0 is bounded (see (2.11)), there exists K 0 > 0 so that for all Proof. -We recall the definition (2.6) of the q k , and that then the equations on (a k , b k ) for k ≥ 1 readȧ
We have b 2 (N * ) ≤ CI 1/2 . Then by Parseval, (2.15) and the fact that |a 0 | ≤ C
where in the last line we used Lemma 2.1. Then (2.18) together with (2.17) gives the result.
More precisely,
Proof. -From the expression (2.2) of the energy, the assumption reads
On the one hand, observe that if J ≤ η 3 , then r ≤ cη 3 : the proof is similar to the one of (2.18). On the other hand,
Since a 0 ≥ η, thus |f (a 0 )| ≥ c 0 η and we can apply the mean value theorem to get
• In the region a 0 ∈ [δ, δ ], we define g(b 0 ) = b 2 0 . Then we have |g (b 0 )| ≥ c and we can perform a similar argument to get |b 0 − b 0 | ≤ Cη 3 .
2.4. First loop : proof of Theorem 1.2 (i). -This part is devoted to the proof of (i) of Theorem 1.2. More precisely, we prove a stronger version of it in Lemma 2.10, which will then be useful to prove (ii) of the theorem (in the next part).
Recall that in all this section we have fixed an initial condition such that
and 0 < η 1 such that (2.10) is satisfied.
Lemma 2.7.
-There exists K > 1 independent of η > 0 such that: as long as b 0 (t) ≥ 0 and
Proof. -We prove it by a bootstrap argument. As long as J(t) ≤ η 5 and b 0 (t) ≥ 0, the estimate (2.16) holds true and by Gronwall we get
Recall that by (2.11), a 0 is bounded as long as J(t) ≤ η 5 , and that I(0) ≤ K 0 η 6 by (2.21) (recall the definition of K 0 in (2.15)). Therefore, under the assumptions that b 0 (t) ≥ 0 and |t| ≤ η −2 we get that as long as J(t) ≤ η 5 , we have J(t) ≤ K 1 I(0), which gives the result for η sufficiently small, since
Lemma 2.8. -Let α 0 be a real with 0 < α 0 ≤ δ. We suppose that the initial conditions (a(0), b(0)) satisfy 0 < a 0 (0) < α 0 and b 0 (0) ≥ 0. Then there exist times τ (α 0 ) and τ η such that
Moreover, we have the estimates
Proof. -• Firstly, we can go back to the particular case b 0 (0) = 0 : for that, we prove that there exists a time t ∈]0, η −2 [ such that b 0 (−t) = 0. We proceed by contradiction : suppose that b 0 (−t) > 0 for all t ∈ [0,
]. We know from Lemma 2.7, that for all those t, J(−t) ≤ η 5 . Thus q 0 (−t) ≤ Cη 5 , and by (2.11), we have that a 0 (−t) > η/2. Hence,
Then for all t in [0,
• So for all initial conditions satisfying the assumption of the lemma, there exists a negative time −t such that b 0 (−t) = 0 and J(−t) ≤ η 5 .
In the following we only consider the case a 0 (0) = η and b 0 (0) = 0.
Observe that the upper bound we will get for τ η in this case will be an upper bound in the general case.
• Let ϕ be the function defined by
From the preservation of energy, see (2.2) and (2.9), we get that ϕ satisfies
Given that b 0 (0) = 0 andḃ 0 (0) > 0 for η sufficiently small, b 0 (t) > 0 for some times, and as long as
In particular, as long as b 0 (t) > 0, by integration and the change of variables α = a 0 (t) we obtain
.
• Let us prove that, as long as
Since J ≤ η 5 and by (2.15) together with (2.18), we have |ϕ(t)| ≤ C. Then, since b 0 (0) = 0 anḋ a 0 (0) = b 0 (0) = 0, from (2.22) we infer thatφ(0) = 0. To obtain (2.25), it is therefore enough to prove that |φ| ≤ C. This is done by computingJ andr with the relations (2.8), and with Cauchy-Schwarz we can check that |J| ≤ Cη 5 and |r| ≤ Cη 5 .
• We now show that there exist c, C > 0 so that as long J(t) ≤ η 5 , a 0 (t) ≤ δ and b 0 (t) ≥ 0,
Observe that for all η ≤ α ≤ δ,
holds, and recall that δ < m 1 p . It is then enough to show that η 5 ϕ(t) is a negligible amount when η small. Recall the form (2.7) of the system :
On one hand, with the same calculations as in the proof of Lemma 2.5, we obtain that as long as J(t) ≤ η 5 , we have |q 0 (t)| ≤ η 5 . On the other hand, by a study of the variations of f , we get that for η ≤ α ≤ δ, if η small enough then f (α) ≤ −cη. We deduce that as long as J(t) ≤ η 5 and a 0 ≤ δ, we haveä 0 ≥ cη and by Taylor, |a 0 (t) − a 0 (0)| ≥ cηt 2 . This in turn implies that when moreover a
holds. Then by (2.25), we get that
which proves (2.26).
• Firstly, from (2.26) with (2.23), we get that as long as J(t) ≤ η 5 and a 0 (t) ≤ δ 2 , we have b 0 (t) > 0. Secondly, with (2.26) together with (2.24), we can compute an estimate of t in term of a 0 (t). We will see then that a 0 (t := τ η ) = δ holds for a time τ η smaller than η −2 , so that by Lemma 2.7 we are still in the regime J(t) ≤ η 5 . Precisely, observe that In the proof we consider the case a 0 (0) < δ. To prove the lemma, we proceed in two steps, here is a summary of them : Step (i). From Lemma 2.8 we know that a 0 (τ η ) = δ. We then obtain that b 0 (τ η ), b 0 (τ η ) ≥ c 0 > 0 (c 0 depends only on δ which is fixed). In particular, b 0 (t) ≥ b 0 (τ η ) for small times t ≥ τ η . Let us prove
