Formal results for precedence constrained, real-time scheduling of unit time tasks are extended to arbitrary timed tasks with preemption. An exact characterisation of the EDF-like schedulers that can be used to transparently enforce precedence constraints among tasks is shown. These extended results are then integrated with a well-known protocol that handles real-time scheduling of tasks with shared resources, but does not consider precedence constraints. This results in schedulability formulas for task sets which allow preemption, shared This paper has been submitted as a concise paper.
constraints would be valuable.
Vice versa, several papers dealing with precedence constraints, but not with shared resources have appeared. Blazewicz 2] shows the optimality of a preemptive earliest deadline rst (EDF) scheduler assuming the release times and the deadlines are modi ed according to the partial order among the tasks. The same technique is used by Garey et al. 6 ] to optimally schedule unit-time tasks. In 4], Chetto et al. show su cient conditions for the EDF schedulability of a set of tasks, assuming the release times and the deadlines are modi ed as above.
Our main contributions are: an exact characterisation of EDF-like schedulers that can be used to correctly schedule precedence constrained tasks, and showing how preemptive algorithms, even those that deal with shared resources, can be easily extended to deal with precedence constraints, too. We do this by inventing the notion of quasi{normality, which is an extension to 6]. Furthermore, while the formal results are general, we also present a straightforward application of these results to the Priority Ceiling Protocol (PCP) and the Stack Resource Policy (SRP), developing schedulability formulas that are valid when the SRP is extended to handle both shared resources and precedence constraints.
The paper is organized as follows. In section 2, a brief description of the PCP and the SRP protocols is given. In section 3, the general results on precedence constrained tasks scheduling are presented. In section 4, as an example, we apply the general results to the PCP and the SRP. Finally, in section 5, we conclude with a brief summary.
Protocols Handling Shared Resources
In 13], Sha et al. introduce the Priority Ceiling Protocol (PCP), an allocation policy for shared resources which works with a Rate Monotonic scheduler 11]. Chen and Lin 3] extend the utilization of the protocol to an EDF (earliest deadline rst) scheduler.
The main goal of these protocols, as other similar protocols, is to bound the usually uncontrolled priority inversion, a situation in which a higher priority task is blocked by lower priority tasks for an inde nite period of time (a block can occur if a task tries to enter a critical section already locked by some other task). Finding a bound to priority inversion allows us to evaluate the worst case blocking times eventually experienced by the tasks, so that they can be accounted for in the schedulability guaranteeing formulas. In other words, this means we can evaluate the worst case loss of performance due to blocking.
The key idea behind the PCP is to prevent multiple priority inversions by means of early blocking of tasks that could cause priority inversion, and to minimize as much as possible the length of the same priority inversion by allowing a temporary rise of the priority of the blocking task. Following the description given in 3], the PCP has two parts which de ne the priority ceiling of a semaphore and the handling of lock requests:
\Ceiling Protocol. At any time, the priority ceiling of a semaphore S, c(S), is equal to the original priority of the highest priority task that currently locks or will lock the semaphore. Locking Protocol. A task T j requesting to lock a semaphore S can get the lock only if pr j > c(S H ), where pr j is the priority of T j and S H is the semaphore with the highest priority ceiling among the semaphores currently locked by tasks other than T j . Otherwise, T j waits and the task T l which has the lock on S H inherits the priority of T j until it unlocks S H ."
Furthermore, assuming an EDF priority assignment, a task receives a higher priority, the earlier is its deadline. Note that a task can be blocked even if the critical section it requests is free, when there are other critical sections already locked. This is necessary to prevent a high priority task from being blocked two or more times if it wants to enter several critical sections.
The protocol has been shown to have the following properties:
A task can be blocked at most once before it enters its rst critical section. The PCP prevents the occurrence of deadlocks.
Of course, the former property is used to evaluate the worst case blocking times of the tasks. In particular, the schedulability formula of Liu and Layland 11] has been extended by Chen and Lin 3] to obtain the following condition.
Theorem 2.1 A set of n periodic tasks can be scheduled by EDF using the dynamic priority ceiling protocol if the following condition is satis ed:
where c i is the worst case execution time, b i is the worst case blocking length and p i is the period of the task T i . 2
Baker 1] describes a similar protocol, the Stack Resource Policy (SRP), that handles a more general situation in which multiunit resources, both static and dynamic priority schemes, and sharing of runtime stacks are all allowed. The protocol relies on the following two conditions: (2.1) \To prevent deadlocks, a task should not be permitted to start until the resources currently available are su cient to meet its maximum requirements. (2.2) To prevent multiple priority inversion, a task should not be permitted to start until the resources currently available are su cient to meet the maximum requirement of any single task that might preempt it." The key idea is that when a task needs a resource which is not available, it is blocked at the time it attempts to preempt, rather than later, when it actually may need the shared resource. The main advantages of this earlier blocking are to save unnecessary context switches and the possibility of a simple and e cient implementation of the SRP by means of a stack.
The SRP has been shown to have properties similar to those of the PCP. Furthermore, assuming n tasks ordered by increasing relative deadlines, Baker 1] develops a tighter formula for a su cient schedulability condition (a task, periodic or sporadic, has a relative deadline d if whenever it is released at time t it must be completed before time t + d; of course, it must be d p). 
In the rest of this paper we will assume an implementation of the SRP in which priorities are assigned to tasks using an EDF rule.
Basis For Precedence Constraints { QuasiNormality
A nice analytical result concerning the integration of precedence constraints and real-time scheduling can be found in 6]. In this paper, Garey et al. describe a scheduling algorithm for unit-time tasks with arbitrary release times and deadlines, and precedence constraints using the concept of normality. Here, we extend their idea to more general dynamic systems using preemptive EDF schedulers without unit time constraints.
De nition 3.1 Given a partial order on the tasks, we say the release times and the deadlines are consistent with the partial order if
Note that the idea behind the consistency with a partial order is to enforce a precedence constraint by using an earlier deadline.
The following de nition formalizes the concept of a preemptive EDF schedule.
De nition 3.2 Given any schedule of a task set, we say it is normal (with respect to EDF) if for all portions i and j of two tasks T i and T j , respectively,
where s is the start time of the portion . What this de nition says is that at any time among all those tasks eligible to execute (a task T i is eligible for execution only if the current time t is greater than or equal to the release time r i ), we always schedule the task with the earliest deadline.
In 6] Garey et al. show that we can use the consistency of release times and deadlines to integrate precedence constraints into our task model; just use an algorithm that produces normal schedules. This result is proven only for unit-time tasks. We now extend their result to tasks of arbitrary length and running on a preemptive system. Lemma 3.1 If the release times and deadlines are consistent with a partial order, then any normal schedule that satis es the release times and deadlines must also obey the partial order.
Proof. Consider any normal one-processor schedule and suppose that T i T j but that s j < f i , where f i is the completion time of T i . The last expression implies that there are two portions j and i of T j and T i , respectively, such that s j < s i . Since the schedule is normal, this means that d j d i or r i > s j (recall that for the feasibility assumption we have s j s j r j ). However, by the consistency assumption, we have r i r j and d i < d j ; hence, in both cases we have a contradiction. 2
Now the question is whether we can extend this result in order to handle the more general situation in which we have shared resources among tasks, too. Unfortunately, a direct generalization to an EDF-like scheduling algorithm, using some protocol like PCP or SRP, does not hold. In fact, in both cases, the produced schedules are not necessarily normal (see Figure 1 for an example). The motivation is very simple: even if bounded, all these protocols allow priority inversion; that is, during the evolution of the system, there may be a lower priority task blocking another higher priority one. In this case, the condition for the schedule to be normal is violated.
Hence, our conclusion is that as long as shared resources are used, the normality must be weakened in some way. That is, we want a less restricting policy, with respect to scheduling decisions, but that still preserves the property of normality shown in Lemma 3.1.
De nition 3.3 Given any schedule of a task set, we say it is quasi{normal (with respect to EDF) if for all portions i and j of two tasks T i and T j , respectively, r i r j and s j < s i ) d j d i .
In other words, the de nition establishes that in a quasi{normal schedule the decision of preempting a task is left to the scheduler (recall that in a normal schedule whenever there is an eligible task with an earlier deadline you are forced to preempt). However, if the scheduler chooses to preempt a task T i and assigns the processor to a task T j , the deadline of T j must be earlier than the deadline of T i (without loss of generality, we can assume that tasks with equal deadlines are scheduled in FIFO order). So with quasi{normality, we give more freedom to the scheduler (so that it can obey shared resource requirements) and we obtain a bit weaker condition, as established by the following lemma. Note that the opposite is not true (see again gure 1 for an example of a quasi{normal but not normal schedule). At this point, we are able to generalize the result of Lemma 3.1.
Theorem 3.1 Given a set of tasks with release times and deadlines consistent with a partial order , any feasible schedule (i.e., that satis es both the release times and the deadlines) obeys the partial order if and only if is quasi{normal.
Proof. \If". Consider any quasi{normal schedule and suppose that T i T j , but s j < f i , where s j is the start time of T j . By the consistency assumption we have r i r j and d i < d j . Being that the schedule is quasi{normal, we have also d j d i , a contradiction.
\Only if". Suppose now that the schedule obeys the partial order and that there are two portions i and j of the tasks T i and T j , respectively, with r i r j , whose start times are s j < s i . If the condition of quasi{ normality is violated, we have d j > d i . This means that the release times and the deadlines of T i and T j are consistent with a partial order in which T i precedes T j . Hence, even if does not contain the relation T i T j , we can force it without changing the problem. But this is a contradiction to the fact that a portion of T j precedes a portion of T i in the given schedule. 2 
Integration of Shared Resources and Precedence
In this section we show how the PCP and the SRP can be used with an extended task model, in which precedence constraints between tasks can be speci ed, as well as shared resources. We start by showing that quasi{ normality is the essential property of a certain EDF schedulers class. This, together with the results shown in the previous section, gives us an analytical basis for our extended protocol.
Theorem 4.1 Any schedule produced by a policy or protocol that uses an EDF priority assignment is quasi{normal if and only if at any time t the executing task is in the set S t = fT j : r j t and pr j pr i 8T i with r i r j g, where pr j is the priority of task T j .
Proof. \If". Consider two tasks T i and T j , with r i r j and s j < s i . At time t = s j , by assumption pr j pr i , i.e., d j d i . Hence, the schedule is quasi{normal.
\Only if". At any time t consider the executing task T j . Let R t be the set of all tasks with release time less than or equal to r j , i.e., for any task T i 2 R t we have r i r j . Being T i still present in the system, at least a portion i will be executed later than the portion j of T j currently executing, that is, s j < s i . For the quasi{normality of the schedule we have d j d i . Hence, T j is in S t .
2
Note that in case of priority inversion, the condition for the schedule to be quasi{normal is not violated since the blocking task, even if it does not have the highest priority in the system, is in S t . Furthermore, whenever a task has entered S t , it does not leave the set until it completes its execution. This lets us to prove the condition of Theorem 4.1 only testing it at the beginning of each task execution.
Theorem 4.1 states a general result that together with Theorem 3.1 lets us always model precedence constraints among tasks by just enforcing consistency with respect to De nition 3.1, even in complex systems with shared resources. In what follows, we show how these considerations can be applied to a couple of well-known protocols, like the PCP and the SRP (note that the results will not change even considering a simpler protocol as the Priority Inheritance Protocol 13]). Proof. It is su cient to prove that at any time the executing task is in S t and then applying Theorem 4.1 we have the result. The condition is always true whenever a task begins its execution because, at this time, the task has the highest priority in the system (each task executes at a priority di erent from its original one only if it is blocking a higher priority task, but this cannot occur at the beginning of its execution). From that instant on, the task will always be in S t , until it completes its execution. 2.1 and 2.2 are veri ed. Hence, the condition above is always true whenever a task begins its execution. The same task will leave the set S t only at the end of its computation.
Note that even in this case, we have a form of priority inheritance; that is, \an executing task holding a resource resists preemption as though it inherits the priority of any task that might need that resource" 1].
Finally, we show that consistency can be used with the PCP or the SRP and an EDF priority assignment to enforce precedence constraints. 2 Corollary 4.3 allows us to extend our programming model with a partial order among tasks, we only need to use a consistent assignment for release times and deadlines.
We now assume that our system is a uniprocessor and allows preemption. Priorities are assigned to tasks according to the EDF algorithm and accesses to shared resources are controlled by the SRP (the same extended model with a slightly di erent analysis can be used with the PCP). The activities of the system are modelled by means of processes. We de ne a process P i (periodic or sporadic) as a 6-uple (T i ; G i ; P i ; D i ; C i ; i ), where:
T i is a set of tasks that form the process, G i is a directed acyclic graph that models a partial order among tasks in T i (there is an arc from node j to node k if and only if T j T k ), P i is the period of the process (if the process is sporadic, it is the minimum interval of time between two successive execution requests of the same process), D i is the relative deadline of the process, C i is its worst case computation time, that is, C i = P T j 2T i c j , and i is a function that represents the maximum shared resource requirements of each task in T i .
Furthermore, we assume the processes arrive dynamically in the system and are dynamically scheduled.
In order to make use of the previous results, we have to enforce the consistency of the release times and the deadlines with the partial order. We can use a technique similar to those which have already appeared in several papers 2, 6, 12, 4] . Two di erent assignments of deadlines to tasks are proposed in this paper. They both guarantee consistency with the given partial order, but they have a di erent impact in terms of schedulability analysis. In the rst solution, we start by assigning o -line to each task of the process P i a relative deadline equal to D i , that is, d j D i 8T j 2 T i and then we modify the deadlines by processing the tasks in reverse topological order:
where c k is the worst case computation time of the task T k . Note that this can be done in O ( P n i=1 m i + n i ), where m i is the number of arcs in G i , n i is the number of tasks in T i and n is the number of processes in the system. Then at run-time, whenever a request of execution for the process P i arrives at time t, we only have to assign r j t; d j t + d j 8T j 2 T i ; where d j is the absolute deadline of task T j . Now, considering that each task T j can be blocked if it makes use of shared resources, we have to estimate, as usual, the value b j of its worst case blocking time. Hence, assuming we have ordered all the tasks in the system by increasing relative deadlines, we can use the formula proposed by Baker 1] to check the schedulability of the whole set:
where N = P n i=1 j T i j. Note that in this approach, the schedulability check is performed on a task basis using the modi ed deadlines without considering the process as a whole. If the schedulability test is positive, the formula works correctly. However, if the test is negative, it is pessimistic because of the following anomaly. When modifying deadlines of tasks on a per process basis, it is possible that tasks from di erent processes are interleaved. This means that a task from a process with a late deadline might execute before tasks from a process with an earlier deadline, possibly causing unnecessary missed deadlines. We can get a tighter set of conditions using an alternative deadline assignment. We always start by assigning to each task of the process P i a relative deadline equal to D i . We then modify these deadlines according to the following argument: make the tasks within a process consistent with the given partial order, and ensure that deadlines of tasks pertaining to di erent processes are not interleaved. In e ect, this approach uses EDF scheduling for the process as a whole, and uses modi ed deadlines to ensure the partial order among the tasks of the process itself. This can be easily implemented as follows. We can avoid the mentioned interleaving, assuming that the original deadlines are expressed in terms of integer numbers. Then, it is quite simple to nd for each process P i a su ciently small positive number i < 1 such that, modifying the deadlines by processing the tasks in reverse topological order as follows d j min(fd j g fd k ? i : T j G i T k g);
The smallest deadline of any task of this process is greater than D i ? 1; and even with equal deadlines between two or more processes, there will not be interleaving between the deadlines of their tasks. Now, during the estimation of the blocking times and the evaluation of the schedulability of the system, we can consider each process as a whole.
That is, the blocking time of a process P i is at most B i = max 
This formula is very similar to that proposed by Baker 1] in his schedulability analysis of the SRP. However, this one is tighter and accounts for groups of tasks with precedence constraints. Note that even though processes consist of sets of tasks with precedence constraints, the internal details of a process are kept hidden in the schedulability conditions (1).
Conclusions
Previous results such as the PCP and SRP protocols have been very useful for real-time systems. However, their use has been limited to situations without precedence constraints. Similarly, formal results existed for showing how to modify deadlines in a consistent manner so that a run time algorithm, such as earliest deadline scheduling, could be used without violating the precedence constraints.
In this paper, we have extended these formal results to more general dynamic systems, in which more freedom is left to the scheduler, allowing, for instance, priority inversion. As an application of these results, we have shown how to simply extend the task model used by the SRP protocol. This produces valuable results in that analytical formulas for the schedulability of task sets subject to preemption, shared resources and precedence constraints are obtained, and an algorithm that can be applied in more real-time system situations than previously is developed.
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