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Abstract
Variational Auto-Encoders (VAEs) have been widely applied for learning compact
low-dimensional latent representations for high-dimensional data. When the corre-
lation structure among data points is available, previous work proposed Correlated
Variational Auto-Encoders (CVAEs) which employ a structured mixture model as
prior and a structured variational posterior for each mixture component to enforce
the learned latent representations to follow the same correlation structure. How-
ever, as we demonstrate in this paper, such a choice can not guarantee that CVAEs
can capture all of the correlations. Furthermore, it prevents us from obtaining a
tractable joint and marginal variational distribution. To address these issues, we
propose Adaptive Correlated Variational Auto-Encoders (ACVAEs), which apply an
adaptive prior distribution that can be adjusted during training, and learn a tractable
joint distribution via a saddle-point optimization procedure. Its tractable form also
enables further refinement with belief propagation. Experimental results on two
real datasets show that ACVAEs outperform other benchmarks significantly.
1 Introduction
Variational Auto-Encoders (VAEs) [13, 22] are a family of deep generative models that learn latent
embeddings for data. By applying variational inference on the latent variables, VAEs learn a stochastic
mapping from high-dimensional data to low-dimensional representations, which can be used for
many downstream tasks, including classification, regression, and clustering.
VAEs assume the data points are i.i.d. generated and treat the model and posterior approximations as
factorized over data points. However, if we know a priori that there is structured correlation between
the data points, e.g., for graph-structured datasets [23, 3, 8, 26], correlated variational approximations
can help. Tang et al. [26] proposed Correlated Variational Auto-Encoders (CVAEs), which take this
kind of correlation structure as auxiliary information to guide the variational approximations for
the latent embeddings by taking a prior as a uniform mixture of tractable distributions on maximal
acyclic subgraphs of the given undirected correlation graph.
However, there are several limitations that potentially prevent CVAEs from learning better correlated
latent embeddings. First, it is possible that some of the maximal acyclic subgraphs of the given graph
can, by themselves, well-capture the correlation between the data points while others may poorly
capture the correlation. As a result, taking a uniform average may yield a sub-optimal result. Second,
while the prior CVAEs is over multiple subgraphs, each subgraph has a unique joint variational
distribution, and there is no single global joint variational distribution over the latent variables. In
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addition, CVAEs require a pre-processing step that takes an amount of time cubic in the number of
vertices, which limits its applicability to smaller datasets.
To address these issues, we propose Adaptive Correlated Variational Auto-Encoders (ACVAEs), which
chooses a non-uniform average over tractable distributions on the maximal acyclic subgraphs as a prior.
This prior is adaptive, and will be adjusted during optimization. We apply a saddle-point optimization
procedure that maximizes the objective with respect to the model and variational parameters and
minimizes the objective with respect to the prior structure for more robust inference. The non-uniform
average converges to a tractable prior on a single graph, which ensures that we obtain a holistic
tractable joint variational distribution. With this variational distribution, we obtain more accurate
marginal evaluation using exact inference algorithms (e.g., belief propagation). Moreover, Adaptive
Correlated Variational Auto-Encoders do not require the cubic time pre-processing step embedded in
CVAEs.
We demonstrate the superior empirical performance of Adaptive Correlated Variational Auto-Encoders
for link prediction on various real datasets.
2 VAEs with correlations
In this section, we provide a brief overview of Variational Auto-Encoders (VAEs) [13, 22] as well as
Correlated Variational Auto-Encoders (CVAEs) [26] which take the correlation structure among data
points into consideration.
2.1 Variational Auto-Encoders
We use a latent variable model to fit data x = {x1, . . . ,xn} ⊂ RD. The model assumes that there ex-
ist low-dimensional latent embeddings for each data point z = {z1, . . . ,zn} ⊂ Rd (d D), which
come from a prior distribution p0(·), and xi’s are drawn conditionally independently given zi. Denote
the model parameters as θ. The likelihood of this model is pθ(x) =
n∏
i=1
∫
p0(zi)pθ(xi|zi)dzi.
To simultaneously learn the model parameter θ as well as a mapping from the observed data x to the
latent embeddings z, Variational Auto-Encoders (VAEs) [13, 22] apply a data-dependent variational
approximation qλ(z|x) =
n∏
i=1
qλ(zi|xi), where λ denotes the variational parameters, and maximize
the evidence lower-bound (ELBO) on the log-likelihood of the data, log pθ(x):
L(λ,θ) = Eqλ(z|x) [log pθ(x|z)]− KL(qλ(z|x)||p0(z)). (1)
2.2 Correlated Variational Auto-Encoders
Standard VAEs are capable of learning compact low-dimensional embeddings for high-dimensional
data. However, due to the i.i.d. assumption, they fail to account for the correlations between data
points when a priori we know correlations exist. Correlated Variational Auto-Encoders (CVAEs) [26]
mitigate the issue by employing a structured prior as well as a structured variational posterior to take
advantage of the structured correlation information.
Formally, assume we are given an undirected correlation graph G = (V,E), where (vi, vj) ∈ E
represents that the data points xi and xj are correlated, CVAEs apply a correlated prior pcorr0 (z) on the
latent variables zi’s which satisfies
pcorr0 (zi) = p0(zi) for all vi ∈ V, pcorr0 (zi, zj) = p0(zi, zj) if (vi, vj) ∈ E. (2)
Here p0(·) and p0(·, ·) are parameter-free functions that capture the singleton and pairwise marginal
distributions of the latent variables. For example, we can set p0(·) to be the density of a standard
multivariate normal distribution and p0(·, ·) to be a multivariate normal density that has high values if
the two inputs are close to each other. With such a prior, we again assume xi’s are drawn conditionally
independently given zi. When G is acyclic, such a prior pcorr0 (z) does exist [28]:
pcorr0 (z) =
n∏
i=1
p0(zi)
∏
(vi,vj)∈E
p0(zi, zj)
p0(zi)p0(zj)
. (3)
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However, when G is not acyclic, Eq. 3 is not necessarily a valid probability density function. To deal
with this issue, CVAEs propose constructing a prior that is a mixture over the set AG of all of G’s
maximal acyclic subgraphs, which are defined as follows:
Definition 1 (Maximal acyclic subgraph). For an undirected graph G = (V,E), an acyclic subgraph
G′ = (V ′, E′) is a maximal acyclic subgraph of G if:
• V ′ = V , i.e., G′ contains all vertices of G.
• Adding any edge from E/E′ to E′ will create a cycle in G′.
Each of the maximal acyclic subgraphs G′ ∈ AG can partially approximates the correlation structure
in G, and CVAEs set the prior pcorrg0 (z) to be the uniform average over all of these tractable densities:
p
corrg
0 (z) =
1
|AG|
∑
G′=(V,E′)∈AG
pG
′
0 (z), (4)
where pG
′
0 (z) =
n∏
i=1
p0(zi)
∏
(vi,vj)∈E′
p0(zi,zj)
p0(zi)p0(zj)
is a prior on a maximal acyclic subgraph G′ =
(V,E′) with the same form as in Eq. 3. For each G′ ∈ AG, we can similarly define a structured
variational approximation qG
′
λ (z|x) following the form of Eq. 3 (see appendix for details) . With this
structured prior as well as variational posterior, CVAEs optimize a different form of ELBO:
log pθ(x) = logEpcorrg0 (z)[pθ(x|z)] ≥
1
|AG|
∑
G′∈AG
EpG′0 (z)[log pθ(x|z)]
≥ 1|AG|
∑
G′∈AG
(
EqG′λ (z|x)[log pθ(x|z)]− KL(q
G′
λ (z|x)||pG
′
0 (z))
)
. (5)
Even though empirically Tang et al. [26] show that CVAEs are capable of capitalizing on the correlation
structure as auxiliary information when learning latent embeddings, there are a few limitations to
this approach. First of all, the ELBO in Eq. 5 is defined as a uniform average over individual
ELBOs for all of the maximal acyclic subgraph G′ ∈ AG, and each G′ posits a different variational
approximation qG
′
λ (z|x). As a result, we can not obtain a holistic variational distribution qλ(z|x)
as the approximation to the posterior distribution p(z|x). Moreover, not every maximal acyclic
subgraph is capable of capturing the correlation well, hence taking a uniform average over all of them
can be sub-optimal. Last but not least, from a computational standpoint, to mitigate the intractable
average over AG which can contain exponentially many elements, the algorithm proposed in Tang
et al. [26] requires a O(|V |3) pre-processing step. This prevents the algorithm from being applied to
large-scale datasets. In the next section, we will propose fixes to all of these limitations.
3 Adaptive Correlated VAEs
3.1 A non-uniform mixture prior
As motivated in Section 2.2, rather than using a uniform average, we instead employ a categorical
distribution pi ∈ 4|AG|−1 representing the normalized weights over all maximal acyclic subgraphs
G′ ∈ AG of G. Recall the ELBO in Eq. 5, we can replace the uniform average in the prior pcorrg0 (z)
in Eq. 4 with the non-uniform distribution pi, which gives us the following ELBO:
EG′∼pi
[
EqG′λ (z|x)[log pθ(x|z)]− KL(q
G′
λ (z|x)||pG
′
0 (z))
]
≤ EG′∼pi
[
EpG′0 (z)[log pθ(x|z)]
]
:= Eppi0 (z)[log pθ(x|z)] ≤ log ppi,θ(x).
(6)
Here we define the non-uniform prior ppi0 (z) = EG′∼pi[pG
′
0 (z)]. From the above inequality we
can see that, using the non-uniform prior ppi0 , we are still able to obtain a lower bound of the log-
likelihood log ppi,θ(x), which is now also parametrized by the weight parameter pi. If we optimize
this categorical distribution pi together with all the other parameters, the above loss function implies
that we are optimizing with an adaptive prior. Hence, we call the above model Adaptive Correlated
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Variational Auto-Encoders (ACVAEs). If we replace pi with a uniform distribution over all subgraphs
in AG, we recover CVAEs.
Plugging qG
′
λ (z|x) and pG
′
0 (z) from Section 2.2 into Eq. 6, yields the following ELBO for ACVAEs:
LACVAE(pi,λ,θ) :=
n∑
i=1
(
Eqλ(zi|xi) [log pθ(xi|zi)]− KL(qλ(zi|xi)||p0(zi))
)
−
∑
(vi,vj)∈E
wMASG,pi,(vi,vj)
·
(
KL(qλ(zi, zj |xi,xj)||p0(zi, zj))− KL(qλ(zi|xi)||p0(zi))− KL(qλ(zj |xj)||p0(zj))
)
.
(7)
Similar to CVAEs, we have edge weightswMASG,pi,(vi,vj) representing the expected appearance probability
for edge (vi, vj) over the set of maximal acyclic subgraphs AG given the distribution pi. In the
following definition, we abusively write pi(G′) as the probability of G′ being sampled from AG.
Definition 2 (Non-uniform maximal acyclic subgraph edge weight). For an undirected graph G =
(V,E), an edge e ∈ E and a distribution pi on the set AG of maximal acyclic subgraphs of G,
define wMASG,pi,e to be the expected appearance probability of the edge e in a random maximal acyclic
subgraph G′ = (V,E′) ∼ pi, i.e., wMASG,pi,e :=
∑
G′∈AG,e∈E′
pi(G′).
3.2 A minimax objective
With the loss function in Eq. 7, an intuitive direction would be to perform empirical Bayes [7] and
directly maximize LACVAE(pi,λ,θ) with respect to all the parameters pi, λ and θ. An important
observation is that for fixed λ and θ, the loss function LACVAE is linear w.r.t. the weight parameter
pi. Therefore, if optima for LACVAE(pi,λ,θ) exist, then at least one optimum will have a pi∗ which
puts all of its probability mass on a single subgraph G′∗. This optimum drastically simplifies the
structured prior ppi0 . However, empirically we observe that it often fails to generalize the learned
correlations well.
On the other hand, we can achieve more robust inference by considering a minimax saddle-point
optimization:
max
λ,θ
min
pi
LACVAE(pi,λ,θ). (8)
As the optimization objective indicates, we are optimizing the ELBO under the prior that produces
the lowest lower bound. The intuition is that if we can even optimize the worst lower bound well, the
variational distribution and the model distribution we learn would be robust and generalize better.
This is similar to the least favorable prior, under which a Bayes estimator can achieve minimax risk
[14]. In Section 5, we show the effectiveness of this saddle-point optimization, compared to the
empirical Bayes procedure.
Proposition 1 (Optimum for pi). If the saddle-point optimization in Eq. 8 has global optima, then
at least one optimum (pi∗,λ∗,θ∗) will have a pi∗ that places all of its probability mass on a single
maximal acyclic subgraph G′∗ ∈ AG.
By this proposition, we know that the optimization in Eq. 8 will return us a single subgraph G′∗,
similar to empirical Bayes. At this optimum, the loss function becomes the ELBO on a single acyclic
subgraph G′∗, with qG
′∗
λ∗ (z|x) as the variational distribution. Therefore, we have a holistic variational
approximation, overcoming one of the limitations of CVAEs. We will show in Section 3.4 that we can
further refine the variational approximation by making use of the single-acyclic-subgraph structure
for qG
′∗
λ∗ (z|x).
3.3 Learning with alternating updates
Direct optimization of the saddle-point problem is non-trivial. Following similar saddle-point
optimization for a spanning tree structured upper bound for the log-partition function of undirected
graphical models [29, 30], we perform an alternating optimization on the parameters λ, θ and pi.
Details are shown in Algorithm 1.
Updates for pi When the variational parameter λ and the model parameter θ are fixed, the loss
function LACVAE(pi,λ,θ) is linear in pi. However, we cannot directly optimize over pi ∈ 4|AG|−1, as
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Algorithm 1 ACVAEs learning
Input: data x1, . . . ,xn ∈ RD, undirected graph G = (V = {v1, . . . , vn}, E), parameter γ > 0.
Initialize the parameters λ, θ. Initialize the weights wMAS
t+1
G,pi,e for each e ∈ E.
while not converged do
Optimize the parameters (λ,θ) using the gradients∇λ,θLACVAE(pi,λ,θ).
Compute the mass m(vi,vj) for each edge e ∈ E with Eq. 9.
Compute a minimum spanning tree of the graph with the masses m(vi,vj)’s as the edge weights
and update the weights wMASG,pi,e for each e ∈ E according to Eq. 10.
end while
Return: The parameters λ, θ, the weights wMASG,pi,e for each e ∈ E.
it may contain exponentially many dimensions. We can instead update the edge weights wMASG,pi,(vi,vj)
as the loss function is also linear in the edge weights.
By definition, we know that each maximal acyclic subgraph G′ of G is a forest, consisting of
one spanning tree for each connected component of G. Therefore, the domain for the edge weights⋃
e∈E
{wMASG,pi,e} is the projection of the Cartesian product of the spanning tree polytopes for all connected
components ofG [29, 30] to the edge weight space. This Cartesian product on the polytopes is convex
and its boundary is determined by potentially exponentially many linear inequalities. Despite that,
directly optimizing LACVAE(pi,λ,θ) with respect to these weights ⋃
e∈E
{wMASG,pi,e} is in fact tractable:
the optimum for minpi LACVAE(pi,λ,θ) is obtained at pˆi that has all the mass on a single maximal
acyclic subgraph Gˆ′. This means the optimum for these edges weights can be obtained from a single
subgraph Gˆ′. By re-arranging terms in Eq. 7 with respect to
⋃
e∈E
{wMASG,pi,e}, it is not difficult to see
that Gˆ′ should have the smallest “edge mass” sum over all maximal acyclic subgraphs AG, where the
“edge mass” m(vi,vj) of edge e = (vi, vj) is:
m(vi,vj) := KL(qλ(zi, zj |xi,xj)||p0(zi, zj))−KL(qλ(zi|xi)||p0(zi))−KL(qλ(zj |xj)||p0(zj)),
(9)
which means Gˆ′ is the combination of the minimum spanning trees of all connected components of
the graph with m(vi,vj) as the weights.
Once we identify Gˆ′, the optimal weights wˆMASG,pˆi,e are either 1 (if the edge e is selected) or 0 (otherwise).
Instead of directly updating the weights to the optimal values, we perform a soft update with step size
αt at iteration t, similar to Wainwright [29], Wainwright et al. [30]:
wMAS
t+1
G,pi,e ← (1− αt)wMAS
t
G,pi,e + α
twˆMASG,pˆi,e. (10)
This soft update helps prevent the algorithm from becoming trapped in bad local optima early in the
optimization procedure. The step size αt can be either a constant or dynamically adjusted during
optimization. We set it to be a constant in our experiments.
One of the limitations of CVAEs mentioned in Section 2.2 is the O(|V |3) pre-processing step to
compute all the edge weights wMASG,e . We alleviate this bottleneck in ACVAEs, as it only takes
O(min(|V |2, |E| log |V |)) operations per initialization to update on the weights, which ensures that
ACVAEs can scale to datasets with many more vertices than would be feasible with CVAEs.
Updates for λ and θ When pi is fixed, λ and θ can be updated by taking a stochastic gradient step
following∇λ,θLACVAE(pi,λ,θ) with reparametrization gradient [13, 22], as done in standard VAEs.
It is difficult to make any general statement about the convergence of Algorithm 1 as they perform a
saddle-point optimization with non-convex objective. Empirically we find that Algorithm 1 is stable
and performs well on multiple real datasets.
3.4 Refine posterior approximation with belief propagation
From Proposition 1, we know the weights wMASG,pi,e returned from Algorithm 1 are from a single
maximal acyclic subgraph G′ ∈ AG. Consequently, we have a holistic variational approximation
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qG
′
λ (z|x). The acyclic structure of G′ makes it possible to further refine the pairwise marginal
approximation between any pair of vertices via a belief-propagation-style [20] message-passing
algorithm, which is not possible for CVAEs, as it does not have a single joint variational distribution
on z. This can be crucial in tasks in which we need an accurate pairwise marginal approximation,
e.g., link prediction.
Consider any vi 6= vj ∈ V that are in the same connected component of G′. Since G′ is acyclic there
is a unique path from vi to vj . Denote it as vi = u
i,j
0 → ui,j1 → . . . → ui,jki,j = vj . The refined
pairwise marginal rλ(zi, zj |xi,xj) is defined to be:
rλ(zi, zj |xi,xj) =
∫ ki,j−1∏
l=0
qλ(zui,jl
, zui,jl+1
|xui,jl ,xui,jl+1)
ki,j−1∏
l=1
dzui,jl
qλ(zui,jl
|xui,jl )
. (11)
The above pairwise marginal densities can be computed for all pairs of (vi, vj) by doing a depth-first
search or a breadth-first search starting from each vi ∈ V after we obtain the variational approximation
qG
′
λ (z|x) from Algorithm 1, which has a total complexity of O(|V |2), the same as evaluating every
pairwise marginal in CVAEs. For the remainder of the paper, unless otherwise specified, we always
apply the belief propagation refinement to ACVAEs. As we show in Section 5, this refinement with
belief propagation dramatically improves the quality of the pairwise marginal approximation.
4 Related Work
This work extends CVAEs with the idea of learning a non-uniform average loss over some tractable
loss functions on maximal acyclic subgraphs of the given graph. This is similar to the idea of obtaining
a tighter upper bound on the log-partition function for an undirected graphical model by minimizing
over a convex combination of spanning trees of the given graph [30]. To optimize the parameters,
Wainwright et al. [30] also apply alternating updates on the parameters and the distributions over
the spanning tress, similar to the approach in ACVAE learning. Alternating parameter updates are
useful for many other cases. For example, Alternating Least Squares for matrix factorization [24]
and Alternating Direction Method of Multipliers (ADMM) for convex optimization [4, 25, 10].
Some recent work also focuses on incorporating correlation structures over latent variables. For
example, Hoffman and Blei [9] proposed structured variational families that can improve over
traditional mean-field variational inference. Johnson et al. [11] proposed Structured VAEs that apply
more complex forms for the priors on the latent embeddings. Recently in the NLP community, Yin
et al. [31] proposed utilizing tree-structured latent variable models to deal with semantic parsing.
However, most of these work focuses on correlations within dimensions of latent variables whereas
our work focus on correlations between latent variables, similar to the setting of CVAEs. In addition,
Luo et al. [16] incorporated pairwise correlations between latent variables into deep generative models
for semi-crowdsourced clustering .
In addition, another set of related work line in convolutional networks for graphs and their extensions
[3, 6, 5, 19, 8, 27], which also take graph structure of data into considerations.
5 Experiment
In this section, we evaluate ACVAEs on the task of link prediction. We show that our method signifi-
cantly outperforms various baselines. We perform careful corroboration to identify the contributing
factor for the gain. Finally, we present a visualization of the learned correlated posterior variational
approximation to illustrate the maximal acyclic subgraph Gˆ′.
5.1 Experiment settings
5.1.1 Task
For the task of link prediction, we are given a correlation graph G = (V = {v1, . . . , vn}, E) and a
feature vector xi ∈ RN for each i ∈ {1, . . . , n}. Consistent with the setting of Tang et al. [26], we
construct a heldout test set using max(1, degree(vi)20 ) of the edges related to vi, and use the remaining
edges for training.
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5.1.2 Datasets
We evaluate ACVAEs on the Epinions1 [18], a public product rating dataset that contains ≈ 49K users
and ≈ 140K products, and the High-energy physics theory citation network dataset2 [15], a citation
graph with ≈ 28K papers and ≈ 353K citation edges.
5.1.3 Baselines
We compare ACVAE with 4 baseline methods:
• VAE [13]: standard variational auto-encoders, with no information about the correlations.
• GraphSAGE [8]: the state-of-the-art method for learning latent embeddings that takes the
correlation structure into account with graph convolutional neural networks.
• CVAEind and CVAEcorr [26]: Two variations of CVAEs with factorized and structured varia-
tional approximations, respectively.
5.1.4 Metrics
For all methods, we first learn latent embeddings z1, . . . ,zn, which are deterministic for GraphSAGE
and stochastic for the VAEs-related methods. Then we compute the pairwise distance disi,j between
each pair (zi, zj) of the latent embeddings. The distance disi,j is defined as
disi,j =

Er(zi,zj |xi,xj)
[‖zi − zj‖22] for ACVAE
Eq(zi,zj |xi,xj)
[‖zi − zj‖22] for VAE and CVAE
‖zi − zj‖22 for GraphSAGE.
For each user ui, we compute the Cumulative Reciprocal Rank (CRR) as follows:
CRRi =
∑
(vi,vj)∈Etest
1
|{k : (vi, vk) 6∈ Etrain, disi,k ≤ disi,j}| .
A larger CRR value indicates the heldout edges have a higher rank among all the candidates. We
further normalize the CRR values to be in [0, 1], and report the normalized CRR (NCRR).
More details on data pre-processing and the experimental protocols can be found in the appendix.
5.2 Results
We show the heldout NCRR values in Table 1. ACVAE outperforms all the baseline methods by a
wide margin. CVAEs outperform both VAEs and GraphSAGE in Tang et al. [26]. Therefore, we focus
our attention to the comparison between CVAEs and ACVAEs. As motivated in Section 2.2, ACVAEs
improve over the limitations of CVAEs by providing a holistic variational approximation as a result of
the saddle-point optimization, which further enables applying belief propagation for more accurate
marginal approximation. We look into each aspect individually.
Saddle-point optimization v.s. empirical Bayes From Section 3.2, we know that pi will put all
the probability mass on a single maximal acyclic graph in both the saddle-point optimization in Eq. 8
or empirical Bayes. We compare these two approaches on Epinions. For empirical Bayes, we observe
a test NCRR of only 0.0300± 0.0093, which is worse than ACVAEs with saddle-point optimization in
Table 1(a). Interestingly, in Figure 1(a), we can see that empirical Bayes actually reaches much higher
ELBOs, yet it fails to generalize as well as saddle-point optimization which proves more robust.
Belief propagation refinement We investigate the importance of using belief propagation refine-
ment on Epinions: without it, we only observe a test NCRR of 0.0133± 0.0005, a significant decline.
This suggests that variational approximation can yield significantly different results when compared
with exact inference (i.e., belief propagation) on an acyclic graph.
1http://www.trustlet.org/downloaded_epinions.html
2http://snap.stanford.edu/data/cit-HepTh.html
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Table 1: Link prediction normalized CRR
(a) Normalized CRR on Epinions
Name Test NCRR
VAE 0.0052± 0.0007
GraphSAGE 0.0115± 0.0025
CVAEind 0.0160± 0.0004
CVAEcorr 0.0171± 0.0009
ACVAE 0.0434± 0.0014
(b) Normalized CRR on Citations
Name Test NCRR
VAE 0.0078± 0.0023
GraphSAGE 0.0143± 0.0050
CVAEind 0.0335± 0.0052
CVAEcorr 0.0663± 0.0020
ACVAE 0.1052± 0.0054
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(a) Training learning curves for the Epinions exper-
iment. Belief propagation evaluations are applied.
We compare the training objective for saddle-point
optimization and empirical Bayes optimization. It
can be seen that the objective for empirical Bayes
optimization is much better compared to that for the
saddle-point optimization.
(b) Embeddings of an induced maximal acyclic sub-
graph Gˆ′ that ACVAEs learns on the citations ex-
periment. The coordinates are t-SNE embeddings
for the variational approximation mean of the latent
variables. The edge widths represent the strength
of the learned correlations. We can see some of the
learned embeddings are not necessarily close to each
other even when they have high correlations. Colors
for better clarity only.
Figure 1: Training learning curves on Epinions and latent embedding visualization on Citations.
Figure 1(b) visualizes the largest connected component of the maximal acyclic subgraph Gˆ′ = (V, Eˆ′)
that ACVAE learns for the variational distribution on the citations dataset. We can see that, not all the
vertices with edges in Eˆ′ are close to each other, which indicates that the learned Gˆ′ provides some
additional information that singleton marginals cannot provide.
6 Conclusion
In this paper, we introduce ACVAEs, which learn a joint variational distribution on the latent embed-
dings of input data via saddle-point optimization of a loss function that is a non-uniform average
over some tractable correlated ELBOs. The learned joint variational distribution can be used to
perform efficient evaluations using belief propagation. Experiment results show that ACVAEs can
outperform existing methods for link prediction on two real datasets. Future work will include
learning higher-order correlations between latent variables.
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Appendix
In the appendix, we provide more details on our baseline method CVAE [26] as well as the experiment
data pre-processing and protocols.
A More details on CVAEs
CVAEs set the prior pcorrg0 (z) to be the uniform average over all of these tractable densities:
p
corrg
0 (z) =
1
|AG|
∑
G′=(V,E′)∈AG
pG
′
0 (z), (12)
where pG
′
0 (z) =
n∏
i=1
p0(zi)
∏
(vi,vj)∈E′
p0(zi,zj)
p0(zi)p0(zj)
is a prior on a maximal acyclic subgraph G′ =
(V,E′) with the same form as in Eq. 3. For each G′ ∈ AG, we can similarly define a structured
variational approximation qG
′
λ (z|x) following the form of Eq. 3:
qG
′
λ (z|x) =
n∏
i=1
qλ(zi|xi)
∏
(vi,vj)∈E′
qλ(zi, zj |xi,xj)
qλ(zi|xi)qλ(zj |xj) ,
where qλ(·|·) and qλ(·, ·|·, ·) are two conditional density functions that captures the singleton and
pairwise variational approximation densities. These two functions need to satisfy the symmetry and
consistency properties:{
qλ(zi, zj |xi,xj) = qλ(zj , zi|xj ,xi) for all zi, zj ,xi,xj ,∫
qλ(zi, zj |xi,xj)dzj = qλ(zi|xi) for all zi,xi,xj .
The ELBO in Eq. 5 is an average over potentially exponential many ELBOs. To make computations
tractable, Tang et al. [26] simplifies this lower bound and represent it as
LCVAE(λ,θ) :=
n∑
i=1
(
Eqλ(zi|xi) [log pθ(xi|zi)]− KL(qλ(zi|xi)||p0(zi))
)
−
∑
(vi,vj)∈E
wMASG,(vi,vj)
·
(
KL(qλ(zi, zj |xi,xj)||p0(zi, zj))− KL(qλ(zi|xi)||p0(zi))− KL(qλ(zj |xj)||p0(zj))
)
.
(13)
Where wMASG,e :=
|{G′∈AG:e∈G′}|
|AG| for each edge e = (vi, vj) represents the fraction of G’s maximal
acyclic subgraphs ofG that contain e. These weights can be computed easily from the Moore-Penrose
inverse of the Laplacian matrix of G.
B Experimental details
B.1 Dataset pre-processing details
Epinions We follow the same pre-processing scheme as Tang et al. [26]: binarize the rating data
and create a bag-of-words binary feature vector for each user. We only retain the items that have been
rated for at least 100 times. We construct the graph G = (V,E) and only keep an edge (vi, vj) to be
in E if both vi → vj and vj → vi appear in the original directed graph. At last, we only retain users
that have at least one edge in E (i.e. having at least one bi-directional edge in the original dataset).
Citations This dataset includes the abstract and the citation information for high-energy physic
theory papers on arXiv from 1992 to 2003. We work on all papers from 1998 in this dataset (in total
≈ 2.8K papers). We treat all citation edges as undirected edges and build the graph G = (V,E). We
only retain papers that cite or are cited by at least one of the other papers from the same year). We
compute TF-IDF for the abstract of each paper as feature vector.
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B.2 Experimental protocol
We run 3 runs for each methods for the Epinions experiment and 5 runs for each methods for the
Citations experiment, as the Epinions experiments work more stable empirically.
For VAE, CVAE and ACVAE, we apply a two-layer feed-forward neural inference network for the
singleton variational distribution qλ(zi|xi)’s and a two-layer feed-forward neural generative network
for the model distribution pθ(x|z)’s. qλ(zi|xi) is a diagonal normal distribution with the mean and
standard deviation outputted from the inference network and pθ(x|z) is a multinomial distribution
with the logits outputted from the generative networks. The latent dimensionality d is 100 for the
Epinions dataset and 10 for the Citations dataset. The hidden layer dimensionality h1 is 300 for the
Epinions dataset and 30 for the Citations dataset.
For GraphSAGE, we choose to use K = 2 aggregation, the mean aggregator, and Q = 20 negative
samples to optimize the loss function. The hidden layer size and latent dimensionality we apply to
GraphSAGE are the same with that of the standard VAE.
For CVAE and ACVAE, we set the pairwise marginal prior density function to be p0(·) =
N
(
µ = 02d,Σ =
(
Id τ · Id
τ · Id Id
))
with τ = 0.99. For CVAEcorr and ACVAE, we model the
pairwise variational approximations q(zi, zj |xi,xj) to be a multi-variate normal distribution that can
be factorized across the d dimensions as the product of d independent bi-variate normal distributions.
The correlation coefficients of these bi-variate normal distributions are computed from two-layer
feed-forward neural networks that taking xi and xj as inputs. These two-layer neural networks have
latent dimensionality h2 to be 1000 for the Epinions experiment and 30 for the Citations experiment.
For CVAE and ACVAE, we set the negative sampling parameter γ to be 1000 for the Epinions experi-
ment and 100 for the Citations experiment. This parameter is selected from {0.1, 1, 10, 100, 1000}
and select the values based on performances.
For all methods, we look into the performances for every fixed number of iterations (the specific
numbers depend on models) and update the current best test NCRR values if both the train objective
and the train NCRR reach better values. We report the final current best test NCRR values as the
results.
For ACVAE, we set the step size parameter (in Eq. 10) αt = 0.1 to be a constant. We train the
parameters using alternating updates as in Algorithm 1. We switch between updates on the parameters
λ, θ for an epoch of the edges in E, and a single update on the weights wMASG,pi,e according to Eq. 10.
For the random initialization on the tree weights wMASG,pi,e, we just assign random weights to the graph
G = (V,E). Then we use Kruskal’s algorithm to compute the maximal acyclic subgraph G˜ = (V, E˜)
according to these random weights, and set wMASG,pi,e = I[e ∈ E˜]. It is straightforward to see that this
is a valid initialization for the weights wMASG,pi,e’s since these weights relate to the distribution p˜i that
has all of its mass on the single subgraph G˜.
For all methods, we apply stochastic gradient optimizations and use Adam [12] to adjust the learning
rates. We set the step size to be 10−3. For all methods, we use a batch size B1 = 64 for sampling the
vertices. For CVAE and ACVAE, we use a batch size B2 = 256 for sampling the edges and non-edges.
All experiments are done using Python. The training and evaluations are done with TensorFlow [1]
and Numpy. The TF-IDF values and the t-SNE embeddings [17] in the visualization (Figure 1(b))
are computed using Scikit-learn [21]. For faster computations, we call C++ functions to do belief
propagation and the Kruskal’s algorithm using Cython [2].
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