Mega-analysis, or the meta-analysis of individual data, enables pooling and comparing multiple studies to enhance estimation and power. A challenge in mega-analysis is estimating the distribution for clustered, potentially censored event times where the dependency structure can introduce bias if ignored. We propose a new proportional odds model with unknown, time-varying coefficients, and random effects. The model directly captures event dependencies, handles censoring using pseudo-values, and permits a simple estimation by transforming the model into an easily estimable additive logistic mixed effect model. Our method consistently estimates the distribution for clustered event times even under covariate-dependent censoring. Applied to three observational studies of Huntington's disease, our method provides, for the first time in the literature, evidence of similar conclusions about motor and cognitive impairments in all studies despite different recruitment criteria.
INTRODUCTION
Mega-analysis, or the meta-analysis of individual patient data, is the gold standard for jointly analyzing and synthesizing individual observations from multiple studies. It allows for direct between-study comparisons and more precise estimates as information is borrowed across studies. In the mega-analysis of time-to-event data, an important objective is estimating and comparing the distribution functions for multiple clinical events. A key challenge, not handled by standard approaches, is modeling clustered time-to-event data such as the ages of multiple, life-impacting events (e.g., cognitive and motor impairment). The multiple 130 T. P. GARCIA AND OTHERS Fig. 1 . Estimates of the distribution function for motor-diagnosis in the PREDICT study. Results shown for females with different CAG repeats; results were similar for COHORT and PHAROS. Left: The crossing of the Kaplan-Meier curves at different CAG repeats (e.g., curves corresponding to 40 CAG repeats and 41 CAG repeats) suggest that the proportional hazards assumption is violated. Right: Estimates from our time-varying proportional odds model are compared with the Kaplan-Meier curve at 40 CAG repeats. The proportional odds model overlaps well the Kaplan-Meier estimates indicating a good model fit.
events measured on each participant lead to clusters of correlated event times, and correct regression inferences depend on the proper modeling of the intraclass dependency and potential right-censoring of the event times.
Our work is motivated by three studies of Huntington's disease (HD). HD is a neurodegenerative disease caused by a repeat expansion of cytosine-adenine-guanine (CAG) in the huntingtin gene (Langbehn and others, 2010) . Persons with more CAG repeats have earlier disease onset (Langbehn and others, 2010) . The HD studies we analyzed are the Cooperative Huntington's Observational Research Trial (COHORT; Dorsey and others, 2012) , the Prospective HuntingtonAt Risk Observational Study (PHAROS; Huntington Study Group, 2006) , and the Neurobiological Predictors of Huntington's Disease (PREDICT; Paulsen and others, 2014) . A key interest is examining clinical events representative of HD progression such as age of first cognitive impairment and age of HD motor-diagnosis (see Section 4). Current analyses of these events are done for each study separately making between study comparisons intractable and use separate models for each event that ignore any dependency between them. We propose a new mega-analysis methodology that comprehensively analyzes the events and reveals that all studies indicate a similar relationship between cognitive and motor impairments despite different recruitment criteria.
Current methods for analyzing clustered event times use a Cox proportional hazards model. One method models the event times marginally as a Cox model, but this may not capture the intra-class dependency well and is inefficient (Chen and others, 2010) . A second method is a proportional hazards frailty model (Clayton and Cuzick, 1985) which models the within-cluster correlation with a frailty in the hazard function. However, the proportional hazards assumption may not hold for clustered event time data nor for a mega-analysis when the studies have different follow-up lengths and censoring patterns (Zeng and Lin, 2007) . The proportional hazards assumption is violated for the HD studies as seen from the crossing Kaplan-Meier curves in Figure 1 .
Violations of the proportional hazards assumption are common. Adjusting the non-proportionality can be achieved with time-varying covariates, but constructing the appropriate time-function for the covariates may not be evident. When time-varying covariates are unavailable (as in our case), artificially constructing time-varying covariates can be misleading (Zeng and Lin, 2007 ).
An alternative is the proportional odds model which assumes the hazard ratio between two sets of covariate values converges to one. This is convenient when covariate effects diminish over time (e.g., treatment effects) and better fits our data (see Section 4.2.1). The proportional odds model has been studied for clustered event times with scalar (Cai and others, 2002) and multivariate random effects (Zeng and others, 2005) . But the methods are either computationally demanding in the variance estimation (Cai and others, 2002) or under heavy censoring (Zeng and others, 2005) .
The aim of this article is to extend the proportional odds model with random effects to the megaanalysis of multiple event times prone to censoring. We contribute to the literature in three ways. First, our model incorporates time-varying, functional coefficients which assists in assessing the temporal impact of covariates on the right-censored event times. This is important in HD when evaluating genetic factors (e.g., CAG repeats) that are fixed values but may have a time-varying impact. Knowing when these genetic factors are more likely to impact clinical events can lead to adaptive treatment designs to deter HD progression. Time-varying coefficients in a proportional odds model have been studied, but not for clustered event time data, and the extension is non-trivial. Second, we propose a simpler estimation procedure that handles multiple data hierarchy and avoids unnecessary model assumptions. We handle censoring with pseudo-values (Logan and others, 2011) and functional covariate effects with splines, and ultimately cast the problem into an additive logistic mixed effect model. Within this simpler framework, we consistently estimate the functional parameters and distribution functions. Third, our approach helps to improve power, precision, and reliability of parameter estimates. Our approach is available in R software.
METHODS

Proposed time-varying, proportional odds model with random effects
Clustered time-to-event data from multiple studies is multilevel data. The levels are event types (level one) observed for each subject (level two) in different studies (level three). Let e, i, s index levels one, two, and three, respectively, where e = 1, . . . , m, i = 1, . . . , n s , and s = 1, . . . , S. Let (O eis , eis , X eis , Z eis ) denote the observed data where O eis = min(T eis , C eis ) with T eis the event time, C eis the censoring time, and eis = I (T eis ≤ C eis ) the event indicator. The terms X eis ∈ R px and Z eis ∈ R pz are model covariates. Our objective is to model the distribution of the events accounting for data hierarchy and right-censoring. We propose a time-varying, proportional odds model with random effects:
where logit(p) = log{p/(1 − p)}. The motivation for this model is three fold. First, the logit link allows us to cast it into a simpler logistic regression framework similar to Efron (1988) . However, our work differs from Efron (1988) in that we present a new, easy approach to handle censoring for clustered time-to-event data (Section 2.3). Second, the time-varying coefficients facilitate assessing the impact of covariates over time. Third, the subject-study random effects, R is (t), capture dependencies between events measured on the same subject. In model (2.1), the time-varying fixed effects include the intercept β 0 (t), the event-specific effect γ e (t), the study-specific effect ω s (t), and the p z -dimensional coefficient β es (t) associated with Z eis . For identifiability, we set γ 1 (t) = ω 1 (t) = 0. Thus, β 0 (t) denotes the effect of the baseline study and event type; γ e (t), e = 1, denotes the difference between event type e and baseline event type; and ω s (t), s = 1, denotes the difference between study s and baseline study. The parameters α esk (X , t) are time-varying and smooth functionals in X to capture unknown, possibly non-linear covariate effects. The α esk (X , t) are assumed to be twice differentiable in X to ensure smoothness and are centered for identifiability. We represent the effects of X eis and Z eis differently because we make non-parametric assumptions about X eis and parametric assumptions about Z eis . In our application, X is the CAG-repeat length, an important 132 T. P. GARCIA AND OTHERS genetic marker associated with HD onset (Langbehn and others, 2010) . Modeling CAG-repeats nonparametrically via α esk (X , t) reduces the chance of misspecifying its impact on multiple HD events. In general, choosing between non-parametric and parametric assumptions is driven by the application. One could consider only non-parametric or only parametric effects, but our method does not fundamentally change. Thus, we proceed under the general scenario of both effect types. Lastly, model (2.1) captures the different dependencies in the data with the p w -dimensional random effect R is (t). The associated covariates W eis may consist of elements from X eis and Z eis , and when W eis is a vector of ones, R is (t) is a random intercept. We assume that R is (t) ∼ Normal{0, (t)} with (t) unknown.
A variant of model (2.1) is one with shared study parameters:
Compared to model (2.1), model (2.2) assumes that the logit distribution function has a similar shape for all studies and thus combines all study information to more precisely estimate the parameter effects. In this case, the study-specific effect ω s (t) is suppressed. In Section 2.4, we provide a formal procedure to help determine when to use model (2.1) or (2.2). After estimating the parameters in model (2.1) (or its variant model (2.2)), we can integrate over the unobserved random effects to obtain the marginal distribution functions for specific events in each study. The marginal distribution, denoted as F es (t|x, z, w) = pr(T es ≤ t|X = x, Z = z, W = w), serves to compare the likeliness of events occurring. For HD, the marginal distributions help assess when cognitive and motor impairments are likely to occur for subpopulations defined by X , Z, W . We use the conditional model (2.1) as a starting point for our analysis rather than a marginal model to avoid incorrect inferences (Lee and Nelder, 2004) .
A sufficient condition to ensure F es (t|x, z, w) is monotonically non-decreasing in t is to require β 0 (t), γ e (t), ω s (t), β es (t), and α esk (x, t) be non-decreasing in t. Instead, we apply a post-estimation procedure to ensure F es (t|x, z, w) is proper (Section S.1 of supplementary material available at Biostatistics online).
Estimation without censoring
We first present the estimation procedure when censoring is ignored, and show how the method adjusts under censoring in Section 2.3. The estimation is presented for the general model (2.1); adjustments for the variant model (2.2) are noted. In general, we cast the model into an additive logistic mixed effects model for different t = t 0 . At each t 0 (see Section 2.3.3 for choice of t 0 's), we define a binary event status Y eis (t 0 ) = I (T eis ≤ t 0 ) and approximate α esk (x, t) with splines:
Here, a esk (t 0 ) is a p a -dimensional spline coefficient vector, and B esk (·) are known basis functions. The choice of regression splines and its knots has been extensively studied (de Boor, 2001 ), and we use penalized cubic regression splines with knots at equally spaced sample quantiles of X . Under these transformations, the model in (2.1) satisfies
where
T is a vector of length q = 1 + p z + px k=1 p a containing parameters in study s. Our transformations leading to (2.4) thus result in an additive logistic mixed effect model. Such a model belongs to the family of generalized additive mixed models and is estimated by maximizing the double penalized quasi-likelihood (DPQL).
In our case, the DPQL we maximize at each t 0 is 
denoting the conditional deviance function of the parameters ξ (t 0 ) given r is and h(u) = u(1−u). The second and third terms in (2.5) are penalty terms. The second term is a penalty for the Laplace approximation of the log quasi-likelihood (Breslow and others, 1993) used to simplify the integration over the random effects. The third term is a penalty that determines the smoothness of α esk (·, t 0 ): we penalize the "wiggliness" of the spline approximation measured through
T dx and control the penalization with the smoothing parameter λ esk .
Model parameters ξ (t 0 ), (t 0 ), and the smoothing parameters λ esk are then estimated as follows. First, for fixed λ esk , estimates for ξ (t 0 ) and (t 0 ) are derived from maximizing the DPQL in (2.5) using penalized iterative re-weighted least squares that maintain the identifiability constraints on α esk (·, t 0 ). Second, λ esk are estimated using generalized approximate cross-validation. The approach is detailed in Wood (2006) and implemented in the mgcv package in R.
The estimation process leads to consistent estimates of β 0 (t 0 ), γ e (t 0 ), ω s (t 0 ), β es (t 0 ), and (t 0 ) when the smoothing parameters λ esk → 0 and sample sizes n s → ∞, s = 1, . . . , S (Wood, 2006) . This is because the penalized iterative re-weighted least squares maximizes the DPQL, and the likelihood part (i.e., the first term in (2.5)) dominates as the sample size increases. Therefore, the consistency of the maximum likelihood estimation ensures consistency of the model parameters.
For the spline approximations, when the number of knots is fixed, the penalties in the estimation may induce approximation bias in a esk (t 0 ) (Marra and Radice, 2010) . But the approximation bias will converge to zero asymptotically as the number of knots in the spline expansion increases with the sample size. Thus, consistency of the smoothing coefficients is ensured asymptotically.
Estimation with censoring
When event times are censored, the key change is the construction of Y eis (t 0 ) = I (T eis ≤ t 0 ). In two instances, the value of Y eis (t 0 ) is exactly known. When there is no censoring (i.e., eis = 1), and when eis = 0 and C eis ≥ t 0 . In the latter case, we have t 0 ≤ C eis < T eis implying that Y eis (t 0 ) = 0. Otherwise, when eis = 0 and C eis < t 0 , Y eis (t 0 ) is unobservable. We propose to replace this unobservable Y eis (t 0 ) with a pseudo-value (Logan and others, 2011) and show that doing so still yields consistent estimates when maximizing the DPQL. 134 T. P. GARCIA AND OTHERS 2.3.1. Pseudo-values under independent censoring We first discuss computing pseudo-values when censoring is independent of covariates; see Section 2.3.2 when the assumption is relaxed.
When we assume distinct study parameters as in model (2.1), the unobservable Y eis (t 0 ) is replaced with the jack-knife pseudo-value
where the superscript D denotes distinct. Here, F es (t 0 ) = 1 − S es (t 0 ) where S es (t 0 ) is the Kaplan-Meier estimator using information about event type e from all n s subjects in study s. Likewise, F −(i) es (t 0 ) is the Kaplan-Meier estimator after removing observation i from study s. The Kaplan-Meier estimators are study-specific because model (2.1) assumes distinct study parameters and are event-specific because the event types are different and non-competing.
The pseudo-value Y D eis (t 0 ) satisfies the following properties:
and implies that the pseudo-value estimates are unbiased. (P2) When there is no censoring prior
Property (P1) holds because the Kaplan-Meier is an (approximately) unbiased estimator for dependent data (Ying and Wei, 1994 ). The resulting unbiasedness shows that Y D eis (t 0 ) satisfies the bias-correction property of jack-knife estimates in general. Property (P2) holds because when there is no censoring, the Kaplan-Meier estimator reduces to S es When we have shared study parameters as in model (2.2), the jack-knife pseudo-values are
where N = S s=1 n s and superscript I emphasizes indistinct or shared parameters. To form Y I eis (t 0 ), we combine study information. Here, F e (t 0 ) = 1 − S e (t 0 ) where S e (t 0 ) is the Kaplan-Meier estimator using information about event type e from the N subjects over all studies, and F −(i) e (t 0 ) is a similar estimator after removing observation i. Analogous properties to those in (P1)-(P4) hold for Y I eis (t 0 ); proofs involve summing over all studies (e.g., n s replaced with N ).
Pseudo-values under covariate-dependent censoring
When censoring depends on a discrete covariate U with values 1, 2, . . . , m u , we adjust the pseudo-values to be covariate-specific. For example, when subject i has covariate value U = u, the pseudo-value Y D eis (t 0 ) would change as follows. First, we would replace F es (t 0 ) with F esu (t 0 ) = 1 − S esu (t 0 ) where S esu (t 0 ) is the Kaplan-Meier estimator for event type e based on all subjects in study s with covariate U = u. Second, we would replace the sample size n s with n su , the number of subjects in study s with covariate U = u. Similarly, pseudo-value Y I eis (t 0 ) would now involve F eu (t 0 ) = 1 − S eu where S eu is the Kaplan-Meier estimator for event type e based on subjects from all studies with U = u, and sample size N u , the total number of subjects from all studies with U = u.
Our idea for covariate-specific pseudo-values is motivated by Andersen and Perme (2010) . For a non-mega-analysis setting, they showed that this approach corrects the bias introduced when covariatedependent censoring is ignored, but induces higher variability. We show similar features in our numerical study (Section 3). When there is covariate-dependent censoring, Properties (P1) to (P4) in Section 2.3.1 remain valid. Properties (P1) and (P2) hold because even when the Kaplan-Meier estimator is stratified by discrete covariates, it remains unbiased and reduces to a simple form when there is no censoring. Properties (P3) and (P4) hold because their proofs extend to the covariate-dependent censoring case; see end of Section S.2 of supplementary material available at Biostatistics online.
When censoring depends on a continuous U , we may construct pseudo-values as above using the kernel-weighted Kaplan-Meier estimator. But this procedure becomes onerous when U is multivariate for discrete and continuous cases. An alternative is to fit a Cox regression for censoring times. These require a separate investigation, and we explore discrete covariates in this article.
Main algorithm
We now summarize our algorithm when the event times are prone to censoring. Implementation details are in Section S.3 of supplementary material available at Biostatistics online. We cast our model into an additive logistic mixed effects model at different t = t 0 . Our marginal approach leads to random effects R is (t 0 ) which induces association between events at each t 0 . Because we apply our procedure to a range of t 0 values, the association between events is maintained over this entire range. In theory, the exact number of t 0 's influences how smoothly β es (t), α esk (x, t) is approximated over t, where more t 0 's generally give more wiggly estimates. Because estimating at all t 0 values is infeasible, we recommend choosing at least five t 0 values evenly spaced across the range of O eis = min(T eis , C eis ), in addition to those t 0 of key interest for a specific application.
At each t 0 , α esk (x, t 0 ) is approximated using regression splines in equation (2.3), and we define Y eis (t 0 ) = I (T eis ≤ t 0 ). When Y eis (t 0 ) is unobservable, it is replaced by a pseudo-value that accounts for independent censoring (Section 2.3.1) or covariate-dependent censoring (Section 2.3.2), and if the model assumes distinct study parameters (Y D eis (t 0 ) or Y I eis (t 0 )). Under these transformations, model (2.1) becomes an additive logistic mixed effect model whose parameters are estimated by maximizing the DPQL in (2.5). Estimated parameters are then plugged in, and the marginal distributions F es (t|x, z, w) is obtained after integrating out the random effects.
Consistent estimation by maximizing the DPQL holds even when Y eis (t 0 ) are pseudo-values. First, maximizing the DPQL leads to consistent estimates of β 0 (t 0 ), γ e (t 0 ), ω s (t 0 ), β es (t 0 ), and (t 0 ) because the likelihood part in equation (2.5) (i.e., the first term) dominates as the sample size increases. Even when Y eis (t 0 ) are pseudo-values, the likelihood part remains unbiased because it involves {Y eis (t 0 ) − θ eis (t 0 )} which is approximately independent by property (P3) and has mean zero by property (P4) in Section 2.3.1. Second, consistency of the spline approximation of α esk (x, t 0 ) holds with pseudo-values because the pseudo-value estimation converges at a rate faster than the convergence rate of a non-parametric regression (Logan and others, 2011) . Thus, heuristically, uncertainty from pseudo-value estimation does not affect the asymptotic results of α esk (x, t 0 ).
Performing inference over a range of time points
In Section S.4 of supplementary material available at Biostatistics online, we discuss inference of the parameters at a fixed t = t 0 . To learn the overall functional behavior of the parameters, a comprehensive test of interest is A challenge in testing the hypothesis in (2.6) is comparing the functional processes μ es (t) and μ es (t) over all t. We address this by modifying the bootstrap method of Crainiceanu and others (2012) for our problem. The idea is to construct a joint confidence interval, CI J (t), for μ es (t) − μ es (t) over a range of t-values that corrects for multiple comparisons and accounts for correlations at nearby time points. If at any t, CI J (t) includes the null value, we fail to reject H 0 in (2.6) and otherwise, we reject. The form of CI J (t) is in Section S.5 of supplementary material available at Biostatistics online.
SIMULATION STUDIES
Simulation study design
We empirically assessed four aspects of our method. First, we evaluated our algorithm (Section 2.3.3) by evaluating the consistency, efficiency, and pointwise 95% confidence intervals of the functional parameters in models (2.1) and (2.2). Second, we evaluated the performance of assessing study differences between functional parameters using the bootstrap-based joint confidence intervals (Section 2.4). Third, we evaluated how parameter estimates were affected if study data were analyzed separately rather than our proposed joint method. Fourth, we assessed the robustness of our method to covariate-dependent censoring.
We generated data similar to the HD data (Section 4) except we considered S = 2 studies and m = 2 events for ease in presentation. We set the sample sizes as n 1 = 400 for Study 1, and n 2 = 500 for Study 2. We set p x = p z = 1 so that X and Z were one-dimensional covariates. We generated X from a uniform [0,1] distribution and Z from a binary distribution to mimic the HD data with standardized CAG repeat length (X ) and a binary gender variable (Z). We used a random, level-two intercept R is (t) ∼ Normal(0, 1).
The functional coefficients in (2.1) were set in two different ways. Let g(t) = log(t/50).
Parameter setting A:
True model has distinct study parameters. We set β 0 (t) = 0.25g(t),
Parameter setting B:
True model has shared study parameters. We set β 0 (t) = 0.25g(t),
. Lastly, γ 2 (t) = 0.25g(t) and ω 2 (t) = 0.
For both settings, we generated independent and covariate-dependent censoring. We generated independent censoring times from uniform distributions that led to 40% censoring for the first event type and 50% for the second. We generated covariate-dependent censoring as follows. When Z = 1, uniformly distributed censoring times were generated that induced 40% censoring, and when Z = 0, uniformly distributed censoring times were generated that induced 50% censoring. See Section S.6 of supplementary material available at Biostatistics online for results at higher censoring.
3.1.1. Analysis models evaluated We evaluated the simulated data with three models. Each had random intercept R is (t) to capture dependencies between events measured on the same subject. 
This model is similar to Model A except that the intercept β s * 0 (t) and failure type main effect γ es * (t) are different for each study s * , the study main effect is absorbed into the intercept, and γ 1s * (
t) ≡ 0 for identifiability. Estimation with this model uses pseudo-values Y D eis (t 0 ).
Comparing Models A and B assesses differences in assuming distinct study parameters (Model A) vs. shared (Model B). We show that the bootstrap-based joint confidence interval (Section 2.4) performs well in determining when to choose Model B over A. Comparing Models A and C assesses efficiency gains when analyzing studies simultaneously (Model A) or not (Model C).
Performance evaluation
For all models, we estimated the functional parameters and the marginal distribution function F es (t|x, z) = pr(T es ≤ t|X = x, Z = z) with the algorithm in Section 2.3.3. Parameters were estimated at 21 equally spaced time points t 0 in [40, 60] , 100 equally spaced x-values in [0,1], and for z = 0, 1. We evaluated the bias, variability, and estimated 95% pointwise coverages of the estimates based on 250 simulations. Estimated variances were obtained using the asymptotic results in Section 2.4. Bias is reported as average absolute bias, calculated via and  similarly for α(x, t) . Here, β 0 (t 0 ) is the truth and β(t 0 ) is the average estimate based on 250 Monte Carlo simulations.
We also evaluated how well the bootstrap-based joint confidence intervals, CI J (t), in Section 2.4 could detect if studies had distinct study parameters (Parameter Setting A) or shared study parameters (Parameter Setting B). For data generated under each setting, we obtained parameter estimates using Model A and computed the differences d e (t) = μ es (t) − μ es (t) for studies s = 1 and s = 2 with μ es (t) being (i) ω s (t), (ii) β es (t), (iii) α es (x, t) at x = 0.5, and (iv) F es (t|x, z) at x = 0.5, z = 0, 1. When the true model has distinct study parameters (Parameter Setting A), we expect d e (t) to be non-null so that H 0 in (2.6) would be rejected for all t. When the true model has shared study parameters (Parameter Setting B), we expect d e (t) to be null so that we would fail to reject H 0 in (2.6) for at least one t. To assess how often these ideal differences were obtained, we computed the integrated absolute coverages (IAC) of the joint confidence intervals: IAC = J (t) for every t}/K, where 1(·) is an indicator function and K = 250 simulations. Each CI J (t) was computed using the procedure in Section S.5 of supplementary material available at Biostatistics online based on estimates from Model A and 100 bootstrap replicates. Large IAC values means the true differences d e (t) are detected; an IAC of 95% is ideal.
Results
We first evaluated the performance of our algorithm (Section 2.3.3) when applying Models A, B, and C to data generated with distinct study parameters (Parameter Setting A) and shared study parameters (Parameter Setting B). We first discuss results for independent censoring. When the true model has distinct study parameters and the correct model (Model A) is applied, our estimation procedure had negligible bias, the estimated variances closely matched the observed variances, and the 95% coverage probabilities were at the nominal levels (Table 1 top panel) . When we used Model B which assumes shared study parameters rather than distinct, we had increased bias especially in the α(x, t) terms, and coverage probabilities less than the nominal level (bold-faced entries in middle panel of Table 1 ). This poor performance is not surprising given that the true model has more parameters than Model B can estimate.
When the true model has shared study parameters (Parameter Setting B), Model B performs well with negligible bias, similar estimated and empirical variances, and 95% coverage probabilities matching the nominal levels ( The uncertainty between using ModelsA and B can be avoided with the bootstrap-based joint confidence interval. Table 2 shows the estimated IAC associated with testing parameter differences between studies. The IAC closely matched the 95% nominal level for all study differences assessed. This suggests that the algorithm in Section 2.4 detected the true differences well and can help to choose between Models A and B. If, for any parameter, the joint confidence interval contains a non-null value at any t, use Model A; else, use Model B.
When analyzing the study data separately (Model C) rather than jointly (Model A), we found that for both parameter settings, Model C led to unbiased but more variable estimates. The variability for all parameter estimates was nearly double the variability observed from Model A (compare the first and third panel of variance estimates in Table 1 ; similarly in Table S .1 of supplementary material available at Biostatistics online). The lower variability with Model A suggests efficiency gains of jointly analyzing multiple study data which is advantageous for improving power and precision of hypothesis testing.
Lastly, we evaluated our method's robustness to covariate-dependent censoring using three scenarios: (i) The true model has covariate-dependent censoring, and the estimation procedure correctly assumes this dependence. (ii) The true model has covariate-dependent censoring, and the estimation procedure incorrectly assumes independence. (iii) The true model has independent censoring, and the estimation procedure incorrectly assumes covariate-dependent censoring. For each scenario, we applied Model A and computed covariate-dependent pseudo-values (Section 2.3.2) for scenarios (i) and (iii), and standard pseudo-values (Section 2.3.1) for scenario (ii).
Overall, regardless of the true censoring mechanism, when the estimation assumes covariate-dependent censoring, our method performs satisfactorily (Table 3 top and bottom panel). When there is covariatedependent censoring and this assumption is ignored, our method yields bias because the pseudo-values should be covariate-specific and are not (bold-faced entries in middle panel of Table 3 ). We thus recommend that if the censoring mechanism is unknown, apply our method assuming covariate-dependent censoring as it is robust to the true censoring mechanism.
In summary, our proposed model (ModelA) is flexible in estimating parameters whether they are distinct across studies or not, and is robust to covariate-dependent censoring. The joint confidence intervals also provides guidance in when to choose between Models A and B. 
4. MEGA-ANALYSIS OF HD STUDIES
Clinical research problem
We applied our method to de-identified data from three HD studies: COHORT (n = 430), PHAROS (n = 346), and PREDICT (n = 909) introduced in Section 1. Our analysis focused on individuals at risk for HD (≥36 CAG repeats) who were at least 18 years old at study entry. This restriction only affected COHORT (ages were 15-89 years) but minimally. On average, participants were mostly female (≥60%), had 42 CAG repeats (range 36-50), were 40 years old at baseline (range 18-65 years), and had at least 15 years of education (≥42%). Table S .3 of supplementary material available at Biostatistics online reports the distribution summaries of these measures. We analyzed ages of first cognitive impairment and HD motor-diagnosis as now defined. Age of first cognitive impairment as determined by a series of cognitive exams. Cognitive performance was evaluated using three neuropsychological tests on the Unified Huntington's Disease Rating Scale (Huntington Study Group, 1996) , but we used two as results from all three tests were not provided. The Symbolic Digit Modality Test measured psychomotor speed, attention and working memory via the number of correct responses on a timed task of symbol to digit transcription. The Stroop color naming, Stroop word reading, and Stroop interference tests measured selective attention, cognitive flexibility and processing speed. The three tests involved participants naming colors, reading words, and naming ink colors in a word; the correct number of responses in 45 seconds was recorded. Low scores indicate poor cognitive function.
We defined age of first cognitive impairment as the first time when a subject's test score on any of these exams was 1.5 standard deviations below the respective average score of controls. Control subjects were individuals not at risk for HD from COHORT, PHAROS, and PREDICT.
Age of HD motor-diagnosis as determined by a trained examiner. A motor-diagnosis occurred when the examiner was 99% confident the person's extrapyramidal signs were unequivocally associated with HD. We focused on individuals who were diagnosed after their baseline visit.
Censoring for both clinical events was largely administrative with censoring rates being ≥ 61% for cognitive impairment and ≥ 81% for HD motor-diagnosis. Key research questions about these clinical events are: (Q1) Do the distributions for the time to first cognitive impairment and time to HD motordiagnosis differ by study? (Q2) If the distributions do not differ by study, what do the studies collectively suggest about the likeliness of the events' occurrences? (Q3) Is one event more likely to occur before another by age t? Answering these questions help clinicians better understand the relationship between cognitive impairment and motor-diagnosis and evaluate if the relationship differs by study. The latter is important since study recruitment differed by source (registry in COHORT vs. longitudinal in PHAROS and PREDICT), and participant knowledge of genetic mutation status.
To address these questions, we applied our proposed methodology. We defined T 1 as the age of first cognitive impairment and T 2 as the age of HD motor-diagnosis. In relation to these event times, we evaluated baseline covariates: the number of CAG repeats (X ), age at baseline (Z 1 ), gender (Z 2 ) with 1 denoting female, and a binary education covariate (Z 3 ) with 1 denoting at least 15 years of education. We treated age at baseline parametrically similar to earlier analyses of HD progression (Tabrizi and others, 2013) . We treated education as binary rather than continuous to handle coding differences: COHORT recorded education categorically, PHAROS and PREDICT recorded it in years. Most participants received a higher education, so the cut-off of 15 years of education evenly divided the participants. The dimensions of our covariates were thus p x = 1, p z = 3. In terms of random effects, we considered R is (t) to be a random intercept.
Analysis
We report results at the following covariate values: 40 and 46 CAG repeats (X ); age at baseline (Z 1 ) is 40 years; gender (Z 2 ) is female; and education (Z 3 ) is either ≥ 15 years of education or <15 years. We chose these values because age of motor-diagnosis and number of CAG repeats are inversely correlated (Langbehn and others, 2010) , so 40 CAG repeats represent late motor-diagnosis and CAG repeats represent early motor-diagnosis. The average age at baseline was 40, and although most participants were female, results were similar for males and females. We displayed results for both values of the education variable to evaluate its effect on cognition.
Evaluation of proportional odds model
We first evaluated how well our proposed time-varying proportional odds model fit the data as compared to a time-varying proportional hazards model. Estimates for a proportional hazards model can be derived by replacing the inverse logit link in model (2.1) with the cumulative distribution function for the extreme value distribution. All estimation steps in Section 2.3.3 remain the same except that the DPQL in (2.5) would involve the deviance for the generalized extreme value model. We used this modification to compare our proposed time-varying proportional odds model and a time-varying proportional hazards model. Both models were compared against a non-parametric Kaplan-Meier estimator, so the ideal model will better match the non-parametric estimates.
For this comparison, we only considered gender and CAG repeats as covariates because including others would limit the sample size and deteriorate the Kaplan-Meier estimates. For all HD studies, the proportional odds model overlapped well the Kaplan-Meier as seen in Figure 1 . The proportional hazards model did not fit well. When estimating the likeliness of motor diagnosis by age 59 years, the KaplanMeier estimated 0.332 (95% CI 0.089, 0.51), the proportional odds model 0.33 (95% CI 0.29, 0.36), and the proportional hazards model 0.29 (95% CI 0.26, 0.31). Thus, a proportional hazards assumption leads to a 4% estimated difference with the Kaplan-Meier compared to less than 1% difference under a proportional odds assumption. The differences are even larger when evaluating the likeliness of a cognitive impairment by age 59 years in which the Kaplan-Meier estimates 0.453 (95% CI 0.186, 0.633), the proportional odds model estimates 0.42 (95% CI 0.39, 0.46) and the proportional hazards model estimates 0.37 (95% CI 0.34, 0.39). The proportional odds model leads to a mere 3% difference with the Kaplan-Meier estimate compared to the 8% difference for the proportional hazards model. Similar observations at other ages indicate that a proportional odds model is a better fit than a proportional hazards model. 
Evaluation of how distributions for the clinical events differ by study
Having confirmed the appropriateness of our proportional odds model, we then addressed question (Q1). This question is important for model formulation in that we determine if we should assume distinct study parameters (Model A with p x = 1, p z = 3) or shared ones (Model B with p x = 1, p z = 3).
Differences in study parameters were assessed using the bootstrap-based joint confidence interval (Section 2.4) applied to estimates from Model A. Overall, no statistically significant differences were noted (results not shown) and the similarity of the marginal distribution estimates for each study is evident in Figure 2 (first three columns). Having similar estimated marginal distributions across all studies reflects the nature of how HD studies are conducted. First, Hogarth and others (2005) showed that trained clinicians have a high inter-rater agreement in the assessment of motor manifestations of HD. Given that the HD investigators in all studies received similar training, it is not surprising that the marginal distribution of motor-diagnosis is not study dependent. Second, all cognitive tests had clear quantitative results not influenced by impartial judgments. Thus, because all HD studies used the same quantitative measures for the cognitive exams explains why we observed similar marginal distributions for the cognitive impairment.
Evaluation of how distributions for the clinical events compare
The observed similarities in the marginal distributions in each study suggest that we could combine the information from COHORT, PHAROS, and PREDICT using the shared study parameter model (Model B with p x = 1 and p z = 3). Results from Model B were used to address questions (Q2) and (Q3) concerning how the marginal distributions for the clinical events compare.
The far-right column in Figure 2 shows the estimated marginal distributions obtained from Model B. An immediate benefit of combining study information is efficiency gains: confidence intervals in the far-right column in Figure 2 are narrowest. The figure suggests that cognitive impairment has a higher probability of occurring before HD motor-diagnosis for t ∈ [40, 60] . This observed relationship supports results from a simple analysis in which we evaluated the percentages of subjects who experienced motor-diagnosis and cognitive impairment by age t, t = 40, 45, . . . , 60 among those who experienced both. Table S .4 of supplementary material available at Biostatistics online shows larger percentages for cognitive impairment than motor-diagnosis. This simple analysis, however, ignores censoring and correlations between the event types which our approach accommodates.
Our results also support the recent finding that cognitive impairments emerge years before a motor diagnosis (Paulsen and others, 2014) . Compared to these earlier findings which based their conclusions on only one clinical study and evaluated each failure type separately, our approach jointly and comprehensively analyzes three large studies. For comparison, Figure S .1 of supplementary material available at Biostatistics online shows the results from Model B compared to Model C in Section 3.1.2 with p x = 1 and p z = 3 which analyzes each study separately. The wider confidence bands in Models C indicate efficiency loss if the studies are analyzed separately. Our proposed model can thus significantly reduce variability compared to the models in Paulsen and others (2014) .
DISCUSSION
We proposed a novel analysis of clustered failure time data based on a time-varying, proportional odds model with random effects. The method handles different correlation structures resulting from the clustering nature of events measured on the same individual and between-study heterogeneity and maintains model flexibility in its non-parametric modeling of covariate effects. In clinical studies with a small number of participants, our method can increase the sample size by meaningfully combining the individual data into a model that adjusts for the study from which the data were drawn. The result leads to improved power and precision.
Applying our method to three HD studies led us to observe that marginal distributions for age of motor-diagnosis is similar across all three studies despite different study recruitment criteria; a similar result holds for the distribution of age of first cognitive impairment. (Results for the estimated functional parameters are in Section S.7 of supplementary material available at Biostatistics online.) The similarity implies that the assessment of motor-diagnosis and cognitive impairment is consistent regardless of the clinical study. We did not assess for differences between study sites which can have varied sample sizes. However, we could not perform this analysis since site information was unavailable. Also, our definition of cognitive impairment is based on results from two neurological tests; a future analysis could evaluate each cognitive exam separately to evaluate differences.
We assumed a time-varying proportional odds model as motivated by our HD study. We can modify our method to a proportional hazards model by replacing the inverse logit link in (2.1) with the cumulative distribution function for the extreme value distribution. This is in the family of generalized additive mixed models, so we may use the mgcv package in R with complementary log-log link function for estimation. Lastly, a limitation of our model is that we assume time-varying coefficients, not time-varying covariates. As suggested by a reviewer, a proportional odds model with time-varying covariates and random effects
