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E-mail address: anthonydantona@gmail.com (A.D.The percept of a time-varying light depends on the temporal properties of light within the surrounding
area. The locus of the neural mechanism mediating this lateral interaction is controversial; neural mech-
anisms have been posited at the LGN (Kremers et al., 2004) or cortical level (D’Antona & Shevell, 2007). To
determine the neural locus, changes in perceived temporal variation were compared with ipsilateral ver-
sus contralateral surrounding context. In both cases, a temporally varying central ﬁeld was viewed within
a temporally varying surround; relative phase between center and surround was varied. Perceived mod-
ulation depth in the central ﬁeld depended strongly on the relative phase between center and surround,
in both the ipsilateral and contralateral conditions. The results revealed lateral interactions arising from
both a weak monocular (plausibly LGN) and a stronger central (cortical) mechanism. The monocular con-
tribution was similar over the range of temporal frequencies tested (approx. 3–12 Hz), while the central
component showed low-pass temporal-frequency selectivity.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Perception of light at one location in space depends on light at
surrounding locations. Spatial context is important for many differ-
ent aspects of perception, including brightness (De Valois, Webster,
De Valois, & Lingelbach, 1986; Rossi & Paradiso, 1996; Spehar,
Debonet, & Zaidi, 1996; Zaidi, Yoshimi, Flanigan, & Canova, 1992;
Zaidi & Zipser, 1993); color (Autrusseau & Shevell, 2006; Christian-
sen, D’Antona, & Shevell, 2009; D’Antona & Shevell, 2009; Kra-
uskopf, Zaidi, & Mandler, 1986; Shevell & Cao, 2006); motion
(Tadin, Lappin, & Blake, 2006; Tadin, Lappin, Gilroy, & Blake,
2003; Tadin, Paffen, Blake, & Lappin, 2008); perceived spatial con-
trast of a grating (Petrov & McKee, 2009; Xing & Heeger, 2000,
2001); perceived spatial contrast of a texture patch (Chubb, Sper-
ling, & Solomon, 1989; Singer & D’Zmura, 1994, 1995); perceived
synchrony of contrast (Shapiro, 2008; Shapiro et al., 2004); and
perceived temporal contrast of a time-varying light (Kozyrev, Sil-
veira, & Kremers, 2007; Kremers, Kozyrev, Silveira, & Kilavik,
2004; Kremers & Rimmele, 2007). To determine the neural under-
pinnings of these perceptual effects, physiological studies seek
neural processes that correlate with contextual effects on various
percepts, including brightness (Rossi & Paradiso, 1999), colorll rights reserved.
ity of Chicago, 940 East 57th
D’Antona).(e.g., Conway, Hubel & Livingstone, 2002), grating perception (Bair,
Cavanaugh, & Movshon, 2003; Webb, Dhruv, Solomon, Tailby, &
Lennie, 2005), temporal intensity variation (Kremers et al., 2004)
and motion (Born & Tootell, 1992). A basic question is how these
neural correlates actually inﬂuence visual perception.
The current study focuses on the underlying neural mechanisms
that mediate the strong inﬂuence of context on perceived temporal
variation. For example, the perceived synchrony of two identical
temporally varying lights depends critically on the luminance of
their individual surrounds (Shapiro, 2008; Shapiro et al., 2004).
In addition, a physically static region appears to vary temporally
in brightness (or color) if its surround temporally varies in lumi-
nance (or chromaticity) (Krauskopf et al., 1986). The induced per-
ceived temporal variation in the static region is roughly in
counterphase with the physical temporal variation in the surround.
Moreover, the induced temporal variation in the static region is
strongly attenuated at surround temporal frequencies above
3 Hz (De Valois et al., 1986). This low-temporal-frequency tuning
suggests a cortical neural locus, and physiological studies examin-
ing neural responses to similar stimuli ﬁnd in V1 (but not in retina
or LGN) responses that correlate with the induced perceived
brightness ﬂuctuation (Rossi & Paradiso, 1999).
Importantly, a surround varying at a temporal frequency above
3 Hz substantially alters the perceived temporal variation of a cen-
tral region if the central region is also physically varying in time
(Kremers et al., 2004). A measure of perceived suprathreshold
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tween the perceived peak and trough of the modulation (Fig. 1A).
The perceived modulation depth of a time-varying light is strongly
affected by temporal variation within the surrounding area
(Kremers & Rimmele, 2007; Kremers et al., 2004). When center
and surround are modulated at the same temporal frequency, the
perceived modulation depth of the central ﬁeld depends critically
on the phase difference between center and surround (Kremers
et al., 2004): the perceived modulation depth of the central light
is attenuated with an in-phase surround (Fig. 1B), and increased
with an out-of-phase surround (Fig. 1C). These psychophysical
results have been explained by positing that the surround has a
subtractive inﬂuence on the time-varying neural representation
of the central ﬁeld (Kremers et al., 2004).
Similar stimuli used in physiological experiments reveal neural
responses from primate LGN cells that correlate well with the
perceived modulation depth as a function of the phase difference
between center and surround (Kremers et al., 2004). When one
temporally varying light is presented within the center of an LGN
cell’s receptive ﬁeld, and a separate temporally varying light in
the surround of the receptive ﬁeld, the relative phase between
the two lights alters the neural response in a manner correspond-
ing to the psychophysically observed perceived modulation depth.
Thus, center-surround antagonism in primate LGN neurons isFig. 1. (A) A circular ﬁeld temporally modulating in luminance. The center and surround
ﬁeld is perceived to modulate uniformly. The distance between the perceived peak and tr
(B) The center and surround are temporally modulated in phase with a gap separating th
the center. (C) The center and surround are temporally modulated out of phase with a
depth at the center.posited to account for perceived modulation depth of time-varying
light viewed within a time-varying surround (Kozyrev et al., 2007;
Kremers & Rimmele, 2007; Kremers et al., 2004).
An alternative theory, however, is that the inﬂuence of the
surround depends on a cortical mechanism instead of a neural
mechanism within the LGN. In support of this view, cues to object
segmentation alter the inﬂuence of a temporally varying surround.
Consider the stimulus in Fig. 1B, in which the center and surround
are separated by a thin dark gap. As mentioned previously, when
center and surround are in-phase, the perceived modulation depth
in the center is suppressed (Fig. 1B). If the dark gap, however, is
perceived in a nearer depth plane than the center and surround
(by introducing stereo disparity), so both center and surround
are perceived in their own common depth plane, then suppression
from the surround is reduced or abolished, presumably because
amodal completion causes the center and surround to be perceived
as a single, uniﬁed temporally varying object (D’Antona & Shevell,
2007). This ﬁnding cannot be explained by the LGN-level
hypothesis because the inﬂuence of the surround depends on ob-
ject segmentation following stereoscopic depth perception at a
cortical level.
The purpose of the experiments reported here is to test whether
contextual inﬂuences on perceived temporal variation result from
a monocular neural mechanism, a binocular neural mechanism, orare temporally modulating in phase. There is no gap to separate them so the entire
ough of the brightness modulation is referred to as the perceived modulation depth.
em. The gap results in the surround suppressing the perceived modulation depth at
gap separating them. The anti-phase surround enhances the perceived modulation
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exist at both levels; this study aims to determine the contribution
of these mechanisms to perception. To address this issue, center
and surround stimuli were presented to either the same eye (mon-
ocular condition) or separate eyes (dichoptic condition), and the
phase between center and surround was varied. Under these
conditions, perceived modulation depth was measured at various
temporal frequencies and surround contrasts.2. Methods
2.1. Observers
Three observers participated in the study. One was author A.D.;
the other two were naïve as to the purpose and design of the
experiments. Observers participated in practice sessions until they
produced reliable results. All previous data were then discarded
and the actual experiments were begun.
2.2. Stimuli
The stimuli were displayed on a Sony GDM-F520 cathode ray
tube (CRT) color display using a Macintosh G4 computer. The dis-
play was linearized using a 10-bit look-up table. The monitor had a
1360  1024 pixel display and was set for a refresh rate of 75 Hz
non-interlaced. The stimuli had a chromaticity metameric to the
equal-energy spectrum (EES) and a time-average luminance of
27 cd/m2 (excluding the dark gap and ﬁxation lines). All stimuli
were surrounded by a thin white ﬁxation square with two nonius
crosshairs that were used to aid binocular fusion (Fig. 2).
The test stimulus, which was presented in the top half of the
display (Fig. 2), consisted of a center circular patch (0.90 diam.).
It was surrounded by a dark gap (inner/outer diam. of 0.90/
1.05) and an annular surrounding ﬁeld (inner/outer diam. of
1.05/5.30). The center and surround were presented to either
the same eye (monocular condition) or opposite eyes (dichoptic
condition). The fused percept was the same for both conditions
(Fig. 2B). The dark circular gap was always present in both eyes.
The center was modulated sinusoidally in luminance over time at
a Michelson contrast of 0.50. The surround was also modulated
sinusoidally in time at the same temporal frequency as the center
and had a Michelson contrast of either 0.25 or 0.50. Center and sur-
round frequencies tested were 3.13, 6.25, and 12.50 Hz. At the two
lower frequencies, the tested relative phases between center and
surround were 150, 120, 90, 60, 30, 0, 30, 60, 90,
120, 150, and 180. At 12.50 Hz, the relative phases tested were
120, 60, 0, 60, 120, and 180.
A matching stimulus was presented in the bottom half of the
display. It consisted of a circular ﬁeld (0.90 diam.) surrounded
by a dark gap (inner/outer diam. of 0.90/1.05). Its background
ﬁeld was steady at a luminance of 27 cd/m2. The matching stimu-
lus was modulated sinusoidally in luminance over time at the same
temporal frequency and phase as the test-stimulus center, and was
identical in both eyes (Fig. 2B). Its modulation depth was con-
trolled by the observer.
2.3. Procedure
Observers used a chin rest to maintain head stabilization. Each
session started with 3 min of dark adaptation. Within a given
session, monocular and dichoptic conditions for all phases were
measured for a particular surround contrast and temporal fre-
quency. In addition, as a baseline measurement, each session in-
cluded a condition with no temporal modulation within the
surround. All stimuli in a given session were presented in randomorder and counterbalanced for the left and right eyes. For each
measurement, the observer adjusted the physical temporal modu-
lation in the matching ﬁeld to match the perceived modulation
depth in the center of the test ﬁeld. The observer had unlimited
viewing time on each trial and was instructed to alternate ﬁxating
the matching and test ﬁelds to determine a match. The initial mod-
ulation depth in the matching ﬁeld was set randomly at the begin-
ning of each trial. Each measurement was repeated ﬁve times
within a given session, and each session was repeated on three dif-
ferent days. Thus, each plotted value is the average of 15
measurements.3. Results
The perceived modulation depth of the test-stimulus center de-
pended strongly on the phase difference between the center and
surround ﬁelds, regardless of whether the center and surround
were presented to the same eye or to opposite eyes. Similar results
were found with Michelson surround contrast of 0.25 (Fig. 3) or
0.50 (Fig. 4). Each row in the ﬁgures shows results for a different
temporal frequency (3.13, 6.25 of 12.50 Hz), and each column
has measurements for a different observer. The perceived modula-
tion depth (vertical axis) clearly is affected by the relative phase
between center and surround (horizontal axis) in both the monoc-
ular and dichoptic conditions (ﬁlled and open circles, respectively,
in each panel). The solid and dashed lines through the measure-
ments are ﬁts to a model described below.
The effect of center-surround relative phase for a particular
condition has an overall magnitude quantiﬁed by the difference
between the largest and smallest measurement in each condition.
The overall magnitude is stronger for monocular than dichoptic
stimuli, though the relative phase of the dichoptic surround has a
substantial inﬂuence. The effect of relative phase decreases as tem-
poral frequency increases, particularly for the dichoptic condition.
At the highest temporal frequency (12.50 Hz), the inﬂuence of the
relative phase of the dichoptic surround is weak, while the phase of
the monocular surround remains an important factor.
The measurements show some differences among the observ-
ers. For example, the measurements for observer ECA are vertically
displaced from the measurements for the other observers. For all
observers, however, the important trends in the results are
remarkably similar, as discussed below.
3.1. Modeling
The results were ﬁt by a vector summation model that assumed
responses from the center and surround were combined additively
(Kremers & Rimmele, 2007; Kremers et al., 2004). Let the neural re-
sponse to the central test stimulus be represented by the vector R
*
C ,
and the effect of the surround on this response by the vector R
*
S.
The angle of R
*
S (corresponding to the phase of the surround) was
varied across different conditions, while the angle of R
*
C was con-
stant (i.e., the phase of the center was constant). The perceived
modulation depth of the test stimulus center (R
*
) was modeled by
vector summation:
R
*
¼ R
*
C þ R
*
S: ð1Þ
The magnitude of R
*
can be expressed using the law of cosines:
R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R2C þ R2S  2  RC  RS  cosðS /Þ
q
; ð2Þ
where two free parameters, RC and RS, represent the magnitudes of
the vectors R
*
C and R
*
S, respectively. RS, the magnitude of vector R
*
S,
relates to the difference between the largest and smallest magni-
tudes of the resultant vector R
*
(corresponding to the maximal and
Fig. 2. Experimental setup. (A) Stimuli were presented using a haploscope such that the left side of the monitor was presented to the left eye and the right side of the monitor
was presented to the right eye. The test and matching stimuli were presented on the top and bottom half of the monitor, respectively. Both stimuli were surrounded by a thin
white square along with nonious lines in order to aid binocular fusion. For the test stimulus (top), the temporal modulation in the center and surround could occur in separate
eyes (A, left) or in the same eye (A, right). Temporal modulation of the matching stimulus was in both eyes. (B) The fused percept.
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the vector R
*
C remains constant, while the angle of the vector R
*
S var-
ies. As the angle of the vector R
*
S changes, the resultant vector R
*
changes in magnitude. As the magnitude of the vector R
*
S becomes
larger (smaller), the change in the magnitude of the resultant vector
R
*
also becomes larger (smaller). RC, the magnitude of the vector R
*
C ,
controls the vertical displacement of the ﬁtted values. A third free
parameter for angle, /, captures any inherent neural phase differ-
ence between the center and surround responses, and thus affects
horizontal displacement of the modeled values in Figs. 3 and 4;
the parameter /, therefore, determines the relative phase between
center and surround stimuli at which perceived modulation depth
is minimal (that is, the troughs of the model ﬁts in Figs. 3 and 4).
The angle S corresponds to the physical phase difference between
the center and surround stimuli so was controlled by the
experimenter.
The surround strength, which is the magnitude of R
*
S, was esti-
mated for each combination of physical surround-modulation con-
trast (0.25 or 0.50), temporal frequency (3.13, 6.25 or 12.50 Hz),
and monocular versus dichoptic presentation (Fig. 5, top row; eachpanel is for a different observer). As expected, for any given tempo-
ral frequency, the surround with higher contrast (0.50) nearly al-
ways had greater surround strength than with lower (0.25)
contrast. Also, the surround strengths in the monocular condition
almost always were higher than in the dichoptic conditions (given
the same temporal frequency and surround contrast). For all condi-
tions and observers, the surround strength decreased with tempo-
ral frequency. Low-frequency selectivity is consistent with
previous studies on the contextual inﬂuence of time-varying light
on temporal perception, and is typically interpreted to result from
cortical temporal ﬁltering (D’Antona & Shevell, 2006, 2009; Davey,
Maddess, & Srinivasan, 1998; De Valois et al., 1986; Rossi &
Paradiso, 1996, 1999).
The estimates of /, which represent the inherent neural phase
differences between center and surround responses, were com-
pared for the different conditions (Fig. 5, bottom row; each panel
is for a different observer). The phases estimated from monocular
conditions, regardless of surround contrast level, tended to be
above zero, indicating that the response from the surround lagged
the response from the center (cf. Kremers et al., 2004). In the mon-
Fig. 3. Measurements with the surround modulation at 0.25 Michelson contrast. The three columns correspond to the three observers, and the three rows correspond to the
three temporal frequencies. In each panel, the perceived modulation depth is plotted on the vertical axis, and the center-surround phase difference is plotted on the
horizontal axis. The monocular results are shown by closed circles, and the dichoptic results by open circles. The solid triangle shows the perceived modulation depth with a
steady surround. Lines through the plotted points are ﬁts of the model in Eq. (1) (see text). Error bars indicate one standard error of the mean.
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surround contrast were similar though slightly lower for 0.25 than
0.50 contrast. For both surround contrasts in the monocular condi-
tion, phase increased nearly linearly with temporal frequency.
In dichoptic conditions, the phases tended to be lower than in
the monocular conditions, with many phase estimates near or be-
low zero. Both 0.25 and 0.50 surround contrast gave similar phase
estimates; there was no consistent relation with temporal
frequency at 3.13 and 6.25 Hz. Phases at the highest temporal
frequency, 12.50 Hz, are not shown for the dichoptic condition in
Fig. 5 because of the weak effect of surround phase, which made
estimates of the phase parameter / unreliable.
Overall, the qualitatively different estimates of phase from the
monoptic and dichoptic conditions suggest that two separate
underlying mechanisms determine the contribution from a sur-
round to the perceived modulation depth of the central test.
The monotonic results in Fig. 5 were analyzed using order
statistics. Consider the surround strengths for the monocular
conditions at surround contrast 0.50 (top row, ﬁlled circles). For
a given connected set of three points for one observer, the
probability of monotonically decreasing results is 1/6 (1/3!). The
probability of observing monotonically decreasing results for all
three observers is then (1/6)3 = 1/216. A two-tailed test must in-
clude also the chance of monotonically increasing values (probabil-ity 1/216 as well). Thus, the probability of observing by chance the
same monotonic results for all three observers is 2/216 (that is,
p < 0.01). The same analysis applies to each of the monotonic
trends in Fig. 5 for both surround strength and phase (excluding
dichoptic phase), therefore showing that all of the monotonic re-
sults are statistically signiﬁcant.
Overall, the quality of the model ﬁts was excellent. The median
proportion of variance accounted for by the model (R2) among the
36 ﬁts shown in Fig. 5 was 0.95 (for 90% of the 36 ﬁts, R2 > 0.87).
Note that in a few monocular conditions, there is a possible ﬂoor
effect (that is, more than one measurement near zero): at 0.50 sur-
round contrast (Fig. 4) for observers JHC and ADD at 6.25 Hz and
for ADD at 3.13 Hz, and perhaps also at 0.25 surround contrast
(Fig. 3) at 6.25 Hz for ADD. To test whether a possible ﬂoor effect
inﬂuenced the parameter estimates, the model was ﬁt again in
these conditions while excluding the measurements with near-
zero modulation depth (the possible ‘ﬂoor’ measurements). The
quality of ﬁt was still excellent (R2 changed by 0.025 or less, with
some ﬁts slightly better and others slightly worse without the
possible ﬂoor measurements). Most importantly, the
surround-strength estimates were virtually unchanged: all were
within 0.005 of the plotted values in Fig. 5, which is not surprising
because the ﬁts are driven mostly by the slopes of the results
rather than the points at the trough. Phase values without the pos-
Fig. 4. As Fig. 3 except with the surround modulation at 0.50 Michelson contrast.
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maintained the monotonic increases in the monocular conditions,
as in Fig. 5 (bottom panels).3.2. Estimates of monocular and binocular components
In the monocular condition, the center and surround are pre-
sented to the same eye. In this case, the contextual inﬂuence of
the surround may result from monocular and/or binocular neural
mechanisms. Assuming that monocular and binocular effects are
cumulative and independent, the perceived modulation depth in
the monocular condition can be expressed by rewriting Eq. (1):
R
*
¼ R
*
C þ R
*
S ¼ R
*
C þ R
*
SM þ R
*
SB ð3Þ
where R
*
SM [R
*
SB ] represents the contextual inﬂuence of the surround
on the center from the monocular [binocular] mechanism. Eq. (3)
re-expresses R
*
S as the sum of monocular (R
*
SM ) and binocular (R
*
SB )
components. In the dichoptic condition, R
*
SM is zero so R
*
SB is esti-
mated directly by R
*
S. More generally, R
*
S in Eq. (3) is the sum of
R
*
SM and R
*
SB so, for any given temporal frequency and level of sur-
round modulation, R
*
SM can be estimated by (i) using the monocular
measurements to ﬁnd the modeled value of R
*
S and then (ii) sub-
tracting R
*
SB estimated from the dichoptic measurements from R
*
S
found in step (i).The estimated surround strengths for the monocular and binoc-
ular neural mechanisms (i.e., the magnitudes of the vectors R
*
SM and
R
*
SB , respectively) are shown in Fig. 6 for all conditions (each panel
for a different observer). The binocular surround strengths (dashed
lines) decrease markedly with temporal frequency (these values
are the same as the dichoptic surround strengths in Fig. 5). As
mentioned above, low-pass temporal-frequency tuning has been
interpreted to reﬂect cortical processing, and the binocular sur-
round strengths in Fig. 6 are in accord with this interpretation.
The monocular surround strengths (solid lines), on the other
hand, are relatively constant over the range of temporal frequen-
cies tested, suggesting that the monocular neural mechanism has
different temporal-frequency tuning than the binocular mecha-
nism. The monocular temporal-frequency tuning is consistent with
a subcortical mechanism that continues to contribute at relatively
high temporal frequencies (Kremers et al., 2004).4. Discussion
The perceived temporal variation of a time-varying light de-
pends strongly on the temporal properties of nearby surrounding
light. Neural accounts of this phenomenon have included mecha-
nisms within either the LGN (Kozyrev et al., 2007; Kremers &
Rimmele, 2007; Kremers et al., 2004) or cortex (D’Antona &
Shevell, 2007). The results here reveal both a monocular mecha-
nism and a binocular mechanism.
Fig. 5. Plots of the parameter estimates from the model in Eq. (1). The three columns correspond to the three observers, and the two rows correspond to the ﬁts for the
surround strengths and phases, respectively. In the top row, surround strengths are shown on the vertical axis, and temporal frequency on the horizontal axis. Monocular
surround strengths are shown by solid lines, with ﬁlled diamonds and ﬁlled circles corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively. Dichoptic
surround strengths are shown by the dashed lines, with open diamonds and open circles corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively. In the
bottom row, phases are shown on the vertical axis, and temporal frequency is shown on the horizontal axis. Monocular phases are shown by the solid lines, with ﬁlled
diamonds and ﬁlled circles corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively. Dichoptic phases are shown by the dashed lines, with open
diamonds and open circles corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively.
Fig. 6. Estimates of monocular and binocular surround strengths (see text and Eq. (3)) for three observers. Surround strength is shown on the vertical axis, and temporal
frequency is shown on the horizontal axis. Estimates of monocular-only surround strengths are shown by the solid lines, with the solid diamonds and solid circles
corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively. Estimates of binocular-only surround strengths are shown by the dashed lines, with the open
diamonds and open circles corresponding to the 0.25 and 0.50 Michelson contrast surrounds, respectively.
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supports contributions from two distinct neural mechanisms
(Fig. 6). The inferred monocular neural mechanism has approxi-
mately the same inﬂuence at all temporal frequencies tested (3–
12 Hz), a result consistent with electrophysiologically measured
subcortical responses to similar stimuli (Kremers et al., 2004; Rossi
& Paradiso, 1999). The inﬂuence from the inferred binocular neural
mechanism, on the other hand, is attenuated above 6 Hz, which is
in accord with electrophysiological measurements of cortical re-
sponses to similar stimuli (Rossi & Paradiso, 1999).
Induced temporal variation into a physically steady central ﬁeld
from a temporally varying surround can be nulled by adding phys-
ical light to the center (Autrusseau & Shevell, 2006; D’Antona &Shevell, 2009; Krauskopf et al., 1986; Shevell & Cao, 2006; Spehar
et al., 1996; Zaidi & Zipser, 1993; Zaidi et al., 1992). Stimulus
conﬁgurations similar to ones in the present study show that the
induced temporal variation is roughly in counterphase to the phys-
ical modulation in the surround. A similar phase relation occurs in
the current study. A difference between those studies and the cur-
rent results, however, is that induced temporal variation into a
steady ﬁeld is largely attenuated at temporal frequencies above
about 3 Hz (D’Antona & Shevell, 2009; Davey et al., 1998; De Valois
et al., 1986; Rossi & Paradiso, 1996), while the contextual effect in
the current study (with the central ﬁeld also varying in time) was
observed at up to 12.5 Hz. Qualitatively, however, the low-pass
temporal-frequency tuning of the inferred binocular neural
1860 A.D. D’Antona et al. / Vision Research 51 (2011) 1853–1860mechanism in the current study is similar to the tuning found in
studies of perceived temporal variation of brightness or color in-
duced into a steady stimulus, suggesting that the low-pass ﬁltering
in both cases reﬂects properties of cortical neurons (D’Antona &
Shevell, 2009; Davey et al., 1998; De Valois et al., 1986; Rossi &
Paradiso, 1996).
Temporal processing in the human visual system frequently is
studied using detection thresholds (Kelly, 1961; Mandler &
Makous, 1984; Smith, 1971; Lee, Pokorny, Smith, Martin, & Val-
berg, 1990; Cass & Alais, 2006). The temporal contrast sensitivity
function, which characterizes human sensitivity to different tem-
poral frequencies, is believed to result from multiple underlying
temporal mechanisms (Cass & Alais, 2006; Mandler & Makous,
1984). The current study shows this is also the case for the inﬂu-
ence of temporally varying surrounding context. Two separate
mechanisms – one monocular and one binocular – have distinct
temporal-frequency tunings.
A contextual effect similar to the one observed in this study oc-
curs also in spatial vision. Perception of a spatial-frequency grating
is suppressed by a grating in the surround (Cai, Zhou, & Chen,
2008; Petrov & McKee, 2009; Xing & Heeger, 2000, 2001). This sur-
round suppression has been shown to have both a monocular and a
binocular component, each with different time courses (Petrov &
McKee, 2009). Physiological evidence also supports both monocu-
lar and binocular components of spatial surround suppression
(Webb et al., 2005), with each component having different spatio-
temporal characteristics. These properties of surround suppression
in the spatial domain are similar to the ﬁndings here in the
temporal domain: suppression occurs at multiple levels in the
visual system, and each level has its own distinct temporal
properties.Acknowledgment
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