We show that the E + -class can be decided by a liftable order, when it is applied a posteriori. This is a surprising result, because the E + -class was one of the motivations for the study of non-liftable orders. Also surprising is the behaviour of the resolution process. Initially the variable depth of the clauses may grow, but it will not grow deeper than a certain bound. We do not make use of any type of saturation rule in our completeness proof.
Introduction
The E + class is the set of clauses, in which all literals have identical variables, and the literals are weakly covering. The class was introduced by Tam90]. It was shown there (see also FLTZ93] ) that the following order is terminating on E + : A < v B i the maximal depth at which a variable occurs in A is strictly less than the depth at which a variable occurs in B: Although resolution with this order terminates on the class E + ; it does not satisfy the condition:
A < v B ) A < v B :
Because of this the completeness of < v on E + was open until Niv94a], Niv94b], where a technique for proving completeness of non-liftable orders was introduced, called the resolution game. In fact the E + class was one of the motivations for its introduction.
In this paper we show that the E + class can be decided by a liftable order after all, when it is applied a posteriori. In FLTZ93], pp. 109, this is posed as an open problem. (The R < d re nement occurring there is equal to our -ordering) In Leitsch97] , there is a termination proof for the class E 1 ; (under the name K), which is essentially E + restricted to 1-variable clauses. (The E + class is also mentionend there, under the name K ; on page 223. It is claimed there that saturation techniques are required)
We here prove termination for the full E + class, with a fully liftable order, and without saturation rules.
The behaviour of the re nement is very surprising. Initially growth of the depth (and the variable depth) is possible but only up to a certain bound.
The Resolution Calculus
We brie y introduce the resolution calculus. Contrary to the case of rst order logic, we distinguish constants and variables. This makes it possible to omit the 8-quanti ers in clauses.
De nition 1.1 We assume a xed set of functions/constant symbols F; a xed set of predicate/propositional symbols P; and a xed set of variables V: The set of terms is recursively de ned as follows: For the composition holds, for all terms A( 1 2 ) = (A 1 ) 2 :
We present an algorithm for computing the mgu. The algorithm is not e cient because its purpose is proving properties of mgu's, rather than applying it.
De nition 1. De nition 1.6 We de ne the ordered resolution and factorization rules:
Let be an order on literals. The order is used to select the literals in the clauses that can be used for resolution, or factorization. Only the maximal literals in a clause can be used. There are two moments at which the ordering can be used. The rst is before the substitution. This is called a priori application. The second is after the substitution, this is called a posteriori application. It is not completely trivial to nd an example where a priori and a posteriori application of the order di er, in the case that the order is liftable. De nition 1.8 Let C = fc 1 ; : : : ; c n g be a clause set. We call C unsatis able if its rst order meaning is unsatis able. We call C propositionally unsatis able if for every substitution ; the set C is unsatis able. Theorem 1.9 Let be an order satisfying A B ) A B :
APRIORI
(the liftability condition). Then -ordered resolution with factoring is complete.
In fact the order need not be fully liftable. It is su cient if A and B are restricted to literals that can occur in a derivation, and A and B are restricted to literals that can occur in an unsatis able instance. This makes the following more complicated condition:
De nition 1.10 Let be a relation on literals. We call liftable if it satis es the following conditions:
For every unsatis able clause set C; there is a propositionally unsatis able set C of instances of C; and an order g on the literals in C; So need not even be an order by itself, but g has to be an order.
Covering Literals
In order to obtain termination for resolution it is necessary that the literals in the clause sets have a special form: The must be weakly covering. Although the de nition of this notion is technical, covering literals arise naturally from the Skolemization of decidable classes. We show that covering literals are preserved under resolution, and that the mgu of two covering literals is not larger than the largest of them. Covering and weakly covering literals are typically the result of skolemization, when the pre x ends in an existential quanti er. If an atom a(x; y) with in the scope of 8xy is skolemized the result equals a(x; f(x)); which is covering. If a(x; y) contains ground terms, then the result is weakly covering.
The main property of (weakly) covering literals is that they do not grow when they are uni ed. Before we prove this we need a technical property. proof: Sometimes the E + -class is de ned in an extended manner in which the clauses are allowed to consist of more than one component. This is not relevant for our discussion.
It was already known that the E + -class is decidable, and that it can be decided by the following order, when it is applied a priori:
De nition 3. This order is non-liftable, which makes it di cult to prove completeness, but proving termination is fairly easy. With the liftable order that we will introduce, the picture is exactly reversed. Proving termination is di cult, but the completeness is a standard result.
That the order < v is non-liftable, can be seen from the following: We have p(X; s (0) end of proof
The following also holds, although it is irrelevant for completeness: Lemma 3.6 Relation is an order within a clause.
The termination proof for the < v order is based on the fact that it is impossible to derive a clause c; with Vardepth(c) > Vardepth(C); or containing more variables than a clause of C: This, together with Lemma 2.7 ensures termination. So it is possible that Depth(c) > Depth(C); for a derived clause, but this is harmless, as this can be caused only by a nite set of ground terms. We will show however that it is not possible to continue this initial growth. So this unpleasant behaviour can only occur in clauses with low depth.
De nition 3.9 Let A and B be literals. We de ne the following notions: We may assume that all derived clauses are in E + : Initially (1) and (2) are trivially satis ed. It is su cient to show that properties (1) and (2) are preserved by substitution, deletion of a literal, and -ordered propositional resolution, as factorization and resolution, using a posteriori can be decomposed into these rules.
Deletion of a literal. It is easy to check that this ensures preservation of (1) and (2).
end of proof
This decomposition works because we use the order a posteriori. When the order is applied apriori, things go wrong:
Example 3.13 Let C = fp(0; s 3 (0))g; f: p(X; s 3 (0)); p(s(X); s 3 (0))g: The -order allows derivation of each fp(s i (0); s 3 (0))g in the case of a priori application. Now we are ready to prove the main theorem: Theorem 3.14 Let C be a nite set of clauses in E + : With a posteriori ordered resolution and factoring based on only a nite set of clauses can be derived from C: proof:
It is su cient to show that there exists a bound k on the Vardepth of derivable clauses. We take k = Depth(C); the depth of a deepest clause in C: We show that no clause with Vardepth(C) > k; can be introduced. First of all note that even unrestricted factoring cannot increase the variable depth of a clause, since by Theorem 2.4 the subsitution must be a weak renaming on at least one of the literals, and because of this on the whole clause. It remains to consider the resolution rule. We use the same decomposition as 
