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Abstract 
The standard reference model (SRM) for intelligent multimedia presentation systems describes a framework for the 
automatic generation of multimedia presentations. This framework, however, lacks an explicit document model of the 
presentation being generated. The Amsterdam hypermedia model (AHM) describes the document features of a hypermedia 
presentation explicitly. We take the AHM and use it as a basis for describing in detail the stages of generating a hypermedia 
presentation within the SRM framework, which we summarise in a table. By doing so, the responsibilities of the individual 
SRM layers become more apparent.© 1997 Elsevier Science B.V. 
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1. Introduction 
Intelligent multimedia presentation systems 
(IMPS) deal with the dynamic creation of multime-
dia presentations optimally geared towards the needs 
of a user. In broad terms, the created presentation 
should define what is presented to the user (the 
content), where it is presented (the spatial layout) 
and when it is presented (temporal layout). Given a 
collection of user goals and availability of resources, 
these three aspects leave an immense number of 
possible presentations open. An IMPS is a reasoning 
system aimed at selecting the optimal one. 
The standard reference model (SRM) defined in 
Ref. [ 1] considers the decomposition of this process 
into well-defined layers. In the content layer, a rough 
• Corresponding author. 
outline of the content and structure of the presenta-
tion is made; in the design layer every part of the 
presentation is designed; and, in the realization layer, 
the design is realized into a full specification of the 
presentation in a platform-independent way. These 
are complemented with a control and a presentation 
layer, mainly dealing with the input and output from 
and to the user. A number of expert modules are 
defined, aiding the layers in their reasoning process. 
The SRM considers the three aspects of the docu-
ment in parallel. In the current version of the SRM, 
it is not precise which part of each of the document 
aspects is defined in which layer. The reason for this 
omission is the lack of a well-defined document 
model. The Amsterdam hypermedia model (AHM) 
[2,3] was explicitly designed to capture all of the 
above aspects, and hence can serve in the further 
specification of the model. The main goal of this 
contribution is to integrate the AHM with the SRM 
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The Modem 
''Press the on/off switch to tum on the modem. 
This is the on/off switch." 
"Connect the telephone with the modem. 
Push the selector switch S4 to the right to 
set the modem for reception of data. 
This is the selector switch:' 
"After turning on the modem the 




Fig. I. An example of hypermedia presentation. 
leading to a more precise model without losing 
expressiveness. It provides each of the layers with 
explicit concepts on which to base their reasoning. 
Consequently, it also defines for which concepts a 
layer should communicate with the experts defined 
in the SRM and when communication with the other 
layers is required. 
The structure of this contribution is as follows. 
After describing an example hypermedia presenta-
tion in Section 2, we present the main features of the 
AHM in Section 3. In Section 4, we show how the 
AHM can be integrated with the SRM. In Section 5, 
we give a brief discussion of our own work on 
generating hypermedia presentations. 
2. Example presentation 
We provide an example of a hypermedia presenta-
tion 1 (Fig. 1). This consists of a number of multime-
1 This example is based on a generated PPP presentation ex-
plaining how a modem works. http:/ /www.dfki.uni-sb.de/im-
edia/java/applets/persona/modern.html. 
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dia presentations through which a reader can navi-
gate. The initial screen is a scene composed of four 
media items: two text objects, an image of the 
modem, and an animated image of the presenter. 
These start simultaneously and remain on display, 
until the reader selects to follow one of the links 
from each of the three sentences, to an explanation 
given by the presenter. The first explanation is com-
posed of two subscenes, one following the other. The 
first subscene shows an animation of the presenter 
played alongside a spoken commentary. While this is 
playing, an image of the modem is shown, which is 
then changed in time with the commentary to high-
light the on/off switch. The presentation continues 
without any interaction from the reader (indicated by 
the synchronization arc in the figure), and the presen-
ter explains about LED 11. Note that the two buttons 
allowing the reader to jump back to the initial screen 
or go on to the next explanation remain on the screen 
throughout the scene. 
3. Amsterdam hypermedia model 
The purpose of the AHM is to capture multimedia 
and hypertext aspects in a unified document descrip-
tion. The AHM is a specification of the information 
needed for storing all aspects of a hypermedia docu-
ment in a platform-independent way, so that it can be 
presented on a number of platforms while still re-
flecting the author's original intentions. The model 
associates properties, such as duration and size, with 
a media item and encapsulates these in an object, 
termed an atomic component. The atomic compo-
nent, rather than the media item itself, is used as the 
basis for creating presentations. Other associated 
properties are semantic labels and presentation speci-
fications. The AHM is described in detail in Ref. [2]. 
We give a summary here for completeness. 
The four main components of the AHM are: (1) 
the atomic component that hides data dependencies 
of a media item from the rest of environment and 
associates presentation information and semantic at-
tributes with the object; (2) the composite compo-
nent that groups atomic components and smaller 
presentations into larger presentations; (3) the link 
that allows the expression of relationships among 
presentations; and (4) the channel that prespecifies 
resources and allows styles to be applied to multiple 
media items. 
In addition to these main components are a num-
ber of other objects in the model: (I) media items 
which are the data objects which form the basis of 
the presentation; (2) synchronization arcs which al-
low the expression of temporal constraints among 
parts of a presentation; (3) anchors that allow links 
to be attached to parts of media items. We describe 
these objects within the four main components. 
3.1. Atomic component 
An atomic component consists of content, pre-
sentation specification, attributes and anchors. This 
is summarised in Table I. 
3.1.J. Content 
The content of an atomic component is a refer-
ence to a complete or partial media item. 
3.1.2. Presentation specification 
The presentation specification includes temporal 
layout, spatial layout and style information. Tempo-
ral information for an atomic component is its dura-
tion. This can be derived from the content for contin-
uous media such as video or audio, can be assigned 
by the author, or may be derived from the composi-
tion structure. Spatial layout is assigned through a 
channel, which has its own size and position, plus 
the size and position of the content with respect to 
the channel. The content may have its own intrinsic 
size, for example, for images or video. Style infor-
mation is of three different types: media item, anchor 
and transition effect. Media item style is medium-de-
pendent and includes, for example, font for text and 
background colour for all visual media types. Anchor 
style determines how the anchors are visualized to 
the user, e.g., pop-up when the mouse cursor is over 
the anchor. Transition effect specifies a special effect 
when the content starts or ends its display, for exam-
ple, 'fade-in' or 'wipe-left'. 
3.1.3. Attributes 
Semantic attributes can be associated with the 
component. These allow selections from an external 
knowledge representation to be associated with indi-
vidual parts of a presentation. 
Table I 
















Part of text, image, video, etc. 
Derived from content, specified by author. or determined via surrounding structure 
Size derived from content, or specified by author, size and position determined via channel 
Media item style, anchor style, transition effect 
Related to external knowledge representation 
For referring to anchor 
Media-dependent reference to content 


























AHM composite component 
Children Component references Atomic or composite components 
r 
Presentation specification Synchronization arcs Timing between descendant components ::z: 
"' Duration Detennined by children and synchronization arcs ~
Styles Media item style, anchor style, transition effect g 
" 
Attributes Semantic description 
~ 
Related to external knowledge description ~ 
"--
Anchors Anchor ID For referring to anchor r, <:> 
Value Component/anchor reference(s) ~ 
Attributes Semantic description, as for component " it








Table 3 ~ 
AHM link component <') rl 
Specifiers Anchor Component/anchor reference(s) 00 
Direction From/To /bidirectional ~ IO 
Context Component reference IO :::! 





Presentation specification Transition duration Vo 0 
Transition Transition effect " 
Attributes Semantic description Related to external knowledge description 
v. 
~ 
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3.1.4. Anchors 
Anchors are identified objects specifying part of a 
media item and can be used as the basis for creating 
links and synchronization arcs among components. 
An anchor consists of an anchor identifier, an anchor 
value, attributes and a presentation specification. The 
anchor value is a media-dependent description of 
part of the content of the component. The attributes 
have exactly the same function as those for the 
complete component and should be selectable from 
the same knowledge representation. The presentation 
specification is anchor style only. 
3.2. Composite component 
A composite component consists of children, pre-
sentation specification, attributes and anchors (Table 
2). There are two types of composition: temporal and 
atemporal. The latter is a collection of multimedia 
presentations, for example, the three presentations 
shown in Fig. 1. The fonner is a grouping of media 
items belonging to the same presentation, for exam-
ple, the complete subscene about the on/off switch. 
We describe the temporal composite component. 
3.2.1. Children 
The children of a composite component are refer-
ences to the atomic or composite components con-
tained by the composite. 
3.2.2. Presentation specification 
Temporal information for a composite component 
is the duration of the children along with their 
temporal relationships, stored as synchronization 
arcs. Spatial layout is assigned via the channels 
corresponding to the descendant atomic components. 
Style information consists of media item style, an-
chor style and transition effect. 
3.2.3. Attributes 
Semantic attributes can be associated with the 
component. 
3.2.4. Anchors 
Anchors are identified objects specifying part of a 
component. The anchor value in a composite is a 
reference to an anchor in a descendant component. 
3.3. Link component 
A link allows the expression of a relationship 
within a collection of multimedia presentations. This 
is most often expressed to the end-user as a naviga-
tion action. A link consists of a list of specifiers, a 
presentation specification, and attributes (Table 3). 
3.3. l. Specifiers 
A specifier stores the information for the (possi-
bly multiple) ends of the link, and is itself composed 
of a number of parts: an anchor, a direction, a 
context and a presentation specification. The anchor 
is a list of component and anchor identifiers of 
components that are associated with the end of the 
link. The direction specifies the direction of the 
semantic relationship among the link-end compo-
nents. This can be interpreted as a traversal direction 
when required. The context 2 is the collection of 
objects associated with the end of the link and is 
given by a component reference. The presentation 
specification for the specifier is anchor style only. 
3.3.2. Presentation specification 
The presentation specification includes temporal 
layout and style information. Temporal information 
for a link component is the duration of the transition 
from the source to the destination context. Style 
information is transition effect. 
3.3.3. Attributes 
Semantic attributes can be associated with the 
component. These allow selections from an external 
knowledge representation to be associated with the 
relationship expressed using the link. Given that a 
link may have multiple specifiers, each with its own 
context, a link is able to record the semantics among 
a number of source presentations and a number of 
destination presentations. 
2 This should not be confused with the con1ext expert of the 
SRM. Link context is a statically specified part of the document 
structure that defines the scope of the link ends. We will use the 
full expression link context to avoid confusion. 














Layout Size and position defined with 
respect to window 
Duration Default 
Style Default media item style, 
default anchor style, 
default transition effect 
Semantic Related to external knowledge 
description descrition 
3.4. Channel 
A channel is an abstract, rather than a physical, 
resource. A channel serves two basic purposes: to 
support multimedia styles (high-level assignment of 
properties) and to separate out runtime resource is-
sues. A channel (Table 4) requires a media type 
along with a size and position with respect to some 
spatial coordinate axes, for example, a window. Other 
properties can be assigned as defaults for the atomic 
components that are assigned to the channel. 
3.4.1. Multimedia styles 
A channel can be used to record default atomic 
object properties. This use of the channel can be 
thought of as a generalised multimedia style sheet, 
i.e., not only specifying presentation styles, but also 
by stating defaults of the other properties. Every 
atomic component needs values for each of these 
properties. For presentations with only a few compo-
nents, these can be assigned per component. How-
ever, for presentations using multiple components, 
this information needs to be repeated for each one. 
The use of a multimedia style thus saves repetitive 
assignment. Values assigned to the channel can be 
overridden in the atomic component. The more prop-
erties that require to be specified per atomic compo-
nent, the more convenient it becomes to 'hide' them 
in a channel object. 
3.4.2. Runtime resource issues 
3.4.2.1. Playing media item. In its most basic form, 
all a channel does at runtime is play a media item-it 
takes a chunk of data, interprets it according to a 
data format and displays it on the screen. It also 
applies the properties assigned to the media item by 
default from the channel, and considers overrides 
from the atomic component. A collection of active 
channels is (almost) equivalent to a document player 
-the only other information needed is the schedul-
ing, since this requires information from multiple 
channel streams. 
3.4.2.2. Allocation of resources. Because the chan-
nels provide a description of the resources used by a 
presentation, the player software can make decisions 
about the presentation, such as how to distribute the 
audio streams over the available audio device(s), or 
whether the presentation can be played at all on the 
available hardware. 
4. Relationship with the SRM 
In Section 3, we considered how a hypermedia 
presentation can be modelled using atomic compo-
nents describing the content, composites and links 
defining the temporal layout, and channels for speci-
fying the spatial layout. In this section, we integrate 
the AHM and SRM by specifying for each layer of 
the SRM which parts of the AHM document descrip-
tion are the basis of reasoning. The results of this 
section are summarized in Table 5. 
4.1. Control layer 
This layer selects a goal from a set of goals that 
still have to be met. It influences the message to be 
expressed by a presentation, but does not make any 
decisions directly affecting the instantiation of parts 
of a particular presentation. 
4.2. Content layer 
The content layer takes a single goal passed on by 
the control layer and refines it to a list of subgoals. 
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Table 5 
The SRM layers in which the parts of the AHM are generated 
SRM AHM 
Atomic Composite Link Channel 
Control 
Content Semantic attributes, Children, semantic Links among composites Channel media type 
media type, anchor lDs, attributes, anchor anchors, direction, link 
anchor attributes attributes context; semantic attributes 
Design Style specifications Temporal constraints within Link anchor sty le, Spatial constraints 
composite, styles, 
anchor IDs, anchor styles 
Realization Media item, anchor Synchronization arcs, 
values, size, duration duration, anchor values 
Presentation 
These are, in tum, transformed into a set of commu-
nicative acts and relations among these acts. This is 
carried out by four separate, but communicating 
processes-goal refinement, content selection, media 
allocation and ordering. Goal refinement is a task 
that has to be carried out before any parts of a 
presentation are created, so we do not discuss it 
further here. 
The content selection process communicates with 
the application expert, and decides on the semantic 
content of the presentation. This can be reflected in 
the document structure using AHM attributes. These 
can be associated with a component or anchor to 
express the role of a particular part of the presenta-
tion, e.g., recording the knowledge structure used to 
guide the generation of the presentation in the first 
instance. The attributes should be taken from the 
knowledge representation used by the application 
expert. As an illustration, the picture of the modem 
at the bottom of Fig. 1 may have the associated 
attribute 'modem showing switch S4.' The syscem is 
then able to reuse the document later for further 
processing; for example, the user retraces a few steps 
and then formulates a different goal, and the system 
is not obliged to regenerate everything. A further 
advantage is that the description of the object can be 
used either to find an existing media item in a 
database, or to generate it. 
The media allocation component assigns a partic-
ular medium to a communicative act, producing a 
media communicative act. In terms of the AHM, a 
transition temporal constraints, among channels 
transLtion 
Transition duration Position, size 
decision has been made as to which media type will 
be used. This determines, not the selection of a 
particular channel, but the restriction of potential 
channels to those of the appropriate media type. Note 
that while the media items have not been finalised in 
the content layer, this has no influence on the ability 
to create structures in the AHM. Since the atomic 
component and not the media item is the basis of a 
presentation, compositions and links can be created 
independently of the final media items. 
The result of the ordering process, not necessarily 
linear, is an ordering of the media communicative 
acts. Hyperlinks, composition, timing relations and 
spatial layout are all different ways of expressing 
ordering relations among media items. When a com-
municative act is to be expressed using a number of 
media items, these methods can be traded-off against 
one another. For example, rather than display many 
items together, links can be made among smaller 
groups of the items, or the sequential playing of 
items may be a suitable alternative for laying out 
items next to each other at the same time [4]. These 
different ways of 'ordering' the material have to be 
captured within the content layer, but may not be 
finalised until the design or realization layer. We 
thus restrict the content layer to specifying a struc-
ture of composites and links, and leave the decisions 
on temporal and spatial layout to other layers. 
The composition structure defines a hypermedia 
presentation consisting of a collection of multimedia 
presentations with relations among them, for exam-
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ple, the different explanations of the modem in Fig. 
1. The collection of presentations is an atemporal 
composite, containing a number of children, each of 
which is a temporal composite. One communicative 
act can be instantiated as an atomic or composite 
component, and a relation can be instantiated as a 
link. Although a link requires the specification of 
anchors, these are dependent on the media items that 
have not yet been determined. However, on the basis 
of semantic attributes, anchors can be assigned to 
components. These are specified using only anchor 
IDs that can later be instantiated with the appropriate 
anchor values within the media items. The direction 
and link context can already be specified, since these 
are independent of the final media items. 
In summary, in the content layer, the parts of the 
AHM that need to be generated are: (i) the atemporal 
structure including the children of each composite; 
the atomic components; (ii) the links among compo-
nents including anchor IDs, direction and link con-
text; (iii) labelling of each part with semantic at-
tributes; and (iv) the media type of the atomic com-
ponents and thus the channel. 
4.3. Design layer 
The design layer allows the processes of media 
selection and layout design to carry on in parallel, 
imposing no ordering requirements for which of 
these should be finalised first. The design layer is 
split into two communicating processes: media de-
sign and layout design. 
The media design component makes decisions on 
the 'look and feel' of the presentation. It can com-
municate with the design expert and make decisions 
on styles for atomic and composite components, 
anchors, and transitions. These are the media item 
styles, anchor styles and special effects described in 
Section 3. 
Some style aspects do not, at first sight, appear to 
fit into the AHM; for example, PPP Persona points 
to a part of the internal workings of a modern with a 
stick (Fig. I). However, this can be described in 
AHM terms as follows. The pointing stick is an 
anchor style for highlighting a particular part of the 
graphic. Another way of visualizing the same infor-
mation would be to have the graphic part flash when 
the relevant part of the commentary is spoken. In-
deed, the Persona himself may be considered as 
'only' visualizing a pointing convention with which 
we are familiar from the physical world. 
The layout design component is responsible for 
the spatial and temporal arrangement of the media 
items in the presentation plus the transition dura-
tions. In this layer, the constraints used for determin-
ing the spatial and temporal layout need to be gener-
ated. These specifications should be internally con-
sistent before being handed on to the realization 
layer, which may, nonetheless, be unable to satisfy 
them requiring the generation of a new set of con-
straints. The generation of the spatial layout design 
should occur along those lines described in Ref. [5]. 
In summary, the parts of the AHM which are 
determined in the design layer are the media item, 
anchor and transition styles, the temporal and spatial 
layout constraints for each temporal composite, plus 
the temporal constraints for transitions. 
4.4. Realization layer 
In this layer, the final decision is taken on the 
media items to be played in the presentation, and 
their corresponding spatial and temporal layout. 
Again, the layer is split into two communicating 
processes, paralleling those in the design layer-
media realization and layout realization. 
The media realization component ensures that 
appropriate media items are chosen. These may al-
ready exist, or may be generated specifically for the 
task. In either case, in AHM terms, the atomic 
component content becomes finnly specified, along 
with the associated channel and position within the 
channel. The content of an atomic component is 
specified either as a reference to an existing media 
item, or as a complete description in an appropriate 
specification language. Once a media item has been 
determined, the anchor values corresponding to the 
anchors can also be detennined. For example, in the 
content layer for generating the presentation in Fig. 
I, it is determined that the on/ off switch is to be 
highlighted within the picture of the modem. In the 
realization layer, the picture of the modem is instan-
tiated, and the switch can be described in terms of 
the image. The anchor then relates the semantic 
description of the switch, stored as an attribute, with 
the media-dependent description of the visualization 
of the switch in the image, the anchor value. 
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The layout realization component calculates the 
final temporal and spatial layout of each temporal 
composite based on the constraints specified in the 
design layer. The duration of an atomic component 
may be derived from the content for continuous 
media, or from the composition structure where, for 
example, static and continuous media are played 
alongside each other. The duration of a composite 
component can be calculated on the basis of its 
children, plus any other temporal constraints speci-
fied in the design layer. Synchronization arcs in the 
AHM can be used to specify starting times of com-
ponents in relation to one another. Where links 
define possible paths among separate multimedia 
presentations, there is also a duration perceived by 
the user when the link is followed. This is the link 
transition duration, which is also finalised in this 
layer. 
The layout of the presentation is calculated by a 
layout realization process, such as that described in 
Ref. [5]. By specifying the spatial layout of the 
atomic components, the channels are also deter-
mined. This results in the selection of existing appli-
cable channels. The exact layout of an object is 
determined by the channel through which it is dis-
played, plus the position and scaling of the object 
relative to the channel. 
In summary, in the realization layer, the final 
media item is specified along with corresponding 
anchor values; size, position, duration and start time 
of all components, including link transitions, are 
calculated; and channel selection, plus the size and 
position of each channel is finalised. 
4.5. Presentation display layer 
The SRM separates playing of a presentation from 
its specification in a similar manner to the AHM, and 
the AHM itself does not go any further with mod-
elling the runtime behaviour of a presentation. We 
have carried out work on displaying a presentation 
[6] conforming to the AHM, where the player soft-
ware interprets the information supplied in a source 
document, calculates an appropriate runtime sched-
ule, based on the timing relationships finalised in the 
realization layer, and does the actual display of the 
constituent media items. A system confonning to the 
SRM may similarly generate a document that could 
be played by a separate player, such as that described 
in Ref. [6]. 
5. Discussion 
We have introduced the AHM as an explicit 
document model into the SRM, and have given our 
interpretation of the parts of the model that should be 
derived in each layer. The three layers that generate 
parts of the model are the content, design and real-
ization layers. The content layer should establish the 
overall connections among different presentations; 
the design layer should specify the constraints among 
the components making up a presentation; and the 
realization layer should ensure that these constraints 
are resolved to a complete platform-independent de-
scription of the presentation. The four main compo-
nents of the AHM are used as follows. Atomic 
components allow a presentation to be built up with-
out any initial explicit reference to the media items. 
Composite components allow the grouping of com-
ponents, along with temporal relationships, into a 
single presentation. Links allow the creation of rela-
tionships among presentations. Channels allow simi-
lar styles and layouts to be reused, rather than defin-
ing new positions and sizes for each individual atomic 
component. A similar notion of consistency is em-
bodied through design styles in Ref. [4]. 
Our own design work on automatically creating 
hypermedia documents, described in Ref. [7], takes a 
slightly different approach to that of the SRM. We 
consider that a large supply of media items already 
exists, and that these can be searched through to find 
representations of the concepts to be included in the 
presentation. The author (who may also be the end-
user) can select the topic of interest and have the 
system make a selection of relevant media items. 
These can be collected together in appropriate group-
ings and displayed using predefined templates of 
channels. This takes a simpler approach to the 
rhetorics of the presentation by having the author 
take the steps carried out in the control layer and 
goal refinement in the content layer. This requires 
less analysis work on the goals that have to be met. 
Our approach does not demand the creation of media 
items, but the selection of appropriate ones from an 
existing database. This, in tum, requires semantic 
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annotation of items to be able to retrieve them. We 
are carrying out work parsing video segments, and 
objects within the segments, to facilitate the annota-
tion process. Other work is being carried out on a 
prototype for assembling items into a presentation 
for display on the World Wide Web. 
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