Introduction
Evidence of scale-free networks which connect agents in social and economic systems was established at least a decade ago [for example Pastor-Sattoras et.al. 2001 , Albert et.al. 1999 , Lahererre and Sornette 1998 , Liljeros et.al. 2001 . Further, power law relationships were shown to give a good description of several important aspects of economic activity relating to firms. For example, the size distribution of firms [Axtelll 2001] , the variability of output according to the size of the firm [Stanley et.al. 1997] , and the frequency and size of firm extinctions [Cook and Ormerod 2003, deGuilmi et.al. 2004] .
Firms are the basic building block of economic activity, and produce most of the output of the economy, at least in advanced economies of the type prevalent in the West. There is some analysis of inter-firm relationships using a Japanese database, an inter-firm network with some 1 million nodes (firms) and 4 million directed links (customer-supplier relationships). Ohnisihi et.al. (2010) examine motifs in the network, with the clique in which all component firms are reciprocally interconnected is the strongest motif. An undirected network between these firms, in other words not distinguishing whether firm A sells to B or vice versa, is analysed in Konno (2008) and a scaling relationship is claimed, although no formal analysis is presented. More realistically, Fujiwara and Aoyama (2008) extract the directed networks from the data, examining both the in-degree (the number of suppliers to each firm) and the out degree (the number of other firms each firm has as a customer). Both the relationships approximate a power law over a section of the data, but in each case the number of links is under-predicted quite substantially at the upper end of the distribution.
However, data limitations mean that in general at present we are only able to analyse the connections between industries, which represent aggregations of firm. So the aim of this paper is to examine some initial evidence on the distribution of connections between industries in the economy. Section 2 discusses both the data and the empirical results. Section 3 gives a brief conclusion.
The data and the results
Detailed information is available on the connections between industries in so-called input-output tables in the national economic accounts. These show the value of output which each industry sells to each of the others, and the value of output which the others sell to it. The size of individual industries identified in the input-output tables varies enormously. The total value of output in the UK economy is around £1500 billion 1 .
Large industries such as construction and retail distribution have output levels of £180 billion and £100 billion respectively. The smallest, 'jewellery and related products'
has an output of only £0.6 billion. There are in fact 36 industries, almost all of which are in the manufacturing sector, whose output is less than £5 billion.
However, much less significance can be attached to these differences in size than may appear to be the case at first sight. In particular, information on manufacturing industries is provided in much greater detail than for other sectors of the economy.
No fewer than 77 out of the total of 123 categories of industry are within manufacturing, even though this sector as a whole makes up no more than 12 per cent of total output.
Information is not provided at a similar level of disaggregation for other sectors of the economy. In part, this is due to historical accident. When the national economic accounts were first constructed in the 1930s and 1940s, manufacturing was a much bigger percentage of the economy than it is today. In part, it is because it is easier to estimate the value of things -manufactured articles -than it is of services. More direct information is available with which to compile estimates, and hence it is done in more detail. In principle, the contribution of, say, computer services -a non-trivial industry with an output of £54 billion -could also be broken down into more detailed, smaller component parts, exactly as is done with manufacturing.
We examine the data in two dimensions:
 how many industries are connected into a given industry  how many industries a given industry is connected into
For purposes of description, we refer subsequently to the first category as 'column connections' and the second as 'row connections'.
In the first instance, we investigate the degree of sparseness of the connections in each of these dimensions. In other words, to examine the total number of non-zero connections for each industry 2 .
Figures 1 and 2 below show the histograms of the distribution of non-zero row and column connections
Figure 1 UK national accounts input-output tables: 123 industries. Histogram of how many industries a given industry provides with products
The row connections for an industry show the number of industries into which it sells.
As Figure 1 shows, a substantial proportion of industries are connected in this way to most of the other industries. The mean number of connections is 82 and the median 91, with a standard deviation of 36.4.
Figure 2 UK national accounts input-output tables: 108 industries. Histogram showing the number of industries a given industry buys products from
The column connections of an industry show the number of other industries from which it buys. The mean value is high, at 71, the median 70 and the standard deviation 13.6.
In both cases, the degree of sparseness is low. In other words, the technological structure of production requires that:
 most industries require as inputs, products produced by most other industries  most industries sell their own products as inputs into most other industries It is evident from inspection of Figures 1 and 2 that the overall distribution is different from that of the row connections. This is confirmed by a formal test. The null hypothesis that the two distributions are the same is rejected very decisively on a
Anderson-Darling test (1952) test (at p = 0.0000).
Many years ago Goodwin (1949) conjectured that such an asymmetry could be a determinant of the business cycle, the persistent short-term fluctuations in national output (GDP) observed in the advanced market economies. In a dynamic context, the input-output matrix describes how output at time t is transformed into output at time t+1. In general, Goodwin argued that given that non-symmetric, non-negative square matrices have some eigenvalues with non-zero imaginary parts, the structure of production itself is a factor determining the business cycle. This has long since disappeared from mainstream economic theory, which following its inability to understand the recent economic crisis certainly needs to draw on wider sources for inspiration [see, for example, Farmer et.al. 2012 ].
The distributions of the two types of connections are clearly highly non-Gaussian.
However, a power law does not provide a good account of the distributions of either the column or the row connections. We initially fitted the data using the technique 
Figure 5 Cubic fit for ranked column counts. The cubic fit better captures the overall trend of the data
We now consider the row data. Again using the robust non-linear algorithm in
Matlab to estimate a power law, we obtain a value of α of 0.652 ( range 0.625 -0681). The adjusted R squared is 0.976 and the standard error is 3338. The actual and fitted with the 95 per cent confidence intervals are plotted in Figure 6 . In this case, it is the upper tail of the data which is not fitted by the power law.
Figure 6
Power law fit for ranked row connections. The power law fails to capture the upper range of the data.
A power law captures the row data considerably better than the column data, but again it fails to capture the upper tail.
Adjusting the power law relationship with a linear constant again improves the fit as shown in Figure 7 , but the standard error is still high at 2243. We examined polynomial fits, and found that the best is obtained by a quadratic. The adjusted R squared is 0.996 and the standard error of the equation is only 484, much lower than for the best power law fit. Most importantly, the upper range of the data is better explained as we can see in Figure 8 . it does not capture the distribution in the upper tail. We therefore examined whether a power law could describe the upper part of the data, using as the sample those values which are greater than the mean. There are 54 such observations for the column data and 61 for the row. In this case, it is essential to fit the power law with a constant (y = bx -α + c), the constant represents the shift of the minimum value from zero to the mean.
The fit for the column data is considerably improved. The value of α is 1.304 (1.158-1.451), the adjusted R squared is 0.979 and the standard error of the equation 77.78.
In this case, a polynomial does not improve the fit very much, a quadratic having adjusted R squared of 0.982 and standard error of 69.74. This finding is consistent with the conjecture of Perline (2005) that the discovery of power law relationships is often associated with truncated data sets which only try to fit the upper part of a distribution.
Figure 9
Power law fit with constant for column counts greater than the mean.
Figure 10
Quadratic fit for column counts greater than the mean.
For the row data, again restricting the sample to values above the mean and using the power law with a constant, the fit is not as good. The adjusted R squared is 0.957 and the standard error 414.5. The power law fit again under-predicts the upper end of the data. The quadratic is in this case clearly superior, with adjusted R squared of 0.988 and standard error of 118.9
Figure 11
Power law fit with constant for row counts greater than the mean.
Figure 12
Quadratic fit for row counts greater than the mean. It is clear that the upper tail of the data is better fitted with a quadratic than with a power law.
Conclusion
There is increasing interest in the existence or otherwise of scaling behaviour in the economy. We examine the evidence on the connections between different industrial sectors, in terms of the value of output which each industry sells to each of the others, and the value of output which the others sell to it.
Using data from the input-output tables in the UK national accounts, we find that at the detailed level of 123 industries, there is a high degree of connectivity between industries. Most industries require as inputs, products produced by most other industries. And most industries sell their own products as inputs into most other industries.
The statistical distributions of these two types of connection are significantly different from each other and clearly non-Gaussian. However, they also do not follow a power law distribution and are likely to be from a mixed nature. Even so, one would still expect that the relationship between the rank and the number of connections would present a scaling behaviour but that does not seem to be the case here. In other words, the economic connections between industries follow non-scaling behaviour. 
