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RESUMO
Neste trabalho estudamos o formalismo necessa´rio para uma teoria com nu-
cleons interagindo atrave´s de campos escalares e pseudoescalares, em que uti-
lizamos o modelo sigma linear. Para este fim, consideramos a representac¸a˜o
espinorial da equac¸a˜o de Dirac e da a´lgebra de Clifford.
De forma paralela, estudamos uma forma de quantizar o espac¸o de fase. Para
isso, utilizamos a func¸a˜o de Wigner, que e´ uma func¸a˜o de distribuic¸a˜o de
quasi-probabilidade, da forma como ela foi proposta. Como tratamos de um
modelo relativı´stico, foi necessa´rio adapta´-la ao formalismo, e para tanto es-
tudamos a func¸a˜o de Wigner covariante. Pudemos enta˜o, a partir da func¸a˜o
de Wigner covariante na aproximac¸a˜o cla´ssica e semicla´ssica, encontrar uma
equac¸a˜o de transporte ana´loga a` de Vlasov para o modelo sigma linear.
Palavras-chave: Func¸a˜o de Wigner. Func¸a˜o de Wigner Covariante. Equac¸a˜o
de Transporte. Modelo Sigma Linear.

ABSTRACT
In this work we study the formalism needed for a theory with nucleons inte-
racting through scalar and pseudoscalar fields, and for this we use the linear
sigma model. To this end, we consider the spinor representation of the Dirac
equation and the Clifford algebra.
In paralel, we study a way to quantize the phase space. For this, we use
the Wigner function, which is a quasi-probability distribution function, in the
way that it was proposed. Since we are dealing with a relativistic model, we
must adapt it to the formalism, and therefore we study the covariant Wigner
function. We can then, from the covariant Wigner function in the classical
and semiclassical approximation, find a transport equation analogous to that
of Vlasov for the linear sigma model.
Keywords: Wigner Function. Covariant Wigner Function. Transport Equa-
tion. Linear Sigma Model
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1 INTRODUC¸A˜O
O estudo de plasmas relativı´sticos, mais especificamente o plasma de
quarks e glu´ons (SATZ, 2011), tem sido de fundamental importaˆncia para a
compreensa˜o dos mecanismos envolvidos nas interac¸o˜es hadroˆnicas. Com-
preender este tipo de mecanismo nos permite descrever melhor os fenoˆmenos
observados nos experimentos em laborato´rios do LHC (Large Hadron Col-
lisor) (CERN, ), como o ALICE (A Large Ion Collider Experiment), ou la-
borato´rios do BNL(Brookhaven National Laboratory) (BNL, ), como o RHIC
(Relativistic Heavy Ion Collider). Tais experimentos teˆm como objetivo com-
preender melhor a estrutura fundamental da mate´ria, desde a sua formac¸a˜o no
universo primordial ate´ seu comportamento nos mais variados regimes.
Quarks e glu´ons sa˜o algumas das partı´culas fundamentais conhecidas,
que junto com os le´ptons e outras partı´culas de calibre formam o modelo
padra˜o. A forma como os quarks e os glu´ons interagem, atrave´s da forc¸a
forte, para formar ha´drons, como pro´tons e neˆutrons, e´ estudada pela Cro-
modinaˆmica Quaˆntica (QCD) (WALECKA, 2004). Nesta teoria, ba´rions sa˜o
formados por tripletos de quarks e me´sons por pares de quark-antiquark. As-
sim, para descrever todos os ha´drons observados, necessitamos de seis sabo-
res de quarks: up (u) e down (d), que sa˜o os sabores mais leves; e strange,
charm, top e bottom. Ale´m disso, cada um desses quarks porta outro nu´mero
quaˆntico, a carga de cor, que pode assumir treˆs valores, geralmente chamados
de vermelho, azul e verde.
A QCD tem duas propriedades nota´veis: o confinamento e a liberdade
assinto´tica. Quarks e glu´ons na˜o podem ser observados livremente, e esta˜o
sempre confinados no interior dos ha´drons, o que caracteriza a primeira pro-
priedade. Ja´ pela liberdade assinto´tica, a distaˆncias muito pequenas, ou a um
momento muito grande, a forc¸a de interac¸a˜o entre glu´ons e quarks fica mais
fraca. Isso pode ser visto a partir da magnitude da constante de acoplamento
da QCD, que fica bem definida em dois regimes, o perturbativo e o na˜o per-
turbativo. No regime na˜o perturbativo, com energias menores que 1GeV ,
as te´cnicas tradicionais para se obter resultados na˜o funcionam, e outros
me´todos devem ser explorados. Para este caso, normalmente adota-se a QCD
na rede (GAVAI, 2006) (Lattice QCD) ou os modelos efetivos (NAMBU;
JONA-LASINIO, 1961a)(NAMBU; JONA-LASINIO, 1961b)(CHODOS et
al., 1974)(GASSER; LEUTWYLER, 1984).
A QCD a baixas energias tem varia´veis que na˜o sa˜o relevantes para
este regime, mas que dificultam os ca´lculos necessa´rios. Para evitarmos estas
complicac¸o˜es, utilizamos modelos efetivos, que conteˆm os principais ingre-
dientes do sistema tratado, o descrevendo de forma mais simples.
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O modelo efetivo tratado neste trabalho e´ o modelo sigma linear, pro-
posto por Murray Gell-Mann e Maurice Le´vy em 1960 (GELL-MANN; LE´VY,
1960). Este modelo tinha como objetivo explicar a taxa de decaimento do
pı´on e envolve nu´cleons interagindo com pı´ons, ale´m de introduzir o me´son
escalar sigma. As grandes vantagens do modelo sigma linear sa˜o o fato deste
ser renormaliza´vel e apresentar a quebra espontaˆnea da simetria quiral.
Uma caracterı´stica nota´vel do modelo sigma linear e´ a forma como a
massa dos nu´cleons e´ gerada atrave´s da conservac¸a˜o parcial da corrente axial
(PCAC) (MIRANSKY, 1994)(CHENG; LI, 1984). A principal caracterı´stica
de modelos efetivos quirais, como o sigma linear, e´ a presenc¸a de correntes
axiais e vetoriais. Se estas correntes sa˜o conservadas, enta˜o a simetria quiral
e´ preservada. Entretanto no caso do modelo sigma linear, enquanto a cor-
rente vetorial e´ conservada, a axial e´ conservada so´ de forma aproximada,
devido a` massa pequena, mas na˜o nula dos pı´ons. Isto esta´ diretamente rela-
cionado com a quebra espontaˆnea da simetria quiral, que segundo o Teorema
de Goldstone, implica na existeˆncia de partı´culas de massa zero, conhecidas
como bo´sons de Goldstone, que associaremos aos pı´ons. A quebra espontaˆnea
da simetria quiral acarreta num valor esperado do va´cuo diferente de zero para
campo associado ao me´son sigma, e como veremos neste trabalho, isto for-
necera´ uma massa efetiva para os nu´cleons do modelo (HOSAKA; TOKI,
2001).
Uma aplicac¸a˜o importante do modelo sigma linear e´ o estudo da transi-
c¸a˜o de fase quiral na QCD sob condic¸o˜es de temperatura e densidade fini-
tas (PETROPOULOS, 1999), estudos estes que podem ser relacionados ao
plasma de quarks e glu´ons, um novo estado da mate´ria alcanc¸ado recente-
mente pelos aceleradores de partı´culas citados anteriormente. Pore´m estima-
se que o plasma de quarks e glu´ons encontra-se fora do equilı´brio logo apo´s a
colisa˜o de ı´ons pesados, e por isso precisamos de uma teoria que possa tratar
de fenoˆmenos dissipativos (ELZE; HEINZ, 1989). Em princı´pio desejamos
obter uma teoria de trasporte quaˆntica, e como na teoria cla´ssica de transporte
as correntes esta˜o conectadas por uma func¸a˜o de distribuic¸a˜o f , necessitamos
encontrar um ana´logo quaˆntico a` essa func¸a˜o. Entretanto, devido ao princı´pio
da incerteza, o conceito do espac¸o de fase e´ problema´tico, ja´ que neste pre-
cisamos ter a posic¸a˜o e o momento das partı´culas bem definidos. Isto e´ con-
tornado ao utilizarmos uma func¸a˜o de distribuic¸a˜o de quasi-probabilidade,
proposta inicialmente por Eugene Paul Wigner em 1932 (WIGNER, 1932).
Embora estas func¸o˜es na˜o sejam densidades de probabilidade verdadeiras,
mas ferramentas matema´ticas para tratar de estatı´sticas quaˆnticas, elas permi-
tem que possamos encontrar conexo˜es entre a mecaˆnica cla´ssica e a quaˆntica.
Dentre as func¸o˜es de distribuic¸a˜o de quasi-probabilidade (HILLERY et al.,
1984)(LEE, 1995)(BALLENTINE, 2014), escolhemos utilizar a func¸a˜o de
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Wigner.
A func¸a˜o de Wigner, da forma como foi proposta originalmente, na˜o
e´ relativı´stica, ao contra´rio da nossa teoria. Assim, precisamos adapta´-la ao
formalismo covariante para que ela se adeque a` teoria. Por isso, recorre-
mos a` (VASAK; GYULASSY; ELZE, 1987), (ZHUANG; HEINZ, 1996b),
e (ZHUANG; HEINZ, 1996a), que deduzem a func¸a˜o de Wigner a partir de
uma matriz de densidade para enta˜o encontrar a func¸a˜o de Wigner covariante
para tempos iguais. A partir desta func¸a˜o e´ possı´vel encontrar uma equac¸a˜o
de transporte ana´loga a` de Vlasov, depois de aplicarmos o limite cla´ssico e
semicla´ssico.
O objetivo deste trabalho e´ encontrar uma equac¸a˜o de transporte para
os fe´rmions do modelo sigma.
Para isso, no primeiro capı´tulo introduziremos a equac¸a˜o de Dirac e
a sua a´lgebra (GOTTFRIED; YAN, 2013). Como esta e´ a responsa´vel por
descrever partı´culas de spin 12 , como quarks e nu´cleons, que fazem parte do
nosso estudo, e´ importante entendermos a teoria por tra´s delas. Ale´m disso, o
grupo de simetria associado a` essa equac¸a˜o e´ muito semelhante ao associado a`
simetria quiral (HOSAKA; TOKI, 2001), o que nos dara´ uma boa ferramenta
para entendermos o modelo sigma.
No capı´tulo dois falaremos sobre simetrias quirais e da quebra es-
pontaˆnea desta, e, de uma forma mais aprofundada, sobre o modelo sigma
linear. Tambe´m faremos uma breve revisa˜o sobre simetrias na Mecaˆnica
Quaˆntica, de forma a fundamentar melhor o resto do capı´tulo.
O terceiro capı´tulo tratara´ da func¸a˜o de Wigner na˜o relativı´stica, ex-
plorando suas principais propriedades, ale´m de estudar a sua dinaˆmica (MAR-
CHIOLLI, 2002). Ja´ o quarto capı´tulo fara´ a generalizac¸a˜o desta func¸a˜o para
o caso covariante(HAKIM, 2011).
Finalmente, no capı´tulo cinco aplicaremos o que foi estudado ate´ aqui
para derivarmos uma equac¸a˜o de transporte ana´loga a` de Vlasov para a la-
grangiana do modelo sigma linear.
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2 EQUAC¸A˜O DE DIRAC
Como a Relatividade Restrita ja´ estava bem estabelecida quando a
Mecaˆnica Quaˆntica comec¸ou a tomar forma, em 1925, viu-se que para esta
ser uma teoria fundamental ela deveria ser covariante. Na e´poca, as u´nicas
partı´culas fundamentais conhecidas eram o fo´ton, o ele´tron e o pro´ton. Para
fo´tons, uma teoria relativı´stica foi construı´da a partir da quantizac¸a˜o canoˆnica
das Equac¸o˜es de Maxwell (GOTTFRIED; YAN, 2013).
Dirac propoˆs uma equac¸a˜o relativı´stica para o ele´tron em 1928 (DI-
RAC, 1928) a partir de suposic¸o˜es que mais tarde se mostraram equivoca-
das. Para Dirac, uma boa equac¸a˜o devia seguir os moldes da equac¸a˜o de
Schro¨dinger, ou seja, devia ser uma equac¸a˜o de onda para uma partı´cula e
suas equac¸o˜es de movimento deveriam ser em primeira ordem no tempo para
preservar a densidade de probabilidade, como veremos mais adiante.
Uma primeira candidata a` equac¸a˜o vem da relac¸a˜o
E2 = p2+m2. (2.1)
Utilizando a primeira quantizac¸a˜o
p→ 1
i
∇ , E→ i ∂
∂ t
, (2.2)
temos a equac¸a˜o de Klein-Gordon (MANDL; SHAW, 2010)(
∂ 2+m2
)
ψ = 0. (2.3)
Como consequeˆncia da equac¸a˜o de Klein-Gordon, as func¸o˜es de onda
satisfazem a` equac¸a˜o de continuidade
∂ρ
∂ t
+∇ · j = 0, (2.4)
onde {
ρ = ψ∗ ∂ψ∂ t − ∂ψ
∗
∂ t ψ,
j = ψ∇ψ∗−ψ∗∇ψ. (2.5)
Mas a densidade ρ na˜o e´ positiva definida, enta˜o ψ na˜o pode ser in-
terpretada como uma amplitude de probabilidade. Dirac acreditava que a
evoluc¸a˜o de qualquer sistema deveria ser descrita por uma transformac¸a˜o
unita´ria em uma func¸a˜o de onda no estado inicial, e por isso a equac¸a˜o de-
veria ser de primeira ordem no tempo. Para ser um invariante de Lorentz,
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essa equac¸a˜o tambe´m deveria ser de primeira ordem no espac¸o. A equac¸a˜o
proposta por Dirac satisfazia estas condic¸o˜es ao introduzir uma generalizac¸a˜o
4× 4 das matrizes de Pauli. A aproximac¸a˜o na˜o relativı´stica desta equac¸a˜o
leva a` equac¸a˜o de Schro¨dinger para uma partı´cula de spin 12 . Por isso, supoˆs-
se que o spin era uma consequeˆncia direta ao se introduzir uma Mecaˆnica
Quaˆntica relativı´stica.
Entretanto, a equac¸a˜o de Dirac, assim como a equac¸a˜o de Klein-Gordon,
possui soluc¸o˜es com energia negativa. Para tentar contornar este problema,
Dirac propoˆs que estas soluc¸o˜es estavam relacionadas a` estados de energia
positivas de po´sitrons, partı´culas com a mesma massa do ele´tron, mas com
carga oposta. Esta previsa˜o foi confirmada em 1932 por Carl David Ander-
son (ANDERSON, 1933).
Mais tarde percebeu-se que, apesar das suposic¸o˜es equivocadas de Di-
rac, sua equac¸a˜o pode ser vista como uma descric¸a˜o para o ele´tron, ao se
considerar uma teoria para uma partı´cula. Pore´m, ψ na˜o pode ser interpre-
tado como uma func¸a˜o de onda, mas sim como um operador de campo.
2.1 TRANSFORMAC¸A˜O DE LORENTZ
As transformac¸o˜es de Lorentz sa˜o dadas pelo grupo de Lorentz L ,
que e´ o conjunto de todas as transformac¸o˜es lineares que deixam o intervalo
do espac¸o-tempoQ invariante, onde
Q = t2− x2− y2− z2. (2.6)
O grupo das rotac¸o˜es tridimensionais e´ dado pelo subgrupo deL for-
mado pelas transformac¸o˜es que deixam t invariante.
Uma transformac¸a˜o de Lorentz tem a forma:
xµ → Λµνxν , (2.7)
em que xµ e´ o quadrivetor contravariante:
xµ = (x0,x1,x2,x3) = (t,x,y,z). (2.8)
Por definic¸a˜o, qualquer conjunto de quatro quantidades reais que se
transformam como xµ constitui um quadrivetor. Enta˜o, se V µ e W µ sa˜o dois
quadrivetores quaisquer, VµW µ =V 0W 0−V ·W e´ um invariante.
As matrizes Λ 4×4 parametrizam os elementos do grupo de Lorentz,
que pode ser dividido em dois subgrupos de acordo com o valor do determi-
nante de Λ. O primeiro, quando detΛ = 1, e´ chamado de pro´prio e compre-
ende as rotac¸o˜es. Ja´ o segundo, quando detΛ=−1, e´ chamado de impro´prio
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e inclui a reflexa˜o espacial e a inversa˜o temporal.
2.1.1 Transformac¸o˜es de Lorentz de espinores
Podemos atribuir ao quadrivetor xµ a matriz Hermitiana (GOTTFRIED;
YAN, 2013):
X+ =
(
t− z −x+ iy
−x− iy t+ z
)
= t− r · σ , (2.9)
cujo determinante e´
det(X+) = (t− z)(t+ z)− (−x− iy)(−x+ iy),
= t2− x2− y2− z2,
ou seja,
det(X+) =Q. (2.10)
Assim, uma transformac¸a˜o de Lorentz do quadrivetor xµ pode ser re-
presentada por uma transformac¸a˜o linear homogeˆnea em X+ que a mante´m
hermitiana e na˜o altera o seu determinante. Uma transformac¸a˜o linear ho-
mogeˆnea mais geral tem a forma:
X ′+ = AX+B, (2.11)
onde A e B sa˜o matrizes arbitra´rias que na˜o sa˜o func¸o˜es de xµ . Para a hermi-
ticidade ser preservada, temos que fazer (X ′+)† = X ′+
(AX+B)† = AX+B,
B†X+A† = AX+B,
isto e´,
B = A†. (2.12)
Enta˜o a transformac¸a˜o fica:
X ′+ =Ω+X+Ω
†
+, (2.13)
e considerando as propriedades
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detAB = (detA)(detB) e detA† = (detA)∗,
podemos fazer
detX ′+ = det
(
Ω+X+Ω†+
)
,
= detΩ+ detX+ detΩ†+,
= detX+ detΩ†+ detΩ+,
e chegaremos na expressa˜o
detX ′+ = detX+|detΩ+|2. (2.14)
Como ja´ mencionamos, Ω+ somente sera´ uma transformac¸a˜o de Lo-
rentz se preservar o determinante de X+, ou seja,
|detΩ+|= 1. (2.15)
Para o subgrupo das rotac¸o˜es, a transformac¸a˜o deve se reduzir ao caso
em que a componente do tempo na˜o se altera. Mas, utilizando a propriedade
cı´clica do trac¸o, temos
TrX+ = 2t = Tr
(
X+Ω†+Ω+
)
, (2.16)
enta˜o Ω+ realmente e´ unita´rio para rotac¸o˜es.
2.1.1.1 Espinores
O espinor de Weyl e´ definido de forma similar aos espinores de Pauli
χ+ =
(
χ1
χ2
)
, (2.17)
e o espinor transformado e´ definido por
X+χ+→ (X+χ+)′ ≡Ω+(X+χ+). (2.18)
Enta˜o substituindo (2.13) no lado esquerdo da equac¸a˜o, ficamos com
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(Ω+X+Ω†+)χ
′
+ = Ω+X+χ+,
Ω†+χ
′
+ = χ+,
e portanto
χ ′+ = (Ω
†
+)
−1χ+. (2.19)
Quando Ω+ e´ uma rotac¸a˜o, e por isso unita´rio,
χ ′+ = (Ω
−1
+ )
−1χ+→ χ ′+ =Ω+χ+. (2.20)
2.1.2 Reflexa˜o Espacial Is
A reflexa˜o espacial da matriz X+ produz a transformac¸a˜o
Is : X+→
(
t+ z x− iy
x+ iy t− z
)
= t+ r · σ ≡ X−, (2.21)
que tem o determinante
det(X−) = (t− z)(t+ z)− (x− iy)(x+ iy),
= t2− x2− y2− z2,
que e´ igual ao determinante de X+.
Para que a reflexa˜o possa ser representada por uma transformac¸a˜o
como (2.13), e´ necessa´rio que
Ω+Ω†+ = 1 e Ω+σΩ
†
+ =−σ . (2.22)
Isso pode ser verificado ao igualarmos a definic¸a˜o de X− com a trans-
formac¸a˜o de X+
X− = Ω+X+Ω†+,
1t+ r · σ = Ω+(1t− r · σ )Ω†+,
1t+ r · σ = Ω+Ω†+t− r ·Ω+σΩ†+,
para a u´ltima expressa˜o ser verdadeira, as igualdades seguintes devem ser
satisfeitas
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{
Ω+Ω†+ = 1,
Ω+σΩ†+ =−σ .
Multiplicando a segunda expressa˜o por Ω+ pela direita:
σΩ+ =−Ω+σ , (2.23)
podemos notar que σ e Ω+ anticomutam.
Entretanto, na˜o existe uma matriz 2×2 que anticomute com todas as
matrizes de Pauli. Por isso, duas matrizes, X+ e X−, sa˜o necessa´rias para
descrever o quadrivetor xµ se reflexo˜es espaciais representam transformac¸o˜es
em espinores.
Uma teoria relativı´stica para partı´culas de spin 12 que seja invariante
por reflexa˜o na˜o pode ser baseada em espinores de Weyl de duas componen-
tes, e necessita da introduc¸a˜o do espinor de Dirac de quatro componentes.
Se Is leva um estado representado por χ+ a um outro estado contido
na teoria, e´ necessa´rio introduzir um segundo tipo de espinor de Weyl, χ−,
que e´ a imagem de χ+ sob Is.
A definic¸a˜o deste segundo espinor e´ semelhante a` definic¸a˜o de χ+:
χ− =
(
χ1
χ2
)
, (2.24)
e uma transformac¸a˜o de Lorentz numa matriz X− que representa xµ e´ dada
por
X ′− =Ω−X−Ω
†
−, (2.25)
enta˜o o espinor transformado fica
χ ′− = (Ω
†
−)
−1χ−. (2.26)
Podemos agora introduzir o espinor de Dirac mencionado anterior-
mente:
ψ =
(
χ+
χ−
)
. (2.27)
Transformac¸o˜es de Lorentz pro´prias na˜o “misturam” χ+ e χ−, enta˜o:
Ω=
(
Ω+ 0
0 Ω−
)
, (2.28)
e sob reflexo˜es, os espinores de Weyl sa˜o trocados, enta˜o:
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Is : ψ → γ0ψ, (2.29)
onde
γ0 =
(
0 1
1 0
)
(2.30)
e´ uma das matrizes de Dirac na representac¸a˜o quiral, ou representac¸a˜o de
Weyl, que sera˜o introduzidas apropriadamente mais adiante. Mais detalhes
sobre essas matrizes na representac¸a˜o de Weyl sa˜o dados no Apeˆndice G.1.
2.1.3 Construindo a Matriz Ω+
Como qualquer matriz 2×2, Ω+ pode ser escrita como:
Ω+ = (1a+ ib · σ ), (2.31)
onde a e b sa˜o complexos. Para Ω+ representar uma transformac¸a˜o de Lo-
rentz, deve satisfazer a condic¸a˜o (2.15). Enta˜o,
detΩ+ = a2+b · b = e2iφ , (2.32)
onde φ e´ real. Verificamos isso escrevendo explicitamente a matriz Ω+
Ω+ =
(
a+ ib3 ib1+b2
ib1−b2 a− ib3
)
(2.33)
e calculando o determinante
detΩ+ = (a+ ib3)(a− ib3)− (ib1+b2)(ib1−b2),
= a2+b21+b
2
2+b
2
3,
ou seja:
detΩ+ = a2+b · b.
A fase pode ser eliminada sem nenhuma consequeˆncia fazendo
a→ eiφa b→ eiφb,
pois ela some quando transformamos um quadrivetor como em (2.13). Enta˜o,
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1 = a2+b · b,
a = +(1−b · b) 12 . (2.34)
Portanto, uma transformac¸a˜o de Lorentz pro´pria pode ser parametri-
zada pelo 3-vetor complexo b, que e´ formado por seis paraˆmetros reais: treˆs
aˆngulos de rotac¸a˜o e o vetor da sua velocidade relativa.
Para uma transformac¸a˜o de Lorentz arbitra´ria parametrizada pelo vetor
complexo b temos
Ω+ = a+ ib · σ , Ω− = a+ ib∗ · σ . (2.35)
Quando b e´ complexo, a transformac¸a˜o inversa e´ dada por b→−b.
Podemos ver isso fazendo:
Ω=
(
a+ ib3 ib1+b2
ib1−b2 a− ib3
)
.
Considerando A =
(
a b
c d
)
uma matriz 2×2 arbitra´ria, sua inversa e´:
A−1 =
1
detA
(
d −b
−c a
)
,
enta˜o a matriz Ω fica
Ω=
(
a− ib3 −ib1−b2
−ib1+b2 a+ ib3
)
.
Assim,
(Ω†+)
−1 = (a− ib∗ · σ )−1 = (a+ ib∗ · σ ) =Ω−, (2.36)
(Ω†−)
−1 = (a+ ib · σ )−1 = (a− ib · σ ) =Ω+. (2.37)
As leis de transformac¸a˜o para χ± ficam:
χ+→ χ ′+ = (Ω†+)−1χ+ =Ω−χ+, (2.38)
χ−→ χ ′− = (Ω†−)−1χ− =Ω+χ−. (2.39)
A seguir introduziremos duas formas de transformac¸o˜es de Lorentz
que sera˜o u´teis neste trabalho.
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2.1.3.1 Rotac¸o˜es
Neste caso, o vetor b definido acima e´ o vetor real
b =−nˆsin
(
θ
2
)
, (2.40)
onde nˆ e´ um versor no eixo de rotac¸a˜o e θ e´ o aˆngulo de rotac¸a˜o. Assim,
podemos calcular a pela equac¸a˜o (2.34)
a2 = 1− sin2
(
θ
2
)
,
a2 = cos2
(
θ
2
)
.
Aplicando a raiz em ambos os lados
a = cos
(
θ
2
)
, (2.41)
e enta˜o podemos reescrever a matriz Ω+
Ω+ = cos
(
θ
2
)
− inˆ · σ sin
(
θ
2
)
(2.42)
Ou, conforme os ca´lculos do Apeˆndice B.1.1, podemos reescrever Ω+
como
Ω+ = exp
(
− iθ
2
nˆ · σ
)
. (2.43)
Ja´ vimos que para relacionar Ω+ com Ω−, fazemos b− = b+∗. Como
para uma rotac¸a˜o b e´ real,
b± =−inˆsin
(
θ
2
)
, (2.44)
e suas matrizes Ω± sa˜o
Ω± = exp
(
−1
2
iθ nˆ · σ
)
. (2.45)
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2.1.3.2 Boost
Para construir Ω+ para um boost, ou seja, para uma transformac¸a˜o
de coordenadas entre dois referenciais que se movem com uma velocidade
relativa constante, e´ suficiente considerar a transformac¸a˜o na direc¸a˜o z. Enta˜o,
o intervaloQ fica:
Q = t2− z2 = (t− z)(t+ z). (2.46)
Apesar da velocidade v parecer a escolha mais o´bvia para a parametri-
zac¸a˜o da transformac¸a˜o, as leis de adic¸a˜o da velocidade para transformac¸o˜es
sucessivas sa˜o muito complicadas. Uma escolha melhor, mais simples, e´ adi-
tiva, como os aˆngulos de rotac¸a˜o sobre o mesmo eixo. Q e´ invariante sob
(t− z)→ (t ′− z′) = (t− z)e−ζ ; (t+ z)→ (t ′+ z′) = (t+ z)eζ , (2.47)
onde ζ e´ um paraˆmetro chamado rapidez. Duas transformac¸o˜es sucessi-
vas equivalem a uma que e´ a soma dessas duas transformac¸o˜es, se ζ1 e
ζ2 teˆm o mesmo eixo, o que torna esse paraˆmetro uma boa escolha para a
parametrizac¸a˜o do boost. E´ necessa´rio encontrar como t e z se transformam.
Somando as duas expresso˜es em (2.47):
2t ′ = t(eζ + e−ζ )+ z(eζ − e−ζ ),
t ′ = t
(
eζ + e−ζ
2
)
+ z
(
eζ − e−ζ
2
)
,
e, pela definic¸a˜o do seno e do cosseno hiperbo´licos,
t ′ = t coshζ + zsinhζ .
Da mesma forma, subtraindo a segunda expressa˜o da primeira em
(2.47)
2z′ = z(eζ + e−ζ )+ t(eζ − e−ζ ),
z′ = z
(
eζ + e−ζ
2
)
+ t
(
eζ − e−ζ
2
)
,
z′ = zcoshζ + t sinhζ .
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Portanto: {
t ′ = t coshζ + zsinhζ ,
z′ = zcoshζ + t sinhζ .
(2.48)
Esta e´ uma Transformac¸a˜o de Lorentz ativa: um ponto em repouso no
referencial K move-se na direc¸a˜o positiva de z no referencial K′. Mais adiante
precisaremos da relac¸a˜o entre ζ e a velocidade relativa v, que encontramos ao
comparar (2.48) com as relac¸o˜es:{
t ′ = γ(t+ vz);
z′ = γ(z+ vt),
(2.49)
onde γ e´ o fator de Lorentz (UGAROV, 1977)(LANDAU; LIFSHITZ, 1975),
definido como
γ =
1√
1− v2 . (2.50)
Assim:
γ = coshζ vγ = sinhζ ; (2.51)
v =
sinhζ
coshζ
= tanhζ . (2.52)
Como queremos construir a matriz de transformac¸a˜o Ω+ para um bo-
ost, primeiro escrevemos X+ da seguinte forma
X+ = 1t− zσz =
(
t− z 0
0 t+ z
)
,
para vermos que este se transforma como
X ′+ =
(
t ′− z′ 0
0 t ′+ z′
)
=
(
(t− z)e−ζ 0
0 (t+ z)eζ
)
. (2.53)
Esta transformac¸a˜o e´ feita pela matriz:
Ω+ = e−
1
2 ζσz . (2.54)
Podemos verificar isso aplicando a transformac¸a˜o em X+
X ′+ = e
− 12 ζσz X+e−
1
2 ζσz = e−ζσz(t− zσz),
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mas precisamos antes reescrever Ω+ da forma
e−ζσz = coshζ −σz sinhζ , (2.55)
cuja prova esta´ no Apeˆndice B.1.2.
Assim, podemos aplicar a transformac¸a˜o em X+
X ′+ = (coshζ −σz)(t− zσz),
= (t coshζ + zsinhζ )−σz(zcoshζ + t sinhζ ),
X ′+ = t
′+σzz′.
Para os resultados anteriores se repetirem quando aplicados a X− =
t+ zσz, encontramos a transformac¸a˜o
Ω− = e
1
2 ζσz . (2.56)
Generalizando para um boost em uma direc¸a˜o arbitra´ria, temos
Ω+ = exp
(
−1
2
ζ nˆ · σ
)
, Ω− = exp
(
1
2
ζ nˆ · σ
)
. (2.57)
Para essa transformac¸a˜o, o paraˆmetro b, definido em (2.31), e´ um ima-
gina´rio puro
b± =±inˆsinh
(
1
2
ζ
)
. (2.58)
Isto pode ser mostrado se expandirmos Ω+ em uma se´rie de Taylor,
como ja´ fizemos em (B.1):
Ω+ = cosh
(
ζ
2
)
− nˆ · σ sinh
(
ζ
2
)
.
Comparando com (Ω+ = a+ ib+ · σ ), os paraˆmetros a e b ficam
a = cosh
(
ζ
2
)
;
ib+ · σ =−nˆ · σ sinh
(
ζ
2
)
⇒ b+ = inˆsinh
(
ζ
2
)
.
O mesmo pode ser feito com Ω−.
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2.2 GRUPO DE LORENTZ E FE´RMIONS QUIRAIS
Como ja´ visto, a transformac¸a˜o de Lorentz e´ dada por (2.7) e a forma
infinitesimal das matrizes de transformac¸a˜o Λµν e´ dada por
Λµν = δµν + εµν , (2.59)
onde εµν sa˜o paraˆmetros reais antissime´tricos. A transformac¸a˜o de Lorentz
(2.7) pode ser reescrita na representac¸a˜o de grupo:
x′µ =
(
1+
i
2
εαβMαβ
)
µ
ν
xν , (2.60)
em que Mαβ sa˜o os seis geradores do grupo de Lorentz, dados pelas matrizes
4×4
(Mαβ )µ
ν
= i(δαµ g
βµ −δ βµ gαµ). (2.61)
Podemos ver Mαβ como uma extensa˜o quadridimensional dos gera-
dores das rotac¸o˜es tridimensionais,
(Mi j)lm → iε i jk(tk)lm
= iε i jkεklm
= i(δ il δ
j
m−δ imδ jl ),
em que (tk)lm = εklm sa˜o as representac¸o˜es adjuntas de spin 1 dos gerado-
res do SU(2) (HOSAKA; TOKI, 2001). As relac¸o˜es de comutac¸a˜o entre os
geradores Mαβ podem ser encontradas a partir das matrizes (2.61):
[
Mαβ ,Mγδ
]
=−i(gαγMβδ −gαδMβγ −gβγMαδ +gβδMαγ). (2.62)
Definindo os operadores de momento angular Ji e de boost Ki como
Ji =
1
2
εi jkM jk, (2.63)
Ki = M0i, (2.64)
as relac¸o˜es de comutac¸a˜o entre estes e´ dada por
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[Ji,J j] = iεi jkJk
[Ji,K j] = iεi jkKk
[Ki,K j] = −iεi jkJk (2.65)
Definindo os geradores esquerdo Li e direito Ri,
Ri =
1
2
(Ji+ iKi); (2.66)
Li =
1
2
(Ji− iKi), (2.67)
e aplicando as relac¸o˜es encontradas em (2.65), as suas relac¸o˜es de comutac¸a˜o
ficam:
[Ri,R j] = iεi jkRk
[Li,L j] = iεi jkLk
[Li,R j] = 0 (2.68)
Estes operadores formam a a´lgebra do grupo de Lorentz, onde os ge-
radores esquerdo e direito satisfazem separadamente a a´lgebra de momento
angular, Ainda, na construc¸a˜o dos operadores Ri e Li, utilizamos combinac¸o˜es
do tipo Ji± iKi onde o fator i na frente dos geradores de boost transforma eles
em geradores de rotac¸a˜o.
Podemos definir uma operac¸a˜o de paridade, que age da seguinte forma
nos geradores de boost e de rotac¸a˜o:
Ki
Paridade−−−−−→−Ki , Ji Paridade−−−−−→ Ji, (2.69)
e enta˜o os geradores esquerdo e direito se transformam como
Ji+ iKi
Paridade−−−−−→ Ji+ i(−Ki),
ou seja,
Ri
Paridade−−−−−→ Li. (2.70)
A a´lgebra do grupo de Lorentz e´ equivalente a` do grupo SL(2,C), um
grupo de transformac¸o˜es lineares especiais de dois nu´meros complexos, cujos
elementos sa˜o matrizes 2×2 complexas
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A =
(
a b
c d
)
, (2.71)
onde det{A}= 1. Devido a esta restric¸a˜o, A conte´m seis paraˆmetros reais que
correspondem aos do grupo de Lorentz.
2.2.1 Covariantes bilineares da teoria de Dirac
Como veremos mais adiante, estamos interessados em combinac¸o˜es
de espinores do tipo ψiΓαβψi, onde Γαβ e´ uma combinac¸a˜o de matrizes 4×4
complexas que podem ser decompostas em uma base de 16 componentes.
Definindo as matrizes γ como matrizes 4×4 que satisfazem a` relac¸a˜o
de anticomutac¸a˜o
{γµ ,γν}= 2gµν , (2.72)
e a` condic¸a˜o de hermiticidade
(γµ)† = γ0γµγ0. (2.73)
podemos construir estas 16 matrizes Γnαβ 4×4, que sa˜o linearmente indepen-
dentes e sa˜o comuns nas aplicac¸o˜es da teoria de Dirac (BJORKEN; DRELL,
1964)(ITZYKSON; ZUBER, 2006). Definimos estas matrizes como
ΓS = 1
ΓVµ = γµ
ΓTµν = σµν
ΓP = γ5
ΓAµ = γ5γµ (2.74)
Como estas matrizes sa˜o linearmente independentes, e´ possı´vel cons-
truir formas bilineares que se dividem em cinco conjuntos que se transfor-
mam de maneira caracterı´stica sob transformac¸o˜es de Lorentz pro´pria. Tais
conjuntos sa˜o
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ψ¯ψ
Se transforma como
Escalar
ψ¯γ5ψ Pseudoescalar
ψ¯γµψ Vetor
ψ¯γ5γµψ Pseudovetor
ψ¯σµνψ Tensor antissime´trico de rank 2
Podemos verificar que os covariantes relevantes para este trabalho re-
almente se comportam como o esperado sob transformac¸o˜es de boost (2.57),
rotac¸a˜o (2.45) e paridade no Apeˆndice B.3, e a seguir daremos como exemplo
o caso dos escalares.
Escalar
Um escalar e´ dado por ψ¯ψ = ψ†γ0ψ . Reescrevendo em relac¸a˜o aos
espinores (2.17) e (2.24), ficamos com
ψ¯ψ = χ∗+χ−+χ
∗
−χ+. (2.75)
A combinac¸a˜o χ∗±χ∓, sob rotac¸o˜es, fica
(χ∗±χ∓)
′ = χ∗± exp
(
1
2
iθ nˆ · σ
)
exp
(
−1
2
iθ nˆ · σ
)
χ∓ = χ∗±χ∓ (2.76)
e o escalar fica
(χ∗+χ−+χ
∗
−χ+)
′ = χ∗+χ−+χ
∗
−χ+. (2.77)
Ja´ sob um boost, a combinac¸a˜o χ∗±χ∓ fica
(χ∗±χ∓)
′ = χ∗± exp
(
±1
2
ζ · σ
)
exp
(
∓1
2
ζ · σ
)
χ∓ = χ∗±χ∓, (2.78)
e o escalar
(χ∗+χ−+χ
∗
−χ+)
′ = χ∗+χ−+χ
∗
−χ+. (2.79)
Sob paridade, temos χ+→ χ−, e enta˜o
(χ∗+χ−+χ
∗
−χ+)
′ = χ∗−χ++χ
∗
+χ−. (2.80)
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2.2.2 Representac¸o˜es
Vamos considerar as representac¸o˜es do grupo de Lorentz ditadas pe-
las relac¸o˜es de comutac¸a˜o (2.68). Como os geradores L e R formam duas
a´lgebras SU(2) independentes, o grupo e´ denotado por SU(2)R × SU(2)L,
onde SU(2)R e SU(2)L sa˜o grupos de spin rotacionais para os fe´rmions de
ma˜o direita e ma˜o esquerda respectivamente. O conceito de quiralidade, ou
seja, diferenciar fe´rmions entre ma˜o esquerda e ma˜o direita, e´ relacionado ao
autovalor destes espinores quando sujeitos a uma transformac¸a˜o de paridade,
e estas relac¸o˜es sera˜o exploradas mais adiante. As representac¸o˜es sa˜o rotu-
ladas com dois valores de spin, (sR,sL), um para o SU(2)R e o outro para o
SU(2)L. As representac¸o˜es de dimensa˜o mais baixa, ou representac¸o˜es fun-
damentais, sa˜o as representac¸o˜es de spin
( 1
2 ,0
)
e
(
0, 12
)
.
Chamamos a representac¸a˜o espinorial
( 1
2 ,0
)
de representac¸a˜o funda-
mental de ma˜o direita do grupo de Lorentz SL(2,C). Esta pode ser represen-
tada por um espinor complexo de dois componentes χR
χR ∼
(
1
2
,0
)
. (2.81)
O gerador Ri e´ representado pelas matrizes de Pauli nesta base
Ri ∼ σi2 , (2.82)
e por isso os geradores de boost e rotac¸a˜o sa˜o dados por
Ji = Ri+Li =
σi
2
≡ si, (2.83)
Ki = i(−Ri+Li) =− iσi2 ≡−isi. (2.84)
Assim, os elementos do grupo de Lorentz podem ser representados
como
UR(a,b) = exp(is · a+ s · b), (2.85)
onde a = (a1,a2,a3) e b = (b1,b2,b3) sa˜o os paraˆmetros reais para rotac¸a˜o
e boost ja´ vistos anteriormente, pore´m com uma notac¸a˜o diferente. A co-
nexa˜o entre essas notac¸o˜es e´ dada no Apeˆndice B.2. Estas matrizes agem nos
espinores de ma˜o direita
χ ′R =UR(a,b)χR. (2.86)
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Da mesma forma, o espinor de ma˜o esquerda e´ dado por
χL ∼
(
0,
1
2
)
, (2.87)
e suas matrizes de transformac¸a˜o sa˜o
UL(a,b) = exp(is · a− s · b), (2.88)
que agem nos espinores de ma˜o esquerda
χ ′L =UL(a,b)χL. (2.89)
Podemos relacionar as duas representac¸o˜es a partir da conjugac¸a˜o com-
plexa:
R∗i =
1
2
(Ji+ iKi)∗
R∗i = Li. (2.90)
Outra forma de ver isso e´ tomando o complexo conjugado da equac¸a˜o
(2.89)
(χ ′L)
∗ = U∗L (a,b)χ
∗
L
= exp(−is∗ · a− s∗ · b)χ∗L . (2.91)
Definimos o tensor antissime´trico como
ε =
(
0 1
−1 0
)
, (2.92)
com
ε−1 = εT . (2.93)
Multiplicando a equac¸a˜o (2.89) pelo tensor antissime´trico (2.93) pela
esquerda, ficamos com
(εχ∗L)
′ = exp
(−iεs∗ε−1 · a− εs∗ε−1 · b)(εχ∗L)
= exp(is · a+ s · b)(εχ∗L) (2.94)
Disto podemos notar as correspondeˆncias
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εχ∗L ∼ χR , εχ∗R ∼ χL. (2.95)
Os fe´rmions de ma˜o direita e ma˜o esquerda χR ∼
( 1
2 ,0
)
e χL ∼
(
0, 12
)
sa˜o conhecidos como fe´rmions quirais.
2.2.2.1 Escalares de Lorentz
Nesta teoria, escalares de Lorentz sa˜o formados por biespinores com
o tensor antissime´trico ε inserido, em que φR e´ um espinor qualquer, ou seja,
S ∼ (εχR)TφR
= χTR ε
TφR
onde na segunda linha utilizamos a propriedade do trac¸o do produto de duas
matrizes (AB)T = BT AT . Como εT =−ε , enta˜o,
S∼−χTR εφR. (2.96)
E, da mesma forma,
S∼−χTL εφL (2.97)
A invariaˆncia destas quantidades ja´ foi mostrada anteriormente. Da
equac¸a˜o (2.95) podemos obter mais dois escalares de Lorentz
(χL)†φR e (χR)†φL. (2.98)
Podemos verificar isso fazendo
(χL)†φR = (χ∗L)
TφR = (εT χR)φR = χTR εφR. (2.99)
2.2.2.2 Quadrivetores
A regra para criar um quadrivetor a partir de espinores e´
V µ ∼ χ†RσµφR, (2.100)
onde σµ = (1,σ ).
Transformac¸o˜es do SL(2,C) em espinores dadas por (2.86) e (2.89)
da˜o transformac¸o˜es de Lorentz familiares para quadrivetores, como ja´ vimos.
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Usando a propriedade (2.95), podemos encontrar outros tipos de quadriveto-
res
χTL ε
TσµφR , χ†Rσ
µεφ ∗L , χ
T
L ε
Tσµεφ ∗L . (2.101)
A u´ltima combinac¸a˜o pode ser escrita como
(χTL ε
Tσµεφ ∗L )
T = (φ ∗L )
T (εTσµε)T (χTL )
T = φ †L σ¯
µχL, (2.102)
em que
σ¯µ = (εTσµε)T = (1,−σ ).
Podemos relacionar as formas biespinoriais dos escalares de Lorentz
e dos quadrivetores para φ = χ como
Escalares χTR εT χR χTL εT χL χ
†
LχR χ
†
RχL
Vetores χ†Rσ
µχR χ†L σ¯
µχL χTL εTσµχR χ
†
L σ¯
µεT χ∗R
Tabela 1 – Escalares e quadrivetores de Lorentz
2.2.2.3 Representac¸a˜o de Weyl
Como ja´ vimos, necessitamos de ambos χR e χL para descrever um
espinor massivo em uma teoria relativı´stica. Assim, podemos combinar estes
dois espinores em um de quatro componentes ψ:
ψ = ψR+ψL =
(
χR
χL
)
, (2.103)
onde
ψR =
(
χR
0
)
; ψL =
(
0
χL
)
(2.104)
Tambe´m definimos o espinor adjunto ψ¯ = ψ†γ0,. Com isso, podemos
escrever
ψ¯R =
(
0 χ†R
)
; ψ¯L =
(
χ†L 0
)
. (2.105)
Se definirmos a matriz γ5 como
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γ5 = iγ0γ1γ2γ3 =
(
1 0
0 −1
)
, (2.106)
enta˜o podemos escrever os fe´rmions de ma˜o direita e esquerda como autoes-
tados de γ5
γ5ψR = ψR , γ5ψL =−ψL. (2.107)
Estes fe´rmions sa˜o projetados pelos operadores de projec¸a˜o
PR =
1+ γ5
2
=
1
2
[(
1 0
0 1
)
+
(
1 0
0 −1
)]
=
(
1 0
0 0
)
; (2.108)
PL =
1− γ5
2
=
1
2
[(
1 0
0 1
)
−
(
1 0
0 −1
)]
=
(
0 0
0 1
)
, (2.109)
que obedecem a`s relac¸o˜es
PR+PL = 1
P2R = PR , P
2
L = PL , PRPL = 0 (2.110)
2.2.3 Paridade
Se quisermos transformar um espinor de ma˜o esquerda em um de ma˜o
direita, usamos a transformac¸a˜o de paridade. Enta˜o temos
χR(x)↔ ηχL(x¯), (2.111)
com x = (t,x) e x¯ = (t,−x), onde η = ±1 e´ uma fase que determina o auto-
valor da paridade. Entretanto, na representac¸a˜o de Weyl esta transformac¸a˜o
sozinha na˜o e´ suficiente, pois
ψR(x) =
(
χR(x)
0
)
→
(
ηχL(x¯)
0
)
. (2.112)
O componente de ma˜o esquerda deveria estar na parte inferior do es-
pinor de quatro componentes. Para isso, multiplicamos a equac¸a˜o acima por
γ0, ou seja,
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ψR(x) =
(
χR(x)
0
)
→
(
0 1
1 0
)(
ηχL(x¯)
0
)
=
(
0
ηχL(x¯)
)
. (2.113)
Por isso, na˜o e´ possı´vel formar um autoestado da paridade de ψR ou
ψL sozinhos. Na representac¸a˜o de Weyl, este e´ dado por
ψ(x) =
(
χR(x)
χL(x)
)
→ γ0
(
ηχL(x¯)
ηχR(x¯)
)
= ηψ(x¯). (2.114)
2.3 A EQUAC¸A˜O DE DIRAC DA PARTI´CULA LIVRE
Vamos derivar a equac¸a˜o de Dirac para uma partı´cula livre de massa
m. Considerando inicialmente um estado puro arbitra´rio em repouso no re-
ferencial K, que pode ser representado por um espinor de Pauli ξ . No re-
ferencial K′, definido pelas transformac¸o˜es (2.48), o estado tem momento
(GOTTFRIED; YAN, 2013):
pz
m
= γvz = sinhζ . (2.115)
A transformac¸a˜o de K para K′ pode ser feita tanto por Ω+ quanto por
Ω− para um boost, que definem dois espinores de Weyl distintos, mas com
mesmo momento. Estas transformac¸o˜es sa˜o:
χ+(pz) = e
1
2 ζσzξ χ−(pz) = e−
1
2 ζσzξ (2.116)
Eliminando ξ :
χ−(pz) = e−ζσzχ+(pz), (2.117)
que e´ a Equac¸a˜o de Dirac para uma partı´cula livre. Para escrever a equac¸a˜o
em notac¸a˜o padra˜o, temos que
me−ζσz = m(coshζ −σz sinhζ ) = E−σz pz, (2.118)
enta˜o {
(E−σz pz)χ+(pz) = mχ−(pz),
(E +σz pz)χ−(pz) = mχ+(pz).
(2.119)
Como a direc¸a˜o z na˜o e´ privilegiada, pois a equac¸a˜o deve ser invariante
sob rotac¸o˜es, pode-se escrever a equac¸a˜o para um p arbitra´rio:
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{
(E−σ · p)χ+(p) = mχ−(p),
(E +σ · p)χ−(p) = mχ+(p),
(2.120)
que e´ a equac¸a˜o de Dirac para uma partı´cula livre no espac¸o dos momentos.
Para uma partı´cula de massa nula, na˜o ha´ acoplamento entre os dois espinores
de Weyl: {
(E−σ · p)χ+(p) = 0,
(E +σ · p)χ−(p) = 0.
(2.121)
Estas sa˜o as Equac¸o˜es de Weyl no espac¸o dos momentos. Quando
m = 0 e |p|= E, estas equac¸o˜es ficam:{
(1−σ · pˆ)χ+(p) = 0,
(1+σ · pˆ)χ−(p) = 0.
(2.122)
Como 12 pˆ · σ e´ o operador de helicidade, que e´ definido no Apeˆndice
F, a partir dessas expresso˜es e´ possı´vel ver que os operadores de Weyl sa˜o
autoestados do operador de helicidade no limite para massas nulas. Por isso,
se partı´culas de spin 12 com massa zero existissem, elas poderiam ser descritas
por um u´nico dos dois espinores de Weyl.
Fazendo a substituic¸a˜o
p→−i∇ , E→ i∂t , (2.123)
e´ possı´vel encontrar as equac¸o˜es de Dirac no espac¸o das coordenadas:{
(∂t −σ ·∇)ϕ+(r, t)+ imϕ−(r, t) = 0,
(∂t +σ ·∇)ϕ−(r, t)+ imϕ+(r, t) = 0,
(2.124)
onde ϕ±(r, t) sa˜o as transformadas de Fourier dos espinores do espac¸o dos
momentos dadas por
ϕ±(r, t) =
∫
d3 pe−iEteip·rχ±(p). (2.125)
Estes espinores satisfazem a equac¸a˜o de Klein-Gordon:(
∂ 2+m2
)
χ± = 0 (2.126)
A equac¸a˜o de Klein-Gordon apenas codifica a relac¸a˜o cinema´tica E2−
p2c2 =m2c4, mas na˜o relaciona o spin e seus problemas com as transformac¸o˜es
de Lorentz.
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Na˜o e´ necessa´rio provar que a equac¸a˜o de Dirac e´ covariante, pois
ela ja´ foi construı´da assim. Podemos reescrever as equac¸o˜es (2.124) de uma
forma covariante mais explı´cita. Para isso, reescrevemos o espinor de Dirac:
ψ =

ϕ+1
ϕ+2
ϕ−1
ϕ−2
≡

ψ1
ψ2
ψ3
ψ4
. (2.127)
Se tomarmos a matriz γ0, dada por (2.30), e definirmos a matriz Σi
Σi =
(
σi 0
0 −σi
)
, i = 1,2,3, (2.128)
enta˜o e´ possı´vel escrever uma u´nica equac¸a˜o para ψ:(
∂
∂ t
+Σi
∂
∂xi
+ imγ0
)
ψ = 0, (2.129)
ou, escrevendo na forma matricial,
∂
∂ t
(
1 0
0 1
)(
ϕ+
ϕ−
)
+
∂
∂xi
(
σi 0
0 −σi
)(
ϕ+
ϕ−
)
+ im
(
0 1
1 0
)(
ϕ+
ϕ−
)
= 0.
Como m e´ invariante, podemos reescrever a equac¸a˜o (2.129) multipli-
cando por γ0 pela esquerda:[
γ0
∂
∂ t
+ γ0Σ1
∂
∂xi
+ im(γ0)2
]
ψ = 0. (2.130)
Como (γ0)2 = 1, enta˜o[
γ0
∂
∂ t
+ γ0Σi
∂
∂xi
+1im
]
ψ = 0. (2.131)
As outras treˆs matrizes de Dirac podem ser definidas por:
γ i = γ0Σi =
(
0 −σi
σi 0
)
≡−γi. (2.132)
Algumas propriedades das matrizes de Dirac sa˜o dadas no Apeˆndice
G, sem demonstrac¸a˜o.
Como ∂∂xµ ≡ ∂µ = (∂t ,∇), enta˜o e´ possı´vel reescrever a derivada par-
cial da equac¸a˜o (2.131) como
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γ0∂0+ γ i∂i = γµ∂µ , (2.133)
e enta˜o chegamos na forma mas familiar da Equac¸a˜o de Dirac
(iγµ∂µ −m)ψ = 0. (2.134)
A equac¸a˜o de Dirac e´ invariante sob a transformac¸a˜o
ψ → Ξψ , γµ → ΞγµΞ−1, (2.135)
onde Ξ e´ uma matriz 4× 4 qualquer com elementos constantes. Ou seja,
qualquer forma de representar a matriz de Dirac e´ igualmente boa.
Uma notac¸a˜o comum na literatura e´ dada ao definirmos
/A = γµAµ , (2.136)
onde Aµ e´ um quadrivetor qualquer. Chamamos /A de “A slashed”. Assim,
outra forma de escrever a equac¸a˜o de Dirac e´
(i/∂ −m)ψ = 0, (2.137)
com /∂ = γµ∂µ .
2.4 DENSIDADE DE CARGA E CORRENTE
Ainda e´ necessa´rio verificar se existe alguma lei de conservac¸a˜o da
densidade de probabilidade para a teoria de Dirac ana´loga a` teoria de Schro¨din-
ger. Estas envolvem combinac¸o˜es bilineares da func¸a˜o de onda e seu com-
plexo conjugado. Reescrevendo a equac¸a˜o de Dirac, temos
i∂tϕ+ = −iσ ·∇ϕ++mϕ−, (2.138)
i∂tϕ− = iσ ·∇ϕ−+mϕ+. (2.139)
E´ necessa´rio encontrar os complexos conjugados destas equac¸o˜es. Con-
siderando Φ um vetor complexo n-dimensional com componentes φα ,α =
1, ...,n, e M uma matriz n×n qualquer, temos
(MΦ)∗α = M
∗
αβφ
∗
β =Φ
∗
β (M
†)βα = (Φ∗M†)α , (2.140)
e como no nosso caso M = σ = σ †, enta˜o
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(σϕ)∗α = (ϕ
∗σ )α . (2.141)
Assim, os complexos conjugados das equac¸o˜es (2.138) e (2.139) sa˜o
−i∂tϕ∗+α = i∇ · (ϕ∗+σ )α +mϕ∗−α , (2.142)
−i∂tϕ∗−α = −i∇
(
ϕ∗−σ
)
α +mϕ
∗
+α . (2.143)
Apo´s algumas manipulac¸o˜es alge´bricas, como podemos ver no Apeˆndice
B.4 ficamos com as equac¸o˜es
{
∂t(ϕ∗+ϕ+) =−∇
(
ϕ∗+σϕ+
)
+ im(ϕ∗−ϕ+−ϕ∗+ϕ−),
∂t(ϕ∗−ϕ−) = ∇
(
ϕ∗−σϕ−
)− im(ϕ∗−ϕ+−ϕ∗+ϕ−). (2.144)
Somando elas, temos
∂t(ϕ∗+ϕ++ϕ
∗
−ϕ−) =−∇ · (ϕ∗+σϕ++ϕ∗−σϕ−), (2.145)
e definindo a densidade ρ e a corrente j
ρ = ϕ∗+ϕ++ϕ
∗
−ϕ−; (2.146)
j = ϕ∗+σϕ++ϕ
∗
−σϕ−, (2.147)
chegamos na equac¸a˜o de continuidade
∂ρ
∂ t
+∇ · j = 0 (2.148)
Enta˜o, vemos que a densidade ρ e´ positivo-definida, como Dirac esti-
pulou.
A densidade e a corrente teˆm duas propriedades nota´veis. Na˜o existem
termos misturando os espinores de Weyl, propriedade importante na interac¸a˜o
eletromagne´tica e na interac¸a˜o fraca; e a corrente na˜o tem termos com deri-
vada espacial. Como queremos uma teoria relativı´stica, ρ e j devem formar
um quadrivetor, o que so´ e´ possı´vel se os dois teˆm uma forma parecida.
Como a equac¸a˜o de Dirac e´ covariante e as derivadas da equac¸a˜o de
continuidade formam um quadrivetor, a quadricorrente deve ser:
jµ = (ρ, j), (2.149)
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e a equac¸a˜o de continuidade fica:
∂µ jµ = 0. (2.150)
Precisamos ainda mostrar como o quadrivetor de corrente jµ e´ escrito
na representac¸a˜o de Weyl. Enta˜o, como (γ0)2 = 1, o termo j0 = ρ e´
ρ = ψ¯γ0ψ = ψ†γ0γ0ψ,
ρ = ϕ∗+ϕ++ϕ
∗
−ϕ−.
O termo ji e´
ji = ψ¯γ iψ = ψ†γ0γ iψ.
Assim,
ji = ϕ∗+σiϕ+−ϕ∗−σiϕ−,
e enta˜o o quadrivetor de corrente fica:
jµ = (ρ, j) = ψ¯γµψ. (2.151)
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3 MODELO SIGMA LINEAR
3.1 SIMETRIAS NA MECAˆNICA QUAˆNTICA
Why should we be concerned with symmetry? In the first place,
symmetry is fascinating to the human mind, and everyone likes
objects or patterns that are in some way symmetrical. It is an
interesting fact that nature often exhibits certain kinds of sym-
metry in the objects we find in the world around us. Perhaps the
most symmetrical object imaginable is a sphere, and nature is
full of spheres?stars, planets, water droplets in clouds. The crys-
tals found in rocks exhibit many different kinds of symmetry, the
study of which tells us some important things about the structure
of solids. Even the animal and vegetable worlds show some de-
gree of symmetry, although the symmetry of a flower or of a bee
is not as perfect or as fundamental as is that of a crystal.
(...)
First, what is symmetry? How can a physical law be “symme-
trical”? The problem of defining symmetry is an interesting one
and we have already noted that Weyl gave a good definition, the
substance of which is that a thing is symmetrical if there is so-
mething we can do to it so that after we have done it, it looks the
same as it did before.
(The Feynman Lectures on Physics, Ri-
chard P. Feynman (FEYNMAN; LEIGHTON; SANDS, 2006))
A teoria de campos e´ usualmente escrita na formulac¸a˜o lagrangiana.
Para encontrarmos as equac¸o˜es de movimento do sistema, utilizamos o princı´pio
de Hamilton, que diz que a variac¸a˜o da ac¸a˜o
S =
∫ t2
t1
dt L(q, q˙, t)
deve ser nula:
δS = 0, (3.1)
o que nos leva a` equac¸a˜o de Euler-Lagrange (MANDL; SHAW, 2010)
d
dt
∂L
∂ q˙
− ∂L
∂q
= 0. (3.2)
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Se queremos uma teoria de campos, enta˜o substituı´mos as coordena-
das q pelos campos φ(x, t):
q → φ(x, t); (3.3)
q˙ → ∂µ ≡ ∂φ(x, t)∂xµ . (3.4)
A lagrangiana agora e´ dada por:
L =
∫
d3xL (φ(x, t),∂µφ(x, t), t) (3.5)
onde L (φ(x, t),∂µφ(x, t), t) e´ a densidade de lagrangiana, que por simplici-
dade chamaremos de lagrangiana de agora em diante. Enta˜o, a ac¸a˜o e´
S =
∫
dt L =
∫
d4xL (φ(x, t),∂µφ(x, t), t) (3.6)
Pela invariaˆncia de Lorentz, S, e consequentemente L , se transfor-
mam como escalares de Lorentz. As equac¸o˜es de movimento dos campos
podem ser obtidas por um princı´pio variacional ana´logo ao princı´pio de Ha-
milton da mecaˆnica (MANDL; SHAW, 2010), ou seja, a variac¸a˜o de S deve
ser nula. Esta e´ realizada por uma variac¸a˜o dos campos
φ → φ +δφ ; (3.7)
∂µφ → ∂µφ +δ (∂µφ), (3.8)
onde
δ (∂µ) = ∂µ(φ +δφ)−∂µφ = ∂µ(δφ).
Ale´m disso, δφ deve ser nulo na fronteira da regia˜o considerada. Enta˜o,
se Ω e´ a a´rea de integrac¸a˜o e Γ(Ω) a sua fronteira,
δS =
∫
Ω
d4xδL =
∫
Ω
d4x
[
∂L
∂φ
δφ +
∂L
∂ (∂µφ)
δ (∂µφ)
]
. (3.9)
Assim, apo´s algumas manipulac¸o˜es, como podemos ver no Apeˆndice
C.1, a ac¸a˜o fica
δS =
∫
Ω
d4x
[
∂L
∂φ
− ∂
∂xµ
(
∂L
∂ (∂µφ)
)]
δφ = 0. (3.10)
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Como δφ e´ arbitra´rio, temos que
∂L
∂φ
− ∂
∂xµ
(
∂L
∂ (∂µφ)
)
= 0, (3.11)
que e´ a equac¸a˜o de Euler-Lagrange. Se estivermos lidando com mais de um
campo, φi, as equac¸o˜es de movimento teˆm a mesma forma que a equac¸a˜o
anterior, mas um ı´ndice e´ adicionado para rotular os campos distintos:
∂L
∂φi
− ∂
∂xµ
(
∂L
∂ (∂µφi)
)
= 0. (3.12)
Para quantizar os campos, podemos impor relac¸o˜es de comutac¸a˜o canoˆnicas
de tempo igual entre estes e seus momentos canoˆnicos conjugados, dados por
Π(x) =
∂L
∂ (∂0φ)
. (3.13)
Estas relac¸o˜es de comutac¸a˜o sa˜o:
[
φ(x, t),φ(x′, t)
]
= 0;[
Π(x, t),Π(x′, t)
]
= 0;[
Π(x, t),φ(x′, t)
]
=−iδ 3(x− x′). (3.14)
No caso dos fe´rmions, os comutadores sa˜o substituı´dos por anticomu-
tadores devido a`s suas propriedades de antissimetrizac¸a˜o, como podemos ver
com mais detalhes em (MANDL; SHAW, 2010)
Pelo teorema de Noether (NOETHER, 1918), a invariaˆncia da lagran-
giana sob uma transformac¸a˜o contı´nua resulta numa quantidade conservada,
uma corrente. Assim, considerando a transformac¸a˜o do campo:
φ → φ ′ = φ +δφ . (3.15)
A variac¸a˜o da lagrangiana e´ dada por (GREINER; REINHARDT, 2013)
δL =
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
, (3.16)
como podemos ver no Apeˆndice C.2. SeL e´ invariante sob a transformac¸a˜o
(3.15),
δL = 0, (3.17)
enta˜o temos a corrente conservada Jµ
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Jµ =
∂L
∂ (∂µφ)
δφ , (3.18)
com ∂ µJµ = 0.
Consideraremos a transformac¸a˜o unita´ria gene´rica do campo
φi→ φ ′i = φi− iΘaT ai jφ j, (3.19)
ondeΘa corresponde ao aˆngulo de rotac¸a˜o e T ai j e´ uma matriz conhecida como
o gerador da transformac¸a˜o. O ı´ndice a indica que existe mais de um gera-
dor associado a` transformac¸a˜o de simetria, ja´ que neste trabalho utilizaremos
transformac¸o˜es quirais, que sa˜o deste tipo. Esta u´ltima equac¸a˜o corresponde
a` expansa˜o para pequenos aˆngulos da transformac¸a˜o geral
φ → exp(−iΘaTˆ)φ , (3.20)
na qual φ e´ um vetor para indicar as va´rias componentes do campo φ . Da
equac¸a˜o (3.18) encontramos a expressa˜o para as correntes conservadas
Jaµ =−i
∂L
∂ (∂µφi)
T ajkφk, (3.21)
que dividimos pelo aˆngulo Θa. Esta e´ comumente chamada de corrente de
Noether. Uma corrente conservada leva a uma carga conservada
Q =
∫
d3xJ0(x), (3.22)
com
dQ
dt
= 0. (3.23)
Adicionando um termo de quebra de simetria pequeno a` lagrangiana,
temos
L =L0+L1, (3.24)
ondeL0 e´ sime´trico em relac¸a˜o a` simetria dada eL1 e´ o termo que quebra a
simetria. Como consequeˆncia disso, a variac¸a˜o da lagrangiana e´ dada por
δL = δL1. (3.25)
Notemos que pela equac¸a˜o (3.16), a variac¸a˜o da corrente pode ser ex-
pressa como a divergeˆncia da corrente, ou seja,
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δL1 = ∂ µJµ . (3.26)
Como δL1 6= 0, enta˜o a corrente na˜o e´ conservada, e com isso po-
demos ver como a na˜o conservac¸a˜o de uma corrente esta´ relacionada com a
quebra de simetria em uma lagrangiana.
3.2 SIMETRIA QUIRAL
Como ja´ vimos, existem duas representac¸o˜es do grupo de Lorentz para
espinores que na˜o sa˜o equivalentes. Enquanto algumas quantidades, como
o termo cine´tico da lagrangiana, na˜o misturam essas duas representac¸o˜es,
outras, mais especificamente o termo de massa, misturam. Assim, na auseˆncia
do termo de massa, muitas teorias de campo possuem uma simetria adicional,
chamada de simetria quiral (MIRANSKY, 1994). Estudaremos esta simetria
nas pro´ximas sec¸o˜es.
3.2.1 Lagrangiana
No capı´tulo 1 estudamos como algumas quantidades de nosso inte-
resse se comportam sob transformac¸o˜es de Lorentz. Podemos construir uma
lagrangianaL relacionando estas quantidades ao impormos as condic¸o˜es:
1. Ela deve ser hermitiana, ou seja,L † =L ;
2. Deve ser invariante de Lorentz;
3. O nu´mero de fe´rmions deve ser conservado.
Levando em conta estas condic¸o˜es, podemos construir a lagrangiana
termo a termo.
Termo Cine´tico
Este termo deve conter a derivada ∂µ do quadrivetor, e pode ser con-
traı´do com outro quadrivetor. Assim, o termo cine´tico da lagrangiana pode
ser
LK = iχ†Rσ
µ∂µχR+χ†L σ¯
µ∂µχL. (3.27)
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Termo de Massa
O termo de massa deve ser um escalar. Enta˜o um candidato que pre-
serva o nu´mero de fe´rmions e´ dado por
LM = m(χ†LχR+χ
†
RχL), (3.28)
que e´ o chamado termo de massa de Dirac.
Assim, a lagrangiana pode ser escrita como
L = iχ†Rσ
µ∂µχR+ iχ†L σ¯
µ∂µχL+m(χ†LχR+χ
†
RχL). (3.29)
Podemos reescrever a lagrangiana (3.29) na representac¸a˜o de Weyl
como
L = iψ¯γµ∂µψ+mψ¯ψ, (3.30)
Note que se aplicarmos as equac¸o˜es de Euler-Lagrange (3.11) para
esta lagrangiana, obteremos a equac¸a˜o de Dirac dada por (2.134).
3.2.2 U(1)R×U(1)L
No limite de massa nula da lagrangiana (3.30), esta tem simetrias sob
transformac¸o˜es de fase internas de ψR e ψL separadamente. Ou seja,
ψR→ exp(iθR)ψR , ψL→ exp(iθL)ψL. (3.31)
Enta˜o as correntes sa˜o conservadas independentemente:
∂ µRµ = 0 , ∂ µLµ = 0, (3.32)
onde
Rµ = ψ¯RγµψR = χ†RσµχR (3.33)
Lµ = ψ¯LγµψL = χ†L σ¯µχL (3.34)
Pela conservac¸a˜o das correntes, as cargas sa˜o constantes de movi-
mento:
QR =
∫
d3xR0 , QL =
∫
d3xL0 (3.35)
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A simetria associada a` duas transformac¸o˜es de fase independentes e´
chamada de simetria quiral, e e´ representada pelo grupo U(1)R×U(1)L.
Para fe´rmions massivos, estas simetrias na˜o sa˜o exatas, e temos so-
mente uma simetria residual na parte diagonal das transformac¸o˜es, onde os
elementos sa˜o parametrizados como
θR = θL ≡ θV .
Assim, os fe´rmions de ma˜o direita e de ma˜o esquerda se transformam
da mesma forma:
ψ → exp(iθV )ψ =
(
exp(iθV )ψR
exp(iθV )ψL
)
(3.36)
Esta simetria tambe´m e´ conhecida como simetria vetorial. Podemos
mostrar que o termo de massa da equac¸a˜o (3.30) e´ invariante sob essa trans-
formac¸a˜o:
L ′M = (mψ¯ψ)
′
= mψ¯ψ
L ′M =LM
Podemos definir outra transformac¸a˜o, que e´ independente da trans-
formac¸a˜o vetorial, a transformac¸a˜o axial:
θL =−θR ≡ θA, (3.37)
cuja transformac¸a˜o para ψ e´
ψ → exp(iθAγ5)ψ =
(
exp(iθA)ψR
exp(−iθA)ψL
)
. (3.38)
Sob esta transformac¸a˜o o termo de massa (3.30) na˜o e´ invariante, mas
precisamos antes saber como ψ¯ se transforma:
ψ¯ = ψ†γ0→ ψ† exp(−iθAγ5)γ0
= ψ†γ0 exp(iθAγ5)
ψ¯ → ψ¯ exp(iθAγ5). (3.39)
Na segunda linha, utilizamos a propriedade de anticomutac¸a˜o de γ5 e
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γ0, γ5γ0 =−γ0γ5. Assim, o termo de massa fica
L ′M = (mψ¯ψ)
′
L ′M = ψ¯ exp(2iθAγ5)ψ 6=LM (3.40)
Enta˜o, podemos definir a corrente vetorial
Vµ = Rµ +Lµ = ψ¯γµψ, (3.41)
e a corrente axial
Aµ = Rµ −Lµ = ψ¯γµγ5ψ. (3.42)
Para o caso massivo, so´ a corrente vetorial e´ conservada. Enta˜o a
carga vetorial, tambe´m chamada de nu´mero fermioˆnico, e´ uma constante de
movimento:
QV = QR+QL =
∫
d3x(χ†RχR+χ
†
LχL). (3.43)
Ja´ a carga axial
QA = QR−QL =
∫
d3x(χ†RχR−χ†LχL) (3.44)
so´ e´ uma constante de movimento quando o fe´rmion tem massa nula.
3.2.3 SU(2)R×SU(2)L
A simetria quiral U(1)R×U(1)L pode ser estendida para uma simetria
U(N)R×U(N)L, onde N > 2 e´ o nu´mero de sabores leves. Agora considera-
remos o caso do isospin, ou seja, o caso de dois sabores.
Neste caso, os fe´rmions formam um isoespinor de dois componentes
ψ =
(
u
d
)
, (3.45)
que e´ a representac¸a˜o fundamental do isospin no SU(2). Os componentes u
e d sa˜o espinores de quatro componentes. Na representac¸a˜o de Weyl eles sa˜o
dados por
u = uR+uL, (3.46)
em que
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uR =
(
χuR
0
)
, uL =
(
0
χuL
)
, (3.47)
onde χuR e χuL sa˜o espinores de dois componentes. Para a componente d as
relac¸o˜es sa˜o semelhantes. Assim, o isoespinor pode ser escrito como
ψ = ψR+ψL =
(
uR+uL
dR+dL
)
=

χuR
χuL
χdR
χdL
. (3.48)
A lagrangiana livre dos fe´rmions e´
L = ψ¯(i/∂ −m)ψ, (3.49)
em que m e´ a matriz de massa 2×2 no espac¸o de isospin
m =
(
mu 0
0 md
)
. (3.50)
Transformac¸o˜es quirais do SU(2)R× SU(2)L sa˜o rotac¸o˜es do isospin
para
ψR =
(
uR
dR
)
, ψL =
(
uL
dL
)
, (3.51)
assim,
ψR = exp(ir)ψR , ψL = exp(il)ψL, (3.52)
onde
r = t · r , l = t · l , (3.53)
sa˜o os paraˆmetros das transformac¸o˜es e
t =
τ
2
(3.54)
sa˜o os geradores do SU(2), onde τ sa˜o as matrizes de Pauli. As correntes de
isospin sa˜o definidas por
Raµ = ψ¯Rγµ t
aψR = χ†Rσµ t
aχR (3.55)
Laµ = ψ¯Lγµ t
aψL = χ†L σ¯µ t
aχL, (3.56)
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em que
χR =
(
χuR
χdR
)
, χL =
(
χuL
χdL
)
(3.57)
sa˜o os espinores isodubletos de dois componentes. Enta˜o, as correntes de
isospin axial e vetorial sa˜o
V aµ = R
a
µ +L
a
µ = ψ¯γµ t
aψ (3.58)
Aaµ = R
a
µ −Laµ = ψ¯γµγ5taψ (3.59)
No limite sem massa, as duas correntes sa˜o conservadas sob as transfor-
mac¸o˜es vetorial e axial:
ψ → exp(iv)ψ =
(
exp(iv)uR+ exp(iv)uL
exp(iv)dR+ exp(iv)dL
)
(3.60)
ψ → exp(iaγ5)ψ =
(
exp(ia)uR− exp(ia)uL
exp(ia)dR− exp(ia)dL
)
, (3.61)
onde
v = t · v e a = t · a. (3.62)
sa˜o os paraˆmetros vetorial e axial v e a respectivamente. Para massas fini-
tas, as duas correntes na˜o sa˜o conservadas. Ja´ quando mu = md , somente a
corrente vetorial e´ conservada.
Propriedades de transformac¸a˜o das correntes
Sob uma transformac¸a˜o infinitesimal
ψR→ exp(ir)ψR = (1+ it · r)ψR; (3.63)
ψ¯R→ ψ†Rγ0 exp(−ir) = ψ¯R(1− it · r), (3.64)
a corrente direita tem a variac¸a˜o
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Raµ → ψ¯R(1− it · r)γµ ta(1+ t · r)ψR
∼ (ψ¯Rγµ ta− iψ¯Rt · rγµ ta)(1+ it · r)ψR
= ψ¯Rγµ taψR− iψ¯Rt · rγµ taψR+ iψ¯Rγµ tat · rψR+O
(
(t · r)2).
Como a transformac¸a˜o e´ infinitesimal, termos de ordem maior ou igual
a dois sa˜o descartados. Usando a relac¸a˜o de comutac¸a˜o (HOSAKA; TOKI,
2001) [
ta, tb
]
= iεabctc, (3.65)
temos
Raµ → ψ¯Rγµ taψR+ iψ¯Rγµ [ta, t · r]ψR
= ψ¯Rγµ taψR+ iψ¯Rγµ(iεabctcrb)ψR
Raµ → Raµ − εabcRcµ . (3.66)
Da mesma forma, considerando as transformac¸o˜es infinitesimais
ψL→ exp(il)ψL = (1+ it · l)ψL; (3.67)
ψ¯L→ ψ†Lγ0 exp(−il) = ψ¯L(1− it · l), (3.68)
a variac¸a˜o da corrente esquerda fica
Laµ → Laµ − εabclbLcµ . (3.69)
Estas transformac¸o˜es podem ser convertidas na transformac¸a˜o veto-
rial e na axial. Adicionando (3.66) e (3.69), e definindo l = r = v, temos a
transformac¸a˜o vetorial
V aµ → (Raµ − εabcvbRcµ)+(Laµ − εabcvbLcµ)
V aµ → V aµ − εabcvbV cµ . (3.70)
Da mesma forma, subtraindo (3.66) de (3.69),
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Aaµ → (Raµ − εabcvbRcµ)− (Laµ − εabcvbLcµ)
Aaµ → Aaµ − εabcvbAcµ . (3.71)
Agora, para a transformac¸a˜o axial, definimos r = −l = a. Somando
(3.66) e (3.69),
V aµ → (Raµ − εabcabRcµ)+(Laµ + εabcabLcµ)
V aµ → V aµ − εabcabAcµ , (3.72)
e subtraindo (3.66) de (3.69),
Aaµ → (Raµ − εabcabRcµ)− (Laµ + εabcabLcµ)
Aaµ → Aaµ − εabcabV cµ . (3.73)
Assim, e´ possı´vel encontrar as relac¸o˜es de comutac¸a˜o das cargas que
correspondem a`s transformac¸o˜es acima. Primeiro e´ necessa´rio encontrar as
relac¸o˜es entre as correntes de isospin direita e esquerda, dadas por (3.55) e
(3.56). Por isso, pela definic¸a˜o (3.35) da carga e pela relac¸a˜o de comutac¸a˜o
(3.65),
[
QaR,Q
b
R
]
=
∫
d3x ψ¯Rγ0
[
ta, tb
]
ψR
=
∫
d3x ψ¯Rγ0(iεabctc)ψR;[
QaR,Q
b
R
]
= iεabcQcR. (3.74)
Da mesma forma,
[
QaL,Q
b
L
]
= iεabcQcL (3.75)[
QaL,Q
b
R
]
= 0. (3.76)
Pode-se notar que as relac¸o˜es de comutac¸a˜o entre a carga direita e a
esquerda sa˜o fechadas entre cada setor. Esta a´lgebra e a simetria associada
a` ela e´ conhecida como simetria quiral SU(2)R × SU(2)L. A partir destas
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relac¸o˜es e´ possı´vel encontrar as relac¸o˜es de comutac¸a˜o entre a carga axial e a
vetorial
[
QaV ,Q
b
V
]
= iεabcQcV ,[
QaA,Q
b
V
]
= iεabcQcA,[
QaA,Q
b
A
]
= iεabcQcV . (3.77)
Ou seja, transformac¸o˜es axiais e vetoriais se misturam entre si.
3.3 QUEBRA ESPONTAˆNEA DA SIMETRIA QUIRAL
Se o estado fundamental de um determinado sistema na˜o e´ invariante
sob um determinado grupo de transformac¸a˜o, dizemos que ocorre uma quebra
espontaˆnea da simetria deste grupo (ITZYKSON; ZUBER, 2006).
No limite da Cromodinaˆmica Quaˆntica (QCD) com quarks de massa
nula, a simetria quiral e´ uma simetria exata. Entretanto, no mundo real ela
acontece apenas aproximadamente, devido a` massa pequena mas na˜o nula
dos quarks. Enta˜o, essa simetria e´ boa para o setor de sabor leve s, e, princi-
palmente, u e d.
Uma primeira suposic¸a˜o e´ a de que a simetria da lagrangiana deveria
levar a` simetria das partı´culas. Na simetria quiral, como a transformac¸a˜o γ5
relaciona estados de paridade positivos e negativos, estes deveriam aparecer
como partı´culas degeneradas, mas na realidade isso na˜o acontece. Experi-
mentos mostram que ba´rions e me´sons de paridades opostas na˜o teˆm a mesma
massa (PATRIGNANI et al., 2016).
A simetria do sistema implica que a hamiltoniana e´ invariante sob a
transformac¸a˜o de simetria U
UHU† = H. (3.78)
Considerando dois estados, |A〉 e |B〉, relacionados a` transformac¸a˜o U ,
que sa˜o criados pelos operadores de criac¸a˜o a† e b†:
|A〉= a† |0〉 , |B〉= b† |0〉 . (3.79)
Assim, U relaciona a e b atrave´s da expressa˜o
UaU† = b. (3.80)
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Consequentemente, a transformac¸a˜o do estado |A〉 e´
|A〉 → U |A〉=Ua†U†U |0〉 , (3.81)
= b†U |0〉 . (3.82)
Intuitivamente, supomos que se o va´cuo e´ invariante
U |0〉= |0〉 , (3.83)
enta˜o
EA = 〈A|H|A〉= 〈B|UHU†|B〉= 〈B|H|B〉= EB, (3.84)
ou seja, |A〉 e |B〉 sa˜o degenerados.
Se a simetria da hamiltoniana tambe´m e´ simetria do estado, enta˜o esta
acontece explicitamente, o que chamamos de modo de Wigner-Weyl. Ja´ se a
simetria da hamiltoniana na˜o e´ realizada nos estados, a simetria e´ quebrada
espontaneamente, o que chamamos de modo de Nambu-Goldstone.
Figura 1 – Potencial Quiral (KOCH, 1997)
Uma forma de entender melhor isso e´ tomando-se o ana´logo da mecaˆ-
nica cla´ssica (KOCH, 1997). Considerando a figura (1), onde temos dois
potenciais que sa˜o rotacionalmente invariantes. O primeiro, da parte de cima
da figura, que corresponde ao modo de Wigner-Weyl, tem o estado funda-
mental no centro, no ponto de mı´nimo da func¸a˜o. Assim, o potencial somado
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ao estado fundamental continua invariante sob rotac¸o˜es. Entretanto, se con-
siderarmos o potencial da parte de baixo da figura, que corresponde ao modo
de Nambu-Goldstone, temos o mı´nimo da func¸a˜o numa distaˆncia finita do
centro, formando um contı´nuo de estados fundamentais distintos, enquanto
o centro e´ um ponto de ma´ximo local. Neste potencial, se escolhermos um
estado como estado fundamental, selecionamos uma direc¸a˜o preferencial, e a
simetria rotacional e´ espontaneamente quebrada.
3.3.1 Teorema de Goldstone
A quebra espontaˆnea de uma simetria contı´nua implica na existeˆncia
de partı´culas de spin e massa zero. Isto foi estudado inicialmente por Nambu
em 1960 (NAMBU, 1960) e mais tarde por Goldstone em 1961 (GOLDS-
TONE, 1961) (GOLDSTONE; SALAM; WEINBERG, 1962). Estas partı´cu-
las escalares sa˜o chamadas de bo´sons de Nambu-Goldstone, ou simplesmente
bo´sons de Goldstone.
Um estudo mais aprofundado deste teorema pode ser encontrado em
(CHENG; LI, 1984), (HOSAKA; TOKI, 2001) e
(ITZYKSON; ZUBER, 2006).
3.3.2 PCAC
A quebra espontaˆnea da simetria quiral SU(2)R×SU(2)L implica que
deveriam existir treˆs bo´sons pseudoescalares de Goldstone (MIRANSKY,
1994). Entretanto, na natureza na˜o existem ha´drons de massa nula, e os
ha´drons mais leves sa˜o os pı´ons, com a massa mpi ' 140MeV . Assim, a
corrente axial na˜o e´ conservada. Considerando a equac¸a˜o〈
0
∣∣∣Aaµ ∣∣∣pib(q)〉=− fpiqµδ abe−iqx, (3.85)
onde os ı´ndices a e b sa˜o os ro´tulos do isospin e µ indica um vetor de
Lorentz (CHENG; LI, 1984)(ITZYKSON; ZUBER, 2006). Experimental-
mente, o valor de fpi , que e´ a constante de decaimento do pı´on, e´ fpi '
93MeV (ITZYKSON; ZUBER, 2006)(KOCH, 1997). Tomando a divergeˆncia
da equac¸a˜o anterior, temos
〈
0
∣∣∣∂ µAµ(x)∣∣∣pib(q)〉=− fpiq2δ abe−iqx =− fpim2piδ abe−iqx, (3.86)
Entretanto, como a massa dos pı´ons e´ muito menor que a massa de ou-
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tros ha´drons, pode-se dizer que eles sa˜o “quase” bo´sons de Goldstone, ou seja,
o fato dos pı´ons terem massa muito pequena e´ diretamente relacionado com a
conservac¸a˜o parcial da corrente axial. Por isso dizemos que a transformac¸a˜o
axial e´ uma simetria aproximada. Isso e´ conhecido como a conservac¸a˜o par-
cial das correntes axiais (Partial conservation of the axial current, PCAC).
Pelas relac¸o˜es acima, ainda e´ possı´vel encontrar uma expressa˜o para a cor-
rente axial carregada por um pı´on
Aaµ,pion = fpi∂µφ
a(x), (3.87)
na qual φ (x) e´ o campo do pı´on.
3.3.3 Relac¸a˜o de Goldberger-Treiman
Existem mais evideˆncias para a conservac¸a˜o parcial da corrente axial
(KOCH, 1997). Considerando a corrente axial de um nu´cleon, dada por
Aaµ,nucleon = gaψ¯Nγµγ5
τa
2
ψN , (3.88)
onde ψN e´ um isoespinor que representa pro´tons e neˆutrons, e ga e´ o fator de
renormalizac¸a˜o, que e´ encontrado experimentalmente. Como a massa MN do
nu´cleon e´ grande, na˜o esperamos que a corrente axial seja conservada
Pela equac¸a˜o de Dirac livre para o nu´cleon
(iγµ∂µ −MN)ψN = 0, (3.89)
e´ possı´vel mostrar que
∂ µAaµ,nucleon = igaMNψ¯Nγ5τ
aψN 6= 0. (3.90)
que so´ e´ zero caso a massa do nu´cleon seja zero. A prova desta u´ltima equac¸a˜o
esta´ no Apeˆndice C.3. Sabemos que o nu´cleon interage fortemente com o
pı´on, enta˜o a corrente axial e´ a soma das contribuic¸o˜es do pı´on e do nu´cleon.
Assim, utilizando a relac¸a˜o PCAC (3.87) e a corrente do nu´cleon (3.88), te-
mos
Aaµ = gaψNγµγ5
τa
2
ψN + fpi∂µφ a. (3.91)
Se a corrente total e´ conservada,
∂ µAaµ = ∂
µAaµ,nucleon+ fpi∂
µ∂µφ a = 0 (3.92)
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e por isso,
∂ µ∂µφ a =−gaiMNfpi ψ¯Nγ5τ
aψN (3.93)
que e´ a equac¸a˜o de Klein-Gordon para um bo´son de massa nula acoplado
a` um nu´cleon. Por isso, o pı´on na˜o deve ter massa para a corrente axial ser
conservada. Se permitirmos que o pı´on tenha uma massa finita, enta˜o teremos
a equac¸a˜o de Klein-Gordon para um pı´on acoplado a um nu´cleon
(∂ µ∂µ +m2pi)φ =−gai
MN
fpi
ψ¯Nγ5τψN , (3.94)
em que a constante de acoplamento pı´on-nu´cleon e´ dada por (KOCH, 1997)
gpiNN = ga
MN
fpi
' 12,6. (3.95)
Esta u´ltima equac¸a˜o e´ conhecida como relac¸a˜o de Goldberger-Treiman
(GOLDBERGER; TREIMAN, 1958). Experimentalmente, esta constante de
acoplamento, extraı´da de experimentos de espalhamento pı´on-nu´cleon
(KOCH, 1997), e´
gexppiNN = 13,4. (3.96)
3.4 MODELO SIGMA LINEAR
Construiremos agora um modelo efetivo simples que e´ um invariante
quiral e envolve pı´ons e nu´cleons, que chamamos de modelo sigma linear.
Este modelo foi proposto por Gell-Mann e Levy em 1960 (GELL-MANN;
LE´VY, 1960).
Usaremos dimenso˜es para denotar as representac¸o˜es das simetrias de
isospin do SU(2). Assim, o singleto tem dimensa˜o 1, a representac¸a˜o fun-
damental tem dimensa˜o 2, a representac¸a˜o adjunta tem dimensa˜o 3, e assim
por diante (HOSAKA; TOKI, 2001). Enta˜o, representac¸o˜es do grupo qui-
ral SU(2)R× SU(2)L sa˜o denotadas por um conjunto de dois inteiros (m,n),
onde m e´ a dimensa˜o das representac¸o˜es do SU(2)R e n e´ a dimensa˜o das
representac¸o˜es do SU(2)L. Considerando apenas um fe´rmion, a representac¸a˜o
fundamental dos fe´rmions de ma˜o direita e de ma˜o esquerda e´
(2,1)∼ χR =
(
χuR
χdR
)
; (3.97)
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(1,2)∼ χL =
(
χuL
χdL
)
, (3.98)
e estas sa˜o sujeitas a`s leis de transformac¸a˜o
(2,1) : χR→ [exp(it · r)]ab(χR)b ≡ gRχR; (3.99)
(1,2) : χL→ [exp(it · l)]ab(χL)b ≡ gLχL. (3.100)
A transformac¸a˜o de paridade, dada em (2.70), fica
χR↔ ηχL ou (2,1)↔ (1,2), (3.101)
onde η = ±1. Assim, χR ou χL sozinhos na˜o sa˜o autoestados da paridade.
Em vez disso, suas combinac¸o˜es lineares sa˜o
χη ≡ χR+χL → η(χL+χR) = ηχη ; (3.102)
χ−η ≡ χR−χL → η(χL−χR) =−ηχη , (3.103)
que sa˜o denotados por (2,1)+(1,2).
Tambe´m e´ importante vermos a representac¸a˜o do quadrivetor quiral:
(2,2)∼ χLχ†R ≡U ou χRχ†L ≡U†. (3.104)
Como SU(2) e´ real, do ponto de vista da teoria de grupos na˜o ha´
distinc¸a˜o entre χLχ†R e χRχ
†
L . As suas leis de transformac¸a˜o sa˜o
U = χLχ†R → (gLχL)(χ†Rg†R) = gLUg†R;
U† = χRχ†L → (gRχR)(χ†Lg†L) = gRU†g†L. (3.105)
Podemos relacionar o bilinear de quarks χLχ†R com um quadrivetor
Bα :
Bα = TrταχLχ†R = χ
†
RταχL, (3.106)
onde as matrizes de isospin τ formam um quadrivetor
τα = (1,τ1,τ2,τ3). (3.107)
Esta combinac¸a˜o e´ um quadrivetor no espac¸o de isospin quiral, mas
no espac¸o-tempo e´ um escalar de Lorentz.
As regras de transformac¸a˜o ba´sicas de um quadrivetor sob SU(2)R×
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SU(2)L sa˜o
Vetorial: B0 → B0
B → B+ v×B
Axial: B0 → B0+ ia ·B
B → B+ iaB0. (3.108)
onde v e a sa˜o os paraˆmetros para transformac¸o˜es vetoriais e axiais definidos
em (3.62).
O quadrivetor Bα na˜o e´ um autoestado da paridade, o que podemos
verificar fazendo
Bα = χ†RταχL
Paridade−−−−−→ χ†LταχR = B†α . (3.109)
Combinac¸o˜es com uma paridade definida sa˜o dadas por
Paridade Positiva: σα = χ†LταχR+χ
†
RταχL = ψ¯ταψ;
Paridade Negativa: piα = χ†LταχR−χ†RταχL = iψ¯ταγ5ψ.(3.110)
Enta˜o temos dois quadrivetores quirais de escalares e pseudoescalares
de Lorentz. Suas leis de transformac¸a˜o sa˜o dadas por
Vetorial

σ0 → σ0
σ → σ + v×σ
pi0 → pi0
pi → pi + v×pi
(3.111)
Axial

σ0 → σ0+a · pi
σ → σ +api0
pi0 → pi0−a · σ
pi → pi −aσ0
(3.112)
Destas transformac¸o˜es, temos dois invariantes na forma quadra´tica:
σ20 +pi
2 e pi20 +σ
2. (3.113)
Podemos verificar que estas expresso˜es sa˜o invariantes fazendo, para
a primeira,
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(pi )2 → (σ + v×σ )(σ + v×σ )
= pi 2+pi · (v×pi )+(v×pi ) · pi +O(v2),
mas como v e´ infinitesimal, os termos de ordem maior que dois sa˜o descon-
siderados. Lembrando da propriedade do produto vetorial
a · (B×C) = B · (C×a) = C · (a×B),
temos
(pi )2 → (pi )2+ v · (pi ×pi )+(pi ×pi )v
pi 2 → pi 2.
Para σ0, a relac¸a˜o e´ direta, e temos que
σ20 +pi
2→ σ20 +pi 2
O outro invariante quadra´tico pode ser verificado da mesma forma.
Estes invariantes podem ser vistos como o comprimento de dois quadrivetores
independentes:
(σ0,pi ) e (pi0,σ ) (3.114)
Como experimentalmente ja´ foram observados treˆs pı´ons pseudoesca-
lares, enta˜o utilizamos a combinac¸a˜o
(σ20 +pi
2)→ (σ0,pi ). (3.115)
Considerando um nu´mero pequeno de poteˆncias nas derivadas e nos
campos, e´ possı´vel escrever a lagrangiana do modelo sigma linear com os
campos dos pı´ons e do sigma
L =
1
2
[(∂µσ)2+(∂µpi )2]−V (σ2+pi 2), (3.116)
e definindo φ = (σ ,pi ),
L =
1
2
(∂µφ)2−V (φ 2). (3.117)
Assumimos que o potencial deve ser de quarta ordem em φ :
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V (φ 2) =
µ2
2
φ 2+
λ
4
φ 4. (3.118)
Podemos notar que o termo quadra´tico tem a forma familiar do termo
de massa do campo escalar, e o coeficiente µ2 pode ser positivo ou negativo.
Ja´ o coeficiente do termo qua´rtico λ deve ser positivo para garantir a estabi-
lidade da teoria. O potencial deve ser par para garantir que a lagrangiana seja
invariante sob transformac¸o˜es de paridade (QUIGG, 2013). Poteˆncias mais
altas que a quarta sa˜o desconsideradas para que a teoria seja renormaliza´vel.
Precisamos agora investigar a estrutura do va´cuo e verificar como a
simetria quiral acontece no modelo sigma. Podemos encontrar a hamiltoni-
ana do modelo a partir da equac¸a˜o (3.117), realizando uma transformada de
Legendre
H =
1
2
p2α +
1
2
(∂iφα)2+V (φ 2), (3.119)
onde definimos o momento canoˆnico como
pα =
∂L
∂ φ˙α
= φ˙α . (3.120)
Desta forma, o va´cuo deve ser esta´tico, pois pα = 0, e uniforme, por-
que ∂iφα = 0. Portanto os pontos de mı´nimo do potencial determinam o
va´cuo, ou seja,
∂V (φ)
∂φ
= 0. (3.121)
Temos duas possibilidades para o mı´nimo do va´cuo. Quando µ2 > 0,
o potencial tem um u´nico mı´nimo em φα = (σ ,pi ) = 0, que corresponde ao
estado de va´cuo. Este e´ o potencial de cima da figura (1), que ja´ vimos, e
equivale ao modo de Wigner. Este ponto e´ um invariante quiral, e podemos
expandir o campo ao redor dele em pequenas flutuac¸o˜es que determinam a
massa das partı´culas, que teˆm massas iguais: mσ = mpi = µ .
Ja´ quando µ2 < 0, temos a quebra da simetria, como ja´ vimos no po-
tencial de baixo da figura (1), e o mı´nimo do potencial esta´ em
|φ |=
√
−µ
2
λ
. (3.122)
Este mı´nimo e´ degenerado infinitamente, e por isso o va´cuo pode es-
tar em qualquer ponto de mı´nimo. Se ha´ um componente que na˜o some na
direc¸a˜o do pı´on, enta˜o o va´cuo na˜o tem paridade definida, o que contradiz a
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natureza. Entretanto, podemos transformar esse ponto em
σ0 =
√
−µ
2
λ
, pii = 0 (3.123)
Ao redor deste campo podemos introduzir flutuac¸o˜es do tipo φα =
(σ0+σ ,pi ). Enta˜o as massas dessas flutuac¸o˜es sa˜o
mσ =
√
−2µ2 e mpi = 0. (3.124)
Assim, neste caso, que corresponde ao modo de Nambu-Goldstone,
temos pı´ons sem massa.
Ja´ introduzimos a parte da lagrangiana que descreve os me´sons, mas
nossa teoria tambe´m tem nu´cleons. Por isso, precisamos introduzir o campo
fermioˆnico na nossa lagrangiana. Isso pode ser feito de forma ana´loga ao que
fizemos para me´sons.
Fe´rmions, tanto quarks quanto nu´cleons, pertencem a` representac¸a˜o
fundamental linear
ψ = χR+χL ∼ (2,1)+(1,2). (3.125)
Queremos construir uma lagrangiana de interac¸a˜o para fe´rmions e
me´sons. A representac¸a˜o correspondente para fe´rmions da relac¸a˜o (3.115)
e´ dada por:
s = χ†LχR+χ
†
RχL
pi = i(χ†LτiχR−χ†RτiχL) (3.126)
A combinac¸a˜o de me´sons e fe´rmions que e´ um invariante quiral e´
sσ +p · pi , (3.127)
que pode ser reescrito como
sσ +p · pi = χ†LσχR+χ†RσχL+ i(χ†Lτ · piχR−χ†Rτ · piχL)
sσ +p · pi = ψ¯σψ+ iψ¯τ · piγ5ψ. (3.128)
Este e´ o termo de interac¸a˜o no modelo sigma linear. Incluindo o termo
cine´tico e o de massa, a lagrangiana do modelo sigma linear e´
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LSL = ψ¯(i/∂ −m0)ψ−gψ¯(σ + iτ · piγ5)ψ
+
1
2
[(∂µσ)2+(∂µpi )2]− µ
2
2
(σ2+pi 2)− λ
4
(σ2+pi 2)2, (3.129)
onde g e´ uma constante de acoplamento.
Ja´ vimos que um termo de massa do tipo m0ψ¯ψ na˜o e´ invariante quiral,
o que e´ uma propriedade desejada para o modelo sigma. Por isso, reescreve-
mos a lagrangiana (3.129) para m0 = 0,
LSL = iψ¯ /∂ψ−gψ¯(σ + iτ · piγ5)ψ
+
1
2
[
(∂µσ)2+(∂µpi )2
]− µ2
2
(σ2+pi 2)− λ
4
(σ2+pi 2)2. (3.130)
Para deixar este trabalho mais claro, esta lagrangiana sera´ dividida em
LSL =LF +LI +LM, (3.131)
onde LF e´ o termo fermioˆnico, LI e´ o termo de interac¸a˜o e LM e´ o termo
mesoˆnico, cujas definic¸o˜es sa˜o
LF = iψ¯ /∂ψ (3.132)
LI =−gψ¯(σ + iτ · piγ5)ψ (3.133)
LM =
1
2
[(∂µσ)2 +(∂µpi )2]− µ
2
2
(σ2 +pi 2)− λ
4
(σ2 +pi 2)2 (3.134)
A lagrangiana (3.130) e´ invariante sob as transformac¸o˜es vetoriais do
SU(2) (CHENG; LI, 1984)
σ → σ
pi → pi + v×pi
ψ → ψ− iv · tψ.
(3.135)
Ja´ construı´mos a parte mesoˆnica desta lagrangiana para ser invariante,
mas ainda precisamos mostrar que o termo fermioˆnico e o termo de interac¸a˜o
sa˜o invariantes, o que sera´ feito a seguir.
Considerando os termos da lagrangiana
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LF+I = iψ¯ /∂ψ−gψ¯(σ + iτ · piγ5)ψ = ψ¯[i/∂ −g(σ + iτ · piγ5)]ψ. (3.136)
Substituindo por (3.135)
L ′F+I = ψ¯(1+ iv · t)[i/∂ −g(σ + iτ · (pi + v×pi )γ5)](1− iv · t)ψ, (3.137)
e fazendo as devidas manipulac¸o˜es alge´bricas, lembrando que termos com
ordem maior ou igual a 2 em v sa˜o desprezados, ja´ que temos uma transfor-
mac¸a˜o infinitesimal, chegamos em
L ′F+I = ψ¯[i/∂ −g(σ + iτ · piγ5)]ψ =LF+I . (3.138)
As correntes conservadas sa˜o dadas por
V aµ = ψ¯γµ
τa
2
ψ+(pi ×∂µpi )a (3.139)
e as cargas sa˜o dadas por
Qa =
∫
d3xJa0 (x). (3.140)
A lagrangiana (3.136) tambe´m e´ invariante sob as transformac¸o˜es axi-
ais 
σ → σ +a · pi
pi → pi −aσ
ψ → ψ+ ia · τ2 γ5ψ
(3.141)
Da mesma forma que a transformac¸a˜o vetorial, os termos mesoˆnicos
da lagrangiana ja´ foram construı´dos para serem invariantes sob a transfor-
mac¸a˜o axial. Assim, so´ precisamos verificar a invariaˆncia dos termos fer-
mioˆnicos e de interac¸a˜o. Isso e´ feito ao substituir (3.141) na expressa˜o
(3.136):
L ′F+I = ψ¯
(
1+ ia · τ
2
γ5
){
i/∂ −g[(σ −a · pi )+ iτ · (pi −aσ)γ5]
}
×
(
1+ ia · τ
2
γ5
)
ψ. (3.142)
Depois de manipular algebricamente, lembrando novamente que a trans-
formac¸a˜o e´ infinitesimal e por isso devemos desprezar os termos de ordem
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maior ou igual a 2 em a, chegamos em
L ′F+I =LF+I (3.143)
A corrente conservada e´ dada por
Aaµ = ψ¯γµγ5
τa
2
ψ+(∂µσ)pia− (∂µpia)σ , (3.144)
e a carga associada a essa simetria e´
Q5a =
∫
d3xAa0(x). (3.145)
Estas cargas geram a a´lgebra do SU(2)R×SU(2)L:
[
Qa,Qb
]
= iεabcQc;[
Qa,Q5b
]
= iεabcQ5c; (3.146)[
Q5a,Q5b
]
= iεabcQc.
Como ja´ discutimos, a quebra espontaˆnea da simetria acontece para
µ2 < 0, e o mı´nimo do potencial esta´ em
σ2+pi 2 = f 2pi , (3.147)
onde
fpi =
√
−µ
2
λ
. (3.148)
Se escolhermos 〈0|pi |0〉= 0, teremos
〈0|σ |0〉= fpi . (3.149)
Enta˜o se definirmos o campo deslocado como σ ′ = σ − fpi , e rees-
crevermos a lagrangiana (3.129), vemos que os pı´ons ficam na˜o massivos, e
apresentam-se como os bo´sons de Goldstone da teoria.
Com isso, a massa do fe´rmion dada por
MN = m0+g fpi . (3.150)
e´ inteiramente gerada com a quebra espontaˆnea da simetria quiral, e a equac¸a˜o
(3.150) recupera a relac¸a˜o de Goldberger-Treiman. Assim, podemos reescre-
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ver a lagrangiana (3.130) fazendo a substituic¸a˜o σ = σ ′+ fpi :
LSL = iψ¯ /∂ψ−gψ¯(σ ′+ fpi + iτ · piγ5)ψ+ 12
[
(∂µσ ′)2+(∂µpi )2
]
−µ
2
2
[(σ ′+ fpi)2+pi 2]− λ4 [(σ
′+ fpi)2+pi 2]2. (3.151)
As equac¸o˜es de movimento desta lagrangiana, que podemos encontrar
atrave´s das equac¸o˜es de Euler-Lagrange (3.12), sa˜o
i/∂ψ−g(σ ′+ fpi + iτ · piγ5)ψ = 0, (3.152)
i/∂ψ¯+gψ¯
(
σ ′+ fpi + iτ · piγ5
)
= 0, (3.153){
∂µ∂ µ +µ2+λ
[(
σ ′+ fpi
)2
+pi 2
]}
pi + igψ¯τ γ5ψ = 0, (3.154)[
∂µ∂ µ +µ2+λ
(
σ ′2+pi 2
)]
σ ′+gψ¯ψ+
µ2
2
fpi = 0. (3.155)
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4 FUNC¸A˜O DE WIGNER
Como a posic¸a˜o e o momento de uma partı´cula na˜o podem ser simul-
taneamente medidos, na˜o e´ possı´vel definir uma distribuic¸a˜o de probabilidade
no espac¸o de fase. Entretanto, func¸o˜es que teˆm alguma semelhanc¸a com uma
distribuic¸a˜o de probabilidade do espac¸o de fase, conhecidas como func¸o˜es
de quasiprobablilidade, mostram-se u´teis no estudo de sistemas quaˆnticos.
Elas sa˜o u´teis na˜o so´ como ferramentas matema´ticas, mas tambe´m para aju-
dar a entender as conexo˜es entre a mecaˆnica cla´ssica e a quaˆntica, e ainda, e´
possı´vel expressar me´dias quaˆnticas de forma semelhante a` me´dias cla´ssicas.
Aqui utilizaremos a func¸a˜o de Wigner, a primeira func¸a˜o de distri-
buic¸a˜o a ser proposta em 1932 por Wigner (WIGNER, 1932). Boa parte dos
estudos deste capı´tulo e´ baseada em (MARCHIOLLI, 2002).
4.1 PRELIMINARES ALGE´BRICOS
Inicialmente, consideraremos um sistema quaˆntico de uma u´nica partı´-
cula de massa M destituı´da de spin executando um movimento em uma di-
mensa˜o. Seus operadores de posic¸a˜o e momento sa˜o respectivamente Q e P,
e estes obedecem a`s relac¸o˜es de comutac¸a˜o:
[Q,Q] = [P,P] = [Q,1] = [P,1] = 0,
[Q,P] = ih¯1, (4.1)
onde 1 e´ o operador identidade. Os autovetores que correspondem a esses
operadores sa˜o definidos pelas equac¸o˜es de autovalores:
P |p〉= p |p〉 , Q |q〉= q |q〉 ,
1 |p〉= |p〉 , 1 |q〉= |q〉 . (4.2)
As bases dos autovetores {|p〉} e {|q〉} satisfazem as relac¸o˜es de com-
pleteza ∫ ∞
−∞
dp |p〉〈p|= 1
∫ ∞
−∞
dq |q〉〈q|= 1, (4.3)
e ortonormalizac¸a˜o
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〈
p
∣∣p′〉= δ (p− p′) 〈q∣∣q′〉= δ (q−q′). (4.4)
A partir da transformac¸a˜o de Fourier
|p〉=
∫ ∞
−∞
dq√
2pi h¯
exp
(
i
h¯
pq
)
|q〉 , (4.5)
e´ possı´vel encontrar o produto escalar:
〈q|p〉= 1√
2pi h¯
exp
(
i
h¯
pq
)
. (4.6)
4.1.1 Formulac¸a˜o de Weyl-Wigner da Mecaˆnica Quaˆntica no espac¸o de
fase
Considerando F, um operador arbitra´rio, e´ possı´vel escreveˆ-lo como
F≡
∫ ∞
−∞
dp′ dp′′ dq′ dq′′
∣∣q′′〉〈q′′∣∣p′′〉〈p′′∣∣F ∣∣p′〉〈p′∣∣q′〉〈q′∣∣ ,
e, utilizando as relac¸o˜es (4.6) e (4.4),
F =
∫ ∞
−∞
dp′ dp′′ dq′ dq′′
2pi h¯
exp
(
i
h¯
p′′q′′
)
exp
(
− i
h¯
p′q′
)〈
p′′
∣∣F∣∣p′〉∣∣q′′〉〈q′∣∣ . (4.7)
Pela mudanc¸a de varia´veis dadas no Apeˆndice D.1, podemos reescre-
ver (4.7)
F =
∫ ∞
−∞
dpdqdudv
2pi h¯
exp
[
i
h¯
(pv+qu)
]〈
p+
u
2
∣∣∣F∣∣∣p− u
2
〉∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣ . (4.8)
Definindo a transformada de Weyl como
f (p,q) =
∫ ∞
−∞
duexp
(
i
h¯
qu
)〈
p+
u
2
∣∣∣F∣∣∣p− u
2
〉
, (4.9)
e a base de operadores no espac¸o de fase
∆(p,q) =
∫ ∞
−∞
dvexp
(
i
h¯
pv
)∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣ , (4.10)
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o operador F pode ser escrito como
F =
∫ ∞
−∞
dpdq
2pi h¯
f (p,q)∆(p,q). (4.11)
Ou seja, o operador F foi decomposto numa base de operadores cujos
elementos sa˜o as componentes ∆(p,q).
Esta forma de mapear o operador F na˜o e´ u´nica. Tambe´m podemos
fazer
F≡
∫ ∞
−∞
dp′ dp′′ dq′ dq′′
∣∣p′〉〈p′∣∣q′〉〈q′∣∣F ∣∣q′′〉〈q′′∣∣p′′〉〈p′′∣∣ ,
enta˜o a transformada de Weyl e a base de operadores ∆(p,q) ficam:
f (p,q) =
∫ ∞
−∞
dvexp
(
i
h¯
pv
)〈
q− v
2
∣∣∣F∣∣∣q+ v
2
〉
; (4.12)
∆(p,q) =
∫ ∞
−∞
duexp
(
i
h¯
qu
)∣∣∣p− u
2
〉〈
p+
u
2
∣∣∣ . (4.13)
A partir destas expresso˜es, juntamente com (4.9) e (4.10), e´ possı´vel
encontrar os projetores de posic¸a˜o e momento
|q〉〈q| =
∫ ∞
−∞
du
2pi h¯
exp
[
i
h¯
u(q−Q)
]
= δ (q−Q); (4.14)
|p〉〈p| =
∫ ∞
−∞
dv
2pi h¯
exp
[
i
h¯
v(p−P)
]
= δ (p−P). (4.15)
Precisamos encontrar uma forma sime´trica para o operador ∆(p,q),
pois as formas definidas ate´ agora privilegiam uma varia´vel ao escolhermos
a ordem dos conjuntos. Partindo de (4.10), e lembrando que como (LEAF,
1968)
exp
(
− i
h¯
Pv
)
|q〉= |q+ v〉 ,
enta˜o
exp
(
− i
h¯
Pv
)∣∣∣q− v
2
〉
=
∣∣∣q+ v
2
〉
. (4.16)
Esta expressa˜o e´ verificada no Apeˆndice D.2. Substituindo (4.16) em
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∆(p,q) temos
∆(p,q) =
∫ ∞
−∞
dvexp
[
i
h¯
v(p−P)
]∣∣∣q− v
2
〉〈
q− v
2
∣∣∣ . (4.17)
Pela relac¸a˜o (4.14), o projetor pode ser reescrito como
∣∣∣q− v
2
〉〈
q− v
2
∣∣∣ = ∫ ∞
−∞
du
2pi h¯
exp
[
i
h¯
u
(
q− v
2
−Q
)]
,
=
∫ ∞
−∞
du
2pi h¯
exp
[
i
h¯
u(q−Q)
]
exp
(
− i
h¯
uv
2
)
.
Assim,
∆(p,q) =
∫ ∞
−∞
dudv
2pi h¯
exp
[
i
h¯
v(p−P)
]
exp
[
i
h¯
u(q−Q)
]
exp
(
− i
h¯
uv
2
)
. (4.18)
Pela relac¸a˜o de Baker-Hassdorff simplificada (GREINER; REINHARDT,
2013), se os operadores A e B, que na˜o comutam, satisfazem
[A, [A,B]] = [B, [A,B]] = 0,
enta˜o
eA+B = eAeBe−
1
2 [A,B] = eBeAe
1
2 [A,B], (4.19)
e finalmente chegamos a` forma sime´trica de ∆(p,q):
∆(p,q) =
∫ ∞
−∞
dudv
2pi h¯
exp
{
i
h¯
[u(q−Q)+ v(p−P)]
}
. (4.20)
Podemos verificar que os operadores satisfazem a`s condic¸o˜es dadas
em (4.19) no Apeˆndice D.3.
A partir do que ja´ foi visto, e´ possı´vel encontrar a forma compacta da
transformada de Weyl
f (p,q) = Tr[F∆(p,q)], (4.21)
cuja prova e´ dada no Apeˆndice D.4.
E´ possı´vel encontrar um me´todo alternativo para se encontrar o ope-
rador F a partir de sua transformada de Weyl. Para tanto, consideremos o
operador ∆(p,q) escrito da forma
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∆(p,q) =
∫ ∞
−∞
dudv
2pi h¯
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
exp
(
i
h¯
uv
2
)
, (4.22)
onde utilizamos o lado direito da relac¸a˜o de Baker-Haussdorff 4.19 na forma
sime´trica de ∆(p,q). Apo´s algumas manipulac¸o˜es alge´bricas, que fazemos
no Apeˆndice D.5, encontramos uma nova expressa˜o para ∆(p,q)
∆(p,q) = 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (q−Q)δ (p−P). (4.23)
Agora podemos reescrever a expressa˜o para F
F =
∫ ∞
−∞
dpdq f (p,q)
[
exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (q−Q)δ (p−P)
]
, (4.24)
e, pela propriedade do Delta de Dirac
∫ ∞
−∞
dx f (x)
[
dm
dxm
δ (x)
]
= (−1)m d
m f (x)
dxm
∣∣∣∣
x=0
= (−1)m
∫ ∞
−∞
dx
[
dm f (x)
dxm
]
δ (x), (4.25)
finalmente temos
F =
∫ ∞
−∞
dpdq
[
exp
(
h¯
2i
∂ 2
∂ p∂q
)
f (p,q)
]
δ (q−Q)δ (p−P). (4.26)
Para encontrarmos o operador F a partir de uma transformada de Weyl
f (p,q) arbitra´ria, primeiro devemos calcular
exp
(
h¯
2i
∂ 2
∂ p∂q
)
f (p,q)
e depois substituir as varia´veis q e p pelos operadores Q e P, lembrando
de sempre escrever os operadores de posic¸a˜o a` esquerda dos operadores de
momento.
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4.1.2 Propriedades para ∆(p,q)
A seguir apresentaremos algumas propriedades para a base de opera-
dores∆(p,q) que sera˜o importantes no restante do trabalho. A deduc¸a˜o destas
propriedades esta´ no Apeˆndice D.6.
(i) 〈q′|∆(p,q)|q′′〉= exp[ ih¯ p(q′−q′′)]δ(q− q′+q′′2 );
(ii) 〈p′|∆(p,q)|p′′〉= exp[− ih¯ q(p′− p′′)]δ(p− p′+p′′2 );
Nestas duas propriedades, se considerarmos q′′ = q′ e p′ = p′′, estas se
reduzem a
〈
q′
∣∣∆(p,q)∣∣q′′〉= δ (q−q′) e 〈p′∣∣∆(p,q)∣∣p′′〉= δ (p− p′). (4.27)
(iii) 〈q′|∆(p,q)|p′〉=√2pi h¯exp( ih¯ p′q′)exp( h¯2i ∂ 2∂ p∂q)δ (q−q′)δ (p− p′);
(iv)
∫ ∞
−∞
dp
2pi h¯∆(p,q) = |q〉〈q|;
(v)
∫ ∞
−∞
dq
2pi h¯∆(p,q) = |p〉〈p|;
(vi) Tr[∆(p,q)] = 1;
(vii) Tr[∆(p1,q1)∆(p2,q2)] = 2pi h¯δ (p1− p2)δ (q1−q2);
(viii) Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)] =
= 22 exp
{ 2i
h¯ [(q1−q3)(p2− p3)− (q2−q3)(p1− p3)]
}
;
4.2 RELAC¸O˜ES DE COMUTAC¸A˜O E ANTICOMUTAC¸A˜O NO FORMA-
LISMO DE WEYL-WIGNER
Antes de ver as relac¸o˜es de comutac¸a˜o e anticomutac¸a˜o, precisamos
entender como o trac¸o atua em operadores arbitra´rios no formalismo de Weyl-
Wigner.
Para um operador arbitra´rio A:
Tr[A] =
∫ ∞
−∞
dpdq
2pi h¯
a(p,q), (4.28)
e, para dois operadores arbitra´rios A e B,
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Tr[AB] =
∫ ∞
−∞
dpdq
2pi h¯
a(p,q)b(p,q) = Tr[BA]. (4.29)
Podemos verificar o ca´lculo destes trac¸os no Apeˆndice D.7. Preci-
samos tambe´m saber como e´ a transformada de Weyl do produto AB. A
representac¸a˜o integral deste operador e´
AB =
∫ ∞
−∞
dp1 dq1 dp2 dq2
(2pi h¯)2
a(p1,q1)∆(p1,q1)b(p2,q2)∆(p2,q2)
=
∫ ∞
−∞
dpdq
2pi h¯
f (p,q)∆(p,q). (4.30)
Como a forma compacta da transformac¸a˜o de Weyl e´ f (p,q) =
Tr[AB∆(p,q)], substituindo AB, apo´s os ca´lculos dados no Apeˆndice D.8,
podemos reescrever f (p,q) como
f (p,q) = exp
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]
a(p,q)b(p,q). (4.31)
onde os ı´ndices indicam em que func¸a˜o a derivada e´ tomada. A partir deste
resultado, podemos notar que a transformada de Weyl do produto de dois
operadores e´ diferente do produto das transformadas de Weyl destes (GRO-
ENEWOLD, 1946). Com isso, agora podemos encontrar a transformada
de Weyl das relac¸o˜es de comutac¸a˜o e anticomutac¸a˜o de dois operadores ar-
bitra´rios (a deduc¸a˜o pode ser encontrada no Apeˆndice D.9):
[A,B] 2isin
[
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
)]
a(p,q)b(p,q). (4.32)
{A,B} 2cos
(
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
))
a(p,q)b(p,q). (4.33)
Devemos lembrar que nestas expresso˜es, o seno e o cosseno devem ser
entendidos como a se´rie de Taylor correspondente a cada um deles. Tomando
o termo de ordem mais baixa de cada se´rie:
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[A,B] ih¯
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
)
a(p,q)b(p,q); (4.34)
{A,B} 2a(p,q)b(p,q). (4.35)
Nota-se que a se´rie de Taylor associada a` transformada de Weyl de
[A,B] esta´ relacionada aos pareˆnteses de Poisson das transformadas de Weyl
de A e B, assim como a se´rie associada a` transformada de Weyl de {A,B}
esta´ relacionada ao produto das transformadas de Weyl de A e B.
Tomando o limite cla´ssico (h¯→ 0), podemos ver como algumas gran-
dezas se comportam:
• AB−−−→
Cla´ss
acl(p,q)bcl(p,q)
• {A,B} −−−→
Cla´ss
acl(p,q)bcl(p,q)
• [A,B]−−−→
Cla´ss
∂acl
∂q
∂bcl
∂ p − ∂acl∂ p ∂bcl∂q
A prova destas equac¸o˜es pode ser encontrada no Apeˆndice D.10. A
partir destes resultados, e´ possı´vel perceber que a transformada de Weyl do
produto de dois operadores tende ao produto das transformadas de Weyl no
limite cla´ssico, assim como a transformada de Weyl do anticomutador en-
tre dois operadores. Ja´ o limite para a transformada de Weyl do comuta-
dor entre dois operadores tende aos pareˆnteses de Poisson. Estes resultados
nos estimulam a verificar se existe algum limite para o ana´logo quaˆntico da
equac¸a˜o de Liouville, para que possamos verificar se a dinaˆmica quaˆntica
tende a` dinaˆmica cla´ssica.
4.3 DINAˆMICA QUAˆNTICA
Considerando um sistema descrito pelo operador densidade:
ρ (t) = |Ψ(t)〉〈Ψ(t)| , (4.36)
onde |Ψ(t)〉 representa um estado puro do sistema. O valor me´dio de um
operador F e´ obtido usualmente atrave´s de
〈F〉= 〈Ψ|F|Ψ〉 , (4.37)
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e, no formalismo de densidade,
〈F〉= Tr[ρ (t)F]. (4.38)
Pelo que ja´ obtivemos na equac¸a˜o (4.21), esta u´ltima expressa˜o fica
〈F〉=
∫ ∞
−∞
dpdq f (p,q)ρW (p,q; t), (4.39)
onde ρW (p,q; t) e´ a func¸a˜o de Wigner para um t arbitra´rio. Apresentaremos
algumas formas de expressar essa func¸a˜o, cujas deduc¸o˜es esta˜o no Apeˆndice
D.11.
1. A partir de (4.12)
ρW (p,q; t) =
∫ ∞
−∞
dv
2pi h¯
exp
(
i
h¯
pv
)
ψ(q− v
2
; t)ψ∗(q+
v
2
; t). (4.40)
2. Ou, a partir de (4.9)
ρW (p,q; t) =
∫ ∞
−∞
du
2pi h¯
exp
(
i
h¯
qu
)
φ(p+
u
2
; t)φ ∗(p− u
2
; t). (4.41)
3. Usando a forma compacta da func¸a˜o de Wigner (4.21) e a equac¸a˜o
(4.23)
ρW (p,q; t) =
√
2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)[
φ(p; t)ψ∗(q; t)exp
(
i
h¯
pq
)]
. (4.42)
Como ρ e´ hermitiano, ρW (p,q; t) e´ real, enta˜o podemos reescrever esta
u´ltima equac¸a˜o como:
ρW (p,q; t) =
√
2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)[
Φ∗(p; t)Ψ(q; t)exp
(
i
h¯
pq
)]
. (4.43)
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4.3.1 Propriedades de ρW (p,q; t)
Wigner (YOURGRAU; MERWE; LANDE´, 1979) propoˆs um con-
junto de propriedades que deviam ser satisfeitas por func¸o˜es de distribuic¸a˜o,
e demostrou que a distribuic¸a˜o (4.40) era a u´nica a satisfazer estas propri-
edades. Mais tarde, O’Connell e Wigner (O’CONNELL; WIGNER, 1981)
consideraram um outro conjunto de oito propriedades que tambe´m levavam a`
expressa˜o (4.40). Estas sera˜o listadas a seguir como dadas em (HILLERY et
al., 1984) e (GALETTI, 1986) e mostradas no Apeˆndice D.12.
1. ρW (p,q; t) e´ real e normalizada, mas na˜o e´ positiva definida, ou seja,
ρW (p,q; t) na˜o e´ uma distribuic¸a˜o genuı´na.
2. Normalizac¸a˜o
Posic¸a˜o ∫ ∞
−∞
dpρW (p,q; t) = |ψ(q; t)|2. (4.44)
Momento: ∫ ∞
−∞
dqρW (p,q; t) = |φ(p; t)|2. (4.45)
Total:
∫ ∞
−∞
dpdqρW (p,q; t) = 1. (4.46)
3. ρW (p,q; t) deve ser invariante sob transformac¸o˜es de Galileu, ou seja,
se ψ(q; t)→ ψ(q+a; t), enta˜o ρ ′W (p,q; t) = ρW (p,q+a; t).
4. ρW (p,q; t) deve ser invariante sob reflexo˜es espaciais e temporais.
5. No caso sem forc¸as, a equac¸a˜o de movimento e´ a equac¸a˜o cla´ssica:
∂ρW
∂ t
=− p
m
∂ρW
∂q
. (4.47)
6. Se ρψ(p,q; t) e ρϕ(p,q; t) sa˜o distribuic¸o˜es que correspondem aos es-
tados ψ(q; t) e ϕ(q; t), enta˜o
∣∣∣∣∫ ∞−∞ dqψ∗(q; t)ϕ(q; t)
∣∣∣∣2 = 2pi h¯∫ ∞−∞ dqdpρψ (p,q; t)ρϕ (p,q; t). (4.48)
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Esta propriedade tem duas consequeˆncias interessantes. Se fizermos
ϕ(q; t) = ψ(q; t), enta˜o
∣∣∣∣∫ ∞−∞ dqψ∗(q; t)ψ(q; t)
∣∣∣∣2 = 2pi h¯∫ ∞−∞ dqdp [ρW (p,q; t)]2,
e como
∫ ∞
−∞ dqψ∗(q; t)ψ(q; t) = 1, enta˜o∫ ∞
−∞
dpdq [ρW (p,q; t)]2 =
1
2pi h¯
. (4.49)
Isso implica que ρW (p,q; t) na˜o tem picos muito altos, o que descarta
distribuic¸o˜es do tipo ρW (p,q; t) = δ (q−Q)δ (p−p), que na˜o seriam
possı´veis classicamente.
Tambe´m podemos escolher ψ e ϕ ortogonais, o que resultaria em
∫ ∞
−∞
dpdqρψ(p,q; t)ρϕ(p,q; t) = 0.
Isso indica que ρW (p,q; t) na˜o pode ser sempre positiva.
7. Simetria p−q
A partir da transformada de Fourier
∫ ∞
−∞
dq
2pi h¯
ψ(q; t)exp
(
− i
h¯
pq
)
,
e´ possı´vel escrever a equac¸a˜o (4.41) a partir da expressa˜o (4.40).
8. |ρW (p,q; t)|6 1pi h¯
Com essa desigualdade, podemos notar que a func¸a˜o de Wigner e´ dife-
rente de zero numa regia˜o cujo volume no espac¸o de fase e´ menor ou
igual a pi h¯. Por isso, a func¸a˜o de Wigner traz embutida a informac¸a˜o
ba´sica do princı´pio da incerteza.
9. O operador densidade associado a um estado puro e´ um operador de
projec¸a˜o. Ou seja,
ρ 2 = ρ .
Consequentemente,
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Tr[ρ ] = 1⇒ Tr[ρ 2]= 1.
10. A cada func¸a˜o de onda Ψ(t) corresponde uma u´nica func¸a˜o de Wigner,
e a inversa tambe´m e´ verdadeira.
4.3.2 A equac¸a˜o de von Neumann-Liouville
A evoluc¸a˜o temporal da func¸a˜o de Wigner sai como consequeˆncia ime-
diata da equac¸a˜o de von Neumann-Liouville (PATHRIA, 2016):
∂ρ
∂ t
=
1
ih¯
[H,ρ (t)], (4.50)
onde H e´ hamiltoniana do sistema independente do tempo. Tomando a trans-
formada de Weyl da equac¸a˜o:
∂
∂ t
ρW (p,q; t) =
2i
ih¯
sin
(
h¯
2
(
∂
∂q
h ∂
∂ p
ρ
− ∂
∂ p
h ∂
∂q
ρ
))
h(p,q)ρW (p,q; t), (4.51)
sendo h(p,q) a transformada de Weyl da hamiltoniana. Definindo o operador
de Liouville quaˆntico como
L(p,q) =
2i
h¯
sin
(
h¯
2
(
∂
∂q
h ∂
∂ p
ρ
− ∂
∂ p
h ∂
∂q
ρ
))
h(p,q), (4.52)
a equac¸a˜o (4.51) pode ser reescrita como:
∂
∂ t
ρW (p,q; t) =−iL(p,q)ρW (p,q; t), (4.53)
e a sua soluc¸a˜o formal e´
ρW (p,q; t) = exp[−iL(p,q)(t− t0)]ρW (p,q; t0). (4.54)
Se a forma mapeada do operador hamiltoniano e´
h(p,q) =
p2
2m
+V (q), (4.55)
a func¸a˜o de Wigner obedece a` equac¸a˜o
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(
∂
∂ t
+
p
m
− ∂V (q)
∂q
)
ρW (p,q; t)
=
∞
∑
k=1
(−1)k
(2k+1)!
(
h¯
2
)2k d2k+1
dq2k+1
V (q)
∂ 2k+1
∂ p2k+1
ρW (p,q; t), (4.56)
que e´ deduzida em (SCHLEICH, 2011). Quando h¯ = 0,(
∂
∂ t
+
p
m
− ∂V (q)
∂q
)
ρW (p,q; t) = 0, (4.57)
que e´ a equac¸a˜o de Liouville da mecaˆnica estatı´stica cla´ssica. Podemos veri-
ficar isso no Apeˆndice D.13.
Agora iremos analisar o limite h¯→ 0 de L. Definindo o operador
↔
Λ
como
↔
Λ ≡
←−
∂
∂q
−→
∂
∂ p
−
←−
∂
∂ p
−→
∂
∂q
, (4.58)
e introduzindo o paraˆmetro adimensional α no operador de Liouville:
Lα(p,q) =
2i
h¯α
sin
(
h¯α
2
↔
Λ
)
h(p,q). (4.59)
Se h(p,q) na˜o depende de h¯, podemos tomar o limite α → 0 na ex-
pansa˜o do operador
Lα(p,q) =
[
h¯α
2
↔
Λ− 1
3!
(
2i
h¯α
)3↔
Λ
3
+ ...
]
h(p,q), (4.60)
lim
α→0
Lα(p,q) = i
↔
Λh(p,q) = L0(p,q), (4.61)
onde L0 e´ um operador cla´ssico. Assim, a evoluc¸a˜o temporal (4.53) fica
ρW0(p,q; t) = exp[−iL0(p,q)(t− t0)]ρW (p,q; t0). (4.62)
Esta equac¸a˜o descreve a evoluc¸a˜o cla´ssica do objeto quaˆntico ρW (p,q; t).
Finalmente, queremos encontrar a derivada temporal do valor esperado de um
observa´vel F. Pela equac¸a˜o (4.39),
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d
dt
〈F〉t =
∫ ∞
−∞
dpdq
2pi h¯
f (p,q)
∂
∂ t
ρW (p,q; t),
= −i
∫ ∞
−∞
dpdq
2pi h¯
f (p,q)[L(p,q)ρW (p,q; t)]. (4.63)
Devemos lembrar que o operador L esta´ derivando ρW (p,q; t). Inte-
grando por partes:
d
dt
〈F〉t =−i
∫ ∞
−∞
dpdq
2pi h¯
[L(p,q) f (p,q)]ρW (p,q; t)+ ρW (p,q; t) f (p,q)
∣∣∣∣∞−∞ ,
=−2
h¯
∫ ∞
−∞
dpdq
2pi h¯
sin
(
h¯
2
(
∂
∂q
h ∂
∂ p
F
− ∂
∂ p
h ∂
∂q
F
))
h(p,q) f (p,q)ρW (p,q; t). (4.64)
Em particular, considerando os operadores de posic¸a˜o e momento, te-
mos
d〈P〉t
dt
= −
∫ ∞
−∞
dpdq
2pi h¯
∂h
∂q
ρW (p,q; t); (4.65)
d〈Q〉t
dt
=
∫ ∞
−∞
dpdq
2pi h¯
∂h
∂ p
ρW (p,q; t), (4.66)
que sa˜o as transformadas de Weyl das equac¸o˜es de Ehrenfest da formulac¸a˜o
usual da Mecaˆnica Quaˆntica. Podemos verificar estas equac¸o˜es a partir de
d〈P〉t
dt
=−2
h¯
∫ ∞
−∞
dpdq
2pi h¯
sin
(
h¯
2
(
∂
∂q
h ∂
∂ p
F
− ∂
∂ p
h ∂
∂q
F
))
h(p,q)pρW (p,q; t),
=−2
h¯
∫ ∞
−∞
dpdq
2pi h¯
∞
∑
k=0
(−1)k
(2k+1)!
[
h¯
2
(
∂
∂q
h ∂
∂ p
p
− ∂
∂ p
h ∂
∂q
p
)]2k+1
h(p,q)pρW (p,q; t).
O u´nico termo na˜o nulo e´ quando k = 0, enta˜o
d〈P〉t
dt
= −2
h¯
∫ ∞
−∞
dpdq
2pi h¯
h¯
2
(
∂
∂q
h ∂
∂ p
p
)
h(p,q)pρW (p,q; t)
d〈P〉t
dt
= −
∫ ∞
−∞
dpdq
2pi h¯
∂h
∂q
ρW (p,q; t),
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que e´ a expressa˜o que querı´amos chegar. A deduc¸a˜o para a posic¸a˜o e´ seme-
lhante.
Como o limite cla´ssico de ρW (p,q; t) e´ dado por (GROOT; SUTTORP,
1972)
ρcl(p,q; t) = δ (p− p0)δ (q−q0), (4.67)
enta˜o podemos encontrar o limite cla´ssico da equac¸a˜o (4.64)
d
dt
〈F〉t −−−→Cla´ss −(i)
2
∫ ∞
−∞
dpdq [L0(p,q) fcl(p,q)]δ (p− p0)δ (q−q0),
d
dt
〈F〉t −−−→Cla´ss L0(p0,q0) fcl(p0,q0),
lembrando que L e´ dado pela equac¸a˜o (4.61) e pode ser reescrito como
L0(p0,q0) = i
[
∂h(p,q)
∂ p
∂
∂q
− ∂h(p,q)
∂q
∂
∂ p
]
.
Assim, o limite cla´ssico para a derivada temporal e´
d
dt
〈F〉t −−−→Cla´ss
d
dt
fcl(p0,q0), (4.68)
e enta˜o
d
dt
fcl(p0,q0) =
∂hcl(p0,q0)
∂ p0
∂ fcl(p0,q0)
∂q0
− ∂hcl(p0,q0)
∂q0
∂ fcl(p0,q0)
∂ p0
, (4.69)
que correspondem aos pareˆnteses de Poisson cla´ssicos. Para o caso dos ope-
radores de momento e posic¸a˜o, ficamos com
dp0
dt
=− ∂
∂q0
hcl(p0,q0);
dq0
dt
=
∂
∂q0
hcl(p0,q0), (4.70)
que sa˜o as equac¸o˜es cla´ssicas de Hamilton (GOLDSTEIN; POOLE; SAFKO,
2002)(LEMOS, 2007)(JOSE´; SALETAN, 1998). Assim, conseguimos re-
cuperar a mecaˆnica cla´ssica e as equac¸o˜es fundamentais que governam a
evoluc¸a˜o temporal de valores me´dios de observa´veis fı´sicos atrave´s de um
limite formal, o que nos permitiu encontrar uma descric¸a˜o do espac¸o de fase
cla´ssico a partir de um espac¸o de fase quaˆntico.
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5 FUNC¸A˜O DE WIGNER COVARIANTE
5.1 FUNC¸A˜O DE WIGNER COVARIANTE PARA PARTI´CULAS DE SPIN
1
2
O operador da func¸a˜o de Wigner covariante e´ dado por (HAKIM,
2011)
W4(x, p) =
1
(2pi)4
∫
d4Rexp(−ipR)ψ¯
(
x+
R
2
)
⊗ψ
(
x− R
2
)
, (5.1)
e a func¸a˜o de Wigner covariante e´ a sua me´dia quaˆntica:
W4(x, p) = 〈W4(x, p)〉= Tr[ρW4(x, p)]
=
1
(2pi)4
∫
d4Rexp(−ipR)
〈
ψ¯
(
x+
R
2
)
⊗ψ
(
x− R
2
)〉
. (5.2)
A func¸a˜o de Wigner covariante W4(x, p) e´ uma matriz nos ı´ndices es-
pinoriais. Escrevendo isso explicitamente,
W4αβ (x, p) =
1
(2pi)4
∫
d4Rexp(−ipR)ψ¯β
(
x+
R
2
)
ψα
(
x− R
2
)
(5.3)
Note que os ı´ndices aparecem em posic¸o˜es invertidas na integral. Tam-
be´m temos a fo´rmula inversa
ψ¯(x)⊗ψ(y) =
∫
d4 pexp[ip(x− y)]W4
(
1
2
(x+ y)ip
)
, (5.4)
que e´ u´til para muitos ca´lculos envolvendo a func¸a˜o de Wigner covariante.
Podemos expandir a func¸a˜o de Wigner covariante para uma partı´cula
na base das 16 matrizes de Dirac, dadas por
{γA}A=1,2,...,16 =
(
I,γµ ,σµν ≡ i2 [γ
µ ,γν ],γ5,γ5γµ
)
, (5.5)
como
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W4(x, p) =
1
4
[
F(x, p)I+ iP(x, p)γ5+V µ(x, p)γµ
−Aµ(x, p)γ5γµ + 12S
µν(x, p)σµν
]
, (5.6)
com
F(x, p) = Tr[W4(x, p)]
P(x, p) = −iTr
[
W4(x, p)γ5
]
V µ(x, p) = Tr[W4(x, p)γµ ]
Aµ(x, p) = Tr
[
W4(x, p)γ5γµ
]
Sµν(x, p) = Tr[W4(x, p)σµν ] =−Sνµ(x, p) (5.7)
5.1.1 Equac¸o˜es Ba´sicas
Vamos agora ver as equac¸o˜es obedecidas pela func¸a˜o de Wigner, con-
siderando apenas partı´culas na˜o interagentes. O campo fermioˆnico ψ satisfaz
a`s equac¸o˜es de Dirac {
[iγ · ∂ −m]ψ(x) = 0
ψ¯(x)[iγ · ∂ +m] = 0, (5.8)
e ao manipularmos estas equac¸o˜es, chegamos em{
[iγ · −→∂ +2(γ · p−m)]W4(x, p) = 0
W4(x, p)[iγ ·
←−
∂ −2(γ · p−m)] = 0 (5.9)
A u´ltima passagem pode ser verificada em (PASSOS, 2014)
Podemos notar que temos duas equac¸o˜es para W4(x, p), que juntas re-
presentam a camada de massa da partı´cula e a equac¸a˜o de transporte do sis-
tema. Para o caso na˜o quaˆntico, terı´amos tambe´m duas equac¸o˜es, a equac¸a˜o
de Liouville e a equac¸a˜o da camada de massa.
E´ possı´vel expandir W4(x, p) nas matrizes γA da a´lgebra de Dirac.
Para isso, manipulamos as equac¸o˜es (5.9), as multiplicamos pelas matrizes
γA apropriadas e tomamos o trac¸o, para obter 32 equac¸o˜es:
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mF = pµV µ (5.10)
∂νSµν + pµF−mV µ = 0 (5.11)
1
2
∂ µV ν −2mSµν − pλAρερλµν = 0 (5.12)
∂µAmu−2mP = 0 (5.13)
∂ µP−2pλ ελρνµSρν −2mAµ = 0 (5.14)
∂µV µ = 0 (5.15)
∂ µF +4pλSλµ = 0 (5.16)
1
2
∂λAρερλµν + pµV ν = 0 (5.17)
pµAµ = 0 (5.18)
∂λSρνελρνµ +2pµP = 0 (5.19)
E´ possı´vel resolver estas equac¸o˜es para P, V µ e Sµν em primeira or-
dem em h¯, e obte´m-se
P =
h¯
2m
∂ µAµ , (5.20)
Vµ =
pµ
m
F− h¯
2m2
εµναβ pα∂ νAβ , (5.21)
Sµν = − h¯2m2
(
pν∂µ − pµ∂ν
)
F− εµναβ
m
pαAβ . (5.22)
E essas 16 componentes na˜o sa˜o independentes nesta aproximac¸a˜o.
Assim, so´ precisamos de 5 componentes, f e Aµ para construir a func¸a˜o de
Wigner. Os ca´lculos destas equac¸o˜es sa˜o resolvidos em (PASSOS, 2014).
A partir destes ca´lculos e´ possı´vel encontrar uma equac¸a˜o de transporte para
uma dada lagrangianaL , mas isso tambe´m e´ possı´vel utilizando-se um me´to-
do parecido, dado em (VASAK; GYULASSY; ELZE, 1987), (ZHUANG;
HEINZ, 1996b), (ZHUANG; HEINZ, 1996a), que sera´ delineado a seguir.
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6 EQUAC¸A˜O DE TRANSPORTE PARA O MODELO SIGMA
LINEAR
Para elucidarmos a importaˆncia de uma teoria de transporte, primeiro
daremos alguns argumentos para a construc¸a˜o de uma teoria de transporte
cla´ssica, para enta˜o partirmos para uma formulac¸a˜o quaˆntica e relativı´stica
desta. Tais equac¸o˜es sa˜o importantes para a compreensa˜o de fenoˆmenos
de transic¸a˜o fora do equilı´brio, como os eventos que ocorrem em colisores
de partı´culas ou no interior de estrelas de neˆutrons, ale´m de fenoˆmenos nos
esta´gios iniciais do universo.
6.1 EQUAC¸A˜O DE TRANSPORTE
Considerando um sistema cla´ssico de muitos corpos, as interac¸o˜es en-
tre seus constituintes e vı´nculos externos definem quais as propriedades deste
sistema. Por isso, queremos expressar as propriedades macrosco´picas do sis-
tema, que sa˜o func¸o˜es das coordenadas do espac¸o tempo, em func¸a˜o das
varia´veis macrosco´picas de estado, como a densidade de partı´culas e a tem-
peratura; e dos paraˆmetros microsco´picos do sistema (GROOT; LEEUWEN;
WEERT, 1980).
Quando este sistema esta´ fora do equilı´brio, podemos utilizar a teo-
ria cine´tica dos gases para descreveˆ-lo. Isso e´ possı´vel ao utilizarmos uma
descric¸a˜o estatı´stica atrave´s de uma func¸a˜o de distribuic¸a˜o, que pode ser in-
terpretada como a me´dia do nu´mero de partı´culas com um determinado mo-
mento e em um dado ponto do espac¸o-tempo. Esta func¸a˜o de distribuic¸a˜o
pode ser encontrada a partir de uma equac¸a˜o cine´tica, que pode ser postulada
ou derivada, e que e´ frequentemente chamada de equac¸a˜o de transporte. Esta
equac¸a˜o da´ a taxa de variac¸a˜o da func¸a˜o de distribuic¸a˜o no espac¸o e no tempo
devido a`s interac¸o˜es entre as partı´culas.
Como esse trabalho aborda sistemas quaˆnticos, precisamos de uma
equac¸a˜o de transporte adequada. Sabemos que em teoria de campos, num pas-
sado infinito o conjunto de possı´veis estados do sistema consiste em estados
de nenhuma, uma, duas partı´culas livres com massa e carga definidas, e as-
sim por diante, que e´ uma forma do postulado da completeza assinto´tica. Com
isso, e´ possı´vel especificar o estado inicial em termos de partı´culas que se mo-
vem livremente e na˜o interagem (GROOT; LEEUWEN; WEERT, 1980). Esta
formulac¸a˜o e´ adequada para descrever o espalhamento de poucas partı´culas,
mas para um sistema de muitas partı´culas na˜o temos informac¸o˜es suficientes
para determinar o estado inicial. Isso pode ser contornado ao utilizarmos a
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teoria cine´tica dos gases, onde derivamos uma equac¸a˜o que prediz a evoluc¸a˜o
temporal do sistema somente a partir do estado presente, e baseada na func¸a˜o
de distribuic¸a˜o de uma partı´cula. Assim, depois de um longo tempo, os deta-
lhes do estado inicial sa˜o irrelevantes. Como ja´ mencionamos, uma func¸a˜o de
distribuic¸a˜o quaˆntica e´ problema´tica devido ao princı´pio da incerteza. Para
tanto, necessitamos encontrar uma ferramenta matema´tica que contorne este
problema, o que e´ possı´vel quando utilizamos a func¸a˜o de Wigner, que pode
ser considerada a mais simples ana´loga quaˆntica da func¸a˜o de distribuic¸a˜o
cla´ssica.
6.1.1 Histo´rico
A primeira tentativa de formular uma versa˜o relativı´stica da teoria
cine´tica dos gases, originalmente desenvolvida por Bernoulli, Clausius, Max-
well e Boltzmann (BRUSH, 2003), foi feita por Ju¨ttner em 1911 (JU¨TTNER,
1911), ao derivar uma generalizac¸a˜o relativı´stica da distribuic¸a˜o de Maxwell-
Boltzmann (GROOT; LEEUWEN; WEERT, 1980). Ju¨ttner tambe´m encon-
trou uma forma relativı´stica para a func¸a˜o de distribuic¸a˜o no equilı´brio para
bo´sons e fe´rmions em 1928 (JU¨TTNER, 1928). Uma equac¸a˜o cine´tica rela-
tivı´stica foi proposta por Walker em 1935 para o caso sem coliso˜es (WAL-
KER, 1935), e uma generalizac¸a˜o para a equac¸a˜o de Boltzmann completa, ou
seja, para o caso com coliso˜es, foi proposto inicialmente por Lichnerowicz e
Marrot em 1940 (LICHNEROWICZ; MARROT, 1940).
No fim de 1950, comec¸ou a surgir o interesse nesse tipo de formulac¸a˜o
para se explicar a fusa˜o nuclear (HAKIM, 2011). Assim, em 1956 Titeica (S.,
1956) encontrou uma forma covariante da equac¸a˜o de Vlasov. Visando ex-
plicar a produc¸a˜o mu´ltipla de partı´culas, Carruthers e Zachariasen foram os
primeiros a utilizar a func¸a˜o de Wigner covariante em 1976 (CARRUTHERS;
ZACHARIASEN, 1976)(CARRUTHERS; ZACHARIASEN, 1983). Este es-
tudo foi estendido para fe´rmions e outras formas invariantes de calibre em
1986 por Elze, Gyulassy e Vasak (ELZE; GYULASSY; VASAK, 1986b)
(ELZE; GYULASSY; VASAK, 1986a).
6.2 EQUAC¸A˜O DE TRANSPORTE PARA O MODELO SIGMA LINEAR
Com a utilizac¸a˜o da func¸a˜o de Wigner covariante, desejamos derivar
equac¸o˜es cine´ticas para um sistema composto de pro´tons e neˆutrons intera-
gindo atrave´s de campos escalares e pseudoescalares. Para tanto, iremos de-
rivar o ca´lculo na func¸a˜o de Wigner de tempo igual para posteriormente, num
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limite semicla´ssico, encontrar uma equac¸a˜o de transporte ana´loga a` de Vla-
sov para plasmas da mesma forma que foi feito em (VASAK; GYULASSY;
ELZE, 1987)(ZHUANG; HEINZ, 1996b)(ZHUANG; HEINZ, 1996a), consi-
derando o caso sem campos magne´ticos. O modelo Sigma Linear apresentado
no Capı´tulo 2 sera´ o modelo efetivo utilizado, seguindo a lagrangiana (3.151):
LSL = iψ¯ /∂ψ−gψ¯(σ ′+ fpi + iτ · piγ5)ψ
+
1
2
[
(∂µσ ′)2+(∂µpi )2
]− µ2
2
((σ ′+ fpi)2+pi 2)− λ4 [(σ
′+ fpi)2+pi 2]2, (6.1)
que tem como equac¸o˜es de movimento para a parte fermioˆnica as equac¸o˜es
(3.152) e (3.153):
i/∂ψ−MNψ−g
(
σ ′+ iτ · piγ5
)
ψ = 0, (6.2)
i/∂ψ¯+MNψ¯+gψ¯
(
σ ′+ iτ · piγ5
)
= 0, (6.3)
onde MN = g fpi e´ a massa efetiva do nu´cleon.
Como visto em (ZHUANG; HEINZ, 1996b), podemos escrever o ope-
rador de Wigner covariante W4(x, p) como uma transformada de Fourier da
matriz de densidade covariante Φ4(x,y)
W4(x, p) =
∫
d4yeip·yΦ4(x,y), (6.4)
onde
Φ4(x,y) = ψ
(
x+
y
2
)
ψ¯
(
x− y
2
)
, (6.5)
para enta˜o encontrar uma equac¸a˜o cine´tica para o sistema.
Os ca´lculos relevantes para este capı´tulo esta˜o feitos com mais deta-
lhes no Apeˆndice E.
6.3 EQUAC¸A˜O DE EVOLUC¸A˜O DA FUNC¸A˜O DE WIGNER
Como queremos descrever a dinaˆmica de um conjunto de particulas
interagindo, devemos encontrar as equac¸o˜es de movimento para a func¸a˜o de
Wigner (VASAK; GYULASSY; ELZE, 1987). Para tanto, ao derivarmos a
matriz de densidade Φ4(x,y) em relac¸a˜o a` x e y, substituirmos a equac¸a˜o
de movimento (6.2) e realizarmos uma transformada de Fourier na equac¸a˜o
resultante, chegamos na equac¸a˜o de evoluc¸a˜o da func¸a˜o de Wigner, como
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visto em (ZHUANG; HEINZ, 1996a)[
γµKµ − γ5K5−M
]
W4(x, p) = 0, (6.6)
onde definimos que
Kµ = Πµ +
ih¯
2
Dµ , (6.7)
K5 = Π5+ iD5, (6.8)
M = M1−M2, (6.9)
e
Πµ = pµ , (6.10)
Dµ = ∂µ , (6.11)
Π5 = gsin
(
h¯
2
4
)
τ · pi (x), (6.12)
D5 = gcos
(
h¯
2
4
)
τ · pi (x), (6.13)
M1 = MN +gcos
(
h¯
2
4
)
σ ′(x), (6.14)
M2 = gsin
(
h¯
2
4
)
σ ′(x), (6.15)
4 = ∂x∂p. (6.16)
Para permitir a discussa˜o da expansa˜o semicla´ssica, escrevemos expli-
citamente os termos em h¯ nas equac¸o˜es anteriores e nas pro´ximas equac¸o˜es.
6.4 DECOMPOSIC¸A˜O ESPINORIAL
Como no nosso caso a func¸a˜o de Wigner e´ uma matriz complexa 4×4,
e´ possı´vel decompoˆ-la num conjunto de equac¸o˜es acopladas para as compo-
nentes de W4. E´ conveniente escolher as 16 matrizes Γi dadas pelas equac¸o˜es
(2.74) como a base da expansa˜o da func¸a˜o de Wigner no espac¸o de spin
devido a`s propriedades de transformac¸a˜o caracterı´sticas destas matrizes sob
transformac¸o˜es de Lorentz (VASAK; GYULASSY; ELZE, 1987). Assim,
considerando a decomposic¸a˜o espinorial (5.6):
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W4(x, p) =
1
4
[
F(x, p)I+ iP(x, p)γ5+V µ(x, p)γµ
−Aµ(x, p)γ5γµ + 12S
µν(x, p)σµν
]
, (6.17)
podemos dividir a equac¸a˜o (6.6) em cinco equac¸o˜es:
KµV µ − iK5P−MF = 0, (6.18)
KµAµ −K5F− iMP = 0, (6.19)
KµF− iKνSµν +K5Aµ −MV µ = 0, (6.20)
iKµP+
1
2
KνεµναβSαβ +K5V µ −MAµ = 0, (6.21)
i[KνV µ −KνV µ ]+KαεαµνβAβ
− i
2
εµναβK5Sαβ −MSµν = 0, (6.22)
em que
F(x, p) = Tr[W4(x, p)],
P(x, p) = −iTr
[
W4(x, p)γ5
]
,
V µ(x, p) = Tr[W4(x, p)γµ ],
Aµ(x, p) = Tr
[
W4(x, p)γ5γµ
]
,
Sµν(x, p) = Tr[W4(x, p)σµν ] =−Sνµ(x, p). (6.23)
Como os momentos da func¸a˜o de Wigner sa˜o reais, mas os operadores
Kµ , K5 e M sa˜o complexos, a parte real e a imagina´ria das equac¸o˜es ante-
riores devem ser satisfeitas separadamente. Enta˜o, separando cada uma das
equac¸o˜es, chegamos nas dez equac¸o˜es cine´ticas
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ΠµV µ +D5P−M1F = 0, (6.24)
ΠµAµ −Π5F−M2P = 0, (6.25)
ΠµF +
h¯
2
DνSµν +Π5Aµ −M1V µ = 0, (6.26)
h¯
2
DµP− 1
2
ΠνεµναβSαβ +Π5V µ +M1Aµ = 0, (6.27)
h¯
2
[DµV ν −DνV µ ]+ΠαεαµνβAβ
+
1
2
D5εµναβSαβ −M1Sµν = 0, (6.28)
h¯DµV µ −2Π5P+2M2F = 0, (6.29)
h¯DµAµ −2D5F−2M1P = 0, (6.30)
h¯
2
DµF−ΠνSµν +D5Aµ +M2V µ = 0, (6.31)
ΠµP+
h¯
4
DνεµναβSαβ +D5V µ +M2Aµ = 0, (6.32)
[ΠνV µ −ΠµV ν ]+ h¯
2
DαεαµνβAβ
− 1
2
Π5εµναβSαβ +M2Sµν = 0. (6.33)
6.5 ME´DIA NA ENERGIA
De maneira semelhante ao que foi feito em (ZHUANG; HEINZ, 1996a),
e´ possı´vel encontrar a func¸a˜o de Wigner de tempo igual W3(x,p) ao fazermos
a me´dia na energia da func¸a˜o de Wigner covariante W4(x, p). Assim, temos
W3(x,p) =
∫
d3ye−ip·y
〈
ψ
(
x+
y
2
, t
)
ψ†
(
x− y
2
, t
)〉
=
∫
dp0 W4(x, p)γ0, (6.34)
e, ao substituirmos W4 por sua decomposic¸a˜o espinorial (6.17), ficamos com
a expressa˜o para W3(x,p)
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W3(x,p) =
1
4
{ f0(x,p)+ γ5 f1(x,p)− iγ0γ5 f2(x,p)+ γ0 f3(x,p)
+γ5γ · g0(x,p)+ γ0γ · g1(x,p)− iγ · g2(x,p)− γ5γ · g3(x,p)} , (6.35)
em que definimos
f0(x,p) =
∫
dp0 V 0(x, p), (6.36)
f1(x,p) = −
∫
dp0 A0(x, p), (6.37)
f2(x,p) =
∫
dp0 P(x, p), (6.38)
f3(x,p) =
∫
dp0 F(x, p), (6.39)
gi0(x,p) = −
∫
dp0 Ai(x, p), (6.40)
gi1(x,p) =
∫
dp0 V i(x, p), (6.41)
gi2(x,p) = −
∫
dp0 S0i(x, p), (6.42)
gi3(x,p) =
1
2
ε i jk
∫
dp0 S jk(x, p). (6.43)
Da mesma forma, podemos encontrar as me´dias das equac¸o˜es cine´-
ticas integrando-as em p0. Assim, ficamos com as oito equac¸o˜es
h¯[Dt f0+D · g1] = 2gpi0 f2−2gσ0 f3, (6.44)
h¯[Dt f1+D · g0] =−2gpie f3−2(MN +gσe) f2, (6.45)
h¯Dt f2+2Π · g3 = 2(MN +gσe) f1−2gpi0 f0, (6.46)
h¯Dt f3−2Π · g2 = 2gpie f1−2gpi0 f0, (6.47)
h¯[Dtg0+D f1]−2Π× g1 =−2gσ0g3−2gpi0g2, (6.48)
h¯[Dtg1+D f0]+2Π× g0 =−2gpieg3−2(MN +gσe)g2, (6.49)
h¯[Dtg2+D× g3]+2Π f3 = 2(MN +σe)g1+2gpi0g0, (6.50)
h¯[Dtg3−D× g2]−2Π f2 =−2gpieg1+2gσ0g0, (6.51)
e com as oito equac¸o˜es de vı´nculo
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∫
dp0 p0F− h¯2D · g2−gpi0 f1 = (MN +gσe) f0, (6.52)∫
dp0 p0P+
h¯
2
D · g3+gpie f0−gσ0 f1 = 0, (6.53)∫
dp0 p0V0−Π · g1+gpie f2 = (MN +gσe) f3, (6.54)∫
dp0 p0V− h¯2D× g0−Π f0+gpi0g3−gσ0g2 = 0, (6.55)∫
dp0 p0A0+Π · g0−gpi0 f3−gσ0 f2 = 0, (6.56)∫
dp0 p0A+
h¯
2
D× g1−Π f1−gpieg2 = (MN +gσe)g3, (6.57)∫
dp0 p0S0i+
h¯
2
D f3+Π× g3−2gpieg0+2gσ0g1 = 0, (6.58)∫
dp0 p0S jkε jkieˆi+ h¯D f2+2Π× g2+2gpi0g1
= 2(MN +gσe)g0, (6.59)
na qual definimos
Dt = ∂t , (6.60)
D = ∇, (6.61)
Π0 = p0, (6.62)
Π = p, (6.63)
pie = cos
(
h¯
2
∇ ·∇p
)
τ · pi (x), (6.64)
pi0 = sin
(
h¯
2
∇ ·∇p
)
τ · pi (x), (6.65)
σe = cos
(
h¯
2
∇ ·∇p
)
σ ′(x), (6.66)
σ0 = sin
(
h¯
2
∇ ·∇p
)
σ ′(x). (6.67)
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6.6 APROXIMAC¸A˜O SEMICLA´SSICA
Segundo (ZHUANG; HEINZ, 1996a), no limite cla´ssico, ou seja,
quando h¯ = 0, as equac¸o˜es cine´ticas teˆm soluc¸o˜es da forma
W±4 (x, p) = W˜
±
4 (x,p)δ (p0∓Ep), (6.68)
e enta˜o podemos fazer
W±4 (x,p)δ (p0∓Ep) =
1
4
[
F(x, p)I+ iP(x, p)γ5+V µ(x, p)γµ
−Aµ(x, p)γ5γµ + 12S
µν(x, p)σµν
]
δ (p0∓Ep). (6.69)
Levando isso em conta, podemos calcular as integrais das equac¸o˜es
de vı´nculo, e considerando h¯ = 0, podemos encontrar os vı´nculos para os
componentes espinoriais cla´ssicos e para a energia Ep:
f±1 = ±
p · g±0
Ep
, (6.70)
f±2 = ∓
Vpi f±0
Ep
, (6.71)
f±3 = ±
(MN +Vσ )
E + p
f±0 , (6.72)
g±1 = ±
p f±0
E + p
, (6.73)
g±2 =
p× g±0 −Vpig±3
MN +Vσ
, (6.74)
g±3 = ±
[
E2p(MN +Vσ )g
±
0 − (MN +Vσ )p(p · g±0 )∓EpVpi (p× g±0 )
Ep(m∗)2
]
(6.75)
E2p = p
2 +(m∗)2, (6.76)
onde definimos
Vpi = gτ · pi , Vσ = gσ ′(x) , (m∗)2 = (MN +Vσ )2+V 2pi . (6.77)
E´ interessante notar que como as equac¸o˜es de vı´nculo (6.52) a (6.59)
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na˜o se anulam quando h¯ vai a zero, o nu´mero de componentes espinoriais
que conseguimos e´ apenas cinco: uma da densidade de carga f0 e quatro da
densidade de spin g0. Assim, a relac¸a˜o de dispersa˜o Ep vem naturalmente
dos vı´nculos, ao contra´rio do que acontece em outros me´todos, como (SHIN;
RAFELSKI, 1995).
6.7 EQUAC¸A˜O DE TRANSPORTE
A equac¸a˜o de transporte cla´ssica para a densidade de carga vem da
equac¸a˜o (6.44) com h¯ em primeira ordem (ZHUANG; HEINZ, 1996a):
dt f±0 +d · g±1 = (F+pi ·∇p) f±2 +(Fσ ·∇p) f±3 , (6.78)
com
dt = ∂t (6.79)
d = ∇, (6.80)
Fpi =−g∇[τ · pi (x)] (6.81)
Fσ =−g∇σ ′(x). (6.82)
Definimos as densidades de carga para partı´culas e antipartı´culas como
f (x,p) = f+0 (x,p) , f¯ (x,p) = f
−
0 (x,−p), (6.83)
e usando os vı´nculos (6.71), (6.72) e (6.73), podemos chegar em uma equac¸a˜o
de transporte do tipo da de Vlasov para f :
∂t f +(∇ · v) f −
[
(MN +Vσ )Fσ −VpiFpi
Ep
]
·∇p f = 0, (6.84)
onde
v =
p
Ep
(6.85)
e´ a velocidade do fluxo de transporte cla´ssico.
Assim, conseguimos desenvolver uma teoria cine´tica quiral a partir
das interac¸o˜es escalares e pseudoescalares, o que pode ser de grande ajuda na
compreensa˜o da dinaˆmica das coliso˜es relativı´sticas de ı´ons pesados. Con-
siderando que o modelo sigma linear pode descrever a fı´sica hadroˆnica de
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baixas energias e a transic¸a˜o de fase quiral para altas temperaturas e densida-
des, o estudo das equac¸o˜es cine´ticas desenvolvido aqui pode ser importante na
compreensa˜o das consequeˆncias dinaˆmicas das propriedades quirais da QCD.
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CONCLUSO˜ES E PERSPECTIVAS FUTURAS
Neste trabalho conseguimos encontrar equac¸o˜es cine´ticas para os fe´r-
mions do modelo sigma linear. Isto nos da´ uma ferramenta para entender
melhor a dinaˆmica das coliso˜es de ı´ons pesados, o que pode nos permitir des-
crever melhor os fenoˆmenos que ocorrem nos grandes colisores de partı´cula.
Isto e´ possı´vel devido ao fato de que o desenvolvimento de uma teoria cine´tica
quaˆntica pode nos fornecer resultados a respeito de propriedades dinaˆmicas
do sistema.
Para conseguir chegar nesse resultado, primeiro fazemos uma revisa˜o
teo´rica de toda fı´sica envolvida, na˜o so´ para dar embasamento para o trabalho
e deixa´-lo autoconsistente, mas tambe´m com o objetivo de que ele sirva de
material de apoio para estudantes ou pesquisadores que queiram se aprofun-
dar nos assuntos aqui abordados. Por isso, tentamos deixar os ca´lculos bem
detalhados e rigorosos, de uma forma na˜o muito comum na literatura que
temos ate´ agora.
O primeiro passo foi estudar a Equac¸a˜o de Dirac, tentando construı´-
la a partir das propriedades da transformac¸a˜o de Lorentz. Assim, pudemos
na˜o so´ estudar as propriedades dos fermions, partı´culas descritas por essa
equac¸a˜o, como tambe´m pudemos ter uma ideia de como o grupo de Lorentz e
os fe´rmions quirais, que sa˜o elementos da simetria quiral, esta˜o relacionados.
Outro to´pico importante foi o estudo dos bilineares da teoria de Dirac, que
esta˜o profundamente ligados a`s correntes das simetrias.
O passo seguinte foi estudar as simetrias quirais, depois de uma breve
revisa˜o sobre a simetrias na Mecaˆnica Quaˆntica. E´ interessante notar a co-
nexa˜o entre a a´lgebra da teoria de Dirac e a a´lgebra da simetria quiral. Apo´s
isso, a partir de toda a teoria estudada, montamos a lagrangiana do modelo
sigma e discutimos suas propriedades.
Paralelamente a isso, iniciamos o estudo das func¸o˜es de distribuic¸a˜o,
e, mais especificamente, da func¸a˜o de Wigner. Estas func¸o˜es sa˜o importantes
para estabelecer a conexa˜o entre a Mecaˆnica Quaˆntica e a Cla´ssica, ale´m de
permitir uma teoria estatı´stica quaˆntica. Como o nosso modelo e´ um modelo
efetivo para a QCD, que e´ relativı´stica, para conseguirmos estudar a func¸a˜o de
Wigner aplicada a` esse modelo, precisamos de uma versa˜o covariante desta
func¸a˜o. Por isso, no capı´tulo quatro fizemos uma breve introduc¸a˜o da func¸a˜o
de Wigner covariante para partı´culas de spin 12 , para finalmente no quinto
capı´tulo conseguir encontrar uma equac¸a˜o cine´tica e uma equac¸a˜o de trans-
porte para os fermions do modelo sigma linear.
A QCD de baixas energias esta´ num regime na˜o perturbativo, e por
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isso na˜o e´ possı´vel utilizar as te´cnicas usuais da QCD. Teorias efetivas sa˜o
uma boa alternativa pois oferecem soluc¸o˜es simples para este problema. De-
vido a sua simplicidade em relac¸a˜o a outros modelos efetivos, o modelo sigma
linear e´ um bom candidato para descrever a mate´ria nuclear na escala de ener-
gia em que a aproximac¸a˜o semicla´ssica e´ va´lida. Outra vantagem deste mo-
delo e´ o fato dele ser renormaliza´vel, ao contra´rio de outros modelos como o
Nambu–Jona-Lasinio ou o modelo sigma na˜o linear.
A partir desse estudo, podemos estender os ca´lculos para um sistema
sujeito a` condic¸o˜es extremas, como altas temperaturas e densidades, e tam-
be´m para um sistema sujeito a campos magne´ticos externos.
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APEˆNDICE A -- Definic¸o˜es e Convenc¸o˜es
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Neste texto adotamos a notac¸a˜o de unidades naturais
h¯ = c = 1, (A.1)
onde h¯ e´ a constante de Planck e c e´ a velocidade da luz, exceto quanto
e´ necessa´rio explicitar a dependeˆncia das equac¸o˜es em h¯ para evidenciar a
quantizac¸a˜o.
Um comutador e´ denotado por
[A,B] = AB−BA, (A.2)
enquanto um anticomutador e´ denotado por
{A,B}= AB+BA (A.3)
A.1 ME´TRICA
Utilizamos a me´trica de Minkowsky, dada por
gµν = gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
, (A.4)
onde ı´ndices gregos sa˜o definidos como µ,ν = 0,1,2,3 e ı´ndices latinos como
i, j = 1,2,3. Vetores contravariantes sa˜o definidos como
xµ = (x0,x) = (t,x,y,z), (A.5)
enquanto os vetores covariantes sa˜o dados por
xµ = gµνxν = (x0,−x) = (t,−x,−y,−z). (A.6)
O produto escalar entre dois quadrivetores e´ dado por
ab = aµbµ = gµνaµbν = a0b0−a · b, (A.7)
onde utilizamos a notac¸a˜o de Einstein, em que ı´ndices repetidos indicam uma
soma implı´cita em relac¸a˜o a` estes. A generalizac¸a˜o quadridimensional da
derivada espacial e´, para o caso em relac¸a˜o a` um quadrivetor contravariante,
em que a derivada e´ covariante,
∂µ ≡ ∂∂xµ =
(
∂
∂x0
,
∂
∂x1
,
∂
∂x2
,
∂
∂x3
)
. (A.8)
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Ja´ a derivada contravariante, que e´ uma derivada em relac¸a˜o a` um qua-
drivetor covariante, e´
∂ µ ≡ ∂
∂xµ
=
(
∂
∂x0
,− ∂
∂x1
,− ∂
∂x2
,− ∂
∂x3
)
. (A.9)
Assim, o D’Alambertiano e´ definido como
∂ 2 ≡ ∂µ∂ µ = ∂
2
∂ t2
−∇2. (A.10)
Para denotar uma func¸a˜o em relac¸a˜o a um quadrivetor, utilizamos a
seguinte notac¸a˜o:
f (x)≡ f (t,x). (A.11)
A.2 MATRIZES DE PAULI E DE DIRAC
As matrizes de Pauli σ , ou indicadas por τ quando esta˜o relacionadas
a` simetrias de isospin, sa˜o dadas por
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.12)
As matrizes de Dirac γ esta˜o na representac¸a˜o quiral, denotada por
γ0 =
(
0 1
1 0
)
, γ i =
(
0 −σi
σi 0
)
, (A.13)
e suas propriedades esta˜o dadas no Apeˆndice G
APEˆNDICE B -- Ca´lculos do Capı´tulo 1
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B.1 EXPANSA˜O DAS EXPONENCIAIS (2.43) E (2.55)
B.1.1 Exponencial (2.43)
Note que se expandirmos uma exponencial do tipo e−i
θ
2 nˆ·σ , temos
exp
(
− iθ
2
nˆ · σ
)
=
∞
∑
k=0
1
k!
(
− iθ
2
nˆ · σ
)k
.
Mas como (nˆ ·σ )2 = nˆ · nˆ= 1, podemos reescrever os termos pares da
expressa˜o acima como
∞
∑
k=0
1
(2k)!
(
− iθ
2
nˆ · σ
)2k
=
∞
∑
k=0
(−1)k
(2k)!
(
−θ
2
)2k
= cos
(
θ
2
)
.
Ja´ os termos ı´mpares ficam
∞
∑
k=0
1
(2k+1)!
(
− iθ
2
nˆ · σ
)2k+1
= inˆ · σ
∞
∑
k=0
(−1)k
(2k+1)!
(
−θ
2
)2k+1
= −inˆ · σ sin
(
θ
2
)
,
pois
(nˆ · σ )2k+1 = [(nˆ · σ )2]k(nˆ · σ ) = nˆ · σ .
Enta˜o:
exp
(
− iθ
2
nˆ · σ
)
= cos
(
θ
2
)
− inˆ · σ sin
(
θ
2
)
.
B.1.2 Exponencial (2.55)
Podemos expandir a exponencial numa se´rie de Taylor
e−ζσz =
∞
∑
k=0
1
k!
(−ζσz)k (B.1)
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e, separando os termos pares dos ı´mpares,
e−ζσz =
∞
∑
k=0
[
(−ζσz)2k
(2k)!
+
(−ζσz)2k+1
(2k+1)!
]
. (B.2)
Sabemos que as matrizes de Pauli se comportam como{
(σz)2k = (σ2z )k = 1;
(σz)2k+1 = (σz)2kσz = σz,
enta˜o podemos reescrever (B.1)
e−ζσz =
∞
∑
k=0
[
(ζ )2k
(2k)!
− (ζ )
2k+1
(2k+1)!
σz
]
,
= coshζ −σz sinhζ . (B.3)
B.2 RELAC¸A˜O ENTRE AS NOTAC¸O˜ES DA TRANSFORMAC¸A˜O
DE LORENTZ
Considerando as transformac¸o˜es (2.45) e (2.57) para rotac¸o˜es e boosts,
podemos definir uma transformac¸a˜o que e´ um boost e uma rotac¸a˜o fazendo
U+ = U+rot ×U+boost
= exp
(
−1
2
iθ nˆ · σ
)
exp
(
−1
2
ζ nˆ · σ
)
,
e juntando as exponenciais:
U+ = exp
[
1
2
(−ζ − iθ)nˆ · σ
]
.
Podemos definir
a =−θ nˆ , b =−ζ nˆ, (B.4)
e
s =
σ
2
. (B.5)
Portanto, podemos reescrever U+:
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U+(a,b) = exp(is · a+ s · b). (B.6)
Da mesma forma, para U−,
U− = U−rot ×U−boost
= exp
(
−1
2
iθ nˆ · σ
)
exp
(
1
2
ζ nˆ · σ
)
= exp
[
1
2
(ζ − iθ)nˆ · σ
]
,
e substituindo a =−θ nˆ e b =−ζ nˆ,
U−(a,b) = exp(is · a− s · b). (B.7)
B.3 COVARIANTES BILINEARES
Pseudoescalar
O pseudoescalar ψ¯γ5ψ = ψ†γ0γ5ψ pode ser reescrito em termos dos
espinores (2.17) e (2.24) como
ψ¯γ5ψ = ϕ∗+ϕ−−ϕ∗−ϕ+, (B.8)
Ja´ vimos como a combinac¸a˜o ϕ∗±ϕ∓ se transforma sob rotac¸o˜es e bo-
osts. Assim, sabemos que para ambas as transformac¸o˜es, o pseudoescalar se
comporta como
(ϕ∗+ϕ−−ϕ∗−ϕ+)′ = ϕ∗+ϕ−−ϕ∗−ϕ+ (B.9)
Sob paridade, o pseudoescalar fica
(ψ¯γ5ψ)′ = ϕ∗−ϕ+−ϕ∗+ϕ− =−ψ¯γ5ψ. (B.10)
Vetor
Para escrever o vetor ψ¯γµψ em termos dos espinores (2.17) e (2.24),
e´ necessa´rio dividi-lo entre a parte temporal e a espacial. Por isso, ficamos
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com
ψ¯γµψ = (ψ¯γ0ψ, ψ¯γ iψ) (B.11)
Enta˜o, a parte temporal do vetor pode ser reescrita como
ψ¯γ0ψ = ϕ∗+ϕ++ϕ
∗
−ϕ−, (B.12)
onde utilizamos a propriedade (γ0)2 = 1. A parte espacial do vetor fica
ψ¯γ iψ = ϕ∗+σiϕ+−ϕ∗−σiϕ−, (B.13)
Para rotac¸o˜es, podemos ver como a combinac¸a˜o ϕ∗±ϕ± se comporta e
teremos a transformac¸a˜o da parte temporal do vetor. Assim,
(ϕ∗±ϕ±)
′ = ϕ∗± exp
(
1
2
iθ nˆ · σ
)
exp
(
−1
2
iθ nˆ · σ
)
ϕ± = ϕ∗±ϕ± (B.14)
Por isso,
(ϕ∗+ϕ++ϕ
∗
−ϕ−)
′ = ϕ∗+ϕ++ϕ
∗
−ϕ−. (B.15)
Para a parte espacial, o ca´lculo e´ um pouco mais extenso. Por simpli-
cidade, calcularemos como o termo ϕ∗±nˆ · σϕ± se transforma, para enta˜o en-
contrar a transformac¸a˜o do vetor. Substituindo ϕ ′± e ϕ ′∗± pelas suas definic¸o˜es,
(ϕ∗±nˆ · σϕ±)′ = ϕ∗± exp
(
i
θ
2
nˆ · σ
)
(nˆ · σ )exp
(
−iθ
2
nˆ · σ
)
ϕ±.
Ja´ vimos que e´ possı´vel escrever a exponencial como
exp
(
±iθ
2
nˆ · σ
)
= cos
(
θ
2
)
± inˆ · σ sin
(
θ
2
)
,
enta˜o podemos substituı´-la na equac¸a˜o anterior
(ϕ∗±nˆ · σϕ±)′ = ϕ∗±
[
cos
(
θ
2
)
+ inˆ · σ sin
(
θ
2
)]
(nˆ · σ )exp
(
−iθ
2
nˆ · σ
)
ϕ±,
= ϕ∗±
[
(nˆ · σ )cos
(
θ
2
)
+ i(nˆ · σ )2 sin
(
θ
2
)][
cos
(
θ
2
)
− inˆ · σ sin
(
θ
2
)]
ϕ±.
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Aplicando a propriedade distributiva, ficamos com a expressa˜o
(ϕ∗±nˆ · σϕ±)′ = ϕ∗±
[
(nˆ · σ )cos2
(
θ
2
)
− i(nˆ · σ )2 sin
(
θ
2
)
cos
(
θ
2
)
+isin
(
θ
2
)
cos
(
θ
2
)
− i2(nˆ · σ )sin2
(
θ
2
)]
ϕ±,
e cancelando os termos repetidos, finalmente chegamos em
(ϕ∗±nˆ · σϕ±)′ = (ϕ∗±nˆ · σϕ±)
[
cos2
(
θ
2
)
+ sin2
(
θ
2
)]
,
(ϕ∗±nˆ · σϕ±)′ = (ϕ∗±nˆ · σϕ±).
Por isso, a parte espacial do vetor se transforma como
(ϕ∗+σiϕ+−ϕ∗−σiϕ−)′ = ϕ∗+σiϕ+−ϕ∗−σiϕ− (B.16)
Enta˜o, sob rotac¸o˜es o vetor fica
(ψ¯γµψ)′ = ψ¯γµψ (B.17)
Para um boost, na parte temporal vamos ver como o bilinear ϕ∗±ϕ± se
tranforma:
(ϕ∗±ϕ±)
′ = ϕ∗± exp(±ζ nˆ · σ )ϕ±, (B.18)
e expandindo a exponencial,
exp(±ζ nˆ · σ ) = coshζ ± nˆ · σ sinhζ .
Assim, os bilineares se transformam como
(ϕ∗±ϕ±)
′ = ϕ∗±ϕ± coshζ ± nˆ · ϕ∗±σϕ± sinhζ , (B.19)
e finalmente temos que
(ψ¯γ0ψ)′ = (ϕ∗+ϕ+)
′+(ϕ∗−ϕ−)
′,
= ϕ∗+ϕ+ coshζ + nˆ · ϕ∗+σϕ+ sinhζ
+ϕ∗−ϕ− coshζ − nˆ · ϕ∗−σϕ− sinhζ .
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Colocando as func¸o˜es hiperbo´licas em evideˆncia
(ψ¯γ0ψ)′ = (ϕ∗+ϕ++ϕ
∗
−ϕ−)coshζ +(ϕ
∗
+σϕ+−ϕ∗−σϕ−)sinhζ ,
e, substituindo pelas componentes do vetor
(ψ¯γ0ψ)′ = ψ¯γ0ψ coshζ + ψ¯γ iψ sinhζ .
Ja´ a parte espacial se transforma como
(ψ¯γ iψ)′ = ψ¯γ iψ coshζ + ψ¯γ0ψ sinhζ .
Isso pode ser verificado se calcularmos (ϕ∗±nˆ · σϕ±)′ sob um boost:
(ϕ∗±nˆ · σϕ±)′ =
[
ϕ∗± exp
(
±ζ
2
nˆ · σ
)]
(nˆ · j)
[
exp
(
±ζ
2
nˆ · σ
)
ϕ±
]
.
Substituindo as exponenciais por (2.144),
(ϕ∗±nˆ · σϕ±)′ = ϕ∗±
[
cosh
(
ζ
2
)
± nˆ · jsinh
(
ζ
2
)]
(nˆ · j)
×
[
exp
(
±ζ
2
nˆ · σ
)
ϕ±
]
,
= ϕ∗±
[
(nˆ · j)cosh
(
ζ
2
)
± (nˆ · j)2 sinh2
(
ζ
2
)]
×
[
cosh
(
ζ
2
)
± nˆ · jsinh
(
ζ
2
)]
ϕ±,
e aplicando a propriedade distributiva,
(ϕ∗±nˆ · σϕ±)′ = ϕ∗±
[
(nˆ · j)cosh2
(
ζ
2
)
± (nˆ · j)2 cosh
(
ζ
2
)
sinh
(
ζ
2
)
±cosh
(
ζ
2
)
sinh
(
ζ
2
)
+(nˆ · j)sinh2
(
ζ
2
)]
ϕ±,
= ϕ∗±
{
(nˆ · j)
[
cosh2
(
ζ
2
)
+ sinh2
(
ζ
2
)]
±2cosh
(
ζ
2
)
sinh
(
ζ
2
)}
ϕ±.
Pelas propriedades das func¸o˜es hiperbo´licas
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sinh2(x)+ cosh2(x) = cosh(2x);
2sinhxcoshx = sinh(2x),
finalmente chegamos em
(ϕ∗±nˆ · σϕ±)′ = ϕ∗±(nˆ · σ )ϕ± coshζ ±ϕ∗±ϕ± sinhζ .
Enta˜o a parte espacial pode ser reescrita como
(ψ¯γ iψ)′ =
[
ϕ∗+(nˆ · σ )ϕ+ coshζ +ϕ∗+ϕ+ sinhζ
]
−[ϕ∗−(nˆ · σ )ϕ− coshζ −ϕ∗−ϕ− sinhζ ]
= nˆ · (ϕ∗+σϕ+−ϕ∗−σϕ−)coshζ +(ϕ∗+ϕ++ϕ∗−ϕ−)sinhζ
(ψ¯γ iψ)′ = ψ¯γ iψ coshζ + ψ¯γ0ψ sinhζ
Ou seja, sob um boost, o vetor se transforma como{
(ψ¯γ0ψ)′ = ψ¯γ0ψ coshζ +(ψ¯γ iψ)sinhζ
(ψ¯γ iψ)′ = ψ¯γ iψ coshζ + ψ¯γ0ψ sinhζ
(B.20)
Sob paridade, o vetor se transforma como, na parte temporal
(ψ¯γ0ψ)′ = ϕ∗−ϕ−+ϕ
∗
+ϕ+ = ψ¯γ
0ψ (B.21)
e a parte espacial
(ψ¯γ iψ)′ = ϕ∗−σiϕ−−ϕ∗+σiϕ+ =−ψ¯γ iψ (B.22)
B.4 CA´LCULO DAS EQUAC¸O˜ES (2.144)
Fazendo ϕ∗+α (2.138)−(2.142)ϕ+α :
i
[
ϕ∗+∂tϕ++(∂tϕ
∗
+)
]
=−i[ϕ∗+σ ·∇ϕ++∇(ϕ∗+σ )ϕ++m(−ϕ∗−ϕ+)],
e aplicando a regra do produto e multiplicando por −i:
∂t(ϕ∗+ϕ+) =−∇
(
ϕ∗+σϕ+
)
+ im(ϕ∗−ϕ+−ϕ∗+ϕ−)
Da mesma forma, fazendo ϕ∗−α (2.139)−(2.143)ϕ−α :
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∂t(ϕ∗−ϕ−) = ∇
(
ϕ∗−σϕ−
)− im(ϕ∗−ϕ+−ϕ∗+ϕ−).
Assim ficamos com as equac¸o˜es
{
∂t(ϕ∗+ϕ+) =−∇
(
ϕ∗+σϕ+
)
+ im(ϕ∗−ϕ+−ϕ∗+ϕ−),
∂t(ϕ∗−ϕ−) = ∇
(
ϕ∗−σϕ−
)− im(ϕ∗−ϕ+−ϕ∗+ϕ−). (B.23)
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C.1 CA´LCULO DA AC¸A˜O (3.10)
Como
δ (∂µφ) =
∂
∂xµ
δφ ,
o segundo termo da integral pode ser reescrito como
∂L
∂ (∂µφ)
δ (∂µφ) =
∂L
∂ (∂µφ)
∂
∂xµ
δφ ,
e, aplicando a regra da cadeia,
∂L
∂ (∂µφ)
δ (∂µφ) =
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
−δφ ∂
∂xµ
(
∂L
∂ (∂µφ)
)
.
Substituindo isso em (3.9),
δS =
∫
Ω
d4x
[
∂L
∂φ
− ∂
∂xµ
(
∂L
∂ (∂µφ)
)]
δφ +
∫
Ω
d4x
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
,
e usando o teorema da divergeˆncia de Gauss no u´ltimo membro da equac¸a˜o,∫
Ω
d4x
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
=
∫
Γ
dS
∂L
∂ (∂µφ)
δφ = 0,
que e´ igual a zero devido a` condic¸a˜o de δφ ser nulo na fronteira de Ω. Assim,
a ac¸a˜o fica
δS =
∫
Ω
d4x
[
∂L
∂φ
− ∂
∂xµ
(
∂L
∂ (∂µφ)
)]
δφ = 0.
C.2 CA´LCULO DA VARIAC¸A˜O DA LAGRANGIANA (3.16)
δL =
∂L
∂φ
δφ +
∂L
∂ (∂µφ)
δ (∂µφ) =
∂L
∂φ
δφ +
∂L
∂ (∂µφ)
∂
∂xµ
(δφ), (C.1)
e, pela regra do produto,
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δL =
∂L
∂φ
δφ − ∂
∂xµ
(
∂L
∂ (∂µφ)
)
δφ +
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
=
[
∂L
∂φ
− ∂
∂xµ
(
∂L
∂ (∂µφ)
)]
δφ +
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
. (C.2)
Note que o primeiro termo da equac¸a˜o e´ a equac¸a˜o de Euler-Lagrange.
Por isso,
δL =
∂
∂xµ
(
∂L
∂ (∂µφ)
δφ
)
. (C.3)
C.3 CA´LCULO DA EQUAC¸A˜O (3.90)
A lagrangiana de Dirac e´ dada por
LD = ψ¯N(iγµ∂ µ −MN)ψN , (C.4)
e os isoespinores dos nu´cleons se transformam como as equac¸o˜es (3.38) e
(3.39), e expandindo essas transformac¸o˜es temos
ψN → exp(it · aγ5)ψN
= (1+ iγ5t · a)ψN (C.5)
ψ¯N → ψ¯N exp(it · aγ5)
= ψ¯N(1+ iγ5t · a) (C.6)
Aplicando estas transformac¸o˜es na lagrangiana, ficamos com
L ′ = ψ¯N(1+ iγ5t · a)(iγµ∂ µ −MN)(1+ iγ5t · a)ψN
= ψ¯N(iγµ∂ µ −MN)ψN + ψ¯N iγ5t · a(iγµ∂ µ −MN)ψN
+ψ¯N(iγµ∂ µ −MN)iγ5t · aψN +O(2)
= L + i2t · aψ¯(γ5γµ + γµγ5)∂ µψN
+ia · ψ¯N(γ5tMN + γ5tMN), (C.7)
e utilizando a propriedade γ5γµ = −γµγ5, o segundo termo se anula. Como
t = τ2 , finalmente chegamos em
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L ′ =L + iMNψ¯Nγ5τaψN . (C.8)
Pelas equac¸o˜es (L ′ =L +δL ) e (δL = ∂ µJµ ), conseguimos
∂ µAaµ,nucleon = iMNψ¯Nγ5τ
aψN (C.9)
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D.1 MUDANC¸A DE VARIA´VEIS DA EQUAC¸A˜O (4.7)
Partindo de
F =
∫ ∞
−∞
dp′ dp′′ dq′ dq′′
2pi h¯
exp
(
i
h¯
p′′q′′
)
exp
(
− i
h¯
p′q′
)〈
p′′
∣∣F∣∣p′〉∣∣q′′〉〈q′∣∣ , (D.1)
introduzimos as novas varia´veis
2p = p′+ p′′ 2q = q′+q′′
u = p′′− p′ v = q′′−q′,
e obtemos as expresso˜es
p′′ = p+
u
2
q′′ = q+
v
2
p′ = p− u
2
q′ = q− v
2
,
O expoente fica
p′′q′′− p′q′ = pv+qu,
com o jacobiano
dp′ dp′′ dq′ dq′′ = J
[
p′, p′′
p,u
]
J
[
q′,q′′
q,v
]
dpdqdudv
= dpdqdudv .
D.2 PROVA DA EQUAC¸A˜O (4.16)
Partindo de
exp
(
− i
h¯
Pv
)∣∣∣q− v
2
〉
=
∣∣∣q+ v
2
〉
, (D.2)
se multiplicarmos os dois membros da equac¸a˜o por 〈p|:
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〈
p
∣∣∣q+ v
2
〉
=
〈
p
∣∣∣exp(− i
h¯
Pv
)∣∣∣q− u
2
〉
,
= exp
(
− i
h¯
pv
)〈
p
∣∣∣q− v
2
〉
,
onde atuamos o operador P em 〈p| no lado direito da equac¸a˜o. Utilizando o
produto (4.6):
1√
2pi h¯
exp
[
− i
h¯
p
(
q+
u
2
)]
=
1√
2pi h¯
exp
(
− i
h¯
pv
)
exp
[
− i
h¯
p
(
q− u
2
)]
,
1√
2pi h¯
exp
[
− i
h¯
p
(
q+
u
2
)]
=
1√
2pi h¯
exp
[
− i
h¯
p
(
q+
u
2
)]
.
D.3 PROVA DE QUE OS OPERADORES OBEDECEM A`S CONDIC¸O˜ES
(4.19)
Calculando
[ i
h¯ v(p−P), ih¯ u(q−Q)
]
[
i
h¯
v(p−P), i
h¯
u(q−Q)
]
=
i2
h¯2
uv[(p−P),(q−Q)],
= −uv
h¯2
{[p,q]− [p,Q]− [P,q]+ [P,Q]},
=
iuv
h¯
1,
onde utilizamos as relac¸o˜es de comutac¸a˜o (4.1). Assim,
[A, [A,B]] = i2
u2v
h¯2
[q−Q,1] = 0;
[B, [A,B]] = i2
uv2
h¯2
[p−P,1] = 0.
D.4 PROVA DA EQUAC¸A˜O (4.21)
Considerando
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f (p,q) = Tr[F∆(p,q)]. (D.3)
ao se substituir ∆(p,q) na expressa˜o anterior:
Tr[F∆(p,q)] = Tr
[
F
∫ ∞
−∞
dvexp
(
i
h¯
pv
)∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣]. (D.4)
Calculando o trac¸o
Tr[F∆(p,q)] =
∫ ∞
−∞
dvdq′ exp
(
i
h¯
pv
)〈
q′
∣∣∣F∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣q′〉 ,
aplicando a propriedade de ortonormalizac¸a˜o (4.4)
Tr[F∆(p,q)] =
∫ ∞
−∞
dvdq′ exp
(
i
h¯
pv
)〈
q′
∣∣∣F∣∣∣q+ v
2
〉
δ
(
q′−q+ v
2
)
,
e integrando em v, chegamos na expressa˜o (4.21)
Tr[F∆(p,q)] =
∫ ∞
−∞
dvexp
(
i
h¯
pv
)〈
q− v
2
∣∣∣F∣∣∣q+ v
2
〉
= f (p,q).
D.5 PROVA DA EQUAC¸A˜O (4.26)
Podemos verificar que a partir da igualdade
h¯
2i
∂ 2
∂ p∂q
{
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]}
=
i
h¯
uv
2
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
, (D.5)
podemos encontrar
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∞
∑
k=0
1
k!
(
h¯
2i
∂ 2
∂ p∂q
)k
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
=
∞
∑
k=0
1
k!
(
h¯
i
uv
2
)k
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
. (D.6)
Lembrando que para x < 1,
∞
∑
k=0
1
k!
xk = expx,
a u´ltima expressa˜o pode ser escrita como
exp
(
h¯
2i
∂ 2
∂ p∂q
)
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
= exp
(
h¯
i
uv
2
)
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
. (D.7)
Notemos que o lado direito desta equac¸a˜o e´ igual ao integrando da
equac¸a˜o (4.22). Assim, podemos substituı´-la nessa expressa˜o
∆(p,q) = exp
(
h¯
2i
∂ 2
∂ p∂q
)∫ ∞
−∞
dudv
2pi h¯
exp
[
i
h¯
u(q−Q)
]
exp
[
i
h¯
v(p−P)
]
, (D.8)
e, pela definic¸a˜o do delta de Dirac dado por (4.14) e (4.15), encontramos uma
nova expressa˜o para ∆(p,q)
∆(p,q) = 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (q−Q)δ (p−P). (D.9)
D.6 DEDUC¸A˜O DAS PROPRIEDADES PARA ∆(P,Q)
(i)〈q′|∆(p,q)|q′′〉= exp[ ih¯ p(q′−q′′)]δ(q− q′+q′′2 );
Substituindo∆(p,q) pela definic¸a˜o (4.10) e em seguida aplicando a relac¸a˜o
de ortonormalizac¸a˜o (4.4), obtemos
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〈
q′
∣∣∆(p,q)∣∣q′′〉 = ∫ ∞
−∞
dvexp
(
i
h¯
pv
)〈
q′
∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣q′′〉 ,
=
∫ ∞
−∞
dvexp
(
i
h¯
pv
)
δ
(
q′−q− v
2
)
δ
(
q− v
2
−q′′
)
.
Fazendo a substituic¸a˜o v = 2y
〈
q′
∣∣∆(p,q)∣∣q′′〉= ∫ ∞
−∞
dyexp
(
i
h¯
2py
)
2δ
(
q′−q− y)δ(q−q′′− y),
e resolvendo a integral, temos
〈
q′
∣∣∆(p,q)∣∣q′′〉 = exp[ i
h¯
p2(q′−q)
]
2δ (q−q′′−q′+q),
= exp
[
i
h¯
p(2q′−2q)
]
2δ (2q− (q′′+q′)).
Como aδ (x) = δ
( x
a
)
, enta˜o
〈
q′
∣∣∆(p,q)∣∣q′′〉= exp[ i
h¯
p(2q′−2q)
]
δ (q− q
′′+q′
2
).
Finalmente, substituindo 2q = q′+ q′′ na exponencial, chegamos na ex-
pressa˜o desejada
〈
q′
∣∣∆(p,q)∣∣q′′〉= exp[ i
h¯
p(q′−q′′)
]
δ
(
q− q
′+q′′
2
)
. (D.10)
(ii)〈p′|∆(p,q)|p′′〉= exp[− ih¯ q(p′− p′′)]δ(p− p′+p′′2 );
A prova e´ semelhante a` propriedade anterior.
(iii)〈q′|∆(p,q)|p′〉=√2pi h¯exp( ih¯ p′q′)exp( h¯2i ∂ 2∂ p∂q)δ (q−q′)δ (p− p′);
Substituindo ∆(p,q) pela expressa˜o (4.23) e em seguida multiplicando
pela relac¸a˜o de completeza (4.3),
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〈
q′
∣∣∆(p,q)∣∣p′〉= 2pi h¯exp( h¯
2i
∂ 2
∂ p∂q
)〈
q′
∣∣δ (q−Q)δ (p−P) ∣∣p′〉 ,
= 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)∫ ∞
−∞
dq′′
〈
q′
∣∣δ (q−Q) ∣∣q′′〉〈q′′∣∣δ (p−P) ∣∣p′〉 .
Mas δ (q−Q) |q′′〉= δ (q−q′′) |q′′〉, enta˜o
〈
q′
∣∣∆(p,q)∣∣p′〉= 2pi h¯exp( h¯
2i
∂ 2
∂ p∂q
)∫ ∞
−∞
dq′′ δ (q−q′′)δ (p− p′)〈q′∣∣q′′〉〈q′′∣∣p′〉 ,
=
2pi h¯√
2pi h¯
exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (p− p′)
∫ ∞
−∞
dq′′ δ (q−q′′)δ (q′−q′′)exp
(
i
h¯
q′′p′
)
,
onde utilizamos o produto (4.6) e a relac¸a˜o de ortonormalizac¸a˜o (4.4) na
u´ltima linha. Integrando em q′′, chegamos na expressa˜o desejada
〈
q′
∣∣∆(p,q)∣∣p′〉=√2pi h¯exp( i
h¯
p′q′
)
×exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (q−q′)δ (p− p′). (D.11)
(iv)
∫ ∞
−∞
dp
2pi h¯∆(p,q) = |q〉〈q|;
Substituindo ∆(p,q) pela definic¸a˜o (4.10),
∫ ∞
−∞
dp
2pi h¯
∆(p,q) =
∫ ∞
−∞
dp
2pi h¯
∫ ∞
−∞
dvexp
(
i
h¯
pv
)∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣ .
Note que a integral destacada abaixo e´ a definic¸a˜o do delta de Dirac.
Assim,
∫ ∞
−∞
dp
2pi h¯
∆(p,q) =
∫ ∞
−∞
dv
[∫ ∞
−∞
dp
2pi h¯
exp
(
i
h¯
pv
)]∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣ ,
=
∫ ∞
−∞
dvδ (v)
∣∣∣q+ v
2
〉〈
q− v
2
∣∣∣ ,
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e, integrando em v, finalmente chegamos em
∫ ∞
−∞
dp
2pi h¯
∆(p,q) = |q〉〈q| . (D.12)
(v)
∫ ∞
−∞
dq
2pi h¯∆(p,q) = |p〉〈p|
A prova e´ semelhante a` prova da propriedade anterior.
(vi)Tr[∆(p,q)] = 1;
Aplicando o trac¸o
Tr[∆(p,q)] =
∫ ∞
−∞
dq′
〈
q′
∣∣∆(p,q)∣∣q′〉 ,
e, pela propriedade (i),
Tr[∆(p,q)] =
∫ ∞
−∞
dq′ δ (q−q′) = 1. (D.13)
(vii)Tr[∆(p1,q1)∆(p2,q2)] = 2pi h¯δ (p1− p2)δ (q1−q2);
Calculando o trac¸o e em seguida multiplicando pela relac¸a˜o de comple-
teza (4.3),
Tr[∆(p1,q1)∆(p2,q2)] =
∫ ∞
−∞
dq′
〈
q′
∣∣∆(p1,q1)∆(p2,q2)∣∣q′〉
=
∫ ∞
−∞
dq′ dq′′
〈
q′
∣∣∆(p1,q1)∣∣q′′〉 〈q′′∣∣∆(p2,q2)∣∣q′〉
e, utilizando o produto (4.6),
Tr[∆(p1,q1)∆(p2,q2)] =
∫ ∞
−∞
dq′ dq′′ exp
[
i
h¯
p1(q′−q′′)
]
×exp
[
i
h¯
p2(q′′−q′)
]
δ
(
q1− q
′+q′′
2
)
δ
(
q2− q
′+q′′
2
)
.
Substituindo as varia´veis
q′+q′′ = 2x1 q′−q′′ = x2;
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e calculando o jacobiano desta substituic¸a˜o,
dq′ dq′′ = J
[
q′,q′′
x1,x2
]
dx1 dx2 = dx1 dx2 ,
conseguimos
Tr[∆(p1,q1)∆(p2,q2)]
=
∫ ∞
−∞
dx1 dx2 exp
[
i
h¯
x2(p1− p2)
]
δ (q1− x1)δ (q2− x1).
Integrando em x1 e x2, finalmente chegamos em
Tr[∆(p1,q1)∆(p2,q2)] = 2pi h¯δ (p1− p2)δ (q1−q2). (D.14)
(viii)Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)] =
= 22 exp
{ 2i
h¯ [(q1−q3)(p2− p3)− (q2−q3)(p1− p3)]
}
;
Calculando o trac¸o e multiplicando pela relac¸a˜o de completeza,
Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)]
=
∫ ∞
−∞
dq′
〈
q′
∣∣∆(p1,q1)∆(p2,q2)∆(p3,q3)∣∣q′〉 ,
=
∫ ∞
−∞
dq′ dq′′ dq′′′
〈
q′
∣∣∆(p1,q1)∣∣q′′〉
×〈q′′∣∣∆(p2,q2)∣∣q′′′〉 〈q′′′∣∣∆(p3,q3)∣∣q′〉 .
Pela propriedade (i)
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Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)]
=
∫ ∞
−∞
dq′ dq′′ dq′′′ exp
[
i
h¯
p1(q′−q′′)
]
δ
(
q1− q
′+q′′
2
)
×exp
[
i
h¯
p2(q′′−q′′′)
]
δ
(
q2− q
′′+q′′′
2
)
×exp
[
i
h¯
p3(q′′′−q′)
]
δ
(
q3− q
′+q′′′
2
)
,
=
∫ ∞
−∞
dq′ dq′′ dq′′′ δ
(
q1− q
′+q′′
2
)
×δ
(
q2− q
′′+q′′′
2
)
δ
(
q3− q
′+q′′′
2
)
×exp
{
i
h¯
[
p1(q′−q′′)+ p2(q′′−q′′′)+ p3(q′′′−q′)
]}
. (D.15)
Fazendo q′+ q′′ = 2x1, q′′+ q′′′ = 2x2, q′′′+ q′ = 2x3, chegamos a`s ex-
presso˜es
q′ = x1− x2+ x3;
q′′ = x1+ x2− x3;
q′′′ = −x1+ x2+ x3;
e, para os expoentes,
q′−q′′ = 2(x3− x2);
q′′−q′′′ = 2(x1− x3);
q′′′−q′ = 2(x2− x1).
O jacobiano fica
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dq′ dq′′ dq′′′ = J
[
q′,q′′,q′′′
x1,x2,x3
]
dx1 dx2 dx3 ,
=
∣∣∣∣∣∣
1 −1 1
1 1 −1
−1 1 1
∣∣∣∣∣∣dx1 dx2 dx3 ,
dq′ dq′′ dq′′′ = 22 dx1 dx2 dx3 .
Voltando a` integral (D.15)
Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)]
=
∫ ∞
−∞
dx1 dx2 dx3 δ (q1− x1)δ (q2− x2)δ (q3− x3)
×exp
{
i
h¯
[p1(x3− x2)+ p2(x1− x3)+ p3(x2− x1)]
}
,
podemos organizar o expoente
p1x3− p1x2+ p2x1− p2x3+ p3x2− p3x1+(p3x3− p3x3) =
(x1− x3)(p2− p3)− (x2− x3)(p1− p3).
Enta˜o, integrando em x1, x2 e x3, finalmente temos
Tr[∆(p1,q1)∆(p2,q2)∆(p3,q3)] =
=
∫ ∞
−∞
dx1 dx2 dx3 δ (q1− x1)δ (q2− x2)δ (q3− x3)
×exp
{
i
h¯
[x1− x3)(p2− p3)− (x2− x3)(p1− p3)]
}
,
= 22 exp
{
2i
h¯
[(q1−q3)(p2− p3)− (q2−q3)(p1− p3)]
}
. (D.16)
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D.7 TRAC¸O DE DOIS OPERADORES ARBITRA´RIOS A E B
D.7.1 Trac¸o de um operador A
Tr[A] = Tr
[∫ ∞
−∞
dpdq
2pi h¯
a(p,q)∆(p,q)
]
, (D.17)
onde a(p,q) e´ a transformada de Weyl para A. Como o trac¸o atua somente
em operadores
Tr[A] =
∫ ∞
−∞
dpdq
2pi h¯
a(p,q)Tr[∆(p,q)],
Tr[A] =
∫ ∞
−∞
dpdq
2pi h¯
a(p,q).
Na u´ltima expressa˜o, utilizamos a propriedade (vi).
D.7.2 Trac¸o de dois operadores A e B
Tr[AB] = Tr
[∫ ∞
−∞
dpdqdp′ dq′
(2pi h¯)2
a(p,q)∆(p,q)b(p′,q′)∆(p′,q′)
]
,
=
∫ ∞
−∞
dpdqdp′ dq′
(2pi h¯)2
a(p,q)b(p′,q′)Tr
[
∆(p,q)∆(p′,q′)
]
.
Pela propriedade (vii),
Tr[∆(p1,q1)∆(p2,q2)] = 2pi h¯δ (p1− p2)δ (q1−q2),
enta˜o,
Tr[AB] =
∫ ∞
−∞
dpdq
2pi h¯
a(p,q)b(p,q) = Tr[BA] (D.18)
D.8 CA´LCULO DA EQUAC¸A˜O (4.31)
Partindo de
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AB =
∫ ∞
−∞
dp1 dq1 dp2 dq2
(2pi h¯)2
a(p1,q1)∆(p1,q1)b(p2,q2)∆(p2,q2)
=
∫ ∞
−∞
dpdq
2pi h¯
f (p,q)∆(p,q). (D.19)
Como a forma compacta da transformac¸a˜o de Weyl e´
f (p,q) = Tr[AB∆(p,q)], substituindo AB nesta expressa˜o ficamos com:
f (p,q) = Tr
[∫ ∞
−∞
dp1 dq1 dp2 dq2
(2pi h¯)2
a(p1,q1)∆(p1,q1)b(p2,q2)∆(p2,q2)∆(p,q)
]
,
=
∫ ∞
−∞
dp1 dq1 dp2 dq2
(2pi h¯)2
a(p1,q1)b(p2,q2)Tr[∆(p1,q1)∆(p2,q2)∆(p,q)],
e, utilizando a propriedade (viii),
f (p,q) =
∫ ∞
−∞
dp1 dq1 dp2 dq2
(2pi h¯)2
a(p1,q1)b(p2,q2)
×
{
22 exp
{
2i
h¯
[(q1−q)(p2− p)− (q2−q)(p1− p)]
}}
. (D.20)
Realizando a troca de varia´veis
p¯ = p2− p q¯ = q2−q,
f (p,q) pode ser reescrito como:
f (p,q) = 22
∫ ∞
−∞
dp1 dq1 dp¯dq¯
(2pi h¯)2
a(p1,q1)b(p¯+ p, q¯+q)
×exp
{
2i
h¯
[p¯(q1−q)− q¯(p1− p)]
}
. (D.21)
Expandindo b(p2,q2) em uma se´rie de Taylor, obtemos:
b(p¯+ p, q¯+q) =
∞
∑
n=0
1
n!
(
p¯
∂
∂ p
+ q¯
∂
∂q
)
b(p,q),
= exp
(
p¯
∂
∂ p
+ q¯
∂
∂q
)
b(p,q). (D.22)
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Tomando a parte do integrando
exp
{
2i
h¯
[p¯(q1−q)− q¯(p1− p)]
}
exp
(
p¯
∂
∂ p
+ q¯
∂
∂q
)
b(p,q), (D.23)
se considerarmos que no desenvolvimento de (GALETTI, 1986)(
1+ p¯
∂
∂ p
+ p¯2
∂ 2
∂ p2
+ . . .
)
b(p,q),
os termos em p¯ podem ser vistos como se tivessem originado de derivac¸o˜es
do tipo
− h¯
2i
∂
∂q
{
exp
{
2i
h¯
[p¯(q1−q)− q¯(p1− p)]
}}
,
enta˜o pode-se fazer a substituic¸a˜o na segunda exponencial
p¯→− h¯
2i
←−
∂
∂q
q¯→ h¯
2i
←−
∂
∂ p
,
onde a seta indica que as derivadas atuam a` esquerda. Assim, podemos rees-
crever f (p,q)
f (p,q) = 22
∫ ∞
−∞
dp1 dq1 d p¯dq¯
(2pi h¯)2
a(p1,q1)exp
{
2i
h¯
[p¯(q1−q)− q¯(p1− p)]
}
×exp
[
h¯
2i
(←−
∂
∂ p
−→
∂
∂q
−
←−
∂
∂q
−→
∂
∂ p
)]
b(p,q),
= 22
∫ ∞
−∞
dp1 dq1 a(p1,q1)
∫ ∞
−∞
d p¯dq¯
(2pi h¯)2
exp
{
2i
h¯
[p¯(q1−q)− q¯(p1− p)]
}
×exp
[
h¯
2i
(←−
∂
∂ p
−→
∂
∂q
−
←−
∂
∂q
−→
∂
∂ p
)]
b(p,q). (D.24)
Resolvendo a segunda integral
I =
∫ ∞
−∞
dp¯dq¯
(2pi h¯)2
exp
[
2i
h¯
p¯(q1−q)
]
exp
[
−2i
h¯
q¯(p1− p)
]
,
e realizando a mudanc¸a de varia´veis
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2
h¯
p¯ = p′→ dp¯ = h¯
2
dp′
2
h¯
q¯ = q′→ dq¯ = h¯
2
dq′ ,
temos
I =
1
(2pi h¯)2
∫ ∞
−∞
h¯
2
dp′ exp
[
2i
h¯
q′(q1−q)
]
×
∫ ∞
−∞
h¯
2
dq′ exp
[
−2i
h¯
q′(p1− p)
]
,
=
1
22
δ (q1−q)δ (p1− p).
Enta˜o, voltando a` f (p,q), obtemos
f (p,q) =
22
22
∫ ∞
−∞
dp1 dq1 a(p1,q1)δ (q1−q)δ (p1− p)
×exp
[
h¯
2i
(←−
∂
∂ p
−→
∂
∂q
−
←−
∂
∂q
−→
∂
∂ p
)]
b(p,q)
e resolvendo as integrais em p1 e q1,
f (p,q) = a(p,q)exp
[
h¯
2i
(←−
∂
∂ p
−→
∂
∂q
−
←−
∂
∂q
−→
∂
∂ p
)]
b(p,q). (D.25)
Mudando a notac¸a˜o,
f (p,q) = exp
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]
a(p,q)b(p,q). (D.26)
D.9 TRANSFORMADA DE WEYL DAS RELAC¸O˜ES DE COMUTAC¸A˜O
E ANTICOMUTAC¸A˜O ENTRE DOIS OPERADORES ARBITRA´RIOS
D.9.1 Comutac¸a˜o
Como
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[A,B] = AB−BA,
enta˜o
f ([A,B]) = fAB(p,q)− fBA(p,q),
=
{
exp
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]
−exp
[
− h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]}
a(p,q)b(p,q).
Expandindo as duas exponenciais em uma se´rie de Taylor
f ([A,B]) =
 ∞∑k=0 1k!
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]k
−
∞
∑
k=0
1
k!
[
− h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]ka(p,q)b(p,q),
e separando os termos pares e ı´mpares de cada se´rie
f ([A,B]) =
 ∞∑k=0 1(2k)!
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k
+
∞
∑
k=0
1
(2k+1)!
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k+1
−
∞
∑
k=0
1
(2k)!
[
− h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k
−
∞
∑
k=0
1
(2k+1)!
[
− h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k+1a(p,q)b(p,q),
os termos pares se cancelam, assim
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= 2i
∞
∑
k=0
(−1)k
(2k+1)!
[
− h¯
2
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k+1
a(p,q)b(p,q),
= 2isin
(
− h¯
2
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
))
a(p,q)b(p,q).
Logo
[A,B] 2isin
(
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
))
a(p,q)b(p,q). (D.27)
D.9.2 Anticomutac¸a˜o
Como
{A,B}= AB+BA,
enta˜o
f ({A,B}) = fAB(p,q)+ fBA(p,q),
=
{
exp
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]
+exp
[
− h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]}
a(p,q)b(p,q),
= 2
∞
∑
k=0
(−1)k
(2k)!
[
− h¯
2
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]2k
a(p,q)b(p,q),
= 2cos
(
− h¯
2
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
))
a(p,q)b(p,q).
Logo
{A,B} 2cos
(
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
))
a(p,q)b(p,q). (D.28)
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D.10 LIMITE CLA´SSICO
D.10.1 Produto AB
Utilizando a definic¸a˜o (4.31),
AB → lim
h¯→0
fAB(p,q),
= lim
h¯→0
{
exp
[
h¯
2i
(
∂
∂ p
a ∂
∂q
b
− ∂
∂q
a ∂
∂ p
b
)]
a(p,q)b(p,q)
}
,
e aplicando o limite, chegamos na expressa˜o inicial
AB−−−→
Cla´ss
acl(p,q)bcl(p,q). (D.29)
D.10.2 Anticomutac¸a˜o {A,B}
Pela definic¸a˜o (4.33) da transformada de Weyl do anticomutador,
1
2
{A,B}→ lim
h¯→0
f ({A,B})
2
,
= lim
h¯→0
2
2
 ∞∑k=0 (−1)
k
(2k)!
[
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
)]2k
a(p,q)b(p,q)
.
Todos os termos da somato´ria sa˜o iguais a zero, exceto k = 0. Logo o
limite fica
lim
h¯→0
f ({A,B})
2
= a(p,q)b(p,q).
Ou seja;
{A,B} −−−→
Cla´ss
acl(p,q)bcl(p,q) (D.30)
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D.10.3 Comutac¸a˜o [A,B]
Utilizando a definic¸a˜o da transformada de Weyl do comutador (4.32),
− i
h¯
[A,B]→ lim
h¯→0
− i
h¯
f ([A,B]),
= lim
h¯→0
2
h¯
 ∞∑k=0 (−1)
k
(2k+1)!
[
h¯
2
(
∂
∂q
a ∂
∂ p
b
− ∂
∂ p
a ∂
∂q
b
)]2k+1
a(p,q)b(p,q)
.
Apenas o termo onde k = 0 e´ na˜o nulo, logo
[A,B]−−−→
Cla´ss
∂acl
∂q
∂bcl
∂ p
− ∂acl
∂ p
∂bcl
∂q
(D.31)
D.11 CA´LCULO DAS FORMAS DE EXPRESSAR A FUNC¸A˜O DE WIG-
NER ρW (P,Q;T )
1.A partir de (4.12)
ρW (p,q; t) =
∫ ∞
−∞
dvexp
(
i
h¯
pv
)〈
q− v
2
∣∣∣ρ (p,q; t)∣∣∣q+ v
2
〉
,
=
∫ ∞
−∞
dvexp
(
i
h¯
pv
)〈
q− v
2
∣∣∣|Ψ(t)〉〈Ψ(t)|∣∣∣q+ v
2
〉
,
=
∫ ∞
−∞
dv
2pi h¯
exp
(
i
h¯
pv
)
ψ(q− v
2
; t)ψ∗(q+
v
2
; t).(D.32)
Na u´ltima linha, utilizamos a relac¸a˜o 〈q|Ψ(t)〉= ψ(q; t).
2.Ou, a partir de (4.9)
ρW (p,q; t) =
∫ ∞
−∞
duexp
(
i
h¯
qu
)〈
p+
u
2
∣∣∣ρ (p,q; t)∣∣∣p− u
2
〉
,
=
∫ ∞
−∞
duexp
(
i
h¯
qu
)〈
p+
u
2
∣∣∣|Ψ(t)〉〈Ψ(t)|∣∣∣p− u
2
〉
.
Na representac¸a˜o de momentos, 〈p|Ψ(t)〉= φ(p; t). Enta˜o,
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ρW (p,q; t) =
∫ ∞
−∞
du
2pi h¯
exp
(
i
h¯
qu
)
φ(p+
u
2
; t)φ ∗(p− u
2
; t). (D.33)
3.Usando a forma compacta da func¸a˜o de Wigner (4.21) e a equac¸a˜o
(4.23)
ρW (p,q; t) = 2pi h¯Tr
[
ρ exp
(
h¯
2i
∂ 2
∂ p∂q
)
δ (q−Q)δ (p−P)
]
,
= 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)
Tr[ρδ (q−Q)δ (p−P)].
Substituindo ρ por (4.36),
ρW (p,q; t) = 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)
Tr[|Ψ(t)〉〈Ψ(t)|q〉〈q|p〉〈p|],
e aplicando o trac¸o,
ρW (p,q; t)
= 2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)∫ ∞
−∞
dp′
〈
p′
∣∣Ψ(t)〉〈Ψ(t)|q〉〈q|p〉〈p∣∣p′〉 .
Como ja´ vimos, o produto 〈q|p〉 e´ dado pela equac¸a˜o (4.6), e o produto
〈p|p′〉 por (4.4). Assim,
ρW (p,q; t) =
2pi h¯√
2pi h¯
exp
(
h¯
2i
∂ 2
∂ p∂q
)∫ ∞
−∞
dp′ φ(p′; t)ψ∗(q; t)
×exp
(
i
h¯
pq
)
δ (p− p′).
Finalmente, integrando em p′,
ρW (p,q; t) =
√
2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)[
φ(p; t)ψ∗(q; t)exp
(
i
h¯
pq
)]
. (D.34)
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Como ρ e´ hermitiano, ρW (p,q; t) e´ real, enta˜o podemos reescrever esta
u´ltima equac¸a˜o como:
ρW (p,q; t) =
√
2pi h¯exp
(
h¯
2i
∂ 2
∂ p∂q
)[
Φ∗(p; t)Ψ(q; t)exp
(
i
h¯
pq
)]
. (D.35)
D.12 PROPRIEDADES DE ρW (P,Q)
1.ρW (p,q; t) e´ real
Como ja´ vimos, ρW (p,q) e´ dada por
ρW (p,q) = 〈ψ|F(p,q)|ψ〉
onde F e´ um operador auto-adjunto. Enta˜o, tomando o complexo con-
jugado de ρW (p,q),
ρ∗W (p,q) = (〈ψ|F|ψ〉)∗,
= 〈ψ|F†|ψ〉 ,
= 〈ψ|F|ψ〉 ,
ρ∗W (p,q) = ρW (p,q).
Ou seja, ρW (p,q) e´ real. A normalizac¸a˜o e o fato dela na˜o ser positiva
definida sera˜o apresentadas em outras propriedades.
2.Normalizac¸a˜o
Posic¸a˜o:
Utilizando a definic¸a˜o (4.40) de ρW (p,q; t), temos
∫ ∞
−∞
dpρW (p,q; t)
=
∫ ∞
−∞
dpdv
2pi h¯
exp
(
i
h¯
pv
)
ψ(q− v
2
; t)ψ∗(q+
v
2
; t),
=
∫ ∞
−∞
dvψ(q− v
2
; t)ψ∗(q+
v
2
; t)
∫ ∞
−∞
dp
2pi h¯
exp
(
i
h¯
pv
)
,
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e, integrando em p,
∫ ∞
−∞
dpρW (p,q; t) =
∫ ∞
−∞
dvψ(q− v
2
; t)ψ∗(q+
v
2
; t)δ (v).
Integrando em v, finalmente chegamos em
∫ ∞
−∞
dpρW (p,q; t) = ψ(q; t)ψ∗(q; t),
e enta˜o
∫ ∞
−∞
dpρW (p,q; t) = |ψ(q; t)|2. (D.36)
Momento:
Agora, utilizando a definic¸a˜o (4.41) para ρW (p,q; t),
∫ ∞
−∞
dqρW (p,q; t)
=
∫ ∞
−∞
dqdu
2pi h¯
exp
(
i
h¯
qu
)
φ(p+
u
2
; t)φ ∗(p− u
2
; t),
=
∫ ∞
−∞
duφ(p+
u
2
; t)φ ∗(p− u
2
; t)
∫ ∞
−∞
dq
2pi h¯
exp
(
i
h¯
qu
)
.
Integrando em q e depois em u, ficamos com
∫ ∞
−∞
dqρW (p,q; t) =
∫ ∞
−∞
duφ(p+
u
2
; t)φ ∗(p− u
2
; t)δ (u),
= φ(p; t)φ ∗(p; t),
e, finalmente,
∫ ∞
−∞
dqρW (p,q; t) = |φ(p; t)|2. (D.37)
Total:
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∫ ∞
−∞
dpdq
2pi h¯
ρW (p,q) =
∫ ∞
−∞
dpdq
2pi h¯
Tr[ρ∆(p,q)],
=
∫ ∞
−∞
dqTr
[
ρ
∫ ∞
−∞
dp
2pi h¯
∆(p,q)
]
,
e utilizando a propriedade (iv) na integral em p,
∫ ∞
−∞
dpdq
2pi h¯
ρW (p,q = Tr
[
ρ
∫ ∞
−∞
dq |q〉〈q|
]
.
Como a integral e´ a relac¸a˜o de completeza (4.3), enta˜o
∫ ∞
−∞
dpdq
2pi h¯
ρW (p,q) = Tr[ρ ] (D.38)
Mas, pela condic¸a˜o de normalizac¸a˜o do operador densidade, Tr[ρ ] = 1,
enta˜o
∫ ∞
−∞
dpdq
2pi h¯
ρW (p,q) = 1. (D.39)
3.ρW (p,q; t) deve ser invariante sob transformac¸o˜es de Galileu. Podemos
verificar isso fazendo
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ ′
(
q− v
2
; t
)
ψ ′∗
(
q+
v
2
; t
)
exp
(
i
h¯
pv
)
,
e, substituindo ψ e ψ∗,
ρ ′W (p,q; t)
=
1
2pi h¯
∫ ∞
−∞
dvψ
(
q+a− v
2
; t
)
ψ∗
(
q+a+
v
2
; t
)
exp
(
i
h¯
pv
)
.
Assim,
ρ ′W (p,q; t) = ρW (p,q+a; t). (D.40)
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Ou enta˜o, seψ(q; t)→ e ih¯ p′qψ(q; t), enta˜o ρ ′W (p,q; t)= ρW (p− p′,q; t).
Verificamos isso fazendo
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ ′
(
q− v
2
; t
)
ψ ′∗
(
q+
v
2
; t
)
exp
(
i
h¯
pv
)
.
Substituindo ψ ′ e ψ ′∗, ficamos com
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ∗
(
q+
v
2
; t
)
exp
[
− i
h¯
p′
(
q+
v
2
)]
×exp
[
i
h¯
p′
(
q− v
2
)]
ψ
(
q− v
2
; t
)
exp
(
i
h¯
pv
)
,
=
1
2pi h¯
∫ ∞
−∞
dvψ∗
(
q+
v
2
; t
)
ψ
(
q− v
2
; t
)
×exp
{
i
h¯
[
p′
(
−q− v
2
+q− v
2
)
+ pv
]}
,
=
1
2pi h¯
∫ ∞
−∞
dvψ∗
(
q+
v
2
; t
)
ψ
(
q− v
2
; t
)
exp
[
i
h¯
(p− p′)v
]
,
ou seja,
ρ ′W (p,q; t) = ρW (p− p′,q; t). (D.41)
4.ρW (p,q; t) deve ser invariante sob reflexo˜es espaciais e temporais.
Reflexa˜o espacial:
Se ψ(q; t)→ ψ(−q; t), enta˜o ρW (p,q; t)→ ρW (−p,−q; t). Verifica-
mos isso atrave´s de
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ ′
(
q− v
2
; t
)
ψ ′∗
(
q+
v
2
; t
)
exp
(
i
h¯
pv
)
=
1
2pi h¯
∫ ∞
−∞
(−dv)ψ
[
−
(
q− v
2
)
; t
]
ψ∗
[
−
(
q+
v
2
)
; t
]
×exp
[
i
h¯
(−p)(−v)
]
=− 1
2pi h¯
∫ ∞
−∞
dvψ
(
−q+ v
2
; t
)
ψ∗
(
−q− v
2
; t
)
exp
[
i
h¯
(−p)(−v)
]
.
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Substituindo v por −v, temos
ρ ′W (p,q; t)=
1
2pi h¯
∫ ∞
−∞
dvψ
(
−q− v
2
; t
)
ψ∗
(
−q+ v
2
; t
)
exp
[
i
h¯
(−p)v
]
,
ou seja,
ρW (p,q; t)→ ρW (−p,−q; t). (D.42)
Reflexa˜o temporal:
Se ψ(q; t)→ ψ∗(q; t), enta˜o ρW (p,q; t)→ ρW (−p,q; t). Isso pode ser
confirmado se fizermos
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ ′
(
q− v
2
; t
)
ψ ′∗
(
q+
v
2
; t
)
exp
(
i
h¯
pv
)
,
=− 1
2pi h¯
∫ ∞
−∞
dvψ
(
q+
v
2
; t
)
ψ∗
(
q− v
2
; t
)
exp
[
i
h¯
(−p)(−v)
]
.
Substituindo v por −v, temos
ρ ′W (p,q; t) =
1
2pi h¯
∫ ∞
−∞
dvψ
(
q− v
2
; t
)
ψ∗
(
q+
v
2
; t
)
exp
[
i
h¯
(−p)v
]
,
ou seja,
ρW (p,q; t)→ ρW (−p,q; t). (D.43)
5.Como essa propriedade e´ desnecessa´ria para a continuidade do traba-
lho, ela fica apenas exposta, sem nenhuma prova.
6.Se ρψ(p,q; t) e ρϕ(p,q; t) sa˜o distribuic¸o˜es que correspondem aos es-
tados ψ(q; t) e ϕ(q; t), enta˜o
∣∣∣∣∫ ∞−∞ dqψ∗(q; t)ϕ(q; t)
∣∣∣∣2 = 2pi h¯∫ ∞−∞ dqdpρψ(p,q; t)ρϕ(p,q; t).
(D.44)
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Podemos confirmar esta expressa˜o inserindo a definic¸a˜o de ρW (p,q; t)
no lado direito desta:
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t)
=
2pi h¯
(2pi h¯)2
∫ ∞
−∞
dpdq
[∫ ∞
−∞
dvψ∗
(
q+
v
2
)
ψ
(
q− v
2
)
exp
(
i
h¯
pv
)]
×
[∫ ∞
−∞
dvϕ∗
(
q+
v′
2
)
ϕ
(
q− v
′
2
)
exp
(
i
h¯
pv′
)]
,
=
1
2pi h¯
∫ ∞
−∞
dqdvdv′ψ∗
(
q+
v
2
)
ψ
(
q− v
2
)
×ϕ∗
(
q+
v′
2
)
ϕ
(
q− v
′
2
){∫ ∞
−∞
dpexp
[
i
h¯
p(v+ v′)
]}
.
Integrando em p, temos
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t)
=
1
2pi h¯
∫ ∞
−∞
dqdvdv′ψ∗
(
q+
v
2
)
ψ
(
q− v
2
)
× ϕ∗
(
q+
v′
2
)
ϕ
(
q− v
′
2
)
[(2pi h¯)δ (v+ v′)],
e substituindo v→ 2y e v′→ 2y′, lembrando que δ (ax) = 1|a|δ (x),
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t) =
4
2
∫ ∞
−∞
dqdydy′ψ∗(q+ y)ψ(q− y)ϕ∗(q+ y′)ϕ(q− y′)δ (y+ y′).
Integrando em y′,
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t) =
2
∫ ∞
−∞
dqdydy′ψ∗(q+ y)ψ(q− y)ϕ∗(q− y)ϕ(q+ y).
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Fazendo a substituic¸a˜o
q+ y = x′ , q− y = x′′,
cujo jacobiano e´
J
[
q,y
x′,x′′
]
=
∣∣∣∣ 12 121
2 − 12
∣∣∣∣= 12 ,
a nossa expressa˜o fica
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t) =
2
2
[∫ ∞
−∞
dx′ψ∗(x′; t)ϕ(x′; t)
][∫ ∞
−∞
dx′′ψ(x′′; t)ϕ∗(x′′; t)
]
.
Como x′ e x′′ sa˜o varia´veis mudas, podemos substituı´-las por q. Assim,
2pi h¯
∫ ∞
−∞
dqdpρψ(p,q; t)ρϕ(p,q; t) =[∫ ∞
−∞
dqψ∗(q; t)ϕ(q; t)
][∫ ∞
−∞
dqψ(q; t)ϕ∗(q; t)
]
.
Finalmente chegamos na expressa˜o desejada
∣∣∣∣∫ ∞−∞ dqψ∗(q; t)ϕ(q; t)
∣∣∣∣2 = 2pi h¯∫ ∞−∞ dqdpρψ(p,q; t)ρϕ(p,q; t).
7.Simetria p−q
A partir da transformada de Fourier
∫ ∞
−∞
dq
2pi h¯
ψ(q; t)exp
(
− i
h¯
pq
)
,
e´ possı´vel escrever a equac¸a˜o (4.41) a partir da expressa˜o (4.40).
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D.13 CA´LCULO DA EQUAC¸A˜O (4.57)
Queremos mostrar que(
∂
∂ t
+
p
m
− ∂V (q)
∂q
)
ρW (p,q; t) = 0 (D.45)
quando h¯ = 0. Fazendo
∂
∂ t
ρW (p,q; t) = [h(p,q,ρW (p,q; t)]P,
em que [h(p,q,ρW (p,q; t)]P e´ o pareˆntese de Poisson. Enta˜o, utilizando a
sua definic¸a˜o (GOLDSTEIN; POOLE; SAFKO, 2002)(LEMOS, 2007) e apli-
cando as derivadas convenientes,
∂
∂ t
ρW (p,q; t) =
(
∂H
∂q
∂ρW
∂ p
− ∂H
∂ p
∂ρW
∂q
)
,
=
[
∂
∂q
(
p2
2m
+V (q)
)
∂ρW
∂ p
− ∂
∂ p
(
p2
2m
+V (q)
)
∂ρW
∂q
]
,
=
[
∂V (q)
∂q
∂ρW
∂ p
− p
m
∂ρW
∂q
]
,
chegamos em (
∂
∂ t
+
p
m
− ∂V (q)
∂q
)
ρW (p,q; t) = 0.
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APEˆNDICE E -- Ca´lculos do Capı´tulo 5

167
E.1 EQUAC¸A˜O CINE´TICA (6.6)
Partindo da matriz de densidade covariante (6.5)
Φ4(x,y) = ψ
(
x+
y
2
)
ψ¯
(
x− y
2
)
, (E.1)
ao derivarmos esta expressa˜o em relac¸a˜o a` x e y, obtemos
(
1
2
∂ µx +∂
µ
y
)
Φ4(x,y)
=
1
2
∂ µx
[
ψ
(
x+
y
2
)
ψ¯
(
x− y
2
)]
+∂ µy
[
ψ
(
x+
y
2
)
ψ¯
(
x− y
2
)]
,
e, ao aplicarmos a regra do produto:
(
1
2
∂ µx +∂
µ
y
)
Φ4(x,y) =
1
2
[
∂ µx ψ
(
x+
y
2
)]
ψ¯
(
x− y
2
)
+
1
2
ψ
(
x+
y
2
)[
∂ µx ψ¯
(
x− y
2
)]
+
[
∂ µy ψ
(
x+
y
2
)]
ψ¯
(
x− y
2
)
+ψ
(
x+
y
2
)[
∂ µy ψ¯
(
x− y
2
)]
.
Derivando cada campo, ficamos com
(
1
2
∂ µx +∂
µ
y
)
Φ4(x,y)
=
1
2
[
∂ µψ
(
x+
y
2
)]
ψ¯
(
x− y
2
)
+
1
2
ψ
(
x+
y
2
)[
∂ µ ψ¯
(
x− y
2
)]
+
1
2
[
∂ µψ
(
x+
y
2
)]
ψ¯
(
x− y
2
)
− 1
2
ψ
(
x+
y
2
)[
∂ µ ψ¯
(
x− y
2
)]
,
=
[
∂ µψ
(
x+
y
2
)]
ψ¯
(
x− y
2
)
e substituindo o lado direito pela equac¸a˜o de movimento (6.2)
i/∂ψ(x) =
[
MN +g
(
σ ′(x)+ iτ · pi (x)γ5
)]
ψ(x), (E.2)
ficamos com
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iγµ
(
1
2
∂ µx +∂
µ
y
)
Φ4(x,y)
=
[
MN +g
(
σ ′
(
x+
y
2
)
+ iτ · pi
(
x+
y
2
)
γ5
)]
Φ4(x,y). (E.3)
Note que se expandirmos σ ′
(
x+ y2
)
em torno de x obtemos
σ ′
(
x+
y
2
)
= σ ′(x)+
∂σ ′(x)
∂x
y
2
+
1
2!
∂ 2σ ′(x)
∂x2
( y
2
)2
+ ...
= exp
(
h¯
2
y∂x
)
σ ′(x),
e, da mesma forma, para pi
(
x+ y2
)
,
pi
(
x+
y
2
)
= exp
(
h¯
2
y∂x
)
pi (x).
Enta˜o, se substituirmos as equac¸o˜es anteriores em (E.3), esta fica
iγµ
(
1
2
∂ µx +∂
µ
y
)
Φ4(x,y) ={
MN +g
[
exp
(
h¯
2
y∂x
)
σ ′(x)+ iexp
(
h¯
2
y∂x
)
τ · pi (x)γ5
]}
Φ4(x,y).
Realizando uma transformada de Fourier na u´ltima equac¸a˜o, temos
{
γµ
(
ih¯
2
∂ µx + p
µ
)
− igexp
(
− ih¯
2
∂x∂p
)
τ · pi(x)γ5
−MN−gexp
(
− ih¯
2
∂x∂p
)
σ ′(x)
}
W4(x, p) = 0
Precisamos reescrever os termos de σ ′(x) e pi (x) para simplificar a
equac¸a˜o, mas antes precisamos definir
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Πµ = pµ ,
Dµ = ∂µ ,
Π5 = gsin
(
h¯
2
4
)
τ · pi (x),
D5 = gcos
(
h¯
2
4
)
τ · pi (x),
M1 = MN +gcos
(
h¯
2
4
)
σ ′(x),
M2 = gsin
(
h¯
2
4
)
σ ′(x),
4 = ∂x∂p.
Assim, temos, para pi
igexp
(
− ih¯
2
∂x∂p
)
τ · pi(x) = ig
[
cos
(
h¯
2
4
)
− isin
(
h¯
2
4
)]
τ · pi(x)
=
[
gsin
(
h¯
2
4
)
τ · pi(x)
]
+ i
[
gcos
(
h¯
2
4
)
τ · pi(x)
]
=Π5+ iD5,
e para σ ′,
MN +gexp
(
− ih¯
2
∂x∂p
)
σ ′(x) = MN +g
[
cos
(
h¯
2
4
)
− isin
(
h¯
2
4
)]
,
=
[
MN +qcos
(
h¯
2
4
)
σ ′(x)
]
− i
[
gsin
(
h¯
2
4
)]
,
= M1− iM2.
Enta˜o a equac¸a˜o cine´tica para W4(x, p) fica
{
γµ
[
Πµ +
ih¯
2
Dµ
]
− γ5[Π5+ iD5]− [M1− iM2]
}
W4(x, p) = 0. (E.4)
E, definindo
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Kµ = Πµ +
ih¯
2
Dµ , (E.5)
K5 = Π5+ iD5, (E.6)
M = M1−M2, (E.7)
finalmente temos [
γµKµ − γ5K5−M
]
W4(x, p) = 0, (E.8)
E.2 DECOMPOSIC¸A˜O ESPINORIAL
E.2.1 Equac¸o˜es complexas
Equac¸a˜o (6.18)
Fazendo Tr[(E.8)]:
Tr
[(
γµKµ − γ5K5−M
)
W4(x, p)
]
= 0
Tr
[
γµKµW4(x, p)
]−Tr[γ5K5W4(x, p)]−Tr[MW4(x, p)] = 0.
Como o trac¸o na˜o atua nos operadores Kµ , K5 e M, enta˜o
Kµ Tr[γµW4(x, p)]−K5 Tr
[
γ5W4(x, p)
]
−M Tr[W4(x, p)] = 0.
Considerando as definic¸o˜es (5.7), chegamos em
KµV µ − iK5P−MF = 0 (E.9)
Equac¸a˜o (6.19)
Fazendo Tr
[
(γ5E.8)
]
:
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Tr
[
γ5
(
γµKµ − γ5K5−M
)
W4(x, p)
]
= 0
Tr
[
γ5γµKµW4(x, p)
]
−Tr
[
γ5γ5K5W4(x, p)
]
−Tr
[
γ5MW4(x, p)
]
= 0.
Lembrando que (γ5)2 = 1, enta˜o
Kµ Tr
[
γ5γµW4(x, p)
]
−K5 Tr[W4(x, p)]−M Tr
[
γ5W4(x, p)
]
= 0,
e, pelas definic¸o˜es (5.7), temos
KµAµ −K5F− iMP = 0 (E.10)
Equac¸a˜o (6.20)
Fazendo Tr[γµ(E.8)]:
Tr
[
γµ
(
γνKν − γ5K5−M
)
W4(x, p)
]
= 0
Tr[γµγνKνW4(x, p)]−Tr
[
γµγ5K5w4(x, p)
]
−Tr[γµMW4(x, p)] = 0
Lembrando das propriedades da matriz γ:
γµγν = gµν − iσµν e γµγ5 =−(γ5γµ),
ficamos com
Kνgµν Tr[W4(x, p)]− iKν Tr[σµνW4(x, p)]
+K5 Tr
[
γ5γµW4(x, p)
]
−M Tr[γµW4(x, p)] = 0
e, pelas definic¸o˜es (5.7),
KµF− iKνSµν +K5Aµ −MV µ = 0 (E.11)
172
Equac¸a˜o (6.21)
Fazendo Tr
[
γ5γµ(E.8)
]
:
Tr
[
γ5γµ
(
γνKν − γ5K5−M
)
W4(x, p)
]
= 0
Tr
[
γ5γµγνKνW4(x, p)
]
−Tr
[
γ5γµγ5K5W4(x, p)
]
−Tr
[
γ5γµMW4(x, p)
]
= 0
Lembrando das propriedades das matrizes γ citadas anteriormente e
de que
γ5σµν =
i
2
εµναβσαβ ,
temos
iKνgµν Tr
[
γ5W4(x, p)
]
− i
2
2
Kνεµναβ Tr
[
σαβW4(x, p)
]
+K5 Tr[γµW4(x, p)]−M Tr
[
γ5γµW4(x, p)
]
= 0
Aplicando as definic¸o˜es (5.7), finalmente temos
iKµP+
1
2
KνεµναβSαβ +K5V µ −MAµ = 0 (E.12)
Equac¸a˜o (6.22)
Fazendo Tr[σµν(E.8)]:
Tr
[
σµν
(
γαKα − γ5K5−M
)
W4(x, p)
]
= 0
Tr[σµνγαKαW4(x, p)]−Tr
[
σµνγ5K5W4(x, p)
]
−Tr[σµνW4(x, p)] = 0
Pela propriedade da matriz γ
σµνγα = i[gναγµ −gµαγν ]− εβµναγαγ5,
temos
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iKαgνα Tr[γµW4(x, p)]− iKαgµα Tr[γνW4(x, p)]
−Kαεβµνα Tr
[
γβ γ5W4(x, p)
]− i
2
K5εµναβ Tr
[
σαβW4(x, p)
]
−M Tr[σµνW4(x, p)] = 0,
e, pelas definic¸o˜es (5.7), ficamos com
i[KνV µ −KµV ν ]+KαεαµνβAβ −
i
2
εµναβK5Sαβ −MSµν = 0 (E.13)
E.3 ME´DIA NA ENERGIA
Mostraremos apenas a soluc¸a˜o das me´dias na energia para as equac¸o˜es
relevantes para encontrarmos a equac¸a˜o de transporte cla´ssica, lembrando das
definic¸o˜es
Dt = ∂t ,
D = ∇,
Π0 = p0,
Π = p,
pie = cos
(
h¯
2
∇ ·∇p
)
τ · pi (x),
pi0 = sin
(
h¯
2
∇ ·∇p
)
τ · pi (x),
σe = cos
(
h¯
2
∇ ·∇p
)
σ ′(x),
σ0 = sin
(
h¯
2
∇ ·∇p
)
σ ′(x).
Equac¸a˜o (6.44)
Tomando a me´dia na energia da equac¸a˜o (6.29), temos
h¯
∫
dp0 DµV µ −2
∫
dp0Π5P+2
∫
dp0 M2F = 0,
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Dividindo a primeira integral no termo temporal e no espacial ficamos
com
h¯
[
D0
∫
dp0 V 0+Di
∫
dp0 V i
]
−2gsin
(
h¯
2
∇ ·∇p
)
τ · pi (x)
∫
dp0 P
+2gsin
(
h¯
2
∇ ·∇p
)
σ ′(x)
∫
dp0 F = 0.
Resolvendo as integrais em p0, lembrando das definic¸o˜es (6.38) e
(6.39), temos
h¯[Dt f0+D · g1] = 2gpi0 f3−2gσ0 f2. (E.14)
Equac¸a˜o (6.52)
Tomando a me´dia na energia da equac¸a˜o (6.26), com µ = 0, ficamos
com:
∫
dp0Π0F +
h¯
2
∫
dp0 DνS0ν +
∫
dp0Π5A0−
∫
dp0 M1V 0 = 0.
Ao dividirmos a segunda integral entre o termo temporal e o espacial,
ficamos apenas com o espacial, pois S00 = 0:
∫
dp0 p0F− h¯2Di
(
−
∫
dp0 S0i
)
−gsin
(
h¯
2
∇ ·∇p
)
τ · pi (x)
(
−
∫
dp0 A0
)
−
[
MN +gcos
(
h¯
2
∇ ·∇p
)
σ ′(x)
]∫
dp0 V 0 = 0.
Resolvendo as integrais possı´veis em p0, chegamos em∫
dp0 p0F− h¯2D · g2−gpi0 f1 = (MN +gσe) f0. (E.15)
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Equac¸a˜o (6.53)
Fazendo a me´dia na energia da equac¸a˜o (6.32) para µ = 0, temos
∫
dp0Π0P+
h¯
4
∫
dp0 Dνε0ναβSαβ +
∫
dp0 D5v0+
∫
dp0 M2A0 = 0
Fazendo ν = i, α = j e β = k no segundo termo, ficamos com
∫
dp0 p0P+
h¯
2
Di
[
1
2
εi jk
∫
dp0 S jk
]
+gcos
(
h¯
2
∇ ·∇p
)
τ · pi (x)
∫
dp0 V 0
−gsin
(
h¯
2
∇ ·∇p
)
σ ′(x)
(
−
∫
dp0 A0
)
= 0,
e integrando tudo, chegamos em∫
dp0 p0P+
h¯
2
D · g3+gpie f0−gσ0 f1 = 0 (E.16)
Equac¸a˜o (6.55)
Partindo da equac¸a˜o (6.33), com µ = 0 e ν = i, temos
∫
dp0ΠiV 0−
∫
dp0Π0V i+
h¯
2
∫
dp0 Dαεα0iβAβ
−1
2
∫
dp0Π5ε0iαβSαβ +
∫
dp0 M2S0i = 0.
Multiplicando tudo por −1
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∫
dp0 p0V i−Πi
∫
dp0 V 0− h¯2D jε
0i jk
(
−
∫
dp0 Ak
)
+gsin
(
h¯
2
∇ ·∇p
)
τ · pi (x)
[
1
2
ε i jk
∫
dp0 S jk
]
−gsin
(
h¯
2
∇ ·∇p
)
σ ′(x)
(
−
∫
dp0 S0i
)
= 0.
Integrando em p0 chegamos em∫
dp0 p0V− h¯2D× g0−Π f0+gpi0g3−gσ0g2 = 0. (E.17)
E.4 COMPONENTES ESPINORIAIS CLA´SSICOS
Novamente, deduziremos apenas as equac¸o˜es relevantes para o ca´lculo
da equac¸a˜o de vı´nculo. Precisamos antes expandir σe, σ0, pie e pi0 para h¯ = 0:
σe = cos
(
h¯
2
∇ ·∇p
)
σ ′(x) = σ ′(x) (E.18)
σ0 = sin
(
h¯
2
∇ ·∇p
)
σ ′(x) = 0 (E.19)
pie = cos
(
h¯
2
∇ ·∇p
)
τ · pi (x) = τ · pi (x) (E.20)
pi0 = sin
(
h¯
2
∇ ·∇p
)
= 0 (E.21)
Vı´nculo f±2
Partindo da equac¸a˜o de vı´nculo (6.53), temos, para o limite cla´ssico∫
dp0 P±(x,p)δ (p0∓Ep)+gpie f±0 = 0.
Integrando em p0, ficamos com
±Ep f±2 =−gτ · pi (x) f±0
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Definindo Vpi = gτ · pi (x), temos
f±2 =∓
Vpi f±0
Ep
. (E.22)
Vı´nculo f±3
A partir da equac¸a˜o de vı´nculo (6.52), chegamos em∫
dp0 F±(x,p)δ (p0∓Ep) = (MN +gσe) f±0 .
Resolvendo a integral em p0, ficamos com
± f±3 = [MN +gσ ′(x)] f±0
Definindo Vσ = gσ ′(x), finalmente chegamos em
f±3 =±
(MN +Vσ )
Ep
. (E.23)
Vı´nculo g±1
Pela equac¸a˜o de vı´nculo (6.55), temos∫
dp0 V±(x,p)δ (p0∓Ep)−p f±0 = 0.
Integrando e isolando g1, chegamos em
g±1 =±
p f±0
Ep
. (E.24)
E.5 EQUAC¸A˜O DE TRANSPORTE
Tomamos a equac¸a˜o (6.44) com h¯ em primeira ordem
h¯
[
Dt f±0 +D · g±1
]
= 2gpi0 f±2 −2gσ0 f±3 .
Em primeira ordem em h¯, pi0 e σ0 ficam
178
pi0 = sin
(
h¯
2
∇ ·∇p
)
σ ′(x) =− h¯
2
∇ ·∇pσ ′(x),
σ0 = sin
(
h¯
2
∇ ·∇p
)
=− h¯
2
∇ ·∇pτ · pi (x).
Enta˜o,
∂t f±0 +∇ · g±1 =−g[∇τ · pi (x)] ·∇p f±2 +g[∇σ ′(x)], (E.25)
e definindo
dt = ∂t
d = ∇,
Fpi =−g∇[τ · pi (x)]
Fσ =−g∇σ ′(x),
temos
dt f±0 +d · g±1 = (F+pi ·∇p) f±2 +(Fσ ·∇p) f±3 . (E.26)
Considerando as densidades de carga para partı´culas e antipartı´culas,
f (x,p) = f+0 (x,p) , f¯ (x,p) = f
−
0 (x,−p),
e usando os vı´nculos (6.71), (6.72) e (6.73), chegamos na equac¸a˜o de trans-
porte cla´ssica para f
∂t f +(∇ · v) f −
[
(MN +Vσ )Fσ −VpiFpi
Ep
]
·∇p f = 0. (E.27)
APEˆNDICE F -- Helicidade
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Estudaremos agora as soluc¸o˜es para a equac¸a˜o de Dirac livre escrita
da forma
ih¯
∂ψ
∂ t
=
[
h¯
i
(
αˆ1
∂
∂x1
+ αˆ2
∂
∂x2
+ αˆ3
∂
∂x3
)
+ βˆm
]
ψ = Hˆ fψ, (F.1)
onde
αˆi =
(
0 σi
σi 0
)
e βˆ =
(
1 0
0 −1
)
(F.2)
sa˜o as matrizes γ que ja´ vimos escritas em outra representac¸a˜o (BROMLEY;
GREINER, 2013).
Reescrevemos a equac¸a˜o (F.1) como
ih¯
∂ψ
∂ t
= Hˆ fψ = (αˆ · pˆ+m0βˆ )ψ, (F.3)
e seus estados estaciona´rios sa˜o encontrados com o ansatz
ψ(x, t) = ψ(x)exp
(
− i
h¯
εt
)
. (F.4)
Assim, (F.3) fica
ih¯
∂
∂ t
[
ψ(x)exp
(
− i
h¯
εt
)]
= Hˆ fψ(x)exp
(
− i
h¯
εt
)
,
ih¯
−i
h¯
εψ(x)exp
(
− i
h¯
εt
)
= Hˆ fψ(x)exp
(
− i
h¯
εt
)
, (F.5)
e, simplificando a equac¸a˜o
εψ(x) = Hˆ fψ(x), (F.6)
onde ε descreve a evoluc¸a˜o temporal do estado estaciona´rio ψ(x). Por con-
venieˆncia, separaremos este espinor de quatro componentes em dois de duas
componentes
ψ =

ψ1
ψ2
ψ3
ψ4
= (ϕχ
)
, (F.7)
com
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ϕ =
(
ψ1
ψ2
)
e χ =
(
ψ3
ψ4
)
(F.8)
A equac¸a˜o (F.6) fica
ε
(
ϕ
χ
)
=
(
0 σi
σi 0
)
pˆi
(
ϕ
χ
)
+m
(
1 0
0 −1
)(
ϕ
χ
)
, (F.9)
ou enta˜o, multiplicando as matrizes,
εϕ = σˆ · pˆχ+mϕ
εχ = σˆ · pˆϕ−mχ (F.10)
Estados com momento definido p sa˜o(
ϕ
χ
)
=
(
ϕ0
χ0
)
exp
(
i
h¯
p · x
)
, (F.11)
e podemos reescrever as equac¸o˜es (F.10) como
(ε−m)1ϕ0− σˆ · pχ0 = 0
−σˆ · pϕ0+(ε+m)χ0 = 0. (F.12)
Esse sistema linear homogeˆneo so´ tem soluc¸o˜es na˜o triviais quando o
determinante a seguir e´ igual a zero∣∣∣∣(ε−m)1 −σˆ · p−σˆ · p (ε+m)1
∣∣∣∣= 0. (F.13)
Resolvendo o determinante temos
(ε−m)(ε−m)1− (σˆ · p)(σˆ · p) = 0, (F.14)
e pela propriedade das matrizes de Pauli
(σ ·A)(σ ·B) = A ·B+ iσ · (A×B),
ficamos com
ε2 = m2+p2. (F.15)
Enta˜o
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ε =±Ep , Ep =
√
p2+m2. (F.16)
Os dois sinais para ε correspondem aos dois tipos de soluc¸a˜o para a
equac¸a˜o de Dirac, chamadas de soluc¸o˜es positivas e soluc¸o˜es negativas.
Para um ε fixo, a equac¸a˜o (F.12) fica
χ0 =
σˆ · p
m = ε
ϕ0. (F.17)
Se escrevermos ϕ0 na forma
ϕ0 =U =
(
U1
U2
)
, (F.18)
com
U†U =U∗1 U1+U
∗
2 U2 = 1, (F.19)
enta˜o o conjunto completo de soluc¸o˜es positivas e negativas da equac¸a˜o de
Dirac e´
Ψpλ (x, t) = N
(
U
σˆ ·p
m+λEp U
)
exp
[ i
h¯ (p · x−λEpt)
]√
2pi h¯3
, (F.20)
onde λ = ± representa as soluc¸o˜es positivas e negativas, e N e´ um fator de
normalizac¸a˜o, que e´ encontrado pela condic¸a˜o∫
d3xΨ†pλ (x, t)Ψp′λ ′(x, t) = δλλ ′δ (p−p′). (F.21)
Assim, depois de algumas manipulac¸o˜es alge´bricas, chegamos em
N =
√
m+λEp
2λEp
. (F.22)
Podemos notar que todos os estados (E.06) sa˜o autofunc¸o˜es do mo-
mento:
pˆΨpλ = pΨ(x, t) (F.23)
Para cada momento p existem dois tipos de soluc¸o˜es, os com λ = 1,
ou seja, ε = Ep; e os com λ =−1, ou seja, ε =−Ep. Outro nu´mero quaˆntico,
chamado de helicidade, pode ser utilizado para classificar os estados de uma
partı´cula livre.
Se levarmos em conta o operador
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Σˆ · pˆ =
(
σˆ 0
0 σˆ
)
· pˆ, (F.24)
podemos notar que ele comuta com a hamiltoniana livre de Dirac Hˆ f
Hˆ f = αˆ · pˆ+mβˆ (F.25)
ou seja, [
Hˆ f , Σˆ · pˆ
]
= 0, (F.26)
e consequentemente [
pˆ, Σˆ · pˆ
]
= 0. (F.27)
Isso quer dizer que Σˆ · pˆ, pˆ e Hˆ f sa˜o compatı´veis, ou seja, podem ser
diagonalizadas juntas. O operador de helicidade, definido por
ΛˆS =
h¯
2
Σˆ · pˆ|pˆ| = Sˆ ·
pˆ
|pˆ| , (F.28)
com
Sˆ =
h¯
2
Σˆ, (F.29)
tambe´m comuta com a hamiltoniana e com pˆ. Por isso, podemos interpretar
a helicidade como a projec¸a˜o do spin na direc¸a˜o do momento.
F.1 ESTADOS DE HELICIDADE
Os autoestados da energia, tanto positiva quanto negativa, momento e
helicidade satisfazem
(/p−m)u(p,h) = 0 (F.30)
(/p+m)v(p,h) = 0 (F.31)
onde u representa as soluc¸o˜es de energia positiva e v as de energia negativa.
As soluc¸o˜es para estas equac¸o˜es sa˜o dadas por
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u(p,h) =
√
E +m
2E
(
1
σ ·p
E+m
)
χh; (F.32)
v(p,h) =
√
E +m
2E
( σ ·p
E+m
1
)
χh, (F.33)
onde χh e´ o espinor quantizado na direc¸a˜o de p. Se escolhemos o momento
na direc¸a˜o de z, temos
u(p,+) =
√
E +m
2E
(
1
σz
E+m
)
χ+, (F.34)
onde χ+ = (1,0). No limite sem massa m=0,
u(p,+) =

1
0
1
0
, (F.35)
que e´ um autoestado de γ5 com autovalor +1. Da mesma forma, u(p,−) e´
um autoestado de γ5 = −1. Ou seja, no limite de massa nula os estados de
helicidade coincidem com os fe´rmions quirais.
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APEˆNDICE G -- Propriedades das matrizes γ
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Consideraremos a equac¸a˜o de Dirac
ih¯γµ
∂ψ(x)
∂xµ
−mψ(x) = 0, (G.1)
onde as matrizes de Dirac γµ obedecem a` relac¸a˜o
{γµ ,γν}= 2gµν (G.2)
e a`s relac¸o˜es de hermiticidade
γ0† = γ0 e γ i† =−γ i. (G.3)
Podemos combinar as relac¸o˜es de hermiticidade em uma u´nica re-
lac¸a˜o:
(γµ)† = γ0γµγ0 (G.4)
Outra propriedade, que e´ consequeˆncia direta da relac¸a˜o de comutac¸a˜o
(G.2), e´
γ0 = γ0 e γ i =−γi. (G.5)
A matriz γ5 e´ definida como
γ5 = iγ0γ1γ2γ3, (G.6)
e tem como propriedades {
γµ ,γ5
}
= 0; (G.7)
e
(γ5)2 = 1 , (γ5)† = γ5. (G.8)
As matrizes de spin σµν sa˜o dadas por
σµν =
i
2
[γµ ,γν ], (G.9)
e obedecem a`
(σµν)† = γ0σµνγ0. (G.10)
Considerando
σ = (σ23,σ31,σ12), (G.11)
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temos
σ i j =−iγ0γ5γk, (G.12)
onde i, j,k = 1,2,3, em ordem cı´clica. Podemos definir as matrizes covarian-
tes correspondentes como
γµ = gµνγν , (G.13)
e a matriz γ5 e´
γ5 ≡ i4!ελµνpiγ
λ γµγνγpi = γ5. (G.14)
G.1 REPRESENTAC¸A˜O
Neste trabalho, utilizamos as matrizes γ na representac¸a˜o de quiral.
Assim, as matrizes γ0 e γ i sa˜o definidas como
γ0 =
(
0 1
1 0
)
, γ i =
(
0 −σi
σi 0
)
, (G.15)
e a matriz γ5 como
γ5 =
(
1 0
0 −1
)
. (G.16)
G.2 IDENTIDADES DE CONTRAC¸A˜O
As matrizes de Dirac γµ obedecem a`s seguintes identidades de con-
trac¸a˜o
(i)γλ γλ = 4
(ii)γλ γαγλ =−2γα
(iii)γλ γαγβ γλ = 4gαβ
(iv)γλ γαγβ γγγλ =−2γγγβ γα
(v)γλ γαγβ γγγδ γλ = 2(γδ γαγβ γγ + γγγβ γαγδ )
Considerando que A,B, ... sa˜o quadrivetores arbitra´rios, com /A= γαAα ,
enta˜o
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(i)γλ /Aγλ =−2/A
(ii)γλ /A/Bγλ = 4AB
(iii)γλ /A/B/Cγλ =−2/C/B/A
(iv)γλ /A/B/C /Dγλ = 2( /D/A/B/C+ /C/B/A /D)
G.3 TRAC¸OS
(i)Tr
[
γαγβ ...γµγν
]
= 0, onde temos um nu´mero ı´mpar de matrizes gama.
(ii)Tr
[
σαβ
]
= 0
(iii)Tr
[
γαγβ
]
= 4gαβ
(iv)Tr
[
γαγβ γγγδ
]
= 4
[
(gαβgγδ )− (gαγgβδ )+(gαδgβγ)]
(v)Tr
[
/A/B
]
= 4(AB)
(vi)Tr
[
/A/B/C /D
]
= 4(AB)(CD)− (AC)(BD)+(AD)(BC)
(vii)Tr
[
γαγβ ...γµγν
]
= Tr
[
γνγµ ...γβ γα
]
(viii)Tr
[
/A1 /A2.../A2n
]
= Tr
[
/A2n.../A2 /A1
]
(ix)Tr
[
γ5
]
= Tr
[
γ5γα
]
= Tr
[
γ5γαγβ
]
= Tr
[
γ5γαγβ γγ
]
= 0
