












variable,   gives   a  WCET  bound   that   excludes  many   infeasible   paths.  Examples   show   that   the  
approach often works, in principle. It remains to be seen if it is scalable to real programs.
1. Introduction
Static  WCET analysis   is  usually  divided   into   three  main  parts   [16]:  Flow analysis  models   the 
possible   execution   paths   (instruction   sequences)   as   a   control­flow   graph   (CFG).  Processor­
behaviour analysis bounds the execution time of each basic block in the CFG. Bounds calculation 
finds bounds on the execution time of entire execution paths. WCET tools often also make some 















execution time. This paper explores another approach with a  more direct connection.  Section  2 
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The  Bound­T  WCET  tool   [5]  models   variable   values   as   sets   of   integer   tuples   constrained   by 
Presburger formulae –  Presburger sets  for short. Each element in a tuple models one variable; a 
tuple models one possible combination of variable values; and a set of tuples models all possible 
combinations   of   variable   values.   Dependencies   between   variables   are   included   because   the 
Presburger formulae constrain the whole tuple, not each element (variable) separately. For example, 
for two variables x,  y, the set {[x,  y]   ∣ x > 5 and y < 3x} models a state where x has any value 





infeasible   paths,   without   explicitly   finding   and   representing   the   infeasible   or   feasible   paths 


































A value   analysis   of   the   augmented   program  with   the  Presburger  method   (to   be   described   in 
Section 4) gives a model of the final values of the variable tuple [x, T] as the three­part set:






This   code  has   an   infeasible  path   if  min    max,   because   the  assignment  x  :=  min  makes   the 





































































T := T + 3; 
 {[x,0] | x < 1} 
 {[1, 3]} 
x < 1
T := T + 1;
 {[x,0] | x ≥ 1} 
 {[x, 1] | x ≥ 1} 
if x < 1 ...
x ≥ 1
 {[x,1] | x ≥ 1}  {[1,3]} 
x := 10;
T := T + 3;
 {[x,1] | x > 10} 
 {[10, 4]} 
x > 10
T := T + 1; 
 {[x,1] | 1 ≤ x ≤ 10}  {[1,3]}
 {[x,2] | 1 ≤ x ≤ 10}  {[1,4]}
if x > 10 ...
x ≤ 10
 {[x,2] | 1 ≤ x ≤ 10}  {[1,4]}  {[10, 4]}  
5
repetition relation is the Presburger relation that shows how one repetition changes variable values. 






























value,  each  induction variable  equals   its   initial  value plus  c  times   its   increment,  and all   fuzzy 
variables are unconstrained2. Propagate the model from the loop head to all parts of the loop as in 
section 4. Next, check if the Presburger sets on the back edges or exit edges of the loop (which 















































This   section   considers   how   the  Presburger­set   analysis   of   loops   applies   to   the   execution­time 
variable T, and in particular whether the bounds on T include or exclude infeasible paths in loops. 
The   execution­time  variable  T  is   evidently   an   induction  variable,   and   its   increment  dT  is   the 
execution time of the loop body. From section 5 the model of T after the loop is the initial value T0 
























Rd projected to  the variables [x, dt],  which is  the set  {[x, 20] ∣ x  3}    {[x, 200] ∣ x > 3}. If 
execution takes the slow branch of the first conditional, before the loop, it must then take the fast 













































exclude   infeasible   paths   is   weak.   Lisper   included   dependency­sensitive   value   analysis   in   his 
ambitious proposals [8], but without execution time as a variable. Stein and Martin use Presburger 




examples  show that   the  time­variable  method with Presburger  analysis  excludes  some kinds  of 
infeasible  paths,  but  not   all   kinds.  The  method   is   in  principle   applicable   to  more  kinds  of  of 
infeasible paths than some other methods, such as [14]. The time­variable method does not need a 
representation   of   feasible   and   infeasible   paths   (a   flow­fact   language)   nor   a   separate   bounds­





In processors with caches and other accelerators the execution time  t(b) of a basic block  b  is not 
constant but depends on the history of execution. Using a history­independent worst­case t(b) can be 
a   gross   over­estimation.  Current  WCET   tools   have   two   approaches   to   this   problem.  The   first 
approach (virtually) expands the CFG so that the same basic block is represented by different CFG 












current   implementation.   I   think   that   the   complexity   comes  mainly   from   the   disjunctions   (set 
unions).   In   [14]   Stein   and   and  Martin   restrict   their   analysis   to   “linear”   slices   and   thus   avoid 
disjunctions. Still, I believe that disjunctions are necessary for analysing several kinds of infeasible 
paths. Better slicing to simplify the Presburger model, selective use of a timing schema for well­
balanced conditionals, and perhaps taking the convex hull of the Presburger sets at selected program 
points may reduce the analysis time. Bound­T currently calculates WCET bounds with IPET, not 
with the time­variable method. Implementation and experimental evaluation of the time­variable 
method is future work.
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