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Communication is characterized by speakers’ dynamic adaptations and coordina-
tion of both linguistic and non-verbal behaviors. Understanding this phenomenon of
alignment and its underlying mechanisms and processes in both human–human and
human–computer interactions is of particular importance when building artificial interlocu-
tors. In this paper, we contribute to further explorations of the still fragmentary alignment
space with two controlled experiments on lexical and gestural alignment. Our results
show, on the one hand, that human interlocutors align their lexical choice and gesture
handedness in similar ways when interacting with real versus virtual humans. On the other
hand, we found, however, also subtle differences. We discuss our findings in terms of
a dynamic interplay of multiple components (automatic and strategic) and mechanisms
(communicative and social).
Keywords: alignment, virtual agents, human–computer interaction, gestures
1. Introduction
Virtual humans or conversational agents are computer-generated characters with the abilities for
using natural language, conducting dialog, expressing emotions, and showing non-verbal behav-
iors. Application areas of virtual humans are multifold, for instance, as pedagogical agents in
education, in health intervention, or in entertainment. While these agents have advanced in both
capability and applicability they, however, do not yet exploit their full potential and still lack
much of the complexity and subtlety of human communicative behavior [cf. Krämer and Bente
(2010) and Hartholt et al. (2013)]. In particular, human–agent interaction does not yet achieve
the smooth, dynamic adaptations, and coordinations that are ubiquitous in human face-to-face
communication.
A large body of evidence demonstrates that dialog partners mutually adapt or align with each
other regarding both verbal and non-verbal behaviors – a phenomenon often termed as the
“chameleon effect” (Chartrand and Bargh, 1999). Linguistically, interlocutors tend to align their
lexical choices (Clark andWilkes-Gibbs, 1986; Garrod andAnderson, 1987; Brennan, 1996; Brennan
andClark, 1996), acoustic–prosodic features (Nishimura et al., 2008; Kousidis andDorran, 2009; Lee
et al., 2010; Levitan and Hirschberg, 2011; Vaughan, 2011; Pardo et al., 2012; Truong and Heylen,
2012), or syntactic structures (Branigan et al., 2000; Gries, 2005; Messenger et al., 2012; Rowland
et al., 2012; Reitter and Moore, 2014). Likewise, interaction partners have been found to align
non-verbally, e.g., in their facial expressions (Dimberg, 1982; Likowski et al., 2012), manual gestures
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(Kimbara, 2006, 2008; Parrill and Kimbara, 2006; Holler and
Wilkin, 2011; Bergmann andKopp, 2012;Mol et al., 2012), or body
postures (Chartrand and Bargh, 1999). Many of these features are
aligned at the same time, as recently shown in an extensive study
by Louwerse et al. (2012).
Terminologies describing this phenomenon are diverse, for
instance, convergence (Leiser, 1989; Kousidis and Dorran, 2009;
Pardo et al., 2012), accommodation (Giles et al., 1991; Staum
Casasanto et al., 2010), interactional synchrony (Bernieri and
Rosenthal, 1991), entrainment (Branigan et al., 2000; Lee et al.,
2010; Levitan and Hirschberg, 2011), mimicry (Chartrand and
Bargh, 1999; Van Baaren et al., 2004; Kimbara, 2006; Scissors et al.,
2008; Holler and Wilkin, 2011), adaptation (Darves and Oviatt,
2002; Nilsenová and Nolting, 2010; Mol et al., 2012), repetition
(Cleland and Pickering, 2003; McLean et al., 2004), or alignment
(Pickering and Garrod, 2004; Branigan et al., 2010; Truong and
Heylen, 2012; Reitter andMoore, 2014) are used. See Kopp (2010)
for a detailed review of the terminology.
The mechanisms and processes underlying the phenomenon
of alignment, however, are not yet fully understood. Basically,
three different views have been proposed. The first one holds
that alignment is the result of more or less controlled audience
design and utilized by speakers to increase the probability of com-
municative success. Support for this view comes from evidence
that alignment strength varies as a function of beliefs about the
dialog partner (Brennan and Clark, 1996; Branigan et al., 2011).
The second account views alignment as arising automatically
and inevitably from direct perception–behavior links (Chartrand
and Bargh, 1999) or automatic priming processes (Pickering and
Garrod, 2004, 2006). Finally, alignment is discussed as a means of
creating “social glue.” Many studies have demonstrated effective
consequences in terms of increased rapport, more positive ratings
of interlocutors (Maurer and Tindall, 1983; Bradac et al., 1988;
Chartrand and Bargh, 1999; Lakin and Chartrand, 2003), higher
tips for waitresses (Van Baaren et al., 2003), or greater prosocial
behavior such as helpfulness and generosity (Van Baaren et al.,
2004). Notably, these different accounts are notmutually exclusive
(Branigan et al., 2010). The balance between the distinct compo-
nents might vary according to the communicative context (Reitter
and Moore, 2014), just as the different mechanisms might be at
work simultaneously at different levels of processing (Bergmann
and Kopp, 2012).
Crucially, alignment is also an important phenomenon in
human–computer interaction (HCI). On the one hand, computer
systems that align to their users were found to be evaluated differ-
ently by their users. Especially, the social component of alignment
seems to apply in HCI when systems are anthropomorphized in
someway. Respective effects have been reported in terms of higher
likeability ratings of speech-based dialog systems (Nass and Lee,
2001; Ward and Nakagawa, 2002) or as higher perceived social
intelligence (André et al., 2004; Johnson et al., 2004), increased lik-
ability (Kühne et al., 2013), or increased persuasiveness (Bailenson
and Yee, 2005) of virtual humans. The latter authors conclude that
there is great potential for embodied agents to be effective “digital
chameleons.”
On the other hand, people have also been shown to align to
machines. Suzuki and Katagiri (2007) demonstrated alignment of
loudness and reaction latency in response to computer-generated
speech. Lexical alignment in human–computer interaction has
been shown by Brennan (1996) as well as in a series of experiments
by Branigan et al. (2011). The latter study has, in particular,
addressed the question how much alignment occurs in HCI as
compared to human–human dialog.
Participants were led to believe that they were interacting
with either a computer or a human interlocutor, but, in fact,
always interacted with a computer program that executed scripted
utterances. In both text- and speech-based dialog, participants
tended to repeat their partners choice of referring expression.
Strikingly, they showed a stronger tendency to align with assumed
“computer” versus “human” partners. Moreover, the tendency
to align was strongest when the computer was presented as less
capable. Branigan et al. (2011) conclude that users align lexically
to machines to facilitate communicative success, based on beliefs
about the communication partner. Along the same lines, Bell
et al. (2003) found in a Wizard-of-Oz setting that speakers adapt
their speech rate (fast versus slow) when interacting with an
animated character in a simulated spoken dialog system. Speakers
were found to align with the character, producing slow speech
in response to the “slow computer” and fast speech in response
to the “fast computer.” Oviatt et al. (2004) likewise showed that
children’s speech aligns with that of an animated character, whose
synthesized voices varied in their acoustic properties. Children
were found to consistently align in amplitude and pause structure
and such adaptations occurred bidirectionally and dynamically:
children rapidly adapted their speech, for example, by inserting
more pauses when interacting with an introverted interlocutor,
while inserting fewer pauses when subsequently interacting with
an extroverted interlocutor, even within the same conversation.
More recently, Koulouria et al. (2014) looked at lexical alignment
in dialogs betweenhumans andhumans-pretending-to-be-robots.
They found increasing alignment as the interaction progressed
(vocabulary range decreased), with higher error rates associated
with less alignment, and higher user satisfaction associated with
higher alignment.
Von der Pütten et al. (2011) demonstrated that participants,
whowere interviewed by a virtual agent in aWizard-of-Oz setting,
accommodate to the virtual interviewer with regard to wordiness.
Kühne et al. (2013) in another study found that humans aligned
linguistically to a virtual interlocutor that either spoke with a
dialect or in High German. Investigating the lexical alignment
toward a tutoring agent, Rosenthal-von der Pütten et al. (2013)
varied the agent’s choice of words in terms of everyday language
versus technical terms. Again, participants aligned to the agent’s
use of language in both conditions. Finally, in a study addressing
non-verbal alignment with virtual agents, Krämer et al. (2013)
analyzed whether humans reciprocate an agent’s smile. Partic-
ipants conducted a small-talk conversation with an agent that
either did not smile, showed occasional smiles, or displayed fre-
quent smiles. Results show that humans smiled longer when the
agent was smiling.
In sum, this evidence proves the effectiveness of different com-
ponents of alignment in human–agent interaction. However, a
number of questions still remain open. First, previous studies did
not put their results in relation to human–human interaction or
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“traditional” human–computer interaction. Thus, we do not know
much about whether and towhat extent the degree (or strength) of
alignment differs across these interaction settings. This, however,
can provide valuable hints to the possible components and func-
tions (communicative versus social; automatic versus controlled)
of alignment. Virtual humans bring anthropomorphic appearance
and a strong social component to the interaction with computers.
Consequently, they have been argued to be particularly effective
social actors and “digital chameleons” (Bailenson and Yee, 2005).
Thus, one would expect that alignment, if it is mainly socially
driven, is stronger in interactions with embodied agents than in
interaction with standard machine-like computers. At the same
time, however, virtual humans that exhibit non-verbal behavior
are perceived as more competent and skillful in communication
(Bergmann et al., 2012, 2010). Hence, if alignment is mainly due
to strategic audience design, onemay expect to find less alignment
in interactions with virtual humans as compared to disembodied
systems.
Second, for the most part, alignment with virtual humans has
been studied for linguistic aspects only. Non-verbal behaviors,
however, are known to be a strong mediator of interpersonal
alignment, in particular of automatic, sensorimotor-driven con-
vergence (Kopp, 2010). Yet, it has not been looked at in human-
agent interaction [Krämer et al. (2013) being a notable exception
for smiling]. Non-verbal behaviors like facial expressions or body
posture strongly effect phatic functions by, for instance, indicat-
ing sympathy/closeness or other social/emotional qualities. Here,
with regard to alignment, hand–arm gestures are of particular
interest: gestures play a special role in communication as they,
in addition to phatic aspects, convey rich semantic–pragmatic
information in tight coordination with speech. Alignment in
co-verbal gesturing can hence very well serve both social and
communicative functions. Moreover, there is a growing body
of evidence from human–human interaction demonstrating that
human interlocutors align their gestural behavior. Parrill and
Kimbara (2006) demonstrated that observing gestural alignment
(in this context often termed “mimicry”) in a video-recorded
interaction affects people’s own gesture use in the way that they
tended to reproduce the mimicked behavior in their own descrip-
tions. In a similar setting, Mol et al. (2012) provided evidence for
the alignment of handshapes in co-speech gestures: participants
who saw a speaker in a video stimulus using gestures with a
particular handshape were more likely to produce gestures with
these handshapes later on, while retelling the story. Further, in
studies of face-to-face communication, Holler and Wilkin (2011)
showed that gesture mimicry occurs in repeated references to the
same figure-like stimuli, and Kimbara (2008) provided evidence
for gestural alignment in triadic interaction.
In this paper, we report two controlled experiments to investi-
gate these two issues. In the first experiment, we looked at lexical
alignment with human and artificial interaction partners. To this
end, we adopted and extended the experimental paradigm applied
in Branigan et al. (2011) by adding a condition of interaction with
a virtual human. Moreover, the experiment was carried out in
German language so that we gain data on how lexical alignment
in human–human or human–machine settings generalizes across
languages. The second experiment focused on gestural alignment
TABLE 1 | Experimental investigation of different aspects of alignment
(gestural and linguistic) in combination with partner type (real versus virtual
humans) in experiments 1 and 2.
Real human Virtual human
Lexical alignment Exp. 1 Exp. 1
Gestural alignment Exp. 2 Exp. 2
in human–human versus human–agent interaction. Participants
engaged in a multimodal interaction with a real versus a virtual
human whose gestures were systematically manipulated in one
particular, communicatively irrelevant feature, namely handed-
ness (one- versus two-handed gestures). This allows formeasuring
how participants follow and align in their own gesturing to differ-
ent kinds of interaction partner. Table 1 gives an overview of how
the two experiments address different aspects of alignment with
real and virtual humans as interlocutors.
2. Materials and Methods
2.1. Experiment 1
The design of experiment 1 was based on the lexical alignment
paradigm developed and applied in several experiments by Brani-
gan et al. (2011). Participants were engaged in a pairwise, screen-
based game. The game involved two alternating tasks: participants
alternated between choosing a picture in response to a name
produced by the partner (participant-matching turn) and naming
a picture for their partner (participant-naming turn). An exper-
imental trial consisted of a participant-matching turn followed
by a participant-naming turn. We manipulated the name that
the partner used to label the picture on the participant-matching
turn, so that the partner had either used a strongly preferred or a
strongly dispreferred (but acceptable) prime name, and examined
how this affected participants target description for the same
picture on the subsequent participant-naming turn. Specifically,
we tested whether participants used the same name to describe
the picture that their partner had previously used to describe that
picture.
We used a 2 2 2 mixed design in which we independently
manipulated the name used by the partner (preferred prime versus
dispreferred prime) as a within-subjects variable, and level of part-
ner belief [human partner (H) versus computer partner (C)] as
well as the level of virtual human presence [virtual human present
(VH) versus not present (NVH)] as a between-subjects variables.
In the VH conditions, we employed the virtual character “Billie”
with the Articulated Communicator Engine [ACE; Kopp and
Wachsmuth (2004)] for facial animation. To synthesize the virtual
human’s speech, we employed MaryTTS (Schröder and Trouvain,
2003) in version 4.3.1 with the German voice bits1-hsmm. The
same synthetic voice was also employed for the partners’ utter-
ances in theNVHconditions. In all conditions, the actual behavior
of the partner was identical and generated automatically.
2.1.1. Items
A total of 16 experimental items were prepared in two consecutive
steps of pretesting. Each experimental item consisted of (i) a prime
picture along with a distractor picture, (ii) a preferred as well as a
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dispreferred term for the prime picture, and (iii) a target picture
(identical to the prime picture) along with another distractor
picture (see Figure 1A). For example, one item comprised a prime
picture of a bus/coach with distractor picture of an elephant,
the prime names “bus” and “coach,” and the target picture with
a distractor picture of a sock. For the experimental items, we
chose prime/target pictures that have both a highly favored name
and a fully acceptable, but dispreferred alternative name (see
Supplementary Material).
To identify such items, we conducted a two-part pretest. First,
we selected 131 pictures that could be labeled using more than
one name. Then, in the first pretest, 20 participants rated how
acceptable each name was for that picture on a Likert scale from
1 (completely unacceptable) to 7 (completely acceptable). Based
on the results, we then selected 94 pictures with two alternative
names that each had a rating of more than 5 (M= 6.08). In
the second pretest, another 20 participants were provided with
those 94 pictures. In a forced-choice task, they indicated which
of the two names they would use to name that picture. Finally, we
selected 16 pictures for which one name was preferred by more
than 85% of participants. The remaining pictures were used as
distractor pictures in the experimental items and as filler pictures.
We constructed two lists, such that each list contained eight items
in each condition and one version of each item appeared in each
list. We used a fixed randomized order of filler items; the order
of the experimental items was randomized individually for each
participant.
2.1.2. Procedure
Participants were randomly assigned to the experimental condi-
tions. Gender was distributed equally across conditions. All par-
ticipants were informed that they were to play a picture-naming
and -matching game with a partner. Those in the condition
NVH+H (no virtual human; believed human partner) were told
that they were to play with a person sitting in another room;
those in the condition NVH+C (no virtual human; believed
computer partner) were told that they were to play with a com-
puter (see Figure 2A). Those in the condition VH+H (virtual
human; believed human partner) played with a virtual character
whom they were told was controlled by a human player next door;
those in the condition VH+C (virtual human; believed computer
partner) were told that they would play against an autonomous
virtual human (see Figure 2B).
In all conditions, participants were seated in front of a screen.
All participants believed that their partner saw the same pictures
as they did. Participants’ task alternated between picking a pic-
ture that matched the name given by the partner, and naming
a picture for the partner to select in the presence of a distractor
picture. In total, participants experienced 140 trials, each consist-
ing of a participant-matching turn and a subsequent participant-
naming turn.
On participant-matching turns, a matching (prime) and a
mismatching (distractor) picture appeared side by side. A name
“produced by the partner” was generated with the synthetic voice
after a random delay of 1000–2000ms. Variable delays were used
in order to maintain the appearance of a partner producing a
response in realtime. Synthetic speech was identical in all four
FIGURE 1 | Picture stimuli (A) from experiment 1 with preferred name
“Bus” (Engl.: “bus”), dispreferred name “Reisebus” (Engl.: “coach”)
and (B) examples of tangram figures employed in experiment 2.
FIGURE 2 | Experimental conditions of experiment 1: (A) conditions
without virtual human (NVH) and (B) with virtual human as game
partner (VH); beliefs about the partner (human versus computer) were
varied independently.
experimental conditions. In conditions with the virtual human
being present, speech was synchronized with the virtual agent’s
lip movements. Participants pressed “1” on a keyboard to select
the left picture or “2” to select the right picture. The matching
picture appeared on the left on half the trials and on the right on
the other half.
On participant-naming turns, two pictures appeared side by
side, the target picture (identical to the original prime picture) and
another distractor picture.After 2000ms, a yellowbox surrounded
one of the pictures to be named by the participant. The highlighted
picture was on the left for half of the trials and on the right for the
other half. Participants were told that their partner would select
which one of two pictures matched the name they said. After
1500ms (onhalf of trials) or 2000ms (on the remaining half), a red
box surrounded the already highlighted picture; participants were
told that this indicated which picture their partner had selected
(and hence it followed that the partner always appeared to choose
the correct picture).
To make participants familiar with the procedure, the first
experimental trial was preceded with 14 filler items. Then, par-
ticipants encountered 16 experimental trials, each consisting of
a participant-matching turn and a participant-naming turn. We
exemplify this procedure in Figure 3, which shows a dispreferred-
prime trial involving the object in Figure 1A. Its preferred name
(established by pretests; see below) is “bus”; a dispreferred name
is “coach.” In the participant-matching turn, the participant saw
a picture of this object and a distractor picture of another object
(the cooking pot). The partner labeled the prime object using
the dispreferred name “coach,” and the participant responded by
selecting the appropriate picture (their choice is indicated by the
red frame). After two filler trials (each comprising a participant-
matching turn and a participant-naming turn), the participant had
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FIGURE 3 | Procedure for experimental trials in experiment 1: participant-matching turn consisting of (1a) partner naming for the prime picture of a
bus/coach and (1b) participant matching; subsequent participant-naming turn consisting of (2a) participant naming for the target picture of a
bus/coach and (2b) partner matching.
to describe the same object back to the partner in the participant-
naming trial. We tested whether participants aligned with the
partner on the dispreferred name (“coach”) against the basic ten-
dency to use the preferred name (“bus”) that we would normally
expect them to use. Thus, we tested whether participants’ target
names were aligned with the partner’s prime names.
2.1.3. Participants
For all experiments and pretests, participants were recruited at
Bielefeld University. They were native speakers of German and
none of them took part in more than one experiment or pretest.
In this experiment, a total of 90 subjects, aged from 18 to 61
(M= 27.9, SD= 6.68), participated. Forty-seven participantswere
female and 43 participants were male.
2.2. Experiment 2
The second study engaged participants in a game with a part-
ner, in which they alternately matched and described tangram
pictures. Descriptions were given multimodally with speech and
gestures. A 2 3 mixed design was employed to investigate par-
ticipants gesture handedness as a function of the between-subject
factor partner type [human partner (H) versus virtual human
partner (VH)] and the within-subject factor handedness (one-
versus two-handed gestures versus no gesture as a control con-
dition) of the partners gesturing. As in the first experiment,
we employed the virtual human “Billie” in the VH condition
with behavior specified in the Behavior Markup Language [BML;
Vilhjálmsson et al. (2007)] and realized with the AsapRealizer
(Reidsma and vanWelbergen, 2013; vanWelbergen et al., 2014), a
framework for multimodal behavior realization for artificial
agents. The virtual human’s gestures were modeled on the basis
of gestures produced by humans when describing tangrams in a
previous study (Bergmann et al., 2014). In the VH condition, we
employed a Wizard-of-Oz setting to control the agent’s behavior.
That is, an experimenter initiated the agent’s utterances based
on audio and video data of the participant. In the H condition,
a confederate acted as partner and produced gestures according
to the handedness condition. The confederate was not informed
about the aim of the experiment and its particular research
questions.
2.2.1. Items
The materials comprised a set of 30 tangram figures as picture
stimuli (see Figure 1B for some examples; for the full set of stimuli
see Supplementary Material). These either had to be described
by the participants or were described by their virtual/real human
partner.
2.2.2. Procedure
Participants were randomly assigned to one of the two between-
subject conditions (VH andH, respectively). All participants were
informed that they were to play a tangram-description and -
matching game with a partner. Those in the H condition were
interacting directly with a human confederate, those in the VH
condition were interacting with the virtual human whose upper
bodywas displayed in almost life-size on a 4600 screen. Participants
sat opposite their respective partner at a table and had a view
on a screen that displayed the tangram pictures to be described.
Moreover, they had a set of tangram cards in front of them on the
table for thematching task. Participants alternated between select-
ing a tangram figure that matched the description given by their
partner, and themselves describing tangram figures displayed on
the screen. They were provided with blocks of 10 consecutive
items in each of the three handedness conditions, respectively. The
order of these blocks was counterbalanced.
2.2.3. Participants
A total of 54 participants (26 in each between-subject condition),
aged from 19 to 54 years (M= 26.41, SD= 7.21), took part in the
study. Thirty-two participants were female and 22 were male. All
of them were recruited at Bielefeld University and received 6€ for
participating. Gender was distributed equally across conditions.
3. Results
3.1. Experiment 1
Table 2 shows for each condition the proportions of dispreferred
target names used by participants after the partner had used a
preferred or dispreferred-prime name. Following Branigan et al.
(2011), we calculate alignment for dispreferred names as the
proportion of dispreferred targets following dispreferred primes
minus the proportion of dispreferred targets following preferred
primes. To analyze this alignment effect in the different experi-
mental conditions, we used a non-parametric Wilcoxon signed-
rank test (because variables were not normally distributed). In all
conditions, the proportion of dispreferred target names was sig-
nificantly higher after the partner used a dispreferred-prime name
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TABLE 2 |Mean proportion of dispreferred target names following partners
use of preferred or dispreferred-prime name by condition.
Virtual human No virtual human
Human
(N=22)
Computer
(N= 23)
Human
(N= 22)
Computer
(N= 23)
Preferred prime
name
0.03 (0.20) 0.05 (0.10) 0.05 (0.11) 0.02 (0.04)
Dispreferred-prime
name
0.44 (0.20) 0.48 (0.27) 0.35 (0.27) 0.64 (0.25)
Alignment effect 0.41 (0.21) 0.43 (0.30) 0.29 (0.34) 0.63 (0.25)
The alignment effect is calculated as the proportion of dispreferred targets following
dispreferred-prime names minus the proportion of dispreferred targets following preferred
prime names. SDs are given in parentheses.
than after the partner used a preferred prime name. This holds for
participants who interacted with the virtual human (z= 5.57,
p< 0.001, r= 0.83), for participants in the conditions with-
out a virtual human (z= 5.23, p< 0.001, r= 0.83), for par-
ticipants believing themselves to be interacting with a human
partner (z= 5.05, p< 0.001, r= 0.75), as well as for partici-
pants believing to interact with a computer partner (z= 5.66,
p< 0.001, r= 0.84).
3.1.1. Effects of Experimental Conditions
In order to assess the influence of experimental conditions on the
alignment effect, a two-way ANOVA was conducted that exam-
ined the effect of partner belief and virtual human presence on the
alignment effect. There was a significant main effect of partner
belief on alignment strength [F(1; 86) = 8:84; p = 0:004;η2p =
0:09] in the way that participants aligned stronger in interaction
with a computer partner as compared to interacting with a human
interlocutor. The main effect of virtual human presence was non-
significant [F(1; 86) = 0:46; p = 0:5; η2p = 0:005]. However,
there was a significant interaction effect between the type of
partner belief and virtual human presence [F(1; 86) = 6:92; p =
0:01; η2p = 0:07], see Figure 4. We further conducted separate
analyses with one-way ANOVA analyses for participants who
interacted with the virtual human as opposed to participants in
the no-agent conditions. For participants who were not opposed
to the virtual human, there was a significantmain effect of partner
belief [F(1; 44) = 13:76; p < 0:001; η2p = 0:24] such that align-
ment was stronger when participants believed to be interacting
with a computer partner. By contrast, for participants who were
interacting with the virtual human, there was no significant main
effect [F(1; 44)=0:07; p=0:80; η2p=0:002].
3.2. Experiment 2
Table 3 shows the mean proportions of participants’ one-handed
versus two-handed gestures after seeing their (virtual or real) part-
ner doing gestures with one hand, both hands, or no gesture at all.
3.2.1. Effects of Experimental Conditions
Amixed-design ANOVAwith partner handedness (1-handed ges-
tures, 2-handed gestures, no gestures) as a within-subject factor
and partner type (H, VA) as a between-subject factor revealed a
significantmain effect of the factor partner handedness [F(2; 88)=
8:28; p= 0:001; η2p = 0:16]. There was no main effect of partner
FIGURE 4 | Linguistic (lexical) alignment effects measured in
experiment 1.
type on the proportion of participants’ 1-handed versus 2-handed
response gestures [F(1; 44)= 0:46; p= 0:55; η2p = 0:01], nor was
there an interaction effect of partner handedness and partner type
[F(1; 44)=0:94; p=0:34; η2p=0:02].
3.2.2. Analyses of Interactions with Real Human
Partner
Further, we conducted separate analyses for participants who
interacted with the virtual agent as opposed to participants who
interacted with the human partner. Results are visualized in
Figure 5. For participants who had a human partner, a repeated-
measures ANOVA showed a significant main effect of the fac-
tor partner handedness [F(2; 36) = 4:15; p = 0:024; η2p =
0:19]. Post hoc analyses with Tukey’s HSD indicated that this
main effect was driven by significantly increased proportions of
matching versus non-matching gestures. The proportion of one-
handed participant gestures was significantly higher in response
to one-handed partner gestures than in response to two-handed
partner gestures (p= 0.012) or the no-gesture control condition
(p= 0.012). Likewise, the proportion of two-handed participant
gestures in response to two-handed partner gestures was sig-
nificantly increased in comparison with the proportion of two-
handed participant gestures in response to one-handed gestures
performed by the human partner (p= 0.024). In addition, the
proportion of two-handed participant gestures in response to
one-handed partner gestures was significantly lower than in the
control condition (p= 0.024). In sum, participants’ handedness
in human–human interaction was characterized by an increase
of one-handed gestures (and a decrease of two-handed ones) in
response to one-handed stimulus gestures, and an increase of two-
handed gestures (and a decrease of one-handed ones) in response
to two-handed stimulus gestures.
3.2.3. Analyses of Interactions with Virtual Human
Partner
For participants who interacted with the virtual human, a
repeated-measures ANOVA also showed a significant main effect
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TABLE 3 | Mean proportion of participants’ 1-handed versus 2-handed gesture use per experimental condition [i.e., in response to either one-handed,
two-handed, or no-gesture stimuli provided either by the virtual agent (VA) or the human confederate (H)].
Response gestures 1-handed stimulus gestures 2-handed stimulus gestures No gesture stimulus
H VA H VA H VA
1-handed gestures 0.73 (0.24) 0.62 (0.36) 0.63 (0.29) 0.51 (0.40) 0.60 (0.25) 0.61 (0.38)
2-handed gestures 0.27 (0.24) 0.37 (0.36) 0.36 (0.29) 0.48 (0.40) 0.40 (0.25) 0.38 (0.38)
SDs are given in parentheses.
FIGURE 5 | Results of experiment 2: proportions of one-handed gestures (left) and two-handed gestures (right) for the different blocks of interaction
during which the partner gestures differently.
of the factor partner handedness [F(2; 52) = 5:08; p = 0:01;η2p =
0:16]. Post hoc analyses employing Tukey’s HSD indicated that
this main effect was driven by significantly increased proportions
of matching versus non-matching gestures. Again, the propor-
tion of one-handed participant gestures was significantly higher
in response to one-handed agent gestures than in response to
two-handed agent gestures (p= 0.012). Likewise, the proportion
of two-handed participant gestures in response to two-handed
agent gestures was significantly higher than in response to one-
handed agent gestures (p= 0.012). Moreover, the proportion of
one-handed participant gestures in response to two-handed agent
gestures was significantly decreased in comparison with the no-
gesture control condition (p= 0.009). Similarly, the proportion of
matching two-handed response gestures was significantly higher
than the proportion of two-handed response gestures in the con-
trol condition (p= 0.009). In all, participants’ handedness in inter-
action with the virtual human was characterized by an increase of
two-handed gestures in response to two-handed stimuli gestures,
and a decrease of two-handed gestures in response to one-handed
stimulus gestures.
4. Discussion
4.1. Lexical Alignment
Our first experiment was meant to elucidate whether the presence
of a virtual human as interaction partner, as well as the beliefs
about the interaction partner affect linguistic alignment. The
results, first of all, provide strong support for the phenomenon of
lexical alignment in both human–human and human–computer
interactions. Lexical alignment was found in all experimental con-
ditions: when interacting with a virtual human, when interacting
via speech only, when participants were believing themselves to
be interacting with a human partner or with a computer partner.
In accordance with Rosenthal-von der Pütten et al. (2013), these
results demonstrate that lexical alignment does occur in inter-
action with a virtual character. Moreover, and also in line with
previous findings by Branigan et al. (2011), we identified a main
effect of partner type: participants showed a stronger tendency to
align lexically with their interaction partner when they believed to
be interacting with a computer as opposed to a human.
Having conducted the same experimental paradigm with simi-
lar stimulusmaterial, but inGerman instead of English, our results
thus corroborate Branigan et al.’s outcome that lexical alignment
with computers is stronger than with human interlocutors. How-
ever, we found this effect to crucially interact with the visual
presence of a virtual human as interaction partner.When a virtual
human was present, the effect disappeared and lexical alignment
was similar regardless of whom participants believed themselves
to be interacting with (cf. Figure 4).
How can we explain this finding? One way to interpret this is
within the scope of the agent-versus-avatar discussion in social
psychology [cf. Von der Pütten et al. (2010) and Fox et al. (2014)].
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Agents are distinguished from avatars by how they are controlled:
avatars are controlled by humans, whereas agents are controlled
by computational algorithms. In numerous studies, researchers
investigated whether agents and avatars differ with regard to their
social effects – testedwith amultitude ofmeasures. Vonder Pütten
et al. (2010), for instance, analyzed differences between avatars
and agents in terms of social evaluation or social behavior, and
came to a clear conclusion that interacting with an avatar or an
agent barely resulted in any differences. This provides support
for the concept of Ethopoeia, which states that, as humans are
inherently social, human-like social rules apply automatically and
unconsciously also in interactions with computers (Nass et al.,
1997; Nass and Moon, 2000). Accordingly, there is no difference
between agents and avatars as long as the artificial characters pro-
vide a sufficient quantity of social cues such as natural language
or non-verbal behaviors. By contrast, other studies employing
differentmeasures of social affect came to the result that perceived
avatars produce stronger social responses than perceived agents
(Fox et al., 2014) as predicted by the model of social influence in
virtual environments (Blascovich, 2002).
Our lexical alignment results lend support to the Ethopoeia the-
ory, implying that the character’s appearance and behavior created
such a strong social presence for the participants that their beliefs
about how the character was controlled and corresponding audi-
ence design decisions would be rendered almost non-effective.
Indeed, the strength of lexical alignment seems to decrease the
more human-like social cues from the interlocutor are present.
That is, lexical alignment is among those dynamic adaptations
of linguistic behavior that probably have a strategic component,
but that are also affected by the social cues provided by a virtual
human. So, while Branigan et al. (2011) suggest that people stick
with rather persistent interlocutor models in HCI (Pearson et al.,
2006), the present results suggest that virtual humans are treated
more like real humans in that observed appearance and behavior
rapidly override or update initial beliefs – a phenomenon known
from human–human interactions (Von der Pütten et al., 2010;
Bergmann et al., 2012). Further research is required at this point
addressing the question in how far alignment strength might alter
dynamically and which factors might affect these dynamics.
4.2. Gestural Alignment
In the second experiment, we investigated whether humans also
align gesturally to a visually present partner, and whether this
also holds for virtual humans as interaction partners. We found
clear evidence for “inducable” alignment of gesture handedness,
i.e., when the interaction partner changed handedness of gesture
use, human participants tended to follow within a certain period
of time. This finding, first of all, provides support for the existence
of gestural alignment.
However, while previous studies have looked at human–human
alignment of overall gesture forms (Kimbara, 2006; Parrill and
Kimbara, 2006; Holler andWilkin, 2011) or handshape use (Kim-
bara, 2008; Mol et al., 2012), the present study supplements these
findings with respect to handedness. This is important as handed-
ness, in contrast to other gestural features like handshape, conveys
no or little meaning in the experimental setting. In general, hand-
edness is often communicatively less relevant. Drawing gestures,
for instance, in which the index finger is used as a “pen” to draw,
e.g., the shape of an object in the air, convey meaning mainly
through the movement trajectory of the hand (or index finger).
It is irrelevant whether such a drawing is performed either with
one hand or by two hands. The results from our experiment 2,
hence, are unlikely to be driven by some form of grounding or
audience design to foster communicative success. Our findings
instead show that alignment is not restricted to meaning-related
aspects of verbal or non-verbal communication, and indicate a
multicomponential nature of interpersonal alignment.
A second major finding from experiment 2 is that gestural
alignment strength did not differ significantly in interactions with
a real versus a virtual human. This may lend further support to
the Ethopoeia view that virtual humans can create human-like
social presence that triggers the same adaptation mechanisms
as in human–human interaction. But we can shed even further
light on the nature of these mechanisms. In a recent analysis
of a large corpus of human–human dialog data, Bergmann and
Kopp (2012) have shown that alignment of communicatively less
relevant gesture features is actuallymore prevalent than alignment
of communicatively relevant ones. A possible explanation for this
could be that multiple adaptation mechanisms are simultaneously
at work when we interact – from high-level strategic mechanisms
driven by grounding, to lower-level mechanisms driven by prim-
ing of the sensorimotor system. The former should primarily
affect alignment in communicatively relevant gestural features,
while the latter could more strongly affect features that are less
constrained communicatively [see Kopp andBergmann (2013) for
a more detailed proposal of such a model].
In our experimental setting, handedness may belong to the
latter category and may thus be influenced by automatic “motor
resonance” processes, which may also be triggered by virtual
humans’ gesturing. Neuroscientific research has suggested a neu-
rological basis for this – a frontoparietal action–observation net-
work that supports automatic behavior imitation by mapping
observed action into motor codes also involved in execution
(Cross et al., 2009). Recent evidence, in particular, showed that
automatic imitation even occurs in a strategic context (Cook et al.,
2012). Crucially, the action–observation network has been shown
to be biologically tuned: responses are stronger when observing
human bodily behavior as compared to artificial bodily behavior
(Kilner et al., 2003; Tai et al., 2004; Engel et al., 2009). Following
these considerations, alignment in handedness should be stronger
in interaction with real human interlocutors as opposed to an
artificial dialog partner. Although it might be the case, however,
that our virtual human’s gesturing (synthesized by way of model-
based computer animation)might have fallen short of fully natural
human gesturing in someway, the fact that there was no difference
in the VH versus H conditions implies that whatever aspects the
synthesis fell short in, they were not crucial for distinguishing
virtual versus real human in relevantways for behavior adaptation.
In other words, the gesturing synthesis may not have been fully
human-like, but it was human-like enough to induce human-like
gestural alignment.
Finally, our results do show a difference in how partici-
pants aligned their gesturing in response to human versus agent
stimuli. In human–human interaction, there was an increase of
Frontiers in ICT | www.frontiersin.org May 2015 | Volume 2 | Article 78
Bergmann et al. Exploring the alignment space
one-handed gestures in the matching condition, while the two-
handed gesture rate remained unaffected and on the level of
the control condition. By contrast, in human–agent interaction,
the alignment effect was due to an increase of two-handed ges-
tures in the matching condition, while the one-handed gestures
remained largely unaffected. Here, the multicomponential nature
of alignment might be manifesting again. Assuming that two-
handed gesturing is more effortful than one-handed gesturing,
participants were found to be willing to invest more effort when
communicating with a virtual human. This may be, just like
lexical alignment, due to the beliefs about the artificial partner as
not being so capable of recognizing gestures. A more systematic
experiment is needed to reveal whether this adaption effect is
really only uni-directional (from one- to two-handed gesturing).
5. Conclusion
The current picture of alignment is very fragmented, with various
phenomena, mechanisms, and effects being discussed. We would
argue that it makes more sense to speak of an “alignment space”
that needs to be systematically explored. The present findings
complement this fragmentary picture in several ways.
First, we provided first evidence for both lexical and gestural
alignments with virtual humans. This shows that adaptation takes
place in interaction with artificial characters regarding commu-
nicative features (lexical alignment) as well as features without
obvious communicative function (handedness alignment). Sec-
ond, our results from the lexical alignment experiment suggest
that people take initial beliefs about their interlocutor into account
when adapting their choice of words to their addressees’ – but only
to a certain degree. When social cues and presence as created by
a virtual human come into play, automatic social reactions appear
to override initial beliefs in shaping lexical alignment. Finally,
our evidence from handedness alignment in gestures suggests that
automatic motor resonance is (at least) complemented by audi-
ence design in affecting how people align with their interaction
partners.
Overall, we interpret our findings such that alignment of com-
municative behavior is the result of a dynamic interplay of multi-
ple mechanisms. There are, on the one hand, mechanisms aiming
at communicative success with both, strategic (audience design)
and automatic (motor resonance) components. On the other
hand, there are social mechanisms, which may also divide into
rather strategic components and rather automatic components.
Strategically, speakers might align to express their affiliation with
an interlocutor and to enhance their interpersonal relationship.
Automatically, speakers respond to social cues provided by their
dialog partner. Further research is needed to elucidate how dif-
ferent mechanisms and driving forces compete and interact with
each other. As the current work has shown, research with virtual
humans can be a valuable means to address and distinguish the
different kinds of processes and mechanisms identified so far.
Finally, the present study indicates that alignment has a role
to play in the design of dialog systems and virtual humans. It
has often been reported that system-to-user alignment can foster
acceptance, user experience and interaction quality (Brockmann
et al., 2005; Buschmeier et al., 2009). The opposite effect of user-
to-system alignment can also be exploited, e.g., in order to affect
users to use particular behaviors that can be better processed by
the system. For instance, predictions of users’ choice of words
might speed up and improve the results of automatic speech recog-
nition. Similarly, predictions about users’ non-verbal behavior like
gestures or facial expressions might enhance recognition rates
for those social signals. Furthermore, the alignment effect may
be exploited for application goals. For one thing, alignment may
promote learning and could be investigated in the development of
e-learning systems and pedagogical agents. For example, lexical
alignment might help to extend learners’ vocabulary with respect
to technical terms (Rosenthal-von der Pütten et al., 2013), syn-
tactic alignment might help to learn language (Messenger et al.,
2012; Rowland et al., 2012) or a foreign language (McDonough,
2006), and gestural alignment might support teaching in differ-
ent ways (Cui et al., 2014). First steps into this direction have
already been taken with respect to math education (Alibali et al.,
2013) or vocabulary acquisition in a foreign language (Bergmann
andMacedonia, 2013). Understanding human learners’ alignment
in response to virtual teachers or tutors might help to improve
and optimize human–agent interaction with respect to learning
outcome, motivation, and/or teacher acceptance.
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