Sparse random projection (RP) is a popular tool for dimensionality reduction that shows promising performance with low computational complexity. However, in the existing sparse RP matrices, the positions of non-zero entries are usually randomly selected. Although they adopt uniform sampling with replacement, due to large sampling variance, the number of non-zeros is uneven among rows of the projection matrix which is generated in one trial, and more data information may be lost after dimension reduction. To break this bottleneck, based on random sampling without replacement in statistics, this paper builds a stable sparse subspace embedded matrix (S-SSE), in which non-zeros are uniformly distributed. It is proved that the S-SSE is stabler than the existing matrix, and it can maintain Euclidean distance between points well after dimension reduction.
Introduction
Dimensionality reduction, which projects original features into a lower dimensional space, has been a prevalent technique in dealing with high dimensional datasets, because it is able to remove redundant features, reduce memory usage, avoid the curse of dimensionality and improve efficiency of machine learning algorithm. As a preprocessing step, dimensionality reduction has been applied to a variety of problems including k-means clustering [1, 2, 3] , support vector machines classification [4, 5, 6, 7] , k-nearest neighbors classification [8] , least squares regression, and low rank approximation [9] . However, how to design efficient and effective dimensionality reduction algorithm is a serious challenge problem.
The goal of dimensionality reduction is to approximate a large matrix X with a much smaller sketchX such that the solution to a given problem onX is a good approximation on X. Some works obtainX by low-rank approximation (also known as singular value decomposition (SVD) or principal component analysis(PCA) [10] ). Given a dataset X ∈ R m×n , consisting of m data points each having n features, SVD requires O(mn min{m, n}) time to reduce data dimensionality from n to d (d n), which is prohibitively large even for moderate size datasets. By imposing sparse regularization, some sparse PCA based methods are proposed for dimension reduction, see [11] [12] [13] . These low-rank approximation methods can preserve data information well, but they are all based on minimization optimization problems, so it is very hard to solve them and the computation is time consuming. To overcome this obstacle, we study random projection (RP) techniques in this article.
RP multiplies X by the transpose of a random matrix R ∈ R d×n , i.e. X = XR ∈ R m×d , where d is independent of m and n, to satisfy Rx 2 ≈ x 2 simultaneously for all samples x ∈ R n in X. It has been applied in various fields, such as image data [14] , text documents [15] , face recognition [16] , privacy preserving distributed data mining [17] , etc. Compared to SVD-based dimensionality reduction approaches, RP reduces the running time to at most O(mnd).
The critical factor affecting the efficiency and effectiveness of RP is the random matrix R. A good R is able to make the process of dimensionality reduction efficient, and can well preserve the Euclidean distances between pairwise points after dimensionality reduction.
There are a number of literatures on designing R. In [18] , the entries of R (denoted by R ij ) obey standard normal distribution having mean 0 and variance 1, i.e. R ij ∼ N (0, 1). Achlioptas [19] demonstrates that R ij can also have values +1 or −1 with probability 1/2, which we denote as U (1, −1). It is proved that R ij in this method have mean 0 and variance 1, and the distribution of R ij is symmetric about the origin with E(R 2 ij ) = 1. This property is sufficient to prove that (1+ )-approximate holds after dimensionality reduction [19, 18] . Comparing to R ij ∼ N (0, 1), the advantage of R ij ∼ U (1, −1) is that the computation of the projection only contains summations and subtractions, but no multiplications, hence the computation is simple. However, because random matrices R are both dense in these two methods, the computational complexity of multiplication XR are both O(nnz(X)d), where nnz(X) denotes the number of nonzero entries in X, and nnz(X) = mn when X is dense. This complexity is lower than SVD-based dimensionality reduction approaches as d n < m normally, but it is still high.
To further reduce the complexity of RP, researchers turn their attention to sparse matrices. The complexity of the multiplication XR is O(nnz(X) ) when R is a sparse matrix, where < d is the number of nonzero entries in per row. The smaller is, the less computational cost of RP is. In [19] and [22] ,
In each row of this matrix, d/κ entries are non-zeros, 
constructed a very sparse embedded (SE) matrix R with R ij ∈ {+1, −1, 0}. In R, each column only contains one nonzero entry. The computational complexity of the multiplication XR is only O(nnz(X)), which is the lowest as far as we know. Table 1 summarizes the properties of the above mentioned methods.
There is one defect in the existing RP matrices that the positions of nonzero entries in each column of R are random. Although the row labels of non-zero entries in each column are obtained by uniform sampling with replacement from {1, . . . , d}, such sampling manner leads to a large variance, therefore the number of non-zeros is uneven among rows of the RP matrix that is generated in one trial, which may cause more data information loss after dimension reduction and leads to bad Euclidean distance preservation between points. Moreover, the large variance also causes the generated RP matrices instability, and further leads to the performance of dimension reduction unstable.
To improve stability of the sparse RP matrices as well as reduce variance of the number of nonzero entries among rows in matrix, we use the ideas of randomly sampling without replacement in statistics. To the best of our knowledge, this is the first attempt to improve the stability of RP matrices, and our method is simple and effective. The main contributions are summarized as follows.
• The stable sparse subspace embedded matrix is constructed for dimension reduction. In this construction, the idea of uniform sampling without replacement is adopted to obtain the position of nonzero entries in the matrix. In the constructed matrix, each row contains n d or n d + 1 nonzero entries, and each column contains only one nonzero.
• We prove that our matrix is stabler than SE matrix [23] .
• It is proved that embedding the original data into dimension d = O( −2 log(1/δ)) is sufficient to preserve all the pairwise Euclidean distances up to 1 ± .
• Experimental results verify our theoretical analysis, and illustrate that our algorithm outperforms other compared dimension reduction methods.
The rest of this paper is organized as follows. Section 2 gives notations used in this paper and introduces theoretical basis of random projections. Section 3 describes sparse embedding method. We propose our stable sparse subspace embedding in section 4 and present its analysis in section 5. Experimental results are presented in section 6. Finally, we summarize the whole article and point out a few questions in section 7.
Preliminaries

Notations and linear algebra
X ∈ R m×n is the dataset with m samples and n features. We denote d as the number of reduced features. All logarithms are base-2 by log. For a positive integer n, we use [n] to denote the set [1, . . . , n]. · denotes the smallest integer greater than a number, and · denotes the largest integer less than a number. P(·) is the probability of an event. A vector x is assumed to be a row vector, and
x denotes its transpose. For a vector x ∈ R n , 
Theoretical basis of random projections
RP is a computationally efficient and sufficiently accuracy method as respect to preserving Euclidean distance after dimension reduction. The theoretical basis of RP arises from the following lemma: [24, 21] ) For any real numbers 0 < , δ < 1/2, there exists an absolute constant C > 0, such that for any integer d = C −2 log(1/δ), there exists a probability distribution D on d × n real matrices such that for any fixed x ∈ R n ,
where R ∼ D indicates that the matrix R is a random matrix with distribution D. P is the probability of a event.
Using linearity of R and Lemma 2.1 with x = u − v, we get that R satisfies
Therefore, Johnson-Lindenstrauss lemma illustrates that if points in one space are projected onto a randomly extracted subspace with suitable dimension, then the distance between pairwise points are approximately preserved [15] . In order to satisfy Johnson-Lindenstrauss Lemma, the entries of random projection matrix R should be i.i.d. with zero mean and unit variance [18, 19, 21] . For convenience, we define subspace embedded matrix as follows.
Moreover, if matrix R is a sparse matrix, then R is a sparse subspace embedded matrix. The probability P(
The Definition 1 indicates that matrix R embeds space R n into R d while preserving the distance between points (1+ )-approximation with the probability larger than 1 − δ. A good subspace embedded matrix makes the Euclidean distance approximation better, and calculates multiplication XR fast.
Sparse embedding
The sparse embedding algorithm is listed in Algorithm 1.
Algorithm 1 Sparse Embedding [23] Input: Dataset X ∈ R m×n .
Output: Sparse embedded matrix R = ΦQ ∈ R d×n and feature extracted
and all remaining entries 0.
3: Construct matrix Q ∈ R n×n is a random diagonal matrix whose entries are i.i.d. Rademacher variables.
4:
Compute the productX = X(ΦQ) .
In Algorithm 1, h is a random map so that the row labels of the nonzero entries in Φ are completely random. This causes that the distribution of nonzero entries is uneven between rows, that is, some rows in R contain more nonzero entries but other rows contain less even none, see Fig.1 (a) for an example. In In the following sections, we build a new sparse subspace embedding matrix and provide theoretical analysis for it in order to overcome the defects of SE.
Columns of matrix
Rows of matrix 
Stable sparse subspace embedding
In this section, we design a new sparse subspace embedded (SSE) matrix:
Stable SSE matrix (S-SSE). Algorithm 2 gives the construction of S-SSE matrix.
In this matrix, each column only has one nonzero entry, which is +1 or −1 with the same probability. Every row contains almost the same number of non-zeros.
Remark 1. Main difference between S-SSE and SE is the selection of row la-
bels of nonzero entries. SE chooses those by randomly sampling with replacement, whereas our method chooses those by randomly sampling without replacement.
The number of nonzero entries in each row of S-SSE matrix is n d or n d , thus nonzero entries are uniformly distributed among columns of R, see Fig.1(b) for an example. Furthermore, because the sampling error of sampling without
). 2: Repeat [d] for n/d times and obtain a set D. 3: Randomly sample n elements from D without replacement to construct sequence S.
with probability 1/2, and all remaining entries 0. 5: Compute the multiplicationX = XR . replacement is smaller than that of sampling with replacement, R constructed by the S-SSE follows a symmetric distribution about zero mean with unit variance better than by the SE, and the S-SSE satisfies the Johnson-Lindenstrauss lemma better [18, 19, 21] . This leads to the S-SSE preserving the Euclidean distance better than the SE after dimension reduction, see the experimental results in , which is the same as SE method.
Properties of the S-SSE
In this section, we prove two good properties of the S-SSE: stability of matrix and preservation of Euclidean distances.
Stability of matrix
The following discussion confirms that the S-SSE matrix is stabler than the SE matrix. indicates that the expectation of Y is the same as that of Z, while the variance of Y is less than that of Z when d ≥ 2.
Theorem 5.1. Denote E(·) and V ar(·) as the expectation and variance of a variable, respectively. The random variables Y and Z are the number of nonzeros in rows of the S-SSE matrix and the SE matrix, respectively, then
Proof. Set n = rd+q, where r = n d and 0 ≤ q < d is an integer, the distribution of Y is
In addition, because
In the following, we compute the expectation and variance of Z. Let random event B mean "non-zero is in the i-th row" andB mean "non-zero is not in the i-th row". Because the row label of non-zero entry in each column is randomly chosen, which is equivalent to randomly sampling with replacement from [d], therefore P(B) = 1 d and P(B) = 1 − 1 d . The random variable Z is the number of times that B occurs in n Bernoulli trials. Hence Z obeys the binomial distribution, and the distribution of Z is
The expectation and variance of Z are
Eqs. (1) and (3) When q = 0, then V ar(Y) = 0, that is, if n can be divided by d without remainder, then each row of the S-SSE matrix contains the same number of non-zeros. When q = d 2 , the V ar(Y) reaches the maximum 1 4 . In comparison, the V ar(Z) is not less than 1 4 . Remark 4. Theorem 5.1 illustrates that the number of non-zeros in rows of the SE matrix changes greater than that of the S-SSE matrix, which leads to large variety among rows in the SE matrix, and further causes the generated matrices changes greatly. Therefore, the SE matrix is more unstable than S-SSE matrix.
Preservation the Euclidean distances
In this subsection, we prove that our S-SSE matrix can preserve pairwise Euclidean distance up to 1 ± .
Lemma 5.2. [25, 21] Let B ∈ n×n be symmetric and z ∈ {+1, −1} n be random. Then for all l ≥ 2,
Theorem 5.3. The matrix R ∈ R d×n is constructed by Algorithm 2. Given
) such that R is a sparse subspace embedding matrix, i.e. for any x ∈ R n ,
Proof. Assume x is a unit vector, i.e. x 2 2 = 1, which can be obtained in data preprocessing step. Therefore, (5) is translated into
It is equal to the following inequation:
For convenience, we denote h = Rx 2 2 − 1, then (5) is equal to
We rewrite the entries of matrix R as R ij = η ij σ ij , where η ij is an indicator random variable for R ij = 0, σ ij ∈ {+1, −1}, then
where A is a dn × dn block diagonal matrix. It can be divided into d blocks with each n × n. For the t-th block A t ,
Then,
where For any i = j ∈ [n], d t=1 η ti η tj ≤ 1, which indicates that the number of non-zero entries in the same row is no more than 1 in two columns. We have
Moreover, we can prove that (8) and (9) into (7), we obtain
Let C = C1 d , where C 1 > 0 is a constant, l = log(1/δ). In order to make (10) less than δ = ( 1 2 ) l , we need d > 2 3 C 1
). Therefore, the theorem 5.3 is proved. By comparison, we demonstrate that d = O( log(1/δ) 2 ) is sufficient for S-SSE to preserve Euclidean distance up to (1 + )-approximation, and our proof is simpler.
Experiment
We compare our method S-SSE with several other feature extraction methods to evaluate the performance of the S-SSE. They are listed below:
• SPCA: Sparse principal component analysis is proposed by [11] . SPCA imposes the lasso (elastic net) constraint into the PCA to promote sparse.
The matrix deduced by SPCA is a sparse matrix.
• DE: The density embedding (DE) method is proposed by [19] . In this method, R is dense, R ij ∈ {1, −1} with the same probability.
• SE: The sparse embedding (SE) method corresponds to Algorithm 1. In this method, the position of nonzero entry in each column is randomly chosen.
• S-SSE: Stable sparse subspace embedding (S-SSE) corresponds to Algorithm 2.
We performed all the experiments on the PC machine with dual Intel core i7-4790 CPUs at 3.60GHz processor and 8 GB of RAM.
Data separability comparison after dimensionality reduction
In order to verify our theoretical analysis in section 5.1, we performed experiments on a synthetic dataset which consists of four classes. Each class contained 1000 samples with a dimension of 100. Features in four classes were drawn from normal distribution having variance 0.5 and mean 0, 2, 4 and 6, respectively. The dimension was reduced by using the SE and the S-SSE. Figure 2 shows data distribution when each class containing 100 samples with a dimension of 2. We adopt separability of dimensionality reduced data to measure the feature extraction performance of the SE and the S-SSE. The separability metric is the ratio of between-class distance and within-class distance, i.e.
is the between-class dispersion matrix, c is the number of classes, P i is the priori probability of the i-th class, N i is the number of samples contained in the i-th class, x (i) j is the j-th sample in the i-th class, s i is the mean of samples in the i-th class, s is the mean of all samples.
The larger the J is, the better the separability is.
In order to obtain unbiased results, we ran programs 1000 times independently for each dimension d and computed mean and variance of J. Fig. 3 gives the experimental results. Fig. 3 illustrates that the separability of the data is still good after dimensionality reduction by using the SE and the S-SSE. We can also observe that values of J at some d are larger than that at d = 100, which indicates that feature extraction may improve the separability of the data. With the increasing of d, the fluctuation of J decreases, and more and more close to the value of J at d = 100, which indicates that the separability of dimensionality reduced data becomes stabler as d increases. The fluctuation of J for the S-SSE is smaller than that for the SE, which indicates that the separability of the data dimensionality reduced by using the S-SSE method is stabler than that by using the SE method. Fig. 3(b) shows that the variances of J for the SE and the S-SSE both decrease as the dimension increases, which indicates that the larger the reduced dimension is, the stabler the data separability is. For all the d, the variances of J for the S-SSE are all smaller than that for the SE, which indicates that the S-SSE is stabler than the SE. Overall, the S-SSE is able to maintain data separability as the SE, but the S-SSE is stabler than the SE, because the random matrix constructed by the S-SSE method is stabler. were performed 100 times independently and the mean of was calculated to obtain unbiased results. Fig. 4 gives the experimental results. It can be shown from Fig. 4 that decreases with the increasing of d. This is consistent with reality. Moreover, the relative error of the S-SSE is less than that of the SE in most cases. Therefore, the S-SSE can preserve the Euclidean distance better than the SE after dimensionality reduction. 
The variation of distance preservation probability p with d
In order to verify the conclusion of Theorem 5.3, and further compare the preservation of Euclidean distance after dimensionality reduction by the SE and the S-SSE, experiments were conducted on one synthetic dataset and two benchmark datasets. We calculate frequency of Rx 2 falling within the interval
. Experiments were run 10,000 times independently and computed the mean of the frequencies as the distance preservation probability.
For convenience, we denote this probability value as p, i.e. p := P((1 − ) x 2 ≤ Rx 2 ≤ (1 + ) x 2 ), which is related to and R. If is fixed at a constant, then the larger p is, the better the Euclidean distance preservation of R is.
The synthetic dataset contains 1000 samples with dimension 200, which were uniformly and randomly generated from interval [0, 1]. The benchmark datasets are DNA and MADELON, whose information is listed in Table 2 . To measure the variation of distance preservation probability p with d, was fixed at = 0.1 ∈ (0, 0.5), and d was set as 20 to 200 with interval 20. Fig. 5 gives the experimental results. Fig. 5 illustrates that as d increases, p also increases gradually approaching to 1, which indicates that the distance preservation probability increases with the increasing of reduced dimension. With regard to the same d, the value of p for the S-SSE is larger than that for the SE, which indicates that the S-SSE method can better preserve Euclidean distance approximation.
The variation of distance preservation probability p with
To measure the relationship between distance preservation probability p and relative error , we fixed d at 80, 80 and 100 for synthetic dataset (the generation method is the same as that in subsection 6.2.2), DNA and MADELON, respectively. was set as 0.05 to 0.5 with interval 0.05. The experiments were performed 10000 times independently and computed the mean of p as the final results. Fig. 6 gives the experimental results. Fig. 6 shows that the values of p gradually increase to 1 as increases, which indicates that with the enlarging of interval [(1 − ) x 2 , (1 + ) x 2 ], p also increases, which is consistent with 
k-means clustering experiments
Our S-SSE approach can be applied in various Euclidean distance based machine learning algorithms. In these algorithms, k-means clustering is one of the most widely used methods, but it is inefficient on dealing with high dimensional datasets. In order to evaluate the performance of the proposed feature extraction method applied in machine learning, this subsection uses the dimensionality reduced data onto the k-means clustering and compares the S-SSE against a few other prominent dimensionality reduction methods. For SPCA, we set the number of non-zero entries in each column of principal component directions matrix is 1 to compare the efficient of the SPCA, the SE and our S-SSE. The maximum number of iterations in SPCA is set 3000. We can not get the results of SPCA within three days on GISETTE and SECTOR datasets. Thus, these results are not reported. The datasets can be downloaded from the LIBSVM website 1 . Table 2 lists the information of the datasets, including the number of samples, features and classes. In order to compare the effect of feature extraction algorithms the SPCA, the DE, the SE, the SPCA and the S-SSE, we ran standard k-means clustering algorithm after dimensionality reduction. We also compare all these algorithms against the standard k-means clustering algorithm on the full dimensional datasets. In experiments, Cai's Litekmeans package 2 performs very well, hence we employed Cai's package in our experiments. The results in the figures are the mean of ten runs for each dataset. In each run, k-means clustering repeats twenty times, each with a new set of initial centroids, and returns the best one as the clustering output, i.e. in MATLAB, we ran the following command:
litekmeans(X, k, 'Replicates', 20).
Evaluation methodology
To measure the quality of all the methods, we reported the clustering accuracy [26] , e.g. accuracy = 0.9 implies that 90% of the points are assigned the "correct cluster". We also reported the running time (in seconds) of constructing the matrix R and computing the multiplication RX for all the compared algorithms.
All the reported results correspond to the average values of 10 independent runs.
Results
Experimental results are shown in Figs. 7 -9. x-axis is compression factor, i.e. the ratio of the number of features after reduction and the number of original features, for instance, compression f actor = 0.3 indicates that we extract 30% of original features. For SECTOR, the maximum compression factor is set as 0.4 because its dimension is so extremely high that training it consumes excessive memory.
From Figs. 7 -9, we can draw the following conclusions:
• Fig. 7 each other for constructing R and for computing product RX on all datasets, which means that our method does not increase running time comparing with the SE, while the performance is improved. The DE is the slower method. That is because the DE matrix is not a sparse matrix, generating it and multiplying it with dataset matrix X are time consuming.
The SPCA is the slowest method to construct R, because SPCA needs to solve a optimization problem to obtain R, which is not easy and the computation is extraordinarily time consumption.
Conclusion
High dimensional data has provided a considerable challenge in designing machine learning algorithm. To address this obstacle, researchers apply dimensionality reduction algorithms first instead of directly working with high dimensional data. Random projection is more efficient than low rank based approaches, therefore it attracts a lot of researchers to study. In this study, we design a stable sparse subspace embedding algorithm for dimensionality reduction. It overcomes the disadvantages of the state-of-art sparse embedding methods, such as the instability of matrix, the uneven distribution of nonzeros among columns in matrix. It is proved that the proposed method is stabler than the existing method, and it can preserve (1 + )-approximation after dimensionality reduction. The superior performance of our method are attributed to the uniform distribution of nonzeros in the matrix. The experimental results verify our theoretical analysis and show that compared with other dimensionality reduction methods, the new algorithm is stabler, can better maintain Euclidean distance between points, and can obtain better performance in machine learning algorithm. We conclude this paper with two open questions. Is our stable idea effective for other RP approaches? Does our algorithm perform well on other machine learning algorithms besides k-mean clustering?
