SUMMARY A Shared-State Hidden Markov Model (SS-HMM) has been widely used as an acoustic model in speech recognition. In this paper, we propose a method for constructing SS-HMMs within a practical Bayesian framework. Our method derives the Bayesian model selection criterion for the SS-HMM based on the variational Bayesian approach. The appropriate phonetic decision tree structure of the SS-HMM is found by using the Bayesian criterion. Unlike the conventional asymptotic criteria, this criterion is applicable even in the case of an insufficient amount of training data. The experimental results on isolated word recognition demonstrate that the proposed method does not require the tuning parameter that must be tuned according to the amount of training data, and is useful for selecting the appropriate SS-HMM structure for practical use.
Introduction
Recently, a context-dependent Hidden Markov Model (HMM) has been widely used as a standard acoustic model in speech recognition. The triphone HMM is often adopted as the context-dependent model, which considers the preceding and following phoneme contexts as well as the center phoneme. Since the number of triphone contexts is large, it is almost impossible to collect a sufficient amount of training data to estimate all parameters of triphone HMM states, and the data insufficiency causes over-training. To solve these problems, there exist some methods of sharing parameters over several triphone HMM states [1] - [3] . We call this model Shared-State HMM (or simply SS-HMM in this paper).
To construct SS-HMMs, an appropriate model structure is required, namely, we must select the sharing structure of states and the total number of shared states appropriately. Conventionally, the Maximum Likelihood (ML) criterion has been used as the model selection criterion. However, the ML criterion requires the number of shared states or the minimum likelihood gain to be experimentally set as a threshold. This is because the likelihood value increases monotonically as the number of model parameters increases, and always leads to the selection of a model structure having the largest number of parameters, in the sense of ML. Therefore the ML criterion is not suitable [4] , [5] to deal with the acoustic model selection without using the threshold * * . However, these criteria are derived based on the asymptotic condition, and are only effective when the amount of training data is sufficiently large. In practical acoustic modeling, we encounter the case when the amount of training data is small, and therefore, a method which is not limited to the case of a large amount of training data is desired.
In this paper, we propose a new model selection for SS-HMMs, in which the Bayesian criterion, which does not require the asymptotic condition, is used. The new selection method can be used for any amount of training data. We show the effectiveness of our proposal by demonstrating a speaker-independent isolated-word recognition task.
Model Structure Selection Using Bayesian Criterion

Maximum Likelihood Estimation and Bayesian Estimation
In this section, we explain the Bayesian estimation approach compared with the ML estimation approach. The ML estimation approach trains acoustic model parameter θ c for class c based on the criterion of maximizing likelihood function p(O|θ c ) for training data O, and yields ML estimate θ c , as follows:
Once θ c is estimated, recognition result c for unknown data x can be obtained from
The ML estimates overly fit uncertain statistics due to the small amount of training data, which causes a degradation of the performance (over-training effect). The Bayesian estimation approach trains not parameter θ c , but posterior distribution p(θ c |O) for θ c . Once p(θ c |O) is estimated, recognition result c for unknown data x can be obtained from
The Bayesian estimation marginalizes a parameter effect by the integral calculation, which mitigates the over-training effects resulting from the uncertain estimation of a parameter, as well as the performance degradation compared with the ML estimation. In other words, the Bayesian estimation achieves a more generalized estimation than the ML estimation.
In addition, the Bayesian estimation is able to deal with model selection in the estimation framework by regarding a model structure (m) as a probabilistic variable. Namely, the Bayesian estimation framework can select an appropriate model structure by choosing m which maximizes posterior distribution p(m|O).
Model Structure Selection Using Bayesian Criterion
In the previous section, we discussed the Bayesian estimation under the assumption that posterior distributions were already obtained. However, in general, it is difficult to obtain analytical results of posterior distributions because the posterior distribution estimation requires solving complicated integral calculations. For example, to obtain posterior distribution p(m|O), joint distribution p(O, Z|Θ, m) from complete data set {O, Z} and prior distributions p(Θ|m) and p(m) are required. Then, by marginalizing Θ and Z, and by using the Bayes theorem, p(m|O) is represented as
where Θ = {θ c : c = 1, . . . , C} and Z is a set of latent variables. In order to avoid complicated integral calculations, BIC approximates Eq. (4) by expanding log p(m|O) with respect to the amount of training data (T ), and by disregarding the terms that belong to more than o(1/T) order. Then, the objective function for model structure selection can be solved analytically [6] . Thus, the BIC objective function is derived under the asymptotic assumption that the amount of training data is sufficiently large, which means that BIC is not theoretically guaranteed as an appropriate criterion when the amount of training data is small. The MDL criterion is also derived under the asymptotic assumption and has the same problem.
Recently, a method of estimating posterior distributions has been proposed, which is based on the variational Bayes (VB) method. VB uses a variational method when dealing with the integral calculations, without using the asymptotic condition [7] - [9] . VB appropriately approximates true posterior distributions. We express the VB posterior distribution as q(·|O) in order to distinguish it from the true posterior distribution p(·|O), hereinafter.
Assuming that the prior distribution for a model structure is a uniform distribution, the following functional is introduced for a fixed model structure m: 
Θ −c represents a complement set for θ c . q(θ c |O, m) and q(Z|O, m) are mutually dependent, and can be obtained by an iterative calculation. In addition, F m has the following relationship with VB posterior distribution q(m|O):
The details of the derivation are discussed in Appendix A. Equation (7) means that maximizing q(m|O) for m is equivalent to maximizing F m for m. That is to say, F m is not only an objective functional for q(Θ|O, m) or q(Z|O, m) with a fixed m, but also an objective function for model structure m. Therefore, we can consider model training for HMM and GMM, which include latent variables, and model structure selection using F m consistently under the Bayesian criterion. In this paper, we apply F m to the model structure selection of SS-HMM in acoustic modeling.
Selection of Shared-State Hidden Markov Model
Structure Using Bayesian Criterion
Phonetic Decision Tree Using ML Criterion
The phonetic decision tree method has been widely used to construct an SS-HMM effectively by utilizing the phonetic knowledge-based constraint and the binary-tree search [3] .
Here, we introduce a conventional phonetic decision tree method using the ML criterion.
Let Ω(n) denote a set of states that tree node n holds. We start with only a root node (n = 0) which holds a set of all triphone HMM states Ω(0) for an identical center phoneme. The set of triphone states is then split into two sets, Ω(n Y ) and Ω(n N ), which are held by two new nodes, n Y and n N , respectively, as shown in Fig. 1 . The partition is determined by an answer to a phonemic question, such as "if the preceding phoneme is a vowel" and "if the following phoneme is a nasal". A particular question is chosen so that the partition is the optimal of all the possibilities based on the likelihood value. We continue this splitting successively for every new set of states to obtain a binary tree, as shown in Fig. 2 , each leaf node of which holds a shared set of triphone states. The states belonging to the same cluster are merged into a single state. A set of triphones is thus represented by a set of SS-HMMs. An HMM, which represents a phonemic segment, usually consists of a linear sequence of three or four states. A decision tree is produced specifically for each state in the sequence, and the trees are independent of each other, as shown in Fig. 3 . The phonetic question concerns the preceding and following phoneme context, and is obtained through knowledge of the phonetics. Table 1 shows examples of the question. In a conventional ML-based approach, an appropriate question is obtained by maximizing a likelihood value as follows:
where ∆L (Q) denotes the gain of log-likelihood when a state set in a node is spit by question Q. To calculate ∆L (Q) , we assume the following constraints.
• Data alignments for each state are fixed while splitting.
• Output distribution in a state is represented by a normal distribution.
• Covariance matrices have only diagonal elements.
• A contribution of state transition for likelihood is disregarded.
These constraints simplify the likelihood calculation without using an iterative calculation, which greatly reduces the computational time.
Next, we obtain the gain of log-likelihood ∆L (Q) in Eq. (8) under the above constraints. Let
} be a set of feature vectors that are assigned to state i by the Viterbi algorithm. T (i) denotes the frame number of training data assigned to state i, and D denotes the number of feature vector dimensions. From the constraints, log-likelihood L Ω for a training data set, assigned to state set Ω, is expressed by the following D-dimensional normal distribution:
where µ Ω and Σ Ω denote a D dimensional mean vector and a D× D diagonal covariance matrix for a data set in Ω, respectively. The apostrophe denotes a transpose of a matrix. |Σ Ω | denotes a determinant for Σ Ω . From Eq. (9), ML estimates µ Ω and Σ Ω can be obtained as follows:
Therefore, a gain of log-likelihood ∆L (Q) can be solved as follows [3] :
Here l in Eq. (12) is defined as:
T Ω ≡ i∈Ω T (i) denotes the frame number of training data assigned to Ω. Equations (12) and (13) show that ∆L (Q) can be calculated using ML estimate Σ Ω and frame number T Ω .
The positivity of ∆L (Q) for any split causes the ML criterion to always select the model structure in which the number of states is the largest. Namely, no states are shared at all. To avoid this, the ML criterion requires the following threshold to be set to stop splitting manually:
There exist other approaches to stop splitting manually by setting the number of total states, or the maximum depth of the tree, as well as a hybrid approach combining those approaches. However, the effectiveness of the thresholds in all of these manual approaches has to be judged on the basis of experimental results. Finally, we consider automatic model selection based on the MDL criterion, which is widely used as the model selection criterion for various aspects of statistical modeling. The gain of objective function ∆L MDL (Q) using the MDL criterion is obtained while splitting a state set by question Q, as follows:
where λ is a tuning parameter in the MDL criterion, and T Ω(0) denotes the frame number of data assigned to a root node. #(θ Ω ) is the number of free parameters for Ω. From the constraints, the free parameters are a D-dimensional mean vector and a D × D diagonal covariance matrix, and therefore, #(θ Ω ) = 2D. Equation (15) suggests that the MDL objective function penalizes the gain in log-likelihood on the basis of the balance between the number of free parameters and the amount of training data, and the penalty can be controlled by varying λ. Model structure selection is achieved according to the amount of training data by using ∆L
instead of using ∆L (Q) in Eq. (8), and by stopping splitting when ∆L MDL (Q) ≤ 0, without using a threshold. The MDL criterion is an asymptotic criterion that is theoretically effective only in the case that the amount of training data is sufficiently large. Therefore, in the case of a small amount of training data, model selection does not perform well because of the uncertain ML estimates µ and Σ.
Our proposal is aimed at solving the problem arising as a result of a small amount of training data.
Phonetic Decision Tree Using Bayesian Criterion
We apply model selection using the Bayesian criterion to phonetic decision tree construction under the same constraints as described in Sect. 3.1.
We set the following conjugate distribution for a mean vector µ Ω and a diagonal covariance matrix Σ Ω .
G is a gamma distribution. ξ 0 , η 0 is a scalar, ν 0 is a Ddimensional vector, and R 0 is a D×D diagonal matrix. ψ 0 (≡ {ξ 0 , ν 0 , η 0 , R 0 }) is a set of prior parameters.
Next, we estimate the VB posterior distributions for µ Ω and Σ Ω .
Under the constraints given in Sect. 6). Then, the concrete forms of the VB posterior distributions are obtained by substituting Eqs. (9) and (16) into the above equation as follows:
ξ Ω and η Ω are scalars, ν Ω is a D-dimensional vector, and
is a set of posterior parameters. ψ Ω is expressed, using ψ 0 , O and T , as
These equation forms are equivalent to those of the posterior distribution parameters obtained by the Bayes theorem. An objective function F m Ω based on the Bayesian criterion for a training data set in Ω is represented as
Here, means that the terms which do not depend on model selection have been removed from the right-hand side. f in Eq. (22) is defined as 
f (ψ 0 ) is a penalty term which is dependent on the set of prior parameters ψ 0 . Model structure selection based on the Bayesian criterion is achieved by using ∆F In the case of a large amount of training data, the objective function of the Bayesian criterion is equivalent to that of the MDL criterion asymptotically, which suggests that the Bayesian criterion includes the MDL criterion asymptotically.
Experimental Results
In this paper, we demonstrate three experiments to show the effectiveness of model structure selection using the Bayesian criterion. In the first experiment, we examined the validity of model structure selection using the Bayesian criterion. In the second experiment, we compared the recognition performance for the selected model structure obtained using the MDL and the Bayesian criterion for various amounts of training data. In the third experiment, we examined the dependence of the recognition performance on the prior parameters.
Effectiveness of Bayesian Criterion
We tested the validity of the Bayesian criterion through the speaker-independent isolated-word recognition task. The acoustic and HMM conditions are listed in Tables 2 and 3 . The prior parameters are provided in Table 4 Since the number of phoneme categories was 27, and the number of HMMs was 3 in each phoneme category, the total number of root nodes was 3 × 27 = 81. For the prior parameters, ν 0 and R 0 were given by the values of the root node statistics (mean and covariance statistics, respectively), and ξ 0 = η 0 = 0.01. We discuss the experimental prior parameter setting in Sect. 4.3. The SS-HMMs were constructed in two steps. In the first step, a model structure was selected, and in the second step, model parameters were trained based on the selected model structure. In this experiment, all output distributions were organized by single Gaussians in the second step, so that the effect of model selection could be evaluated exclusively. We used ASJ continuous speech for training data and JEIDA 100 city names speech for test data, as shown in Table 5 . The total training data consisted of about 3,000 Japanese sentences spoken by 30 males. These sentences were designed to maintain phonemic balance. The total recognition data consisted of 2,500 Japanese city names spoken by 25 males. Figure 4 shows the objective function values of log likelihood and F m and the word recognition rates obtained by the model structure based on the ML and Bayesian criteria for various total numbers of shared states. Likelihoods and F m were suitably normalized in Fig. 4 . Each model structure was obtained by continuously splitting 81 trees regardless of the objective functions and stopping the splitting according to the number of tree depths. Then the objective functions and the recognition rates were obtained for various numbers of shared states. In the case of the ML criterion, as the number of shared states increases, the recognition rate Table 4 Parameters of prior distribution. ν 0 mean vector for a root node R 0 covariance matrix for a root node ξ 0 0.01 η 0 0.01 Table 5 Training and recognition data.
Training data ASJ continuous speech sentences 3,000 sentences (male × 30) Test data JEIDA 100 city names 2,500 words (male × 25) ASJ: Acoustical Society of Japan JEIDA: Japan Electronic Industry Development Association increases from the monophone state structure to an about 500-shared-states structure. The high performance is maintained to about the 1,500-shared-states structure, and then it decreases drastically due to the over-training effect. In the meantime, the total value of likelihood always increases as the number of states increases. On the other hand, a similar tendency between the total values of F m and recognition rates is confirmed, as shown in Fig. 4 . Moreover, the objective function and the recognition rate in Fig. 4 have their maximum values at almost the same number of states. This indicates that our objective function is valid for determining the SS-HMM structure.
Comparison between MDL and Bayesian Criteria
We conducted an experiment to compare the Bayesian method with the conventional MDL method for various amounts of training data, as shown in Table 5 . Several subsets were randomly extracted from the training data set, and each of the subsets was used to construct a set of SS-HMMs. As a result, 40 sets of SS-HMMs for various amounts of training data were prepared. For the acoustic condition and the initial HMM, we also used conditions listed in Tables 2  and 3 . Figures 5-7 show the recognition rate and the total number of states in a set of SS-HMMs, according to the amount of training data. As shown in Fig. 5 , when the number of training sentences was less than 60, our method greatly outperformed the MDL (λ = 1) method by 50% at most. In the case of such a small amount of training data, the total number of shared states greatly differed between the Bayesian and MDL methods (Fig. 6 ). This suggests that the Bayesian method determines the model structure more appropriately than the MDL (λ = 1) method.
Next, the penalty term of MDL in Eq. (15) was adjusted to λ = 4 so that the total numbers of states and recognition rates in the case of a small amount of data were as close as possible to those of the Bayesian criterion. Nevertheless, our Bayesian method resulted in better word recognition rates by about 2% when the number of training sentences was 25-1,500, as shown in Fig. 7 , which is an enlarged graph of Fig. 5 . This is because the MDL (λ = 4) selected a smaller number of shared states due to the higher penalty, and the model structure was less precise than in the case of the Bayesian method. Actually, Fig. 6 shows that there is a great difference in the number of states between the Bayesian and MDL (λ = 4) methods.
In summary, our Bayesian method performed as well or better than the MDL method for any amount of training data. This was due to the superior property of the Bayesian method, that is, appropriate determination of the number of states for any amount of training data. In addition, our Bayesian method does not require a tuning parameter to be adjusted according to the amount of training data.
Finally, we comment on the computational time. Comparing Eqs. analytically, and does not require much computation time. Actually, the Bayesian method took 1.5 times more computation time than did the MDL method when constructing SS-HMM using 2,100 training data. However, it is a negligible contribution to the total computational time of acoustic modeling because the most dominant part of the modeling computation is the parameter estimation step.
Examination of Prior Parameter Effects
We examined the dependence of the recognition rate on prior parameter values experimentally. ν 0 and R 0 can be obtained from the mean vector and the covariance matrix of the root node statistics, and heuristics for the parameter setting were removed. However, ξ 0 and η 0 remain as heuristic parameters. Therefore, it is important to examine how robustly the SS-HMMs produced by our method performed against changes in prior parameter values with various amounts of training data.
The values of prior parameters ξ 0 and η 0 were varied from 10 −5 to 10, and we examined the word recognition rates in two typical cases, one in which the amount of data was very small (10 sentences) and the other in which it was fairly large (150 sentences). Tables 6 and 7 indicate the recognition rates for each combination of prior parameters. We can see that the prior parameter values for acceptable performance are broadly distributed in both cases of very small and fairly large amounts of training data. Also, approximately 20 of the best recognition rates are highlighted in each table. The combinations of prior parameter values that yielded the best recognition rates were alike for the two different amounts of training data. Namely, appropriate combinations of prior parameter values can consistently achieve high performance regardless of the amount of training data.
In summary, the values of prior parameters do not greatly influence the quality of the SS-HMMs. This suggests that it is not necessary to be very careful in selecting the values of prior parameters when our method is applied to speech recognition.
Conclusion
In this paper, we proposed model structure selection using a Bayesian criterion for a shared-state HMM. Experimental results showed that the value of the objective function based on the Bayesian criterion rises and falls similarly to the recognition performance score, which confirms that our proposal enables appropriate selection of the model structure. Also, our proposed method was better than the conventional MDL-based approach with regard to recognition performance for any amount of training data, which confirms the superiority of our method. In addition, our method does not require the tuning parameter that must be tuned according to the amount of training data, and is useful for practical use.
This work is now being extended to deal with latent variable models using the variational Bayes method (VBEC: Variational Bayesian Estimation and Clustering for speech recognition [10] , [11] ), and also to achieve acoustic model adaptation within the VBEC framework [12] .
Let p(m|O) be a true posterior distribution, and q(m|O) be an approximate VB posterior distribution. Then, the distribution distance between them is expressed by the Kullback -Leibler divergence as follows: 
which corresponds to maximizing a VB posterior distribution for model structure q(m|O) [8] , [9] .
Appendix B: Derivation of Objective Function Using Bayesian Criterion
We introduce the concrete form of the objective function F is rewritten by substituting Eqs. (16), (17) and (9), as follows:
where N and G denote a D-dimensional normal distribution and a gamma distribution, respectively. Here, N and G are defined, using normalization constants C N and C G , as follows:
N(O|µ, Σ) = 
