The Hardy-Littlewood "high indices" theorem [2] (*) asserts that for a lacunary series Abel summability implies convergence. Several proofs of this theorem have since been given, and of these the proof of Ingham [l ] is of particular interest to us.
Instead of considering the power series 00 (1.2) *(p) = Ew", osp<i,
71=1
it is useful to make the substitution p = e~"
and, letting a, = c",., transform the series (1.2) into a Dirichlet series 00
He'") = Z ö.c_"iS.
A more general Dirichlet series will be considered here, namely oo (1.3) /(s) = E a*e-x«8 n=l where the X"'s satisfy the condition (1.4) X"+iAnèç>l, 0<X!<X2<---.
The sequence {Xn} need not be a sequence of integers.
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(') Numbers in brackets refer to the references cited at the end of the paper.
In the case where c"->0 the convergence of (1.1) is implied by its Abel summability as a special case of a well known theorem of Landau [3] . The principal difficulty in the proof of the Hardy-Littlewood theorem is in showing that for a lacunary series (1.1), Abel summability implies c"->0. This is an easily obtainable consequence of a result stated by Ingham, namely:
Iff(s) -E"-i o,rfi~^ri> and the X"'s satisfy (1.4), then \an\ ^ Aq sup |/(í) | for all n, Aq being a function of q only, finite for all q>\ and bounded as q-> °o.
More recently Zygmund [5] has shown that if we consider a series ( We shall establish this inequality. the sign of the exponent of q being plus or minus according as k is greater than or less than n, for the variation of P(s) over the interval (X»g-1/îXt \ X-nS1'2^1) is less than the largest value of the function in this interval. By applying Minkowski's inequality to (1.12), we have
We shall introduce the notation is essentially a geometric series with the term independent of the ratio removed. It behaves then as does its first term and is small when R is large. We may choose R so large that the variation of P(s) is greater than one on the set of points (q~in, q+lli) where |P'(s)| >1, and thus j = r i p>fs) i ds > i.
Choose R so large that for it only moderates the integrand near 2 = 0, a point at which its was already sufficiently well behaved. Its purpose is to facilitate the transformation to a Dirichlet series. We shall prove the following theorem, a theorem about 7m(0, <p), m> 1. The proof of this theorem is much like that of Theorem 1. We begin by proving it for Dirichlet polynomials. The product of the infinite series on the right of (2.19) can be made as small as we wish and J can be made greater than one by choosing R large enough. This in conjunction with (2.9) yields the lemma. Theorem 2 may be deduced from this lemma by exactly the same argument as was used for Theorem 1.
A slight generalization of Theorem 2 can be proved and we state this as a theorem. The proof of this theorem is almost exactly the same as that of Theorem 2 and so need not be given here.
