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Abstract
We present and analyze a Virtual Element Method (VEM) of arbitrary polynomial order k ∈ N
for the Laplace-Beltrami equation on a surface in R3. The method combines the Surface Finite
Element Method (SFEM) [Dziuk, Elliott, Finite element methods for surface PDEs, 2013] and the
recent VEM [Beirao da Veiga et al, Basic principles of Virtual Element Methods, 2013] in order to
handle arbitrary polygonal and/or nonconforming meshes. We account for the error arising from
the geometry approximation and extend to surfaces the error estimates for the interpolation and
projection in the virtual element function space. In the case k = 1 of linear Virtual Elements,
we prove an optimal H1 error estimate for the numerical method. The presented method has the
capability of handling the typically nonconforming meshes that arise when two ore more meshes
are pasted along a straight line. Numerical experiments are provided to confirm the convergence
result and to show an application of mesh pasting.
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Introduction
The Virtual Element Method (VEM) is a recent extension of the well-known Finite Element Method
(FEM) for the numerical approximation of several classes of partial differential equations on planar
domains [1–7]. The main features of the method have been introduced in [1, 8].
The key feature of VEM is that of being a polygonal finite element method, i.e. the method
handles elements of quite general polygonal shape, rather than just triangular [1], and nonconform-
ing meshes [1, 9]. The increased mesh generality provides different advantages, we mention some of
them. Nonconforming meshes (i) naturally arise when pasting several meshes to obtain a polygonal
approximation of the whole domain [10,11], as there is no need to match the nodal points in contrast
to conforming pasting techniques [12, 13] and (ii) allow simple adaptive refinement strategies [14].
Elements of more general shape and arbitrary number of edges allow (i) flexible approximation of the
domain and in particular of its boundary [15] and (ii) the possibility of enforcing higher regularity to
the numerical solution [6, 16,17].
The core idea of the VEM is that, given a polynomial order k ∈ N and a polygonal element K,
the local basis function space on K includes the polynomials of degree k (thus ensuring the optimal
degree of accuracy) plus other basis functions that are not known in closed form [1]. The presence of
these virtual functions motivates the name of the method. However, the knowledge of certain degrees
1
of freedom attached to the basis functions is sufficient to compute the discrete bilinear forms with a
degree of accuracy k.
The VEM, introduced for the Laplace equation in two dimensions in the recent publication [1], has
been extended to more complicated PDEs, for example a non exhaustive list is: linear elasticity [2],
plate bending [17], fracture problems [7], eigenvalue problems [3], Cahn-Hilliard equation [6], heat [4]
and wave equations [5].
The aim of the present work is to extend the VEM to solve surface PDEs, i.e. PDEs having a two-
dimensional smooth surface in R3 as spatial domain. Surface PDEs arise in the modelling of several
problems such as advection [18], water waves [19], phase separation [20], reaction-diffusion systems
and pattern formation [21–25], tumor growth [26], biomembrane modelling [27], cell motility [28],
superconductivity [29], metal dealloying [30], image processing [21] and surface modelling [31]. We
will focus on the Laplace-Beltrami equation, that is the prototypal second order elliptic PDE on
smooth surfaces and corresponds to the extension of the Laplace equation to surfaces [32, chapter 14].
Among the various discretisation techniques for surface PDEs existing in literature (see for example
[24, 26, 33–35]) we consider the Surface Finite Element Method (SFEM) introduced in the seminal
paper [36]. The core idea is to approximate the surface with a polygonal surface made, as in the planar
case, of triangular non-overlapping elements whose vertices belong to the surface and to consider
a space of piecewise linear functions. The resulting method is exactly similar to the well-known
planar FEM, but the convergence estimates must account for the additional error arising from the
approximation of the surface, see [34] for a thorough analysis of the method. In this paper, we define
a Virtual Element Method on polygonal surfaces by combining the approaches of VEM and SFEM,
the resulting method will be defined as Surface Virtual Element Method (SVEM). Then we prove,
under minimal regularity assumptions on the polygonal mesh, some error estimates for the for the
approximation of surfaces and for the projection operators and bilinear forms involved in the method.
Furthermore, we prove existence and uniqueness of the discrete solution and a first order (and thus
optimal) H1 error estimate. As an application, we show that the method simply handles composite
meshes arising from pasting two (or more) meshes along a straight line.
The structure of the paper is as follows. In Section 1 we recall some preliminaries on differential
operators and function spaces on surfaces. In Section 2 we recall the Laplace-Beltrami equation on
arbitrary smooth surfaces without boundary in strong and weak forms. In Section 3 we introduce a
Virtual Element Method for the Laplace-Beltrami equation, defined on general polygonal approxima-
tion of surfaces and for any polynomial order k ∈ N. In Section 4 we prove error estimates for the
discrete bilinear forms and the approximation of geometry. In Section 5 we prove existence, uniqueness
and first order H1 convergence of the numerical solution. In Section 6 we discuss the application of
the method to mesh pasting. In Section 7 we face with the issues related to the implementation of
the method. In Section 8 we present two numerical examples to (i) test the order of convergence of
the method and (ii) show the application of the method to mesh pasting.
1 Differential operators on surfaces
In this section we recall some fundamental notions concerning surface PDEs. If not explicitly stated,
definitions and results are taken from [34].
Definition 1 (Ck surface, normal and conormal vectors). Given k ∈ N, a set Γ ⊂ R3 is said to be
a Ck surface if, for every x0 ∈ Γ, there exist an open set Ux0 ⊂ R3 containing x0 and a function
φx0 ∈ Ck(U) such that
Ux0 ∩ Γ = {x ∈ Ux0 |φx0(x) = 0}.
The vector field
ν : Γ→ R3, x 7→ ∇φx(x)‖∇φx(x)‖
is said to be the unit normal vector. We denote by ∂Γ the one-dimensional boundary of Γ. If ∂Γ has
a well-defined tangent direction at each point, the vector field µ : ∂Γ→ R3 such that
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• µ(x) ⊥ ν(x) ∀x ∈ ∂Γ;
• µ(x) ⊥ ∂Γ ∀x ∈ ∂Γ;
• µ(x) points outward of Γ,
is called the conormal unit vector.
Lemma 1 (Fermi coordinates). If Γ is a C2 surface, there exists an open set U ⊂ R3 such that every
x ∈ U admits a unique decomposition of the form
x = a(x) + d(x)ν(a(x)), a(x) ∈ Γ, d(x) ∈ R. (1)
The set U is called the Fermi stripe of Γ and (a(x), d(x)) are called the Fermi coordinates of x.
Definition 2 (Tangential gradient, tangential divergence). If Γ is a C1 surface, A is an open neigh-
borhood of Γ and f ∈ C1(A,R), the operator
∇Γf : S → R3, x 7→ ∇f(x)− (∇f(x) · ν(x))ν(x) = P (x)∇f(x), (2)
where P (x)ij = δij−νi(x)νj(x), is called the tangential gradient of f . The components of the tangential
gradient, i.e.
Dif : S → R, x 7→ Pi(x)∇f(x), i ∈ {1, 2, 3},
where Pi(x) is the i-th row of P (x), are called the tangential derivatives of f . Given a vector field
F ∈ C1(A,R3), the operator
∇Γ · F : S → R, x 7→
3∑
i=1
DiFi(x)
is called the tangential divergence of F .
Theorem 1. Given Γ ⊂ A a C1 surface, if f and g are C1(A,R) functions such that f|Γ = g|Γ, then
∇Γf(x) = ∇Γg(x) ∀x ∈ Γ.
This means that the tangential gradient of a function only depends on its restriction over Γ.
Theorem 1 makes the following definition well-posed.
Definition 3 (Ck(Γ) functions). If Γ is a C1 surface, a function f : Γ→ R is said to be C1(Γ) if it is
differentiable at any point of Γ and its tangential derivatives are continuous over Γ.
If k ≥ 2 and Γ is a Ck surface, a function f : Γ→ R is said to be Ck(Γ) if it is C1(Γ) and its tangential
derivatives are Ck−1(Γ) functions.
Definition 4 (Laplace-Beltrami operator). Given a C2 surface Γ and f ∈ C2(Γ), the operator
∆Γf : Γ→ R, x 7→ ∇Γ · ∇Γf(x) =
3∑
i=1
DiDif(x)
is called the Laplace-Beltrami operator of f .
We now recall the definitions of some remarkable Sobolev spaces on surfaces.
Definition 5 (Sobolev spaces on surfaces). Given s ∈ N, let Γ be a Cs surface and let L0(Γ) be the
set of measurable functions with respect to the bidimensional Hausdorff measure on Γ. Consider the
Sobolev spaces
H0(Γ) = L2(Γ) =
{
f ∈ L0(Γ)
∣∣∣∣
∫
Γ
f2dσ < +∞
}
;
Hr(Γ) =
{
f ∈ L2(Γ) ∣∣ Dif ∈ Hr−1(Γ) ∀i ∈ {1, 2, 3}} , ∀ 1 ≤ r ≤ s;
Hr0(Γ) =
{
f ∈ Hr(Γ)
∣∣∣∣
∫
Γ
f = 0
}
, ∀ 1 ≤ r ≤ s,
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where derivatives are meant in distributional sense1. These are Hilbert spaces if endowed with the
scalar products
< f, g >Hr(Γ)=
∫
Γ

∑
|α|≤r
D
α
fD
α
g

 dσ ∀f, g ∈ Hr(Γ) ∀ 0 ≤ r ≤ s.
where D
α
is the multi-index notation for partial tangential derivatives.
Norms will be denoted by ‖ · ‖L2(Γ), ‖ · ‖Hr(Γ) and seminorms by | · |Hr(Γ).
As well as in the planar case, a Poincare´ inequality holds on H10 (Γ).
Theorem 2 (Poincare´’s inequality on surfaces). Given a C2 surface Γ with a well-define tangent vector
field on the boundary ∂Γ, there exists C > 0 such that
‖f‖L2(Γ) ≤ C|f |H1(Γ) ∀ f ∈ H10 (Γ). (3)
A basic result in surface calculus is the following
Theorem 3 (Green’s formula on surfaces). Given a C2 surface Γ with a well-defined tangent vector
field on the boundary ∂Γ and f, g ∈ C2(Γ), it holds∫
Γ
f∆Γgdσ = −
∫
Γ
∇Γf · ∇Γgdσ +
∫
∂Γ
f
∂g
∂µ
dl, (4)
where ∂g
∂µ
(x) = ∇Γg(x) · µ(x) is the conormal derivative of g on ∂Γ.
2 The Laplace-Beltrami equation
In this section we introduce the Laplace-Beltrami equation on a surface without boundary, that will
be the model problem throughout the paper.
Let Γ be a C3 surface without boundary and let f ∈ L2(Γ) such that ∫Γ f = 0. Consider the Laplace-
Beltrami equation on Γ, given by {
−∆Γu(x) = f(x), x ∈ Γ,∫
Γ u(x)dx = 0,
and its weak formulation {
u ∈ H10 (Γ)∫
Γ∇Γu · ∇Γφ =
∫
Γ fφ ∀ φ ∈ H1(Γ).
(5)
Notice that, from condition
∫
Γ f = 0, the formulation (5) is equivalent to{
u ∈ H10 (Γ)∫
Γ∇Γu · ∇Γφ =
∫
Γ fφ ∀ φ ∈ H10 (Γ).
(6)
By considering the bilinear form a(u, v) :=
∫
Γ∇Γu · ∇Γv for all u, v ∈ H1(Γ) and 〈u, v〉L2(Γ) :=
∫
Γ uv
for all u, v ∈ L2(Γ), (6) becomes{
u ∈ H10 (Γ)
a(u, φ) = 〈f, φ〉L2(Γ) ∀ φ ∈ H10 (Γ).
(7)
Let us justify the above requirements
∫
Γ u = 0 and
∫
Γ f = 0. Since φ ≡ 1 is allowed as a test function
for the weak Laplace-Beltrami equation (5), it follows
∫
Γ f = 0 as a compatibility condition. Moreover,
if u fulfills a(u, φ) = 〈f, φ〉L2(Γ), ∀φ ∈ H1(Γ) and c ∈ R, then u+c fulfills the same equation; condition∫
Γ u = 0 is thus enforced to provide uniqueness of the solution. Existence and uniqueness for problem
(7) will be proven rigorously in Theorem 9 in Section 5.
1See [37, Chapter 4] or [34, Definition 2.11] for a precise definition of distributional tangential derivatives.
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Remark 1 (Surfaces with boundary). The whole analysis carried out in this paper holds unchanged
in the presence of a non-empty boundary, ∂Γ 6= ∅, and homogeneous Neumann boundary conditions.
In the case of homogeneous Dirichlet boundary conditions, the analysis still holds if H10 (Γ) is the space
of H1(Γ) functions that vanish on ∂Γ in a weak sense, see [37, Chapter 4.5].
3 Space discretisation by SVEM
In this section, we will address space discretisation of (7). After defining the approximation of geometry
and the corresponding discrete function spaces, the Surface Virtual Element Method (SVEM) will be
introduced.
3.1 Approximation of the surface
In this section we define a polygonal approximation of the surface Γ in Definition 1 and a virtual element
space on this polygonal approximation. The method will thus generalise, in the piecewise linear case,
the Surface Finite Element Method (SFEM) [34] and the Virtual Element Method (VEM) [1] at once.
Given a C2 surface Γ in R3, we constuct a piecewise flat approximate surface Γh, defined as
Γh =
⋃
E∈Th
E, (8)
where
1. Th is a finite set of non-overlapping simple polygons, i.e. without holes and with non self-
intersecting boundary, having diameters less than or equal to h > 0;
2. Γh is contained in the Fermi stripe U associated to Γ, see Lemma 1;
3. a : Γh → Γ is one-to-one;
4. the vertices of Γh lie on Γ.
Following [34], we define how to lift functions from the approximate surface Γh to the continuous one
Γ.
Definition 6 (Lifted functions). Let Γ be a C2 surface and Γh be as in (8). Given a function φ : Γh →
R, its lift φℓ : Γ→ R is defined by φ ◦ (a|Γh)−1. Given a function ψ : Γ→ R, its unlift ψ−ℓ : Γh → R
is defined by ψ ◦ a.
This definition is well-posed thanks to assumption (3).
Furthermore, the following mesh regularity requirements will be assumed throughout the paper. There
exist γ1, γ2 > 0 such that, for all h > 0 and E ∈ Th,
(A) E is star-shaped with respect to a ball of radius ρE such that
ρE ≥ γ1hE ;
(B) for every pair of nodes P,Q ∈ E, the distance ‖P −Q‖ fulfills
‖P −Q‖ ≥ γ2hE ,
where hE is the diameter of E.
Remark 2. This kind of polygonal approximation has two remarkable subcases:
1. If each E ∈ Th has three vertices, we obtain the classical triangulations adopted, for instance,
in [34] and [36].
2. If Γ is a flat surface, we obtain the polygonal meshes considered in [1].
We remark that the considered class of polygonations includes nonconforming meshes. We will show
in Section 6 that this feature can be exploited in mesh pasting.
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3.2 Discrete function spaces
Consider a polynomial degree k ∈ N and E ∈ Th. Without loss of generality, E may be assumed to
lie in the (x, y) plane. Following [1], the local virtual space of degree k in E is defined by
V kh (E) = {vh ∈ H1(E) | vh|e ∈ Pk(e) ∀e ∈ edges(E), ∆vh ∈ Pk−2(E)}. (9)
The set of barycentric polynomials on E
Mk−2(E) =
{(
x− xE
hE
)
α
∣∣∣∣|α| ≤ k − 2
}
,
where xE and hE are the barycenter and the diameter of E, respectively, is a basis for Pk−2(E). For
every vh ∈ V kh (E), the following degrees of freedom are defined:
1. the pointwise value of vh on the nE vertices of E;
2. the pointwise value of vh on k−1 equally spaced points (different from the vertices) of each edge
of E;
3. the k(k−1)2 moments
1
|E|
∫
E
vhmk−2 ∀ mk−2 ∈ Mk−2(E).
In [1] it has been proven that these degrees of freedom are unisolvent for the space V kh (E) in (9).
Given w ∈ Hs(E), s > 1, by Sobolev’s embedding theorem we have w ∈ C0(E). Hence, the degrees of
freedom of w are well-defined. If ndofE is the number of degrees of freedom on E and dofi(vh) denotes
the ith degree of freedom of vh, i = 1, . . . , n
dof
E , the unique function wI ∈ V kh (E) such that
dofi(w −wI) = 0 ∀i = 1, . . . , ndofE (10)
is said to be the interpolant of w. If E˜ = a(E) is the curved triangle corresponding to E and
v ∈ H2(E˜), we have v−ℓ ∈ H2(E), see Theorem 3. The unique function vI ∈ V kh (E) such that
dofi(v
−ℓ − vI) = 0 ∀i = 1, . . . , ndofE (11)
is said to be the interpolant of v.
Remark 3. From the definition of Vh(E) in (9) it follows that
1. Pk(E) ⊆ V kh (E);
2. every vh ∈ V kh (E) is explicitly known on the boundary ∂E, but not on the interior
◦
E;
3. if k = 1, V 1h (E) is the set of harmonic functions in E being piecewise linear on the boundary ∂E
and the set of local degrees of freedom collapses to the pointwise values on the vertices of E;
4. if k = 1 and E is a triangle, V 1h (E) = P1(E); this is the only case in which V
k
h (E) = Pk(E), i.e
the VEM method reduces to FEM.
The global discrete space will be defined by
V kh = {vh ∈ C0(Γh) | vh|E ∈ V kh (E) ∀ E ∈ Th}.
Furthermore, we define the zero-averaged virtual space W kk by
W kh =
{
vh ∈ V kh
∣∣∣∣
∫
Γh
vh = 0
}
. (12)
Finally, we define the following broken Hs seminorms, s ∈ {1, 2}, on the polygonal surface Γh:
|vh|h,s =
√∑
E∈Th
|vh|E |2Hs(E) ∀vh ∈
∏
E∈Th
Hs(E)
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3.3 The Surface Virtual Element Method
We may write a discrete formulation for (7):{
uh ∈W kh∫
Γh
∇Γhuh · ∇Γhφh =
∫
Γh
fIφh ∀ φh ∈W kh ,
(13)
where fI is the interpolant of f defined piecewise in (11).
Remark 4 (Regularity of f). In the following we assume f ∈ H2(Γ), such that, from Sobolev’s
embedding theorem, its pointwise values (and thus its interpolant fI) are well-defined. We remark
that, in the framework of surface PDEs, the problem of numerically handling Hs(Γ), 0 ≤ s ≤ 1, load
terms is intrinsically challenging. In fact, if the pointwise values of f are not available, then any
approximation f¯ of f defined on Γh must account for the mapping a : Γh → Γ in (1) that, in general,
is not computable.
By introducing the bilinear forms a¯(uh, vh) :=
∫
Γh
∇Γhuh ·∇Γhvh for all uh, vh ∈ V kh and 〈Uh, Vh〉L2(Γh)
for all Uh, Vh ∈ L2(Γh), problem (13) is equivalent to{
uh ∈W kh
a¯(uh, φh) = 〈fI , φh〉L2(Γh) ∀ φh ∈W kh .
(14)
We recall that functions in V kh are virtual, i.e. they are not known explicitly, then a¯(·, ·) and 〈fI , ·〉L2(Γh)
are not computable. We thus need to write a computable approximation of problem (14). To this
end, following [1], an approximate bilinear form ah(·, ·) and an approximate linear form 〈fh, ·〉h will
be constructed instead of a¯(·, ·) and 〈fI , ·〉L2(Γh), respectively.
Given the following decomposition of a¯
a¯(vh, wh) =
∑
E∈Th
a¯E(vh|E, wh|E) ∀ vh, wh ∈ V kh ,
consider the projection Π∇E : V
k
h (E)→ Pk(E) defined by{
Π∇E (vh) ∈ Pk(E)
a¯E
(
Π∇E (vh), qk
)
= a¯E(vh, qk) ∀ qk ∈ Pk(E)
(15)
together with 

∑
P∈ nodes(E)
Π∇Evh(P ) =
∑
P∈ nodes(E)
vh(P ) if k = 1,∫
E
Π∇Evh =
∫
E
vh if k > 1.
(16)
The additional condition (16) is enforced to fix the free constant in (15). We now prove that Π∇E is
computable. The right hand side of (15) is computable, since
a¯E(vh, wh) =
∫
E
∇vh · ∇qk = −
∫
E
vh∆qk︸ ︷︷ ︸
(term 1)
+
∫
∂E
vh(∇qk · νE)︸ ︷︷ ︸
(term 2)
, (17)
where νE is the unit outward vector on ∂E, and
• ∆qk is a polynomial of degree k−2, thus (term 1) in (17) is a linear combination of the moments
of vh;
• vh and qk are both explicitly known (and polynomials) on ∂E.
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The right hand side of (16) is computable since
• for k = 1, it is a combination of the pointwise values, vh(P ), P ∈ nodes(E), that are degrees of
freedom;
• for k > 1, it is one of the moments of vh, as the space of barycentric monomials Mk−2 contains
the constant monomial mk−2 ≡ 1.
Hence, Π∇E is computable. By expressing vh, wh ∈ V kh (E) as
vh = Π
∇
Evh + (I −Π∇E )vh; (18)
wh = Π
∇
Ewh + (I −Π∇E )vw, (19)
the form a¯E(vh, wh) may be decomposed as
a¯E(vh, wh) = a¯E(Π
∇
Evh,Π
∇
Ewh)︸ ︷︷ ︸
(term 1)
+ a¯E((I −Π∇E )vh, (I −Π∇E )wh)︸ ︷︷ ︸
(term 2)
∀ vh, wh ∈ V kh (E), (20)
because cross-terms vanish due to the definition of Π∇E . Notice that (term 1) in (20) is computable since
Π∇E is computable, but does not scale as a¯E on ker(Π
∇
E ). Then (term 2) in (20) cannot be neglected, but
must be approximated in a suitable way. To this end we recall that, under the regularity assumptions
(A)-(B), the bilinear form
SE(vh, wh) =
n
dof
E∑
i=1
dofi(vh)dofi(wh) ∀ vh, wh ∈ V kh (E), (21)
scales as a¯E on the kernel of Π
∇
E , i.e. there exist c
∗ > c∗ > 0 such that
c∗a¯E(vh, vh) ≤ SE(vh, vh) ≤ c∗a¯E(vh, vh) ∀ vh ∈ ker(Π∇E ), (22)
see [1]. Consider now a local approximate form ah,E defined by
ah,E(vh, wh) = a¯E(Π
∇
Evh,Π
∇
Ewh) + SE((I −Π∇E )vh, (I −Π∇E )wh) ∀ vh, wh ∈ V kh (E). (23)
Notice that, since Π∇Eqk = qk for all qk ∈ Pk(E), the local form (23) satisfes the consistency property
ah,E(vh, qk) = a¯E(vh, qk) ∀vh ∈ V kh (E), ∀qk ∈ Pk(E). (24)
A global approximate gradient form defined by pasting the local ones:
ah(vh, wh) =
∑
E∈Th
ah,E(vh|E, wh|E) ∀ vh, wh ∈ V kh . (25)
We want to define an approximate L2 form and the approximate right hand side. For n ≥ 0 and for
every E ∈ Th, consider the local L2(E) projection ΠEn : V kh (E)→ Pn(E) given by{
ΠEn (vh) ∈ Pn(E),
〈ΠEn vh, qn〉L2(E) = 〈vh, qn〉L2(E) ∀qn ∈ Pn(E).
(26)
In (26) we choose n depending on k as
nk =
{
0 if k = 1;
k − 2 if k ≥ 2.
We remark that
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• for k = 1, we have that ΠE0 = Π∇E (see for instance [8]), hence ΠE0 is computable;
• for k ≥ 2, ΠEk−2 is computable since, in (26), 〈vh, qk−2〉L2(E) is a linear combination of the
moments of vh.
Following [8], and in analogy with the approximate gradient form (23), we consider the following local
approximate L2 form:
〈vh, wh〉L2
h,E
:=
∫
Γh
ΠEnkvhΠ
E
nk
wh + SE((I −ΠEnk)vh, (I −ΠEnk)wh), ∀vh, wh ∈ V kh (E),
where SE and Π
E
nk
are defined in (21) and (26), respectively. Notice that the approximate L2 form
(28) fulfills the consistency property.
〈vh, qnk〉L2h,E = 〈vh, qnk〉L2(E), ∀vh ∈ V
k
h (E), ∀qnk ∈ Pnk(E).
As a consequence, for any k ∈ N we have that
〈vh, 1〉L2
h
,E =
∫
E
vh ∀vh ∈ V kh (E), (27)
i.e. the integral of any V kh function can be computed exactly. A computable global approximate L
2
form is obtained by pasting the local ones:
〈vh, wh〉L2
h
=
∑
E∈Th
〈vh|E, wh|E〉L2
h,E
, ∀vh, wh ∈ V kh . (28)
Property (27) implies that the space W kh defined in (12) can be represented as
W kh = {vh ∈ Vh|〈vh, 1〉L2
h
= 0}, (29)
henceWk is computable. To approximate the right hand side, following [1], for any function g ∈ H1(Γh)
we consider the functional 〈g, ·〉h defined by
〈g, vh〉h =


∑
E∈Th
∫
E
g
∑
V ∈nodes(E)
vh(V )
nE
if k = 1
∑
E∈Th
∫
E
ΠEk−2g vh if k ≥ 2
∀ vh ∈ V kh , (30)
where nE is the number of nodes of E. From (27) we have that, if g ∈ V kh , 〈g, vh〉h is computable,
given the degrees of freedom of g and vh. Furthermore, notice that
〈g, 1〉h =
∫
Γh
g, ∀g ∈ H1(Γ). (31)
In order to simplify the implementation, as we will discuss in Section 7, we define an approximate
computable load term fh := fI−
〈fI ,1〉L2
h
|Γh| . From (27) it follows that fh is zero averaged and, from (31),
fh fulfills
〈fh, 1〉h = 0 (32)
We may now write a computable discrete problem:{
uh ∈W kh
ah(uh, φh) = 〈fh, φh〉h ∀ φh ∈W kh .
(33)
We will discuss the implementation of (33) in Section 7.
The error analysis will be carried out in the following steps:
1. the geometric and interpolation error estimates in [34] will be extended to our polygonal/virtual
setting;
2. the error between the continuous weak formulation (7) and the computable discrete one (33)
will be estimated by extending the analogous convergence theorem in [1].
In Section 4 we deal with step (1), in Section 5 we deal with step (2).
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4 Interpolation, projection and geometric error estimates
We start this section by recalling some results from [1]. The following theorem addresses the projection
error on Pk(E), E ∈ Th.
Theorem 4. Under the regularity assumption (A), there exists C > 0, depending only on k and γ,
such that for every 1 ≤ s ≤ k + 1 and for all w ∈ Hs(E) there exists a wπ ∈ Pk(E) such that
‖w − wπ‖L2(E) + hE |w − wπ|H1(E) ≤ ChsE |w|Hs(E) (34)
We now address interpolation in Vk(E), E ∈ Th. The following theorem from [1] gives an interpolation
error estimate in V kh (E).
Theorem 5. Under the regularity assumption (A), there exists C > 0, depending only on k and γ,
such that for every 2 ≤ s ≤ k + 1 and for all w ∈ Hs(E), the interpolant wI ∈ V kh (E) satisfies
‖w − wI‖L2(E) + h|w − wI |H1(E) ≤ ChsE|w|Hs(E). (35)
To approximate a function u : Γ → R with an interpolant defined on Γh as in (11), also a geometric
error has to be taken into account. The following lemma generalizes Lemma 4.1 in [34] to our polygonal
approximations of the surface.
Lemma 2. Let Γh be a polygonal approximation of Γ as in (8). For any E ∈ Th, the oriented distance
function introduced in (1) fulfills
‖d‖L∞(E) ≤ Ch2. (36)
The quotient δh between the smooth and the discrete surface measures defined by dA = δhdAh satisfies
‖1− δh‖L∞(Γh) ≤ Ch2. (37)
Let P and Ph be the projections onto the tangent planes of the smooth and the discrete surfaces,
respectively, that is Pij = δij − νiνj , Ph,ij = δij − νh,iνh,j, and define
Rh =
1
δh
P (I − dH)Ph(I − dH), (38)
where H is the Weingarten map defined by Hij = dνidxj . Then
‖(I −Rh)P‖L∞(Γh) ≤ Ch2. (39)
In all of the claimed inequalities C depends only on the curvature of Γ.
Proof. Consider E ∈ Th, see Fig. 1(a). First of all we prove that
‖d‖L∞(∂E) ≤
h2
8
|d|C2(E). (40)
To this end, let xB ∈ ∂E and let e be an edge of E such that xB ∈ e, see Fig. 1(b). Then, if de is
the linear interpolant of d on e, from the classical Lagrange interpolation estimates and from the fact
that de ≡ 0 since d vanishes at the endpoints of e, we have
|d(xB)| ≤ ‖de‖L∞(e) + ‖d− de‖L∞(e) ≤
|e|2
8
|d|C2(e) ≤
h2
8
|d|C2(E),
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(a) The element E is given
xBe
(b) The point xB is on the edge e
of the boundary ∂E
s
x
x1
x2
(c) x1 and x2 are two distinct in-
tersection points between s and
∂E such that [x1,x2] ⊂ E
Figure 1: Some steps of the proof of Lemma 2.
that proves (40). Now let x ∈
◦
E and let s be any straight line contained in the plane of E and passing
through x, let x1,x2 ∈ s∩∂E such that [x1,x2] ⊂ E, see Fig. 1(c), and let ds be the linear interpolant
of d on s. From classical Lagrange interpolation estimates and from (40) we have that
|d(x)| ≤ ‖ds‖L∞(s) + ‖d− ds‖L∞(s) = max(|d(x1)|, |d(x2)|) + ‖d− ds‖L∞(s)
≤ ‖d‖L∞(∂E) +
|s|2
8
|d|C2(s) ≤
h2
8
|d|C2(E) +
h2
8
|d|C2(E) ≤
h2
4
|d|C2(E) ≤
h2
4
|d|C2(U),
(41)
where U is the Fermi stripe of Γ, but |d|C2(U) depends only on the curvature of Γ, thus (41) proves (36).
To prove (37), (38) and (39), we proceed as in Lemma 4.1 in [34] using estimate (36) for polygonal
meshes.
The following lemma generalizes Lemma 4.2 in [34] to our polygonal setting and provides lower and
upper bounds for some norms of arbitrary functions when they are unlifted from Γ to Γh or lifted from
Γh to Γ. In particular, it provides an equivalence between the L
2(Γh) and L
2(Γ) norms and between
the H1(Γh) and H
1(Γ) seminorms.
Lemma 3. Let w : Γh → R with lift wℓ : Γ → R. Let a : Γh → Γ be the projection onto Γ defined in
(1) and, for every E ∈ Th, let E˜ = a(E) ⊂ Γ be the curved triangle corresponding to E ∈ Th. Then
1
C
‖w‖L2(E) ≤ ‖wℓ‖L2(E˜) ≤ C‖w‖L2(E); (42)
1
C
‖∇Ew‖L2(E) ≤ ‖∇E˜wℓ‖L2(E˜) ≤ C‖∇Ew‖L2(E); (43)
‖∇2Ew‖L2(E) ≤ C‖∇2E˜wℓ‖L2(E˜) + ChE‖∇E˜wℓ‖L2(E˜), (44)
if the norms exist, where C depends only on the surface area and the curvature of Γ.
Proof. We use the estimates of Lemma 2 and proceed exactly as in [34, Lemma 4.2].
The following result provides, in the case k = 1, error estimates for the interpolation in (V 1h )
ℓ and
the projection on (
∏
E P1(E))
ℓ. The interpolation result extends to SVEM Lemma 4.3 in [34] for the
triangular SFEM.
Theorem 6. Given a C2 surface Γ, there exists C > 0 such that, for all v ∈ H2(Γ) and w ∈ Hs(Γ),
s ∈ {1, 2}, and for all h > 0, then
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• the interpolant vI ∈ V 1h fulfills
‖v − vℓI‖L2(Γ) + h|v − vℓI |H1(Γ) ≤ Ch2
(|v|H2(Γ) + h|v|H1(Γ)) ; (45)
• there exists a projection wπ ∈
∏
E P1(E) such that
‖w − wℓπ‖L2(Γ) + h|w − wℓI |h,1 ≤ Chs
(|w|Hs(Γ) + h|w|H1(Γ)) . (46)
Proof. From Lemma 3, w−ℓ ∈ H1(Γh) ∩
∏
E H
s(E). Let wπ be the
∏
E P1(E) projection of w
−ℓ as in
(34) and let vI be the V
1
h interpolant of v
−ℓ defined piecewise by (10). From Theorems 4 and 5, by
summing piecewise contributions, we have
‖w−ℓ − wπ‖L2(Γh) + h|w−ℓ − wπ|h,1 ≤ Chs|w−ℓ|2,h, (47)
‖v−ℓ − vI‖L2(Γh) + h|v−ℓ − vI |H1(Γh) ≤ Ch2|v−ℓ|2,h. (48)
From (47), (48) and Lemma 3 we have
‖w − wℓπ‖L2(Γ) + h|w − wℓπ|h,1 ≤ Chs
(|w|Hs(Γ) + h|w|H1(Γ)) , (49)
‖v − vℓI‖L2(Γ) + h|v − vℓI |H1(Γ) ≤ Ch2
(|v|H2(Γ) + h|v|H1(Γ)) , (50)
that are the desired estimates.
Remark 5. Let Γ be a sufficiently smooth surface. If the equivalences (42)-(44) are guaranteed for
arbitrary Hk norms, the estimate (45) immediately generalizes to
|w − wℓI |Hr(Γ) ≤ Chk+1−r|w|Hk+1(Γ), r = 0, . . . , k,
where k is the order of the VEM space defined in Equation (9).
The following Lemma generalizes Lemma 4.7 in [34] to our polygonal/virtual setting and provides
bounds for the geometric errors in the bilinear forms.
Lemma 4. For any (v,w) ∈ H1(Γh)×H1(Γh), the following estimates hold:
|〈vℓ, wℓ〉L2(Γ) − 〈v,w〉L2(Γh)| ≤ Ch2‖vℓ‖L2(Γ)‖wℓ‖L2(Γ); (51)
|a(vℓ, wℓ)− a¯(v,w)| ≤ Ch2‖∇Γvℓ‖L2(Γ)‖∇Γwℓ‖L2(Γ), (52)
where C depends only on the geometry of Γ.
Proof. We proceed as in Lemma 4.7 of [34], but here using the generalized estimates (36)-(39) given
in the previous Lemma 2.
In the first section we have recalled the Poincare´ inequality (3) in H10 (Γ). In the following theorem
we prove an analogous inequality in H10 (Γh), i.e on polygonal surfaces Γh of the type (8).
Theorem 7 (Poincare´ inequality in H10 (Γh)). Let Γ be a closed C2 orientable surface in R3. Then
there exist h0 > 0 and C > 0 depending on Γ such that, for all 0 < h < h0 and Γh as in (8),
‖v‖L2(Γh) ≤ C|v|H1(Γh) ∀v ∈ H10 (Γh). (53)
Proof. From (42) and the triangle inequality we have
‖v‖L2(Γh) ≤ C‖vℓ‖L2(Γ) ≤ C
(∥∥∥∥vℓ − 1|Γ|
∫
Γ
vℓ
∥∥∥∥
L2(Γ)
+
1
|Γ| 12
∫
Γ
vℓ
)
. (54)
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Now, from (42) we have that vℓ − 1|Γ|
∫
Γ v
ℓ ∈ H10 (Γ). Then, from Poincare´’s inequality (3) and (43) it
follows that ∥∥∥∥vℓ − 1|Γ|
∫
Γ
vℓ
∥∥∥∥
L2(Γ)
≤ C|vℓ|H1(Γ) ≤ C|v|H1(Γh). (55)
Furthermore, from (42), (51) and the fact that v is zero-averaged on Γh, it follows that
1
|Γ| 12
∫
Γ
vℓ ≤ 1
|Γ| 12
(∣∣∣∣
∫
Γh
v
∣∣∣∣+ Ch2‖vℓ‖L2(Γ)|Γ| 12
)
≤ Ch2‖v‖L2(Γh). (56)
Combining (54), (55) and (56) we have
(1− Ch2)‖v‖L2(Γh) ≤ C|v|H1(Γ).
By choosing, for instance, h0 =
1√
2C
, the result follows.
Concerning the convergence rates of the above results we observe that:
• As shown in Lemma 4, in the approximation of the bilinear forms (51) and (52), the polygonal
approximation of geometry yields a geometric error that is quadratic in L2 norm and linear in
H1 norm. In fact, this Lemma is based on the geometric estimates of Lemma 2.
• The interpolation error on Γ, as shown by (45) in Lemma 6 (and its proof) arises from two
sources. The first one is the interpolation error on flat polygons (cp. Lemma 4). The second
one is given by the geometric estimates given in Lemma 2. Nevertheless, the order of accuracy
only depends on the first of these two sources, and thus on the VEM order k (cp. Remark 5).
This rate gap implies that choosing k > 1 in (9) will not improve the convergence rate of the method,
since geometric error dominates over the interpolation one. For this reason, in what follows, we restrict
our study to the case k = 1, i.e. “piecewise linear virtual elements”. The same drawback occurs with
the standard SFEM [34] of higher order, k > 1; in [38] it has been shown that a finite element space of
degree k defined on a suitable curvilinear triangulation of degree k (isoparametric elements) provides
a SFEM with the same convergence rate as polynomial interpolation of degree k. This suggests that,
to formulate a SVEM of order k > 1, a different approximation of the surface is needed. We close
this section proving an error estimate for the approximate right hand side < fh, vh > in the discrete
formulation (33) for k = 1.
Theorem 8. Let f ∈ H10 (Γ). Under the regularity assumptions (A)-(B), there exists C > 0 depending
on Γ and γ such that
|〈f, vℓh〉L2(Γ) − 〈fh, vh〉h| ≤ Ch
(|f |H1(Γ) + h|f |H2(Γ)) |vℓh|H1(Γ) ∀vh ∈W 1h . (57)
Proof. Let fI be as in (13) and fh be as in (33). We split the error as
|〈f, vℓh〉L2(Γ) − 〈fh, vh〉h| ≤ |〈f, vℓh〉L2(Γ) − 〈fI , vh〉L2(Γh)|+ |〈fI , vh〉L2(Γh) − 〈fh, vh〉L2(Γh)|
+ |〈fh, vh〉L2(Γh) − 〈fh, vh〉h|.
(58)
From the Cauchy-Schwarz inequality,(51) we obtain
|〈f, vℓh〉L2(Γ) − 〈fI , vh〉L2(Γh)| ≤ |〈f − f ℓI , vℓh〉L2(Γ)|+ |〈f ℓI , vℓh〉L2(Γ) − 〈fI , vh〉L2(Γh)|
≤ ‖f − f ℓI‖L2(Γ)‖vℓh‖L2(Γ) + Ch2‖f ℓI‖L2(Γ)‖vℓh‖L2(Γ)
(59)
From the Cauchy-Schwarz inequality, the definition of fh and (51) we have
|〈fI , vh〉L2(Γh) − 〈fh, vh〉L2(Γh)| ≤ |Γh|−
1
2 |〈fI , 1〉L2(Γh)|‖vh‖L2(Γh)
≤|Γh|−
1
2
(
|〈f ℓI − f, 1〉L2(Γ)|+Ch2‖f ℓI‖L2(Γ)
)
‖vh‖L2(Γh)
≤
(
‖f ℓI − f‖L2(Γ) + Ch2‖f ℓI‖L2(Γ)
)
‖vh‖L2(Γh)
(60)
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Following [1], we know that
|〈fh, vh〉L2(Γh) − 〈fh, vh〉h| ≤ Ch|fh|1,h|vh|H1(Γh), (61)
but, from the definition of fh and from (43) it follows that
|fh|1,h = |fI |H1(Γh) ≤ C|f ℓI |H1(Γ). (62)
Combining (58)-(62), using (42),(43), (45), the Poincare´ inequalities (3), (53) and the triangle inequal-
ity we obtain
|〈f, vℓh〉L2(Γ) − 〈fh, vh〉h| ≤
(
‖f − f ℓI‖L2(Γ) + Ch|f ℓI |H1(Γ) + Ch2‖f ℓI‖L2(Γ)
)
|vℓh|H1(Γ)
≤
(
(1 + Ch2)‖f − f ℓI‖L2(Γ) + Ch2‖f‖L2(Γ) + Ch|f − f ℓI |H1(Γ) + Ch|f |H1(Γ)
)
|vℓh|H1(Γ)
≤C ((h2 + h4)|f |H2(Γ) + (h+ h3 + h5)|f |H1(Γ)) |vℓh|H1(Γ) ≤ Ch (|f |H1(Γ) + h|f |H2(Γ)) |vℓh|H1(Γ),
that is the desired estimate.
5 Existence, uniqueness and error analysis
The following theorem, that is the main result of this paper, extends Theorem 3.1 in [1] for the VEM
on planar domains to the Laplace-Beltrami equation on surfaces. In fact, it provides: (i) the existence
and the uniqueness of the solution for both the continuous (7) and the discrete problem (33) and (ii)
an abstract convergence result. As a corollary, an optimal H1(Γ) error estimate for problem (33) will
be given.
Theorem 9 (Abstract convergence theorem). Let a : H10 (Γ)×H10 (Γ)→ R be the bilinear form defined
by
a(u, v) =
∫
Γ
∇Γu · ∇Γv ∀ u, v ∈ H10 (Γ),
and let ah :W
1
h ×W 1h → R be any symmetric bilinear form such that
ah(uh, vh) =
∑
E∈Th
ah,E(uh|E, vh|E) (63)
where, for all E ∈ Th, ah,E is a symmetric bilinear form on V 1h (E)× V 1h (E) such that
|ah,E(p, vh,E)− aE˜(pℓ, vℓh,E)| ≤ Ch2|pℓ|H1(E˜)|vℓh,E |H1(E˜) ∀ vh,E ∈ V 1h (E) ∀ p ∈ P1(E); (64)
α∗aE˜(v
ℓ
h,E , v
ℓ
h,E) ≤ ah,E(vh,E , vh,E) ≤ α∗aE˜(vℓh,E, vℓh,E) ∀ vh,E ∈ V 1h (E), (65)
where α∗ and α∗ are independent of h and E ∈ Th.
Let F ∈ L2(Γ)′ and Fh ∈ (W 1h )′ be linear continuous functionals. Consider the problems{
u ∈ H10 (Γ)
a(u, v) = F (v) ∀v ∈ H10 (Γ)
(66)
{
uh ∈Wh
ah(uh, vh) = Fh(vh) ∀vh ∈W 1h
(67)
Both of these problems have a unique solution and the following error estimate holds
|u− uℓh|H1(Γ) ≤ C
(
|u− uℓπ|h,1 + |u− uℓI |H1(Γ) + Fh + h‖F‖L2(Γ)′
)
, (68)
where Fh is the smallest constant such that
|F (vℓh)− Fh(vh)| ≤ Fh|vℓh|H1(Γ) ∀vh ∈W 1h . (69)
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Proof. Existence and uniqueness follow from Lax-Milgram’s theorem. In fact, from the Poincare´
inequality (3) on H10 (Γ), the bilinear form a is coercive and, from the Cauchy-Schwarz inequality, it
is continuous. The bilinear form ah is coercive since
|ah(vh, vh)| =
(63)
∣∣∣∣∣∣
∑
E∈Th
ah,E(vh|E, vh|E)
∣∣∣∣∣∣ ≥(65) α∗
∑
E∈Th
∣∣∣aE˜(vℓh|E, vℓh|E)∣∣∣ = α∗ ∑
E∈Th
|vℓh|2H1(E˜)
≥
(43)
C
∑
E∈Th
|vh|2H1(E) = C|vh|2H1(Γh) ≥
(53)
C‖vh‖2H1(Γh),
for all vh ∈W 1h . Now we prove that ah is continuous. To this end, since ah is symmetric and coercive
(i.e. positive definite), then it fulfills the Cauchy-Schwarz inequality. Then we have
|ah(vh, wh)| ≤
(63)
∑
E∈Th
|ah,E(vh|E, wh|E)| ≤
∑
E∈Th
ah,E(vh|E, vh|E)
1
2ah,E(wh|E , wh|E)
1
2
≤
(65)
α∗
∑
E∈Th
aE˜(v
ℓ
h|E, v
ℓ
h|E)
1
2aE˜(w
ℓ
h|E, w
ℓ
h|E)
1
2 = α∗
∑
E∈Th
|vℓh|H1(E˜)|wℓh|H1(E˜)
≤
(43)
C
∑
E∈Th
|vh|H1(E)|wh|H1(E) ≤ C

∑
E∈Th
|vh|2H1(E)


1
2

∑
E∈Th
|wh|2H1(E)


1
2
=C|vh|H1(Γh)|wh|H1(Γh) ≤ C‖vh‖H1(Γh)‖wh‖H1(Γh),
for all vh ∈W 1h . Hence, problems (66) and (67) meet the assumptions of Lax-Milgram’s theorem.
If a : Γh → Γ is the projection onto Γ defined in (1), then for any E ∈ Th, let E˜ = a(E) be the curved
triangle corresponding to E. Let uπ ∈
∏
E∈Th P1(E) be the projection of u defined in (46) and let
uI ∈W 1h be the interpolant of u defined in (45). From [34, Theorem 3.3], The solution of (66) fulfills
u ∈ H2(Γ) and thus uπ and uI are well-defined. Let δh = uh − uI . It holds that
α∗|δℓh|2W = α∗a(δℓh, δℓh) ≤ ah(δh, δh) = ah(uh, δh)− ah(uI , δh)
=
(63)
Fh(δh)−
∑
E∈Th
ah,E(uI , δh) = Fh(δh)−
∑
E∈Th
(ah,E(uI − uπ, δh) + ah,E(uπ, δh))
≤
(64)
Fh(δh)−
∑
E∈Th
(
ah,E(uI − uπ, δh) + aE˜(uℓπ, δℓh)
)
+ Ch2
∑
E∈Th
|uℓπ|H1(E˜)|δℓh|H1(E˜)
= Fh(δh)−
∑
E∈Th
(
ah,E(uI − uπ, δh) + aE˜(uℓπ − u, δℓh) + aE˜(u, δℓh)
)
+ Ch2
(
|uℓπ|2h,1 + |δℓh|2H1(Γ)
)
= Fh(δh)− a(u, δℓh)−
∑
E∈Th
(
ah,E(uI − uπ, δh) + aE˜(uℓπ − u, δℓh)
)
+ Ch2
(
|uℓπ|2h,1 + |δℓh|2H1(Γ)
)
= Fh(δh)− F (δℓh)−
∑
E∈Th
(
ah,E(uI − uπ, δh) + aE˜(uℓπ − u, δℓh)
)
+ Ch2
(
|uℓπ|2h,1 + |δℓh|2H1(Γ)
)
.
From (65), (69) and the continuity of a and ah we obtain
(α∗ − Ch2)|δℓh|2H1(Γ) ≤ Fh|δℓh|H1(Γ) + |uI − uπ|h,1|δh|H1(Γh) + |uℓπ − u|h,1|δℓh|H1(Γ) + Ch2|uℓπ|2h,1
For h sufficiently small, by exploiting (43), we obtain
|δℓh|2H1(Γ) ≤ C(Fh + |uℓI − uℓπ|h,1 + |uℓπ − u|h,1)|δℓh|H1(Γ) + Ch2|uℓπ|2h,1 (70)
By defining A = Fh+ |uℓI −uℓπ|h,1+ |uℓπ−u|h,1 and solving the second-degree-algebraic inequality (70)
we have
|δℓh|H1(Γ) ≤
CA
2
+
1
2
√
C2A2 + 4Ch2|uℓπ|2h,1 ≤
CA
2
+
1
2
(CA+ 2
√
Ch|uℓπ|h,1) ≤ CA+ Ch|uℓπ|h,1.
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By recalling the definition of A and applying the triangle inequality, we get
|u− uℓh|H1(Γ) ≤ C(Fh + |u− uℓI |H1(Γ) + |u− uℓπ|h,1) + Ch|uℓπ|h,1.
By applying the triangle inequality to the last term, we obtain
|u− uℓh|H1(Γ) ≤ C
(
Fh + |u− uℓI |H1(Γ) + (1 + h)|u− uℓπ|h,1 + h|u|H1(Γ)
)
.
The obvious stability estimate |u|H1(Γ) ≤ C‖F‖L2(Γ)′ , where C is the constant in the Poincare´ inequal-
ity (3), together with h ≤ h0, complete the proof.
From the abstract framework given in Theorem 9 we are now ready to derive the H1(Γ) error estimate
between the continuous problem (7) and the discrete one (33).
Corollary 1 (H1(Γ) error estimate). Problems (7) and (33) have a unique solution. Let u and uh
be the their solutions, respectively. Under the mesh regularity assumptions (A)-(B), if f ∈ H20 (Γ), the
following estimate holds:
|u− uℓh|H1(Γ) ≤ Ch(|u|H2(Γ) + |f |H1(Γ)) + Ch2|f |H2(Γ). (71)
Proof. In Theorem 9, we choose
F (v) = 〈f, v〉L2(Γ) ∀v ∈ H1(Γ);
Fh(vh) = 〈fh, vh〉h ∀vh ∈W 1h ,
with ah defined in (23), (25). Under the regularity assumptions (A)-(B),
1. Assumption (64) follows from (24) and (52);
2. Assumption (65) follows from (20), (22), (23) and (43);
3. From [34, Theorem 3.3] we have u ∈ H2(Γ). Then, Theorem 6 provides
|u− uℓπ|h,1 + |u− uℓI |H1(Γ) < Ch(|u|H2(Γ) + h|u|H1(Γ)); (72)
4. if f ∈ H10 (Γ), The Poincare´ inequality (3) provides
‖F‖L2(Γ)′ = ‖f‖L2(Γ) ≤ C|f |H1(Γ), (73)
and (57) yields
Fh ≤ Ch(|f |H1(Γ) + h|f |H2(Γ)) (74)
By plugging (72)-(74), into the abstract error bound (68), we obtain
|u− uℓh|H1(Γ) ≤ Ch(|u|H2(Γ) + |f |H1(Γ)) +Ch2(|u|H1(Γ) + |f |H2(Γ)) (75)
By plugging the Poincare´ inequality (3), the stability estimate |u|H1(Γ) ≤ C‖F‖L2(Γ)′ and (73) into
(75), the result follows.
6 Pasting polygonal surfaces along a straight line
In this section we discuss a possible advantage of SVEM with respect to SFEM. Suppose that Γ is
made up of two surfaces Γ1 and Γ2, joining along a straight line, i.e. Γ = Γ1 ∪ Γ2 and Γ1 ∩ Γ2 = ℓ is
a straight line. Furthermore, suppose we are given two corresponding polygonal surfaces Γ1,h, Γ2,h,
and that these polygonal surfaces fit ℓ exactly, i.e. Γ1,h ∩ Γ2,h = ℓ. We want to construct a polygonal
surface Γh by pasting Γh,1 and Γh,2. Such a process is depicted in Fig. 2 and leads, in general, to
a nonconforming overall triangulation. For this reason, the possibility of handling hanging nodes is
crucial in this pasting process. It is well-known that the triangular FEMs, including SFEM, are not
applicable to nonconforming meshes. For this reason, pasting algorithms for standard FEMs typically
need additional deforming and node matching steps, see for instance [12,13].
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Γ1
Γ2
ℓ ℓ
(a) Step 1
Γ1
Γ2
ℓ
(b) Step 2
Figure 2: Pasting algorithm. Step 1: two surfaces Γ1 and Γ2 are given together with their ap-
proximations Γ1,h and Γ2,h. The triangles having an edge on ℓ are depicted and their nodes on ℓ
are black-marked. Step 2: by pasting the triangulated surfaces, a nonconforming polygonation of
Γ = Γ1 ∪ Γ2 is formed, due to the presence of hanging nodes on ℓ, that are red-marked.
7 Implementation
In this section we will discuss how to implement the SVEM for k = 1 using only information on
the mesh and the nodal values of the load term f . We will not consider the case k ≥ 2 because, as
discussed in Section 4, increasing k does not improve the convergence rate of the method.
We observe that, from (12) and (32), problem (33) is equivalent to

uh ∈ V kh
ah(uh, φh) = 〈fh, φh〉h ∀ φh ∈ V kh
〈uh, 1〉L2(Γh) = 0.
(76)
Notice that, since k = 1, the overall number of degrees of freedom is equal to the number of nodal
points. Now, for every i = 1, . . . , N , let φi ∈ V 1h be the i-th basis function defined by dofj(φi) = δij ,
for all j = 1, . . . , N . We express the numerical solution of (76) in the basis {φi}Ni=1 as
uh(x) =
N∑
j=1
ξjφj(x), ∀x ∈ Γh,
with ξj ∈ R for all j = 1, . . . , N . Problem (33) is then equivalent to
N∑
j=1
ah(φi, φj)ξj = 〈fh, φi〉h, ∀i = 1, . . . , N, (77)
N∑
j=1
〈1, φj〉L2
h
ξj = 0. (78)
Problem (77)-(78) is a rectangular (N + 1) × N linear system that has, from Corollary 1, a unique
solution. We want to rephrase this problem as a square N ×N linear system. To this end, notice that
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the function φ¯ :=
∑N
i=1 φi fulfills dofj(φ¯) = 1 for all j = 1, . . . , N and thus, from (9), we have
N∑
i=1
φi(x) = 1, ∀x ∈ Γh. (79)
We show that the sum of all equations in (77) vanishes. In fact, for the left hand side of (77), using
(24) and (79), we have that
N∑
i=1
N∑
j=1
ah(φi, φj)ξj =
N∑
j=1
ah
(
N∑
i=1
φi, φj
)
ξj =
N∑
j=1
ah(1, φj)ξj =
N∑
j=1
a¯(1, φj)ξj = 0,
while for the right hand side of (77), from (32) and (79) we have
N∑
i=1
〈fh, φi〉h = 〈fh, 1〉h = 0.
We conclude that the sum of equations (77) vanishes. This implies that we can remove, for instance,
the N -th equation in (77). System (77)-(78) is then equivalent to the N ×N system

N∑
j=1
ah(φi, φj)ξj = 〈fh, φi〉h, ∀i = 1, . . . , N − 1,
N∑
j=1
〈1, φj〉L2
h
ξj = 0.
Consider the stiffness matrix A, the mass matrix M , and the load term b defined by
A = (aij) := ah(φi, φj), ∀i, j = 1, . . . , N,
M = (mij) := 〈φi, φj〉L2
h
, ∀i, j = 1, . . . , N,
b = (bi) := 〈fh, φi〉h, ∀i = 1, . . . , N,
and, for every E ∈ Th, consider the local mass matrix ME defined by
ME = (m
E
ij) := 〈φi, φj〉L2
h
,E, ∀i, j : xi,xj ∈ nodes(E).
The matrices A and ME and M can be computed as detailed in [8]. To compute the load vector b we
observe that, from (30) and the definition of the basis functions, it holds that
bi =
∑
E:xi∈nodes(E)
1
nE
∫
E
fh, ∀i = 1, . . . , N. (80)
We are left to compute the integrals in (80) as follows. The nodal values of the load term fh are
computed by
fh(xk) = fI(xk)−
〈fI , 1〉L2
h
|Γh| = f(xk)−
∑N
i=1〈φi, 1〉L2hf(xi)
〈1, 1〉L2
h
= f(xk)−
∑N
i=1(
∑N
j=1mij)f(xi)∑N
i=1
∑N
j=1mij
,
for all k = 1, . . . , N . For every E, the integral of fh on E is given by
∫
E
fh =
(27)
〈fh, 1〉L2
h
,E =
∑
i:xi∈nodes(E)
〈φI , 1〉L2
h
,Efh(xi) =
∑
i:xi∈nodes(E)

 ∑
j:xj∈nodes(E)
mEij

 fh(xi).
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In conclusion, the discretisation of the Laplace-Beltrami equation (5) by SVEM is given by the fol-
lowing sparse, square, full-rank linear algebraic system

N∑
j=1
aijξj = bi, ∀i = 1, . . . , N − 1,
N∑
j=1
(
N∑
i=1
mij
)
ξj = 0.
(81)
For instance, the matrix form of system (81) in MATLAB language is given by
xi = [A(1:N-1,:) ; ones(1,N)*M] \ [b(1:N-1); 0].
8 Numerical examples
In this section we will validate the theoretical findings through numerical experiments.
In Experiment 1, a Laplace-Beltrami problem on the unit sphere, approximated with a polygonal
mesh, is used as a benchmark to test the convergence rate in (71). The experiment also shows the
robustness of the method with respect to “badly shaped” meshes, i.e with polygons of very different
size and very tight, thus confirming the generality of assumptions (A)-(B). In Experiment 2, we show
an example of mesh pasting, as discussed in Section 6.
8.1 Experiment 1
In this experiment we solve the Laplace-Beltrami equation{
−∆Γu(x, y, z) = 6xy, (x, y, z) ∈ Γ,∫
Γ u(x, y, z)dσ = 0
(82)
on the unit sphere Γ := {(x, y, z) ∈ R3 | x2 + y2 + z2 = 1}, whose exact solution is given by
u(x, y, z) = xy, (x, y, z) ∈ Γ.
We solve the problem on a sequence of seven polygonal meshes, with decreasing meshsize h, made up
with triangles and hexagons whose vertices lie on Γ and we test the convergence rate as follows. Let
uI be the interpolant, defined in (45), of the exact solution u and let δh := uI − uh. We consider the
following approximations of the L2, L∞ and H1 errors, respectively:
EL2,h := 〈δh, δh〉L2
h
; (83)
EL∞,h := max
P∈nodes(Γh)
(δh); (84)
EH1,h := ah(δh, δh), (85)
where the forms ah(·, ·) and 〈·, ·〉L2
h
are defined in (25) and (28), respectively. These approximations
are O(h2)-accurate, see for instance [4]. The need of defining these approximate norms and seminorms
arise from the presence of the virtual basis functions that are not known in closed form. These norms
are reminiscent of the approximate L2 norm used for instance in [4, Equation 46], but also account for
the fact that, in our case, the exact and the numerical solutions are defined on different surfaces. The
convergence rate in the norms and seminorms defined in (83)-(85) is estimated by computing these
errors as functions of h.
The coarsest of the polygonal meshes under consideration (meshsize h = 0.6209) is shown in Figure
3(a). The numerical solution obtained on the finest mesh (meshsize h = 0.0798) is shown in Figure
3(b). The convergence results are shown in Fig. 4. The convergence is linear in H1 norm and, even
if the method is not designed for optimal L2 and L∞ convergence, it appears to be quadratic in L2
norm and almost quadratic in L∞ norm. We remark that the considered meshes, like the one in Fig.
3(a), have polygons of very different size and shape, this means that the regularity assumptions (A)
and (B) are quite weak and the method is thus robust with respect to badly shaped meshes.
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(a) Polygonal approximation Γh of the unit sphere Γ,
made up of triangles and hexagons, with meshsize h =
0.4013.
(b) Numerical solution obtained on Γh, for h = 0.0798.
Figure 3: (a) The coarsest mesh used for the convergence study; (b) the numerical solution of problem
(82) on the finest mesh.
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Figure 4: Convergence results for problem (82).
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8.2 Experiment 2
In this experiment we solve the Laplace-Beltrami equation and we address the problem of pasting two
surfaces. We start by considering the cylinder
Γ := {(x, y, z) ∈ R3 | x2 + y2 = 1 ∧ 0 ≤ z ≤ 2} (86)
and we split it into two parts
Γ1 := Γ ∩ {y ≥ 0};
Γ2 := Γ ∩ {y ≤ 0}.
We consider the Laplace-Beltrami equation{
−∆Γ u = (y − x2)ey on Γ,
u = u¯ on ∂Γ,
(87)
where u¯ is the exact solution, given by
u¯(x, y, z) = ey + z, (x, y, z) ∈ Γ.
Notice that the considered surface has a non-empty boundary and the boundary conditions are of
homogeneous Dirichlet type, see Remark 1. We consider a family of meshes defined as follows. Let
N ∈ N. The half cylinder Γ1 is approximated with 8N2 equal rectangular elements constructed on
the following (4N + 1)(2N + 1) gridpoints
Pij =
(
cos
i
4N
π, sin
i
4N
π,
j
N
)
, i = 0, . . . 4N, j = 0, . . . , 2N,
while the half cylinder Γ2 is approximated with 2N
2 equal rectangular elements constructed on the
following (2N + 1)(N + 1) gridpoints:
Pij =
(
cos
(
i
2N
+ 1
)
π, sin
(
i
2N
+ 1
)
π,
2j
N
)
, i = 0, . . . 2N, j = 0, . . . , N.
By pasting these meshes we end up with a nonconforming mesh Γh made up of 10N
2 elements, of
which 2N(5N −1) rectangles and 2N degenerate pentagons with one hanging node each. For N = 10,
this nonconforming mesh is shown in Fig. 5(a), in which the rectangles are green and the pentagons
are orange while the corresponding numerical solution is shown in Fig. 5(b).
To test the convergence, we consider a sequence of six meshes of the type described above, by increasing
N = 5i, i = 1, . . . , 6. Notice that the relation between N and the meshsize h is
h = 2 sin
( π
8N
)
,
and thus h = O( 1
N
). For all i = 1, . . . , 6, the errors in the norms and seminorms (83)-(85) are shown
in Fig. 6 as functions of h. The experimental convergence rate is quadratic in the approximate L2
and L∞ norms and superlinear in the approximate H1 seminorm.
Conclusions
In this study, we have considered a Surface Virtual Element Method (SVEM) for the numerical ap-
proximation of the Laplace-Beltrami equation on smooth surfaces, by generalising the VEM on planar
domains [1] and the SFEM [34]. By extending the results in [1] and [34] we have shown, under minimal
regularity assumptions for the mesh, optimal asymptotic error estimates (i) for the interpolation in
the SVEM function space, (ii) for the approximation of the surface and (iii) for the projection onto
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(a) Nonconforming polygonal approximation Γh of Γ, with
meshsize h = 0.2542, made up of rectangles and pentagons.
(b) Numerical solution obtained on the mesh Γh.
Figure 5: Polygonal approximation of the cylinder (86) and corresponding numerical solution of
Problem (87).
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Figure 6: Convergence results for problem (87).
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the polygonal surface. In particular, the geometric error arising from the approximation of the surface
is quadratic in the meshsize and is thus asymptotically dominant with respect to the interpolation
error for higher polynomial orders k > 1. Improving the geometric error is necessary to increase the
convergence rate of the overall method. To this end, following [38], curved polygonal elements could be
used. This will be subject of future investigations. We have also shown the existence and uniqueness
of the numerical solution and, for k = 1, its first order H1 convergence. To highlight and advantage of
the SVEM technique, we have shown that the process of pasting two meshes along a straight line leads
to a nonconforming mesh that can be easily handled by the SVEM. We have presented two numerical
examples for the Laplace-Beltrami equation to (i) test the convergence rate of the SVEM method for
k = 1 on the unit sphere and (ii) to show its application to mesh pasting on a cylindrical surface.
Since the Laplace-Beltrami equation is endowed with the zero average condition, we have shown, for
k = 1, how to include this condition in the implementation, obtaining a sparse, square, full-rank linear
algebraic system, using only information on the mesh and the nodal values of the load term. The
Laplace-Beltrami equation has been considered because it is the simplest PDE defined on a surface.
Given the satisfactory behavior of the SVEM on this test problem, the authors believe that it is worth
extending the methodology to more complicated surface PDEs. This will be done in future studies.
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