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The microgrid has made its mark in distributed generation and has at-
tracted widespread research. However, owing to the complexity of a microgrid
system, the control design still remains a challenge. On the other hand, consid-
ering the applications of System of Systems (SoS) in a plethora of domains, and
resemblance of microgrid to SoS characteristics, an intelligent SoS perspective is
provided for microgrids in this thesis. A comprehensive review of microgrid ar-
chitectures, models and control methodologies is compiled. A networked control
methodology based on SoS is devised for the microgrid with multiple generation
units acting as subsystems. An output feedback controller is designed to stabi-
lize the system in presence of communication infractions such as packet dropouts
and delays. The developed control design is applied to different models repre-
senting a microgrid. An event triggering scheme coupled with particle swarm
optimization is also proposed for a wind turbine system in a microgrid. A com-
parative analysis highlighting the significance of optimization in event triggering
sampling is also included. Effectiveness of the proposed control methodologies
is illustrated through simulation results.
xvi

Chapter 1
INTRODUCTION
1.1 Distributed Generation Systems
Economic challenges, technological advancements and environmental impacts
are now demanding distributed generation in place of the conventional cen-
tralized generation [1]. Power operation companies are now confronted with
unprecedented difficulties in terms of meeting load requirements, consumer sat-
isfaction and environmental considerations. Thus, distributed generation has
received good attention because of its potential to alleviate pressure from the
main transmission system by supplying a few local loads [2]. The waste heat
1
2generated from the fuel to electricity conversion is exploited by the distributed
generation system with the help of microturbines, reciprocating engines and fuel
cells to provide heat and power to the customers. This is accomplished by em-
ploying a small scale CHP (Combined Heat and Power) equipment. As a result
of this, numerous applications of CHP have been used with significant progress
[3].
Adding to the system Distributed Energy Sources (DER) like photovoltaic pan-
els, wind turbines, energy storage devices such as batteries and capacitors, gener-
ators extracting energy from other renewable and controllable loads can provide
momentous contributions to future energy generation and distribution. Another
noteworthy feature is that the carbon emission is reduced to a large extent sat-
isfying the commitment of many nations concerning decrease of carbon foot-
prints [3]. However, the distributed generation faces technical issues regarding
its connection to the intermittent renewable generation and feeble areas of the
distribution network. Further, owing to the distinct behavior of the distributed
generation unlike the conventional load, alteration in power flow results in prob-
lems. To introduce an intelligent electric network, the notion of the smart grid
has recently emerged. Among desired characteristics of smart grid affecting the
distribution level are improved reliability and sustainability. These attributes
are mainly realized through microgrids which facilitate the effective integration
of Distributed Energy Resources (DER) [4]-[8].
31.2 Introduction to System of Systems (SoS)
On another front, the gap between conventional technologies and the ever-
growing needs of the society need to be bridged and hence development of
systems engineering principles needs to undergo a transition. This is where,
the extension of systems engineering to heterogeneous, interoperable and evolu-
tionary System of systems becomes imperative. We need large scale, complex
and integrated systems to tackle contemporary technical challenges and envi-
ronmental concerns.
The concept of System of systems has opened up a new school of thought in
Systems engineering.System of systems has emerged as a hot topic for research
over the past few years. Although still in the infant stages, the concept of sys-
tem of systems has managed to achieve substantial attention. It is a widespread
notion now and has entered several domains including defense, IT, health care,
manufacturing, energy and space stations and exploration to name a few [9],
[10].
Many definitions have been proposed in the literature for System of systems,
the more descriptive one being “systems of systems are large-scale integrated
systems that are heterogeneous and independently operable on their own, but
are networked together for a common goal” [11], where the goal is cost effective-
ness, robustness and performance.
A System of systems comprises of numerous heterogeneous subsystems which are
independently operable. These subsystems also possess the ability to continue
4operating even if separated from the system of systems. Each constituent sub-
system has no power over the other but communicate with each other through
a network to effectively carry out tasks and collectively achieve a mission. How-
ever, one needs to understand the difference between large scale complex mono-
lithic systems and actual system of systems. There exists certain characteristics
or features which are unique to system of systems as given in [12]. The System
of systems is expected to exhibit the following characteristics.
1. Operational independence : All the constituent systems within the SoS
architecture operate independently and have no interference with other
neighbor systems in their functionality.
2. Managerial independence : The constituent systems continue to op-
erate on their own unperturbed by the SoS. In other words, they are re-
sponsible for their autonomous operation.
3. Evolutionary development : The SoS isn’t designed as a single unit,
and is rather flexible which can accommodate numerous new systems or
do away with systems which are no longer necessary.
4. Emergent behavior : All the constituent systems function as a collective
unit to accomplish a common objective, which cannot be achieved by a
single component system.
5. Geographic Distribution : The distribution of the subsystems is se-
quential to facilitate flow of information among them.
51.3 A System of Systems Perspective
The microgrid has paved its way into distributed generation and looks promising
for future aspects. It has the ability to respond to changes in the load, while
decreasing feeder losses and improving local reliability. Basically designed to
cater the heat and power requirements of local customers, it can serve as an
un-interruptible power supply for critical loads.
However, conventional techniques and methodologies for designing microgrid
systems seem inadequate. Further, due to the complex and dynamic nature of
microgrids, we need contemporary and evolutionary SoS methods for the effi-
cient design and operation of microgrids. Hence the motivation for using the SoS
approach arises from the need to overcome prevalent issues in microgrid. The
control system design is one of the most prominent of them. According to [13],
there isn’t still a consensus as to which architecture and control methodology is
the best for microgrids. It is worth noting that the microgrid is a complex sys-
tem comprising of variety of subsystems which are non-linear and possess strong
cross-coupling between them. Therefore, analyzing the microgrid from an intel-
ligent SoS perspective is the need of the hour. The SoS approach facilitates an
unprecedented way of tackling problems in microgrids. Further, efficient control
methodologies based on SoS must be established in order to solve the control
design issue in microgrids.
61.3.1 Microgrid as System of Systems
The microgrid as described above is a complex system comprising of micro
sources, loads and energy storage devices. Most of the elements are non-linear
systems and possess strong cross-coupling between them. However, complexity
is not the only thing that would be sufficient for the microgrid to qualify as a
SoS, it must comply with other features of SoS presented by [12] mentioned in
the previous section.
Photovoltaic
System
Wind Turbine
Microturbines
Power
Electronics
Power
Electronics
Power
Electronics Storage
System
Load
Main Grid
Subsystem 1
Subsystem 2
Subsystem 3
Bus
Figure 1.1: Microgrid SoS structure
The microgrid architecture as SoS is depicted in Fig. 1.1 As can be seen from
the figure, the subsystems of the microgrid SoS are photovoltaic system, wind
turbine and microturbine repectively. There could be other distributed gener-
ation units like fuel cells and unconventional sources of generation among the
subsystems. The typical characteristics of microgrid SoS are
7• The subsystems are independently operated and managed.
• The microgrid SoS is evolutionary. It can accomodate new subsystems
when required and discard any of them from the structure.
• All subsystems are emergent. Collectively, they form the SoS which ac-
complishes the overall objective of supplying local loads and providing
ancilary services to the main grid.
• The subsystems are geographically distributed.
Owing to the above characteristics which are similar to that of SoS, the microgrid
falls perfectly on the lines of a SoS.
1.3.2 SoS Framework
A framework for the microgrid SoS is presented in Fig. 1.2 The objective of
the Microgrid is best served when its constituent subsystems are well coordi-
nated, organized and are able to communicate effectively among each other.
This calls for a integrated framework which allows each subsystem to operate
independently and establishes good communication among them to accomplish
the desired goal. The emergent nature and geographic distribution of the micro-
grid makes it convenient to be architected in a System of systems framework. A
8SoS framework addresses all the management, communication and control needs
of a microgrid in a systematic manner.
The Microgrid Central Controller (MGCC) is connected to the main grid via a
point of common coupling. All the constituent subsystems are integrated to the
MGCC through a local control network. An electrical network and a commu-
nication network is used for the transfer of control signals and data collection
respectively. Each subsystem has a dedicated local controller. These local con-
trollers form the primary level of the microgrid SoS control hierarchy. Together,
all the subsystems constitute the SoS framework.
MGCC
Load 1
Load 2
Load 3
Renewable
Generation
(Subsystem 1)
Unconventional
Generation
(Subsystem 5)
CHP
(Subsystem 3)
Microturbines
(Subsystem 2)
Energy storage
(Subsystem 4)
Main
Grid
Local
Control
Network
Local
Control
Network
Local
Control
Network
Local
Control
Network
Local
Control
Network
Local
Controller
Local
Controller
Local
Controller
Electrical
Network
Communication
Network
Point of
Common
Coupling
Figure 1.2: System of systems framework for microgrids
9Table 1.1: Functional levels of microgrid SoS
Level Function
Primary Voltage and frequency stabilization after islanding
Secondary Check for any deviations caused by primary control
Tertiary Govern the power flow between microgrid and main grid
1.3.3 Microgrid SoS Control Hierarchy
The control design for microgrids is a major issue that needs attention. Based
on the microgrid SoS structure and framework mentioned previously, a control
methodology based on SoS is proposed for microgrids. A hierarchical control
structure for the microgrid SoS is illustrated in Fig. 1.3. It can be seen that
subsystems (DGs) of microgrid are integrated to the primary and secondary
level of control. The tertiary level , however is connected to the SoS through a
communication network. Table 1.1 summarizes the functions of each level. The
variables for each level are described by Table 1.2.
DG 1
Primary Level
Secondary
Level
Communication Network
Tertiary Level
DG 2
Primary Level
Secondary
Level
DG 3
Primary Level
Secondary
Level
Subsystem 1 Subsystem 2 Subsystem 3
Figure 1.3: Control structure for microgrid SoS
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Table 1.2: Variables of microgrid SoS
Level Variable
Primary Voltage (E),
Frequency (ω)
Power (P)
Reactive Power (Q)
Secondary Reference Voltage (Eref )
Reference Frequency (ωref )
Tertiary Reference Power (P ref )
Reference Reactive Power (Qref )
1. Primary Level: The primary level is responsible to stabilize voltage and
frequency after islanding. It consists of elementary control hardware. The
current and voltage loops of the DERs are included in the control hard-
ware.It adjusts the amplitude and frequency of the provided reference,
voltage for instance. Further it also alleviates circulating currents which
are a threat to the power electronic devices of DERs. It also distributes
active and reactive power among DERs. Following an islanding event,
a microgrid suffers from voltage and frequency instabilities due to power
mismatch. Thus, voltages and frequencies need to be stabilized. This is
accomplished by the primary level [7].
2. Secondary Level: The secondary level is responsible to compensate for
any voltage or frequency deviation, which is caused by the primary level.
It makes sure that the deviations are regulated towards zero, if any load
or generation changes in the microgrid [14].
11
3. Tertiary level: The tertiary control level controls the flow of power from
the microgrid to the main grid. This is accomplished by adjusting the fre-
quencies and amplitudes of the DER voltages. It also ensures economically
optimal operation of the microgrid [7].
1.4 Thesis Motivation
As mentioned above, the control design is a major issue in microgrids. Regu-
lating voltages and frequencies of the microgrid during islanded operation and
ensuring system stability is what needs particular attention. Therefore, devising
control strategies for microgrid system is the primary aim of this research. Em-
ploying a networked control methodology, which incorporates communication
infractions is the main task undertaken to address the aforementioned concerns
in microgrids.
1.5 Proposed Objectives
The objectives of this thesis are as follows
• To present an extensive and in-depth survey of the published literature
concerning modeling and control of both System of Systems and microgrid
and to present a perspective of System of Systems on microgrid.
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• To carry out modeling of the islanded system of microgrid constituting
multiple distributed generation units and load from a System of Systems
point of view.
• To devise control strategies based on System of Systems for controlling the
islanded system of microgrid and elucidate the proposed control strategies
through numerical examples and simulations in MATLAB and SIMULINK.
1.6 Thesis Outline
The thesis is organized as follows
Chapter 2
This chapter presents a survey of SoS applications in addition to an extensive
review of microgrid architectures, models and control methodologies. Microgrid
components are listed and mathematical modeling of components like alternator,
solar cell and wind turbine is presented. Further, microgrid control is catego-
rized into four main divisions and their applicability to microgrids with a SoS
point of view is discussed.
Chapter 3
In this chapter, an output feedback networked controller is designed for a mi-
crogrid system of systems consisting of three distribution generation units as
three subsystems supplying a load. The stability of the microgrid networked
13
system incorporating packet dropouts and delays is investigated in detail. The
controller design is carried out and explained through theorems and LMIs. Sim-
ulation results are included to demonstrate the effectiveness of the proposed
controller.
Chapter 4
An integrated system consisting of a microalternator and PV cell as two subsys-
tems is considered in this chapter. Detailed modeling of individual subsystem
and combined system is presented. Unlike a simple model considered in chapter
3, a comprehensive model of alternator and PV system having multiple com-
ponents is proposed. The controller design of chapter 3 is implemented on two
sets of integrated system with different parameter values. The controller perfor-
mance is illustrated through simulation.
Chapter 5
In this chapter, an optimized event triggering scheme and a LQG controller
design is proposed for a linearized wind turbine model in a microgrid system.
The system is modeled as an event triggered system based on Asynchronous-
sampled data system (ASDS) approach. Networked induced delays are con-
sidered in the communication channel. Particle Swarm Optimization (PSO) is
employed to optimize control and communication cost, while reducing the event
rate. Simulation results are included to elucidate the proposed controller de-
sign. A comparative analysis is also presented to demonstrate the significance
14
of optimization in event sampling.
Chapter 6
Finally, conclusions are drawn from the work carried out in the aforementioned
chapters. The contributions of this thesis are highlighted and directions for
further research and future extensions are discussed.
Chapter 2
LITERATURE SURVEY
2.1 Introduction
In this chapter, the first section deals with an overview of SoS applications. A
review of SoS applications in various domains is presented. Then, a survey of
microgrid architectures, models and control methodologies is done. Various con-
trol schemes proposed in the literature are included. Description and modeling
equations for various microgrid components like microturbines, PV solar cell
and wind turbine are presented. Finally, control methodologies for microgrid
are classified into four broad categories, namely multilevel control, consensus
15
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control, decentralized control and networked control and are surveyed.
2.2 Overview of SoS Applications
System of systems which was intially introduced and restricted to defense, has
now entered a wide variety of domains. There can be a plethora of applica-
tions found in the literature in which the SoS methodology has been used. For
instance, the application of system of systems framework to improve the capa-
bility of Unmanned Aerial Vehicles (UAVs) is presented in [15]. The system of
systems approach to design an air defense weapon is discussed in [16]. In [17],
the author proposes a system of systems method to enhance the effectiveness
of the military system. In [18], the authors explore the application of a system
of systems approach to supervise, control and diagnose subsea production and
processing systems. Similarly, in [19], the authors demonstrate the use of SoS
methodology and its effectiveness in production system design. The network
architecture of the internet is anlayzed from a System of systems perspective in
[20].
A System of systems approach for the enhancement of health care systems is
presented in [21]. In [22], the authors illustrate a human health management
system from a System of systems perspective. [23] puts forward the necessity
of a SoS approach in aerospace industry. [24] utilizes SoS framework to assess
the reliability of telecommunication networks. [25] presents the need for a SoS
perspective to protect the environment from climate changes and its harmful
17
effects. [26] proposes a SoS framework to be implemented in the International
Space Station (ISS). [27] views industrial automation from a SoS perspective.
2.3 Review of Microgrid Architectures and Mod-
els
The concept of Microgrid has received considerable attention owing to its poten-
tial to serve as an alternate power source, utilizing unconventional sources and
supplying the most critical loads of the main grid in case of a network failure.
Microgrids are low voltage networks or distributed energy systems which provide
heat and power to a particular area by employing generators and loads. They
have the ability to operate independently and isolate themselves from the main
grid in case of a fault [28],[29]. If proper control techniques are implemented,
they may improve the reliability of electrical energy supply. Microgrid comprises
of microturbines, wind turbines, fuel cells, photovoltaic cells etc as sources of
energy which are interfaced with the help of power electronic converters. All
these units are connected to the main grid through a point of common coupling
(PCC) and look as a solitary unit to the distribution network. No additional
inertia is added to the system from the distributed generators.
However, because of this the power balance amid generation and load and the
network frequency becomes complicated to maintain, especially when the mi-
crogrid is in islanded mode [13]. The islanded mode is an operating condition in
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which the microgrid isolates itself from the main grid in case of a fault. However,
the transition from the grid connected and the islanded mode must be stable
[30]. If the microgrid is consuming or supplying power to the main grid before
disconnection, a power imbalance occurs. This is compensated by the energy
storage units because of the fact that the microsources have low inertia and slow
dynamic response [31], [32].
A plethora of microgrid architectures can be found in the literature. Different
layouts and models have been proposed to describe components of a microgrid.
A review of the various architectures is provided in this section. A generalized
structure of a microgrid is presented in [33]. The main features of a microgrid
are discussed and the characteristics of control systems used are also described.
In [34], microgrid design principles are discussed and a comprehensive review
of microgrid is also presented. Application of industrial standards to microgrid
is included, along with advanced control methods and storage systems. In [35],
various structures of microgrid are presented. Ongoing demonstration projects
in different countries are discussed. Layouts of the microgrid system in all these
projects implemented worldwide are shown.
A review of numerous microgrid architectures and control methodologies is com-
piled in [36]. In [37], a survey is presented concerning the control of microgrids
during islanded operation. Similarly in [38], a review is done on the various con-
trol strategies for voltage and frequency control of islanded microgrids. In [39],
typical microgrid topology is considered and the modeling and control aspect is
investigated in detail. In [40], a comprehensive review of the control method-
ologies and dynamic modeling of microgrid is presented. In [41], the modeling
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and control aspect of microgrids is reviewed in detail. Recent developments in
the area of microgrids is also presented.
In [42], a schematic of microgrid architecture is presented and modeling of mi-
crosources is explained. In [43], wireless configuration of microgrid is proposed,
where communication exists among inverters. In [44], a multi-agent system ap-
proach is applied to the DERs in microgrids. The control architecture based
on multi-agent systems is also designed and control strategies are proposed. An
agent based microgrid management system is proposed in [45] and is applied
to storage and generation devices connected to a microgrid. In [46], building
blocks are considered as a part of control methodology for the microgrid and
implemented on an experimental setup. The microgrid control issue is also ad-
dressed in [47].
In [48], a hierarchical control structure is proposed for a sample microgrid sys-
tem. Further, modeling of a DG interface with the hierarchical control structure
is also explained. In [49], a potential function based method is proposed for the
control hierarchy in a microgrid. A generic schematic of a microgrid system is
also presented. A distributed networked control scheme is proposed in [50]. In
[51], a methodology to model the microgrid for small signal analysis is proposed
in which the distribution is shared by power regulated and voltage-frequency
regulated generation units. [52] focusses only on the secondary control layer of
the microgrid. In [53] voltage source converter based model of a microgrid is
considered and a novel control methodology is proposed. In [54], a unified model
is proposed for a configuration based on voltage source converter for a microgrid
and novel control techniques are devised. A comprehensive small signal state
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space modeling is presented in [55]. [56] proposes hybrid modeling and predic-
tive control for photovoltaic system and fuel cells which are integrated together
as two generator subsystems. In [57], a hub model is considered for microgrid,
based on which a predictive model is designed and optimized control is demon-
strated. In [58], a networked controlled model is presented for multi-inverter
systems. In [59], a power control scheme is implemented on a microgrid hav-
ing distributed generation units with power electronic interface. In [60], robust
control theory is applied to microgrids having gas turbines and batteries. Apart
from these, many papers focus on the modeling of a microgrid and their control
[61].
2.4 Microgrid Components
A generalized architecture of microgrid is shown in Fig. 2.1. As it can be seen
from the figure the microgrid consists of Microgrid Central Controller (MGCC)
or Central Energy Manager, microsource controllers, load controllers, microtur-
bines, fuel cells,. battery storage, loads, renewable generators like the PV panel
and a Combined Heat and Power (CHP) unit. The common coupling point can
also be seen which connects the microgrid with the main grid. We shall now
discuss each component to understand their role in the overall operation and
performance of the microgrid.
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Figure 2.1: Microgrid architecture
2.4.1 Microgrid Central Controller
The Microgrid Central Controller (MGCC) acts as a connector between the
medium voltage (MV) and low voltage (LV) side of the grid. The low voltage
side of the grid is occupied by the microgrid and its components. The MGCC is
responsible for allocating set-points to the load and micro source controllers and
take care of the technical and management concerns of the microgrid. Also, it
establishes communication with the distributed management system to perk up
the operation of the medium voltage (MV) distribution system. Apart from this,
the MGCC carries out numerous other functions including forecasting studies,
scheduling of micro generation from an economic point of view, security as-
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sessment and demand side management functions. All this is accomplished by
collecting data from the loads and microsources. Additionally, during the is-
landed mode of operation of the microgrid, the MGCC acts as a secondary loop
to facilitate a change in the output power control of micro-generators. Further, it
must also devise interruption strategies and intelligently make use of the storage
devices available to ensure reliability and reduce interruption time[62].
Figure 2.2: Microgrid with distributed sources and loads
Microgrids with distributed energy sources has a major feature in that the
sources are dispersed over a wide area. These sources are tight to each other
and to loads by a distribution network. In addition, the distributed microgrid
may be coupled to the main power grid at some point as well. Fig. 2.2(a) shows
a distributed microgrid structure connected to the main grid. It is also shown
the microgrid line impedance (Z01, Z12, ..., Zn1,n). The source is connected to the
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microgrid distribution network by an inverter interface through a filter, that is,
an LCL filter, shown in Fig. 2.2(b).
2.4.2 Microsources and Load Controllers
The microsource and load controllers are dedicated controllers for a particular
component of the microgrid. By making use of local measurements of current
and voltage, the microsource controller controls its assigned microsource. They
are responsible to carry out load tracking and management, load control of the
storage devices and economic scheduling functions. The primary functions of the
microsource controller are regulation of power flow on a feeder where the oper-
ating points of the loads are varying, regulation of voltage at each microsource
to accommodate the changing loads on the system and most importantly see
that every microsource takes its load during islanded operation [63].
There exists several papers available in the literature where detailed modeling
of various components of the microgrid can be found. For instance,[64] presents
the modeling of microsources in a microgrid. Mathematical models are given for
the diesel generator, batteries and wind turbine. Also, detailed models for fuel
cells and microturbines having single shaft are available in [65], diesel generator
having a prime mover, generator unit and governor is modeled in [66], [67].
In [68] and [69], the modeling of almost all significant components is explained
including the PV systems, wind turbines, microturbines and fuel cells which
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constitute the microsources. Further, basic models are also described for the
power electronic interfaces. Similarly [70] deals with the detailed modeling of
almost all components at steady state and studies their transient responses for
input changes. The modeling of microgrid in islanding mode can be found in
[71], [72], [73], [74].
2.4.3 Microturbines
Microturbines are single shaft, simple mechanical devices consisting of a genera-
tor which is a permanent magnet machine functioning at variable speed typically
in the range of (50,000-100,000) rpm. The variable speed generation system is
interfaced to the electrical system through power electronics. The microtur-
bines are flexible to operate on different fuels such as natural gas and gasoline.
Equipped with good reliability, they are also economical to afford [75].
Control
System
Turbine Generator
+
-
Pe
Qe
Pref
Pdem
P Pin Pm
Figure 2.3: Significant blocks of a microturbine model
Fig. 2.3 shows the significant blocks forming a microturbine. The purpose of
this simplified diagram is to perform the dynamic behavior analysis.Pdem is the
demanded power, Pref represents the reference power and Pin represents the
power control variable which is to be applied to the turbine. The microturbine
is equipped with recuperation, advanced materials and technologies enabling low
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Nox emissions [76]. Further explanation and detailed modeling of the microtur-
bines can be found in [77].
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Figure 2.4: Equivalent circuit of generator and rectifier in a microturbine
Fig. 2.4 shows an equivalent circuit representation of the generator and the
rectifier of the microturbine. Although the microturbine also consists of a re-
cuperator, it has not been considered in modeling because it is used only for
enhancing engine efficiency. The mathematical modeling presented below is
taken from [70].
Considering the equivalent circuit in Fig. 2.4, the voltage induced in the gener-
ator terminal VLL is given as
VLL = Kvω sin(ωt) (2.1)
where Kv is the voltage constant and ω is the electrical angular frequency. Now,
the output DC voltage from the rectifier is given as [70]
Vdc =
3
π
|VLL| −
3ωL
π
Idc (2.2)
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Substituting (2.1) in (2.2), we have
Vdc =
3
π
Kvω −
3
π
ωLIdc (2.3)
Let us now define a no load voltage (DC) E as
E =
3Kv
π
ω (2.4)
Substituting in (2.2), we have
E = Vdc +
3L
π
ωIdc (2.5)
Under the condition that the system does not suffer from any losses, the input
power Pm can be defined as
Pm = VdcIdc (2.6)
Substituting the value of Vdc from (2.3) in the above equation, we have
Pm =
3
π
KvωIdc −
3
π
LωI2dc (2.7)
For the same system, the mechanical shaft torque is given as
Tm =
Pm
ω
=
3
π
KvIdc −
3
π
LI2dc (2.8)
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And, the representation of mechanical part of the system is
dω
dt
=
1
Jr
(Tm − Tt) (2.9)
where Jr is the inertia of shaft and Tm, Tt are the mechanical and load torques
respectively.
2.4.4 PV Solar Cell
Fig. 2.5 shows a representation of the solar cell through an electrical single diode
model [78]. The inputs to the model are array voltage, ambient temperature
and solar irradiance while the output is array current. Also, a lot of work has
been done to design a comprehensive PV model by utilizing power electronic
components. [79], [80].
iph
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Figure 2.5: Simple PV cell model
Considering the equivalent circuit of the PV cell given in Fig. 2.5, the output
current i is given by
i = iph − iD − ip (2.10)
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where iph is the current generated by light, iD is the diode current and ip is
the shunt leakage current through resistance Rp. The open circuit voltage Voc is
given by
Voc = V + iRs
where V is the terminal voltage and Rs is the series resistance. Also, the diode
current iD is given by [81]
iD = id[
qVoc
AcfKT
− 1] (2.11)
where id is the saturation current of the diode, q is the electron charge, Acf is the
curve fitting constant, K is the Boltzmann constant and T is the temperature.
Now the load current is expressed as
i = iph − ios(exp[
qVoc
AKT
− 1])−
Voc
Rp
(2.12)
where
iph =
G
100
[iSR +KI(T − 25)]
and
ios = ior(
T
Tr
)3exp[
qE
BK
(
1
Tr
−
1
T
)]
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Note that ios is reverse saturation current of the PV cell, A,B are p-n junction
ideality factors, G is solar irradiation, E is the band gap for Silicon, iSR is
the short circuit current at 25 degrees and 1000 W/m2, KI is the short circuit
current temperature coefficient at iSR, Tr is the reference temperature and ior is
the cell saturation current at Tr. More information about the modeling can be
found in [70].
2.4.5 Wind Turbine
Fig. 2.6 represents a Squirrel cage induction generator based wind turbine. It
has a conventional grid connected to a squirrel cage induction generator, which
is connected to a rotor through a gear box. The function of the gearbox is to
adjust the speeds of the rotor and generator, whose ranges are different. [82],
[83]. There are different subsystems in the wind turbine that can be modeled
separately. Out of which are the aerodynamic and mechanical subsystem whose
modeling is presented below: The aerodynamic power is given by [84]
Rotor
Gear Box
Grid
Compensating
Capacitor
Squirrel cage Induction
Generator
Figure 2.6: Wind turbine model
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Pα = ωrTw =
1
2
ρ.A.Cp(λ, β).v
3
w (2.13)
where Pα is the aerodynamic power, ρ is the density of air, β is the pitch angle,
A represents the rotor area, Tw represents the aerodynamic torque, ωr expresses
the blade rotating speed, λ is the tip speed ratio, vw is the wind speed and
Cp(λ, β) is a dimensionless constant. Now, the mechanical subsystem can be
simulated using three or six elastically connected masses. To represent the low-
speed shaft torsional mode, a minimum of two masses are needed. Described
below are the three mass equivalent state space equations of the model
d
dt

 θ
ω

 =

 [0]3×3 [I]3×3
−1
2
[H]−1[C] −1
2
[H]−1[D]



 θ
ω


+

 [0]3×3
1
2
[H]−1

T (2.14)
where θT = [θR θGB θG] represents the angular position vector, ω
T = [ωR ωGB ωG]
denotes the angular speed vector and T T = [Tw 0 TG] expresses the external
torque vector including the electromagnetic torque TG and aerodynamic torque
Tw. [H] = diag(HR, HGB, HG) is the diagonal inertia matrix and C and D are
stiffness and damping matrices respectively. C also denotes the high and low
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speed shaft elasticities and is given as
[C] =


CHGB −CHBG 0
−CHBG CHBG + CGBG −CGBG
0 −CGBG CGBG


D represents the torque losses and internal friction and is given as
[D] =


DR + dHGB −dHGB 0
−dHGB
DGB + dHGB
+dGBG
−dGBG
0 −dGBG DG + dGBG


Note that the subscripts GB and G represent the gear-box and generator re-
spectively. The induction generator is represented by a fourth order model in an
arbitrary reference frame. From [68], using the generator convention for stator
currents, we have
usd = −rsisd − ωψsq + pψsd
usq = −rsisq + ωψsd + pψsq
urd = rrird − (ω − ωr)ψrq + pψrd
urq = rrirq + (ω − ωr)ψrd + pψrq
where p = 1
ω0
d
dt
and ω0 is the base cyclic frequency, ω represents the rotating
speed of the arbitrary reference frame and the subscripts dq represent the dq
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axis of the frame and s, r denote the stator and the rotor respectively.
Further, the fluxes ψ are related to the stator and rotor winding currents by the
equations given below
ψsd = −Xsisd +Xmird
ψsq = −Xsisq +Xmirq
ψrd = −Xmisd +Xrird
ψrq = −Xmisq +Xrirq
And the electromagnetic torque is given by
Te = ψqridr − ψdriqr
2.4.6 Fuel Cells
The microsources include renewable sources of energy like solar, wind and hy-
dro power. Mini hydro generators, wind turbines and PV panels are located
geographically in a microgrid. The energy from these renewable sources is har-
nessed and converted to electricity. The only shortcoming of these sources is
their intermittent nature.
Fuel cells are unconventional and produce electricity from hydrogen and oxygen.
They release water vapor and the emissions are less. Also, they offer higher ef-
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ficiencies when compared to the microturbines discussed above. However, fuel
cells are currently uneconomical and quite expensive. From the environmen-
tal perspective, renewable sources and fuel cells are well suited for distributed
generation in place of their conventional counterparts including the combustion
engines, see Fig. 2.1.
2.4.7 Storage Devices
Storage devices have a crucial role to play in the microgrid. These are back
up energy systems which provide energy to the critical loads much like the
uninterrupted power supply. The storage devices include batteries, flywheels
and ultra capacitors. With the advancement in technology, higher capacity
storage devices are available which can provide considerable supply of energy.
2.5 Control Methodologies for Microgrid
Although extensive research has been carried out in designing control strate-
gies for microgrids, there is still ambiguity regarding the best microgrid control
strategies. [13] presents a survey of the various control techniques developed
for microgrids. Several control strategies have been proposed for microgrids in
[85], [86], [87], [88]. Robust H∞ control is presented in [89] and [90] for the
control of two distributed generation units. An optimal controller is presented
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for controlling the frequency and voltage fluctuations during islanded mode in
[91].
However, since we are looking towards the microgrid from a system of systems
perspective, we need to use the control strategies devised for system of systems.
The first hurdle lies in finding a mathematical model for the framework. The
control paradigms given in [92] need a mathematical model for their implemen-
tation. Nevertheless, a few mathematical models of the microgrid are available
in the literature which are complex and of high order. [93], [94]. Additionally,
state space modeling has also been done for the microgrid [95], [96].
Once we obtain a mathematical model, we propose control strategies that might
be applied to microgrids. One interesting control strategy would have been the
multilevel control [97] ,[98]:
2.5.1 Multilevel Control
Functionally, the microgrid, can operate by using the following three main hier-
archical control levels:
• Primary control is the droop control used to share load between converters.
• Secondary control is responsible for removing any steady-state error intro-
duced by the droop control.
• Tertiary control concerning more global responsibilities decides the import
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or export of energy for the microgrid.
Such kind of systems operate over large synchronous machines with high iner-
tias and inductive networks. However, in power-electronics-based microgrids,
there are no inertias, and the nature of the networks is mainly resistive. There
are major differences between both systems that we have to take into account
when designing their control schemes. A three-level hierarchical control can be
constructed following [14]. The primary control deals with the inner control of
the DG units by adding virtual inertias and controlling their output impedance.
The secondary control is conceived to restore the frequency and amplitude de-
viations produced by the virtual inertias and output virtual impedance. The
tertiary control regulates the power flows between the grid and the microgrid at
the point of common coupling (PCC).
In what follows, we look at the basic elements of consensus-based control that
can be possibly applied to the microgrid. This is an important class type of
cooperative control paradigm [99]. Our view is to focus on the mutual agreement
among the different units of microgrid as subsystems in a SoS.
2.5.2 Consensus Control
The consensus control problem has been discussed extensively in the litera-
ture owing to its applicability in the formation of robots, cooperative control
of unmanned aerial vehicles and communication between sensor networks [100].
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Consensus among a group of agents or subsystems means to arrive at a certain
agreement concerning a particular value or quantity which is dependent on the
states of every agent. A consensus algorithm or protocol is a rule that explains
the interaction between an agent and its surrounding subsystems enclosed in the
network. However, management of the shared information between the agents
is a very critical issue which has to be resolved in order to carry out coordi-
nation among the subsystems. To address the consensus problems for dynamic
networked agents, a theoretical framework was developed by [101].
A consensus protocol is introduced with xi representing the information state of
the ith agent, where the information state is responsible for the information that
has to be coordinated among the agents, the consensus protocol for continuous
systems can be formulated as [102], [103].
x˙i(t) =
∑
j∈Ji(t)
αij(t)(xi(t)− xj(t)) (2.15)
where Ji(t) is the group of agents whose information is available to agent i at
time t, αij(t) represents a positive time-varying weighing factor.
Additionally, in [104], consensus among a group of networked agents or systems
is obtained by using an optimal control design method. A set of agents are
considered and each of them can be dynamically represented as
x˙i = Aixi + Biui, xi ∈ ℜ
n, ui ∈ ℜ
m
yi = Cixi, yi ∈ ℜ
q, i = 1, ...N (2.16)
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where xi represents the state vector, ui represents the input vector and Yi rep-
resents the output vector of each agent i. n.mand q give the dimension of the
corresponding state,input and output vectors. However, the whole network of
agents can dynamically be represented as
X˙ = AX + BU, Y = CX
where X,U and Y represent the state, input and output vectors of the whole set
of agents. All the respective individual agent vectors are concatenated in one
vector as follows:
XNn×1 = [x
T
i , ..., x
T
N ]
T , UNm×1 = [u
T
i , ..., u
T
N ]
T
YNq×1 = [y
T
i , ..., y
T
N ]
T
Therefore, matrices A,B and C are given as
A = diag[A1, ...AN ], B = diag[B1, ...BN ]
C = diag[C1, ...CN ]
Consensus control of microgrids is proposed in [105]. Coordinated performance
is achieved at the secondary level despite the units being out of synchronization
in the beginning. The proposed scheme is tested for an islanded microgrid in
various scenarios. Another distributed cooperative control mehtodology based
on consensus is proposed in [106]. Power sharing is precisely realized among
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DGs in addition to voltage regulation at the critical bus by the virtue of this
methodology.
2.5.3 Decentralized Control
With reference to Fig. 2.2, the control of the inverter plus filter interfaces is
crucial to the operation of the microgrid. Because of the distributed nature of the
system, these interfaces need to be controlled on the basis of local measurements
only. The decentralized control of the individual interfaces should address the
following basic issues.
1. Interfaces should share the total load (linear or nonlinear) in a desired
way.
2. Decentralized control based on local measurement should guarantee sta-
bility on a global scale.
3. Inverter control should prevent any dc voltage offsets on the microgrid.
4. Inverter control should actively damp oscillations between the output fil-
ters.
From the viewpoint of decentralized control, it is convenient to classify DG
architectures into three classes:
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• In highly dispersed networks, the interconnecting impedances are predom-
inantly inductive, and the voltage magnitude and phase angle at different
source interconnects can be very different.
• In networks spread over a smaller area, the impedances are still inductive
with a significant resistive component. The voltage magnitude does not
differ much, but the phase angles can be different for different sources.
• In very small networks, the impedances are small and predominantly re-
sistive. Neither magnitude nor phase angle differences are significant at
any point.
The main common quantity in all cases is the steady-state frequency which must
be the same for all sources. In the grid-connected mode, the microgrid frequency
is decided by the grid. In the islanded mode, the frequency is decided by the
microgrid control.
In each of these classes, if every source is connected to at most two other sources,
as shown in Fig. 2.2(a), then the microgrid is radial. Otherwise, it is meshed.
If there is a line connecting Source 1 with Source k in Fig. 2.2(a), then it
is a meshed microgrid. It is worth noting that the majority of work done on
microgrid decentralized control has been for radial-microgrid topologies. The
decentralized control of interfaces in meshed topologies is an area that needs
further research.
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2.5.4 Networked Control
Another control paradigm based on SoS which can be extended to the microgrid
is Networked Control. Networked control of SoS has been introduced in [92]. A
control system consisting of a real time network in its feedback can be termed
as Networked Control System (NCS) [107]. As mentioned earlier, the microgrid
can operate at multiple levels forming a control hierarchy. At the primary level,
there is no need for a communication network, since the control is based on local
measurements only. However at the secondary level, a communication network
is required to accomplish global controllability of microgrids. The set points for
the voltage and frequency to be maintained are generated by a higher control
level and needs to be communicated to the primary level for the local controllers.
The stability of the communication network connecting the distributed gener-
ation units is a major concern. Ensuring network stability in this scenario is
of paramount importance. Any packet lost or delays in the communication
can cause severe power mismatches among the distributed units. On the other
hand, the inverters connected to these systems operate under imbalance con-
ditions due to sensitive loads. This leads to switching harmonics, voltage and
frequency variations in the microgrid system and disturbs the stability of the
system.
The primary challenge in SoS networked control design for a microgrid system
is to build a distributed control system which can endure packet losses, delays
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and partially decoded packets which affect system stability [92]. In other words
it is expected to add robustness to the system. Alternatively, all characteristics
of the ad-hoc network must be considered while designing a networked control
system to check on communication infractions and ensure a robust and stable
operation.
Chapter 3
Networked Control of Microgrid
System of Systems
3.1 Introduction
As mentioned in previous chapters, microgrid comprises of micro-turbines, wind
turbines, fuel cells and photovoltaic cells etc as sources of energy which are
interfaced with the help of power electronic converters. All these units are
connected to the main grid through a point of common coupling (PCC) and
look as a solitary unit to the distribution network. No additional inertia is
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added to the system from the distributed generators. However, because of this
the power balance amid generation and load and the network frequency becomes
complicated to maintain, especially when the microgrid is in islanded mode [13].
The microgrid operates in two modes namely the grid connected and the islanded
mode.
Grid-connected mode: In the grid-connected mode, the microgrid is supposed
to follow the rules of distribution network without being involved in the oper-
ation of main power system. The microgrid operation based on this approach
is significant for the stable operation of power system. During this mode, the
microgrid can draw power from the main grid or can supply its power to the
main grid, thus functioning similar to a controllable load or source. By supply-
ing or drawing power, the microgrid should be able to control the active and
reactive power flows and have an eye on the energy storage [47]. However, in
this mode due to the small size of distribution units the system dynamics have
to be fixed by a wide extent. Another issue is the slow response at the control
signals whenever there is a change in output power. Furthermore, due to lack
of synchronous machines connected to low power grid, virtual inertias have to
be incorporated in the control loops of the power electronic interfaces [97].
Islanded mode: The islanded mode is an operating condition in which the
microgrid isolates itself from the main grid in case of a fault. However, the
transition from the grid connected and the islanded mode must be stable [30].
If the microgrid is consuming or supplying power to the main grid before discon-
nection, a power imbalance occurs. This is compensated by the energy storage
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units because of the fact that the microsources have low inertia and slow dy-
namic response [31], [32].
The microgrid must address the following issues when operating in the islanded
mode:
1. Supply and demand balancing.
2. Acceptable power quality.
3. Voltage and frequency balance.
4. Communication among the microgrid components.
Controlling the islanded microgrid means balancing the generation and demand
power to deliver high performance while maintaining acceptable ranges of fre-
quency and voltage amplitude. The islanded operation of the microgrid will be
the focus of this chapter.
Several control strategies for the microgrid have been proposed in the literature
including PI controllers in [108], [85], [86], [87], [88], [109], [110], [111], [112].
Robust H∞ control is presented in [89], [90] for the control of two distributed
generation units. An optimal controller is presented for controlling the frequency
and voltage fluctuations during islanded mode in [91].
Networked control of system of systems has been introduced in [10]. A control
45
system consisting of a real time network in its feedback can be termed as a net-
worked control system (NCS) [107]. Extensive work has been published in the
field of networked control systems. For instance, a predictive control algorithm
is proposed in [113] for the stabilization of networked systems with random de-
lays and packet dropouts. Similar work on networked predictive control with
uncertain delays can be found in [114] which is more recent. Another recent
work concerning robust tracking control for networked systems is presented in
[115]. The consensus problem of multi-agent systems is another important topic
in networked control. In [116], the consensus problem of multi-agent systems
is considered with logarithmic quantization effect in the communication chan-
nel. In [117], the average consensus of multi-agent systems with communication
noises and switching topologies is approached by a distributed protocol based
on sampled data. Similarly, in [118], average consensus for multi-agent systems
with delays in communication channel and limited data rate is considered. A
mean square consensus of multi-agent systems with fixed topologies and noises
in communication channels is explored in [119]. The consensus technique has
also been extended to microgrid. Recently, a decentralized multi-agent system
based frequency control methodology is presented in [120] for an autonomous
microgrid having communication constraints. In [105], a consensus based decen-
tralized secondary control scheme is proposed for islanded microgrids.
Apart from the aforementioned papers, a lot of work has been done in the net-
worked systems domain. However, the application of networked control systems
to microgrid is very limited. Hence, we propose a networked control strategy in
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this chapter to be implemented to a microgrid from an intelligent system of sys-
tems perspective. The microgrid is considered to be operating in islanded mode
where three distributed generation (DG) units supplying a load are considered
as three subsystems. At the primary level, the islanded system is assumed to
be equipped with PI controllers. While at the secondary level, the networked
control system is designed for controlling the interconnected DG units, forming
a networked microgrid system of systems. To the best of author’s knowledge
this is the first time, where the concept of system of systems, networked control
and microgrid are integrated together.
As mentioned in [92], the need to design a SoS control system which can tolerate
packet loss and delays is one of the prime challenges in SoS networked control.
Hence, we consider a network which is subjected to bounded random packet
losses where the controller stabilizes the system in the presence of packet losses.
Some key issues on the control of SoS are:
• Typically, in SoS control structure there is a sensor feedback of the indi-
vidual systems in addition to wired or wireless sensor and/or data trans-
mission from each neighboring system sensor to any given system con-
troller/actuator.
• The two general configurations in network control systems are direct struc-
ture and hierarchical structure. In the NCS direct structure, see Fig. 3.1,
the control network carries the data of the sensors to the loop controllers
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that will calculate the control signal. This control values are transferred
on the control network to the actuators. The network is also used to syn-
chronize the sampling on sensors. As mentioned before, the advantage of
such a configuration is the economy in cabling and remote commissioning
of sensors and actuators.
Figure 3.1: (right) Direct structure of a two layer NCS, (left) Hierarchical struc-
ture of a two layer NCS
The questions to be asked here are whether the microgrid falls under the SoS
category and does it exhibit the characteristics of a SoS. For this, we need to
consider the subsystems within the microgrid architecture and observe their
operation and interaction among each other.
The elements of the microgrid, which in other words may be termed as sub-
systems include microsources which may be photovoltaic and wind generators,
micro-turbines deriving energy from gas or bio-fuels, fuel cells and storage de-
vices constituting batteries or flywheels. All of these subsystems operate inde-
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pendently without interfering with each other. Thus, operational independence
is seen in the subsystems of the Microgrid. Also, each subsystem depends on
its own source to function and produce energy and is hence responsible for its
autonomous operation. For instance, the micro-turbine runs on bio-fuel to per-
form its function of producing energy and has nothing to do with the microsource
generators which harness energy from renewable sources such as the wind and
solar power. The operation of the storage devices too is distinct and is con-
cerned only with storing energy for use when required. Moreover, the microgrid
supports evolutionary development and is supposed to accommodate new sub-
systems into its architecture whenever needed without affecting the complexity
of the overall system. A new micro source may be added to the microgrid which
utilizes hydro-energy for example, or a new storage device may be incorporated
for better and efficient storage of energy. On the contrary, a subsystem may
be discarded from the system or architecture owing to some reason. All this
explains the evolutionary characteristic of the microgrid. Further, the emer-
gent behavior of the microgrid is evident from the fact that the subsystems are
all operating to collectively satisfy the main objective of providing combined
heat and electric power to the local community even in the case of a failure
of the main grid. This objective cannot be achieved by a single subsystem of
the microgrid and requires a combined effort of all the constituent subsystems.
Finally, the microgrid is geographically distributed and all of its subsystems are
spatially distributed in a particular region. From the above discussion it can be
concluded that the microgrid architecture satisfies the characteristics and falls
perfectly on the lines of a system of systems.
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3.2 Microgrid Islanded System Modeling
The mathematical modeling of the islanded system of microgrid is presented in
this section. The islanded system having n distributed generation units and a
local load is shown in Fig. 3.2. All the DGs and load are connected to the
main grid via a Point of Common Coupling (PCC). A single line diagram of the
islanded system consisting of multiple DGS and load is shown in Fig. 3.3.
Figure 3.2: Microgrid with multiple parallel connected DGs
Each DG unit is modeled by a DC voltage source, a three phase voltage source
converter and a series RL filter. However, we take into consideration three
distributed generation units as three subsystems supplying a load. By applying
KVL and KCL from the single line diagram in Fig. 3.3, we obtain the following
equations:
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Figure 3.3: Single line diagram of the islanded system consisting of multiple
DGs
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vabc = L
diL,abc
dt
+RliL,abc
vt,abc1 = Lt1
dit,abc1
dt
+Rt1it,abc1 + vabc
vt,abc2 = Lt2
dit,abc2
dt
+Rt2it,abc2 + vabc
vt,abc3 = Lt3
dit,abc3
dt
+Rt3it,abc3 + vabc
it,abc1 + it,abc2 + it,abc3 =
1
R
vabc + iL,abc + C
dvabc
dt
(3.1)
In (3.1), vabc, vt,abc1 , vt,abc2 , vt,abc3 , iL,abc, it,abc1 , it,abc2 , it,abc3 are basically 3× 1 vec-
tors which include the phase quantities. Every 3-phase variable xabc in (3.1) can
be converted to a αβ reference frame system under balanced conditions. This
conversion is accomplished by applying the following transformation (abc to αβ).
xαβ = xae
j0 + xbe
j 2pi
3 + xce
j 4pi
3 (3.2)
where xαβ , xα+ jxβ. Hence the dynamic model of the above system in the αβ
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frame is
dvαβ
dt
= −
1
RC
vαβ +
1
C
it,αβ1 −
1
C
iL,αβ +
1
C
it,αβ2 +
1
C
it,αβ3
dit,αβ1
dt
= −
Rt1
Lt1
it,αβ1 −
1
Lt1
vαβ +
1
Lt1
vt,αβ1
diL,αβ
dt
=
1
L
vαβ −
Rl
L
iL,αβ
dit,αβ2
dt
= −
Rt2
Lt2
it,αβ2 −
1
Lt2
vαβ +
1
Lt2
vt,αβ2
dit,αβ3
dt
= −
Rt3
Lt3
it,αβ3 −
1
Lt3
vαβ +
1
Lt3
vt,αβ3 (3.3)
Now (3.3) is transferred to a rotating frame which has its basis on
xαβ = xdqe
jθ = (xd + jxq)e
jθ (3.4)
where θ(t) ,
∫ t
0
ω(ζ)dζ+θ0. θ(t) represents the phase angle of a reference vector
(xrefα + jx
ref
β ) in the αβ frame. The equations for the dq-frame can be written
as [89]:
dVdq
dt
+ jω0Vdq = −
1
RC
Vdq +
1
C
It,dq1 −
1
C
IL,dq +
1
C
It,dq2 +
1
C
It,dq3
dIt,dq1
dt
+ jω0It,dq1 = −
1
Lt1
Vdq −
Rt1
Lt1
It,dq1 +
1
Lt1
Vt,dq1
dIL,dq
dt
+ jω0IL.dq =
1
L
Vdq −
Rl
L
IL,dq
dIt,dq2
dt
+ jω0It,dq2 = −
1
Lt2
Vdq −
Rt2
Lt2
It,dq2 +
1
Lt2
Vt,dq2
dIt,dq3
dt
+ jω0It,dq3 = −
1
Lt3
Vdq −
Rt3
Lt3
It,dq3 +
1
Lt3
Vt,dq3
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Table 3.1: Parameters of the microgrid system.
Quantity Value
Rt1 (series filter resistance in DG 1) 1.5 m Ω
Lt1 (series filter inductance in DG 1) 300 µH
Rt2 (series filter resistance in DG 2) 6 m Ω
Lt2 (series filter inductance in DG 2) 900 µH
Rt3 (series filter resistance in DG 3) 9 m Ω
Lt3 (series filter inductance in DG 3) 1200 µH
VSC rated power Sbase=2.5 MVA
VSC terminal voltage (line-line) Vbase=600V
fsw (PWM carrier frequency) 1980 Hz
R (Load nominal resistance) 76 Ω
L (Load nominal inductance) 111.9 mH
C (Load nominal capacitance) 62.86 µF
q = Lω0
RL
(Inductor quality factor) 120
f0 (System frequency) 60 Hz
Vdc (DC bus voltage) 1500 V
Transformer voltage ratio (Y/∆) 0.6 / 13.8 kV
3.3 Networked Control System
After formulating the above equations, considering the states as
xp = [Vd, Vq, Itd1 , Itq1 , ILd, ILq, Itd2 , Itq2 , Itd3 , Itq3 ],
the control vector as up = [Vtd1 , Vtq1 , Vtd2 , Vtq2 , Vtd3 , Vtq3 ] and output vector as
yp = [Vd, Vq, Itd2 , Itq2 , Itd3 , Itq3 ], we can obtain the state-space model of the is-
landed system in the standard form
x˙p(t) = Apxp(t) +Bpup(t), yp(t) = Cpx(t) (3.5)
54
The matrices Ap, Bp and Cp are shown below.
Ap =


− 1
RC
ω0
1
C
0 − 1
C
0 1
C
0 1
C
0
−ω0 −
1
RC
0 1
C
0 − 1
C
0 1
C
0 1
C
− 1
Lt1
0 −Rt1
Lt1
ω0 0 0 0 0 0 0
0 − 1
Lt1
−ω0 −
Rt1
Lt1
0 0 0 0 0 0
1
L
0 0 0 −Rl
L
ω0 0 0 0 0
0 1
L
0 0 −ω0 −
Rl
L
0 0 0 0
− 1
Lt2
0 0 0 0 0 −Rt2
Lt2
ω0 0 0
0 − 1
Lt2
0 0 0 0 −ω0 −
Rt2
Lt2
0 0
− 1
Lt3
0 0 0 0 0 0 0 −
Rt3
Lt3
ω0
0 − 1
Lt3
0 0 0 0 0 0 −ω0 −
Rt3
Lt3


Bp =


0 0 0 0 0 0
0 0 0 0 0 0
1
Lt1
0 0 0 0 0
0 1
Lt1
0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1
Lt2
0 0 0
0 0 0 1
Lt2
0 0
0 0 0 0 1
Lt3
0
0 0 0 0 0 1
Lt3


;Cp =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


T
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For all practical purposes, we seek digital control and hence using appropriate
sampling period Ts = 0.1sec (arbitrarily chosen), we convert model (3.5) into
the following discrete-time linear time-invariant model as:
xp(k + 1) = Axp +Bup, yp = Cxp (3.6)
Microgrid
Controller
A uor
Sensor
Suie
Smer
Mi
M i+1
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Figure 3.4: Microgrid networked controlled sos
We now consider the operation of SoS-NCS system under the effect of random
communication delays, where the sensor is clock-driven and the controller and
the actuator are event driven. See Fig. 3.4 where the solid line for wired
connections and dotted line for wireless connections. For a more general case,
we assume that the measurement after passing through the network exhibits a
randomly varying communication delay and is described by
yc(k) = yp(k − δ(k)τ
m
k ), (3.7)
where τmk is the communication delay and δ(k) is a stochastic binary variable
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with Prob{δ(k) = 1} = pk where pk assumes discrete values. When the full
state information is not available and the time delay occurs on the actuation
side, it is desirable to design the following observer-based controller [121]:
xˆ(k + 1) = Axˆ+ Bup(k) + L(yc(k)− yˆc(k))
yˆc(k) = Cxˆ(k − δ(k)τ
m
k ), (3.8)
uc(k) = Kxˆ(k), up = Kxˆ(k − α(k)τ
a
k ) (3.9)
where xˆ(k) ∈ ℜn is the estimate of the system (3.5), yˆc(k) ∈ ℜ
p is the observer
output, and L ∈ ℜn×p and K ∈ ℜm×n are the observer and controller gains,
respectively, and τak is the actuation delay. The stochastic binary variable α(k),
mutually independent of δ(k), is also a Bernoulli distributed white sequence with
Prob{α(k) = 1} = sk where sk assumes discrete values.
In this chapter, to reflect the actual operation of microgrids, we assume that τak
and τmk are time-varying and have the following bounded condition:
τ−m ≤ τ
m
k ≤ τ
+
m, τ
−
a ≤ τ
a
k ≤ τ
+
a (3.10)
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Define the estimation error by e(k) = xp(k)− xˆ(k). Then, it yields
xp(k + 1) = Axp(k) + BKxp(k − α(k)τ
a
k )− BKe(k − α(k)τ
a
k ), (3.11)
e(k + 1) = Ae(k)− LCe(k − δ(k)τmk ) (3.12)
In terms of ξ(k) = [xTp (k) e
T (k)]T , system (3.11) and (3.12) can be cast into
the form:
ξ(k + 1) = Ajξ(k) + Bjξ(k − τ
m
k ) + Cjξ(k − τ
a
k ) (3.13)
where {Aj , Bj , Cj, j = 1, ..., 4} and j is an index identifying one of the following
pairs {(δ(k) = 1, α(k) = 1), (δ(k) = 1, α(k) = 0), (δ(k) = 0, α(k) =
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0), (δ(k) = 0, α(k) = 1)}:
A1 =

 A 0
0 A

 , A2 =

 A+ BK −BK
0 A

 ,
A3 =

 A+ BK −BK
0 A− LC

 , A4 =

 A 0
0 A− LC

 ,
B1 =

 BK −BK
0 0

 , B2 =

 0 0
0 0

 ,
B3 =

 0 0
0 0

 , B4 =

 BK −BK
0 0

 ,
C1 =

 0 0
0 −LC

 , C2 =

 0 0
0 −LC

 ,
C3 =

 0 0
0 0

 , C4 =

 0 0
0 0

 (3.14)
Remark 3.3.1 Following [121], we note from (3.14) that
Aj + Bj + Cj =

 A+ BK −BK
0 A− LC

 , j = 1, .., 4 (3.15)
The interpretation of this significant result is that Aj + Bj + Cj represents the
fundamental matrix of the delayed system (3.13), which must be independent
of the mode of operation. This fact will help in simplifying the control design
algorithm.
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The aim of the remaining part of the chapter is to design an observer based
feedback stabilizing controller in the form of (3.8) and (3.9) such that the closed
loop system (3.13) is exponentially stable in the mean square. Our approach is
based on the concepts of switched time-delay systems [122]. For simplicity in
exposition, we introduce
σ1(k) = Prob{δ(k) = 1, α(k) = 1}, σˆ1 = [σ1]
σ2(k) = Prob{δ(k) = 1, α(k) = 0}, σˆ2 = [σ2]
σ3(k) = Prob{δ(k) = 0, α(k) = 0}, σˆ3 = [σ3]
σ4(k) = Prob{δ(k) = 0, α(k) = 1}, σˆ4 = [σ4] (3.16)
where [σi] is the expected value of σi, i = 1, .., 4.
3.4 Closed-Loop Stability Results
In this section, we will thoroughly investigate the stability analysis problem
for the closed-loop system (3.13). First, let us deal with the stability analysis
problem and derive a sufficient condition under which the closed-loop system
(3.13) with the given controller (3.8) and (3.9) is exponentially stable in the
mean square. Extending on [123], the following Lyapunov function candidate is
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constructed to establish the main theorem:
V (ξ(k)) =
5∑
i=1
Vi(ξ(k)) (3.17)
V1(ξ(k)) =
4∑
j=1
ξT (k)Pξ(k), P > 0, V2(ξ(k)) =
4∑
j=1
k−1∑
i=k−τm
k
ξT (i)Qjξ(i), Qj = Q
T
j > 0
V3(ξ(k)) =
4∑
j=1
k−1∑
i=k−τa
k
ξT (i)Qjξ(i), V4(ξ(k)) =
4∑
j=1
−τ−m+1∑
ℓ=−τ+m+2
k−1∑
i=k+ℓ−1
ξT (i)Qjξ(i)
V5(ξ(k)) =
4∑
j=1
−τ−a +1∑
ℓ=−τ+a +2
k−1∑
i=k+ℓ−1
ξT (i)Qjξ(i) (3.18)
It is not difficult to show that there exist real scalars µ > 0 and υ > 0 such that
µ‖ξ‖2 ≤ V (ξ(k)) ≤ υ‖ξ(k)‖2 (3.19)
We now present the main results for system (3.13) to be exponentially stable in
two theorems: Theorem 1 concerns the conditions under which the closed-loop
stability is guaranteed given that the controller gains are known and Theorem
2 provides a way to determine these gains.
Theorem 1: Let the controller and observer gain matrices K and L be given.
The closed-loop system (3.13) is exponentially stable if there exist matrices 0 <
P, 0 < QTj = Qj, j = 1, .., 4 and matrices Ri, Si, and Mi, i = 1, 2, such that
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the following matrix inequality holds
Λj =

 Λ1j Λ2j
• Λ3j

 < 0 (3.20)
Λ1j =


Ψj + Φj1 −R1 + S
T
1 −R2 + S
T
2
• −S1 − S
T
1 − σˆjQj 0
• • −S2 − S
T
2 − σˆjQj


Λ2j =


−R1 +M
T
1 − Φj2 −R2 +M
T
2 − Φj3
−S1 −M
T
1 0
0 −S2 −M
T
2


Λ3j =

 −M1 −MT1 + Φj4 Φj5
• −M2 −M
T
2 + Φj6

 (3.21)
where
Ψj = −P + σˆj(τ
+
m − τ
−
m + τ
+
a − τ
−
a + 2)Qj +R1 +R
T
1 +R2 +R
T
2
Φj1 = (Aj + Bj + Cj)
T σˆjP (Aj + Bj + Cj)
Φj2 = (Aj + Bj + Cj)
T σˆjPBj
Φj3 = (Aj + Bj + Cj)
T σˆjPCj, Φj5 = B
T
j PCj
Φj4 = B
T
j σˆjPBj, Φj6 = C
T
j σˆjPCj
Proof: The proof follows parallel lines to [121] and therefore it is omitted.
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Next, a solution to the problem of the observer-based stabilizing controller design
is provided by the following theorem:
Theorem 2: Let the delay bounds τ+m, τ
−
m, τ
+
a , τ
−
a be given. Evaluate the
quantities σˆj , j = 1, .., 4. Then the closed-loop system (3.13) is exponentially
stable if there exist matrices 0 < X1, X2, Y1, Y2, Z1, 0 < Ξj, j = 1, .., 4 and
matrices Πi, Υi and Γi, i = 1, 2, such that the following matrix inequality holds
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for j = 1, .., 4:


Λ̂1j Λ̂2j Ω̂j
• Λ3j 0
• • −σˆjX̂

 < 0 (3.22)
X̂ =

 X1 X2
XT2 X2

 (3.23)
Ψ̂j = −Xˆ + σˆj(τ
+
m − τ
−
m + τ
+
a − τ
−
a + 2)Ξj +Π1 +Π
T
1 +Π2 +Π
T
2
Λ̂1j =


Ψ̂j −Π1 +Υ
T
1 −Π2 +Υ
T
2
• −Υ1 −Υ
T
1 − σˆjΞj 0
• • −Υ2 −Υ
T
2 − σˆjΞj


Λ̂2j =


−Π1 + Γ
T
1 −Π2 + Γ
T
2
−Υ1 − Γ
T
1 0
0 −Υ2 − Γ
T
2

 , Λ̂3j =

 −Γ1 − ΓT1 0
• −Γ2 − Γ
T
2


Ω̂j =
[
Ω̂1j 0 0 −Ω̂4j −Ω̂5j
]
Ω̂1j =

 X1AT + Y T1 BT − Y T1 BTZ1 X2AT − Y T2
X2A
T X2A
T − Y T2

 , ∀ j
Ω̂4j =

 Y T1 BT − Y T1 BTZ1 0
0 0

 , j = 1, 4 (3.24)
Ω̂5j =

 0 −Y T2
0 −Y T2

 , j = 1, 2, Ω̂4j = 0, j = 2, 3, Ω̂5j = 0, j = 3, 4
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where the gain matrices are given by
K = Y1X
−1
1 , L = Y2X
−1
2 C
†
Proof: Define
Ωj =
[
(Aj + Bj + Cj) 0 −Bj −Cj
]T
then matrix inequality (3.20) can be expressed as
Λj = Λ˜j + ΩjPΩ
T
j < 0 (3.25)
Λ˜j =

 Λ˜1j Λ˜2j
• Λ˜3j

 < 0
Λ˜1j =


Ψj −R1 + S
T
1 −R2 + S
T
2
• −S1 − S
T
1 −Qj 0
• • −S2 − S
T
2 −Qj


Λ˜2j =


−R1 +M
T
1 −R2 +M
T
2
−S1 −M
T
1 0
0 −S2 −M
T
2


Λ˜3j =

 −M1 −MT1 0
• −M2 −M
T
2

 (3.26)
Setting X̂ = P−1, invoking Schur complements, we write matrix Λj in (3.25)
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equivalently as


Λ˜1j Λ˜2j Ωj
• Λ˜3j 0
• • −X̂

 < 0 (3.27)
Applying the congruence transformation
Tj = diag[X̂, X̂, X̂, X̂, X̂, I]
to matrix inequality in (3.27) and manipulating using (3.23) and
Ξj = X̂QjX̂, Πj = X̂RjX̂, Υj = X̂SjX̂,
Γj = X̂MjX̂, Z1 = X
−1
1 X2.
we readily obtain matrix inequality (3.22) subject (3.25).
Some remarks stand out:
Remark 3.4.1 In this work, the X̂ matrix considered in Theorem 2 is distinct
from the one in [121] from several aspects. First, the X̂ matrix incorporates
two different elements X1 and X2 unlike the X̂matrix in [121] which contains
the same element X. This extension results in a distinct LMI term Ω̂j given
in (3.22). Second, the expression for calculating the controller and observer
gains (K and L) is also different from [121]. This is done to present a more
realistic approach in determining the controller and observer gains. Further, the
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computational results of this work would be less sensitive than that of [121] since
the feedback gains are independent in our case but they are somehow coupled in
[121].
Remark 3.4.2 The selection of X̂ as given by (3.23) has the advantage of con-
verting the solution of bilinear matrix inequalities to that of seeking the feasibility
of linear matrix inequalities and hence avoiding iterative procedures. It should
be noted that the LMI (3.22) depends of the average dropout patterns identified
by (3.16), which is quite useful in illustrating different operating conditions of
the communications network.
Remark 3.4.3 It is noted that the implementation of Theorem 2 is on-line in
nature as it requires calling random generators to pick-up numbers corresponding
to the scalars σˆ1, ..., σˆ4 and to evaluate the probabilities in model (3.16) to com-
pute the state and error trajectories. This represents a salient feature not shared
by other methods for networked control design under unreliable communication
links.
Remark 3.4.4 The networked control system model considered in this chap-
ter is distinct from the one presented in [121]. The model represents a typical
system of systems networked control model consisting of a sensor suite and an
ad-hoc network for multiple subsystems. Moreover the illustrated example for
the proposed control strategy is exclusively a microgrid system of systems.
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3.5 Application Example 1
The example considered here is a 3-subsystem SoS model of the microgrid with
three distributed generation units and a load. The respective state space matri-
ces are obtained by substituting the parameter values given in Table 3.1. The
system is discretized at a sampling time T = 0.1s and the simulations are carried
out in MATLAB and SIMULINK. A screenshot of the control design implemen-
tation in simulink, used to carry out the simulation is shown in Fig. 3.5. The
controller and observer gains can be obtained by using the relation K = Y1X
−1
1
and L = Y2X
−1
2 C
† respectively. Where X1, X2, Y1, Y2 can be found by solving
the LMI (3.22). The values of α¯ and δ¯ are set at 0.1 each i.e the probability of
the measurement and actuation delay is taken as 0.1. The measurement delay is
varied from τ−m = 1 to τ
+
m = 5 and the actuation delay is varied from τ
−
a = 3 to
τ+a = 9.These numbers are chosen arbitrarily to vary the delays from a minimum
value to a maximum value. The matrices K and L after solving the LMI (3.22)
are
K =
[
K1 K2
]
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K1 =


−0.0119 0.0002 −0.0025 −0.0002 0.0000
0.0010 −0.0000 0.0001 0.0000 0.0000
0.0075 −0.0001 0.0016 0.0002 −0.0000
−0.0042 0.0000 −0.0308 −0.0002 −0.0221
−0.2286 0.0074 0.0514 0.0017 0.2692
0.2442 −0.0064 −0.0055 0.0697 −0.0026


K2 =


0.0037 −0.0002 0.0035 −0.0002 −0.0010
−0.0001 0.0002 −0.0000 0.0011 −0.0000
−0.0023 0.0001 −0.0022 0.0001 0.0006
−0.0029 0.0088 0.0020 0.0020 −0.0154
0.3100 −0.0279 0.0128 −0.0097 −0.0021
0.3061 0.0109 0.0021 0.0036 0.0040


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L =


−0.0166 0.0004 −0.0010 −0.0290 −0.0034 −0.0001
−0.0301 −0.0024 −0.0025 0.0022 0.0006 −0.0018
0.0351 −0.0012 0.0003 0.0003 −0.0008 −0.0001
0.0015 0.0012 0.0012 0.0046 0.0005 −0.0010
0.0071 0.0000 −0.0001 0.0002 −0.0003 −0.0000
−0.0829 0.0014 0.0182 −0.3126 0.0903 −0.0005
0.0723 −0.0005 0.0042 0.0055 0.0059 −0.0005
0.1060 0.0006 0.0025 −0.0901 0.0101 0.0017
−0.1834 0.0007 −0.0167 2.2114 −0.0582 −0.0051
0.0103 −0.0017 0.0032 −0.0309 0.0097 −0.0047


Figure 3.5: Simulink screenshot of the control design implementation
The NCS is modeled in such a way that delays are accommodated in both the
measurement as well as the actuation channel. The delays are generated by
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employing random number generators. The number obtained from the Uniform
Random Number Generator is compared to a variable probability pk explained
earlier in the chapter. If the random generated number is less than pk, then the
output of the comparator is high meaning a delay has occurred. Otherwise, if
the output of the comparator is low, there is no delay. This is accomplished by
using the variable functional delay block in Simulink.
The figures shown above represent the state response of the microgrid system.
Each state represents a typical dynamic of the system. The d-q components of
currents of all the distributed generation units are controlled in addition to the
load currents and load voltages of the islanded system.
The simulation results elucidate the effectiveness of the proposed control method-
ology. As evident from the graphs, the output feedback controller stabilizes the
system at a reasonably less time with minimum overshoot and very less oscilla-
tions. Moreover, stabilization in presence of communication infractions such as
packet dropouts and delays further explains the effectiveness of the controller.
Remark 3.5.1 The state wise response of the microgrid system of systems is
presented in Figures. 3.6-3.15. The controller designed for the network system
of systems works efficiently to stabilize the system. It can be seen from the graphs
that the system is stabilized at a considerably less time. Moreover, there is min-
imum overshoot and few oscillations which is an indication of the effectiveness
of the proposed control strategy. This is a generalized statement explaining the
controller response and as such no comparison can be made since this is the
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exclusive control methodology applied to the microgrid system considered in this
chapter. Another important aspect of the control methodology is the ability of the
controller to maintain the stability of the system in presence of communication
infractions including non-stationary packet dropouts and time delays occurring
in the measurement as well as the actuation channel which are inevitable in any
network. Further it is to be noted that the regulation problem is addressed in
this chapter for the microgrid system which explains all the states subsiding to
zero. Also, the stability of the system is demonstrated in presence of delays and
dropouts.
0 0.2 0.4 0.6 0.8 	 	.2 	.4 	.6 	.8 2


2


	.
5


	


0.
5
0
0.
5
	
	.
5
2
Time
M


n
i
u
d
e
S e
Figure 3.6: d component of load voltage
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Figure 3.7: q component of load voltage
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Figure 3.8: d component of DG1 current
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Figure 3.9: q component of DG1 current
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Figure 3.10: d component of load current
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Figure 3.11: q component of load current
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Figure 3.12: d component of DG2 current
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Figure 3.13: q component of DG2 current
i ijm ij4 ijn ij8 o ojm oj4 ojn oj8 m
r
m
r
oj
s
r
o
r
ij
s
i
ij
s
o
oj
s
m
Time
M
v
y
n
iz
u
d
e
S e
Figure 3.14: d component of DG3 current
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Figure 3.15: q component of DG3 current
Chapter 4
Networked Control Approach for
Distributed Generation Systems
4.1 Introduction
The stability of its constituent systems is a major issue in microgrids. The in-
verters connected to these systems operate under imbalance conditions due to
sensitive loads. This leads to switching harmonics, voltage and frequency vari-
ations in the microgrid system and disturbs the stability of the system. There-
fore, in this chapter, a system of systems framework is proposed for organized
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operation of the microgrid. A networked control system of systems controller
is designed to stabilize the microgrid system when connected to load and in
the presence of delays and packet dropouts. Hence two sets of microalterna-
tor and PV systems are considered as distributed generation units, which are
eventually connected to a load and the main grid. Detailed modeling of both
the microalternator and Photovoltaic (PV) system is presented in section 2. A
combined framework of microalternator and PV system connected to a load and
the main grid is proposed. A state space representation of the combined system
is presented. The controller design explained in chapter 3 is implemented on
the proposed framework and simulation results are shown for two sets of PV
and microalternator systems. The effectiveness of the proposed framework and
control strategy is discussed.
4.2 Modeling of the Microalternator-PV sys-
tem
To model the microgrid system consisting of microalternator and photovoltaic
system, we consider the separate modeling of microalternator and photovoltaic
system initially. After modeling both these individual systems, we integrate
them into a microgrid system which is connected to a load and the main grid.
Two sets of such systems are considered eventually which form a system of
systems structure for the microgrid system.
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4.2.1 Microalternator
The swing equation of the alternator can be written as two first order differential
equations [124]:
dδ
dt
= ω0(ω − 1),
dω
dt
=
1
2H
(Pm − Pe) (4.1)
where δ and ω are rotor angle and rotor speed. Pm and Pe are mechanical power
input and electrical power output of the generator. The internal voltage e′q is
given by
de′q
dt
=
1
T ′do
[Efd − e
′
q − (xd − x
′
d)itd] (4.2)
where xd, x
′
d and T
′
do are the d-axis synchronous resistance, transient reactance
and open circuit field constants respectively. e′q is the voltage behind the tran-
sient reactance along q-axis. An IEEE type ST is used for the voltage regulator
excitation.
dEfd
dt
=
1
TA
[KA(Vtref − Vt)− (Efd − Efdo)] (4.3)
where Efd is the field voltage along d-axis, KA and TA are the gain and time
constants of the exciter. Figure 4.1 shows a microalternator connected to the
main grid.
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V Vs
Mi ro
Alternator
Figure 4.1: Microalternator connected to grid
The terminal voltage of the alternator is given as
Vt = Vs + (rt + jxt)it
In d-q terms it becomes
Vd + jVq = Vsd + jVsq + (rt + jxt)(itd + jitq)
xqitq + j(e
′
q − x
′
ditd) = (Vsd + rtitd − xtitq) + j(Vsq + rtitq + xtitd)
The real part can be written as
Vsd = (xq + xt)itq − rtitd (4.4)
and the imaginary part can be written as
e′q − Vsq = rtitq + (x
′
d + xt)itd (4.5)
Substituting x1 = (x
′
d + xt) and x2 = (xq + xt) and solving for itd and itq, we
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obtain
itd =
−rtVsd + (e
′
q − Vsq)(xq + xt)
r2t + (x
′
d + xt)(xq + xt)
itq =
Vsd[(x
′
d + xt)(xq + xt)] + rt(e
′
q − Vsq)(xq + xt)
(xq + xt)[r2t + (x
′
d + xt)(xq + xt)]
(4.6)
Hence, the terminal voltage and power output of the alternator are given as
Vt = (V
2
d + V
2
q )
1/2 = ((xqitq)
2 + (e′q − x
′
ditd)
2)1/2
Pe = Vditd + Vqitq = (e
′
qitq) + (xq − x
′
d)itditq (4.7)
By perturbing the above nonlinear equations around a normal operating point
and letting [δ, ω, e′q, Efd] as the states, we obtain the linearized state equations:
∆δ˙ = ω0∆ω
∆ω˙ =
1
2H
[−∆Pe]
∆e˙′q =
1
T ′do
[∆Efd −∆e
′
q − (xd − x
′
d)∆itd]
∆ ˙Efd =
KA
TA
∆Vt −
1
TE
∆Efd (4.8)
along with the generator output current:
∆it = ∆itd + j∆itq (4.9)
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The first-order difference of itd can be obtained from (4.6) as
∆itd =
−rt
r2t + x1x2
∆Vsd +
x2
r2t + x1x2
(∆e′q −∆Vsq) (4.10)
Similarly obtaining the change in the q-axis generator output current is
∆itq =
∆Vsd
x1
+
rt
x′d + xt
(∆e′q −∆Vsq) (4.11)
Further algebraic manipulation yields
∆Vt =
Vdo
Vto
∆Vd +
Vqo
Vto
∆Vq =
Vdo
Vto
(xq∆itq) +
Vqo
Vto
(∆e′q − x
′
d∆itd) (4.12)
∆Pe = e
′
qo∆itq + itqo∆e
′
q + (xq − x
′
d)[itdo∆itq + itqo∆itd] (4.13)
4.2.2 Photovoltaic system
A mathematical expression describing the I-V characteristics of a solar cell has
been studied extensively. An equivalent model of a solar cell shown in figure
4.2 includes a photo diode, a shunt resistor depicting leakage current and a
series resistor representing an internal resistance to current flow. The difference
between photovoltaic current Iph and sum of normal diode current ID and leakage
current in the shunt resistor Ish gives the net output current from the PV cell.
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Iph ID
Ipv
Rs
Vpv
Figure 4.2: Model of PV cell
Ipv = Iph − ID −
(Vpv + IpvRs)
Rsh
(4.14)
The diode current ID is given as
ID = Is(e
(Vpv+RsIpv)
nVT − 1) (4.15)
where Ipv is the cell current, Vpv is the cell voltage, Is is the reverse satura-
tion current(depends on temperature), n is the ideality factor, Rs is the series
resistance, Rsh is the shunt resistance, VT (=
kT
q
) is the thermal voltage, k is
Boltzmann constant, T is working temperature of the cell and q is the charge of
the electron.
The solar irradiation and the working temperature of the cell determines the
photo current. At given cell temperature T , the photo current can be expressed
as
Iph = [Isc + a(T − Tref )]G (4.16)
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where Isc is the short current of the cell at 25
0C and 1kW/m2, a is the temper-
ature coefficient of Isc, Tref is the reference temperature of the cell and G is the
irradiation in kW/m2.
The reverse saturation current also depends on temperature and can be ex-
pressed as
Is = Isref (
T
Tref
)
3
n e
−qEg
nk
( 1
T
− 1
Tref
)
(4.17)
where Isref is the saturation current of the cell, Eg is the energy band gap of
the semiconductor used in the solar cell.
The characteristic equation of the cell from the approximate model is given as
Ipv = Isc − Is[e
q(
Vpv+IpvRs
nVT
)
− 1] (4.18)
Because of the fact that the power generated by a solar cell is low, multiple
solar cells are connected in series and parallel to generate power in the range
of watts. Thus the characteristic equation of the photovoltaic array consisting
of Ns series and Np parallel modules can be derived from the PV cell equation
mentioned above
Ipv = NpIph −NpIs[e
(
Vpv
Ns
+
IpvRs
Np
)/nVT − 1] (4.19)
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which is a nonlinear current voltage relationship of a PV array. Alternatively,
it can be rewritten as
VT = Ns[ln(
NpIph − Ipv
NpIs
+ 1)nVT −
IpvRs
Np
] (4.20)
This can iteratively using Newton-Raphson algorithm [125] of the form
xn+1 = xn −
f(xn)
f ′(xn)
,
continues
−→ |
xn+1 − xn
xn
| ≤ Es (4.21)
where Es is a prescribed tolerance and xn is the nth solution. Letting
xn = VT,n, f(VT ) = VT −Ns[nVT ∗ ln(
NpIph − Ipv −NpIs
NpIs
) +
IpvR
Np
]
Since f ′(VT ) = 1, the recursive formula (4.20) can be written as
Vn+1 = Ns[nVT ∗ ln(
NpIph − Ipv −NpIs
NpIs
) +
IpvR
Np
] (4.22)
4.2.3 Power conditioning unit of PV system
:
The power conditioning unit (PCU) consists of devices needed to connect the
PV array to the microgrid [126]. The significant components of the PCU are
1. DC/DC Converter
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2. DC link Capacitor
3. Inverter
4. Output filter circuit
DC/DC Converter model:
The primary function of the DC/DC converter is to either increase or decrease
the DC output voltage. Out of the various topologies of DC/DC converters,
buck and boost converters are the more fundamental ones. Because the PV
output voltage has be to stepped up, a boost converter is used in this case.
A typical converter configuration is shown in Fig. 4.3. The boost converter
steps up the DC voltage level. It consists of an inductor, a diode and a power
electronic switch.
Ipv Id
D
Isw
S
Ldc
Vsw
Vpv
C
Figure 4.3: DC/DC converter configuration
The dynamics of the converter can be expressed as
Vpv = LdcI˙pv + (1− dc)Vdcp −→ I˙pv =
1
Ldc
(Vpv − (1− dc)Vdcp) (4.23)
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where Ldc is the inductance of the converter and dc is the duty cycle defined as
the ratio of ON period to the switching time period (T ).
DC link capacitor model:
The DC link capacitor functions as an energy storage and filter for the DC
voltage.
By applying KCL at the DC-link node, the dynamics of the DC link capacitor
can be obtained as
dVdcp
dt
=
1
Cdc
(Idc1 − Idc2) (4.24)
where Idc1 = (1 − dc)Ipv and Idc2 is the input current to the inverter, which is
derived later in this section. Vdc is the voltage across capacitor Cdc.
Inverter model:
The inverter is responsible for the conversion of the PV array DC output and
giving it to the grid at an appropriate frequency. A voltage gain model of a
voltage source inverter(VSI) operating in PWM mode is considered as shown in
Fig. 4.4. The power on DC side of the inverter is given as
Pdc = VdcpIdc2 (4.25)
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Cdcp
Idc2 Ipf
Vp(Ψp+θ)
Ψpmp
Idc1
Vdcp
Figure 4.4: Inverter model
The instantaneous active power on the AC side of the inverter is expressed as
Pac = Re[VpI
∗
pf ] (4.26)
where Vp and Ipf are the inverter output voltage and inverter output current
respectively. In d-q terms, Vp and Ipf can be expressed as
Vp = Vpd + jVpq, Ipf = Ipfd + jIpfq
Little algebra yields the power relations
Pac = VpdIpfd + VpqIpfq, Pdc = VpdIpfd + VpqIpfq (4.27)
During its operation in PWM mode and referring to Fig. 4.4, the output voltage
of the inverter can be written as
Vp = mp + Vdcpψp (4.28)
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where mp is the modulation index and ψp is the phase angle of the inverter. In
d-q terms, this becomes
Vpd = mp ∗ Vdcp ∗ cos(ψp + θ), Vpq = mp ∗ Vdcp ∗ sin(ψp + θ) (4.29)
Finally, we obtain the expression for Idc2 as
Idc2 = (Ipfdmpcos(ψp + θ) + Ipfqmpsin(ψp + θ)) (4.30)
LC filter and coupling inductance model:
The purpose of using a low pass filter is attenuation of switching frequency ripple
of the output voltage of a inverter. The filter is a T section of an RL circuit
shunted by a capacitor. While the inductor blocks high frequency harmonics,
the capacitor stops low frequency harmonics. Collectively, they block most of
the harmonics, thereby reducing ripples from going through the system [127]. By
applying KVL around the PV inverter and filter capacitor, we obtain a nonlinear
relation as:
Vp = IpfRpf + Lpf
dIpf
dt
+ Vcp + (Ipf − Ip)Rpdr (4.31)
where Rpf is the filter resistance, Lpf is the filter inductance, Rpdr is the damping
resistance and Vcp is the capacitor voltage. Expressed in d-q frame, then (4.31)
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can be written as
dIpfd
dt
=
−ω0Rpf
Lpf
Ipfd + ω0ωIpfq +
ω0mpVdcpcos(ψp + θ)
Lpf
−
ω0Vcpd
Lpf
− ω0RpdrIpcd (4.32)
dIpfq
dt
=
−ω0Rpf
Lpf
Ipfq − ω0ωIpfd +
ω0mpVdcpsin(ψp + θ)
Lpf
−
ω0Vcpq
Lpf
− ω0RpdrIpcq (4.33)
By coupling the transmission line between microgrid and PV filter capacitor, we
obtain a nonlinear equation as
Vcp = IpRp + Lp
dIp
dt
+ Vs − (Ipf − Ip)Rpdr (4.34)
Rewriting in d-q terms, we have
dIpd
dt
=
−ω0Rp
Lp
Ipd + ω0ωIpq +
ω0
Lp
(Vcpd − Vsd) + ω0RpdrIpcd (4.35)
dIpq
dt
=
−ω0Rp
Lp
Ipq + ω0ωIpd +
ω0
Lp
(Vcpq − Vsq) + ω0RpdrIpcq (4.36)
where Ip is the coupling current, Rp is the coupling resistance and Lp is the
coupling inductance. The voltage across the capacitor is given as
Cpf
dVcp
dt
= (Ipf − Ip) (4.37)
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where Cpf is the filter capacitor. Once again in d-q terms, we get
dVcpd
dt
=
1
Cpf
(Ipfd − Ipd) + ω0ωVcpq,
dVcpq
dt
=
1
Cpf
(Ipfq − Ipq) + ω0ωVcpd(4.38)
Linearized model of the photovoltaic system:
A linearized model of the photovoltaic system includes a small signal model
of characteristic equation of the PV array and power conditioning unit. The
characteristic equation of the PV arrays is
Vpv = Ns[ln(
NpIph − Ipv
NpIs
+ 1)nVT −
IpvRs
Np
]
Making first-order changes of (4.20) with VT = Vpv, we get
∆Vpv = Kpv∆Ipv, Kpv = −Ns[
nVT
NpIph − Ipvo +NpIs
+
Rs
Np
] (4.39)
By linearization each of the components of the power conditioning unit, a small
signal model is obtained. The linearized state equations are given as [126].
∆V˙dcp = −
1
Cdcp
[−Ipfd0mpsin(ψp + θ)∆ψp +mpcos(ψp + θ)∆Ipfd
+ Ipfd0cos(ψp + θ)∆mp
+ Ipfq0mpcos(ψp + θ)∆ψp +mpsin(ψp + θ)∆Ipfq
+ Ipfq0sin(ψp + θ)∆mp − (1− dc)∆Ipv] (4.40)
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The PV inverter output filter current
∆I˙pfd =
−ω0Rpf
Lpf
∆Ipfd + ω0(∆Ipfq + Ipfq0∆ω) +
ω0
Lpf
[mpcos(ψp + θ)∆Vdcp
− mpVdcp0sin(ψp + θ)∆ψp + Vdcp0cos(ψp + θ)∆mp]
−
ω0∆Vcpd
Lpf
−
ω0Rpdr
Lpf
(∆Ipfd −∆Ipq) (4.41)
∆I˙pfq =
−ω0Rpf
Lpf
∆Ipfq − ω0(∆Ipfd + Ipfd0∆ω) +
ω0
Lpf
[mpsin(ψp + θ)∆Vdcp
+ mpVdcp0cos(ψp + θ)∆ψp + Vdcp0sin(ψp + θ)∆mp]
−
ω0∆Vcpq
Lpf
−
ω0Rpdr
Lpf
(∆Ipfq −∆Ipq) (4.42)
The PV output coupling inductance current
∆I˙pd = −
Rp
Lp
∆Ipd + ω0(∆Ipq + Ipq0∆ω)
+
1
Lp
(∆Vcpd −∆Vsd) +
ω0Rpdr
Lp
(∆Ipfd −∆Ipd) (4.43)
∆I˙pq = −
Rp
Lp
∆Ipq + ω0(∆Ipd + Ipd0∆ω)
+
1
Lp
(∆Vcpq −∆Vsd) +
ω0Rpdr
Lp
(∆Ipfq −∆Ipq) (4.44)
91
The voltage across the filter capacitor
∆V˙cpd = ω0(∆Vcpq + Vcpq0∆ω) +
1
Cpf
(∆Ipfd −∆Ipd) (4.45)
∆V˙cpq = ω0(∆Vcpd + Vcpd0∆ω) +
1
Cpf
(∆Ipfq −∆Ipq) (4.46)
4.3 Integrated Microalternator-PV SystemMod-
eling
In the sequel, we consider a system where the microalternator and the PV sys-
tem are the supply sources for a combined system. This eventually means that
we have a microgrid with two distributed generation units. The modeling pro-
ceeds done in two parts. Initially both subsystems are modeled individually as
presented in the earlier sections. An integrated modeling approach is presented
here in this section from a novel view.
The microalternator-PV system is modeled to represent a system of systems,
where two different subsystems are operating independently to achieve a com-
mon goal. There exists an integration between the two subsystems which is
clearly evident from 4.5. It shows that both systems are connected through a
common bus having voltage Vs. Eventually, the integrated system is connected
to the main grid and a load.
In the end, the combined model consisting of both systems is considered for the
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PV system
Microalternator Load
It
Ip
IL
Ib
Vs
Rb
Lb
Grid
Figure 4.5: Combined system
networked control system (NCS) design implementation. For this reason, the
state matrices shown are for the overall system. It is to be noted that the overall
system matrices incorporate states and dynamics from both systems forming an
integrated microalternator-PV system.
Figure 4.5 shows a microgrid system with a microalternator and PV generator
along with a load connected to the main grid. All of these are connected through
a common bus having voltage Vs. Microalternator and PV system dynamics have
already been explained above. Both the systems had components of Vs along
d-q axes. Now to get a closed form representation of the combined state model,
Vsd and Vsq have to be expressed in terms of the selected states.For this we apply
KCL at the common bus Vs, which gives
It + Ip = Ib + Il
where It, Ip, Ib and Il are microalternator output current, PV output current,
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grid current and load current respectively. Considering the d-q components of
these currents, we get
Itd + Ipd = Ibd + Ild (4.47)
Itq + Ipq = Ibq + Ilq (4.48)
Further, we express the non-state currents (Itd, Itq, Ibd, Ibq, Ild, Ilq) as functions
of Vsd and Vsq. However, the microalternator output currents Itd and Itq are
already previously presented in terms of Vsd and Vsq.
Load current:
At the microgrid, the load is modeled as admittance Y = g − jb. The load
current is Il = VsY
Ild + jIlq = (Vsd + jVsq)(g − jb)
Equating real and imaginary parts, we get
Ild = gVsd + bVsq, Ilq = gVsq − bVsd (4.49)
Grid current:
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The main grid current Ib is given as
Ib =
Vs − Vb
rb + jxb
Ibd + jIbq =
Vsd + jVsq − (Vbsinδ + jVbcosδ)
rb + jxb
Equating real and imaginary parts
Ibd =
(Vsq − Vbsinδ)rb + (Vsq − Vbcosδ)xb
r2b + x
2
b
(4.50)
Ibq =
(Vsq − Vbcosδ)rb + (Vsq − Vbsinδ)xb
r2b + x
2
b
(4.51)
Standard manipulations yield the bus voltage components Vsd and Vsq as
Vsd =
1
Θ1
[zbz1Ipd + zbx2e
′
q + Vbz1(rbsinδ + xbcosδ)−Θ2Vsq] (4.52)
Vsq = Θ4Ipd +Θ5e
′
q +Θ6Ipq +Θ7Vb (4.53)
where
Θ1 = [gzbz1 + z1rb + rtzb], Θ2 = [bzbz1 + xbz1 + x2zb]
Θ3 = [xbx2z1 + bzbx2z1 + z1zb − r
2
t zb], Θn = Θ2Θ3 +Θ
2
1x2
Θ4 =
1
Θn
Θ3zbz1, Θ5 =
1
Θn
(Θ3zbx2 + zbx2rtΘ1)
Θ6 =
1
Θn
(Θ1x2z1zb), Θ7 =
1
Θn
[z1Θ3(rbsinδ + xbcosδ) + Θ1x2z1(rbcosδ − xbsinδ)]
Linearized model of the combined system:
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A linearized model of the combined system is obtained by expressing the lin-
earized microgrid voltage components (∆Vsd,∆Vsq) along d-q axes in terms of
the selected states. First-order analysis shows that
∆Vsq = Θ4∆Ipd +Θ5∆e
′
q +Θ6∆Ipq +Θ0∆δ (4.54)
where
Θ0 = Vb[
1
Den
(z1Θ3(rbcosδ0 − xbsinδ0)−Θ1x2z1(rbsinδ0 + xbcosδ0))]
Similarly, we also obtain
∆Vsd =
1
Θ1
[zbz1∆Ipd + zbx2∆e
′
q + Vbz1(rbcosδ0 − xbsinδ0)∆δ (4.55)
− Θ2(Θ4∆Ipd +Θ5∆e
′
q +Θ6∆Ipq +Θ0∆δ)]
Finally, the values of ∆Vsd and ∆vsq are substituted in the linearized equations of
the individual component models to obtain the closed-form equation. Selecting
the states as [δ, ω, e′q, Efd, Ipv, Vdcp, Ipfd, Ipfq, Ipd, Ipq, Vcpd, Vcpq]
T and the control
input as [mp, ψp], we consequently obtain the state matrices for the combined
microalternator-PV system.
A =
[
A1 A2
]
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A1 =


0 ω0 0 0 0 0
−Pe1
2H
0 −Pe3
2H
0 0 0
A(3,1) 0 A(3,3)
1
T ′
do
0 0
KA
TA
Vt1 0
KA
TA
Vt3
−1
TA
0 0
0 ω0Ipfq0 0 0
kpv
Ldc
(dc−1)
Ldc
0 ω0Ipfd0 0 0
(1−dc)
Cdcp
0
−kpD1 ω0Ipd0 −kpC1 0 kpf 0
−kpG −ω0Ipq0 −kpC1 0 0 0
0 ω0Vcpq0 0 0 0 0
0 −ω0Vcpq0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


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A2 =


0 0 0 0 0 0
Pe1 Pe2 0 0 0 0
eq1 eq2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
mpkpd1 mpkpd2 0 0 0 0
−kpfReq ω0 kpfRd 0 −kpf 0
−ω0 −kpfReq 0 kpfRd 0 −kpf
kpRd 0 A(9,9) A(9,10) kp 0
0 kpRd A(10,9) A(10,10) 0 kp
ω0
Cpf
0 − ω0
Cpf
0 0 ω0
0 ω0
Cpf
0 − ω0
Cpf
−ω0 0


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B =


0 0
0 0
0 0
0 0
kpfVdcp0cos(ψp) −kpfVdcp0mpsin(ψp)
kpfVdcp0sin(ψp) kpfVdcp0mpcos(ψp)
0 0
0 0
0 0
0 0
0 0
(Ipfd0cos(ψP )+Ipfq0sin(ψP ))
Cdcp
−mp(Ipfd0sin(ψP )+Ipfq0cos(ψP ))
Cdcp


where
A3,1 =
−(xd − x
′
d)itd1
T ′do
, A3,3 =
−(xd − x
′
d)itd3
T ′do
A9,9 = −kp(Req1 +Θ11), A9,10 = −ω0 − kp(
−Θ2Θ6
Θ1
)
A10,9 = −ω0 − kpΘ4, A10,10 = −kp(Req1 +Θ6)
Θ11 = (
zbz1
Θ1
−
Θ2Θ4
Θ1
)
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Table 4.1: Integrated system parameters [126]
Parameter Value (p.u) Parameter Value (p.u) Parameter Value (p.u)
H 3 Pe1 0.02 Pe2 0.1
M 2.5 Pe3 0.15 Cdcp 1.1
ω0 377 Req 0.1 Cpf 0.2
KA 15 eq1 0.04 Req1 0.2
TA 0.03 eq2 0.01 Rd 0.1
xd 1.3 mp 100 ipfq0 0.67
xq 0.47 kp = kpf 1885 ipfd0 0.13
x′d 0.3 kpd1 0.08 rt 0.1
T ′do 7 kpd2 0.9 rb 0.15
itd1 0.28 kpv 0.01 xt 0.2
itd2 0.08 dc 0.6 xb 0.265
Ldc 0.05
4.4 Modeling of Networked Control System
Consider the microgrid with two sets of microalternator and PV system rep-
resenting a system of systems (SoS)-NCS with random communication delays,
where the sensor is clock driven and the controller and the actuator are event
driven. The discrete-time linear time-invariant plant model is as follows:
xp(k + 1) = Axp +Bup, yp = Cxp (4.56)
where xp(k) ∈ ℜ
n is the plant’s state vector and up(k) ∈ ℜ
m and yp(k) ∈ ℜ
p
are the plant’s control input and output vectors, respectively. A, B, and C are
known as real matrices with appropriate dimensions. The microalternator-PV
system containing A, B and C matrices is discretized at a sampling time of 0.01
seconds.
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Table 4.2: Pattern of pk
pk q1 q2 · · · qn−1 qn
Prob(pk = q) r1 r2 · · · rn−1 rn
For a more general case, we assume that the measurement after passing through
the network exhibits a randomly varying communication delay and is described
by [121]
yc(k) =


yp(k − τ
m
k ), δ(k) = 1
yp(k), δ(k) = 0
(4.57)
where τmk stands for measurement delay, the occurrence of which satisfies the
Bernoulli distribution, and δ(k) is Bernoulli distributed white sequence exhibit-
ing the occurrence of message (packet) dropouts. It order to capture the cur-
rent practice of computer communication management that experiences different
time-dependent operational modes, we let
Prob{δ(k) = 1} = pk
where pk assumes discrete values, see Table II. Two particular classes can be
considered:
Class 1: pk has the probability mass function where qr − qr−1 = constant for
r = 2, ..., n. This covers a wide range of cases including
1. If there is no information about the likelihood of different values, we use
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the uniform discrete distribution, ri = 1/n, i = 1, 2, ..., n,
2. If it is suspected that pk follows a symmetric triangle distribution, we use
the following function: i) For n even, ri = a+ jd, j = 0, 1, ..., n/2 and ri =
a+(n−j)d, j = 0, 1, ..., n/2+1, n/2+2, ..., n, where na+dn(n−1)/4 = 1,
ii) For n odd, ri = a+ jd, j = 0, 1, ..., (n− 1)/2 and ri = a+(n− j)d, j =
0, 1, ..., (n+ 1)/2, (n+ 2)/2, ..., n, where na+ dn(n− 1)2/4 = 1
3. If it is suspected that ri is a decreasing linear function, we use ri = a −
jd, j = 0, 1, ..., n where na− dn(n− 1)/2 = 1
4. If it is suspected that ri is a increasing linear function, we use ri = a −
(n− j)d, j = 0, 1, ..., n where na− dn(n− 1)/2 = 1
Class 2: pk = X/n, n > 0 and 0 ≤ X ≤ n is a random variable that follows
the Binomial distribution B(q, n), q > 0, that is
Prob(pk = (ax+ b)/n) =

 n
x

 qx(1− q)n−x, b > 0,
x = 0, 1, 2, ..., n, an+ b < n
Remark 4.4.1 It is significant to note that the case Prob{δ(k) = 1} = δ¯,
where δ¯ is a constant value, is widely used in majority of results on NCS. In this
chapter, we focus on nonstationary dropouts.
When the full state information is not available and the time delay occurs on the
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actuation side, it is desirable to design the following observer-based controller
[121]:
Observer :
xˆ(k + 1) = Axˆ+Bup(k) + L(yc(k)− yˆc(k))
yˆc(k) =


Cxˆ(k), δ(k) = 0
Cxˆ(k − τmk ), δ(k) = 1
(4.58)
Controller :
uc(k) = Kxˆ(k)
up =


uc(k), α(k) = 0
uc(k − τ
a
k ), α(k) = 1
(4.59)
where xˆ(k) ∈ ℜn is the estimate of the system (5), yˆc(k) ∈ ℜ
p is the observer
output, and L ∈ ℜn×p and K ∈ ℜm×n are the observer and controller gains, re-
spectively, and τak is the actuation delay. The stochastic variable α(k), mutually
independent of δ, is also a Bernoulli distributed white sequence with
Prob{α(k) = 1} = sk
where sk assumes discrete values. By similarity, a particular class is that sk has
some probability mass function as in Table III, where sr − sr−1 = constant for
r = 2, ..., n.
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Table 4.3: Pattern of sk
sk s1 s2 · · · sn−1 sn
Prob(sk = t) t1 t2 · · · tn−1 tn
For the stability analysis and controller design procedure, please see chapter 3,
section 4. It has been omitted, because the same design has been employed to
be implemented on the integrated microalternator-pv system presented earlier
in this chapter.
4.5 Application Example 2
In this section, the microgrid system which is modeled as a networked con-
trol system of system is simulated. The output feedback controller design is
implemented which stabilizes the system in presence of packet dropouts and
delays. The parameter values given in Table 4.1 [126] are substituted in the
state matrices A and B presented earlier in this chapter. Both the sets of PV-
microalternator system are similar in nature but have different parameter values.
There is no disturbance considered in this simulation, but the system is designed
to incorporate packet dropouts and delays.
The controller and observer gains can be obtained by using the relation K =
Y1X
−1
1 and L = Y2X
−1
2 C
† respectively. Where X1, X2, Y1, Y2 can be found by
solving the LMI (3.22). The values of α¯ and δ¯ are set at 0.1 each. The measure-
ment delay is varied from 1 to 5 and the actuation delay is varied from 3 to 9.
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The system is discretized at a sampling time of 0.01 seconds, chosen arbitrarily.
The NCS is modeled in such a way that delays are accommodated in both the
measurement as well as the actuation channel. The delays are generated by
employing random number generators. The number obtained from the Uniform
Random Number Generator is compared to a variable probability pk explained
earlier in the chapter. If the random generated number is less than pk, then the
output of the comparator is high meaning a delay has occurred. Otherwise, if
the output of the comparator is low, there is no delay. This is accomplished by
using the variable functional delay block in Simulink. Note that set 1 and set
2 represent two sets of microalternator-PV systems having distinct parameter
values. A screenshot of the control design implementation in simulink is shown
in Fig. 4.6.
The gain matrices for set 1 are
K =
[
K1 K2
]
K1 =

 −0.0003 −0.0002 0.0001 −0.0002 0.0000 0.0001
−0.0001 −0.0016 −0.0002 0.0004 −0.0003 −0.0001


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K2 =

 −0.0112 0.0001 0.0000 −0.0006 −0.0003 0.0000
−0.0003 −0.0001 −0.0004 −0.0001 −0.0002 −0.0067


L =


−0.0076 −0.0172
−0.0172 −0.0013
0.0041 0.0005
−0.0244 −0.0002
0.0121 −0.0042
0.0061 0.0004
−0.0069 −0.0170
−0.0489 0.0010
−0.0039 −0.0009
−0.0002 0.0005
0.0156 0.0008
−0.0015 0.0221


The gain matrices for set 2 are
K =
[
K1 K2
]
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K1 =

 −0.0007 −0.0100 0.0028 0.0004 0.0003 −0.0419
−0.0005 −0.0003 0.0000 0.0020 −0.0002 −0.0090


K2 =

 0.0000 −0.0001 0.0016 0.0021 0.0023 0.0000
0.0000 0.0000 −0.0012 0.0011 0.0000 −0.0047


L =


−0.0152 −0.0036
−0.0030 −0.0003
0.0016 −0.0025
0.0000 0.0005
−0.0116 0.0010
0.0008 0.0002
−0.0003 −0.0001
0.0011 −0.0126
0.0000 0.0003
0.0000 −0.0124
0.0166 −0.0008
−0.0003 0.0003


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Figure 4.6: Simulink screenshot of the control design implementation
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Figure 4.7: Rotor angle of the microalternator
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Figure 4.8: Rotor speed of the microalternator
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Figure 4.9: Internal voltage of microalternator along q-axis
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Figure 4.10: Field voltage of microalternator along d-axis
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Figure 4.11: Photovoltaic cell current
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Figure 4.12: Voltage across DC-link capacitor
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Figure 4.13: Inverter output current along d-axis
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Figure 4.14: Inverter output current along q-axis
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Figure 4.15: Coupling line current of the filter along d-axis
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Figure 4.16: Coupling line current of the filter along q-axis
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Figure 4.17: Capacitor voltage of the filter along d-axis
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Figure 4.18: Capacitor voltage of the filter along q-axis
The figures shown above represent the state response of both sets of microalternator-
PV system named as set 1 and set 2. Each state represents a typical dynamic
of the system.
The simulation results elucidate the effectiveness of the proposed control method-
ology. Two sets of the microalternator-PV system are considered which have
distinct parameter values. As evident from the graphs, the output feedback
controller stabilizes the system in presence of delays and packet dropouts. It
can be observed from the state-wise response that each state of both the sets
possessing different values is stabilized by the controller at a reasonably less time
with minimum overshoot and very less oscillations. Thus, the simulation results
obtained significantly exhibit the controller responses for different parameter
values. Moreover, stabilization in presence of communication infractions such
as packet dropouts and delays further explains the effectiveness of the controller.
It is also to be noted that the state response of both sets of microalternator-PV
system is presented in one graph to demonstrate the ability of the controller
to stabilize the system irrespective of the parameter values. Further, since the
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model considered in this chapter is distinct from the one taken in chapter 3, a
comparison cannot be made.
Chapter 5
Event Triggered Control of Wind
Turbine With Control and
Communication Optimization
5.1 Introduction
Networked Control Systems (NCSs) are now ubiquitous in the literature and
have been investigated in detail in the past decade. They can be broadly clas-
sified into periodic and aperiodic systems. Majority of the networked control
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systems are based on periodic schemes and substantial design methodologies are
available. However, periodic networked control systems which are based on time
triggering, tend to overload the communication channel by transmitting even if
there is no requirement. This results in inefficient utilisation of network and
increases communication cost. To overcome this issue, aperiodic schemes such
as event triggering and self triggering can be employed. They considerably re-
duce the load on the communication channel by transmitting only when needed,
thereby ensuring optimal performance of the NCS.
[128] presents a comprehensive review of aperiodic triggering for networked con-
trol systems. Theoretical results from numerous papers have been compiled
and remarks on future extension have also been made. In [129], a model based
predictive control based on event triggering is proposed for networked control
systems. The effectiveness of the control methodology is demonstrated on a
ball and beam system. In [130], the stabilization of quantized event triggered
networked control systems is discussed. A networked control system is designed
which considers plant uncertainty, quantization, packet losses and event trig-
gering mechanism. Lyapunov functions and linear matrix inequalities are used
to derive sufficient stabilization conditions. A review of periodic and aperiodic
triggering schemes for networked control systems is provided in [131]. Consid-
ering the vast published literature, an attempt has been made to compare and
analyze event, self and time triggering schemes for networked control systems.
In [132], an event triggered scheduling based on an error-dependent scheme is
proposed for multi-loop control systems which possess a common channel for
data transmission. Packet dropouts are considered in the channel to demon-
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strate its robustness. In [133], the H∞ control problem is studied for networked
control systems, where a Markovian jump system is used to describe the commu-
nication infractions such as delay and packet dropouts. Sufficient conditions are
also derived to ensure stability of the system. A hybrid event triggered scheme
for the intelligent control of microgrid based on multi agent systems is explained
in [134].
Microgrids are gradually gaining a lot of popularity in the distributed generation
domain. There has been an increasing interest in proposing control strategies
for microgrids. Particularly, networked control has been receiving considerable
attention. A robust networked control scheme for microgrids is presented in [50].
A distributed networked-based scheme is proposed for control of an islanded mi-
crogrid in [135]. The stability issue in networked microgrids has been addressed
in [136]. In [58], a networked controlled model is presented for multi-inverter
systems. A distributed scheme for detection and protection of networked control
systems with applications to power systems is introduced in [137]. A distributed
cooperative control based control methodology is proposed for the secondary
level of microgrid control in [138]. The methodology is implemented through
a communication network. Moreover, optimization techniques like the Particle
Swarm Optimization (PSO) have also been used in microgrids for various pur-
poses and applications.[139]-[141].
However, event triggering based networked control has not been addressed signif-
icantly in microgrids. Aperiodic networked control schemes, as mentioned earlier
tend to utilize communication network efficiently and hence can be envisaged
to enhance microgrid control design. Stability is a primary issue in microgrids
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and networks need to be meticulously used in order to avoid unnecessary load
on the channel. Thus, event triggering schemes can be employed for microgrid
controller and communication design. Further, optimization techniques can be
employed to optimize event sampling and system cost. This is what motivates
us to design an event triggering based methodology for a wind turbine as a part
of microgrid system coupled with controller design and optimization.
Thus we propose an optimized event triggering scheme and an LQG controller
design for a wind turbine model in a microgrid system. An Asynchronous-
sampled data system (ASDS) approach is used to model the event-triggered
system. The communication channel is subject to delays. Also, PSO is em-
ployed to optimize the cost and event sampling. A comparative analysis is
included to demonstrate the effectiveness of the algorithm.
5.2 Wind Turbine Model
With the advent of renewable energy technology, distributed energy resources
like wind turbine systems have been in demand. While serving the evergrowing
energy demand, it has managed to provide sustainable and economically viable
solutions to the energy market all over the world [142]. A schematic of a typical
wind turbine system is shown in fig.5.1.
However, wind turbine systems are difficult to model and control. For efficient
analysis of wind turbine systems, the model must closely replicate the dynamic
behavior of the system [143]. As can be seen from fig.5.1, there are three main
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Figure 5.1: Wind turbine system
parts of a wind turbine system:
1. Aerodynamics
2. Drive Train
3. Generator
We now present the modeling equations of these parts. The aerodynamic part
acts as a transfer of wind speed to effective rotor torque. A mean wind speed is
considered as an input to obatin a simple aerodynamics model [144]. Cp curves
are employed to model the aerodynamic transfer. The equation for rotor power
is given as
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Pr = Cp(λ, β)
1
2
ρπR2v3 (5.1)
where Cp(λ, β) is the power coefficient obtained from design data, ρ is air density,
R is radius of rotor and v is wind speed. The variable λ is defined as
λ =
ωrR
v
(5.2)
where ωr is the rotor speed.
An electro-mechanical actuator is used to control the pitch angle. The actuator
is modeled as a first order system having time constant τβ.
β =
1
τβ
(βr − β) (5.3)
with βr as reference input.
Now, the rotor torque, which is the output of the aerodynamic system is given
as
Tr =
Pr
ωr
(5.4)
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.
In the drive train system of the wind turbine,there is a rotor having mass moment
of inertia Jr, which is coupled to the generator with mass moment of inertia Jg
through a gear transmission. The electro-mechanical torque of the generator is
Te. The equation of motion for relative angle of displacement in the secondary
shaft, denoted by ξ is
Jv ξ¨ =
vJv
Jr
(Tr − TD) +
Jv
Jg
Te − kξ˙ − Tξ (5.5)
where
Jv =
JrJg
Jr + v2Jg
In which, k is the damping of the flexible element. Tξ is the static axis torque,
given as
Tξ = 10
4(100ξ3 − 20ξ2 + 2ξ) (5.6)
The total friction of drive train is
TD = C1 +
C2
ωr
+ C3ωr (5.7)
where C1, C2 and C3 are constants given in [144]. The generator speed ω is
Jgω˙g = Tξ + kξ˙ − Te (5.8)
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ωg is asynchronous generator angular speed. A sensor is used to measure the
speed, whose dynamics are
ω˙gm =
1
τω
(ωg − ωgm) (5.9)
where ωgm is asynchronous generator measurement angular speed. Then the
rotor speed can be computed as
ωr =
(ξ + ωg)
v
(5.10)
and the mechanical torque is
Tm = kξ˙ + Tξ (5.11)
Now, (5.1)-(5.11) represents the complete aero-mechanical system of the wind
turbine. Linearizing these equations and choosing the state variables as xT =
[β ξ ξ˙ ωg ωgm]
T , gives the state space model of the wind turbine in standard
form as [143]
x˙(t) = Ax(t) + Bu(t) + Ew(t)
y = Cx(t) (5.12)
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where x ∈ ℜN is the state vector, u ∈ ℜM is the input control vector, w ∈ ℜO
is the disturbance and y ∈ ℜp is the output vector.
The state vector is taken as xT = [β ξ ξ˙ ωg ωgm]
T and the control input vec-
tor is taken as uT = [βr]. Where β is pitch angle, ξ is angular speed, ωg is
asynchronous generator angular speed and ωgm is asynchronous generator mea-
surement angular speed. βr given in the control vector represents blade pitch
angle. The details of linearization and modeling can be found in [144].
Table 5.1: Parameter values
Parameter. Value
Jr 350000kgm
2
Jg 32kgm
2
R 15m
ρ 1.25kg/m2
Tω 0.1s
v 21.81
C1 = C2 1000Nm
C3 = k 100Nm
τβ 0.2s
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The state space matrices, after substituting parameter values given in Table 5.1
are
A =


−5 0 0 0 0
0 0 1 0 0
−10.5 −106667 −3.38 23.5 0
0 993.84 3.12 −23.5 0
0 0 0 10 −10


B =


5
0
0
0
0


(5.13)
The C matrix is taken as unity.
5.3 Control Design
A continuous time LTI event-triggered control system is considered and shown
in fig.5.2 which has communication in its feedback loop and incorporates random
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bounded delays in it. The system is represented by
x˙(t) = Ax(t) + B1u(t) +B2w(t), x(0) = x0,
y(t) = Cx(t) + v(t),
(5.14)
Plant
L G
ont olle
Senso
Netwo
ent
on ition
(δi)
(δi σn,i)
(t)u(n)
(α)
α
Figure 5.2: Event triggered system block diagram
where A ∈ R(n×n), B1 ∈ R
(n×m), B2 ∈ R
(n×l) and C ∈ R(q×n) are system matri-
ces with appropriate dimensions. x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the
input vector and y ∈ Rq is the output vector. w(t) ∈ Rl represents Gaussian
process noise and v(t) ∈ Rq repesents measurement noise.
After every α ∈ R+ time units, periodic monitoring of plant state is done and
comparison is carried out between costs of ET system and that of periodically
triggered system. Only when the cost of aperiodic system is greater than a
threshold (that is dependent on cost of periodic system), the occurrence of an
event takes place. Following which, transmission of the state to the controller is
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done at at δi, where i ∈ Z{0,+}. After going through a network-induced random
time-delay, the transmission is received by the controller at ρj, where j ∈ Z{0,+}.
Then, σc ∈ R+ units of time are taken by the controller to compute and estimate
the state and controller output u. This will be applied at ηk, where k ∈ Z{0,+}
and ηk = ρj + σc. It is to be noted that ∆i , δi − δi−1 represents difference
between successive events, while Θk , ηk − ηk−1 denotes difference between
corresponding successive updates from controller. A timing diagram is shown
in fig.5.3, from which it can be understood that i = j = k signifies translation
to i-th event, following j-th corresponding reception and k-th control update.
Figure 5.3: Timing diagram illustrating sampling times for ET systems with
random transmission delays.
It is also to be noted that intervals between events are lower and upper bounded,
meaning α ≤ ∆i ≤ Γα, where 1 << Γ. The reason behind introducing upper
bound is to make sure latency is bounded. Therefore, the sampling period in
worst case is Γα, ∆ , Γα and Θ ≈ Γα because of random delay.
Assumption 5.3.1 The following assumptions are made
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1. δ0, ρ0, η0 = 0,
2. All states are available for measurement,
3. The computational delay σc is constant,
4. The received states are time-stamped, i.e., δi is received along with i-th
transmission of the state,
5. The delay σn,i + σc is less than ∆i, which implies δi < ηk, ∀i = k, and
6. Θk/∆i is irrational for all i, k .
Remark 5.3.1 Because the network-induced delay is of random nature, the last
assumption becomes realistic and makes the below ratio irrational
Θk
∆i
= 1 +
σn,i − σn,i−1
∆i
Now, the objective is two pronged. While one being optimal control of the plant
(5.14) having network-induced and computational delays σn,i and σc, the other
is employing an event triggered scheme to conserve communication bandwidth.
The aforementioned objectives are accomplished by using an asynchronous sampled-
data system (ASDS) approach to model the event triggered closed-loop system
having delays, followed by corresponding LQG controller design.
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5.3.1 ET LQG Controller
The plant (5.14) can be considered as a dual-rate ASDS, owing to the sampling
scheme mentioned above. This is because, at the sensor node, usually the sam-
pling interval is distinct from the control update i.e.,∆i 6= Θk ∀i = k. Assuming
all states are availbale for measurement, this leads to
x˙(t) = Ax(t) + B1u(t) + B2w(t), x(0) = x0,
y(δi) = x(δi) + v(δi),
u(t) = uηk = f(xˆ(δi)), ∀t ∈ [ηk, ηk+1),
(5.15)
where f(.) : Rn → Rm is a causal mapping that optimizes a particular cost
function.
In [145], a solution is presented for optimal control of ASDS. The sampling
and hold times for the sensor and conroller respectively are considered to be
disproportionate i.e., δi 6= ηk. For the cost function minimization, the controller
was shown to depend on estimated state ηk using state information at δi. Fixed
sampling and hold rates were assumed. However, in this case, sampling time is
considered aperiodic. This means the control application time is also aperiodic.
Consequently, the sampling and hold times are taken as event and control update
instants.
Assumption 5.3.2 It is assumed for all i, k that,
1. The discrete-time (DT) systems (C,A∆i) are detectable,
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2. The DT systems (AΘk , BΘk) are stabilizable,
3. System (5.15) is stabilizable and detectable,
where Aa = e
A(a) and Ba =
∫ a
0
AsB1ds are the discretized system matrices for
any time-interval a.
Consider xˆτ , xτ , and uτ to represent the estimated state, sampled-state, and
control input at time τ , respectively, and Qτ ∈ R
n×n > 0 and Rτ ∈ R
m×m > 0
represents the state and input weighting matrices at τ , then the controller that
minimizes following discrete cost function
JΘ =
K−1∑
k=0
1
Kηk
E
[
xTηkQηkxηk + u
T
ηk
Rηkuηkdt
]
, (5.16)
is expressed as
uηk = −(Rηk + B
T
Θk
PkBΘk)
−1(BTΘkPkAΘk)xˆηk ,
= −Kηk xˆηk ,
(5.17)
where, the state estimate xˆηk is
xˆηk = Aηk−δi xˆδi +Bηk−δiuηk−1 , ∀k = i,
xˆη0 = x0.
(5.18)
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Qηk and Rηk are described as
Qηk =
∫ ηk
ηk−1
[ATs−ηk−1As−ηk−1 ]ds,
Rηk =
∫ ηk
ηk−1
[BTs−ηk−1Bs−ηk−1 ]ds,
(5.19)
and {Pk} is expressed as the unique positive semi-definite solution of DT Riccati
equation
Pk = A
T
Θk
[Pk+1 − Pk+1BΘk(Rηk +B
T
Θk
Pk+1BΘk)
−1
BTΘkPk+1]AΘk +Qηk ,
PK = 0.
(5.20)
Observing (5.18), it can be noted that the estimated state for time instant ηk is
dependent on the state estimate for δi, which is represented as
xˆδi = xˆδ−i + Si[I + Si]
−1
(
yδi − xˆδ−i
)
, (5.21)
where
xˆδ−i = Aδi−ηk−1xˆηk−1 + Bδi−ηk−1uηk−1 ,
xˆδ−0 = x0,
(5.22)
and {Si} is the solution of following Riccati equation
Si = A∆iSi−1A
T
∆i
− A∆iSi−1[I + Si−1]
−1Si−1A
T
∆i
+Wδi ,
S0 = 0,
(5.23)
129
with Wδi =
∫ δi
δi−1
Aδi−tB2B
T
2 A
T
δi−t
dt. The time-varying controller described in
(5.17) is rigorous in computation, which means it translates to a larger σc.
The solution of (5.20) needs knowledge of Pk+1, which is difficult to find oﬄine
because of aperiodic triggering. Hence, a worst-case system is considered from
a control perspective to cope up with problems mentioned above. This system
has a control update interval Θ ∀k, where optimization is carried out over a
finite horizon. Thus, this gives (5.16) as
JΘ = limK→∞
K−1∑
k=0
1
Kηk
E
[
xTηkQΘxηk + u
T
ηk
RΘuηk
]
. (5.24)
The above asumption enables a designer to calculate a constant control gain
oﬄine,
KΘ = (RΘ + B
T
Θ
PBΘ)
−1(BT
Θ
PAΘ), (5.25)
such that
u(t) = −KΘxˆ(ηk), ∀t ∈ [ηk, ηk+1), (5.26)
Along with ARE
P = AT
Θ
[P − PBΘ(RΘ + B
T
Θ
PBΘ)
−1BT
Θ
P ]AΘ +QΘ. (5.27)
For maintaining estimation accuracy, (5.18), (5.21), (5.22), and (5.23) are used.
The computational time is further reduced by oﬄine computation of the integral
in (5.23) at interval α, i.e.,Wα. Also, in course of real-time estimation, the num-
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ber of α-spaced intervals in ∆i are multiplied to obtain Wδi . In the forthcoming
part, the cost of aperiodic system is proven to be lesser than or equal to the cost
of worst-case system.
Theorem 5.3.1 If the system (5.15) is implemented using controller (5.26)
with the Assumptions 5.3.1 and 5.3.2, then the value of the cost
JΘ =
K−1∑
k=0
1
Kηk
E
[
xTηkQΘxηk + u
T
ηk
RΘuηkdt
]
, (5.28)
for the ET system is less than (or at most equal to) the cost paid for the system
with worst-case sampling period Θ, i.e.,
JΘ ≤
J ,
1
KΘ
E
K−1∑
k=0
[
xTηkQΘxηk + u
T
ηk
RΘuηkdt
]
.
(5.29)
5.4 Event Condition
As stated earlier, periodic monitoring of the plant is done. The cost of event
triggered system JΘ(pα), where p ∈ Z{0,+}, is compared with periodic system’s
131
cost at every period. The periodic system is given as
x((p+ 1)α) = Ax(pα) +B1u(pα),
y(pα) = x(pα) + v(pα),
u(pα) = −(Rα + B
T
αPBα)
−1(BTαPAα)xˆ(pα),
= −Kαxˆ(pα),
(5.30)
and the cost is
J∗d (pα) = E[x
T
pαPαxpα], (5.31)
where Pα is the solution of the following DT ARE
Pα = A
T
α [Pα − PαBα(Rα + B
T
αPαBα)
−1BTαPα]Aα +Qα, (5.32)
The measurement noise v(pα) is zero-mean white Gaussian having variance
V ∀p. J∗d (pα), which is the cost evolution is simulated and saved in the ET
setup oﬄine. If JΘ(pα) is greater than J
∗
d (pα)-dependent threshold, transmis-
sion of state to controller takes place at δi. i.e.,
δi = {t|i ∈ Z{0,+} ∧ JΘ(pα) ≥ γJ
∗
d (pα)}, (5.33)
In the above equation, γ ≥ 1 signifies what amount of control cost the designer
is willing to compromise for decrease in communication cost. The value of γ is
directly proportional to ∆i.
The event condition (5.33) has to be amended to incorporate a threshold, since
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it does not yield large event-intervals when the system’s cost is near origin. The
modified equation is
δi = {t|i ∈ Z{0,+} ∧ JΘ(pα) ≥ γJ
∗
d (pα) + ǫ}, (5.34)
where ǫ ∈ R+.
After considerable simulations, it is deduced that ǫ should be selected 10− 20%
lower than W , which is variance of process noise. Another significant point is
that when the value of cost goes below ǫ, the transmission occurs at ∆. Thereby
increasing cost and using bandwidth inefficiently. Hence, the aforementioned
modification justifies itself through efficient bandwidth usage and good system
response.
5.4.1 Optimization of γ Using Particle Swarm Optimiza-
tion
As can be seen from (5.34), the event condition incorporates a parameter γ,
other than a constant ǫ and two costs coming from the system. For an event to
occur, JΘ(pα) ≥ γJ
∗
d (pα) + ǫ must be satisfied. Since the costs are generated
by the system during simulation and epsilon being a fixed constant, we are left
only with γ as a variable that can be manipulated. It is worth noting that, the
event condition now depends directly on the value of γ. The value of γ will
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decide how often the event condition is met and the frequency of transmission.
Since our objective here is to reserve communication bandwidth by transmitting
only when needed i.e., (only when an event occurs), it becomes incumbent to
keep a check on the event condition and minimize the event rate for the efficient
utilization of communication network.
In the initial stages, a trial and error methodology was employed for selecting
an appropriate value of γ. However, the trial and error method is cumber-
some and it is difficult to set a typical value of γ for different systems having
peculiar dynamics and system response. Hence, optimization techniques had
to be implemented for obtaining optimized values of γ after every α. Out of
the many optimization techniques available, the Particle Swarm Optimization
(PSO) technique was used, owing to its simplicity and efficiency. A cost func-
tion was formulated which had to be minimized by optimizing γ after every α.
This would ensure minimization of the cost function with an optimal value of
γ, thereby optimizing the event rate and preserving the communication band-
width.
The formulated cost function is given as
Jopt(pα) = W1(γ(pα)Jp(pα) + ǫ) +
W2
γ(pα)
(5.35)
From the above equation, it can be observed that it is similar to (5.34), ex-
cept that two weights (W1andW2) are added. These weights are introduced to
emphasize on the control and communication costs. Since both are inversely
related, the second term in (5.35) is added. This gives the designer flexibility
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to trade off between control and communication costs. In this study, however
we have placed equal emphasis on both control and communication. The event
condition in (5.34) is modified to (5.35), which forms the objective function of
the PSO. The functions thus served by the PSO algorithm are:
1. Optimize γ.
2. Minimize the objective function (5.35) subject to γ, such that the event
rates are reduced.
3. Carry out optimization after every period (α).
4. Implement the algorithm within a time constraint of 24 milli seconds as
imposed by the practical limitation of the network. This was done to make
the algorithm suitable for application to real time networks.
5.4.2 Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a stochastic, population based optimiza-
tion technique developed by Kennedy and Eberhart [146]. This algorithm is
inspired by group communication in animals. Social behavior of animals like
bird flocking and fish schooling forms the basis for this technique. PSO has
emerged as a popular technique and has been used in a variety of applications.
PSO is considered advantageous over its conventional counterparts because it
is easy to understand and implement. It is more robust since it employs prob-
ability transition rules. It guarantess convergence to the optimal solution, no
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matter where the search is initiated in the search space. Also, it does not get
trapped in local minima because it is a population based algorithm [147].
5.4.3 PSO Algorithm and Analysis
Intially, a swarm consisting of n particles is considered. Each particle in the
swarm represents a potential solution to the minimization problem. Every parti-
cle while flying in the multidimensional search space, keeps updating its position
based on its own experience and that of other particles. The position update
equation of each particle is given by
xit+1 = x
i
t + v
i
t+1 (5.36)
where xi denotes the position of ith particle at time t and xi denotes the velocity
of ith particle at time t. Every particle is initially randomized to compute the
fitness function together. This yields a personal best(best value of each particle)
and a global best(best value of particle in the entire swarm). A loop is run to
find an optimal solution. First the velocities of the particles are updated based
on the personal best and global best values. The velocity update equation is
136
given by
vit+1 = wv
t
i + c1 ∗ rand ∗ (pbest − x
i
t)
+ c2 ∗ rand ∗ (gbest − x
i
t) (5.37)
where w is a weighting factor, c1 and c2 are positive constants. pbest is the
personal best value and gbest is the global best value.
The PSO algorithm is based on the velocity and position update equations
mentioned above. It is fairly simple and easy to implement. The steps involved
in the algorithm can be enumerated as follows
1. Set number of iterations, swarm size and the constant values.
2. Intialize the position and velocity vectors.
3. For every particle, the fitness function is computed. The best value among
the swarm is selected as global best (gbest) and the personal best of every
particle is updated as (pbest).
4. Velocity and position of the particles are updated based on the equations
mentioned earlier.
5. Each particle is evaluated based on the updated position. If the cost
function of a particular particle at this instant is less than the global best,
then the individual best of each particle is updated as global best.
6. Finally, the minimum value is searched among the global best. This is the
minimized value of the fitness function.
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As mentioned earlier, the simulation time was a crucial factor in our applica-
tion. The time constraint was stringent as imposed by the practical limitations
of the network and the alloted time could not exceed 24 milliseconds. Hence
an analysis had to performed to blend the optimization technique to suit the
problem constraints. The simulation time depends on several factors and hence
meticulous selection of various parameters was incumbent to ensure minimal op-
erational time and effective optimization. The factors involved in the algorithm
which could possibly affect simulation time were:
1. Number of iterations
2. Swarm size
3. Correction factors (c1 and c2)
4. Inertia (w)
5. Initial values (of position and velocity)
A thorough analysis of the PSO algorithm was carried out, carefully studying
the impact of each parameter on the simulation time and minimization. Various
objective functions were considered and the algorithm was implemented on single
as well as multi variable objective functions. After considerable analysis and
test runs, the optimum values were noted that would suit our application and
provide optimized values within the prescribed time. Hence general guidelines
could be formulated that were tailor made for our application. The ideal number
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of iterations and swarm size were found to be 20 − 40. The values of inertia
were determined to be between 0.5 − 1 and that of correction factor to be in
the range 1− 2. Initial velocity was set at 0. This analysis proved instrumental
in choosing ideal parameter values, thereby avoiding complexity in the final
simulation where the controller design is coupled with the optimization. The
results of PSO are shown in Table 5.2, which is included in the next section.
5.5 Application Example 3
The controller design coupled with the event triggering scheme is applied to the
linearized model of the wind turbine given in (5.13). The simulations are carried
out in two stages. First without optimization and then with optimization. In
the latter stage, the PSO algorithm is implemented with the event triggering
scheme and a comparative analysis is presented. After every period, i.e.,α = 0.02
seconds, the event condition is checked. The network is subject to delays having
upper bound of 10ms. The simulation run-time for both stages is 40 seconds.
In the first stage, the value of ǫ is taken as 0.003 and that of γ is 10. The value
of γ is chosen on basis of trial and error and will be optimized in the next stage.
The controller gain for both cases is given as
K =
[
9.077 −8.755 −6.924 −0.193 −0.151
]
(5.38)
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First, we present the simulation results without optimization. Figure 5.4 shows
the reponse of the system after the applied control methodology and event sam-
pling. As can be observed, all states are regulated by the controller in presence
of measurement and process noise. This demonstrates the effectiveness of the
proposed controller. Now, fig.5.5 shows the sampling intervals for the event con-
dition in (5.34). Further, in fig.5.6, normalized cost curves are shown. One of
them is the cost of event triggered system, while the other is a curve represent-
ing the comparison between the cost of event triggered system and the costs of
other periodic systems.
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Figure 5.4: State response of the system
Next, we present the simulation results with optimization. Figure 5.7 depicts the
system response in presence of measurement and process noise. The controller
regulates all the states towards zero. Needless to say, the optimization algorithm
does not affect the system stability at all. In fig.5.8, the sampling intervals and
events are shown. Figure 5.9 shows the normalized cost curves as explained
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Figure 5.5: Sampling intervals and events
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Figure 5.6: Normalized cost curves
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above. A comparison between the event triggered system’s cost and the costs
of other periodic systems is illustrated. Lastly, optimized gamma (γ) over the
simulation time is shown in fig.5.10. The value of (γ) is optimized for every
period (α). Unlike the constant value of (γ) considered in the first part (without
optimization), the optimized (γ) allows the system to attenuate the number of
events occuring during sampling and eventually decreases event rate.
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Figure 5.7: State response of the system
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Figure 5.8: Sampling intervals and events
A major difference is observed in the number of events and event rate of the event
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Figure 5.9: Normalized cost curves
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Figure 5.10: Optimized gamma (γ)
Table 5.2: Comparative analysis
Parameter Without PSO With PSO
Number of Events 950 514
Event Rate 32.13 17.13
Worst-case System Cost 0.018 0.02
ET System Cost 3.08× 10−4 3.05× 10−4
143
sampled system. The application of PSO algorithm has resulted in a drastic drop
in number of events and event rate while making very less or negligible change
in the system costs. Table 5.2 demonstrates a comparative analysis of event
rates, number of events and system costs for both stages, with and without
optimization. It is evident from the table that the event rate is reduced to 17.13
from 32.13, which is quite significant. Another remarkable observation is that
there is very less change in the costs of the system. This signifies, for a very little
increase in cost, the number of events have been reduced drastically, thereby
preserving bandwidth and utilizing the communication network efficiently. The
obtained results justify the addition of PSO in the event sampling scheme.
Chapter 6
Conclusion and Future Work
To conclude the work presented in this thesis, we have devised net-
worked control methodologies comprising of both periodic and aperiodic schemes
for application to microgrid from an intelligent System of Systems perspective.
The stability and control of networked microgrid systems suffering from packet
dropouts and delays has been the primary concern of this research.
To begin with, an in depth survey of microgrid architectures and models was
done followed by a review of SoS applications. The characteristics of SoS were
contrasted with those of a microgrid and the resemblance was portrayed. Fur-
ther, a framework was proposed for the efficient and organized operation of the
microgrid. Then, detailed mathematical modeling of various components of mi-
crogrid was presented including wind turbine, solar cell and alternator. Various
control methodologies available for microgrids were enlisted. Out of the enlisted
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control paradigms, we have focussed on the networked control approach.
In the next part of the thesis, the networked control of microgrid system of
systems was presented. For this, the microgrid system consisting of three dis-
tributed generation units was modeled as a networked control system of systems
having three subsystems. The network was subjected to both measurement and
actuation delays and non-stationary packet dropouts. A thorough stability anal-
ysis was carried out by employing Lyapunov-Krasovski functions. After which,
an output feedback controller was designed for the stabilization of the system in
presence of communication infractions. An LMI based approach was adopted for
the controller design and further explained by relevant theorems. The control
design was implemented on the microgrid system modeled as an RLC network
with three generations units representing subsystems in a SoS. Simulation re-
sults were depicted to demonstrate the controller performance.
In the next part of the thesis, a combined microalternator-PV system was con-
sidered to represent a microgrid system. The detailed dynamic modeling of both
constituent systems was presented followed by modeling of the combined sys-
tem. Two sets of these combined systems having distinct parameter values were
considered for the controller implementation. The controller design explained
earlier was applied to this combined system. Effectiveness of the controller was
demonstrated through simulation. The controller successfully managed to sta-
bilize both sets of the combined system in presence of non stationary dropouts
and time delays in quick time with very less oscillations.
In the last part of the thesis, an event triggered scheme was employed for the
control of a linear wind turbine system of a microgrid. The inherent advantage
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of aperiodic schemes, which is transmitting only when needed and hence pre-
serving communication bandwidth and avoiding overburdening of the channel,
prompted us to apply this scheme on a wind system. The wind system was
considered as an event triggered system with computational and network delays
in the communication channel. An Asynchronous-sampled data system (ASDS)
approach was used to design an LQG controller for the event triggered system.
Also, Particle Swarm Optimization (PSO) was employed to optimize the event
sampling rate. A cost function was formulated for the PSO algorithm and em-
pirical analysis was carried out to customize the algorithm for this application.
Futher, a comparative analysis was also done to highlight and justify the sig-
nificance of the optimization technique. The event sampling optimization and
controller performance was elucidated by simulation results and graphs.
Control of microgrids is still a topic of interest and hence has potential for future
research. With respect to this thesis work, the directions for further research
and extensions include:
• Applying self triggering networked control schemes to microgrid would be
an interesting research option. The fact that very little attention has been
paid to aperiodic networked control schemes for microgrid control, makes
it an open area of future research.
• Including distributed generation sources like fuel cells and hybrid energy
vehicles to model a microgrid system could also be an extension to this
work.
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• The packet loss procedure described in chapter 3 could be replaced by
Markov process. Also, different types of communication infractions in the
network could be introduced and its impact could be studied.
• Different optimization algorithms can be employed to optimize the event
sampling rate, as mentioned in chapter 5.
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