Abstract. Assuming that the conditional failure time distribution F(tl6) of a piece of equipment depends on a random parameter with probability distribution function G(6), the unconditional failure time distribution is given by F(t) = f F(tJ6) dG(6). Utilizing the ideas of Dirichlet process priors on F(t), Bayes estimators of the unconditional reliability function R (t) = 1 -F(t) are discussed. The robustness of the Bayes estimators with respect to the choice of F(t16) and G(6) is studied by Monte Carlo simulation. In particular, the Weibull, lognormal, and gamma distributions are considered for F(tIO) and the inverted gamma and "general" uniform distributions are used for G(6), where 6 is assumed to be a random scale parameter.
1. Introduction. Mathematically, the description of the length of life of a piece of equipment is assumed to be given by a failure time (or life) distribution. That is, a probability distribution of a certain form is usually assumed to give the reliability of a piece of equipment for each time t. However, since there are many physical causes that individually or collectively may be responsible for the failure of a device at any given instant, and since it is not generally possible to isolate these causes, the choice of a failure distribution is still an art. The selection of the failure distribution is thus subject to uncertainty.
A typical failure distribution that may be chosen will depend on at least one unknown parameter. In many situations, the parameter involved must be thought of as a value of a random variable which behaves in accordance with an unknown probability distribution. For instance, if items are manufactured under conditions which, even though carefully controlled, cause the parameter of the failure distribution of the items to change randomly from one item to another, then this situation arises. Also, if several lots of manufactured devices are mixed in a bin and the parameter of the failure distribution changes randomly from one lot to another, then a randomly chosen item from the bin has a failure distribution function depending on the value of a random parameter. In any case, the probability distribution of the random parameter must either be assumed or approximated if enough data are available in order to obtain an expression for the reliability of a device. Again, the selection of the probability distribution of the random parameter is subject to uncertainty.
Notation and basic definitions. Let F(t I0), t e R, be a failure time distribution function depending on a parameter 0 which belongs to some set fQ c R, where R denotes the real line. Suppose the exact form of F(tJO) is not known, but using goodness-of-fit procedures on pilot life data or data on similar items in an allied product line, the engineer can obtain an initial guess of the type of distribution involved. For example, it may be assumed that F(tlO) is a Weibull distribution function with unknown scale parameter 0. In addition, we suppose that 0 is a value of a random variable 0 which has a distribution function denoted by G(O), 0 e fl. Again, an initial guess at the distribution G(O) can be made using prior information about the items or components involved. For example, it may be assumed in certain cases that G(O) is a uniform or an inverted gamma distribution function over fiL.
The failure time distribution of mixed devices (as in the bin of items mentioned earlier) is a mixture of the distributions F(t 0) with mixing distribution G(O). Thus, the unconditional failure distribution function F(t) is given by (1.1) 
The distribution function (1.1) is a compound distribution and is interpreted as the failure time distribution of an item selected randomly from a bin of items with 0 varying randomly from one lot (or item) to another. Thus, given a random sample of lifetimes of items generated from a distribution such as (1.1), we desire an estimate of the unconditional reliability function at each t,
based on the sample values.
If an initial guess of either F(tIo) or G(G) or both are used in (1.1), we will denote the initial guess of F(t) by Fo(t) in later sections.
Objectives. Harris and Singpurwalla [5] considered estimation of the reliability function R (t) when the exact form of the failure distribution F(tt 0) and the distribution G(O) were known. Their estimate involved only the estimation of the parameters of G(O) and other parameters of F(tI ). However, if the engineer is uncertain of the particular forms of F(t10) and G(0), then he may have chosen the wrong probability models in the first place and should not put very much weight on these initial guesses.
The types of problems mentioned here are well suited to the techniques of Bayes estimation of distribution functions obtained by Ferguson [3] , [4] . Ferguson considered Bayes estimation of an unknown distribution function with respect to a Dirichlet process as a prior distribution on the class of all distribution functions over the real line. In this paper, we consider the Bayes estimation of the unconditional reliability function R (t) utilizing the Dirichlet process as a prior distribution. The Dirichlet process prior will be given in terms of the initial guess Fo where either F(t 10) or G (0) (or both) must be assumed or estimated from prior data to obtain Fo.
We first give a brief discussion of the Dirichlet process. Then the Bayes estimation of reliability utilizing the Dirichlet process is considered in ? 3. Finally, the robustness of the Bayes estimator of R(t) with respect to the initial guesses at F(tIO) and G(O) is studied by Monte Carlo simulations. Specifically, the Weibull distribution, gamma distribution, and lognormal distribution are considered for F(tI ), where 0 is the scale parameter, and the inverted gamma and "general uniform" distributions are used for G(O), since these families provide a rich class of mixing distributions with respect to the scale parameter.
2. The Dirichlet process. In this section we will define what is meant by a Dirichlet process and state some of its useful properties as given by Ferguson [3] .
First, we recall that a k-dimensional random vector has a Dirichlet distribution with parameter (pi1, * , Lvk+l) if its probability density function is given by (Wilks [9,  Let a ( ) be a finite nonnull measure on (R, 04), where 0X denotes the Borel subsets of R, and let P( ) denote a stochastic process indexed by elements of, @2. We say that P is a Dirichlet process with parameter a, and write P e 2 (a), if for every finite measurable partition {B1, * , Bn} of R (that is, Bi is an element of X2, Bi and B1 are disjoint for i 1 j, and U in-l Bi = R), (P(B1), ... , P(Bn)) has the Dirichlet distribution with parameter (a(B1), * *, a(B4)).
Note that P is simply a random probability measure on the Borel subsets of R. We let F(t) = P((-oo, t]), t E R, denote the corresponding distribution function. Then we say F e ?i(a) to mean P e (a). We also denote a (t) = a ((-oo, t]).
Some properties of Dirichlet processes are listed next. Property 1. If Fe 2 (a), then F is discrete with probability one.
Property 2. For any nonnegative measurable function g, lJoo g(t) da (t) <oo if and only if JrOO g(t) dF(t) < oo with probability one. Property 3. For every B e Xh, P(B) has the beta distribution (one-dimensional Dirichlet distribution) with parameter (a(B), a(R)-a(B)).
Hence, E[P(B)]= a(B)/a (R). Properties 3 and 4 are extremely useful for the estimation of R (t). Also, Property 2 indicates a relationship between the parameter a of the Dirichlet process and the distribution function F.
3. Bayes estimation of unconditional reliability. We now consider the Bayes estimation of the unconditional reliability function R (t) = 1 -F(t), t E R, where F(t) is given by (1.1).
Let X1, * , Xn denote a random sample of failure times from the unconditional failure distribution F(t) given by (1.1). We wish to estimate F by a probability distribution function F with respect to the loss function 00
where W(t) is some given (nonrandom) weight function. Following Ferguson [3] , [4] , as a prior distribution on F, we take Fe i(a), that is, F is a Dirichlet process with parameter a. If no data were observed, since by Property 3 we always have
the Bayes estimate of F(t) for the no-data case is the mean of the posterior (given no data) distribution, which is
Hence, we can take Fo(t) = a (t)/a (R) as the prior guess of F(t) since no data were observed. The prior guess is thus strictly determined by a. Therefore, when the prior guess of F(t) is specified as Fo(t), the parameter a of the Dirichlet process is being specified. Also, Fo(t) is specified if either F(tIO) or G(O) are estimated or chosen based on prior knowledge or prior data. Now, given the sample data X1, , Xn, by Property 4, the posterior distribution of F is a Dirichlet process with parameter a + EjZ=1 5x,. Hence, again using Property 3, the Bayes estimate of F(t) is found to be (see [3] ) the mean of the posterior distribution of F, given X1,i , X,, that is,
where IA(t)= 1 if t e A and IA(t) =0 otherwise. If we let Fn (t) denote the sample distribution function and a (R) Pn= a(R)+n ' then (3.1) may be written as
Thus, the Bayes estimate of F(t) with respect to the "squared error" loss function L(F, F) and the Dirichlet process prior is a mixture of the prior guess at F and the observed sample distribution function.
Note that since a is a finite measure and Pn -0 as n --oo, we have for the sequence of estimators the desirable property that FA (t) -* F(t) almost surely uniformly in t since Fn (t) -* F(t) almost surely uniformly in t by the Glivenko-Cantelli theorem.
Point estimation of reliability. For the reliability estimation problem at hand, we take the measure a to be 00 (3.2)
A E 04, where P(. IO) is the probability measure on R corresponding to the assumed (or initial guess of the) conditional failure distribution function F(tjO), G(O) is the assumed (or initial guess of the) distribution of 0, and Q( ) is some finite nonnull measure on (R, 0). Then a (R)= Q(R) since P(RIO)= 1, and taking A = (-oo, t], we have from (3.2) that 00 a (t) = Q(R) Note that the value Q(R) in (3.4) may be considered as a measure of the "faith" that is placed in the prior guess of F since pn, is the weight placed on Fo. Actually, this is the only way in which Q enters the estimator, since the initial guess of F from (3.3) depends only on the prior guess of F(tIO) or G(O) or both and not on Q. The value of Q(R) may be chosen according to the amount of prior information available to the experimenter when making his choice of Fo(t). A large amount of prior information may indicate a large value of Q(R). Hence, Q(R) is a function of the amount of prior information available for choosing Fo, but is not necessarily equal to the number of prior observations.
We now give the form of Fo (or more specifically, its density function) for several assumed failure distributions F(t I 0) and prior distributions G(O) when 0 is an unknown scale parameter. First, we consider a general class of failure distributions F(tj0) with density function of the form
where g(t; 0) is a nonnegative function such that e-g(t;o) -O as t * oo for each 0. Then it is obvious that special cases of this class of failure distributions are the exponential, Weibull, and extreme value distributions.
Suppose that G(0) is the uniform distribution on an interval (a, b) and take g(t; 0) = g(t)0, where g(t) is nonnegative and g'(t) exists and is continuous on the interior of S. Then the initial guess (or prior guess) of the distribution F(t) is the distribution function Fo(t) which has a probability density function given by 00
~~ ~~+ g2(t) J C S Here we have taken Q(R)= 1 so a(t)=Fo(t). In fact, we may take Q(R) to be any constant which reflects how strongly we feel about our choice for fo. We choose Q(R) = 1 only for illustration at this point. Thus, the initial or prior guess of F(t) for this case is the distribution function e-bg(t) e-ag(t) (3.6)
which is then used in (3.4) to obtain the Bayes estimator of R (t). Note that in this case if we change variables from 0 to q = 1/0, then g(t; 77)= g(t)/l and q is a value of a random variable which has density function given by one of the "general uniform" densities of Tsokos [8] , that is, the density corresponding to the distribution G(rq) is
Next, for the general class of conditional failure distributions (3.5), we take g(t; 0) = g(t)/0 and assume that G(0) is the inverted gamma distribution with parameters (,u, v). That is, a density function for G is Fo(t) = 1-
tS.
By taking g(t; 0) = Ot, t > 0, we obtain the exponential distribution from (3.5), and (3.6)-(3.7) are modified accordingly. Also, by taking g(t; 0) = t(/0, t > 0, we have from (3.5) the Weibull distribution with two parameters, and if g(t; 0) = e Ot, -00 < t < 00, we obtain the extreme-value or Gumbel distribution.
Other useful failure models for reliability problems are the gamma distribution with parameters (a*, 3) and the lognormal distribution with parameters (A, (T2). Table 1 gives the corresponding density functions fo(t) for these two distributions for either the uniform or inverted gamma prior distributions on the scale parameters. In Table 1 , -y(m, x) = lo u mrl e-U du is the incomplete gamma function. 
Bayesian interval estimation of reliability. Now, we will briefly discuss the problem of obtaining a Bayesian interval estimate of R (t) for fixed t> 0 using the Dirichlet process as a prior for F.
By Properties 3 and 4 of Dirichlet processes, for t fixed the posterior distribution of F(t), given the sample X1, * * *, Xn, is a beta distribution with parameters (An(t), Bn (t)), where I,(u, v) denotes the incomplete beta function ratio. Note that the interval depends on the initial guess of F(t) through a (t).
Once the data are observed, it is not difficult to obtain the values of L and U that give (3.8) and so that the length of the interval (L, U) is shortest. Equivalently, we may find (L, U) that gives the highest probability density (HPD) interval of Box and Tiao [1, Chap. 2]. The tables of Pearson Type I (or II) percentage points (Pearson and Hartley [7] ) may be used to do this, at least approximately. 4 . A robustness study of the Bayes estimator. In this section using Monte Carlo simulation we consider the robustness of the Bayes estimator (3.4) with respect to the initial or prior guess Fo. Since Fo depends on the prior guess of the conditional failure distribution F(t I) and on the choice of the distribution G(6) of the random parameter, we study the behavior of the Bayes estimate Rn(t) with respect to the particular distributions Fo given by (3.6), (3.7), and Table 1 , where G(O) is an inverted gamma distribution or a general uniform distribution. At the same time the simulations will indicate some of the small sample properties of the estimator.
For a fixed value of n, a random sample of size n was generated from the true unconditional failure distribution F(t). Then ani estimate of R (t) was obtained from (3.4) where the prior guess Fo(t) was found from (3.3) using the true conditional failure distribution F(tjO). An estimate of R(t) was also calculated from (3.4) using the assumed conditional failure distribution in (3.3) to obtain Fo(t). The squared error of each estimate was then computed and stored. The entire procedure was repeated for 5,000 random samples of size n at several different values of t. The estimated mean and variance as well as the estimated mean squared error were computed from the 5,000 values of each estimator. The entire simulation was repeated for several choices of n. The simulation was also performed in several cases using 10,000 random samples, but the results did not differ appreciably from the simulation using 5,000 samples.
In matching the true and assumed conditional failure distributions for the robustness study, values of the appropriate shape parameters were selected to give the same general shape and then the moments were matched when possible. Also, the conditional failure distributions were matched by modes.
In Tables 2-6 some of the results are presented which are representative of the Monte Carlo study. To obtain Table 2 , for example, the true conditional lifetime (or failure) distribution was lognormal with mean and variance of the logarithm of the lifetime equal to m and u_2, respectively, whereas the assumed conditional lifetime distribution was Weibull with shape parameter 6 and scale parameter 0. The distribution G of the random scale parameter o2 (or 6) was inverted gamma with parameters Table 2 . Notice that when the conditional life distributions have matched moments the estimated mean squared error ratio is near one, indicating close agreement of the estimators. However, if the conditional life distributions have equal modes, the estimates are quite different. This was true for n = 10 also, even though, as was mentioned in ? 3, the estimator Rn(t) converges almost surely to R (t) uniformly in t as n -* oo. The large difference in MSE ratio in Tables 2 and  3 could be due to the heavier tail of the lognormal distribution as compared to the gamma or Weibull distributions that are used, since in Table 4 the difference is not quite as pronounced. This reasoning seems to be valid since the MSE ratio is closer to one for small values of t, but decreases for large t values in Tables 2 and 3 .
It should be remarked that the estimated variances are equal for both estimators in all tables since the only difference in the estimators enters through the nonrandom term Fo(t) in (3.4) . Also, the value Q(R) = 1 was used for the results in Tables 1-5, indicating little "faith" in the prior guesses at Fo relative to the current observed sample of size n. Other values of Q (R) may be used as will be discussed later in connection with Table 6 .
Note that the sample size in Tables 3 and 4 is n = 10. The results for matched moments do not appear in Table 4 since this requires both 6 and a * (the shape parameter of the gamma distribution) to be one, and thus, we obtain exactly the same conditional life distribution in this case. Now, with respect to the distribution G of the scale parameters, Table 5 indicates that even for samples of size 5 with Q(R) = 1 the estimators of R (t) for the Weibull life distribution F(tjO) are fairly robust. Also, in Table 6 the value of Q(R) is 10, which weights the prior guess and the sample distribution function equally when n = 10. In this case also the estimators are fairly robust. The parameters ,u and v for the inverted gamma distribution G(O) in Tables 5-6 were chosen similar to the values used by Canavos and Tsokos [2] . The alternative form of G was chosen to be the "general uniform" of Tsokos [8] with density as given in ? 3 by
Hence, matching the moments of the inverted gamma distribution with , =40 and v = 3, for example, and the "general uniform" distribution above gives a = 0.008 and b = 0.158, approximately. This choice of distributions for G seems appropriate in view of the recent conclusion of Higgins and Tsokos [6] that the inverted gamma and uniform distributions may both adequately fit a set of data from the Weibull lifetime distribution with a random scale parameter. In general, the simulation study indicated that the estimator (3.4) is quite robust with respect to the choice of Fo in some situations when the true and assumed conditional failure time distributions have the same general shape and same first and second moments. However, if the conditional failure time distributions have the same shape and equal modes, the estimator is sensitive to departure from the true failure time distribution. With respect to the choice of the distribution G of the scale parameter, where G is either a "general uniform" or an inverted gamma distribution, however, the estimator of R (t) was quite robust. This is due to the fact that either of those distributions used for G may well fit data which actually come from the other when the first two moments are the same. However, since the first few moments may usually be estimated (or assumed) from previous data in order to obtain a guess at G, it seems reasonable to consider such pairs of distributions for comparison. If this fitting property of the pair of distributions were not present, then of course the behavior of the Bayes estimator Rn (t) would be different, at least for small sample size n. In any case, if Q(R) is chosen to be very large relative to n, then more faith is being placed on the wrong choice for Fo, and the estimator does not perform very well. For example, when n = 10 a value of Q(R) = 100 was tried in the cases given in Table 6 with very poor results (the MSE ratio when s = 1 ranged from 0.787 at t = 0.4 to 0.244 at t = 5.2). 5. Conclusions. The Bayes estimator R (t) of the reliability function for mixed failure time distributions is given by (3.4). The estimator is a function of both the prior or initial guess Fo(t) of the unconditional (or mixed) failure time distribution F(t) and the sample distribution function based on a random sample of n lifetimes from F(t). Even though Rn(t) converges almost surely uniformly in t to the true unconditional reliability function R (t) as n -, oo, it was indicated by Monte Carlo simulations that the estimator is not robust with respect to all choices of Fo even though the weight Pn given to Fo in the Bayes estimator was relatively small. This was true particularly for samples of size n = 5 or n = 10. Thus, even for this strongly consistent estimator the choice of the correct or nearly correct conditional failure time distribution is extremely important for both consumer and producer. However, the choice of the distribution G of the random scale parameter of the Weibull distribution did not seem to affect the Bayes estimator very much even for small samples when the true and assumed G have the same general fitting characteristics. - 
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