Causal relationships among variables are commonly represented via directed acyclic graphs. There are many methods in the literature to quantify the strength of arrows in a causal acyclic graph. These methods, however, have undesirable properties when the causal system represented by a directed acyclic graph is degenerate. In this paper, we characterize a degenerate causal system using multiplicity of Markov boundaries, and show that in this case, it is impossible to quantify causal effects in a reasonable fashion. We then propose algorithms to identify such degenerate scenarios from observed data. Performance of our algorithms is investigated through synthetic data analysis.
INTRODUCTION
Inferring causal relationships is among the most important goals in many disciplines. A formal approach to represent causal relationships uses causal directed acyclic graphs (Pearl, 2009) , in which random variables are represented as nodes and causal relationships are represented as arrows. Besides qualitatively describing causal relationships via directed acyclic graphs, it is often desirable to obtain quantitative measures of the strength of arrows therein since they provide more detailed information on causal effects. There have been many measures proposed to quantify the causal relationships between nodes in a causal directed acyclic graph, such as conditional mutual information (Dobrushin, 1963) , causal strength (Janzing et al., 2013) and part mutual information (Zhao et al., 2016) .
An interesting observation is that these measures have undesirable properties when the causal system under consideration is degenerate. As a simple example, consider the confounder triangle Z → X → Y with an edge Z → Y , where Z = X almost surely. In this case, the conditional mutual information CMI(X, Y | Z) is zero regardless of the influence X has on Y , while the causal strength and part mutual information for the arrow X → Y are not well-defined. Intuitively, these problems arise because it is not possible to distinguish the causal effect of X on Y from the causal effect of Z on Y .
In this paper, we generalize the observation above by providing a formal characterization of a degenerate causal system in Section 3. We first propose a set of natural criteria that a reasonable measure of causal influence should satisfy, and show that when the causal system is degenerate, all reasonable measures of a causal influence cannot be identified from the distribution represented by the directed acyclic graph. Analysts may instead report qualitative summaries of causal relationships, such as all the causal explanations of the response variable.
Our characterization of a degenerate causal system is based on the multiplicity of Markov boundary for the response variable. The Markov boundary of a variable W in a variable set S is a minimal subset of S, conditional on which all the remaining variables in S, excluding W , are rendered statistically independent of W (Statnikov et al., 2013) . In Section 4, we propose novel approaches to determine the uniqueness of Markov boundary from data. Many authors have considered methods for Markov boundary discoveries. However, validity of their methods often require strong assumptions (Tsamardinos & Aliferis, 2003; Peña et al., 2007; Aliferis et al., 2010) , and some of these assumptions even imply that the response variable has a unique Markov boundary (de Morais & Aussem, 2010; Mani & Cooper, 2004) . Furthermore, some of these methods output all the Markov boundaries (Statnikov et al., 2013) , which is not necessary for our purpose. In contrast, our novel algorithms are more robust and computationally more tractable.
BACKGROUND
A variable is a descendant of itself, but not a parent of itself. For a variable W , we use DES(W ) to denote the set consisting of all descendants of W , and PA(W ) to denote the set consisting of all parents of W . We assume that the probability distribution P over V is Markov with respect to Γ in the sense that for every W ∈ V, W is independent of V \ DES(W ) conditional on PA(W ) (Spirtes et al., 2000) .
We assume that we observe independent replications of V. Let L = PA(Y ) \ {X} and S = V \ {Y }. We denote the sample space of X, Y, L by X, Y, L, respectively.
Part mutual information. The part mutual information between X and Y conditional on L is defined as (Zhao et al., 2016) 
2.3. Markov blanket and Markov boundary. We now formally introduce the notion of Markov blanket and Markov boundary.
Using the notion of mutual information, the above condition can be written as CMI(W, T | M) = 0, or equivalently, MI(W, T ) = MI(W, M). This suggests that the Markov blanket M contains all the information of T on W .
Definition 2. A Markov boundary is a minimal Markov blanket so that no proper subset of which is also a Markov blanket.
Even though Markov boundaries are minimal, in general they are not unique. For example, consider the causal directed acyclic graph in Fig. 1 Unlike the confounder triangle example, the two Markov boundaries of Y in Fig. 1 do not coincide almost surely. However, they are still variation dependent since pr(X = 2) > 0, pr(Z = 0) > 0, but pr(X = 2, Z = 0) = 0. This variation dependence is in fact an essential property of the multiplicity of Markov boundaries.
M, and K = T \ {X}. Then X and K are variation dependent in that there exist
In practice, it often arises that the response variable of interest has multiple Markov boundaries. For instance, in breast cancer studies, several gene sets may have nearly the same effect for survival prediction (Ein-Dor et al., 2004) , such that each of the gene sets is a Markov boundary of the survival indicator. We refer interested readers to Statnikov et al. (2013) for more 1examples.
WHEN IS IT POSSIBLE TO REASONABLY QUANTIFY A CAUSAL INFLUENCE?
3.1. Motivation. We motivate our discussion in this section by generalizing our observation in the introduction. Specifically, we show that the causal effect measures introduced in Section 2.2 may not be reasonable when the response variable Y has multiple Markov boundaries in PA(Y ).
To solve problem (ii) in Proposition 1, a naive solution is to assign a value in these degenerate scenarios. However, Proposition 2 below shows that the resulting quantities cannot be continuous functions of the joint distribution of (X, Y, L). Given a probability distribution P , we use CS[P ](X → Y ) and PMI[P ](X, Y | L) to denote the corresponding causal strength and part mutual information.
, then there exist two sequences of distributions on (X, Y, L), denoted as {P 1 , P 2 , . . .} and {P 1 , P 2 , . . .}, both of which converge to P under the total variation distance, but
Proposition 2 may be proved using Lemma 1 and the following Lemma 2.
Then there exist two real numbers g 1 < g 2 , such that for any g with g 1 < g < g 2 , any δ > 0, there exists a probability distribution P with d(P, P ) < δ, such that CS[P ](X → Y ) = g. The same result applies to PMI(X, Y | L).
Lemma 2 is similar in flavor to the Picard's great theorem: If an analytic function h has an essential singularity at a point w, then on any punctured neighborhood of w, h(z) takes on all possible complex values, with at most a single exception. In this sense, CS and PMI are essentially singular at the probability distribution that implies multiple Markov boundaries for Y .
3.2.
Criteria for reasonable causal effect measures. Motivated by our observations in Section 3.1, we now formally describe the criteria we expect from a reasonable measure of causal influence.
C0. The strength of X → Y is identifiable from the joint distribution of Y and S. C1. If there is a unique Markov boundary M of Y within S, and X / ∈ M, then the strength of X → Y is 0.
C2. If there is a unique Markov boundary M of Y within S, and X ∈ M, then the strength of
C3. The strength of X → Y is a continuous function of the joint distribution of Y and S, under the total variation distance.
We now explain why these criteria are natural. C0: This criterion is similar to the Locality postulate in Janzing et al. (2013) . C1: Since Markov boundary contains all the information on Y from S, it is natural to say that X has no causal effect on Y if X / ∈ M. C2: Since any variable X in the unique Markov boundary M of Y contains non-trivial information of Y , it is natural to assign a positive value to the strength of X → Y . The concrete form of the lower bound is not important, as long as it is positive and only depends on the joint distribution of M and Y .
C3: It is a an ill-conditioned problem to estimate quantities violating C3, since a small error in the estimation of data distribution might lead to a large error in estimating such quantities.
3.
3. An impossibility result. We now present our main result in this section, which reveals the intrinsic difficulty to define reasonable measures for causal influence in the presence of multiple Markov boundaries.
Theorem 1. If X is contained in at least one, but not all of the Markov boundaries of Y , then all measures of the strength of X → Y must violate at least one of the criteria in C0 -C3.
Arguments for Theorem 1 can be made by contradiction. On one hand, there exists an arbitrarily small perturbation of the distribution of S ∪ {Y } such that Y only has one Markov boundary and it contains X. Criteria C2 and C3 imply that the strength of X → Y in the original distribution should be at least CMI(X, Y | M \ {X}). On the other hand, there also exists an arbitrarily small perturbation of the distribution of S ∪ {Y } such that Y only has one Markov boundary and it does not contain X. Criteria C1 and C3 then imply that the strength of X → Y in the original distribution should be zero. This constitutes a contradiction.
To make the arguments above rigorous, we first introduce the perturbations that we shall use. For any random variable X, we define its perturbation X to be a new random variable that coincides with X with probability 1 − , and equals an independent arbitrary noise variable U X otherwise. The following lemma shows that adding -noise to X will always decrease the information it has on Y , unless X contains no information regarding Y .
Lemma 3 (Strict Data Processing Inequality). Let S 1 be a group of variables without X, Y . If we add -noise on X to get X , then
The inequality part of Lemma 3 is a special case of the data processing inequality in information theory (Cover & Thomas, 2012) . Intuitively, it states that transmitting data through a noisy channel cannot increase information, namely: garbage in, garbage out. In Lemma 3, we further derive the necessary and sufficient condition under which the equality holds. This condition is critical for the proof of Lemma 4, which characterizes how to perturb a distribution with multiple Markov boundaries to one in which the outcome variable has a unique Markov boundary.
Lemma 4. Assume Y has multiple Markov boundaries within S. Fix M 0 to be one of them. If we add noise on each variable in S \ M 0 , then in the new distribution, M 0 is the unique Markov boundary.
TESTS FOR THE UNIQUENESS OF MARKOV BOUNDARY
A test for the uniqueness of Markov boundary is essential to make the theoretical result in Section 3 useful in practice. In the following, we adopt a two-step procedure to solve this problem: (i) Find a Markov boundary for the response variable Y within the observed data set S; (ii) Decide if such a Markov boundary is unique.
Methods for step (i) have been discussed extensively in the literature; see for example, Tsamardinos & Aliferis (2003), Peña et al. (2007) and Aliferis et al. (2010) . Validity of these methods rely on strong assumptions. For example, Tsamardinos & Aliferis (2003) and Peña et al. (2007) 's methods require that the distribution of S has the composition property, i.e. for any four subsets of S, denotes as P, Q, Z, W such that P |= Z | Q, P |= W | Q, it holds that P |= (Z, W) | Q. Instead, we propose Algorithm 1 that requires no extra assumptions.
(1) Input
Observations
Output M 0 is a Markov boundary Algorithm 1: An assumption-free algorithm for producing one Markov boundary Here ∆ is a measure of association between two random variables, with a larger value of ∆ indicating a stronger association. One example of ∆ that we use in simulation studies is the conditional mutual information.
We now turn to step (ii). The key to our approach is the following necessary and sufficient condition for the uniqueness of Markov boundary. 
SIMULATION STUDIES
We now evaluate the finite sample performance of the proposed methods. In our simulations, the response variable Y and ten possible parents of Y , denoted as S = {X 1 , . . . , X 10 }, are all generated from Bernoulli distributions with mean 0.5. We consider four settings.
Setting 1: X 1 , . . . , X 10 are independent. pr(Y = X 1 ) = 0.8, pr(Y = X 2 ) = 0.1 and pr(Y = X 3 ) = 0.1. In this case, Y has a unique Markov boundary {X 1 , X 2 , X 3 }.
Setting 2: Same as Setting 1, except that X 4 = X 2 . In this case, Y has an additional Markov boundary {X 1 , X 3 , X 4 }. In Setting 1 and Setting 2, the composition property holds for S ∪ {Y }.
Setting 3: X 1 , . . . , X 8 are independent. Z = X 1 + X 2 mod 2. pr(Y = Z) = 0.8, pr(Y = X 3 ) = 0.1, pr(Y = X 4 ) = 0.1, pr(X 9 = X 10 = Z) = 0.95 and pr(X 9 = X 10 = 1 − Z) = 0.05. In this case, Y has a unique Markov boundary: {X 1 , X 2 , X 3 , X 4 }.
Setting 4: Same as Setting 3, except that X 8 = X 1 , X 9 = X 2 . In this case, Y has two Markov boundaries: {X 1 , X 2 , X 3 , X 4 } and {X 3 , X 4 , X 8 , X 9 }. In Setting 3 and Setting 4, the distribution of S ∪ {Y } violates the composition property.
We implement Algorithm 2 with Ω being Algorithm 1, denoted as Alg. 2-AF, and Ω being KIAMB algorithm in Peña et al. (2007) , denoted as Alg. 2-KI, as well as Alg. 3 and 4 in the supplementary material. The Monte Carlo size is 500, and we report the true positive/negative rates for each algorithm.
As shown in Fig. 2 , both the proposed assumption-free algorithm and Peña et al. (2007) 's method have satisfactory performance when the composition property holds. As expected, Algorithm 3 is prone to false positives because failure to reject the hypothesis X i |= Y | S \ {X i } leads one to conclude that Y has multiple Markov boundaries. For similar reasons, Algorithm 4 is prone to false negatives. In Setting 3 and 4 where the composition condition fails to hold, the proposed assumption-free algorithm performs much better than Peña et al. (2007) S.1. Proof of Lemma 1. We first present a proposition based on the weak union property of probability distributions (Pearl, 1988) .
Proposition S1. Any superset of a Markov blanket is still a Markov blanket.
Now consider two Markov boundaries
To obtain contradiction, we assume that f (x i , z 1 0 , z 2 j ) > 0 for all i ∈ {1, . . . , p} and all j ∈ {1, . . . , q}.
Since X |= Y | (Z 1 , Z 2 ) (Proposition S1) for all i, r ∈ {1, . . . , p} and all j ∈ {1, . . . , q},
. All the conditions have positive probabilities, so the conditional probabilities are well-defined.
Then we have f (y | x i , z 1 0 , z 2 j ) = f (y | x r , z 1 0 , z 2 s ), for all i, r ∈ {1, . . . , p} and all j, s ∈ {1, . . . , q}.
Since this is true for any possible values of X and Z 2 when Z 1 = z 1 0 , we know that f (y | x i , z 1 0 , z 2 j ) = f (y | z 1 0 ).
Therefore, for all z 1 1 ∈ Z 1 with f (z 1 1 ) > 0, all y ∈ Y and all i, j,
S.2. Proof of Lemma 2. In the following we will assume there is only one pair of (x, l) such that f (x) > 0, f (l) > 0, f (x, l) = 0. If there are multiple pairs, we can treat them one by one. We construct a family of probability distributions P η i with mass functions f η i based on P.
Then for each i, CS[P η i ](X → Y ) can be defined, and when η → 0, f η i converges to f . The total variation distance between f and f η i is η.
When η → 0,
For different i, when we let η → 0, the only different terms are − j f (y j , l) log{f (x)α j i + x =x f (x )f (y j | x , l)}. We will show that the above term is not a constant with {α j i }. Therefore we can find two groups of {α j i } for i = 1, 2 such that
It is not a constant when we change α 1 i . If there are at least two values y 1 , y 2 of Y , such that f (y 1 , l) > 0, f (y 2 , l) > 0, then we can change α 1 i while keeping α 1 i + α 2 i = d, and leave other α j i fixed.
If the derivative always equal 0 in an interval, then we should have
which is incorrect. Now we have two groups of {α j i } for i = 1, 2 such that g
Then for any g ∈ (g 1 , g 2 ), any δ > 0, we can find η < δ small enough such that CS ](X → Y ) = g. This shows that CS(X → Y ) is essentially ill-defined. Since CS(X → Y ) and PMI(X, Y | L) have the same non-zero terms containing f (· | x, l), the same argument shows that PMI(X, Y | L) is not well-defined.
The proof of ATE(X → Y ) is similar, but much more straightforward. We can change the values of f (y i | x, l) for different i, while keeping their sum. Since ATE(X → Y ) is linear with each f (y | x, l), and the corresponding coefficients are different, the conclusion is obvious.
S.3. Proof of Lemma 3 when X is discrete. The proofs for discrete and continuous X are different, therefore we state them separately. Whether Y is discrete or continuous does not matter, therefore we assume Y is discrete/continuous when X is discrete/continuous. We impose some restrictions to simplify the proofs. If Z i is discrete, then U i is an arbitrary discrete random variable which takes all the values of Z i with positive probabilities. If Z i is continuous, then U i is continuous, and its density function is always positive.
CMI(X, Y | S 1 ) = s 1 pr(S 1 = s 1 )CMI(X, Y | S 1 = s 1 ). For a fixed s 1 , assume X can take values 1, . . . , r , U X can take 1, . . . , r , . . . , r. Y can take values 1, . . . , t with positive probabilities. Denote pr(X
For fixed i, j and k = 1, . . . , r, set
Here we know that p −j > 0, (1 − )p i− + q i > 0. If p k− = 0, namely k = r + 1, . . . , r, then we stipulate a k ij = 1. In this case, the corresponding b k ij = 0.
The equality holds if and only if for each j, a 1j = a 2j = · · · = a r j , which means p ij /p i− are equal for all i ≤ r . Since r i=1 p i− (p ij /p i− ) = p −j , r i=1 p i− = 1, we have p ij /p i− = p −j for each i, j such that p i− > 0 and p −j > 0. This is equivalent with that X and Y are independent conditioned on S 1 = s 1 . CMI(X, Y | S 1 ) = 0 if and only if X and Y are independent conditioned on any possible value of S 1 . Therefore, CMI(X , Y | S 1 ) ≤ CMI(X, Y | S 1 ), and the equality holds if and only if CMI(X, Y | S 1 ) = 0.
S.4. Proof of Lemma 3 when X is continuous.
where h(s 1 ) is the probability density function of S 1 . For a fixed s 1 , denote the joint probability density function of X, Y conditioned on S 1 = s 1 by p(x, y). Define p 1 (x) = For fixed x, y, we can define a probability measure on R, µ x,y (x 0 ), which is a mixture of discrete and continuous type measures. For the discrete component, it has probability (1 − )p 1 (x)/{(1 − )p 1 (x) + q(x)} to take x. For the continuous component, the probability density function at x 0 is q(x) p 1 (x 0 )/{(1 − )p 1 (x) + q(x)}. Define F x,y (x 0 ) = p(x 0 , y)/{p 1 (x 0 )p 2 (y)}. If p 1 (x 0 ) = 0 or p 2 (y) = 0, stipulate F x,y (x 0 ) = 1.
Now we have
The last step is the probabilistic form of Jensen's inequality, since F x,y (x 0 ) is non-negative and integrable with probability measure µ x,y (x 0 ), {(1 − )p 1 (x) + q(x)}p 2 (y) > 0 if p 2 (y) > 0, and f (x) = x log x is strictly convex down when x ≥ 0 (stipulate 0 log 0 = 0).
The equality holds if and only if for p 1 (x 0 ) > 0 and p 2 (y) > 0, F x,y (x 0 ) is a constant with x 0 , which means p(x 0 , y)/p 1 (x 0 ) is a constant. Since
Observations of S = {X 1 , . . . , X k } and Y (2) Set E = ∅ (3) For i = 1, . . . , k, 
