The positive and negative predictive values are standard ways of quantifying predictive accuracy when both the outcome and the prognostic factor are binary. Methods for comparing the predictive values of two or more binary factors have been discussed previously (Leisenring et al., 2000, Biometrics 56, 345-351). We propose extending the standard definitions of the predictive values to accommodate prognostic factors that are measured on a continuous scale and suggest a corresponding graphical method to summarize predictive accuracy. Drawing on the work of Leisenring et al. we make use of a marginal regression framework and discuss methods for estimating these predictive value functions and their differences within this framework. The methods presented in this paper have the potential to be useful in a number of areas including the design of clinical trials and health policy analysis.
INTRODUCTION
There are numerous occasions in medicine when clinicians and researchers desire to make predictions about an unknown outcome using some available information. For instance, one might be interested in predicting death within a given period of time, disease status at the time of screening, or disease status at some future point. These predictions will be made using prognostic factors. Examples of prognostic factors include diagnostic tests, information from individuals' medical histories, clinically evident symptoms of disease, and risk scores. At times there are two prognostic factors that are both known predictors of the outcome and interest lies in determining which factor is the most useful. Perhaps two diagnostic tests are available and one is an expensive test while the other is not, or perhaps one test requires an invasive procedure while the other does not. Clearly, the inexpensive test or the test that does not require an invasive procedure would be preferable to the more expensive or invasive option if the two tests do an equally good job of predicting the outcome.
We will denote the binary outcome by D. D = 1 indicates that the outcome of interest, whether it is death, disease status, or a poor prognosis, occurs for a given individual. One aspect of evaluating the usefulness of a single prognostic factor involves measuring the predictive accuracy of the factor. When both the outcome and the prognostic factor are binary, standard measures for quantifying predictive accuracy are the positive and negative predictive values. If X holds the result of the prognostic factor so that X = 1 denotes a positive test or the presence of a risk factor and X = 0 denotes its absence, then the positive predictive value is P PV = P(D = 1|X = 1) and the negative predictive value is N PV = P(D = 0|X = 0). (Note that the sensitivity and specificity, popular ways of evaluating diagnostic tests, are not appropriate here. The sensitivity, P(X = 1|D = 1), and the specificity, P(X = 0|D = 0), condition on the outcome and measure how well the factor reflects the outcome rather than how well the factor predicts the outcome.) In order to compare the predictive accuracy of two factors, we would compare the positive and the negative predictive values of the two factors. Leisenring et al. (2000) discuss how to proceed with this analysis.
When the outcome is binary and the prognostic factors are continuous, however, a number of different methods for quantifying predictive accuracy have been proposed. Much of the literature in this area has focused on evaluating predictions of the probability of the outcome using, for example, probability scores (Brier, 1950; Hilden et al., 1978; Spiegelhalter, 1986) . Other methods make use of measures of explained variation that attempt to extend the multiple correlation coefficient, R 2 , beyond the linear regression setting (See, for example, Korn and Simon, 1990; Mittlböck and Schemper, 1996) . There are several drawbacks to using any of these measures, however. First, they all lack clinical relevance. The P PV and N PV are easily understood, clinically relevant quantities in that we can directly interpret them in terms of the probability of disease given a positive or negative result of the binary prognostic factor. None of the existing approaches for quantifying predictive accuracy provide a simple intuitive interpretation. Secondly, these quantities do not distinguish between the error of assigning a high probability of the outcome for an individual who does not have the outcome and the error of assigning a low probability of the outcome for an individual who does have the outcome. Finally, we could not find any mention of how one might go about formally comparing two factors using any of these methods.
In light of these observations, we propose a new method for quantifying and comparing predictive accuracy of continuous factors that draws on notions of predictive values for binary tests. In the following section we describe an example using data from the National Cystic Fibrosis Patient Registry where such methods would be useful. In Section 3 we motivate a new graphical method for quantifying and comparing prognostic factors. We propose regression models in Section 4 that provide a framework for inference about the predictive accuracy curves. These are contrasted with a related but fundamentally different approach to quantifying predictive accuracy proposed by Copas (1999) . We describe two methods for making statistical inference about the curves in Section 5 and examine their properties. The procedures are applied to the cystic fibrosis data in Section 6. Some concluding remarks are provided in Section 7.
NATIONAL CYSTIC FIBROSIS PATIENT REGISTRY DATA
We consider an example in the context of studying patients with cystic fibrosis (CF). CF patients tend to have intermittent acute severe respiratory infections, called pulmonary exacerbations (PExs). Previous studies have identified prognostic factors for PExs but have failed to quantify and compare the predictive accuracy of these identified factors. (For one example, see Kerem et al., 1992) . We will examine two factors, FEV 1 and weight. FEV 1 is a measure of pulmonary function that is a known predictor of CF prognosis with lower values being more indicative of a worse prognosis. Low weight is also associated with a worse prognosis in these patients. We suspect that because FEV 1 is a measure of pulmonary function, it will be more predictive of future PExs than is weight, but we wish to quantify this difference and formally test whether we are correct. We could not find any existing methodology that could be used to conduct this sort of analysis.
The Cystic Fibrosis Foundation (CFF) maintains a national registry of all patients with CF that are seen at CFF-accredited care centers in the United States. The registry is updated on a yearly basis and includes extensive disease-related information on each patient. We will analyze data on 11 960 patients six years of age and older from the 1996 CFF National Registry to compare the accuracy of FEV 1 and weight in predicting PExs in the following year. For this analysis we use a measure of FEV 1 taken in 1995 typically expressed as the percentage of a predicted value given the subject's gender, age, height, and race. Predicted values were derived from a set of normal, healthy subjects using linear regression of FEV 1 on gender, age, height, and race (Knudson et al., 1983) . We use weight in 1995 expressed as its percentile value in the general US population of the same age and gender as the study subject (Hamill et al., 1977) . The use of such percentile values is the accepted procedure in clinical practice and in research for standardizing anthropometric measures for age and gender (Frisancho, 1990) . We look at predicting PExs in 1996 using the 1995 information. Because CF patients can have multiple PExs in any given year, we dichotomize the 1996 outcome into no PEx (n = 6906) and one or more PExs (n = 5054) during the year. Throughout this paper, we illustrate our methods using this data.
QUANTIFYING PREDICTIVE ACCURACY AND DIFFERENCES IN PREDICTIVE ACCURACY
There are two considerations that we must take into account when quantifying the accuracy of a single factor that were not causes of concern for binary factors. First, for a continuous factor there is no predefined notion of what constitutes a positive result or a negative result. If one had prior knowledge of an appropriate threshold that could be used for this purpose, then the factor could be defined as positive if it exceeded the threshold and therefore regarded as binary. Second, we do not want our definition of predictive accuracy to depend on the scale upon which the continuous factor is measured. Indeed, to compare two factors that are measured on different scales, we must have a way of standardizing their scales to make them comparable. An additional issue that is also relevant for binary factors is that because predictive values depend on the prevalence of the outcome, we assume throughout this paper that the data come from a cohort (rather than case-control) type study where the prevalence in the sample reflects the true population prevalence.
Let X j hold the result of the jth prognostic factor ( j = 0, 1). We define X j so that larger values are more indicative of the outcome. If this assumption is inappropriate for a prognostic factor, then we can take a transformation of the factor so that the assumption holds. In our example, because both FEV 1 and weight are factors where lower values are more indicative of a worse prognosis, we transformed each variable using the function h(x) = −x.
Let F X j (x) = P(X j x) denote the value of the cumulative distribution function (cdf) for factor X j . Instead of using the raw (or transformed) values of the factor, we use the cdf in order to standardize the scale. For any v ∈ (0, 1) we can define a dichotomous prognostic factor that is positive if
This threshold is the one that would classify a proportion v of the population as negative and 1 − v as positive on the basis of X j . The positive predictive value for factor X j at this threshold is
) and the negative predictive value at this threshold is
Rather than pick one particular threshold, we propose dichotomizing the continuous factor and plotting the positive and negative predictive value functions at all possible thresholds. Our approach is somewhat similar to ROC analysis where a continuous factor is dichotomized at all possible thresholds and the sensitivity and specificity are calculated at each threshold. Indeed, in the sense that the ROC curve generalizes the notions of sensitivity and specificity to continuous data, our curves generalize the notion of predictive values to continuous data. Estimating the predictive values requires estimating the cdf. Throughout this paper we use an empirical estimate of the cdf. Given a particular data application, however, one might choose to use an appropriate parametric distribution for the cdf.
Note that information on multiple prognostic factors can be observed with two different study designs, paired or unpaired. In the former, each individual contributes information about both factors. The CF study has a paired design because both FEV 1 and weight are measured on all patients. In this situation we expect that the results of the two factors may be correlated within an individual. In an unpaired study design individuals contribute data on only one of the factors. This situation would be the case if, for instance, X 0 and X 1 are two invasive procedures that would not both be applied to the same person.
There are a number of ways to quantify differences in predictive accuracy between two prognostic factors. In this paper we focus on relative differences. For binary factors the relative positive predictive value is defined as r P PV (X 1 , X 0 ) = P PV X 1 /P PV X 0 . The relative negative predictive value is defined as r N PV (X 1 , X 0 ) = N PV X 1 /N PV X 0 . We suggest extending these definitions to continuous factors using the predictive value functions as we have defined them above. For a fixed v we define r P PV
We will use these measures to quantify differences in predictive accuracy.
We consider r P PV (v) for a moment, keeping in the mind that the following discussion also applies to r N PV (v) as well. r P PV (v) compares P PV X 0 (v) and P PV X 1 (v) using the same v for both functions so that the proportion of the population testing positive is set the same for both factors. That is, we are in the fortunate circumstance where we can set the proportions P(X 0 = 1) and P(X 1 = 1) equal. In practice we are often in the situation where we are willing to spend resources for further testing or treatment on a proportion v of the population. By setting v to be the same for both factors, we can easily observe which prognostic factor identifies the largest percentage of diseased subjects. In a sense, by only comparing P PV X 0 (v) and P PV X 1 (v) at the same v for both functions, we are calibrating the scales of the different prognostic factors and making them more comparable. In contrast, when the factors are inherently binary by nature, generally P(X 0 = 1) = P(X 1 = 1) and calibrating them so that P(X 0 = 1) = P(X 1 = 1) is not a possibility.
In practice it may be the case that one does not have the information necessary to calculate N PV s. For example, in screening studies that are designed to compare two screening tests, true disease status is often not ascertained for individuals that screen negative on both tests (Schatzkin et al., 1987) . In these situations, the N PV s cannot be calculated directly from the data. With the way that we have chosen to define the positive and negative predictive values, however, it is easy to show that for a fixed value of v: (1) N PV (v) is completely determined by P PV (v), v, and the prevalence; and (2) (Moskowitz, 2002) . That is, the relative ordering of the P PV s determines the relative ordering of the N PV s. For these reasons, our focus in this paper is exclusively on the P PV s. Naturally, if one has the ability to calculate the N PV s from the data, it would also be worthwhile to examine the corresponding plot.
Observe that P PV (v) is a nondecreasing function of v under the assumption that higher values of X are associated with higher risk of D = 1. The left-most point, P PV (0), is by definition equal to the prevalence of the outcome, P(D = 1). A prognostic factor that is perfectly predictive of the outcome will have values of the P PV curve equal to P(D = 1)/(1 − v) for v such that 0 v < P(D = 1) and values of the curve equal to 1 for v such that v P(D = 1). On the other hand, a prognostic factor that provides no information about the outcome will have a P PV curve that is equal to P(D = 1) for all values of v. Presumably most predictive accuracy curves will lie somewhere between these two extremes. Figure 1 presents the CF data and graphically compares the predictive accuracies of FEV 1 and weight. The P PV curves in Figure 1 (a) show that the curves for both prognostic factors start at the point that represents the probability of at least one PEx in 1996 (42%). Both curves increase from that point with and there is a higher risk of PEx associated with a comparatively poor FEV 1 measurement than with a comparatively low weight. The same statement can be made at every single value of v leading to the conclusion that FEV 1 has better predictive accuracy than does weight. In this example we do have the information needed to plot the N PV curves and show them in Figure 1 (b). These curves decrease to the final point that corresponds to the probability of not having a PEx. Similar to Figure 1(a) , the curve for FEV 1 is always above the curve for weight, as we would expect since the relative ordering in the two plots must be the same. Both of these plots indicate that FEV 1 has better predictive accuracy.
The information contained in these plots has the potential to be very useful in several different areas. We first consider the design of prospective clinical trials where the power of the study is determined by the number of individuals who experience the primary endpoint before the end of the trial. To test a new therapy for preventing PExs in CF patients, a large number of subjects will need to be enrolled to ensure that enough subjects have a PEx during the study. By using eligibility criteria to select those patients more likely to have a PEx, we can reduce the needed sample size. On the other hand, in doing so we also restrict what may be an already limited population from which we are drawing the sample. There is a trade-off between defining stricter eligibility criteria and the size of this population, and this trade-off can easily be seen using our proposed plot. Suppose it is determined that to achieve a desired power level, 76 of the subjects enrolled in the study must have a PEx. Since P(D = 1) = 0.42, this can be achieved by enrolling N = 76/0.42 = 181 patients. On the other hand, using the eligibility criteria corresponding to FEV 1 in the lowest 20% of CF patients, the sample size can be reduced to N = 100 since P PV FEV 1 (0.8) = 0.76. Figure 1 shows that with using FEV 1 we would then be restricting ourselves to drawing a sample from only 20% of the initial population.
The predictive accuracy plot could also be of interest to health policy analysts. Suppose, for example, that instead of the CF setting, the two factors under examination were two cancer biomarkers that were being considered as screening tests. It is determined that because resources are limited, we can only afford to send 20% of the population for more testing. Figure 1 indicates that by using the more predictive screening test, 76% of those individuals sent for the work-up actually have the disease while 24% will needlessly receive more testing. On the other hand, if we were to use the less predictive screening test, only 60% of those sent for further testing will have the disease and 40% will unnecessarily be worked up. Sending individuals without disease for further testing is a waste of resources and can cause these individuals unwarranted stress and worry. Which threshold of the more predictive screening test should be used to recommend further testing will be based at least partially on available resources, and our proposed plot and the associated numerical summary that we present below can be helpful in this decision. Thus, the methods discussed here could be useful not only in choosing a particular screening tool, but also in determining a threshold that might be used to send patients for additional testing or for more aggressive treatment.
MODELING THE PREDICTIVE ACCURACY

A single predictor
For modeling the predictive accuracy function of one prognostic factor, consider the model
with α 1 (v) subject to the restriction that α 1 (0) = 0. Placing this constraint on model (1) ensures that α 0 has a meaningful interpretation as a function of the overall prevalence of the outcome since then e α 0 = P(D = 1). Thus α 0 corresponds to that very first point in the P PV curve where the curves for multiple factors are aligned. α 1 (v) is a function of v that we use to summarize predictive accuracy. It compares the probability of the outcome for those individuals who have values of the prognostic factor that are above the vth percentile to the probability of the outcome in the entire population, i.e. e α 1 (v) = P PV (v)/P(D = 1). The choice of how best to parametrize this function depends on the particular data application. We have purposely written this function in a general form to accommodate linear and nonlinear models. An unusual feature of model (1) is our use of the log link function rather than the logit in the context of modeling a probability. We prefer using the log link here because it allows interpretation of α 1 in terms of a relative increase, and it seems to result in somewhat simpler models than does the logit link (at least in the applications we have considered thus far). It does not constrain the estimated P PV s from the models to lie in (0, 1), although we have not as yet had probabilities falling outside this range in our applications. This model is also restricted by the fact that P(F X j (X j ) > v|D = 1) is a survival function and so its derivatives must be less than zero to ensure that it is monotone non-increasing. Again, this issue has not been a problem in any of the applications we have considered.
Our main focus in this paper will be on the generalized linear form of (1) which we write as
with L(v) subject to the constraint L(0) = 0. Here α 1 is a summary measure of predictive accuracy. Its interpretation naturally depends on how one chooses to define L(v), but it is important to note that it is not interpreted in the usual way that one interprets a binary regression parameter. The difference is due to the quantity on the left-hand side of equation (2). If this were a typical regression model, we might write something like log Copas (1999) proposes a graphical method related to this 'usual' regression model that we will discuss later in Section 4.3. The quantity that we choose to model, however, is P(D = 1|F X (X ) > v). We are conditioning on F X (X ) > v rather than on F X (X ) = v. A result of this difference is the somewhat unusual interpretation of the regression parameter α 1 . e α 1 is the increase in the P PV gained by increasing the positivity threshold by one unit of L(v). As we commented upon previously, we think that the numerical quantity summarized by α 1 is an important measure that has potential uses in a number of applications particularly in health policy analysis and potentially in the design of clinical trials. Another result of the uncommon nature of our regression model is that we cannot directly use the usual GLM (and GLNM) packages included in statistical software packages to estimate the parameters in our model. In Section 5 we discuss two different methods that one can use to estimate these parameters.
Comparing two predictors
We can extend models (1) and (2) to make comparisons between two prognostic factors. For data from a paired design, we assume that initially there is data on individual
with only one record per individual. As do Leisenring et al., we rearrange the data into stacked or long form so that each individual has two records, one for each prognostic factor. Let Z = 0, 1 denote which factor the record corresponds to, where Z = 1 if the prognostic factor is X 1 and Z = 0 if the prognostic factor is X 0 , and let X Z hold the result of that prognostic factor. Then the data for factor j for individual i can be written as
We do not write D with a subscript j because each individual has only one outcome. For data from a paired study we use the rearranged data and fit the models introduced below. For data from an unpaired study design Z is an indicator of group membership and X Z holds the result of the prognostic factor that is observed for that individual. Here there is no need to rearrange the data which is already in the form {D i , Z i , X Z i } with one record per individual corresponding to a single prognostic factor. Consider the model
or the generalized linear form of this model
Here v) , and L 2 (v) are all functions to be specified based on the particular data application, but are also constrained to evaluate to zero when v is zero similar to before. e α 0 is still the prevalence P(D = 1), and α 1 (v) and α 1 still have the same interpretation as above and summarize the predictive accuracy of the first prognostic factor. β(v) in model (3) quantifies the difference in predictive accuracy between the two factors. Because we are using the log link function, we are able to speak in terms of relative differences in predictive accuracy. Consider β in model (4). We find that e β L 2 (v) = r P PV (v). For a fixed v, e β L 2 (v) is the ratio of the probability of the outcome for those individuals above the vth percentile for the second factor to the probability of the outcome for those individuals above the vth percentile for the first factor. Furthermore, by testing whether β = 0 we can test whether the predictive accuracy of the two factors is significantly different. Thus, this framework allows one to make formal comparisons between factors. We will use it in Section 6 to compare FEV 1 and weight as predictors of PExs in CF patients. Note that if interest is in quantifying differences in predictive accuracy in terms of odds ratios of P PV s, this analysis could be carried out simply by switching to the logit link function. Further, although we have chosen to specify Z = 1 to indicate that the record corresponds to X 1 , we could instead have chosen to specify Z * = 1 to indicate that the record corresponds to X 0 . The same estimates of predictive accuracy for X 0 and X 1 should be obtained with either coding and r P PV Z * (v) = [r P PV Z (v)] −1 showing that Z * induces a simple reparametrization. . Prediction probability curves using the overall predictive value: (a) logit rank plot for FEV 1 and weight, estimated with locally weighted logistic regression, and (b) the untransformed plot estimated using smoothing splines.
Contrast with prediction probability curves
Our methods bear some resemble to work done by Copas (1999) . He proposed an alternate method for visually and numerically summarizing predictive accuracy that also uses the cdf of the factors to standardize their scales, but instead makes use of the overall predictive value, P(D = 1|F X (X ) = v), rather than defining a positive and negative predictive value as we have. To create a graphical summary called a logit rank plot, he suggests plotting logit
For a numerical summary measure corresponding to this plot, he models logit P(D = 1|F X (X ) = v) = µ 0 + µ 1 logit(v). The coefficient µ 1 , which is the slope of the logit rank plot, is used as a summary measure. To compare two prognostic factors, the factor with the steeper slope is judged to have better predictive accuracy. Figure 2 (a) displays the logit rank plot for the CF data. Copas does not suggest how to formally test whether one factor is significantly more predictive than another. We could, however, extend the model he suggests in a manner similar to the way we extended our model for a single factor and fit logit P(D = 1|F X (X ) = v, Z ) = µ 0 + µ 1 logit(v) + µ 2 Z + µ 3 Z logit(v). The parameter µ 3 quantifies the difference between the slopes of the factor specific curves.
While the use of the logit function does distinguish this approach from what we suggest, this difference is minor. Indeed, we could consider a generalization of Copas' approach by dropping the logit function altogether and plotting the points {v, (or, for that matter, using any other choice of a link function in this model). The key difference between the two approaches is that Copas' analysis conditions on the information 'F X j = v' rather than the condition 'F X j > v' that we use. In exploring this difference further, in the Appendix we show that our positive predictive value can be expressed in terms of the overall predictive value as (1
Hence, our suggested plot is similar to a weighted average of the logit rank plot where the weights are 1 − v, the proportion of the population classified as positive using the vth percentile as a threshold.
As a result, the interpretation of the logit rank plot is not the same as the interpretation of our P PV curves. Further, when examining two prognostic factors on the same plot, the lines for the two factors must cross at least once. In contrast, in the plots we are proposing, if one prognostic factor has substantially better predictive accuracy than another, then this will manifest in its predictive accuracy curve being always above the curve for the less predictive factor. In our experience this is easier to visualize than 'steepness' of the prediction probability curves especially when the restrictive constant slope linear model fails.
While not really helpful in the applications that we had in mind when developing our methodology, the plot (and numerical summary) that conditions on F X j = v can be useful to physicians who know a patient's value for a prognostic factor and want to know the probability that the patient has the outcome. The plots that we are suggesting are more useful in evaluating and comparing prognostic factors and in determining how they should be thresholded in practice.
ESTIMATION OF PARAMETERS
We now discuss two methods for estimating the parameters in the predictive accuracy models. The first method relies on standard maximum likelihood methods while the second method involves a nonstandard application of generalized estimating equations (GEEs). We will describe both methods in reference to model (2) and then discuss their extension to model (4). Extensions to the more general models (1) and (3) are straightforward.
Likelihood method
For a single factor, the likelihood of the data is just a simple binary data likelihood:
Notice that L is written in terms of the overall predictive value. In the Appendix we show that
By substituting this expression into (5) we can write the likelihood of the data in terms of the P PV (v) model and find the maximum likelihood estimates in the usual way. When a closed form solution is not availabe, we use an iterative algorithm to obtain the estimates. We found that because of our use of the log link function which does not constrain the probabilities to lie in (0, 1), we had to place constraints within the program to ensure that valid parameter estimates were returned. To extend this method to make comparisons between factors we rewrite the likelihood as
with
and n denoting the number of data records in the dataset (two times the number of subjects for a paired design). When the data come from an unpaired design, (6) is the true likelihood of the data and can be used to obtain estimates of the parameters and their variances. When the data come from a paired study design, however, (6) is not the true likelihood of the data. This likelihood is essentially a marginal likelihood in that it only incorporates the marginal probabilities P(D = 1|F X 1 ) and P(D = 1|F X 2 ) (partly conditional probabilities in the terminology of Pepe and Couper (1997) ) and ignores the fully conditional probability P(D = 1|F X 1 , F X 2 ). We are not interested in specifying this fully conditional probability, but without it we cannot write down the true likelihood of the data. We can still rearrange the data into long form, though, and make use of the expression in (6). Indeed, we suggest using (6) to estimate the parameters and then using either the bootstrap or a robust sandwich variance estimate to obtain variance estimates. The quantities obtained from this approach can be used to form the customary test statistics (like a Wald test) for testing β = 0 in order to compare predictive accuracy curves.
GEE method
While the likelihood approach yields consistent estimates of the parameters and their standard errors using standard methodology with which statisticians are familiar, it does involve some programming that can be time-consuming and also inaccessible to non-statisticians wishing to carry out their own analysis. An easier way to estimate the parameters uses estimating equations from binary regression methods. The idea is to fix a set of K thresholds, or equivalently S v = {v 1 , v 2 , . . . , v K }, and create binary predictor variables, X * ik = I {F X (X i ) v k }, corresponding to each threshold. The binary regression model (2) for P(D = 1|X * ik = 1) can be fit using the collection of records where X * ik = 1:
where
This is a GEE routine with an independence working covariance matrix to obtain robust standard errors. We recommend an independence working covariance matrix because a key condition for using a non-diagonal working covariance matrix will likely not be satisfied in these types of applications. The Pepe-Anderson (Pepe and Anderson, 1994; Pan et al., 2000) condition applied to this setting requires
In words, this condition states that the probability of the outcome for an individual must be the same regardless of the value of the standardized factor. This situation will hold true only if the prognostic factor is uninformative, something which may be the case but we certainly hope is not.
In order to correctly estimate the prevalence of the outcome in the data it is necessary to include v = 0 in S v . Beyond this requirement, the choice of S v will depend on the data at hand and on the analyst's needs. We offer some general guidelines. First, if interest lies in estimating accuracy over the entire range of the data, S v should be chosen to include points over the entire range of (0, 1). On the other hand, if interest is in estimating accuracy for a particular subrange, S v can be chosen to reflect that subrange. (For example, one might wish to look at accuracy only in the upper 50th percent of the predictor data and so choose to include 0 and restrict the remainder of the points to be above 0.5.) Second, the efficiency of this approach depends on S v . Choosing too many points or too few points to include in the set can lead to an inefficient procedure depending on the true values of the parameters. The findings of Mancl and Leroux (1996) provide some guidance here. Third, including points that are too close to one can lead to an unstable procedure due to the lack of observations for the standardized factors that are at or above the high value of v. While the efficiency and performance of this procedure depend heavily on the true values of the parameters and on the sample size (Moskowitz, 2002) , for simplicity we often use S v = {0, 0.25, 0.5, 0.75} and find that this choice often works reasonably well. In general more work in deciding how best to choose S v would be useful to help refine implementing this approach.
To extend this approach to comparing two prognostic factors, we again solve the estimating equations in (7) but with µ(v) replaced by µ(v, z) = P(D = 1|F X Z (X ), Z ). In rearranging the data we follow the 
We then rearrange the data so that each record contains the information
Note that if the data are from an unpaired study design we will have n × K records whereas if the data are from a paired study design we will have 2 × n × K records. We then fit the model
GEE will automatically produce estimates of the parameters, robust estimates of their variances, and the result of a test of H 0 : β = 0. An example of the code to carry out this analysis in Stata can be found at http://www.mskcc.org/biostat/nchaya/research/.
Simulation study
We conducted a simulation study to evaluate and compare the asymptotic properties of the likelihood and GEE approaches for estimating the parameters in model (2). For this study we simulated 5000 observations from the generalized linear regression model log P PV (v) = α 0 + α 1 v using different values of α 0 and α 1 to represent different prevalences and levels of predictive accuracy for the prognostic factor. We generated X from a standard normal distribution, obtained v =F X (X i ), and then computed
We generated D from a binomial distribution using these probabilities. We present results based on 1000 simulations. A summary of the results from our simulations studies is contained in Tables 1-3. From Tables 1 and  2 we see that the bias is close to zero and the coverage probabilities are close to the nominal 95% level for both of these two estimation methods. In this respect they are comparable with good asymptotic properties. In looking at the mean square error in Table 1 , however, we begin to see a difference between these two methods, that becomes more clear in Table 3. Table 3 , which compares the efficiency of these two approaches, shows that the likelihood approach is much more efficient than the GEE approach, particularly in estimating α 1 which is the parameter of primary interest. To use the GEE approach to estimate α 1 and obtain the same standard error that one would get using the likelihood approach, Table 3 indicates that a sample size that is at least 27% larger would be needed. This difference is substantial.
In view of these results we have to conclude that while the GEE method is much easier and quicker to implement than the likelihood method, the likelihood method is much more efficient and hence the better of these two methods of estimation. Although we do not present simulation results here, the same conclusion holds in the situation where two prognostic factors are being compared using model (4). We recommend using the GEE method when something quick is needed, but ultimately the analyst should rely on using likelihood methods to estimate these parameters.
NATIONAL CYSTIC FIBROSIS PATIENT REGISTRY DATA
Because the CF data is from a paired study design, in order to quantify the accuracy of FEV 1 and weight for predicting future pulmonary exacerbations, we first rearranged the data and let Z = I {FEV 1 }. Therefore, α 1 (v) in model (3) will quantify the predictive accuracy of weight. To determine how best to parametrize this function we plotted the log P PV (v) against various functions of v (not shown here). The plots indicate that using a very simple function, α 1 (v) = α 1 v, is appropriate. We also plotted log r P PV (v) against various functions of v and again found that parametrizing β(v) with a simple function, βv, is appropriate. For the purposes of interpretation we include a scaling factor of 10 in both of these functions and model
We initially used the GEE method of estimation with S v = {0, 0.25, 0.5, 0.75} and took the estimates obtained there as starting values for our Newton-Raphson algorithm to solve the likelihood equations. The estimates from the likelihood approach were virtually identical to those from GEE. We foundα 0 = −0.86,α 1 = 0.043, andβ = 0.032. For estimates of the standard errors of these parameters, we found se(α 0 ) = 0.0091, se(α 1 ) = 0.0015, and se(β) = 0.0014 using bootstrap estimates of the standard error from the likelihood approach, and se(α 0 ) = 0.0120, se(α 1 ) = 0.0016, and se(β) = 0.0016 using the GEE approach. e −0.86 = 0.42 is the probability of at least one PEx in 1996. e 0.043 = 1.04 quantifies the predictive accuracy of weight and indicates that for a 10% decrease in the percentile of weight (10% increase for −weight), the P PV increases by about 4%. In other words, for individuals above a given percentile there is a 4% relative increase in the probability of at least one PEx associated with a decrease of 10 in weight percentile. e 0.043+0.032 = 1.08 quantifies the predictive accuracy of FEV 1 and indicates that for a 10 point decrease in FEV 1 percentile (10% increase for −FEV 1 ), the P PV increases by about 8%. e 0.032 * 10 = 1.38 quantifies the relative difference in predictive accuracy between the two factors as r P PV (v) = (1.38) v . Using the 10th percentile as an example corresponding to v = 0.9 with the transformed factors, r P PV (0.9) = 1.33 indicating that the probability of PEx for those individuals below the 10th percentile of FEV 1 is 33% higher than the probability of PEx for those below the 10th percentile of weight. Finally, we tested whether β = 0 and found that FEV 1 has significantly better predictive accuracy than does weight ( p-value < 0.0001 from both the likelihood and GEE approaches).
DISCUSSION
One unusual aspect of our approach is that the models that we present above are marginal regression models, but they are not marginal in the sense with which most statisticians are familiar. In the usual context in which marginal regression models are employed, there are multiple outcomes per individual and interest lies in a regression model that is marginal with respect to the outcome. This context is the one considered in the fundamental paper by Liang and Zeger (1986) . In contrast, we have only one outcome but multiple predictors. A standard multi-predictor regression model models P(D = 1|F X 0 , F X 1 ) but not the marginal probabilities, P(D = 1|F X 0 ) and P(D = 1|F X 1 ), which is what is of interest to us. Hence we model these latter entities that are, in a sense, marginal with respect to the covariate. These models allow us to make comparisons of interest. (For further discussion of models that are marginal with respect to the covariate see Pepe et al. (1999).) In this paper we have advocated comparing the positive and negative predictive value functions at the same v for both prognostic factors. One might instead choose to compare the two factors at their optimal cutoffs where the relative costs of false positive and false negative errors along with (P PV (v) In this case, however, it might make sense to compare the optimized E(cost) for the first factor with the optimized E(cost) for the second factor. In the absence of such cost specification though, we think that comparing the P PV (v) functions and the N PV (v) functions at the same v is well motivated because these correspond to the use of the thresholds that yield the same fraction, 1 − v, of the population defined as positive. Although our primary interest lies in comparing two factors, the methodology that we propose could also be extended to explore the predictive accuracy of the combination of two prognostic factors. How best to combine the factors is something that would have to be decided based on the particular data application. A reviewer suggested perhaps using the quantity P(D = 1|F X 0 (X 0 ) > v and F X 1 (X 1 ) > v). This choice is certainly one possibility, but we also point out that the information being conditioned on, F X 0 (X 0 ) > v and F X 1 (X 1 ) > v, is more restrictive than the F X 0 (X 0 ) > v we have considered in the rest of this paper in the sense that fewer people are classified as positive with the former. To evaluate this particular combination, we could plot P(D = 1|F X 0 (X 0 ) > v and F X 1 (X 1 ) > v) against w = P(F X 0 (X 0 ) > v and F X 1 (X 1 ) > v) . In order to then assess whether X 1 added any prognostic information beyond that already contained in X 0 we would compare P PV X 0 ,X 1 (w) = Pr(D = 1|F X 0 (X 0 ) > v and F X 1 (X 1 ) > v), where w = Pr(F X 0 (X 0 ) > v and F X 1 (X 1 ) > v), to P PV X 0 (w). There are many different ways to combine the factors, though. For example, another possible choice might be to simply replace the and with or for the criterion F X 0 (X 0 ) > v or F X 1 (X 1 ) > v. This topic is one we leave for future work.
In practice it seems that people often use the magnitude of a p-value to evaluate and compare the relative importance of variables. The p-value is simply a product from a hypothesis test and should not be interpreted as a measure of predictive accuracy. It can often be the case that a variable is highly significant but when it is removed from a model the predictions barely change. The p-value has likely been used for this purpose because of the lack of an appropriate and simple way to evaluate and compare predictive accuracies. We have presented such a method in this paper in the hope of introducing a useful and easy way to quantify and compare the predictive accuracies of two continuous prognostic factors.
