Abstract. Cuspidal edges and swallowtails are typical non-degenerate singular points on wave fronts in the Euclidean 3-space. The first fundamental forms of such singularities belong to a class of positive semi-definite metrics called 'Kossowski metrics'. A point where a Kossowski metric is not positive definite is called a singular point of the metric. Kossowski proved that any (real) analytic Kossowski metric germs at their generic singular points (we call such points 'non-flat' singular points) can be realized as wave front germs at non-degenerate singular points (Kossowski's realization theorem).
Introduction
We denote by R 3 the Euclidean 3-space. Let M 2 be a 2-manifold and f : M 2 → R 3 a C ∞ -map. A point p ∈ M 2 is called a cuspidal edge (resp. swallowtail) if there exists a local coordinate system (u, v) and a local diffeomorphism Φ on R 3 such that (cf. Figure 1 )
A C ∞ -map f : M 2 → R 3 is called a (co-orientable) frontal if there exists a smooth unit vector field ν along f such that ν(p) ∈ R 3 is perpendicular to df (T p M 2 ) for each p ∈ M 2 , where T p M 2 is the tangent space of M 2 at p. Such a ν is called a unit normal vector field of f , and can be identified with the Gauss map
by the parallel transport in R 3 . (The unit normal vector field ν can be chosen up to ±-ambiguity at each local coordinate neighborhood in general. The co-orientability of f is the property that its unit normal vector field can be smoothly defined on M 2 . In this paper, we assume that frontals are all co-orientable.) A frontal f is called a wave front if the induced map defined by
is an immersion. It is well-known that cuspidal edges and swallowtails are typical singularities appearing on wave fronts. A singular point p ∈ M 2 of a C ∞ -map f : M 2 → R 3 is called a cross cap (resp. a cuspidal cross cap) if there exists a local coordinate system (u, v) and a local diffeomorphism Φ on R 3 such that (cf. Figure 2 ) Φ • f (u, v) = (u, uv, v 2 ) (resp. Φ • f (u, v) = (u, v 2 , uv 3 )). Cross caps are not frontals, since their unit normal vector fields cannot be extended continuously across the singular points. On the other hand, cuspidal cross caps are frontals, but not fronts.
Let f : M 2 → R 3 be a frontal with unit normal vector field ν. If we take a local coordinate system (U ; u, v) on M 2 , then the function (0.1) λ := (f u , f v , ν) (f u := ∂f /∂u, f v := ∂f /∂v)
is an identifier of the singular point of f , and is called the signed area density function on U . A singular point p ∈ U (i.e. the point satisfying λ(p) = 0) is said to be non-degenerate if the gradient vector (λ u (p), λ v (p)) does not vanish. If p is a non-degenerate singular point, then, by the implicit function theorem, there exists a regular curve γ(t) (|t| < ε) on U parameterizing the singular set of f near p such that γ(0) = p. We call the curve γ the singular curve passing through p. Cuspidal edges, swallowtails and cuspidal cross caps are examples of non-degenerate singular points.
Definition 0.1. Let p be a non-degenerate singular point of a frontal f : M 2 → R 3 . A local coordinate system (U ; u, v) centered at p is called adjusted if f v (p) = 0.
We denote by '·' the canonical inner product on R 3 , and |a| := √ a · a (a ∈ R 3 ). Taking an adjusted coordinate system at a non-degenerate singular point p, we define
which is called the limiting normal curvature. The definition of κ ν (p) does not depend on the choice of an adjusted coordinate system (cf. [MSUY, (2. 2)]). Let γ(t) be a regular curve on M 2 defined on an interval I. Suppose that
gives a regular space curve in R 3 . Then the normal curvature function along γ is defined by (0.3) κ n (t) =γ ′′ (t) ·ν(t) |γ ′ (t)| 2 (ν := ν • γ).
For a non-degenerate singular point p, we can set γ(t) to be the singular curve passing through p such that p = γ(0). As shown in [MSUY] , the following assertion holds:
Fact 0.2. If p is a cuspidal edge or a cuspidal cross cap (resp. swallowtail) singular point, thenγ is regular (resp. not regular) curve at p, and the value κ ν (p) coincides with the normal curvature κ n (0) (resp. the limit of the normal curvature lim t→0 κ n (t))
at p along the singular curve.
Definition 0.3. A non-degenerate singular point p of a frontal f is called ν-flat if its limiting normal curvature κ ν (p) vanishes.
Kossowski defined a class of positive semi-definite metrics on 2-manifolds. We call metrics belonging to this class 'Kossowski metrics' (see Definition 1.3) . A point where a Kossowski metric is not positive definite is called a singular point of the metric. On the other hand, a point which is not singular is called a regular point of the metric. A Riemannian metric (that is, a positive definite metric) is a Kossowski metric without singularities. (The concept of Kossowski metric can be generalized to manifolds of arbitrary dimension, see [SUY3] .) A Kossowski metric on M 2 induces a signed area density function (cf. (1.4)) defined on each coordinate neighborhood. The following fact explains how Kossowski metrics are related to frontals (see [K] and also [HHNSUY] ):
Fact 0.4. The first fundamental form (i.e. the pull-back of the canonical metric on R 3 ) of a frontal which admits only non-degenerate singular points is a Kossowski metric. Moreover, the signed area density function given in (0.1) coincides with that of the Kossowski metric up to ±-multiple ambiguity.
For each singular point p of a Kossowski metric, an invariant (cf. (1.10) )
is defined. If Ω(p) = 0, we call p a flat point of ds 2 (cf. Definition 1.10).
Fact 0.5 ( [MSUY] ). Let p be a non-degenerate singular point of a frontal f : M 2 → R 3 . Then the following three assertions are equivalent:
(1) p is a non-flat singular point of the induced Kossowski metric, (2) p is a regular point of the Gauss map of f , (3) f is a wave front at p, and p is not a ν-flat singular point of f .
We prove this in Section 1. A Kossowski metric is called analytic if it is real analytic as a tensor field, and its signed area density function is also real analytic on each local coordinate neighborhood (cf. Definition 2.2). Kossowski proved the following.
Fact 0.6 (Kossowski's realization theorem [K] ). Let ds 2 be an analytic Kossowski metric on a 2-manifold M 2 , and p ∈ M 2 a non-flat singular point of ds 2 . Then there exist a local coordinate neighborhood U of p and an analytic wave front f : U → R 3 such that the first fundamental form of f coincides with ds 2 .
In a joint work with Saji [SUY1] , the third and the fourth authors introduced the notion of 'coherent tangent bundle' and proved Gauss-Bonnet type formulas for it. They also gave a realization of the vector bundle as a limiting tangent bundle of a frontal in [SUY2] . The purpose of this paper is to explain Kossowski's realization theorem (Fact 0.6) from the viewpoint of the theory of coherent tangent bundles, and to prove the several refinements of it: In fact, we define A 2 points and A 3 points as singular points of a Kossowski metric ds 2 (see Definition 1.7). The following fact is important:
Fact 0.7 ( [HHNSUY, Prop. 2.19] ). Let f : M 2 → R 3 be a wave front, and p ∈ M 2 a non-degenerate singular point. Then p is a cuspidal edge (resp. a swallowtail) if and only if it is an A 2 point (resp. an A 3 point) of ds 2 .
If p is an A 2 point, then the secondary invariant
is also defined (cf. (1.11)). The following assertion holds:
Theorem A. Let M 2 be a real analytic 2-manifold and ds 2 an analytic Kossowski metric on it. Suppose that p ∈ M 2 is a singular point of the metric ds 2 . Then there exists a frontal f : U → R 3 defined on a neighborhood U of p such that ds 2 is the first fundamental form of f , and the limiting normal curvature of f at p does not vanish. Moreover, such a realization f satisfies the following properties:
(1) f is a wave front at p if and only if p is a non-flat point (of ds 2 ), (2) f has a cuspidal edge at p if and only if p is a non-flat A 2 point, (3) f has a swallowtail at p if and only if p is a non-flat A 3 point, (4) f has a cuspidal cross cap at p if and only if p is a flat A 2 point satisfying Ω ′ (p) = 0.
We prove this in Section 4.
Definition 0.8. Let f i (i = 1, 2) be two germs of frontals. Then we say these two map germs are congruent (resp. isometric) if there exists an isometry Φ on R
3
(resp. a local diffeomorphism germ ϕ) such that Φ • f 2 = f 1 (resp. ϕ * ds 2 2 = ds 2 1 ), where ds 2 i (i = 1, 2) is the first fundamental form of f i . The following theorem gives properties of the set of germs of real analytic frontal whose first fundamental forms coincide with an analytic Kossowski metric germ ds
Theorem B. Let M 2 be an analytic 2-manifold and ds 2 an analytic Kossowski metric on M 2 . We let ω(t) and τ (t) be germs of analytic functions of one variable at t = 0. For each p ∈ M 2 , take an analytic regular curve γ(t) (|t| < ε) in M 2 such that γ(0) = p and γ ′ (0) is not a null vector (i.e. ds 2 (γ ′ (0), γ ′ (0)) = 0, see Definition 1.7). Then there exists an analytic frontal germ f = f ω,τ satisfying the following properties:
(1) ds 2 is the first fundamental form of f , (2) the normal curvature function germ along γ defined by (0.3) coincides with e ω(t) , whereγ(t) = f • γ(t) andν(t) := ν • γ(t) for a suitable choice of a unit normal vector field ν, (3) τ (t) gives the torsion function germ alongγ(t), (4) if p is a regular point (resp. a non-flat singular point) of ds 2 , then f is an immersion (resp. a wave front with non-vanishing limiting normal curvature).
The possibilities for the congruence classes of such an f are at most two. Moreover, if τ vanishes identically (i.eγ is a planar curve), then the congruence class of f is uniquely determined.
Moreover, the following assertion holds:
Corollary C. Let I be an interval, and let {ω s (t)} s∈I and {τ s (t)} s∈I be two families of analytic function germs of variable t depending analytically on the parameter s. Then f s = f ωs,τs determined by Theorem B depends on the parameter s analytically.
In Section 4, we prove this theorem, and also give a variant (cf. Theorem 4.11) of the above theorem.
When p is an A 2 point, we can choose γ to be a singular curve, since γ ′ (0) is not a null vector. Then we get the following assertion:
3 be a germ of analytic cuspidal edge (resp. cuspidal cross cap), and γ(t) a regular curve in U parameterizing the singular set such that γ(0) = p. Suppose that the limiting normal curvature at p does not vanish. Then, for each choice of a germ of analytic regular space curve Γ(t) whose curvature function coincides with that of the space curveγ(t) := f •γ(t), there exists a neighborhood V (⊂ U ) of p and a front (resp. a frontal) g : (V, p) → R 3 having cuspidal edge (resp. cuspidal cross cap) at p such that g is isometric to f , and the image of singular set is parameterized by Γ(t). Moreover, if Γ is planar (resp. is not planar), the possibilities for the congruence classes of such a g is exactly one (resp. at most two).
We prove this also in Section 4. Here, we remark that, in [HS] , analogues of Theorem A, Theorem B and Corollary D are obtained for 5/2-cuspidal edges (cf. Remark 4.7).
As a consequence of Theorem A and Theorem B, the following assertion is obtained:
Corollary E. Let f 0 , f 1 be two analytic frontal germs with singularities whose limiting normal curvature does not vanish. Suppose that they are mutually isometric. Then there exists an analytic 1-parameter family of frontal germs g t (0 ≤ t ≤ 1) satisfying the following properties:
(1) g 0 = f 0 and g 1 = f 1 , (2) g t is isometric to g 0 , (3) the limiting normal curvature of each g t does not vanish.
Moreover, if both f 0 and f 1 are germs of cuspidal edges, swallowtails or cuspidal cross caps, then so are g t for 0 ≤ t ≤ 1.
In particular, if T is an orientation reversing isometry of R 3 , then T f 0 can be isomerically deformed into f 0 (see Remark 4.8 for details).
The paper is organized as follows: In Section 1, we recall the definition of Kossowski metric, and define A 2 points and A 3 points. The relationship between frontals and the induced Kossowski metrics are also discussed there. In Section 2, we show the existence of certain orthogonal local coordinate systems (called 'Korthogonal coordinates') for Kossowski metrics. Using this, we show representation formulas for A 2 or A 3 singular points of Kossowski metrics.
In Section 3, we explain the relationships between Kossowski metrics and their induced coherent tangent bundles. In Section 4, we prove Kossowski's realization theorem and main results using K-orthogonal coordinates. In Section 5, we discuss the symmetry of Kossowski metrics and their equivariant realization as wave fronts. In Section 6, we mention some open questions relating our results.
Kossowski metrics
Throughout the paper, we fix an analytic 2-manifold M 2 . Let ds 2 be a positive semi-definite metric on a 2-manifold M 2 . A point p ∈ M 2 is called a regular point of ds 2 if it is positive definite at p, and is called a singular point if it is not regular.
Definition 1.1. Let p be a singular point of the metric ds 2 on M 2 . Then a non-zero tangent vector v ∈ T p M 2 is called a null vector if
Moreover, a local coordinate neighborhood (U ; u, v) is called adjusted at p ∈ U if ∂ v := ∂/∂v gives a null vector of ds 2 at p.
It can be easily checked that (1.1) implies that ds
is a local coordinate neighborhood adjusted at p = (0, 0), then
holds, where
Definition 1.2. A singular point p ∈ M 2 of a positive semi-definite metric ds 2 on M 2 is called admissible if there exists an local coordinate neighborhood (U ; u, v) adjusted at p and the identities
hold, where E, F, G are smooth functions on U satisfying (1.2).
The property (1.3) does not depend on the choice of a local coordinate system adjusted at p, as shown in [K] and [HHNSUY, Prop. 2.7] . In fact, a coordinate-free treatment for the admissibility of singular points is given in [HHNSUY, Def. 2 
where E, F, G are smooth functions on U satisfying (1.2).
As pointed out in the introduction (cf. Fact 0.4), the first fundamental form of a frontal f : M 2 → R 3 whose singular points are all non-degenerate is a Kossowski metric.
Lemma 1.4. We let p be a singular point of the Kossowski metric ds 2 . Then the null space of ds 2 at p is 1-dimensional.
Proof. Since λ, F, G, G u , G v vanish at p, differentiating twice the equality EG − F 2 = λ 2 with respect to u and v, we have
If E(p) = 0 then we have
that is, ∂ u is not a null vector. Thus the null vector space of ds 2 at p is exactly 1-dimensional, proving the assertion.
Applying the implicit function theorem for λ as in (1.5), we can conclude that there exists a regular curve γ(t) (|t| < ε) in the uv-plane (called the singular curve) parameterizing the singular set of ds 2 such that γ(0) = p. The following assertion holds: Proposition 1.5. Let ds 2 be a Kossowski metric on M 2 . Then for each connected coordinate neighborhood (U ; u, v) of M 2 , there exists a smooth function λ : U → R satisfying (1.4) on U . Moreover, the 2-form (1.6) dÂ := λdu ∧ dv does not depend on a choice of such local coordinates up to ±-ambiguity.
We call such a λ the signed area density function of ds 2 with respect to the local coordinate neighborhood (U ; u, v).
Proof. Let (U ; u, v) be a local coordinate neighborhood at p. Then ds 2 has the expression as in (1.2). Let λ, µ be two area density functions on U satisfying
If p is a regular point, then it is obvious that λ = ±µ since EG − F 2 > 0. So we may assume that p is a singular point. Since we have observed that the singular set around p can be parametrized as a regular curve, we can take a new local coordinate system (a, b) centered at p so that the a-axis consists of the singular curve. Then we have λ(a, 0) = µ(a, 0) = 0. By the division lemma, there exist two smooth function germsλ,μ at (0, 0) such that
In particular, λ a (0, 0) = µ a (0, 0) = 0 hold. By (1.5), we have that
and ϕ := λ/µ =λ/μ gives a smooth function defined on a neighborhood of the origin. Then we have
Since µ = 0 except on the a-axis, 1 = ϕ 2 holds on U by the continuity of ϕ, and that implies λ = ±µ on U since U is connected.
We next prove the second assertion. Let (V ; x, y) be another local coordinate neighborhood containing p, and assume V is connected. Then
On the other hand, if we write
then we we have that
and so ±λ(u x v y − u y v x ) gives the area density function with respect to the coordinates (u, v) . Thus (1.7) yields the last assertion.
Remark 1.6. The 2-form dÂ given in (1.6) is called a signed area element on a local coordinate neighborhood (U ; u, v). If dÂ can be taken to be a 2-form on M 2 so that the restriction of it to each local coordinate neighborhood (U ; u, v) gives a signed area element of (U ; u, v), then we say that ds 2 is co-orientable on M 2 .
Let p be a singular point of the Kossowski metric, and let γ(t) be the singular curve passing through p. Then there exists a smooth non-zero vector field η(t) along γ(t) which points in the null direction of the metric ds 2 . We call η(t) a null vector field along the singular curve γ(t). Definition 1.7. A singular point p ∈ M 2 of a Kossowski metric ds 2 is of Type I or an A 2 point if the derivative γ ′ (0) of the singular curve at p is linearly independent of the null direction η(0). A singular point p which is not of Type I is called a singular point of Type II.
Moreover, if p is a singular point of Type II satisfying
then the point p is called an A 3 point.
Remark 1.8. Cuspidal edges (resp. swallowtails) are called A 2 -singularities (resp. A 3 -singularities) of wave fronts. These points are corresponding to A 2 points (resp. A 3 points) with respect to the induced Kossowski metrics. The naming of A i (i = 2, 3) points comes from this fact.
Remark 1.9. We can extend the null vector field η(t) to be a smooth vector field η defined on a neighborhood of p. Then it can be easily checked that p is an A 2 point (resp. an A 3 point) if and only if (1.9) λη(p) = 0 (resp. λη(p) = 0 and ληη(p) = 0), where λη := dλ(η), and ληη := dλη(η).
We denote by Σ the singular set of the Kossowski metric ds 2 in M 2 . Let K be the Gaussian curvature of ds 2 defined on M 2 \ Σ. For each sufficiently small local coordinate system (U ; u, v), the signed area element dÂ is defined. Then a 2-form (1.10) Ω := K dÂ is defined on U \ Σ, but can be extended as a smooth 2-form on U (cf. [K] and [HHNSUY, Theorem 2.15] Proof of Fact 0.5. The equivalency of (1) and (3) is a consequence of [MSUY, Theorem A] and Definition 1.10. The equivalency of (2) and (3) is a consequence of [MSUY, Theorem C] .
Let p be an A 2 point of ds 2 and γ(t) the singular curve such that γ(0) = p. Since p is of Type I, γ ′ (0) is not a null vector, and so we may assume that t is an arc-length parameter of γ, that is ds
) is identically equal to 1. Then the 2-form
is defined, called the derivative Euler form at p associated with ds 2 . The following assertion is an analogue of Fact 0.7, but we do not assume that f is a wave front:
be a frontal and p its non-degenerate singular point whose limiting normal curvature does not vanish. Then (i) p is a cuspidal edge if and only if it is an A 2 point and Ω(p) = 0, (ii) p is a swallowtail if and only if it is an A 3 point and Ω(p) = 0, (iii) p is a cuspidal cross cap if and only if it is an A 2 point, Ω(p) = 0 and
Proof. The first two assertions immediately follow from Fact 0.5 and Fact 0.7. So, it is sufficient to show the third assertion. Take an A 2 point p. As shown in [MSUY, Page 261], we can take a local coordinate system (U ; u, v) centered at p satisfying the following three properties:
(1) the u-axis coincides with the singular set, and |f u | = 1 on the u-axis,
{f u , f vv , ν} is an orthonormal frame along the u-axis.
Then as shown in [MSUY, , there is a C ∞ -functionK such that
on U , where K is the Gaussian curvature of ds 2 . Let λ(u, v) be the signed area density function on U . Since λ(u, 0) = 0, there exists a smooth functionλ such that λ = vλ. Thus, the Euler form can be written as
The functionK coincides with the same function as in [MSUY] . Since λ(u, 0) = 0, it holds that λ u (0, 0) = 0. By (1.5), we havê
In particular, the condition Ω(p) = 0 and Ω ′ (p) = 0 is equivalent to the condition
Moreover, by [MSUY, (3.25) ], the condition is reduced to
is the product curvature (resp. the derivative product curvature) for A 2 points defined in [MSUY] . In [MSUY] , the cuspidal curvature κ c and the derivative cuspidal curvature κ ′ c are also defined, and we have the following identities (cf. [MSUY, (3.26) 
Since f is of non-vanishing limiting normal curvature, κ ν (p) = 0 holds. Then (1.15) yields that the condition (1.14) is equivalent to the condition
On the other hand, the function ψ ccr (t) defined in [MSUY, Fact 2.4 (3) ] satisfies the identity ψ ccr (t) = κ c (t) as shown in the proof of [MSUY, Prop. 3.11] . Since (1.14) is equivalent to the criterion of cuspidal cross cap given in [MSUY, Fact 2.4 (3) ].
Remark 1.12. The assertion (3) of Proposition 1.11 may not hold if we neglect the assumption that the limiting normal curvature of f does not vanish. More precisely, there exists a map germ at a cuspidal edge singular point p satisfying Ω(p) = 0 and Ω ′ (p) = 0: As shown in [MS] , any germ of cuspidal edge is congruent to
where b 3 (0, 0) = 0. In this normal form, we set
Then we get a wave front
having cuspidal edge singularity at (0, 0) satisfying
as seen in the proof of Proposition 1.11.
Corollary 1.13. Let p ∈ M 2 be an A 2 point of a Kossowski metric ds 2 satisfying Ω(p) = 0 and Ω ′ (p) = 0. Let (U ; u, v) be a local coordinate system centered at p satisfying the properties (1)-(3) in the proof of Proposition 1.11. Then there exist positive constants ε, δ such that the sign of the Gaussian curvature function K(u, v) satisfies
where
Proof. We can writeK(u, v) = vK(u, v), and
holds, where ϕ(u, v) is a smooth function at p. Moreover, by (1.13), we can writê
where ψ(u) is a smooth function defined for sufficiently small |u|. Without loss of generality, we may assume that ϕ(u, v) and ψ(u) are defined on U . So we have the expression
By (1.18), we may assume |ψ(u)| > m(> 0) and |ϕ(u, v)| < M holds on U for some constants m, M . We set δ := m/M. If (u, v) ∈ C δ , then |v| < δ|u|, and it holds that
So the sign of K(u, v) on C δ is equal to that of uψ(u)/v.
Properties of Kossowski metrics
In this section, we show the existence of certain orthogonal coordinates, which will be applied to prove the main theorem. Using it, we also give a method to construct Kossowski metrics having A 2 points and A 3 points.
K-orthogonal coordinates.
Definition 2.1. Let ds 2 be a Kossowski metric on M 2 , and take a point p on M 2 . (We also consider the case that p is a regular point.) A local coordinate neighborhood (U ; u, v) centered at p is called a K-orthogonal coordinate system if
• E = 1 holds along the u-axis, and • F = 0 on U , where we set ds 2 = Edu 2 + 2F dudv + Gdv 2 . In this situation, if we set
then the metric ds 2 has the following expression
where λ is the area density function on U .
In particular, if p is a singular point of ds 2 , then ∂ v gives a null vector field along the singular curve passing through p.
To apply the Cauchy-Kovalevsky theorem (cf. Fact 4.1), we need to work in the analytic category. So we give the following definition:
is called analytic if it is a real analytic covariant tensor and its signed area density functions are also real analytic.
We shall apply the following lemma given in Kossowski [K] to prove our main theorem:
2 be a point of a Kossowski metric ds 2 on M 2 , and let γ be a regular curve passing through p (= γ(0)) such that γ ′ (0) is not a null vector of ds 2 (when p is a singular point). Then there exists a local coordinate system (u, v) satisfying the following properties:
(1) the u-axis corresponds to the curve γ, (2) the u-curves are orthogonal to the v-curves with respect to ds 2 , (3) ∂ v points in the null direction along the singular set of ds 2 if p is a singular point, (4) if ds 2 and γ are real analytic, then so is (u, v).
Proof. When p is a regular point, then we take a vector field X 2 on U such that X 2 has no zeros on U . On the other hand, if p is a singular point, we define X 2 as follows: Let σ be the singular curve passing through p. We take a null vector field η along σ. We then extend η as a smooth vector fieldη defined on a local coordinate neighborhood (U ; u, v) by replacing U with a tubular neighborhood of σ in the uv-plane. We set X 2 :=η.
In both cases, we can choose X 2 to be real analytic if ds 2 is analytic. Take a vector field X 1 on U so that the curve γ is an integral curve of X 1 . Since γ ′ (0) is not a null vector, we may assume that the pair of vector fields (X 1 , X 2 ) are linearly independent at each point on U . By the lemma in [KN, Page 182] , there exists a local coordinate system (x, y) centered at p such that ∂ x , ∂ y are proportional to X 1 , X 2 , respectively, and the x-axis parametrizes γ. We next set
Then Y 1 , Y 2 are vector fields without zeros satisfying ds 2 (Y 1 , Y 2 ) = 0. By the lemma in [KN, Page 182] again, there exists a new local coordinate system (u, v) centered at p, such that ∂ u , ∂ v are proportional to Y 1 , Y 2 , respectively, and the uaxis parametrizes γ. By the proof of the lemma in [KN, Page 182] , one can check that (u, v) is analytic whenever (x, y) is. Since the u-axis corresponds to the x-axis and Y 2 is proportional to ∂ y on the singular curve σ, we can conclude that ∂ v gives a null vector field along σ. Hence, the coordinates (u, v) are the desired ones.
Lemma 2.4. Let ds 2 be a Kossowski metric on M 2 , and (U ; u, v) be a local coordinate system such that
and E > 0 on U , where λ is the area density function. Then the new local coordinate system (ũ,ṽ) defined by
Proof. If p ∈ U is a singular point, then ∂ v gives a null vector at p, since λ(p) = 0. We set ω(u, v) := log E(u, v)/2. Then there exists a smooth function u,v) .
By giving the new coordinate system (ũ,ṽ) as (2.2), and replacing (ũ,ṽ) by the original one (u, v), we get the expression (2.1).
We now prove the following assertion:
Proposition 2.5. Let ds 2 be a Kossowski metric on M 2 , and γ a regular curve passing through p (= γ(0)) ∈ M 2 so that γ ′ (0) is not a null vector when p is a singular point. Then there exists a K-orthogonal coordinate system (U ; u, v) centered at p such that u-axis corresponds to the curve γ. Moreover, if ds 2 and γ are analytic, then so is (u, v).
We give an alternative proof of this assertion in Section 5 (cf. Proposition 5.4), when M 2 and ds 2 are analytic.
Proof. By Lemma 2.3 there exists an orthogonal coordinate system (x, y) centered at each point p ∈ M 2 such that the metric has the expression as in (2.2), and the x-axis parametrizes the curve γ. Then we can apply Lemma 2.4 for this coordinate system, and get the desired K-orthogonal coordinate system. 2.2. A representation formula for A 2 points.
In this subsection, we give a representation formula of A 2 points which indicates all A 2 point germs of the Kossowski metric. We fix an A 2 point p ∈ M 2 of a Kossowski metric ds 2 , and take a K-orthogonal coordinate system (u, v) centered at p with the expression as in (2.1). Since ρ(u, 0) = 1, there exists a smooth function ω 1 (u, v) defined on a neighborhood of p such that ρ = e vω1 . Since p is of Type I, we may assume that the u-axis parametrizes the singular set. Since ρ v (u, 0) = 0 holds (cf. (1.3)), we have that ω 1 (u, 0) = 0. So there exists a smooth function germ (u,v) .
Since the u-axis is the singular set, we have λ(u, 0) = 0, and so there exists a smooth function germλ (u, v) at the origin so that
Since (0, 0) is non-degenerate, we haveλ(0, 0) = 0. We denote by C ∞ 0 (R 2 ) the set of germs of C ∞ -function at (0, 0) on R 2 . Summarizing the above discussions, we get the following assertion.
Theorem 2.6. Let h(u, v) and k(u, v) be two germs in C ∞ 0 (R 2 ). Then
gives a Kossowski metric germ at an A 2 point. Conversely, any Kossowski metric germs with A 2 points are given in this manner. Moreover, the Euler form along the u-axis is given by
In [HHNSUY, Prop. 2 .29], we gave another representation formula for A 2 points, that controls E, G(:= λ 2 /E) but not ρ, λ.
2.3.
A representation formula for A 3 points. We next consider the case that p = (0, 0) is an A 3 point of a Kossowski metric ds 2 , with the expression as in (2.1). (This is not discussed in [HHNSUY] .) We set ω(u, v) := log ρ(u, v).
Since ρ = 1 on the u-axis, we have
Since ∂ v gives the singular direction at (0, 0), the singular curve can be expressed as the image of a certain graph
We set
Since p is an A 3 point, (1.8) yields that µ(0) = 0 and µ ′ (0) = g ′′ (0) = 0. Then there exists a smooth functionĝ(v) (ĝ(0) = 0) such that g(v) = v 2ĝ (v). Take new coordinatesũ := u andṽ := v ĝ(v), then the singular set can be expressed as u =ṽ 2 . So, we may assume that the parabola u = v 2 gives the singular set. Since
holds. By (2.4), we have
On the other hand, since λ(v 2 , v) = 0 and (0, 0) is a non-degenerate singular point, we can write
. Thus, we get the following:
gives a Kossowski metric germ at an A 3 point. Conversely, any Kossowski metrics germ at A 3 points are given in this manner. Moreover, the Euler form at the origin is given by
Here (2.5) is applied to show (2.6).
Coherent tangent bundles induced by Kossowski metrics
In this section, we deduce the partial differential equation given in Kossowski [K] , using the fact (shown in [HHNSUY] ) that a Kossowski metric induces an associated vector bundle with a metric and a connection, called a 'coherent tangent bundle'.
Let E be a vector bundle of rank 2 over a 2-manifold M 2 , and , an inner product on E. We let ∇ be a connection on E which is compatible with respect to the inner product. If a vector bundle homomorphism ϕ : T M 2 → E which induces the identity map on M 2 satisfies the identity
then we call (E, , , ∇, ϕ) a coherent tangent bundle over M 2 , where Γ(T M 2 ) is the set of vector fields on M 2 . (This definition can be generalized for n-dimensional manifolds, cf. [SUY3] .) In this situation, the pull-back metric of , via ϕ
is induced, which is called the first fundamental form of ϕ. A point p where ϕ p : T p M 2 → E p has a non-trivial kernel corresponds a singular point of ds 2 .
Definition 3.1. Two coherent tangent bundles on M
are said to be isomorphic if there exists a bundle isomorphism ι : E 1 → E 2 satisfying the following three conditions:
• ι preserves the inner products, that is, for each p ∈ M 2 and for each ξ, η ∈ (E 1 ) p , ξ, η 1 = ι(ξ), ι(η) 2 holds, Remark 3.3. E := T M 2 can be considered as a coherent tangent bundle, if ds 2 is a Riemannian metric, ϕ is the identity map, and ∇ is the Levi-Civita connection.
Remark 3.4. This fact was applied in [HHNSUY] to prove two Gauss-Bonnet type formulas for Kossowski metrics. Moreover, Kossowski metric can be defined on higher dimensional manifolds, and this fact was generalized for arbitrary dimension (see [SUY3, Theorem 7.9 
]).
Definition 3.5 (Frontal bundles). Suppose that there are two bundle homomorphisms ϕ, ψ : T M 2 → (E, , , ∇) such that each of them has a structure of a coherent tangent bundle on (E, , , ∇) respectively. If they satisfy the following compatibility condition
Example 3.6. Let f : M 2 → R 3 be a frontal, and ν : M 2 → S 2 its unit normal vector field. Then
has the structure of a vector bundle of rank 2 over M 2 . The inner product , is induced from the canonical inner product of R 3 . Moreover, taking the tangential component of the Levi-Civita connection of R 3 , E f has a connection ∇ f which is compatible with the metric , f . Then
give the structure of frontal bundle, respectively. We call (E f , , , ∇ f , ϕ f , ψ ν ) the frontal bundle induced by f . The condition (3.1) for ϕ f follows from the fact that ∇ f can be identified with the Levi-Civita connection of M 2 \ Σ f , where Σ f is the singular set of f . On the other hand, the condition (3.1) for ϕ ν follows from the fact that f satisfies the Codazzi equation on
Let (E, , , ∇, ϕ) be a coherent tangent bundle over M 2 . We fix a local coordinate neighborhood (U ; u, v) on M 2 such that there is also an orthonormal frame field (e 1 , e 2 ) of E on U . Such a 5-tuple (U ; u, v, e 1 , e 2 ) is called a local orthonormal trivialization of E. For such a 5-tuple, there exists a 1-form µ defined on U satisfying
Since ∇ is compatible with respect to the inner product , , we have
Moreover, dµ = KdÂ holds on the set of regular points on U . By continuity, we have (3.5) dµ = Ω on U , where Ω is the Euler form of ds 2 (cf. (1.10)). We need to apply the following definition to prove the main theorem: We fix a local coordinate neighborhood (U, u, v) centered at p on the manifold M 2 .
Definition 3.7. Two frontal bundles (E j , , j , D j , ϕ j , ψ j ) (j = 1, 2) on M 2 are said to be isomorphic if there exists an isomorphism of coherent tangent bundle ι : E 1 → E 2 between (E 1 , , 1 , D 1 , ϕ 1 ) and (E 2 , , 2 , D 2 , ϕ 2 ) which also gives an isomorphism between (E 1 , , 1 , D 1 , ψ 1 ) and (E 2 , , 2 , D 2 , ψ 2 ).
In the following assertion, we consider pairs of frontal and its unit normal vector field (f, ν) : U → R 3 ×S 2 . Two such pairs (f i , ν i ) (i = 1, 2) are said to be equivalent if there exists an isometry T in R 3 such that (f 2 , ν 2 ) = (T • f 1 , dT • ν 1 ). We denote by (f 1 , ν 1 ) ∼ = (f 2 , ν 2 ) this equivalence relation.
Theorem 3.8. Let (E, , , ∇, ϕ, ψ) be a frontal bundle over a simply-connected local coordinate neighborhood (U ; u, v) of M 2 . Suppose that the induced metric ds 2 := ϕ * , is a Kossowski metric having the expression as in (2.1). If
holds for the local orthonormal trivialization (e 1 , e 2 ) on (U ; u, v), then there exist a unique bundle homomorphism ι : E → T R 3 and a unique pair of frontal and its unit normal vector field (f, ν) : U → R 3 × S 2 up to the above equivalence relation such that
where S 2 is the unit sphere centered at the origin in R 3 . In particular,
hold, where
Remark 3.9. The (−1)-scalar multiplication E ∋ v → −v ∈ E induces a trivial isomorphism on the frontal bundles (M 2 , E, , , D, ϕ, ψ). Since this isomorphism preserves the integrability condition (3.6), the replacement (ϕ, ψ) by (−ϕ, −ψ) induces the common equivalence class of (f, ν). On the other hand, the replacement (ϕ, ψ) by (ϕ, −ψ) or by (−ϕ, ψ) corresponds to the equivalence class of (f, −ν).
Remark 3.10. The above theorem corresponds the fundamental theorem of surface theory for frontals, but is only described for local coordinate neighborhood U . A global version of this assertion is given in [SUY2, Theorem 2.7] . Theorem 3.8 can be considered as a precise version of [SUY2, Theorem 2.7] for local case.
Proof of Theorem 3.8. The existence of such (f, ν) is proved in [SUY2, Theorem 2.7] . So, it is sufficient to show the uniqueness of (f, ν). Since ds 2 is a Kossowski metric, f is an immersion on an open dense subset O of U . Since the map ι satisfying (3.7) is uniquely determined on O, so is on U . Then the data A, B, C, D satisfying (3.8) are uniquely determined by ν. So we proved the assertion.
The above theorem tells us that the data (A, B, C, D) are uniquely determined by L = (f, ν) for a fixed local orthonormal trivialization (U ; u, v, e 1 , e 2 ). On the other hand, the information ϕ * , = ds 2 determines ϕ up to ±-ambiguity, and the data (A, B, C, D) determines ψ up to ±-ambiguity of ι. However, these ±-ambiguities of ϕ and ψ do not affect the equivalence class of the resulting map L = (f, ν). So it is determined by the data (A, B, C, D) , and we write
meaning that the equivalent class of L is uniquely determined by A, B, C, D. Then we get the following:
Corollary 3.11. Let (U ; u, v, e 1 , e 2 ) be a local orthonormal trivialization of the coherent tangent bundle whose first fundamental form is a Kossowski metric ds 2 on a simply-connected domain U . Let f : U → R 3 be a frontal with unit normal vector field ν : U → S 2 such that its first fundamental form gives the Kossowski metric ds 2 . Then there exists a unique
Proof. Since the first fundamental form of f is the Kossowski metric ds 2 , Fact 3.2 yields that there exists an isomorphism of coherent tangent bundle
Then we can write
and (f, ν) ∼ = L A,B,C,D , proving the assertion.
Let ds 2 be a Kossowski metric defined on a K-orthogonal coordinate system (U ; u, v). By Fact 3.2, there is a bundle homomorphism ϕ : T U → E such that (E, , , ∇, ϕ) is a coherent tangent bundle on U satisfying ds 2 = ϕ * , . We may assume that ds 2 has the expression (2.1) as in Proposition 2.5. Then (3.11)
gives a unit vector at each fiber of E on U . We then take a local section e 2 of E on U such that (e 1 , e 2 ) consists of an orthonormal frame field of E on U . There are smooth functions k, h on U such that ϕ(∂ v ) = ke 1 + he 2 . Since (u, v) is a K-orthogonal coordinate system, k vanishes identically. Moreover, we have
and we get h = λ/ √ E by replacing e 2 by −e 2 if necessary. So it holds that
We set (3.13) ∇ ∂u e 1 = α e 2 , ∇ ∂v e 1 = β e 2 , where α, β are C ∞ -functions on U . Then µ = −αdu − βdv gives a 1-form on U satisfying (3.3) and (3.4), that is, (3.14)
∇ ∂u e 2 = −α e 1 , ∇ ∂v e 2 = −β e 1 .
Proposition 3.12. The functions α and β are given by
Proof. By (3.1), we have that
Thus, we get
Since ρ = √ E, they are equivalent to (3.15).
Remark 3.13. By (1.3), E v vanishes on the singular set of the metric. So E v /λ is a smooth function on U .
We would like to find a new bundle homomorphism ψ : T U → E so that (E, , , ∇, ϕ, ψ) is a frontal bundle. For this purpose, let A, B, C, D be unknown functions satisfying
Proposition 3.14. In this setting, (E, , , ∇, ϕ, ψ) on a simply-connected domain (U ; u, v) is a frontal bundle if and only if A, B, C, D satisfy
Moreover, the integrability condition (3.6) is equivalent to the condition Proof. The mapping ψ as in (3.16) satisfies (3.1) if and only if ∇ ∂u ψ(∂ v ) = ∇ ∂v ψ(∂ u ), which is equivalent to (Cod1) and (Cod2). On the other hand, (3.2) (resp. (3.6)) is equivalent to the condition (Symm) (resp. (Gauss)).
Remark 3.15. The system of partial differential equations (PDE) given by (Cod1), (Cod2), (Symm) and (Gauss) is the same as in [K, (5) in Page 108]. However, there is a sign typo in [K, (5) ], and the above PDE corrects it.
Since λ vanishes along the singular set, (Symm) yields the following:
Corollary 3.16. The function B as in Proposition 3.14 vanishes identically along the singular set.
Corollary 3.17. Let ds 2 be a Kossowski metric on M 2 , and (U ; u, v) a K-orthogonal coordinate system of the metric centered at a singular point p ∈ M 2 . Suppose that A, B, C, D are smooth functions on U satisfying (Cod1), (Cod2), (Symm) and (Gauss). Then there exists a unique pair L = (f, ν) : U → R 3 of a frontal and its unit normal vector field ν such that the first fundamental form of f is ds 2 , and L ≡ L A,B,C,D . Conversely, any frontals defined on U whose first fundamental form coincide with ds 2 , are given in this manner.
Proof. By Fact 3.2, the metric ds 2 induces a coherent tangent bundle, and we can take its local orthogonal trivialization (U : u, v, e 1 , e 2 ) centered at p satisfying (3.11) and (3.12). Since A, B, C, D satisfy (Cod1), (Cod2), (Symm) and (Gauss), we can apply Proposition 3.14, and get the desired (f, ν). The converse assertion follows from Corollary 3.11.
Isometric realizations of Kossowski metrics
4.1. Proof of Kossowski's realization theorem. To prove our main results, we need to apply the following:
2 ) (i = 1, 2) be two analytic functions defined on a domain D of R 6 , and
analytic functions so that
where ε > 0 is a sufficiently small number. Then there exists a unique analytic map ϕ = (ϕ 1 , ϕ 2 ) : U → R 2 defined on a neighborhood U of the origin of the uv-plane, such that
and
We defined the analyticity of Kossowski metrics (cf. Definition 2.2). Let ds 2 be an analytic Kossowski metric on an analytic manifold M 2 , and fix a point p ∈ M 2 . By Proposition 2.5, we can take a K-orthogonal coordinate system (U ; u, v) centered at p. Then ρ, λ are given as in (2.1), and α, β are defined by (3.15). Since ds 2 is analytic, four functions ρ, λ, α, β are all real analytic on U . Then we can consider the system of partial differential equations (Cod1), (Cod2), (Symm) and (Gauss) with unknown functions A, B, C, D. We now assume A(0, 0) = 0. By (Symm) and (Gauss), we can set
and substituting them into (Cod1) and (Cod2), we get the following normal form of PDE
with unknown functions A and C.
Proof of Fact 0.6. We choose an initial data A(u, 0) and C(u, 0), satisfying A(0, 0) = 0. Applying Fact 4.1 for the PDE (4.2), we get an analytic solution (A, C) defined on a certain neighborhood V (⊂ U ) of the origin. Then, by Corollary 3.17, there exists a frontal f : V → R 3 with unit normal vector ν whose first fundamental form is ds 2 such that (f, ν) = L A,B,C,D . In particular, if we set
then ds 2 has a local expression as in (2.1), and (ê 1 ,ê 2 , ν) gives an orthonormal frame along f so that
Moreover, it holds that (4.5)
Since p is non-flat, we have
that implies that ν is an immersion at p = (0, 0). In particular, f is a wave front on V if we take V to be sufficiently small.
Proof of main results.
Proof of Theorem A. In the proof of Fact 0.6, we showed the existence of a frontal f : U → R 3 defined on a neighborhood U of p such that ds 2 is the first fundamental form, and the limiting normal curvature of f at p does not vanish. This proves the first assertion of the theorem. We next prove the remaining assertions: (1) follows from Fact 0.5, and (2)- (4) follow from Proposition 1.11 immediately.
Let γ be a regular curve in M 2 passing through p such that γ ′ (0) is not a null direction when p is a singular point. By Proposition 2.5, we can take K-orthogonal coordinates (u, v) centered at p. Then we fix two function germs a(u) and c(u) defined at u = 0 so that a(0) = 0. By applying Fact 4.1, there exist A, C satisfying (4.2) and
Then we get a frontal f a,c : V → R 3 whose first fundamental form is ds 2 satisfying (4.4) and (4.5). The congruence class of f a,c is determined from the initial data a(u), c(u) as follows. 3.10) ). In particular, f is congruent to f a,c , andf is congruent to fã ,c or f −ã,−c .
Since γ ′ (0) is not a null vector,
gives a regular space curve, and so the normal curvature function κ n (cf. (0.3)) of f along the curve γ(u) = (u, 0) can be considered as follows.
Proposition 4.3. Let κ n (u) be the normal curvature function of f along the curve γ(u) = (u, 0). Then it holds that
Moreover, if p is an A 2 point and the u-axis is the singular curve, then κ n (u) coincides with the limiting normal curvature function along the singular curve γ(u).
Proof. Letê 1 ,ê 2 be vector fields given in (4.3). By (4.5), we have
Together with (3.13), we have
Similarly, we have
Differentiating (4.4) using the above formulas, we have that
f uv = ρ vê1 + ρβê 2 − ρB ν, (4.8)
Since ρ(u, 0) = 1, we have
If γ is a singular curve parameterizing A 2 points, then by [MSUY, (2.2) and (2.3)] the limiting normal curvature κ ν (u) defined by (0.2) coincides with κ n (u) defined by (0.3).
Next, we compute the geodesic curvature ofγ:
be the geodesic curvature function of f along the curve γ(u) = (u, 0). Then it holds that α(u, 0) = κ g (u).
Proof. Since ρ = 1 on the u-axis, we have
along the u-axis, proving the assertion.
Corollary 4.5. The curvature function κ(u) ofγ(u) = f (u, 0) as a regular space curve is given by
We next compute the torsion function ofγ.
Proposition 4.6. The torsion function τ (u) of the regular space curveγ(u) satisfies
where κ(u) is the curvature function ofγ(u).
Proof. It is well-known that
So it is sufficient to compute f uuu modulo a function multiplication of e 1 . Using the fact that ρ = 1 along the u-axis, we have
Since a(u) 2 + α(u, 0) 2 = κ(u) 2 holds by Corollary 4.5, we get the conclusion.
Proof of Theorem B. We set
as the initial values of A and C. Then we get a frontal f whose first fundamental form is ds 2 . Thenγ(u) has the normal curvature function e ω(u) and the torsion function τ (u). Since a(0) = 0 and ρ(0, 0) = 1, we have
Since (u, v) is adjusted at p, we can conclude that p is not a ν-flat point of f (cf. (0.2) ).
If we replace (a(u), c(u)) by (−a(u), −c(u)) (cf. Lemma 4.2), then the induced frontal f is congruent to the original frontal. However, if we set
is not equal to −c(u) whenever τ (u) does not vanish. So there are two possibilities for the congruence class of f unless τ is identically zero. If p is a regular point, then f must be an immersion since ds 2 is positive definite. If p is non-flat, then ν must be an immersion, and f is a wave front germ.
Proof of Corollary C. As seen in the above proof of Theorem B, f is uniquely determined by the initial data a(u) and c(u) and depends on them real analytically. Since a and c can be written explicitly in terms of ω and τ as in (4.12), we get the assertion.
Proof of Corollary D. Without loss of generality, we may assume that γ(t) and Γ(t) are both parametrized by arc-length parameter. Let κ ν (t) and κ s (t) be the limiting normal curvature and the singular curvature (cf. [HHNSUY] ) of the singular curve γ(t), respectively. Since κ ν (0) > 0, there exists an analytic function ω(t) such that
Then the curvature function κ(t) ofγ(t) as a space curve is given by
By Fact 0.2, κ ν (t) coincides with the normal curvature along γ(t). Let τ (t) be the torsion function of the space curve Γ(t). Since p is an A 2 point, γ ′ (0) is not a null vector, and so, by Theorem B, there exists an analytic frontal germ g at p whose normal curvature and torsion along g •γ(t) coincide with κ ν (t) (cf. (4.13)) and τ (t), respectively. By this construction, the curvature function of the space curve g • γ(t) equals to κ(t), and τ (t) gives the torsion function of g • γ(t). Since g • γ(t) and Γ(t) are parameterizing by arc-length parameter and have the same curvature and torsion, we can conclude that Γ(t) = g • γ(t). The property that g has a cuspidal edge or a cuspidal cross cap at p depends on the induced Kossowski metric of f (cf. Theorem A). Thus, if p is a cuspidal edge (resp. cuspidal cross cap) with respect to f , then so is with respect to g. If Γ is not planar (resp. planar), the number of congruence class of g is two (resp. exactly one), by the last assertion of Theorem B.
Remark 4.7. As mentioned in the introduction, analogues of Theorem A, Theorem B and Corollary D are obtained for 5/2-cuspidal edges. Here, a singular point p ∈ U of the C ∞ -map f : U → R 3 is called a 5/2-cuspidal edge if there exists a local coordinate system (u, v) and a local diffeomorphism Φ on R 3 such that
To prove the assertions, several geometric invariants (such as the secondary product curvature) of 5/2-cuspidal edges are introduced in [HS] .
The proof of Corollary E. Since f 0 and f 1 are isometric (cf. Definition 0.8), there exists a local diffeomorphism ϕ such that g 0 := f 0 and g 1 := f 1 • ϕ induces the same Kossowski metric ds 2 . Let p be a singular point of ds 2 , and (u, v) a K-orthogonal coordinate system centered at p. We fix a unit normal vector field ν i (u, v) of f i , and then four analytic functions
Then (A i , C i ) (i = 0, 1) can be considered as a solution of (4.2) which induces f i . We then set
The sign of the limiting normal curvature of the singular curve of f i with respect to ν i is equal to the sign of −a i (u). So, during considering isometric deformations with non-vanishing limiting normal curvature, the sign of κ ν does not change. So, to deform (f 0 , ν 0 ) to (f 1 , ν 1 ) continuously, we must adjust the sign of ±ν i (i = 0, 1). Replacing the sign of ν i of f i for each i = 0, 1 if necessary, we may assume that a 0 (u), a 1 (u) < 0, where we used the fact that the limiting normal curvature of f i does not vanish. For each s ∈ [0, 1], we set
Then, there exists a unique solution (Ã s (u, v),C s (u, v)) of (4.2) satisfyingÃ s (u, 0) = a s (u) andC s (u, 0) = c s (u). Then we get a family of frontals g s :
interpolating between g 0 and g 1 , that have the common first fundamental form ds 2 . Since a s (u) < 0, the limiting normal curvature of each g s is positive. We set
which gives the desired deformation. The second assertion follows from the fact that the property that p is a cuspidal edge, a swallowtail or a cuspidal edge is determined by the properties of the Kossowski metric ds 2 (cf. Proposition 1.11).
Remark 4.8. Let f be an analytic frontal germs with singularities whose limiting normal curvature does not vanish. Let T be an orientation reversing isometry of R 3 . Then T f has the same first fundamental form as f , but it is not trivial that f can be isometrically deformed into T f . Let ν be the unit normal vector of f such that κ ν > 0 along the singular curve. Then T f has the same limiting normal curvature κ ν as f if we choose −T ν as a normal vector field of T f . So the above proof yields that the pair (f, ν) can be isometrically deformed to (T f, −T ν).
Realizations of Kossowski metrics with prescribed curvature lines.
We now construct a wave front whose first fundamental form is a given germ of Kossowski metric, and with a given curve that is a curvature line with a prescribed normal curvature function. For this purpose, we prepare the following fact, which is discussed in [K] , [MU] , [SUY2] and [T] :
Fact 4.9. Let f : U → R 3 be a wave front, and p ∈ U a non-degenerate singular point. Then there is a unique curvature line γ passing through p such that the principal curvature function along it is bounded. (We call γ the characteristic curvature line.)
Teramoto [T] investigated the behavior of the principal curvature functions at a non-degenerate singular point p in terms of several geometric invariants at p.
Proof. We give here the proof of this fact, under the additional assumption that the limiting normal curvature does not vanish at p, since we apply this fact under this assumption.
Since the limiting normal curvature does not vanish at p, we may assume that the Gauss map ν of f is an immersion (cf. Fact 0.5) on U . Then we can write
where R is a 2 × 2-matrix valued function on U . We denote by Σ f the singular set of f . The matrix R is a regular matrix on U \ Σ f . So we denote by R −1 the inverse matrix of R. Then it holds that (4.14)
(
that is, R −1 is the shape operator of f , and the eigenvalues of R −1 give the principal curvatures. It holds that
on Σ f . Since ν is an immersion, we can conclude that det(R) vanishes identically on Σ f . So one of the eigenvalues of R is zero along the singular set. On the other hand, since the rank of (f u , f v , ν) is 2 along Σ f , the other eigenvalue of R is nonzero along Σ f . Since the principal curvatures are the inverse of those of R, we get a curvature line flow corresponding to the non-zero eigenvector field, and the desired curvature line γ is given as the integral curve of the flow passing through p.
Definition 4.10. Let p be a singular point of a Kossowski metric. A geodesic γ(t) (t ≥ 0) emanating from p(= γ(0)) is called a special geodesic if γ ′ (0) is not a null vector.
We shall now prove the following: Theorem 4.11. Let ds 2 be an analytic Kossowski metric. Suppose that p ∈ M 2 is a regular point or a non-flat singular point of ds 2 . We set
We let γ(t) (|t| < ε) be a regular curve on M 2 such that γ(0) = p and γ ′ (0) is not a null vector. Take a germ ω(t) of analytic function on (−ε, ε) satisfying e ω(t) < µ p for |t| < ε. Then there exists an analytic immersion (resp. a wave front) f : U → R 3 defined on a neighborhood of p such that γ is a curvature line and e ω is the principal curvature function along γ (i.e. if p is a singular point, γ is a characteristic curvature line). The congruence class of f is uniquely determined. Moreover, if γ is a geodesic,γ is a planar curve.
Proof. To adjust γ to be a curvature line, we set (e ω(u) < µ p ), then e ω(u) coincides with the normal curvature function along γ. If we replace (a(u), c(u)) = (−e ω , 0) by (e ω , 0), the congruence class of the resulting wave front f does not change (cf. Lemma 4.2).
We next suppose that γ is a geodesic. Then α = 0, (4.15) and (4.11) yield τ (u) = 0, that is,γ lies in a plane.
It should be remarked that special geodesics may not exist in general:
Fact 4.12 (Remizov [R] ). Let p be a cuspidal edge on a wave front. If the singular curvature at p is positive (resp. negative), there are no (resp. exactly two) special geodesics passing through p.
Remizov investigated the geodesics of frontals whose singular set consists of regular space curves. Fact 4.12 is a special case of his result [R, Theorem 3] , although he did not formulate his results in terms of singular curvature. We do not know if the above two special geodesics of cuspidal edges are analytic or not when the wave front is analytic. Since a swallowtail can be considered as a limit of cuspidal edges with negative singular curvature, and can be expected that two special geodesics converge to a geodesic, and the following problem naturally arises:
(Question A.) Is there a special geodesic at a given swallowtail?
If the swallowtail has a symmetry, the fixed point set of the symmetry consists of such a special geodesic (see Theorem 5.12). Recently, Fukui [F] showed the existence of a special local coordinate system centered at each swallowtail in R 3 which shows that one of its coordinate line has the same Taylor expansion as the special geodesic. Unfortunately, this does not imply the existence of the special geodesic. However, under the assumption that the induced metric is real analytic, the uniqueness of special geodesic follows.
Symmetries of singular points
If a given Kossowski metric has a symmetry, then we are interested in its isometric realization having the same symmetry. Let M 2 be an analytic oriented 2-manifold.
Definition 5.1. A line symmetry (a point symmetry) at a point p ∈ M 2 is an orientation reversing (resp. orientation preserving) local non-trivial involution fixing p.
Lemma 5.2. Let I be a line symmetry (resp. a point symmetry) at p ∈ M 2 . Then there exits a local coordinate neighborhood (U ; u, v) centered at p such that
Proof. Let I be a line symmetry (resp. a point symmetry). Then I is an orientation reversing (resp. preserving). Take a neighborhood U of p such that I(U ) = U . We let dσ 2 0 the canonical Riemannian metric on R 2 , and define a new Riemannian metric by
which is I-invariant. We denote the fixed point set of dσ 2 . Then this fixed point set consists of a totally geodesic, and so it is a geodesic on U . Let γ(t) be its isometric parametrization such that γ(0) = p. Take a geodesic tubular neighborhood (V ; u, v) along γ(u) with respect to dσ 2 . Then we have I(u, v) = (u, −v) (resp. I(u, v) = (−u, −v)).
Lemma 5.3. Let I be a line symmetry (resp. a point symmetry) at p ∈ M 2 . We let γ(t) be an analytic regular curve such that γ(0) = p and I • γ(t) = γ(−t). Then there exits a local coordinate neighborhood (U ; u, v) centered at p such that I(u, v) = (u, −v) (resp. I(u, v) = (−u, −v)) and v → (0, v) parametrizes the curve γ.
Proof. Let dσ 2 be the metric as in (5.1). Take a geodesic tubular neighborhood (V ; u, v) along γ(v) with respect to dσ 2 . Then we have I(u, v) = (u, −v) (resp. I(u, v) = (−u, −v)).
Proposition 5.4. Let ds 2 be an analytic Kossowski metric on M 2 and I an isometric involution at p ∈ M 2 . Then there exits a K-orthogonal coordinate system U centered at p such that I(u, v) = (u, −v) (resp. I(u, v) = (−u, −v)). Moreover, if p is an A 2 singular point, we can take the coordinates so that v → (0, v) parametrizes the singular set of ds 2 .
Proof. It is sufficient to show that there exists a local coordinate system (x, y) centered at p such that ds 2 = Edx 2 + Gdy 2 and (5.2) I(x, y) = (x, −y) (resp. I(x, y) = (−x, −y)).
In fact, the K-orthogonal coordinates given in Lemma 2.3 satisfies the same symmetry as in (5.2). We first consider the case that p is a singular point of type II. By Lemma 5.2, there exists a local coordinate system centered at p such that
We denote by E, F, G the coefficients of ds 2 (cf. (1.2) ). Then we set
To get an orthogonal coordinates (x, y), it is sufficient to show the existence of solutions x(u, v), y(u, v) of the PDE
We know that dy(X) = 0 holds if we set y := v. So we only have to find a solution of dx(Y ) = 0, which can be rewritten as
By Fact 4.1, there exists a real analytic solution x(u, v) of (5.4) such that
Then, we get a K-orthogonal coordinate (x, y). If we setx(u, v) = x(u, −v), then it also the solution of (5.4) with the same initial condition (5.5). So the uniqueness of the PDE (5.4) with initial condition (5.5) implies that
proving the assertion. We next consider the case that p is an A 2 point. Then the singular curve passing through p is a regular curve whose velocity vector is not a null vector. Thus, by Lemma 5.3, there exists a local coordinate system centered at p such that
and the v-axis parametrizes the singular curve. We then set y := v and x(u, v) as the analytic solution of the same PDE (5.4) with the initial condition (5.5). Then (x, y) is a K-orthogonal coordinate system with the symmetry as in (5.6). Since v = 0 gives the singular set, the x-axis corresponds to the singular set.
Lemma 5.5. Let p be a non-flat singular point of a Kossowski metric ds 2 . A non-trivial local isometry of ds 2 fixing a non-flat point p is a line symmetry.
Proof. Let I be a non-trivial local isometry of a Kossowski metric ds 2 . Then its differential dI p :
Suppose that dI p is orientation preserving. Then dI p must be a rotation. Since I p maps a null vector to a null vector and the space of null vectors is 1-dimensional (cf. Lemma 1.4), dI p coincides with ±-identity. Since I is non-trivial, dI p should be −1 multiplication in T p M 2 . Then I induces an involution, it maps one side of the singular curve to the opposite side. However, this is impossible, since the Gaussian curvature takes different signs on each side of the singular curve. So dI p must be a reflection in T p M 2 . Then so is I, proving the assertion.
Remark 5.6. In [NUY, Page 76] , the last three authors discussed the possibility of an orientation preserving symmetry of the induced metric of a wave front at a non-flat point, but this never happens, as a consequence of Lemma 5.5.
Definition 5.7. We denote by R 3 the Euclidean space with the canonical coordinate system (x, y, z). Let ds 2 be a germ of a Kossowski metric on a domain U of M 2 . A frontal f : U → R 3 whose induced metric is ds 2 is called a isometric realization of ds 2 . We now suppose ds 2 has a symmetry. Then f is called equivariant if there exists an isometric transformation T :
For non-flat A 2 points, the following assertion holds:
Theorem 5.8. Let ds 2 be an analytic Kossowski metric germ at a non-flat A 2 point having a non-trivial local isometry I fixing p. Then I is a line symmetry and an analytic isometric realization f of ds 2 as a germ of front is equivariant if and only if the image of the singular set of ds 2 is symmetric with respect to the plane perpendicular to the tangent line of f at p.
Proof. Suppose that f is an analytic isometric realization of ds 2 . Since p is non-flat, it is a cuspidal edge singular point of f by Proposition 1.11. By Lemma 5.5, I is a line symmetry. So we can apply Proposition 5.4 replacing the roles of u and v, and we get an analytic K-orthogonal coordinate system (u, v) centered at p such that I(u, v) = (−u, v). Without loss of generality, we may assume that f (p) = (0, 0, 0). We setf (u, v) := T • f (−u, v). Here f is equivariant if and only iff = f holds for a certain T . We may assume that T is an orthogonal matrix. Then, we have that
Since ds 2 is invariant under I, and the sign of its Gaussian curvature for v < 0 is different from that for v > 0 (cf. (1.12)), we have Let L be the line in R 3 passing through f (p) which is parallel toê 2 (0, 0). If T ν(0, 0) = −ν(0, 0) holds, then T is a rotation with respect to the line L. Regarding the shape of cuspidal edge, T maps the set f ({v > 0}) to the set f ({v < 0}). However it contradicts the fact that the sign of the Gaussian curvature takes different sign across the u-axis. So we see that T ν(0, 0) = ν(0, 0) and ν(u, v) = T ν(−u, v) holds. In particular, T is orientation reversing, and For flat A 2 points, the following assertion holds.
Theorem 5.10. Let ds 2 be an analytic Kossowski metric germ at an A 2 point having a non-trivial local isometry I fixing p such that Ω(p) = 0 and Ω ′ (p) = 0. Then I is a point symmetry, and an isometric realization f of ds 2 as a germ of non ν-flat cuspidal cross cap is equivariant if and only if the image of the singular set of ds 2 is symmetric with respect to the plane perpendicular to the tangent line of f at p.
Proof. In this case, p is a cuspidal cross cap. By Corollary 1.13, I must be a point symmetry, and by Proposition 5.4 we can take an analytic K-orthogonal coordinate system (u, v) centered at p such that I(u, v) = (−u, −v).
Without loss of generality, we may assume that f (p) = (0, 0, 0). Suppose that f is an analytic isometric realization of ds 2 . We set
Here, f is equivariant if and only iff = f holds for a certain T . We may assume that T is an orthogonal matrix. Supposef = f . Then we have Let L be the line in R 3 passing through f (p) which is parallel toê 2 (0, 0). Suppose that T ν(0, 0) = −ν(0, 0) holds. Then T is a rotation with respect to the line L. Regarding the shape of cross caps having self-intersections, we can conclude that f maps the domain f ({u, v > 0}) to the domain f ({u < 0, v > 0}). However, it contradicts the fact that the sign of the Gaussian curvature takes different sign between {u, v > 0} and {u < 0, v > 0} for (u, v) ∈ C δ for sufficiently small δ(> 0) (cf. Corollary 1.13). So we see that T ν(−u, −v) = ν(u, v) and so T is orientation preserving. Then we have then by (5.14), (Ã,C) satisfies the same PDE as (A, C). Thus f is equivariant if and only if a(u) = a(−u), c(u) = −c(−u) holds. Since u is the arc-length parameter of the singular curve, this relation is equivalent to the fact that the curvature function and the torsion function of γ(t) := f (t, 0) are an even function and an odd function, respectively. Moreover, this is equivalent to the condition thatγ(t) is symmetric with respect to a certain plane P containing the image F I of the fixed point set of I. (F I consists of a curve with a cusp in the plane P .) Theorem 5.12. Let ds 2 be an analytic Kossowski metric germ at a non-flat A 3 point having a non-trivial local isometry I fixing p. Then an analytic realization f of ds 2 as a germ of a swallowtail is equivariant if and only if the image of the fixed point set of I lies in a plane P in R 3 which is spanned by the vector ν(0, 0) and f u (0, 0) at p. Moreover, in this case, the set of self-intersections of f lies in the plane P .
