Abstract: This paper introduces a class of backward stochastic differential equations (BSDEs), whose coefficients not only depend on the value of its solutions of the present but also the past and the future. For a sufficiently small time delay or a sufficiently small Lipschitz constant, the existence and uniqueness of such BSDEs is obtained. As an adjoint process, a class of stochastic differential equations (SDEs) is introduced, whose coefficients also depend on the present, the past and the future of its solutions. The existence and uniqueness of such SDEs is proved for a sufficiently small time advance or a sufficiently small Lipschitz constant. A duality between such BSDEs and SDEs is established.
Introduction
Peng and Yang [9] introduced a type of backward stochastic differential equations (BSDEs), called anticipated BSDEs, whose coefficients depend not only on the values of solutions of the present but also the future. Delong and Imkeller [6] introduced a type of BSDEs whose coefficients depend not only on the values of solutions of the present but also the past. The two types of BSDEs have been applied in many problems arising from finance and stochastic control. It is natural to consider the BSDEs with time-advanced and -delayed coefficients, i.e. their coefficients not only depend on the value of its solutions of the present but also the past and the future. In fact, Cheridito and Nam [2] had studied BSDEs whose coefficients can depend on the whole path of the solutions in a very general case. In this paper, we study BSDEs with time-advanced and -delayed coefficients in a more specific case. We consider the case that the coefficient g(t, ·, ·) depends on the solution on the interval [t − l, t + u], where l ≥ 0 and u ≥ 0 are the time-delayed parameter and the time-advanced parameter, respectively. For a sufficiently small time delay l or a sufficiently small Lipschitz constant, the existence and uniqueness of solution of such BSDEs is obtained. Since we use an estimate different from [6] , our result is independent of the terminal time T, which is different from the corresponding results in [6] . More generally, we consider the BSDE whose coefficient g(t, ·, ·) depends on the solution on the interval [−l, T + u], and prove such BSDEs have a unique solution for a sufficiently small T + l or a sufficiently small Lipschitz constant.
Recently, to study stochastic maximum principle, Chen and Huang [1] introduces a type of SDEs with time-advanced coefficients, whose coefficients depend on the future of its solutions. As an adjoint process of BSDEs with time-advanced and -delayed coefficients, in this paper, we introduce a type of SDEs, whose coefficients not only depend on the value of its solutions of the present but also the past and the future. We consider the case that the coefficients b(t, ·) and σ(t, ·) depend on the solution on the interval [t − l, t + u], where l ≥ 0 and u ≥ 0 are the time-delayed parameter and the time-advanced parameter, respectively. For a sufficiently small time advance u or a sufficiently small Lipschitz constant, the existence and uniqueness of solution of such SDEs is proved. More generally, we consider the SDE whose the coefficients b(t, ·) and σ(t, ·) depend on the solution on the interval [t 0 − l, T + u], and prove such SDE has a unique solution for a sufficiently small T + u − t 0 or a sufficiently small Lipschitz constant.
In our opinion, the BSDEs and SDEs with time-advanced and -delayed coefficients can be well applied in the dynamical problems depending on the past, the present and the future. Exploring their applications will be our future work. In fact, in the determinate case, d'Albis et al. [4] [5] had introduced the mixed-type functional differential equations (coefficients depend on the past, the present and the future), and given their applications in economic problems. Our proofs of the existence and uniqueness of such BSDEs and SDEs both use the contractive mapping method based on the two estimates for Itô's type processes, respectively, which are mainly inspired by Peng [8] . We also obtain the continuous dependence properties and comparison theorems for such BSDEs and SDEs, and a duality between them. From this paper, one can see an interesting similarity between the results and arguments of such BSDEs and SDEs.
BSDEs with time-advanced and -delayed coefficients
In this paper, we consider a complete probability space (Ω, F, P ) on which a d-dimensional standard Brownian motion (B t ) t≥0 is defined. Let (F t ) t≥0 denote the natural filtration generated by (B t ) t≥0 , augmented by the P -null sets of F. Let |z| denote its Euclidean norm, for z ∈ R d . Let T > 0, l ≥ 0, u ≥ 0 be given constants. For s ∈ [0, l] and t ∈ [0, T + u], we define the following usual spaces:
Note that for convenience, we denote {X r } −l≤r≤T +u by X and when d = 1, denote L 2 (F t ; R d ) by L 2 (F t ) and make the same treatment for above notations of other spaces. Clearly,
is a Banach spaces, and will be considered as the spaces of solutions of BSDEs and SDEs considered in this paper. Now, we consider a function g g(ω, t, y, z) :
is a progressively measurable process. For the function g, we make the following assumptions:
• (A1). There exist a constant K > 0 and a probability measure λ defined on [−l, u], such that for each t ∈ [0, T ] and each (y, z),
• (A2). There exists a constant
Now, we give a remark on the above assumptions.
Remark 1 (i) We consider two special cases of (A1).
is dependent only on (t, y, z t ), then we denote g(t, y, z) by g(t, y, z t ). We give this Lipschitz condition (A1)' for it.
• (A1)'. There exist a constant K ′ > 0 and a probability measure
is dependent only on (t, y t , z t ), then we denote g(t, y, z) by g(t, y t , z t ). We give this standard Lipschitz condition (A1)" (see Peng [8] ) for it.
• (A1)". There exist a constant K ′′ > 0, such that for each t ∈ [0, T ] and each (y t , z t ), (
We can check that (A1)"implies (A1)', and (A1)' implies (A1).
(ii) (A1) implies (A2). In fact, if g satisfies (A1), then by (A1) and Fubini's theorem, for each (y, z),
Thus, g satisfies (A2).
By a predictable projection theorem (see Jacod and Shiryaev [7, page 23]), one can see g 1 and g 2 are progressively measurable. Moreover, we can check that g 1 satisfy (A1) and (A3), and g 2 satisfies (A2) and (A3).
, then we call (ξ t , η t ) satisfies terminal condition. Let (ξ t , η t ) satisfy terminal condition, we consider the following BSDE:
The solution of BSDE (1) is a pair (Y, Z) satisfying (1) and
, which depends only on the parameter (g, T, ξ, η, l, u). Clearly, the coefficient g not only depends on the value of its solutions of the present but also the past and the future.
From Peng [8, Lemma 3.1], we can get the following Lemma 2.1.
Then the BSDE (1) with coefficient g 0 (s) has a unique solution (Y, Z), and the following estimate
holds true for an arbitrary constant β > 0. We also have
where C > 0 is a constant depending only on T .
Proof. By Peng [8, Lemma 3.1], such BSDE has a unique solution, and for an arbitrary constant β > 0 and t ∈ [0, T ], we have
By the fact (4) and (5), we can get (2) . By BDG inequality and (2), we can get (3). This proof is complete. ✷
The following is the main result of this section. It gives two sufficient conditions, under which BSDE (1) has a unique solution. (ii) If g satisfies (A2) and (A3), and there exists a constant β ≥ 2 such that 2K 1 e β(T +l) β < 1, then BSDE (1) has a unique solution, where K 1 and l are the constants in (A2).
Proof. We will prove this theorem using a contractive method. We can check that
is a Banach space with the norm:
where β > 0 is a constant. If g satisfies (A2) and (A3), then for each
If g satisfies (A1) and (A3), then by (ii) in Remark 1, we also have
Thus if g satisfies (A1) (or (A2)) and (A3), by Lemma 2.1, we can define a mapping φ from L
. Proof of (i): By Lemma 2.1, (A1) and Fubini's theorem, we can deduce, for an arbitrary constant β > 0,
Thus, if there exists a constant β ≥ 2 such that 4K 2 e βl β < 1, then there exists a constant 0 < γ < 1, such that
Then by contraction mapping principle, we can obtain (i).
Moreover, by Lemma 2.1, we have (
By Lemma 2.1 and (A2), we can deduce, for an arbitrary constant β > 0,
Thus, if there exists a constant β ≥ 2 such that
β e β(T +l) < 1, then there exists a constant 0 < γ < 1, such that
Then by contraction mapping principle, we can obtain (ii).
Moreover, by Lemma 2.1, we have ( (iii) Since we use an estimate different from [6] , the existence and uniqueness solution of BSDE (1) 
We can check that the coefficient of above BSDE does not satisfy (A2). If the above BSDE has solution, then we have
We give a simple example of BSDEs with time-advanced and -delayed coefficients.
Example 2.4 Let the time-delayed parameter l = T and Lipschitz constant
We can check that the coefficient of above BSDE satisfies (A1) and (A3). By Theorem 2.2(i), BSDE (7) has a unique solution. Now, we firstly consider the following BSDE (see [6] )
Since
is a solution of BSDE (8) . Now, we consider the following BSDE (see [9] )
We can check
is the unique solution of BSDE (7).
The following is a continuous dependence property of BSDEs (1).
and g satisfy (A1) and (A3). Let f (t, ·, ·) := g(t, ·, ·) + ϕ t and f ′ (t, ·, ·) := g(t, ·, ·) + ϕ ′ t . Suppose that there exists a constant β ≥ 2 such that (1) with coefficients f and f ′ , respectively, then for each t ∈ [0, T ], we have
where C > 0 is a constant depending only on K and l.
. By (4) and a similar argument as (6), we can deduce
Then if there exists a constant β ≥ 2 such that 8K 2 e βl β ≤ 1, we can finish this proof from the above inequality. ✷ In general, the comparison theorem of BSDE (1) may not true (see Delong and Imkeller [6] or Peng and Yang [9] ). But under some restrict conditions, we have the following Proposition 2.5. Proposition 2.6 Let (ξ t , η t ), (ξ ′ t , η ′ t ) satisfy terminal condition, and for each t g(t, y, z) , g ′ (t, y, z) are both dependent only on (t, y, z t ) (we denote them by g(t, y, z t ) and g ′ (t, y, z t ), respectively) and both satisfy (A1)' and (A3). Suppose
be the solutions of BSDEs (1) with parameters (g, ξ, η) and (g ′ , ξ ′ , η ′ ), respectively. Then for a sufficiently small l or a sufficiently small K ′ given in (A1)', we have,
Proof. The proof uses an iteration method from Peng and Yang [9] . Clearly, g ′ (s, Y, ·) satisfies (A1)" (standard Lipschitz condition), then by Peng [8] , the following BSDE 
By the similar treatment as (6), we have
If K ′ or l is small enough such that there exists a constant β ≥ 2 such that
, then by the above inequality, there exists a constant 0 < γ < 1, such that
By this inequality, we can get that (
. Then by (A1)' and the similar treatment as (6), for each t ∈ [0, T ], we have
as n → ∞. We also have
as n → ∞. Then from the above two equations, we can deduce that for almost every
The proof is complete. ✷
SDEs with time-advanced and -delayed coefficients
In this section, let t 0 ∈ [0, T ] be a given number. We consider the functions b and σ : , x) ) t∈[0,T ] are both progressively measurable processes. We make the following assumptions:
• (B1). There exist a constant K 2 > 0 and a probability measure
• (B2). There exists a constant
Remark 3 Similar to (ii) in Remark 1, we can show (B1) implies (B2).
, we call θ t satisfy initial condition. Let θ t satisfy initial condition. We consider the following SDE:
where we denote {X t } t 0 −l≤t≤T +u by X. The solution of SDE (10) is X satisfying (10) and
, which depends only on parameter (b, σ, T, t 0 , θ, l, u). Clearly, the coefficients not only depend on the value of its solutions of the present but also the past and the future. 
Then the SDE with coefficients b 0 (s) and σ 0 (s) has a unique solution X, and the following estimate
holds true for arbitrary constant β > 0. We also have
Proof. By the classic SDEs theory, this SDE has a unique solution. For an arbitrary constant β > 0, applying Itô's formula for |X s | 2 e −βs for s ∈ [t 0 , t], we can deduce for t ∈ [t 0 , T ],
Then we have for t ∈ [t 0 , T ],
From this and (13), we can get (11) . By BDG inequality and (11), we can get (12). ✷
The following is the main result of this section. It gives two sufficient conditions, under which SDE (10) has a unique solution. Proof. We still can prove this theorem using a contractive method like Theorem 2.2. Clearly, L 2 F (t 0 − l, T + u) is a Banach space with the norm:
where β > 0 is a constant. By (B3) and Lemma 3.1, we can define a mapping φ from L 2 F (t 0 − l, T + u) into itself by setting X := φ(x), where X is the solution of the SDE
Proof of (i):
By Lemma 3.1, (B1) and Fubini's theorem, we have
Thus we have
Thus, if there exists a constant β > 0 such that
Then by contraction mapping principle, we can obtain (i). Moreover, by Lemma 3.1, we have (X t ) t∈[t 0 ,T ] ∈ S 2 F (t 0 , T ). Proof of (ii): By Lemma 3.1 and (B2), we have we can obtain (ii). Moreover, by Lemma 3.1, we have (X t ) t∈[t 0 ,T ] ∈ S 2 F (t 0 , T ). The proof is complete. ✷ Remark 4 (i) From Theorem 3.2, it follows that if b and σ both satisfy (B1) and (B3), then SDE (10) has a unique solution for a sufficiently small u or a sufficiently small K 2 , and if b and σ both satisfy (B2) and (B3), SDE (10) has a unique solution for a sufficiently small T + u − t 0 or a sufficiently small K 3 . But the following example shows SDE (10) may have no solution for some K 2 and u. We consider the SDE X t = X 0 + t 0 K 2 E[X s+u |F s ]ds + t 0 K 2 I d dB s , t ∈ (0, T ]; X 0 = a, and X t = X T , t ∈ (T, T + u].
Let u = T, we have X T = a+ (ii) For simplicity, Theorem 3.2 is given for one-dimensional SDE (10) . In fact, since the proof of Theorem 3.2 is based on the estimate (Lemma 3.1) and fixed point theorem which both hold true in multidimensional case, we can know Theorem 3.2 also holds true for multidimensional SDE (10) . Theorem 3.2 generalizes the classic result for time-delayed SDEs and the corresponding result in Chen and Huang [1] .
By (i) in Remark 4, we can know if b and σ both satisfy (B2) and (B3), SDE (10) has a unique solution for a sufficiently small T + u − t 0 . But the following example shows that if b does not satisfy (B2), SDE (10) may have no solution for any T + u − t 0 . 
