In Brief
In nonlinear systems, converging oscillatory inputs undergo frequency mixing, resulting in additional oscillations in the system's response. Neural recordings exhibit spectral properties predicted by this process suggesting that not all oscillations originate from synaptic inputs rhythmically active at corresponding frequencies.
INTRODUCTION
Even when bombarded with random inputs, neural networks assume oscillatory states (Bartos et al., 2007; Reyes, 2003) that arise from the interplay between the intrinsic properties of neurons (Lliná s, 1988; Whittington and Traub, 2003) and the architecture of the network in which they are embedded (Kopell et al., 2014; Steriade and Lliná s, 1988) . Oscillations are thought to play a central role in neuronal computations because they provide an energy-efficient way to coordinate interactions within and between networks by creating alternating periods of increased and decreased neuronal excitability. Depending on the brain region and behavioral state, oscillations of distinct frequencies predominate, but many can coexist and interact in the same or different networks (Buzsá ki et al., 2013) . When different pools of neurons exhibit oscillations of the same frequency, coordinated exchange of information is thought to depend on the coherence of the two oscillating cell groups (Buzsá ki et al., 2013; Fries, 2015; Lowet et al., 2017; Palmigiano et al., 2017; Sejnowski and Paulsen, 2006) . For oscillations of different frequencies, other coordinating mechanisms are possible such as phase-amplitude coupling, when the power of the faster oscillation varies depending on the phase of the slower oscillation (Bragin et al., 1995; Canolty and Knight, 2010; Lisman and Jensen, 2013; Steriade et al., 1993; Tort et al., 2013) , or N-M phasecoupling, when the frequency of the two oscillations exhibit a rational dependence (e.g., 2:1, 3:2).
As oscillatory signals converge and diverge within and between neuronal networks, they undergo multiple nonlinear transformations (Hille, 2001; Huang et al., 2015; Segev and London, 2000) . In other fields such as electronics and acoustics, it has long been appreciated that applying a nonlinearity to the sum of two oscillations, S 1 and S 2 , with frequencies f 1 and f 2 , results in new oscillations. While these can occur at any combinations of integral multiples of the two input signals' frequencies (n•f 1 + m•f 2 ), for weak nonlinearities the most conspicuous occur at f 1 and f 2 themselves (the ''fundamental'' frequencies), at double these frequencies (the second ''harmonic'' components), as well as at the sum of and difference between f 1 and f 2 (the ''emergent'' components). This process is known variously as frequency mixing, spectral mixing, or the heterodyne principle (Fessenden, 1902; Poole, 2015) . In the following, we will adopt the term roots, rather than fundamentals, to refer to inputs, so that their abbreviations, R1 and R2, referring to the faster and slower of these oscillations, respectively, are not confused with our notation for frequency. We likewise denote the higher-and lower-frequency emergent components as E1 and E2 and the second harmonics of R1 and R2 as H1 and H2.
If frequency mixing were expressed in neural activity, it would imply that not all oscillations present in local field potentials (LFPs) stem from the rhythmic activity of input neurons at corresponding frequencies. Instead, some frequency components would result from the nonlinear integration of convergent oscillatory signals by downstream neurons. Furthermore, recognizing when frequency mixing occurs would distinguish signals converging on a common target from those that are created by nonlinear interactions (mixing) or co-expressed in the LFP through volume conduction.
Importantly, it was demonstrated that frequency mixing is expressed in the brain in response to artificial stimulation. In the primary somatosensory cortex, bilateral stimulation of vibrissae at different frequencies induced spectral peaks not only at the stimulated frequencies but also at their sum and difference (Ahrens et al., 2002) . Furthermore, mixing was also seen between oscillations caused by rhythmic stimulation and an ongoing brain oscillation (Ahrens et al., 2002) . Frequency mixing was also utilized to modulate neural activity in deep structures by applying high-frequency electric fields outside the brain, opening potential therapeutic applications (Grossman et al., 2017) . Frequency mixing may also account for the generation of additional spectral components seen in the specialized electroreceptors of electric fish (Neiman and Russell, 2004) . In this study, varying temperature facilitated the identification of the two interacting oscillations by modulating their frequency. In contrast with these controlled conditions, however, spontaneous oscillations in LFPs are often transient and non-stationary in amplitude and frequency, hindering detection of frequency mixing. As a result, it remains unclear how widely mixing is expressed endogenously and whether emergent frequencies entrain neuronal activity.
Thus, to address these questions, we introduce a new method to detect when mixing occurs and infer the identity of the original signals and emergent frequencies. As detailed below, this new method focuses on the analysis of phase rather than frequency relationships, allowing reliable detection of mixing. Using this approach, we show that frequency mixing is widely expressed in the brain and that emergent components entrain unit activity.
RESULTS

Frequency Mixing and Its Predictions
We first describe frequency mixing for two signals. The presentation roughly follows that given in Ahrens et al. (2002) but with a quadratic rather than step-function nonlinearity. This choice gives a simpler result, yielding six frequency components from the transformation of the two original signals. Note that this nonlinearity constitutes a second-order approximation to an arbitrary nonlinear function. The process is illustrated in Figure 1 for two signals with frequencies centered around 100 and 40 Hz, respectively.
We assume that around the time of data measurement k (t k ), signals S 1 and S 2 , with higher and lower average frequency, respectively, are of the form:
where A k , f k , and 4 k represent their instantaneous amplitude, frequency, and phase ( Figure 1A) . The amplitude and frequency of the signals fluctuate over time, independently of one another, but slowly enough that these instantaneous quantities are well defined and may be recovered through time-frequency analysis. We note that, for both single-and multi-component signals, identifying these signal properties and the conditions under which they exist in a meaningful sense is a long-standing problem still under investigation (Cohen et al., 1999; Gabor, 1947; Lilly and Olhede, 2010; Turner and Sahani, 2014) .
Frequency mixing occurs when S 1 and S 2 are provided as input to a nonlinear activation function ( Figure 1B) given by:
The constant B is set so that the resulting output oscillates around a mean of 0, and we omit it in the equations that follow. C defines a linear amplification factor, and D determines the magnitude of the quadratic nonlinearity. Expanding the result of F applied to S 1 and S 2 gives:
Replacing the signals in Equation 3 by their full sinusoidal representation and applying the product-to-sum trigonometric identity yields a sum of six sinusoids ( Figure 1C ), namely, the ''root'' components, R1 and R2, at the input signal frequencies themselves, the harmonic components, H1 and H2, at twice the root frequencies, and the emergent components, E1 and E2, at the sum of and difference between the root frequencies, respectively. The amplitude and phase of the output components are similarly related to those of the inputs. Figure 1D lists these properties for sinusoids in the form of Equation 1. We next consider the task of identifying signal components consistent with the relationships predicted under frequency mixing, specifically when input signal properties are unknown and may fluctuate with time. Estimates of amplitude and phase across time and frequency can be obtained through wavelet analysis (see STAR Methods). Averaging amplitude over time samples gives a spectrum with peaks at expected frequencies ( Figure 1E , left) for the roots (40 and 100 Hz), harmonics (80 and 200 Hz), and emergent components (60 and 140 Hz). Amplitude fluctuations across time at these peak frequencies are correlated, as expected ( Figure 1E , right panels).
However, frequency and amplitude are generally of limited utility for detecting the component relationships consistent with frequency mixing, particularly when input frequencies are unknown. Whereas resolving distinct frequency peaks in power spectra requires limited variability of the signal frequencies, to test the predicted frequency ''correlations'' (e.g., the correlation between the frequencies of R1 and E1), it is preferable that frequencies show more variability. A similar problem exists for spectral amplitudes. Moreover, unrelated signal artifacts may induce amplitude correlations across all frequencies. In contrast, as the phases of components continuously traverse their entire dynamic range, they provide an intrinsically richer expression of the components' interdependence. Furthermore, as described below, frequency mixing predicts a peculiar and hitherto-undescribed phase relationship that cannot be explained by signal artifacts or other periodic waveforms with a complex harmonic structure.
While the phase of a root signal is clearly related to that of its harmonic ( Figure 1F ), this relationship can also emerge from a range of phenomena such as waveform asymmetries (Cole and Voytek, 2017) or cross-frequency coupling (Scheffer-Teixeira and Tort, 2016) . In contrast, for some triplets of frequency components, namely, those not including both a root signal with its harmonic, frequency mixing predicts an inherently 3-way phase relationship, specific to the particular triplet. These 3D phase distributions consist of parallel planar bands spaced and oriented distinctly for different combinations of component triplets ( Figure 1G ). The form of these distributions is such that the banding is only seen in the full 3D distribution and not in the 2D marginal distributions ( Figure 1H ). That is, while the phases of any two components are independent ( Figure 1H ), together they determine a limited set of possibilities for the phase of the third component ( Figure 1G ).
Detecting Frequency Mixing through Phase Relationships
Consider experimental data obtained at three frequencies, X-Y-Z, with the frequencies listed in descending order. We would like to determine whether or not a 3-way phase relationship exists between them and, if so, the component identities (e.g., E1, E2, H1, etc.) represented by X, Y, and Z. We thus face two problems: we first need a means of quantifying and distinguishing the predicted phase distributions under noisy conditions, and, second, we need a systematic mapping between the distinct phase distributions and component identities. We begin with the latter problem and describe how triplets of the components R1, R2, H1, H2, E1, and E2 allow a natural grouping that identifies them with their phase distributions. For all possible combinations of root frequencies, there exist 20 distinct ordered triplets, hereafter denoted triplet numbers, excluding triplets that include both a root and the harmonic of that root (Figure 2A , columns i and ii). Triplet numbers naturally fall into eight distinct classes based on the frequency relationship between components X, Y, and Z. For example, for triplet number 1, the component with the lowest frequency (Z, corresponding to the low Table S2 for simulation details. (B) Inputs S 1 and S 2 are added and provided as input to nonlinear activation function F(s) (shown for C = 1 and D = 0.5), resulting in six sinusoidal output components (C) denoted roots (R1 and R2), harmonics (H1 and H2), and emergents (E1 and E2). (D) Amplitude, frequency, and phase relationships between the input signals and output components. (E) Left: average wavelet spectrogram (shading ± standard deviation) computed for 300 s of data using spectral samples drawn every 80 ms. E, middle. Right: correlation between amplitude samples at spectral peaks. (F) Pairwise phase relationships between a root component and its harmonic.
(G and H) Component triplet combinations not including both a root and its harmonic show 3-way phase relationships (G), but no subset of the three shows a 2-way phase relationship (H). emergent E2), is equal to the frequency of X minus the frequency of Y (corresponding to R1 and R2, respectively). The same relationship between components X, Y, and Z also occurs for triplets 2-6, even though the component identities of each triplet number are distinct. Below, we refer to these shared frequency relationships as triplet types (Figure 2A , columns iii and iv). Note that (D) Location of coefficient corresponding to each triplet type (A, column v). Symmetry is evident through the origin and the transform is fully characterized by elements with non-negative X coefficients.
(E) Three-way phase distributions with strong pairwise relationships between components can also exhibit a Fourier transform with non-negligible amplitude of these characteristic coefficient indices (E), red cubes).
(F) Spectral-pII computed for 40-100 Hz frequency mixing as in Figure 1 . The 3D space consists of frequency triplets, from 2 to 240 Hz (2-Hz intervals). Plotted points represent frequency triplets with significant spectral-pII, colored according to triplet type.
(G) Computing interaction information for the same data gives clusters of significant triplets with centroids matching the spectral-pII clusters. Color indicates pII value.
(H) The 8 planes defined by the relationship between frequencies X, Y, and Z, colored by triplet type (A, columns iii and iv). Related to Figures S1-S4.
depending on the relative root frequencies, the same three components may occur in different order. For example, E2 (with frequency R1 minus R2) has a higher frequency than H2 (with frequency 2•R2) only if the frequency of R1 > 3•R2. Just as the triplet types share a relationship between component frequencies, they likewise share a relationship between phases that determines the form of the distribution. Figure 2B shows the eight representative phase distributions colored according to triplet type. Each of these three-way phase distributions shares the property, illustrated in Figures 1G and 1H , that while no relationship is apparent between the phases of any component pair ( Figure 1H ), a distinct pattern emerges when considering the triplet as a whole ( Figure 1G ). These eight distributions are readily detected and distinguished by computing their ''volumetric'' discrete Fourier transform, addressing the initial problem stated above. As each phase distribution consists of periodic planar densities, the large elements of its transform assume a linear arrangement, with elements corresponding to volumetric waves comprising the fundamental spatial frequency and harmonics of the distribution ( Figure 2C ). Because we are taking the transform of a real-valued function, the transform is symmetric across the origin and we can consider only the halfspace of spatial frequencies with X-component positive. If we consider frequencies of À2 to 2 Hz in each spatial dimension, the transforms of the 8 triplet types are characterized by a single large coefficient, with the index of that coefficient specific to the triplet type (Figures 2A, column v, and 2D; Table S1 ).
One caveat to this approach is that phase distributions with only pairwise relationships can also exhibit non-negligible power at the indices associated with the triplet types ( Figure 2E ). For 3-variable probability distributions, the 3-way relationship is given by the ''interaction information,'' which formally quantifies the multi-way dependence in the framework of information theory (Jakulin and Bratko, 2004; McGill, 1954) . While phase interaction information (pII) can be computed from the phase distributions by entropy approximation of the full and marginal distributions, it can also be accurately approximated in the spectral domain (see STAR Methods, Tables 2, and 3, Figures S1-S4). Below, we term this approximation ''spectral-pII.'' Importantly, because spectral-pII can be considered a parametric model (approximating key features of the data by a sparse representation in the spectral domain), it can be computed accurately with fewer data samples than interaction information ( Figure S1 ).
The complete algorithm for estimating spectral-pII uses the phase samples for a given frequency triplet to compute a score for each of the eight triplet types. If statistically significant relative to distributions constructed from surrogate data (see STAR Methods and Figures S1 and S2), the largest of these scores determines the magnitude and type of the distribution. Computing spectral-pII for a ''range'' of frequency triplets yields clusters, with the clusters' centroid corresponding to the average instan-taneous frequency of the three related oscillatory signals. Clusters with large spectral-pII values ( Figure 2F ) are found to occur with the same centroids as pII ( Figure 2G ), computed for frequency mixing between 40-and 100-Hz input signals as in Figure 1 (the full set of simulation parameters are listed in Table  S2 ). For other choices of root frequencies, the centroids of spectral-pII clusters shift position but remain restricted to one of eight planes affiliated with each of the eight triplet types (Figures 2A, column iv, 2H) .
The process of identifying frequency mixing in spontaneous neural data thus consists of (1) iteratively computing spectral-pII for all possible frequency triplets, (2) for each triplet, assessing significance of spectral-pII values based on distributions of surrogate data, (3) determining triplet type based on the largest of the eight spectral-pII scores, and (4) plotting significant spectral-pII values in 3D frequency space. A spectral-pII cluster of a particular triplet type identifies a set of possible root frequencies (Figure 2A , column vi), and root identities can be inferred by cross-referencing possibilities from multiple clusters.
Expression of Frequency Mixing
To test whether frequency mixing occurs in the brain, we obtained LFP and unit recordings from cortical and subcortical structures in rats (see Table 1 ). The data were segmented by behavioral state, including active waking (AW), slow-wave sleep (SWS), or in conditions of partial N-methyl-D-aspartate receptor blockade (MK-801, 0.1 mg/kg, i.p.). The latter state, which some consider a model of schizophrenia (Gonzalez-Burgos and Lewis, 2012), is particularly favorable to test the mixing model because it is associated with a stereotyped pattern of LFP activity (Hunt and Kasicki, 2013) , including prominent high-frequency oscillations at $140 Hz.
We first consider the case of the anterior olfactory nucleus (AON) under MK-801 ( Figures 3A and 3B ). Similar results were obtained in the amygdala and related sites ( Figure S5 ). We computed spectral-pII across all frequency triplets between 2 and 320 Hz, in 2-Hz increments, using 5,000 samples drawn from epochs where spectral power at 40, 100, and 140 Hz is moderate (Z score > 0; Figure 3B , red trace). Repeating this analysis on AON data obtained in four different experiments consistently revealed several prominent clusters of frequency triplets with high spectral-pII values: 6, 2, 2, 1, 1, and 1 of types 1, 2, 3, 4, 7, and 8, . Many of these clusters are apparent without the Z score criteria. See Figure S5A for examples from four different rats.
Several clusters with centroid coordinates that include 40 and 100 Hz exhibited an oblique shape ( Figure 3C2 , black arrow). The most pronounced of these, the type 1 cluster at 140,100,40, is consistent with 6 pairs of underlying roots for associated triplets 1-6. However, its shape suggests two in particular: Triplet-1 (R1,R2,E2), positing roots at 140 and 100 Hz, and Triplet-2 (R1,E2,R2), positing roots at 140 and 40 Hz. In both cases, variability in the frequency of the low root (R2) is expected to be negatively correlated with the frequency of the low emergent (E2), since E2 = R1-R2, giving rise to the oblique cluster shape. The observed data thus support frequency mixing occurring between a 140 Hz root signal, relatively stable in frequency, together with two more variable lower-frequency roots, around 40 or 100 Hz.
To test this interpretation, we sorted our dataset and isolated periods where one of the mixing types was strongly expressed relative to the other and compared spectral-pII to that obtained from model data. We first restricted the dataset to periods when power at 140 Hz had a Z score >0. The high emergent frequencies of 40-140 and 100-140 mixing occurred at 180 and 240 Hz, respectively, and we used the power in these two bands to partition the data. Figure 4A1 shows mixing at 40-140 Hz in blue, identified as epochs where the Z scored log-power at 180 Hz is >0.5 and at 240 Hz is <À0.5. Similarly, 100-to 140-Hz mixing ( Figure 4A1 , red) is found by restricting the log-power at 180 and 240 Hz to <À0.5 and >0.5, respectively. These criteria resulted in significantly different power at each of the two expected root gamma bands (paired t tests comparing 40 Hz [p = 0.006] or 100 Hz [p < 0.0001] power with the two restriction approaches; 8 AON recordings from four rats). The modest effect size (Cohen's-D 0.12 for 40 Hz; 0.38 for 100 Hz) suggests that these two activities may not occur independently, and that other, unrelated activity is present in these bands. In addition, spectral power near 100 Hz is also expected to contain some contribution from the harmonic of the lower-frequency gamma signal.
We explicitly modeled both types of mixing by generating a time-varying $140-Hz oscillation together with either a 40-or 100-Hz signal with broader frequency fluctuations (Figures 4A2, 4B1, and 4B2; Table S2 ), using either a 2 nd -order (quadratic) or 3 rd -order (cubic) nonlinear activation function. The two partitioned sets of data samples (Figures 4C1 and 4D1) showed expression of a more restricted set of high spectra-pII clusters compared to the data ( Figures 3C1-3C4 ). The clusters expressed in the data were largely in agreement with those predicted by the two 2 nd -order mixing models, including their geometry, type, and location (Figures 4C2 and 4D2) . However, a few clusters expressed in the data were absent from the 2 nd -order model (Figures 4C2 and 4D2, asterisks) . Interestingly, these absent clusters were present when the model included a cubic component to the activation function (Figures 4C3 and 4D3) . This occurred despite the minimal differences between the activation functions of the 2 nd -and 3 rd -order models ( Figure 4E1 , solid and dashed lines, respectively) over the input range on which they act (i.e., sum of the root signals, Figure 4E2 ; inputs for 40-to 140-Hz mixing in blue and 100-to 140-Hz mixing in red). We note that the improved agreement of spectral-pII expression in the 3 rd -order model to the data was not simply due to the added degree of freedom introduced by the cubic term, and in fact the spectral-pII expression of the model was largely insensitive to its value. To illustrate this point, we repeated the simulations using the 3 rd -order nonlinearity in which the sign of the cubic term was reversed ( Figure 4E1 , dotted line). The type, location, and geometry of the high spectral-pII clusters was nearly unchanged ( Figures 4F1 and 4F2) . Thus, while the data support two distinct types of mixing, the possibility of contributions from higher-order terms in the nonlinearity cannot be dismissed.
To further test whether the two types of mixing seen in AON are distinguished by power at their respective high emergent frequencies, we considered an inverse approach where samples Descriptions of variables and parameters involved in the spectral-pII computation is shown. were sorted based only on phase relationships, allowing us to compare power during the two types of mixing. Taking advantage of the high spectral-pII clusters that were differentially expressed in the two types of mixing ( Figures 4C2 and 4D2) , we scored the individual samples by how well their relative phases matched the preferred relationships expected for the two types of mixing. By pooling results and Z scoring, we obtained two time series describing consistency with 40-to 140-Hz or 100-to 140-Hz mixing. Applying threshold Z scores of >2 and <À1 to either score distributions, we could sort LFP periods according to whether one or the other type of mixing was high ( Figure 4G , red and blue lines), both were high (Figure 4G , green line), or both were low. By computing the spectral power ratio of these various types of mixing to the no mixing condition in multiple experiments, we found that, in conditions of high mixing, power at the low and high emergent frequencies was on averaged increased by $20% to 35% and 25% to 125%, respectively ( Figures 4G and 4H ; two-tailed t tests, p's % 0.0002). Importantly, the increased power at the high emergent frequencies was specific to the type of mixing considered, similar to Figure 4A1 . The state induced by MK-801 in the AON is exceptional in both the strength of the oscillations and the homogeneity of the state. Yet, this state exhibited at least two pairs of interacting roots (Figures 3 and 4) . Antagonistic to the detection of frequency mixing, the LFP in other structures is less pronounced and is even more heterogeneous in natural behavioral states. To mitigate these problems, we first clustered LFPs recorded during various states by spectral power using self-organizing maps, resulting in multiple homogeneous microstates ( Figure S6 ). For each, we then computed spectral-pII along the planes associated with each triplet type ( Figure 2H ). After determining the root pair that best accounts for the observed maxima (see STAR Methods), we created 2D heatmaps of all putative root pairs for each state and recording site ( Figures 5 and S7 ). We observed marked region-and state-related differences in the identity of the interacting frequencies. Under MK-801, this analysis revealed two distinct root pairs undergoing mixing (40, 140 Hz: 100, 140 Hz) in the AON, basal forebrain (BF), orbitofrontal cortex (OFC), and, to a lesser extent, amygdala. In the latter two structures, mixing also involved lower-frequency components (40, 90 and 30, 70 Hz, respectively) . In AW, all structures exhibited mixing between a high-frequency signal (140-150 Hz), and lower-frequency oscillations: 40 Hz in BF, and $55 Hz in other structures. Lower-frequency interactions also occurred in AW (BF 10, 70; OFC 30, 85; AON 45, 110 Hz) . During SWS, besides the high-frequency interactions seen in the other states, subcortical sites showed mixing between 60-to 70-Hz and 20-to 40-Hz activity. Marked state-related differences in mixing were also observed at other cortical and subcortical sites ( Figure S7 ).
Impact of Frequency Mixing on Unit Activity
Since mixing alters LFP power ( Figures 4G and 4H) , it should also be reflected in the entrainment of unit activity by LFPs. To test this prediction, we compared unit entrainment in conditions of high and low mixing while controlling for power and number of spikes at each frequency. This comparison was performed after controlling for LFP power. We restricted our attention to fastspiking BF neurons (n = 54) recorded during AW, when these cells spontaneously fire at high rates (R5 Hz; 20.24 ± 1.86 Hz; average ± SEM) and one type of mixing predominates (40-140 Hz). In the high and low mixing conditions, a high proportion of units showed significant entrainment at 100 Hz (37 of 54 and 33 of 54, respectively; Rayleigh test, p < 0.01). Consistent with predictions from the LFP power analysis, the entrainment of BF neurons by the low emergent (90-110 Hz) was significantly increased in conditions of high relative to low mixing (8 of 54 cells at p < 0.01, permutation test). None of the cells exhibited higher entrainment to the low emergent in conditions of low relative to high mixing (Pearson's chi-square = 12.64, p = 0.0004). Examples of cells with increased entrainment by the low emergent frequency in conditions of high (red) versus low (blue) mixing are provided in Figures 6A1-6A6 . Plotting the distribution of significant differences in modulation between high and low mixing epochs across frequencies for all available neurons (n = 54) revealed a marked concentration of significant bins at the low emergent frequency ( Figure 6B) . Figure 3B ). A2. Mean log-power of 40-to 140-Hz (blue) and 100-to 140-Hz (red) mixing models with quadratic nonlinearity (linear and quadratic coefficients of 1 and 0.3, respectively). (B) Wavelet spectrograms for 40-to 140-Hz mixing (B1) and 100-to 140-Hz mixing (B2).
(legend continued on next page)
DISCUSSION
Through frequency mixing, the integration of two oscillations by a target that activates with a nonlinear dependence on its inputs results in the emergence of novel frequency components (Fessenden, 1902; Poole, 2015) . Consistent with the fact that neurons are nonlinear integrators (Hille, 2001; Huang et al., 2015; Segev and London, 2000) , it was demonstrated experimentally that frequency mixing is applicable to brain oscillations (Ahrens et al., 2002; Grossman et al., 2017) . However, these experimental studies induced mixing by applying stimuli at known frequencies. As a result, it remained unclear whether frequency mixing occurs in spontaneous conditions and, if so, how it could be detected.
In the present study, we showed that analyzing phase relationships across signal frequencies allows for sensitive detection of frequency mixing in spontaneous LFP data. Applying this method to LFP recordings from various subcortical and cortical structures, we found that frequency mixing is widely expressed in the brain and that the identity of the root signals varies in a state-and region-dependent manner. Of particular importance, we observed that emergent components entrain unit activity. Thus, frequency mixing is not an epiphenomenon due to signal interference or an idiosyncrasy of spectral analysis, but a genuine signaling mechanism that is integral to the functioning of neuronal networks. Of note, we are not suggest-(C and D) Spectral-pII computed from experimental or simulated data for frequency mixing with distinct root pairs. Spectral-pII computed from data for 40-to 140-Hz mixing (C1) or 100-to 140-Hz mixing (D1) exhibits shared and distinct clusters. Spectral-pII computed from simulated data for 40-to 140-Hz mixing and 100-to 140-Hz mixing using the 2 nd -order nonlinearity (C2, D2, respectively) or 3 rd -order nonlinearity (C3, D3, respectively; cubic coefficient = 0.2). All spectral-pII plots are computed from 5,000 samples and use a cutoff of 0.01. Region-and state-dependent variations of interacting roots. Relative incidence of root pairs across all subjects (Table 1) and microstates (n's in figure) . Heatmaps scaled from 0 to maximum density of each recording site and state. Related to Figures S6 and S7. ing that when mixing occurs, LFPs directly influence unit activity, as seen as seen with the ephaptic effects caused by very large LFPs. Rather, we consider the LFP to be the extracellular reflection of the transmembrane currents experienced by neurons; these currents determine neuronal activity. Because the transmembrane currents associated with emergent frequencies result from common synaptic inputs to multiple neurons, these original signals are the ultimate drivers of coherent neuronal activity.
The demonstration that frequency mixing occurs in the brain raises several important questions. First, considering that neural networks are typically recurrent, why is mixing not a process that operates ad infinitum? That is, why do emergent oscillations not continue to mix? In our study, the model parameters that successfully reproduced experimental observations (Figure 4 ) resulted in emergent signals of lower amplitude than the root components. Thus, we presume that because emergent oscillations are of lower amplitude than associated root signals, subsequent mixing between emergent components results in progressively smaller emergent signals. Second, does mixing require that the nonlinear function be coherent across populations of neurons? While mixing is expected to take place at the level of individual neurons, it would not be detectable in the LFP unless many neurons reacted similarly to convergent root signals. This implies that the mixing we detected depends, to some degree, on shared inputs and common intrinsic properties. Third, what are the threshold requirements for mixing to occur? The nonlinearity used in our model did not feature a discrete threshold. However, the mixing resulting from weak oscillatory inputs would be indiscernible from noise or from a linear response of the system unless the non-linearity had a certain degree of ''sharpness.'' While the nonlinearities that give rise to frequency mixing at the single-cell level remain unclear, some well-known processes likely contribute. The most obvious is the action potential threshold but various voltage-gated conductances or network level characteristics may also be important. Besides the nonlinearities that underlie mixing, other properties likely affect the expression of the resulting components. For instance, dendrites are known to act as low-pass filters and as a result, unit activity may be preferentially entrained by low emergent components. Moreover, differences between the resonance properties of distinct types of neurons likely regulate the expression of emergent frequencies.
The widespread expression of frequency mixing in the brain suggests that hitherto overlooked modes of signal dynamics are implemented by neuronal networks. As a result, depending on which combination of oscillatory inputs it receives, the same target network will generate distinct emergent signals that downstream neurons may decode differently, depending on their particular oscillatory propensities. Furthermore, our results suggest that the detection of emergent rhythms could be used to track signal propagation and integration in distributed networks, provided their connectivity is thoroughly characterized. Though somewhat distinct from frequency mixing, Hoppensteadt and Izhikevich (1998) suggested a role for reciprocally interconnected oscillators that are tuned to frequencies exhibiting a rational dependence, as is the case for the three frequencies constituting the different triplet types that result from mixing. In such systems, the presence of the third oscillator facilitates transfer of information that would not otherwise occur. The authors proposed this as a possible mechanism through which the thalamus transiently links distinct cortical columns (Hoppensteadt and Izhikevich, 1998) . While interesting in its own right, such an architecture would seem ideally suited to differentially express the output components of frequency mixing from upstream afferents. Also, it was pointed out by Kleinfeld and Mehta (2006) that many functions of specialized electrical circuits are readily implemented in the nervous system, greatly expanding the dynamic repertoire normally attributed to physiological systems. For example, ''phase inversion,'' which can be accomplished by interneurons, together with a neural implementation of a phase-locked loop, could allow for the selective isolation of the low emergent component. Important challenges for future investigations include biophysical assessments of the integrative mechanisms that underlie frequency mixing and analyses of the conditional coding algorithms it implements.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: Figure S8 . 
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EXPERIMENTAL MODEL AND SUBJECT DETAILS
Procedures were approved by the Institutional Animal Care and Use Committee of Rutgers University in compliance with the Guide for the Care and Use of Laboratory Animals (National Institutes of Health). Our subjects were male Lewis rats (n = 7) and Sprague-Dawley rats (n = 5) (310-360 g; Charles River Laboratories, Wilmington, MA) maintained on a 12:12-h light-dark cycle and housed individually with ad libitum access to food and water.
METHOD DETAILS
Electrode implantation
After habituation to the animal facility and handling for one week, rats were anesthetized with a mixture of isoflurane and O 2 and then administered atropine sulfate (0.05 mg/kg, im) to aid breathing. In aseptic conditions, rats were mounted in a stereotaxic apparatus with nonpuncture ear bars. A local anesthetic (bupivacaine, sc) was injected in the region of the scalp to be incised. Fifteen minutes later, the scalp was incised and a craniotomy was performed above the regions of interest. Then, movable tetrodes (nichrome, 20-mm inner diameter), for unit and LFP recordings, or microwires (tungsten, 50-mm diameter), for LFP recordings, were stereotaxically aimed to one or more of the following structures (n's indicate number of rats; see Table 1 for number of electrodes): amygdala (n = 9), BF (n = 8), Acb (n = 10), BNST (n = 6), mPFC (n = 6), AON (n = 8), OFC (n = 3) or primary sensory cortical areas (n = 4). Details of microdrive design are provided in Headley et al. (2015) . Electrodes were initially positioned 0.5 mm above the target structure and lowered to target one day before the first recording. The reference electrode was a stainless-steel screw anchored over the cerebellum. See Haufler and Paré (2014) for additional details. Rats were allowed R 1 week to recover from the surgery and then acclimated to handling for 2 additional days.
Data acquisition
In each rat, spontaneous neuronal activity was recorded during prolonged (R3 h) daily recording sessions so that sufficient data could be obtained during different states of vigilance and after administering MK-801 (0.1 mg/kg, ip). Behavior was recorded by an overhead video camera. During the recording sessions, rats were placed in a dimly lit (20 lx), standard plastic rat cage with bedding at the bottom. Tetrodes were not moved during the experiments unless all units were lost overnight. In such cases, the tetrode was REAGENT lowered 60 mm, and recordings resumed the following day. Signals were sampled at 40 kHz and stored on a hard drive. Different behavioral states of vigilance were identified using a combination of spectral LFP analyses and behavioral observations, as previously described (Haufler and Paré , 2014) .
Histology
At the end of the experiments, the animals were deeply anesthetized and recording sites were marked with small electrolytic lesions (20 mA for 15 s). Rats were then perfused-fixed for subsequent histological procedures, as previously described (Haufler and Paré , 2014) .
Spike extraction and clustering
For spike extraction, the data were first high-pass filtered using a median-based filter and then thresholded to extract spikes. Next, we ran principal component analysis on the spikes, and the first 3 components were clustered using KlustaKwik (https://klusta. readthedocs.io/en/latest/). Spike clusters were then refined manually using Klusters (Hazan et al., 2006) . The reliability of cluster separation was verified by inspecting auto-and cross-correlograms. Units with unstable spike shapes during a given recording session were excluded from the analyses.
LFP processing
Analyses were performed in MATLAB. Signals were down-sampled to 1,250 Hz using sinc interpolation for LFP analysis. Tetrode or microwire channels with obvious unit activity were excluded from LFP analyses. For analyses relating unit activity to LFPs, the LFP reference was always a distinct electrode from that recording the unit.
Spectral Analysis
We derived LFP spectral power and phase across time and frequency using the wavelet transform with the complex Morlet mother wavelet (sigma = 10 for unit analysis and 15 otherwise). Our wavelet analysis used an in-house designed MATLAB toolbox to allow for explicit control over the frequencies used in the decomposition. Unless otherwise noted, spectrograms plot the amplitude of the time-frequency representation.
Simulated LFP
We generated simulated LFP data (Figures 1, 2, and 4) consisting of two or more oscillatory signals in three steps as follows. First, random signals, describing the instantaneous frequencies and amplitudes, were generated for each LFP component. These signals consisted of random control points spaced at regular intervals and interpolated with a finer timescale of 0.8 ms steps using cubic splines. Any negative values of frequency or amplitude were set to zero. Second, we integrated a phase variable over the duration of the signal, advancing it proportional to the instantaneous frequency. The result is provided as the argument to a cosine function to create the oscillation, which was scaled point-wise by the instantaneous amplitude. Signal components were then added and passed through the nonlinear activation function and white or colored noise was added to the result. The full list of parameter values for all the model simulations computed are listed in Table S2 .
Choice of the nonlinearity
To generate mixing in our simulated LFPs, we used a quadratic nonlinearity because the output is tractable, yielding six frequency components from the transformation of the two original signals, and because it can be considered an approximation to more complex situations. The degree to which nonlinearities beyond quadratic order are expressed in the observed LFP should be related to the degree to which these components are coherent across the population. For example, while the relevant nonlinearity at the level of single neurons may be a step-function centered at its threshold, if this threshold varies across the population, the population input-output may be better described by a low order polynomial. A general nonlinear function will introduce spectral components at frequencies mf 1 + nf 2 , for integers m and n. Because the higher order terms of the nonlinearity incorporate frequencies in which jmj and jnj are larger, variability in the frequencies becomes amplified and become more diffusely expressed in the spectra. Even if a different nonlinearity is more appropriate, in physiological activity there will certainly be moments when the underlying input oscillations are small, and a low-order polynomial approximation of the nonlinearity is sufficiently accurate. In addition to quadratic nonlinearities, we ran simulations with cubic and exponential nonlinearities. We found that the most prominent spectral-pII clusters were consistent with the quadratic approximation of the nonlinearity. Other clusters are lost when noise levels are increased.
Surrogate data
We considered two approaches to generating surrogate data that capture pairwise relationships but not three-way relationships. We used these datasets as controls to determine the magnitude of spectral pII estimates that could be expected by chance. Our first approach, applicable to both simulated and actual data, matched the correlation of the complex-valued LFP spectral data across frequencies ( Figures S1G and S1J) . We computed the covariance matrix of the LFP wavelet transform and calculated its Cholesky factorization. Multiplying this by randomly distributed values with zero-mean, unit-variance gives a surrogate dataset with the same covariance structure. Note that while this technique accurately captures the ''1 to 1'' phase structure of nearby frequencies, it does not reproduce the phase dependencies between fundamental frequencies and their harmonics. To assess the effect of these dependencies on our spectral-pII measure, in a second approach, we simulated data that included the same root frequencies and nonlinearity, but applied the nonlinearity separately to each signal ( Figure S1H ). The resulting signal had the same root and harmonic components as in the mixing case, but without the emergent components. Note that this approach can only be performed on simulated data. We found that the second approach consistently yielded the most conservative characterization of pII and spectral-pII significance for simulated data.
Calculating pII and spectral-pII To identify frequency-triplets that show phase relationships that depend on the three phases together, we computed the interaction information of the joint phase distribution (pII). Interaction information is a generalization of mutual information to distributions of more than two variables (Jakulin and Bratko, 2004) and can be computed from the entropies of the joint and marginal distributions. For random variables X, Y, and Z, pII is given by:
Starting with the phase samples derived from the LFP wavelet transform for three frequencies, we binned the samples to create a 5-by-5-by-5 array of counts (histogram). The full 3D histogram was used to compute the joint entropy of the three phases, and the marginal entropies were found by collapsing the binned data onto the appropriate dimensions. The entropies were computed using the ''BUB'' estimator (Paninski, 2003) which offers a rigorous accounting of estimation error. While using an information-theoretic approach is appealing because of its generality, accurate estimation of the required quantities necessitates a large amount of data, a problem exacerbated for multivariate distributions. The stereotyped phase distributions that result from frequency mixing ( Figure 2B) suggest that a parametric model may be appropriate for its characterization. Moreover, in addition to the strength of the three-way relationship, we would like to identify the specific triplet type. To this end, we characterized the three-way phase distributions using the volumetric discrete Fourier transform and derived an approximation to pII from the result, denoted spectral-pII (Tables 2 and 3) , consisting of an 8-by-1 vector with a value associated with each triplet type. When we refer to the spectral-pII value for a given frequency triplet, this refers to the largest value of the 8 values, with its significance quantified based surrogate distributions as described below. For an N-by-3 array w comprising N phases from three distinct frequencies, spectral-pII is calculated as follows:
In MATLAB, the 3D FFT (fast Fourier transform) is found using fftn, followed by fftshift to center the result such that the spatial frequencies along each dimension of the array are in the following order: À2, À1, 0, 1 2 Hz. Like the standard one-dimensional FFT applied to a real-valued signal, the transform is symmetrical across the origin, in this case the voxel with index (3, 3, 3) .
The pairwise control factor, applied in the final step of the spectral-pII algorithm, is a non-negative real number consisting of the sum of three terms. Each term is the product of two maximum spectral values, taken over the array s2 where one of the three indices restricted to a frequency of 0 Hz (which occurs at index of 3). These positions in the 3D FFT describe relationships in the original phase distribution that depend only on two of the three variables. The full expression for the pairwise control is as follows, where the coefficient k controls the stringency of this correction factor (set to 2 except where noted in figure legends):
pairwise control = k,½maxfs2ð 3 ; : ; : Þg,maxfs2ð : ; 3 ; : Þg + maxfs2ð3 ; : ; : Þg,maxfs2ð : ; : ; 3 Þg + maxfs2ð : ; 3 ; : Þg,maxfs2ð : ; : ; 3 Þg
We assessed whether spectral-pII is a good approximation to pII and found that the two exhibit a near perfect correlation ( Figure S1A ) and that spectral pII shows improved reliability with few samples ( Figure S1E ). To determine the critical values above which spectral-pII corresponds to a significant 3-way relationship, we first characterized its mean and variability for random, unstructured data of varying sample sizes ( Figure S2 ). For a sample size of 1000, each of the eight spectral-pII values were below 0.015 in 99,999 out of 100,000 simulated datasets. Next, we examined the sensitivity of spectral-pII in detecting genuine 3-way distributions for varying levels of noise ( Figure S3 ) and quantified the rates of error ( Figure S4 ). To do this we directly constructed samples of phase data consisting of triplets with a distribution satisfying the different types of relationship. For the X and Y component we generated random, independent sets of complex-valued data with unit-norm and random argument which determined the phase angle of the sample. The third variable, Z, was calculated according to the specific equations for each triplet type (Table S1, column 7; note that phase angles add and subtract when the complex numbers are multiplied and subtracted respectively). Random phase noise is then be added to X, Y, or Z in the form of normally distributed complex values. Note that for a given triplet-type, the effect of noise added to phases X, Y, or Z differs depending on the coefficient of that component in the expression relating frequencies (Figure 2A , column iv). For consistency, in Figures S3 and S4 , we add noise to terms where this coefficient is 1: to Z for triplet types 1,3,4 and 6, to Y for types 2 and 5, and to X for types 7 and 8.
Microstate Analysis
To identify interacting root frequencies across behavioral states and brain structures, it is necessary to first isolate homogeneous ''microstates.'' We first outline the steps involved in this analysis and subsequently discuss each step in more detail.
1) The LFP is segmented into drug (MK-801) and non-drug (AW, SWS) epochs.
2) We compute the wavelet spectrograms of the LFP for each behavioral state and recording site.
3) We apply a clustering algorithm to the spectrogram, treating power across frequencies as features. 4) For each of the resulting homogeneous microstates, we compute spectral-pII across frequency triplets. Because of the large numbers of microstates involved, we only compute the spectral-pII for each of the 8 triplet-types along their associated 2D-plane within the 3D space of frequencies ( Figure 2H ). These planes describe the constrained sets of frequency triplets where clusters of high spectral-pII can occur. 5) We apply spatial filtering of the spectral-pII values along each plane and identify the frequency coordinates of the local maxima above a significance threshold of 0.025. 6) For a given microstate, we consider the largest maxima, up to 2 for each triplet-type, and up to 12 in total. Only microstates with at least 3 such maxima are processed further. 7) For all combinations of putative roots for the set of significant maxima, we compute their average distance from the centroid and take the root pair giving the smallest value, including the root-pairs from all maxima for this optimal configuration in the global profile shown in Figure 5 .
(1, 2) LFP segmentation by state and computation of wavelet spectrogram For each subject, we included up to two sessions of each behavioral state. The drug-free states were distinguished based on video recordings and examination of the LFP spectrogram, as described in detail previously (Haufler and Paré , 2014) . At least 10,000 samples were drawn from the wavelet spectrogram at 40 ms intervals. When more than 20,000 were available, the samples were selected randomly.
(3) Microstate identification For state clustering, we used self-organizing maps (SOMs) as this method results in a relatively uniform number of data points assigned to each cluster. The clustering was performed on the natural logarithm of the wavelet spectral amplitude. We selected the number of nodes constituting the SOM network based on the number of samples available from a particular recording and state: 4-by-2 for up to 10000 samples, 4-by-3 for 10001 to 15000 samples, and 4-by-4 for more than 15000 samples. Following clustering, we discarded clusters with fewer than 1000 samples and drew exactly 1000 samples from each of the remaining clusters for further analysis.
(4, 5) Computation of spectral-pII and identification of local maxima We considered frequencies ranging from 2 to 320 Hz in 2 Hz steps. We considered only triplets satisfying the relationships specified in Figure 2A , column iv. We parameterize each frequency plane ( Figure 2H ) by defining a regular grid for components X and Y and computing Z, subject to the specific frequency relationship and the frequency ordering constraint that X > Y > Z. There are between 1560 and 6320 such elements in each plane, and a total of 29,894 elements across all 8 planes (compared to 669,920 triplets in the full 3D space). Spatial filtering was performed with a Gaussian kernel with standard deviation = 8 Hz.
Statistical significance
To incorporate a broad range of evidence into the inference of root-pairs across microstates, we applied a more liberal spectral-pII threshold of 0.0065 to detect clusters. This corresponds to a p value of $0.005 and $0.01 in the type-1 and type-2 surrogate distributions respectively (see above). Because we computed spectral-pII over a large number of frequency triplets across the 8 planes, multiple-comparisons is a concern, which is mitigated by the spatial filtering we performed. To quantify the rate of microstates spuriously deemed significant, we applied the following two approaches. First, we randomly assigned spectral-pII values computed for the data in Figure 5 to spatial coordinates corresponding to the 8 planes, applied identical filtering, and extracted the maximum value. Over 10,000 trials, fewer than 0.1% showed a single significant maxima and no cases showed significant maxima on more than one plane. However, because pairwise relationships do induce some correlation in nearby spectral-pII values, we considered an additional control. In this second approach, we randomly selected 5000 microstates and constructed a matchedcovariance surrogate dataset for it (see above). Applying our peak-detection algorithm, we found that < 0.5% had three significant peaks, the minimum required for the inference of root pairs, as described just below. By contrast, 38 to 69% of real microstates met this criterion.
(7) Inference of interacting root pairs Clusters of triplet type 1 could have corresponded to any of the first 6 triplet #s, whereas clusters of types 2-8 could each have corresponded to one of two distinct triplet #s (Figure 2A, column vi) . Therefore, individual clusters were ambiguous with respect to the frequencies of interacting roots. To pool evidence about root identity across multiple clusters from one microstate, we did the following. First, for microstates with at least 3 clusters, we considered the clusters with the highest spectral-pII values, up to 12, with no more than 2 clusters from any of the triplet types. For each possible set of triplet numbers, we evaluated the average distance of putative roots to their centroid (in 2D), scaled by the distance of the centroid to the origin. Next, we identified positive instances of mixing as microstates with at least 3 significant clusters and at least 3 root-pairs within 12 Hz of the cluster center specified by the medians of possible root-1 and root-2 values. Heat-maps in Figures 5 and S7 are 2D histograms of all such root-pairs for all microstates of a particular brain region and state.
Assessing Moment-to-Moment Frequency Mixing
We identified periods when mixing for a given pair of roots was high or low by considering specific frequency triplets expected to show phase relationships when the given pair of roots undergoes frequency mixing. Each triplet type is associated with a 1D, unimodal distribution that can be computed from a set of phase triplets (Table S1A, column 8). We used this distribution, computed empirically from the full set of data for the spectral-pII clusters under consideration, as a function to assign a score to individual phase-triplet samples. The preferred phase configuration occurs more often when mixing is high, and therefore non-preferred configurations will preferentially select periods of low mixing. To distinguish the two forms of frequency mixing expressed in AON under MK-801 using phase information ( Figures 4G and 4H) , we pooled the scores for those clusters that were differentially expressed in the two types of mixing. This gave two time-series, which we z-scored, that characterize the consistency of the phase relationships, within the spectra at each sample, with the two types of frequency mixing.
Unit Analysis
To determine how frequency mixing impacts the relationship between unit activity and LFP phase of a given frequency, we analyzed unit activity from a subset of BF units that exhibited high firing rates (> 5 Hz), during waking periods of high or low mixing. For each cell, we used R 30 min of data. All spikes were assigned to either high or low mixing epochs based the phase relationship between LFP activities centered around 140, 100, and 40 Hz as follows. We bandpassed the LFP with ± 10 Hz bandwidth around these frequencies using a 5 th order Butterworth filter and determined the phases 4 140 , 4 100 , and 4 40 using the Hilbert transform. Next, we computed [4 140 -4 100 -4 40 ] modulo 2p at the times of each spike ( Figure S8A ), as well as the distance of each value from the preferred (modal) value of the distribution ( Figure S8B ). High and low mixing spikes are those with this distance in the upper and lower 50 th percentile, respectively. The determination of high or low mixing was made independently for each electrode.
To compute the unit modulation at each frequency for low or high mixing, we computed the wavelet spectrogram using the complex Morlet mother wavelet with a sigma value of 10. The modulation was computed for the LFP obtained on a distinct electrode from the one through which the unit was recorded, chosen as the neighboring channel with most correlated spectral envelope, determined independently for each frequency. To quantify unit modulation, we used the bias-corrected square of the mean resultant length (MRL 2 ), as described in Kutil (2012) . Although the expected entrainment is theoretically insensitive to the number of samples, for each frequency we used an equal number of low and high mixing spikes, and in addition, we ensured that the comparison of entrainment for low and high was controlled for power as follows. First, we discarded spikes that occurred with a spectral power in the lower 20 th percentile. Second, in percentile intervals of 5% spectral power for remaining spikes, we equalized the number of spikes in the low and high mixing groups by discarding a randomly chosen subset of spikes in the group with excess spikes.
We approximated the standard error of the modulation for high and low mixing spikes across frequencies using resampling with 1000 bootstrapped estimates. We also performed a permutation test to assess significance of the difference in unit entrainment between high and low mixing. The absolute difference in unit entrainment between high and low mixing was compared to the distribution constructed from 1000 such values computed after random assignment of all samples to either of the two groups. If the test statistic was in the top 1% or 5% of this distribution, it was deemed significant with a p value of 0.01 or 0.05 respectively.
