On the Distribution of Integers with Restricted Prime Factors I by Mangerel, Alexander P.
ar
X
iv
:1
51
1.
08
03
8v
2 
 [m
ath
.N
T]
  1
1 D
ec
 20
15
ON THE DISTRIBUTION OF INTEGERS WITH RESTRICTED PRIME FACTORS I
ALEXANDER P. MANGEREL
Abstract. Let E0, . . . , En be a partition of the set of prime numbers, and define Ej(x) :=
∑
p∈Ej
p≤x
1
p
. Define
pi(x;E,k) to be the number of integers n ≤ x with kj prime factors in Ej for each j. Basic probabilistic
heuristics suggest that x−1pi(x;E,k), modelled as the distribution function of a random variable, should
satisfy a joint Poisson law with parameter vector (E0(x), . . . , En(x)), as x → ∞. We prove an asymptotic
formula for pi(x;E,k) which contradicts these heuristics in the case that for each j, Ej(x)
2
≤ kj ≤ log
2
3
−ǫ x
for each j under mild hypotheses. As a particular application, we prove an asymptotic formula regarding
integers with prime factors from specific arithmetic progressions, which generalizes a result due to Delange.
1. Introduction
The prime number theorem, which provides asymptotic information on the distribution of all primes up
to a specific bound, is a central result in number theory. A natural generalization of the notion of a
prime number is that of an almost prime number, in which the number of its prime factors is constrained,
and the question of determining the distribution of almost primes up to a specific bound is also natural.
Let πk(x) := | {n ≤ x : ω(n) = k} |, where ω(n) is the number of distinct prime factors of an integer
n, and k ∈ N. As a corollary of the prime number theorem, Landau [4] proved that, asymptotically,
πk(x) = (1+ o(1))
x
log x
(log2 x)
k−1
(k−1)! , where log2 x := log(log x) for x > 1, though the error term in this formula
is only effective uniformly for small values of the parameter k. A number of papers appeared subsequently
in which upper and lower estimates for these quantities, uniform over larger intervals, were established,
notably by Hardy and Ramanujan [3], who showed that there exist fixed constants C1, C2 > 0 such that
for every k we have
(1) πk(x) ≤ C1 x
log x
(log2 x+ C2)
k−1
(k − 1)! ,
the latter result established by elementary means. Subsequently, Sathe was able to find a uniform asymp-
totic, akin to Landau’s result, over a substantially larger range for the parameter k, which was improved
and simplified shortly thereafter using analytic methods by Selberg. He showed that when y := klog2 x
≪ 1,
(2) πk(x) =
1
Γ(y + 1)
∏
p
(
1 +
y
p− 1
)(
1− 1
p
)y x
log x
logk−12 x
(k − 1)!
(
1 +O
(
1
log2 x
))
;
in other words, the range of uniformity of these results in k is 1 ≤ k ≤ C log2 x, where C > 0 is any constant.
It is well-known that the number of prime factors of an integer n ≤ x cannot exceed (1 + o(1)) log xlog2 x (see
I.5 in [12]); hence, it is of interest to determine an asymptotic formula uniform for all 1 ≤ k ≪ log xlog2 x .
The intent to increase the above range of uniformity for the parameter k was initiated by Hensley [5]
and Pomerance [10], and the widest range of parameters determined to date (and the sharpest results as
well) are essentially due to Hildebrand and Tenenbaum [6], who utilized an analytic argument based on the
saddle-point method (which we describe in what follows) to establish, essentially, the existence of constants
ρ and σ such that for 1 ≤ k ≪ log x
log22 x
,
(3) πk(x) =
ρ−kxσF (ρ;σ)
(log x)kw(k)w(ρ)
(
1 +O
(
1
log(log x/(k log(k + 1)))
))
,
where, given z, s ∈ C, F (z; s) := ∏p (1 + zps−1) and w(t) := Γ(t)t−tet ∼ (2πt) 12 , by Stirling’s approx-
imation. Using mostly the same argument, Kerner was able to extend their result to the entire range
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1 ≤ k ≪ (1− ǫ) log xlog2 x for any fixed ǫ > 0 in his thesis [7] .
The above results depend crucially on the existence of the asymptotically smooth distribution function for
the primes given by the prime number theorem. For instance, to prove (2), Selberg employed the function
F (z; s)ζ(s)−z , which is holomorphic in any zero-free region to the left of the vertical line s = 1, except for
an (essential) singularity at s = 1. In particular, the fact that G(z; s) := F (z; s)(s − 1)z is holomorphic
at s = 1 is crucial (see [11]), and it is due to the prime number theorem that there is a direct connection
between ζ(s) having residue 1 at s = 1 and, for instance, the asymptotics of sums such as
∑
p≤x
log p
p . It
will be evident from what follows that specifically the estimate
∑
p≤x
1
p = log2 x + O(1) is of essence in
these problems (and the smooth function log2 x is a consequence of π(x) being asymptotically smooth).
It is natural, then, to consider whether these results have analogues in cases of the following type. Let
E ⊂ P and let ωE(n) denote the number of distinct prime factors of n that belong to the set E. Of
course, when the function πE(x) := | {p ≤ x : p ∈ E} | is similarly smooth like π(x) (for instance, when
the set E has Dirichlet density, in which case
∑
p≤x
p∈E
1
p = (1 + o(1))λ
∑
p≤x
1
p , where λ ≥ 0 is a constant),
these problems are more tractable. Delange considered some such applications of (a generalized form of)
Selberg’s method in [1]. On the other hand, if we do not assume any hypotheses regarding the regularity
of distribution of E, the arguments of the papers thus far mentioned are not applicable.
The most important results in this direction to date are due to Hala´sz [2] (strictly, speaking, Hala´sz’
theorem follows from an analysis of completely additive functions, a set to which ωE(n) does not belong;
simple modifications to his arguments were made in a paper by Norton [9] in order to apply it to additive
functions in general). Let E(x) :=
∑
p∈E
p≤x
1
p and set π(x;E; k) := | {n ≤ x : ωE(n) = k} |. Hala´sz proved
that when δ > 0 is fixed and δE(x) ≤ k ≤ (2− δ)E(x), and provided that E(x)→∞ as x→∞,
(4) π(x;E, k) ≍δ xE(x)
k
k!
e−E(x);
moreover, in the case that k = (1 + o(1))E(x), he proved, in fact, the asymptotic formula
(5) π(x;E, k) = x
E(x)k
k!
e−E(x)
(
1 +Oδ
(
|k − E(x)|
E(x)
+
1
E(x)
1
2
))
.
In analogy to (2), and a fortiori given the lack of asymptotic estimates in general for 1 ≤ k ≤ CE(x) for
C ≥ 2, it is of interest to consider asymptotic formulae for π(x;E, k) that are effective in a larger range
for the parameter k.
A further problem presents itself once one restricts to an investigation of the prime factors of an integer
from a proper subset of the primes: we may consider the problem of determining how many integers possess
a fixed number of prime factors in multiple different sets, again hopefully with minimal restrictions on the
subsets. To this end, if n ∈ N, E1, . . . , En ⊂ P are disjoint and k1, . . . , kn ≥ 0, we may define
π(x;E,k) := |{m ≤ x : ωEj(m) = kj ∀ 1 ≤ j ≤ n} |.
Delange was the first to consider such functions, establishing results for π(x;E,k) when each set Ej has
Dirichlet density [1]; however, as he implements Selberg’s method, his results are only valid for kj ≪ Ej(x)
for j = 1, 2. Otherwise, to the author’s knowledge, the only other investigation of this type is due to
Tudesq [13] who showed that the formula
(6) π(x;E,k)≪ xe−
∑
1≤j≤n Ej(x)
∏
1≤j≤n
(Ej(x) + µ)
kj
kj !
,
the analogue of (1) in this context, holds uniformly for all tuples (k1, . . . , kn) and (E1, . . . , En) ⊂ Pn, for
µ > 0 some constant. Furthermore, no general, lower bounds analogous to (6) exist in any case. The main
objective of the present paper is to find precise results in this vein.
The probabilistic lens, when applied in number theoretic problems, has proven fruitful in producing arith-
metic models that provide useful heuristics. Of particular note is the analogy of ωE(n) to a sum of
independent random variables {Xp}p∈E defined on the set N ∩ [1, x], taking values 1 or 0 according to
whether or not n is divisible by a prime p ∈ E (with probability 1p that p|n). In some sense, x−1π(x;E, k)
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encapsulates the probability (depending on x) that for a given integer n ≤ x, n belongs to the intersection
of k events within which, for each p|n and p ∈ E, the random variables Xp = 1. Such probabilities are
described by a Poisson process, wherein there exists a parameter λ > 0 such that the probability that
a non-negative integer-valued random variable take the value k is λ
k
k! e
−λ for each k ∈ N0. The form of
Hala´sz’ results indicates that for x sufficiently large, gx(k) := x
−1π(x;E, k) is a probability mass function
for a Poisson process with parameter E(x). We note, moreover, that one expects that any two disjoint sets
of primes will have, associated to them, independent Poisson processes, and so naturally, the probabilities
that an integer m have kj prime factors in Ej should also be independent. This provides the heuristic that
(7) π(x;E,k) ≈ x
∏
1≤j≤n
Ej(x)
kj
kj !
e−Ej(x),
which is in line with the upper bound (6). On the other hand, the shortcoming of this reasoning stems
from the fact that divisibility by primes is not entirely independent, as is seen, for example, by noting that
for an integer n being divisible by two distinct primes p, q >
√
n has probability zero. Some correction
factor in (7) may be necessary in order to account for effects of this latter type.
We will prove precise results that contradict (7) when kj ≫ Ej(x)2 in a variety of cases in which the
collection {E1, . . . , Em} forms a partition of the set of all primes, and each sum
∑
p∈Ej
1
p diverges, as
in Hala´sz’ theorem. These results, moreover, yield various interesting arithmetic applications. Here are
examples of applications of our Theorems 2.1 and 2.2, respectively (which are stated in forms far weaker
than what can actually be determined from our Theorems 2.1 or 2.2).
Theorem 1.1. a) Let E1 be the set of primes p ≡ 3 (mod 10); E2 the set of all primes not in E1 with
l ≥ ee100 digits for which the first
⌊
log3 l
log 10
⌋
of its digits are fixed; and let E0 denote the complement of all of
these sets. Suppose Ej(x)
2 ≪ kj ≪ log
1
2 x for each j. Then there is some σ > 1 depending on x such that
if z := e
1
σ−1 ,
π(x;E,k) ∼ xE0 (z)
k0 E1 (z)
k1 E2 (z)
k2
k0!k1!k2!
e−(E0(z)+E1(z)+E2(z))G1(k, x)
where G1(k;x) is a well-determined function satisfying G1(k;x)≫ exp (k0 + k1 + k2).
b) Let q be prime, and let E1 be the set of primes satisfying p ≡ a (mod q), where a is a quadratic residue,
and let E2 be the analogous set but for a a quadratic non-residue modulo q. Suppose log
2
2 x ≪ k1, k2 ≪
log
1
2 x. Let cj be the constant such that
∑
p∈Ej
p≤x
1
p =
1
2 log2 x + cj + O
(
1
log x
)
, for j = 1, 2. Then there is
some σ > 1 depending on x such that if z := e
1
σ−1
π(x; (E1, E2), (k1, k2)) ∼ x
log x
((
1
2 log2 z + c1
)k1
k1!
)((
1
2 log2 z + c2
)k2
k2!
)
G2(k, x),
where G2(k, x) :=
√
k1+k2
2 log2 z
exp
(
(1 + o(1))k1+k2log2 z
+ g(k, x)
)
and g(k) is a well-determined function satisfy-
ing g(k, x)≫ k1 + k2.
In part a), we note that since
⌊
log3 l
log 10
⌋
≥ 2, the units digit (i.e., residue class modulo 10) is independent
of the fixed digits, so E2 is well-defined. We can apply Theorem 2.1 in this case once it is shown that∑
p≤t
p∈E2
1
p ≍ log2 tlog3 t . We prove this in Appendix 1. The main feature of this example is that E2 does not have
Dirichlet density.
Part b) is a direct consequence of Theorem 2.2, as precisely half of the non-zero residue classes modulo q
are quadratic residues, the other half being quadratic non-residues (and only one prime which congruent
to zero modulo q, obviously). Hence, we use mj =
1
2(q − 1) = φ(q)2 for j = 1, 2.
The forms of G1(k, x) and g(k;x) can be determined explicitly, but they are too complicated to state here.
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2. Results and Strategy of Proof
To determine an asymptotic formula, we complete the collection of sets of primes under consideration to
form a partition of P. Precisely, let E1, . . . , En ⊆ P be disjoint, non-empty subsets of primes, and let
E0 := P\
(⋃
1≤i≤nEi
)
(if E0 is empty and the sets already form a partition then we relabel Ej as Ej−1
for each 1 ≤ j ≤ n). Observe that if E := (E0, E1, . . . , En) := (E0,E′) and k := (k0, k1, . . . , kn) := (k0,k′)
then
π(x;E′,k′) =
∑
0≤k0≤
⌊
log x
log2 x
⌋π
(
x;E, (k0,k
′)
)
.
Therefore, having asymptotic formulae for π(x;E,k) with k0 not too small or not too large (in a precise
sense) will suffice to provide asymptotic formulae for π(x;E ′,k′). In this paper, we shall only consider
determining π(x;E,k) in a range of the parameters k. Therefore, for the remainder of this paper we deal
solely with a vector of disjoint, non-empty sets E whose union is all of P.
Let z := (z0, . . . , zn) ∈ Cn+1. We define the Euler product
F (z; s) :=
∏
0≤j≤n
∏
p∈Ej
(
1 +
zj
ps − 1
)
,
and we observe that Perron’s formula (see II.2 in [12]) yields the multivariable generating function
(8)
1
2πi
∫
(σ)
F (z; s)xs
ds
s
=
∑
m≤x
∏
0≤i≤n
z
ωEi(m)
i =:
∑
k∈Nn+10
π(x;E,k)zk00 · · · zknn ,
where σ > 1 is fixed, and
∫
(σ) denotes the path integral along the vertical line {s ∈ C : Re(s) = σ}. By
applying an (n + 1)-dimensional version of Cauchy’s theorem, we have
(9) π(x;E,k) =
xσ
(∏
0≤i≤n ρ
−ki
i
)
(2π)n+2
∫
[−π,π]n+1
dte−ik·t
∫
(σ)
F (ρeit, σ + iτ)xiτ
dτ
σ + iτ
,
where, for each 0 ≤ j ≤ n, ρj is a parameter at our disposal (since (8) is a polynomial for any fixed x ≥ 2,
it follows that the only possible pole in each variable is zj = 0 and we may select ρj as we please), and
ρeit := (ρ0e
it0 , . . . , ρne
itn). This integral may, in principle, be computed via the Saddle Point method,
which we now describe. Assuming that we have F (z; s) 6= 0 on some open, simply connected subset of
Cn+2, then by the inverse function theorem we can find a holomorphic branch of logarithm for F , i.e., we
can find a holomorphic function f(z; s) such that F = ef on this set. If we can find a unique solution
vector (ρ, σ), with real entries, to the simultaneous equations ∂f∂zj (ρ, σ) =
kj
ρj
and ∂f∂s (ρ, σ) = − log x then
a rapidly oscillating contribution to the imaginary part in the Taylor expansion of f with respect to z
and s near (ρ, σ) (see (12)) is annihilated near this point. One therefore expects that the entire integral
is approximated by the integrand in a small neighbourhood of this solution, as, outside this interval, the
oscillating argument is responsible for significant cancellations and therefore lower-order contributions.
The existence and uniqueness of (ρ, σ) is guaranteed as a consequence of estimates related to the prime
number theorem (see Lemma 4.1).
Let us assume one of the following hypotheses, for σ > 1 fixed:
(H1(σ)): There exists an index j1 such that Ej1
(
e
1
σ−1
)
≫n log
(
1
σ−1
)
and
∑
p∈Ej1
p≤e
1
σ−1
log p
p
≫n 1
σ − 1 .
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(H2(σ)): Let j
′′ be the index maximizing (σ − 1)3 kj
Ej
(
e
1
σ−1
)∑
p∈Ej
log3 p
pσ . Then
(σ − 1)3
∑
p∈Ej′′
log3 p
pσ
≪n (σ − 1)2
∑
p∈Ej′′
log2 p
pσ
.
(H3(σ)): Let j
′′ be as in hypothesis H2(σ). Let σ′ := 1 + 12 (σ − 1). Then
∑
p∈E
j′′
p>e
1
σ′−1
log2 p
pσ′
≪n
∑
p∈Ej′′
log2 p
pσ
.
By the pigeonhole principle, there is an index i1 such that Ei1(x)≫n log2 x, as the functions Ej(x) sum to a
function asymptotic to log2 x (as in (10) below). Similarly, there is an index i2 such that
∑
p∈Ei2
p≤x
≫n log x.
In natural cases, such as that of arithmetic progressions in Theorem 2 below, we can find a common index
so that both lower bounds hold for a given set. However, the assertion that we can choose i1 = i2 is false
in general. In Appendix 2, we construct an example of a partition of P for which H1(σ) does not hold for
infinitely many choices of x, and thus of σ.
We will furthermore show in Lemma 3.4 below that H3(σ) implies H2(σ), though the latter is sufficient
for us. We give an example in Remark 3.5 that H2(σ) fails in general, but this example is not actually
applicable to our problem. The need for all of these hypotheses is in order to sort out an error term in
Lemma 5.7 below. It is not clear that any of these hypotheses is necessary to prove Theorem 2.1. Given
t ≥ 2, let Ej(t) :=
∑
p∈Ej
p≤t
1
p . Furthermore, write M > 0 to be the constant such that
(10)
∑
p≤t
1
p
− log2 t =M +O
(
1
log t
)
,
by Mertens’ theorem (see I.1 of [12]). Also, for each j, let kmaxj denote the maximal values of ωEj(n) with
n ≤ x.
We shall prove the following theorem, which contradicts the heuristic (7) for many choices of the vector k.
Theorem 2.1. Let x ≥ 3 be sufficiently large, and suppose E is a vector of n+1 sets of primes partitioning
P, such that Ej(x) → ∞ as x → ∞ for each j. Let µ, ǫ > 0 be fixed but arbitrary, and let A ≥ 32 . Let
y(x) := elog
1
3 x. Let mj ≥ 2 and suppose that Ej(x)mj ≪ kj ≪ min{kmaxj , (log x)
2
3
−µ} for each 0 ≤ j ≤ n.
Then there exists a vector of parameters (ρ, σ) ∈ (0,∞)n+2 satisfying

 ∑
0≤j≤n
1
ρ2j


− 1
2
(1 + o(1)) ≤ (σ − 1) log x ≤

 ∑
0≤j≤n
ρ2j


1
2
(1 + o(1))
ρj =
kj
Ej
(
e
1
σ−1
) (1 +O(Ej (kj/Ej (y(x)))
Ej (y(x))
))
,
such that if we assume one of hypotheses H1(σ), H2(σ) or H3(σ) is true then the following holds. Set
ηj := k
−1
j ρjEj
(
e
1
σ−1
)
− 1, αj := (σ − 1)
∑
p∈Ej
log p
pσ and βj := (σ − 1)2
∑
p∈Ej
log2 p
pσ for each j, and let
z := e
1
σ−1 . Then
π(x;E,k) = x

 ∏
0≤j≤n
(
1 +Oǫ,µ
(
Ej (y(x))
− 1
2
+ǫ
)) Ej (z)kj
kj !
e−Ej(z)

F(k, σ) +O(xF (ρ, σ)
logA x
)
,
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where, for R implicitly defined by eR := F (ρ;σ)e−
∑
0≤j≤n kj(1+log(1+ηj)),
F(k, σ) :=

2π ∑
0≤j≤n
ρjβj


− 1
2
exp

 ∑
0≤j≤n
ρjαj
(
1 +O
(
Ej(x)
−1))+R+M

 .
Moreover, there exists a constant φ > 14 such that R ≥
∑
0≤j≤n kj(φ− log (1 + ηj)).
When H1(σ) holds then we can take mj = 2 when j 6= j′, and mj′ = 4. When either of the other two
hypotheses hold then we can take mj = 2 for each j.
Note that by the estimate on ρj above, ηj = o(1), so R provides exponential growth to the factor F(k, σ).
We remark that while the error term is not satisfactory in the sense that we cannot get a power of
Ej(x) explicitly, in many cases the distinction between Ej (y(x)) and Ej(x) is negligible (for instance, if
Ej(t) ≍ logCk t, where logk is the kth iterated logarithm with k ≥ 2, and C > 0, uniformly over a sufficiently
large interval, then the ratio
Ej(y(x))
Ej(x)
is bounded).
Determining precise estimates for the parameter vector (ρ, σ) is somewhat complicated in general. In
certain cases of interest, however, their form is much simpler, specifically, when the ratios αj can be
explicitly calculated. In particular, suppose each Ej is a union of mj arithmetic progressions modulo qj,
for 1 ≤ j ≤ n. Let q := lcm {q1, . . . , qm}, and define E0 := P\
(⋃
1≤j≤nEj
)
, as before, so that each set Ej
is a union of arithmetic progressions modulo q. It follows from [14] that, for a given arithmetic progression
S modulo q there exists some well-determined constant c such that S(t) = 1φ(q) log2 t+ c+O
(
1
log t
)
, so we
can write Ej(t) =
mj
φ(q) log2 t+ cj +O
(
1
log t
)
, where cj is the sum of all the constants coming from the mj
arithmetic progressions in Ej . Determining the parameters (ρ, σ) as in Lemma 4.4, we deduce immediately
the following theorem from the previous one, which is an extension of a result of Delange (a corollary of
a special case of Theorem C in section 6.4 of [1]), who proved a similar result for a set of parameters
kj ≪ Ej(x).
Theorem 2.2. Let x ≥ 3 be sufficiently large, and let A ≥ 32 . Let E0, . . . , En be unions of arithmetic
progressions modulo q, as described above, consisting of mj residue classes for each j. Set K :=
∑
0≤j≤n kj .
Then, provided that Ej(x)
2 ≪ kj ≪ log
3
2
−µ x for each j then there exist constants σ and ρ such that
σ − 1 = K
log x log(log x/K)

1 +O

 1
log(log x/K)

φ(q) ∑
0≤j≤n
1
mj
+ log3 x






ρj =
φ(q)kj
mj log
(
log x
K log(log x/K)
) (1 +O( log(φ(q)kj/mj log(log x))
log2 x
))
,
such that the following holds. Set M(ρ) :=
(
1
2π
∑
0≤j≤n
ρjmj
φ(q)
) 1
2
, write ψj :=
(
φ(q)
mj log2 x
) 1
2
−ǫ
and let ηj be
defined as in Theorem 2.1. Then
π(x;E,k) =
x
log x

 ∏
0≤j≤n
(1 +O (ψj))
(
mj
φ(q) log
(
1
σ−1
)
+ cj
)kj
kj!

F(k, σ) +O
(
x
F (ρ, σ)
logA x
)
,
where, for eR := F (ρ;σ)e−
∑
0≤j≤n kj(1+log(1+ηj)),
F(k, σ) =M(ρ) exp ((σ − 1) log x+R+M) .
Moreover, there exists φ > 14 such that R ≥
∑
0≤j≤n kj(φ− log (1 + ηj)).
Because for each j = 1, 2, 3, Hj(σ) trivially holds for collections of arithmetic progressions, there is no need
to mention them in Theorem 2.2.
The factor F(ρ, σ) skews π(x;E,k) from Poisson-like behaviour in the range Ej(x)mj ≪ kj ≪ log
2
3
−µ x.
In a forthcoming paper [8], however, we will show that the form of this factor is rather different for
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Ej(x)
ǫ ≪ kj ≪ Ej(x), so that π(x;E,k) resembles (2).
To ensure that there exists a domain where we can write F = ef , we must check that, given ρj and σ, we
have ps− 1+ zj 6= 0 for each prime p. Let us show that there exists a symmetric box in Rn+2 of the shape
[−T, T ] ×∏0≤j≤n[−θj, θj ], for parameters T, θ0, . . . , θn > 0. For each j and p ∈ Ej, either ρ 1σj is smaller
than the smallest prime in Ej , or we may choose pj ∈ Ej minimally such that pσj−1 < ρj < pσj − 1 (we can
assume a strict inequality on either side by skewing the value of ρj slightly; moreover, it is easy to see that
|pσj − pσj−1| > 2 for any σ > 1, so the interval here is non-trivial). It will be clear from Lemma 4.2, in any
case, that if 0 < pσ − ρj < 1 for some prime p we can replace ρj by ρj − 1 in case kj ≫ Ej(x)2, so that our
choice of pj is well-defined. Suppose that T <
π
6| log ρj | . Then if p ≥ pj, we have
|ps − 1| ≥ pσ − 1 ≥ pσj − 1 > ρj = |zj |,
so that
∣∣∣1 + zjps−1 ∣∣∣ ≥ 1 − ∣∣∣ zjps−1 ∣∣∣ > 0. On the other hand, if ρj > p 1σj−1, when p ≤ pj−1, as cos(τ log p) ≥
cos(|τ | log pj−1) ≥ cos(T log ρj) ≥
√
3
2 ,
|ps − 1|2 = p2σ + 1− 2pσ cos(τ log p) = (pσ − 1)2 + 2pσ(1− cos(τ log p))
≤ (ρj − 1)2 + (2−
√
3)ρj ≤ ρ2j + 1−
√
3ρj < ρ
2
j = |zj |2,
and, as such,
∣∣∣ zjps−1 ∣∣∣ > 1. We shall see that ρj ≪ kj ≪ log xlog2 x , the last estimate uniform in 0 ≤ j ≤ n, so
that |τ | ≪ 1log2 x will be sufficient. We shall, in fact, consider T ≪ σ − 1 which, by Lemma 4.2, ensures
that the above condition is satisfied, since (σ − 1)≪ log− 13 x.
In what follows, for a function g in several variables, among which u, write gu to denote the partial derivative
of g with respect to u. Suppose that the identity F (z; s) = ef(z;s) is well-defined for |arg(zj)| ≤ θj and
|s − σ| ≤ T , where (ρ;σ) is a point where fs(ρ;σ) = − log x and fzj(ρ;σ) = kjρj . In this region, we can
determine a Taylor series expansion for f locally around our chosen point. In particular, upon expanding
first in τ and then in tj,
f(z; s) = f(z;σ) + iτfs(z;σ)−
∫ τ
0
dτ ′(τ − τ ′)fss(z;σ + iτ)(11)
= f(ρ;σ) +
∑
0≤j≤n
ρj(e
itj − 1)fzj (ρj ;σ) +
∑
0≤j≤n
∫ zj
ρj
dwj(zj − wj)fzjzj(wj ;σ)
+ iτfs(ρ;σ) + iτ
∑
0≤j≤n
∫ zj
ρj
dwjfzjs(ρ;σ)(12)
=: f(ρ;σ) +
∑
0≤j≤n
kj(e
itj − 1)− iτ log x+ h(z; s),(13)
(we have slightly abused notation and written fzj as a function of zj , rather than the entire vector z, but
this is legitimate given that, from (15), fzj has no dependence on zj′ for any j 6= j′). For θj sufficiently
small and |tj| ≤ θj,
∑
0≤j≤n
kj(e
itj − 1) =
∑
0≤j≤n
kj
(
itj − 1
2
t2j +O
(
θ3j
))
=
∑
0≤j≤n
ikjtj − 1
2
∑
0≤j≤n
kjt
2
j +O

 ∑
0≤j≤n
kjθ
3
j

 .
Suppose further that we can truncate the integrals in (9) to the box B := [−T, T ] ×∏0≤j≤n[−θj, θj], for
parameters T, θ0, . . . , θn > 0, with error term R = R(T, θ0, . . . , θn) associated with this truncation. Then,
incorporating the defining conditions for ρ and σ and the above-mentioned Taylor expansion into (9), we
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have
(14) π(x;E,k) =
1
(2π)n+2
xσF (ρ;σ)
ρk00 · · · ρknn
∫
B
dτ
σ + iτ
dt0 · · · dtne−
1
2
∑
0≤j≤n kjt
2
jH(ρeit;σ + iτ) +R
where H(z; s) := exp
(
h(z; s) +O
(∑
0≤j≤n kjt
3
j
))
. The truncated integral here is simplified once H(z; s)
is computed effectively. This is done in Lemma 5.6. In Lemma 5.7, the main term of the integral is
computed in a straightforward manner, and specific values of θ0, . . . , θn and T are chosen based on suitable
estimates for the partial derivatives of f with respect to s and each of the zj . Given these choices, it is
shown in Lemma 5.8 that R(T, θ0, . . . , θn) is small. The major remaining ingredient, otherwise, is to show
that such a truncation can be made. This is dealt with at the beginning of Section 5.
Finally, we should remark that we have not made any attempt to determine asymptotic formulae that are
also uniform in the number n + 1 of sets E0, . . . , En. In particular, throughout this paper, all estimates
may depend on n.
3. Preparatory Lemmata
By definition, f(z; s) =
∑
0≤j≤n
∑
p∈Ej log
(
1 +
zj
ps−1
)
. As mentioned in the previous section, for each
tuple (z0, . . . , zn) ∈ Cn+1 and s ∈ C with Re(s) > 1 such that 1 + zjps−1 6= 0 for each p ∈ Ej , f(z; s)
is holomorphic, hence C-differentiable with respect to each of its variables. Moreover, the series defining
f(z; s) is absolutely and uniformly convergent on compact subsets of its domain (since, for σ > 1 the sum∑
k≥1
∑
p
1
kpks
converges absolutely). Now, let gj(s) :=
∑
p∈Ej
1
ps , valid uniformly in σ > 1 for each j.
Then routine calculations show that
fzj(z; s) = gj(s)− (zj − 1)
∑
p∈Ej
1
ps(ps − 1 + zj) ;(15)
fzjzj(z; s) = −
∑
p∈Ej
1
(ps − 1 + zj)2
= gj(s)−
∑
p∈Ej
1
ps(ps − 1 + zj)
(
(2zj − 1)− zj(zj − 1)
ps − 1 + zj
)
;(16)
fs(z; s) = −
∑
0≤j≤n
zj
∑
p∈Ej
ps log p
(ps − 1)(ps − 1 + zj) ;(17)
fss(z; s) =
∑
0≤j≤n
zj
∑
p∈Ej
ps log2 p
(ps − 1 + zj)(ps − 1)
(
1
ps − 1 + zj
(
1 +
1
ps − 1
)
+
1
ps − 1
)
;(18)
fszj(z; s) = −
∑
p∈Ej
ps log p
(ps − 1 + zj)2 .(19)
Specific estimates for some of these functions will be determined in what follows (for instance, in Lemma
5.6).
Because the sets Ej partition P, it follows immediately from the pigeonhole principle that for each y there
are indices j0, j1, j2 such that
∑
p∈Ejl
p≤y
logl p
p ≥ 1n+1
∑
p≤y
logl p
p for each l ∈ {0, 1, 2}. We will use this fact
repeatedly throughout this paper, by virtue of the following lemma connecting gj(σ) to Ej(t) for certain
choices of t.
Lemma 3.1. Let z ≥ 3 and suppose σ = 1 + ηlog z , where η > 0. Then for any P ′ ⊆ P, we have∑
p≤z
p∈P′
1
pσ
=
∑
p≤z
p∈P′
1
p
+R(η) +O
(
1
log z
)
,
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where 0 ≤ R(η) ≤ η−1(eη − 1 − η), with equality in the upper bound holding when P ′ = P. Moreover,∑
p∈P′
p>z
1
pσ = O(1/η), the constant being uniform in the choice of set P ′.
Proof. From the Taylor expansion ec − 1 =∑l≥1 cll! , taking c := η log plog z for each p ≤ z, we have
(20)
∑
p≤z
p∈P′
1
p
−
∑
p≤z
p∈P′
1
pσ
=
∑
p≤z
p∈P′
pσ−1 − 1
p
=
∑
l≥1
ηl
(log z)ll!
∑
p≤z
p∈P′
logl p
p
=: R(η).
Clearly, R(η) > 0. By partial summation with the Prime Number Theorem, we have
(21)
∑
p≤z
logl p
p
=
∫ z
2−
logl t
dt
log t
+O
(∫ z
2−
logl−1 t
dt
log t
)
=
1
l
logl z +O(logl−1 z),
so R(η) ≤∑l≥1 ηl(l+1)! = η−1(eη − 1− η), as claimed. Inserting (21) into (20) proves the first statement.
For the second assertion, we clearly have, again by partial summation with the prime number theorem∑
p∈P′
p>z
1
pσ
≤ 2
∫ ∞
z
e
−η log t
log z
dt
t log t
= 2
∫ ∞
η
e−u
du
u
≤ 2
η
∫ ∞
0
e−udu =
2
η
.

We shall frequently need the following standard facts, which we prove for completeness.
Lemma 3.2. i) Given 0 < σ − 1 < 1, we have ∑p log ppσ = 1σ−1 +O(1) and ∑p log2 ppσ = 1(σ−1)2 +O(1).
ii) For q ≥ 2 and 0 ≤ a ≤ q − 1, ∑p≡a (mod q) log ppσ = 1φ(q) 1σ−1 +O(1) and ∑p≡a (mod q) log ppσ = 1φ(q) 1(σ−1)2 +
O(1).
Proof. i) From II.3 of [12], ζ(σ) = 1σ−1 + h1(σ), where h1(σ) is differentiable in σ at σ = 1. It follows that
log (ζ(σ)) = −
∑
p
log
(
1− p−σ) =∑
p
1
pσ
+ h2(σ)
for h2 a continuously differentiable function in σ at σ = 1. Differentiating with respect to σ, we see that∑
p
log p
pσ
= −ζ
′
ζ
(σ)− h′2(σ),
and since h′2 is bounded near σ = 1 and
ζ′
ζ (σ) = − 1σ−1 +(h′1(σ)−h′2(σ))(σ−1), the first conclusion follows.
The second one follows from the first by differentiation with respect to σ.
ii) By orthogonality of Dirichlet characters mod q,∑
p≡a (mod q)
log p
pσ
=
1
φ(q)
∑
χ
χ(a)
∑
p
χ(p) log p
pσ
= − 1
φ(q)
∑
χ
χ(a)
(
L′(σ, χ)
L(σ, χ)
+O(1)
)
,
the last estimate following in a manner similar to i), with L(s, χ) :=
∑
n≥1 χ(n)n
−s for Re(s) > 1. It
is well-known (see II.8 of [12]) that the Dirichlet series for L(s, χ) is well-defined and holomorphic for
Re(s) > 0 whenever χ is not the trivial character χ0. Hence,
L′(σ,χ)
L(σ,χ) = O(1) for χ 6= χ0, and thus,∑
p≡a (mod q)
log p
pσ
= − 1
φ(q)
(
L′(σ, χ0)
L(σ, χ0)
+O(1)
)
+O(1).
Since χ(p) = 0 if p|q and is equal to 1 otherwise,
−L
′(σ, χ0)
L(σ, χ0)
=
∑
p∤q
log p
pσ
+O(1) =
∑
p
log p
pσ
+O (log q) = −ζ
′
ζ
(σ) +O (log q) .
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Since φ(q)≫ q1−ǫ for any ǫ > 0 (see I.5 in [12]), we have by i),
∑
p≡a (mod q)
log p
pσ
=
1
φ(q)
(
1
σ − 1 +O (log q)
)
+O(1) =
1
φ(q)
1
σ − 1 +O(1).
The second estimate follows similarly, using ddσ
(
L′(σ,χ)
L(σ,χ)
)
in place of L
′(σ,χ)
L(σ,χ) . 
We shall also require the following standard technical results first, whose proofs are also included for
completeness.
Lemma 3.3. Let z > 1 and σ > 1. Then the following estimates hold:
∑
p
logl p
pσ
≍ (l − 1)!(σ − 1)−l ∀l ∈ N;(22)
∑
p>z
logl p
pσ
≍
∑
0≤j≤l−1
(l − 1)!
j!
logj z
(σ − 1)l+1−j ;(23)
∑
p>z
1
plσ
≪ 1
l(1 + z)lσ−1 log(z + 1)
;(24)
∑
p>z
logl p
p2σ
≪ log
l−1(1 + z)
z2σ−1
.(25)
Proof. All of these statements follow by partial summation from the Prime Number Theorem. Indeed,
∑
p
logl p
pσ
≍
∫ ∞
2
logl te−(σ−1) log t
dt
t log t
=
∫ ∞
log 2
ul−1e−(σ−1)udu
≍ 1
(σ − 1)l
∫ ∞
0
ul−1e−udu = Γ(l)(σ − 1)−l.
Given that Γ(l) = (l − 1)! for l ∈ N, the first result follows immediately. For the second,
∑
p>z
logl p
pσ
=
(
1 +O
(
1
log z
))∫ ∞
z
logl t
tσ
dt
log t
=
(
1 +O
(
1
log z
))∫ ∞
log z
duul−1e−(σ−1)u
≍
∑
0≤j≤l−1
(l − 1)! logj z
j!(σ − 1)l+1−j
by repeated use of integration by parts. For the third,
∑
p>z
1
plσ
≍
∫ ∞
log z
du
u
e−(lσ−1)u ≪ 1
log z
∫ ∞
log z
e(1−lσ)udu≪ 1
lzlσ−1 log z
.
Finally, again by partial summation and integration by parts,
∑
p>z
logl p
p2σ
≪
∫ ∞
log z
ul−1e−(2σ−1)udu≪ l log
l−1 z
(2σ − 1)z ,
arguing as in the proof of (23), and noting that 2σ − 1 > 1. 
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In Section 5 in particular we will make use of the ratios
αj(Y ) := (σ − 1)
∑
p∈Ej
p≤Y
log p
pσ
, αj := (σ − 1)
∑
p∈Ej
log p
pσ
;
βj(Y ) := (σ − 1)
∑
p∈Ej
p≤Y
log2 p
pσ
, βj := (σ − 1)2
∑
p∈Ej
log2 p
pσ
γj(Y ) := (σ − 1)
∑
p∈Ej
p≤Y
log3 p
pσ
, γj :=
1
2
(σ − 1)3
∑
p∈Ej
log3 p
pσ
defined for each 0 ≤ j ≤ n and Y ≥ 2. We will also write αj,σ, βj,σ or γj,σ to denote the dependence on σ.
Clearly, αj = limY→∞ αj(Y ), the same being true of βj and γj as limits of βj(Y ) and γj(Y ), respectively.
Since the sets Ej partition P, the sum over all j of the αj, or the βj or of the γj are all asymptotically 1
by Lemma 3.2. We will require the following relationships between these ratios.
Lemma 3.4. Let σ > 1 and define σ′ := 1 + 12(σ − 1). For each j, γj ≪ βj log
(
1
βj
)
≪ αj log2
(
1
αj
)
;
also, γj,σ ≪ βj,σ + βj,σ′ . In particular, hypothesis H3(σ) implies H2(σ). Moreover, αj(Y ) ≪ β
1
2
j (Y ), for
Y ≫ e 1σ−1 , where the implicit constant is uniform in Y .
Remark 3.5. We remark that the first and last sets of estimates are best possible. Indeed, if we let A > 1
and set Ej := {p ∈ P : p > e
A
σ−1} then it follows from Lemma 3.3 that βj ∼ (1 + A)e−A while αj ∼ e−A,
for any fixed σ > 1. The first chain of estimates is thus best possible (since the first estimate is morally
the same as the second one). Also, if Ej := {p ∈ P : p ≤ log
(
1
σ−1
)
} then αj ∼ (σ − 1) log2
(
1
σ−1
)
, while
βj ∼ (σ − 1)2 log22
(
1
σ−1
)
, so the last assertion is also best possible in this sense.
Proof. We first prove βj ≪ αj log
(
1
αj
)
. Observe that for M ∈ N fixed,
βj ≤ (σ − 1)M
∑
p∈Ej
p≤e
M
σ−1
log p
pσ
+ (σ − 1)2
∑
p∈Ej
p>e
M
σ−1
log2 p
pσ
≤Mαj + (σ − 1)2
∑
p∈Ej
p>e
M
σ−1
log2 p
pσ
.
By Lemma 3.3, ∑
p>e
M
σ−1
log2 p
pσ
≪ (σ − 1)−2e−M ,
so that βj ≤ Mαj + e−M . Choosing M :=
⌊
log
(
1
αj
)⌋
gives βj ≪ αj log
(
1
αj
)
. The proof that γj ≪
βj log
(
1
βj
)
is similar, changing (σ − 1)j to (σ − 1)j+1, logj to logj+1, for j ∈ {1, 2}. To prove γj ≪
αj log
2
(
1
αj
)
requires the last estimate, so we shall prove this first.
Let Y + := (σ − 1) log Y . Define
Nj(Y ) := inf


0 < t < Y + : (σ − 1)
∑
p∈Ej
p≤e
t
σ−1
log p
pσ
≥ 1
2
αj(Y )


.
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Then we have
(26) αj(Y ) ≤ 2(σ − 1)
∑
p∈Ej
p≤e
Nj (Y )
σ−1
log p
pσ
≤ 2(σ − 1)
∑
p≤e
Nj (Y )
σ−1
log p
pσ
≤ 2(σ − 1)
∑
p≤e
Nj (Y )
σ−1
log p
p
≤ 3Nj(Y ),
this last estimate following by Mertens’ (first) theorem, which is uniform in Y (see I.2 in [12]). On the
other hand, we have
αj(Y ) ≤ (σ − 1)
∑
p∈Ej
p≤e
Nj (Y )
2(σ−1)
log p
pσ
+ (σ − 1)
∑
p∈Ej
e
Nj (Y )
2(σ−1)<p≤Y
log p
pσ
≤ 1
2
αj(Y ) +
2
Nj(Y )
(σ − 1)2
∑
p∈Ej
p≤Y
log2 p
pσ
=
1
2
αj(Y ) +
2
Nj(Y )
βj(Y )
It follows that αj(Y ) ≤ 4Nj(Y )βj(Y ) ≤
4
Nj(Y )
βj(Y ). Combined with (26), this gives α
2
j (Y ) ≤ 12βj(Y ),
implying the second estimate.
From this last estimate with Y →∞ we see that
γj ≪ βj log
(
1
βj
)
≪ αj log
(
1
αj
)
log
(
1
βj
)
≪ αj log2
(
1
αj
)
.
Lastly, as te−
1
2
t is decreasing for t > 2, it follows that
(σ − 1)3
∑
p∈Ej
p>e
2
σ−1
log3 p
pσ
= (σ − 1)2
∑
p∈Ej
p>e
2
σ−1
log2 p
pσ
′
(
(σ − 1) log pe− 12 (σ−1) log p
)
≤ 8e−1(σ′ − 1)2
∑
p∈Ej
p>e
2
σ−1
log2 p
pσ′
≤ 8e−1βj,σ′ ,
the last expression following because σ′ − 1 = 12(σ − 1) and (σ − 1) log pe−
1
2
(σ−1) log p ≤ 2e−1 for p > e 2σ−1 .
As before, since (σ − 1)3∑ p∈Ej
p≤e
2
σ−1
log3 p
pσ ≤ 2βj,σ, the second claim follows as well.
Assuming hypothesis H3(σ), we have
∑
p∈Ej′′
p>e
2
σ−1
log2 p
pσ ≪
∑
p∈Ej′′
log2 p
pσ , with the notation there. Since
(σ′−1) ≍ (σ−1) and, by the above proof, γj′′,σ ≪ βj′′,σ+(σ−1)2
∑
p∈E
j′′
p>e
2
σ−1
log2 p
pσ , this last term is≪ βj′′,σ
as well, which shows that γj′′,σ ≪ βj′′,σ. This is precisely H2(σ), by the definitions of βj and γj. 
Furthermore, we will need to the following estimate related to the angular distribution of primes, i.e., the
distribution of the values { t log p2π } in [0, 1], where t ∈ R is a parameter.
Lemma 3.6. Let y ≥ 2. Let t ∈ R be such that |t| log y > 1. Let 0 ≤ α < β ≤ 1, and define I := [α, β] ⊂
[0, 1]. Further, define θp(t) :=
{
t log p
2π
}
, for each prime p. Then uniformly in y,
(27)
∑
p≤y
θp(t)∈I
1
p
=
(
1 +O
(
1
log y
+
1
log(|t| log y)
(
1
|t| log y + 1
)))
(β − α) log (|t| log y) .
Remark 3.7. We remark that, according to the proof to follow, the implicit constant in front of the term
1
log(|t| log y) is at most 7. This will be important in the context of Lemma 5.5.
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Proof. Let χI denote the characteristic function of the interval I. By partial summation,∑
p≤y
θp(t)∈I
1
p
=
(
1 +O
(
1
log y
))∫ y
2
χI
({
t log u
2π
})
du
u log u
=
(
1 +O
(
1
log y
))∫ log y
log 2
χI
({
tu
2π
})
du
u
.
Define M :=
⌊
t log y
2π
⌋
. We make the change of variables u 7→ tu2π and restrict the integral to [1,M ], which
introduces an error of size at most 1|t| log y . Decomposing this integral as a sum of integrals of unit length
gives
∑
p≤y
θp(t)∈I
1
p
=
(
1 +O
(
1
log y
)) ∑
1≤k≤M
∫ k+β
k+α
du
u
+O(1) =
(
1 +O
(
1
log y
)) ∑
1≤k≤M
∫ β
α
du
u+ k
=
(
1 +O
(
1
log y
)) ∑
1≤k≤M
(
1
k
∫ β
α
du−
∫ β
α
udu
k(u+ k)
)
.
It is well-known (see, for instance, I.2 in [12]) that
∣∣∣∑1≤k≤m 1k − logm− γ∣∣∣ ≤ 1m , where γ is the Euler-
Mascheroni constant. As
∫ β
α
u
k(u+k)du ≤ 12k2 (β2 − α2), we have∑
p≤y
θp(t)∈I
1
p
=
(
1 +O
(
1
log y
))
(β − α)
(
logM + γ +O
(
1
M
+ (β + α)
))
=
(
1 +O
(
1
log y
+
1
log(|t| log y)
(
1
|t| log y + β + α
)))
(β − α) logM.
As β + α ≤ 2, and | logM − log(|t| log y)| ≤ 2 log(2π), the claim follows with an error at most ≤ γ + 2 +
2 log(2π) ≤ 7 in front of 1|t| log Y . 
Lastly, we will need, in a couple of places in Lemma 5.8, the following simple integral estimate.
Lemma 3.8. Let γ ≥ 2 and suppose u > 0. Then
∫ ∞
u
dt(1 + t2)−γ ≤
√
π2
2γ
(
1 + u2
)− γ
2 .
Proof. Observe that (1+τ2)
γ
2 ≥ 1+ γ2 τ2 for τ > 0, implying that (1+τ2)γ ≥ (1+ γ2 τ2)(1+τ2)
γ
2 . Estimating
trivially,
(
1 + τ2
) γ
2 ≥ (1 + u2)γ2 , for τ ≥ u, hence
∫ ∞
u
dτ
(1 + τ2)γ
≤ (1 + u2)− γ2
∫ ∞
u
dτ
1 + γ2 τ
2
≤
√
2
γ
(1 + u2)−
γ
2
∫ ∞
0
dτ
1 + τ2
=
√
π2
2γ
(1 + u2)−
γ
2 .

4. Existence and Uniqueness of a Saddle Point
Our first important objective, as outlined in Section 2, is to prove the existence and uniqueness of the
parameter vector (ρ, σ).
Lemma 4.1. Assume that each kj ≥ 1. Then there exists a unique solution vector (ρ, σ) such that the
equations fzj(ρ, σ) =
kj
ρj
and fs(ρ, σ) = − log x are simultaneously satisfied.
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Proof. Let y := exp
(
log2 x
ξ1(x)
)
and z := exp (ξ2(x) log x log2 x) for some functions ξ1 and ξ2 satisfying ξj(x)→
∞ as x → ∞. Set σ1 = 1 + 1log y and σ2 := 1 + 1log z . Without loss of generality, assume that n is such
that
∑
p∈Ej
log p
pσ2 ≥ 1n+1 1σ2−1 , by Lemma 3.2. We begin by observing that by fixing σ > 1 we can choose
real-valued functions (ρ0(σ), . . . , ρn−1(σ), ρn(σ)) such that
(28)
∑
0≤j≤n
ρj(σ)
∑
p∈Ej
pσ log p
(pσ − 1)(pσ − 1 + ρj(σ)) = log x,
and, simultaneously, for each 0 ≤ j ≤ n− 1,
ρj(σ)
∑
p∈Ej
1
pσ − 1 + ρj(σ) = kj .(29)
That a unique value of ρj(σ) exists for each σ follows because the left hand side of (29) is monotone in ρj ,
by straightforward differentiation. The choices of ρj(σ) depend continuously on σ in each of the equations
parametrized by 0 ≤ j ≤ n − 1, and ρn(σ) may be deduced from the remaining ones as a continuous
function as well. We note that (28) can be rewritten as
∑
0≤j≤n
ρj(σ)
∑
p∈Ej
log p
pσ − 1 + ρj =

1 +O

 1
log x
∑
0≤j≤n
ρj



 log x
=
(
1 +O
(
1
log2 x
))
log x,(30)
since, by the assumption that Ej(t)→∞ as t→∞, (29) implies that ρj ≪ kj ≪ log xlog2 x when σ is sufficiently
small. We wish to check that for some choice of σ, the additional constraint kn = ρn(σ)
∑
p∈En
1
pσ−1+ρn(σ)
also holds, and to this end it suffices to show that for σ = σ2 the sum in question is rather small, while for
σ = σ1, it exceeds kn. By continuity, some solution σ ∈ (σ2, σ1] must exist.
To see that it is small, assume that σ2 := 1 +
1
log z . According to our choice of labelling,∑
p∈En
log p
pσ2
≥ 1
2(n + 1)
1
σ2 − 1 =
1
2(n+ 1)
log z.
Note that ρ(σ2) = o(log z) because ρn(σ2) ≤ log x and log x = o(log z) by assumption. Thus, we have
log x ≥ 1
2
ρn(σ2)
∑
p∈En
log p
pσ2 − 1 + ρn(σ2)
= ρn(σ2)
∑
p∈En
log p
pσ2
+ ρn(σ2)
∑
p∈En
p≤ρn(σ2)
1/σ2
log p
(
1
pσ2 − 1 + ρn(σ2) −
1
pσ2
)
= ρn(σ2)

∑
p∈En
log p
pσ2
+O(log ρn)

 ≥ ρn(σ2)
4(n + 1)
(log z),
the second last estimate following from
ρn(σ)
2
∑
p∈En
p≤ρ
1
σ
n
log p
pσ(pσ − 1 + ρj(σ) ≪ ρn(σ)
∑
p∈En
p≤ρ
1
σ
n
log p
p
≪ ρn(σ) log (1 + ρn(σ)) ,
for σ > 1, by Mertens’ first theorem ([12]). It follows that ρn(σ2) ≤ 8(n+1) log xlog z . In particular, when x is
sufficiently large in terms of n, we have∑
p∈En
ρn(σ2)
pσ2 − 1 + ρn(σ2) ≤
8(n+ 1) log x
log z
∑
p∈En
1
pσ2 − 1 ≤
8(n + 1) log x log2 x
log z
≤ 8(n + 1)
ξ2(x)
.
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Therefore, certainly, ∑
p∈En
ρn(σ2)
pσ2 − 1 + ρn(σ2) < 1 ≤ kn,
for sufficiently large x, the last inequality being true by assumption.
Assume now that for each σ ≥ σ2 we have
∑
p∈En
ρn(σ)
pσ−1+ρn(σ) < kn. In particular, suppose σ = σ1. It then
follows that
∑
p∈En
p≤y
ρn(σ1) log p
pσ1−1+ρn(σ1) < kn log y, and hence
log x≪
∑
0≤j≤n
ρj(σ1)

∑
p∈Ej
log p
pσ1 − 1 + ρj(σ1) +
∑
p∈Ej
log p
pσ1 − 1 + ρj(σ1)


<

 ∑
0≤j≤n
kj

 log y + ∑
0≤j≤n
ρj(σ1)
∑
p∈Ej
p>y
log p
pσ1 − 1 + ρj(σ1) .
Since ρj ≪ kj , as mentioned above, we have
∑
0≤j≤n
ρj(σ1)
∑
p∈Ej
p>y
log p
pσ1 − 1 + ρj(σ1) ≪

 ∑
0≤j≤n
kj

 ∑
0≤j≤n
∑
p∈Ej
p>y
log p
pσ1 − 1 ≍

 ∑
0≤j≤n
kj

 y1−σ1
σ1 − 1
≍

 ∑
0≤j≤n
kj

 log y.
where the second last expression comes from Lemma 3.3. Suppose y > max0≤j≤n ρj ≥ max0≤j≤n ρ
1
σ
j for
σ > 1. Since k is a vector such that there exist an integer m ≤ x such that k0 + . . .+ kn = ω(m) ≤ log xlog2 x ,
it follows that
log x≪

 ∑
0≤j≤n
kj

 log y ≪ ( log x
log2 x
)
log y ≪ log x
ξ1(x)
,
a contradiction for sufficiently large x. Thus, we must indeed have
ρn(σ1)
∑
p∈En
1
pσ1 − 1 + ρn(σ1) ≥ kn.
Since ρn is continuous, it follows that for some σ ∈ (σ2, σ1], all of the equations are solvable, as claimed.
To show that σ is unique (whence ρ0, . . . , ρn are uniquely determined) we consider the map
g(ρ, σ) := (ρ0fρ0(ρ;σ), . . . , ρnfρn(ρ;σ), fs(ρ;σ)),
and claim that g(ρ, σ) is invertible whenever (ρ0, . . . , ρn) ∈ Rn+1+ and σ ∈ (1,∞). This shows that there is
at most one solution in positive real parameters to g(ρ;σ) = (k0, . . . , kn,− log x) which, coupled with the
conclusion of the previous paragraphs, implies the uniqueness of our solution. Let us remark, moreover,
that since σ1 → 1+ as x→∞ and 1 < σ ≤ σ1, so does σ.
The Jacobian matrix of g is
Jg(ρ, σ) :=


fz0 + ρ0fz0z0 ρ0fz1z0 · · · ρ0fznz0 ρ0fsz0
...
...
. . .
...
...
ρnfz0zn ρnfz1zn · · · fzn + ρnfznzn ρnfszn
fsz0 fsz1 · · · fszn fss


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where we recall that for each 0 ≤ j ≤ n,
fzj + ρjfzjzj =
∑
p∈Ej
pσ − 1
(pσ − 1 + ρj)2 ,
fszj = −
∑
p∈Ej
pσ log p
(pσ − 1 + ρj)2 ,
fss =
∑
0≤m≤n
ρm
∑
p∈Em
pσ log2 p
(pσ − 1)(pσ − 1 + ρm)
(
1
pσ − 1 +
1
pσ − 1 + ρm
)
.
By the inverse function theorem, g(ρ, σ) is invertible locally at (ρ, σ) if, and only if, det(Jg(ρ, σ)) 6= 0. For
simplicity, we write Jg(ρ, σ) = (aij)0≤i,j≤n+1, where aij = 0 whenever 0 ≤ i ≤ n and j 6= i, n + 1. Letting
Sn+1 denote the permutation group on n+1 elements, and denoting by (a b) the permutation swapping a
and b while leaving all other elements fixed, we have
det(Jg(ρ, σ)) =
∑
σ∈Sn+1
(−1)inv(σ)
∏
0≤j≤n+1
ajσ(j) =
∑
σ∈Sn+1:σ=(j n+1)
0≤j≤n+1
(−1)inv(σ)
∏
0≤i≤n+1
aiσ(i)
=
∏
0≤i≤n+1
aii −
∑
0≤j≤n
aj,n+1an+1,j
∏
0≤i≤n
i6=j
aii
=
∏
0≤i≤n
aii

an+1,n+1 − ∑
0≤j≤n
aj,n+1an+1,j
ajj

 .
Now, by definition, we have
an+1,n+1 −
∑
0≤j≤n
aj,n+1an+1,j
ajj
(31)
=
∑
0≤j≤n
ρj
∑
p∈Ej
pσ log2 p
(pσ − 1)(pσ − 1 + ρj)
(
1
pσ − 1 +
1
pσ − 1 + ρj
)
(32)
−
∑
0≤j≤n
ρj

∑
q∈Ej
1
(qσ − 1 + ρj)2


−1
 ∑
p1,p2∈Ej
(p1p2)
σ(log p1)(log p2)
(pσ1 − 1 + ρj)2(pσ2 − 1 + zj)2

 .
Consider ρ0, . . . , ρn ∈ (0,∞) and σ ∈ (1,∞). It suffices to show that for each 0 ≤ j ≤ n,
0 >
∑
p1,p2∈Ej
pσ1 log p1
(pσ1 − 1 + ρj)(pσ2 − 1 + ρj)2
(
log p1
pσ1 − 1
(
1
pσ − 1 +
1
pσ − 1 + ρj
)
− p
σ
2 log p2
pσ1 − 1 + ρj
)
.(33)
This is clearly true for each j, as an+1,jaj,n+1 ≍
(∑
p∈Ej
log p
pσ−1+ρj
)2
→∞ as x→∞ (since, as we showed
above, σ → 1+ in this case), while an+1,n+1 and ajj are both bounded for all choices of σ, ρj . Thus, the
expression (31) is negative for x sufficiently large. Since each ajj = fρj + ρjfzjzj > 0 for this range of
parameters, det(Jg(ρ, σ)) < 0, which completes the proof. 
We henceforth write ρj(σ) as ρj for convenience; as σ is fixed and ρ is completely determined by it, this is
justified.
As an artifact of the proof of Lemma 4.1, we see that the unique solution (ρ, σ) occurs when 1ξ1(x) log x log2 x
≤
σ− 1 ≤ ξ2(x)log2 x . In fact, much stronger upper and lower bounds are available. We may also find, as a result,
effective estimates for ρj (note that whenever kj ≥ 1, ρj > 0 by (29)).
Lemma 4.2. Let ǫ > 0 and x ≥ 3. Suppose that 1 ≤ kj ≤ log1−ǫ x for each 0 ≤ j ≤ n. Let z ∈ Cn+1 such
that zj 6= 0 for each j, and write ‖z‖ :=
(∑
0≤j≤n |zj |2
) 1
2
and 1/z := ( 1z0 , . . . ,
1
zn
). Then the vector ρ in
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Lemma 4.1 satisfies the condition that
(34) (σ − 1) log x =

1 +O

 ∑
0≤j≤n
Ej(x)
−1



 ∑
0≤j≤n
ρjαj,
and in particular,
(σ − 1) log x ≤ ‖ρ‖
(
1 +O
( ‖ρ‖
log x
))
(35)
(σ − 1) log x ≥ ‖1/ρ‖−1 +O
( ‖ρ‖
log x
)
.(36)
For each 0 ≤ j ≤ n, ρj satisfies
kj = gj(σ)− (ρj − 1)
∑
p∈Ej
1
pσ(pσ − 1 + ρj) .
In particular, if Ej(x)→∞ as x→∞ and
∑
0≤j≤n ρj ≪ (log x)1−ǫ for ǫ > 0 fixed then
ρj =
kj
Ej
(
e
1
σ−1
)
(
1 +Oǫ
(
Ej
(
kj/Ej
(
elog
ǫ x
))
Ej
(
elog
ǫ x
)
))
.
Remark 4.3. According to the second conclusion of the lemma, we have (1 + o(1))(σ − 1) log x ∈
[‖1/ρ‖−1, ‖ρ‖]. Note that when ρj ≍ ρj′ for each j, j′, this gives (σ − 1) log x ≍n ‖ρ‖. Thus, (35)
and (36) are sharp in those cases in which both the values of Ej
(
e
1
σ−1
)
are all similar, as is the case in
Lemma 4.4, and when the values of kj are all similar.
According to the last statement of the lemma, ρj ≤ kj ≪ log xlog2 x uniformly in j, so the condition σ−1≪
1
log2 x
is indeed fulfilled, as discussed at the end of Section 2.
Proof. For the first claim, we simply observe that (cf. (30))
log x =
∑
0≤j≤n
ρj
∑
p∈Ej
pσ log p
(pσ − 1)(pσ − 1 + ρj)
=
∑
0≤j≤n
ρj

∑
p∈Ej
log p
pσ
−
∑
p∈Ej
(
log p
(pσ − 1)(pσ − 1 + ρj) + (ρj − 1)
log p
pσ(pσ − 1 + ρj)
) .
Observe that
ρ2j
∑
p∈Ej
p≤ρ
1
σ
j
log p
pσ(pσ − 1 + ρj) ≪ ρj
∑
p≤ρ
1
σ
j
log p
p
≪ ρj log ρj
ρ2j
∑
p∈Ej
p>ρ
1
σ
j
log p
pσ(pσ − 1 + ρj) ≪ ρj log ρj,
the second estimate coming from Lemma 3.3. Hence, since ρj ≪ kj
Ej
(
e
1
σ−1
) from the second last claim
of the lemma (which is proved independently of this one), and kj ≪ log1−ǫ x, the above sums contribute
O

 log1−ǫ x
Ej
(
e
1
σ−1
)

 to each one. As
∑
p∈Ej
log p
pσ
= αj
(
1
σ − 1 +O(1)
)
,
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and log−ǫ x≪ log−12 x≪ Ej(x)−1, we have
(σ − 1) log x =

1 +O

 ∑
0≤j≤n
Ej(x)
−1



 ∑
0≤j≤n
ρjαj

1 +O


(∑
0≤j≤n ρj
)2
log2 x




=

1 +O

 ∑
0≤j≤n
Ej(x)
−1



 ∑
0≤j≤n
ρjαj .
This establishes the first claim.
For the second, note that the upper bound comes from Cauchy-Schwarz via∑
0≤j≤n
ρjαj ≤ ‖ρ‖
∑
0≤j≤n
αj = ‖ρ‖ (1 +O (σ − 1)) ,
so that (σ − 1) log x ≤ ‖ρ‖
(
1 +O
( ‖ρ‖
log x
))
. For the lower bound, Cauchy-Schwarz also gives
1 +O (σ − 1) =
∑
0≤j≤n
αj ≤

 ∑
0≤j≤n
ρjαj

 ‖1/ρ‖,
so that, as claimed,
(σ − 1) log x ≥ ‖1/ρ‖−1 (1 +O (σ − 1)) = ‖1/ρ‖
(
1 +O
( ‖ρ‖
log x
))
.
The first claim about ρj follows from (15), and fzj(ρ;σ) =
kj
ρj
. Now, assume that Ej(x) → ∞ as x→ ∞.
To derive an estimate for ρj , we note that∣∣∣∣∣∣(ρj − 1)
∑
p∈Ej
1
pσ(pσ − 1 + ρj)
∣∣∣∣∣∣ ≤
∑
p∈Ej
p≤ρ
1/σ
j
1
pσ
+ ρj
∑
p∈Ei
p>ρi
1
p2σ
≤
∑
p∈Ej
p≤ρj
1
p
+O(1) = Ej(ρj) +O(1).
Hence,
ρj(σ) =
kj
Ej
(
e
1
σ−1
)

1 +O

 Ej(ρj)
Ej
(
e
1
σ−1
)



 ,
and since kj ≪ (log x)1−ǫ, also σ − 1≪ (log x)ǫ, which proves the claim. 
The following result gives precise asymptotic expressions for σ and ρ in the important and natural cases
described by Theorem 2.2.
Lemma 4.4. Suppose that q ≥ 2 and each Ej is a union of mj arithmetic progressions modulo q. Assume,
moreover, that 1 ≤ kj ≪ log1−ǫ x. Then if K :=
∑
0≤j≤n kj ,
(σ − 1) log x = K
log(log x/K)

1 +Oǫ

 1
log(log x/K)

φ(q) ∑
0≤j≤n
1
mj
+ log3 x






ρj =
φ(q)kj
mj log
(
log x
K log(log x/K)
) (1 +Oǫ
(
log(φ(q)kj/mj log(log x))
log2 x
))
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Proof. It follows from the proof of Lemma 3.2 and from the previous lemma that
ρj = kj

∑
p∈Ej
1
pσ


−1(
1 +O
(
log2(kj/ log2 x)
log(1/(σ − 1))
))
=
φ(q)kj
mj
log
(
1
σ − 1
)−11 +O

 1
log
(
1
σ−1
) (φ(q)
mj
+ log3 x
)

 .
On the other hand, Lemma 3.2 also states that
∑
p∈Ej
log p
pσ
=
mj
φ(q)
1
σ − 1
(
1 +O
(
φ(q)
mj
(σ − 1)
))
,
which, combined with
(
1 +O
(
1
log2 x
))
log x =
∑
0≤j≤n ρj
∑
p∈Ej
log p
pσ from (30) leads to
σ − 1 = 1
log x
1
log
(
1
σ−1
)

 ∑
0≤j≤n
kj



1 +O

 1
log
(
1
σ−1
) (φ(q)
mj
+ log3 x
)


=
K
log x
· 1
log(log x/K)
(
1 +Oǫ
(
1
log(log x/K)
)(
φ(q)
mj
+ log3 x
))
,
the last estimate following because log
(
1
σ−1
)
≥ ǫ log2 x. 
5. Truncating the Integral in (9)
Having established precise estimates for the parameters (ρ, σ) that enter into (9), we next set out to identify
to what extent the remainder of the integral outside of a neighbourhood of (ρ, σ) contributes to π(x;E,k).
The following estimate is a step towards establishing estimates for the ratio
∣∣∣ F (z;s)F (ρ;σ)
∣∣∣ when (z, s) lies outside
of some small neighbourhood of (ρ, σ). This result is essentially contained in [6], but we repeat the
argument, suitably adapted to our circumstances, since it is short.
Lemma 5.1. For any z = (z0, . . . , zn) and s = σ + iτ then
|F (z; s)| ≪ F (ρ;σ) exp

−
1
4
∑
0≤j≤n
ρj
∑
p∈Ej
p>ρ
1
σ
j
1− cos(τ log p− tj)
pσ

 .
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Proof. Fix z ∈ Cn+1, with zj = ρjeitj and tj ∈ [−π, π]. Also, define ξj(p) := tj−τ log p. For each 0 ≤ j ≤ n
and p ∈ Ej, we have∣∣∣∣1 + zjps − 1
∣∣∣∣
2
≤ 1 + 2Re
(
zj
ps
)
+
ρ2j
|ps − 1|2 + 2
ρj
pσ|ps − 1|
= 1 + 2
Re(ρje
i(tj−τ log p))
pσ
+
ρ2j
p2σ + 1− 2ρj cos(τ log p) + 2
ρj
pσ(pσ − 1)
≤ 1− 2ρj(1− cos ξj(p))
pσ
+ 2
ρj
pσ
(
1 +
1
pσ − 1
)
+
ρ2j
(pσ − 1)2
= 1− 2ρj(1− cos ξj(p))
pσ
+ 2
ρj
pσ − 1 +
ρ2j
(pσ − 1)2
=
(
1 +
ρj
pσ − 1
)21− 2ρj(1− cos ξj(p))
pσ
(
1 +
ρj
pσ−1
)2

 .
By the above computation, it follows that
|F (z; s)| =
∏
0≤j≤n
∏
p∈Ej
∣∣∣∣1 + ρjeitjpσ+iτ − 1
∣∣∣∣ ≤ ∏
0≤j≤n
∏
p∈Ej
(
1 +
ρj
pσ − 1
)1− 2ρj(1− cos ξj(p))
pσ
(
1 +
ρj
pσ−1
)2


1
2
.
Restricting the ranges of summation to p ∈ Ej and p > ρ
1
σ
j ,
(
1 +
ρj
pσ−1
)2
≤ 14 , and, moreover, from the
elementary inequality (1− x) 12 ≤ e−x/2 for x ∈ (0, 1), for each j and p ∈ Ej,
(
1 +
ρj
pσ−1
)
≤ 2, we get
|F (z; s)| ≤ F (ρ;σ) exp

−1
4
∑
0≤j≤n
ρj
∑
p∈Ej
1− cos(tj − τ log p)
pσ

 ,
which yields the claim. 
In relation to Lemma 5.1, we define Mj(τ, tj) :=
∑
p∈Ej
p>ρ
1
σ
j
1−cos(τ log p−tj)
pσ for each j. The following simple
lemma will be useful in the proofs of Lemma 5.5.
Lemma 5.2. Let m ∈ N. Then for a1, . . . , am ∈ R,
sin2

 ∑
1≤j≤m
aj

 ≤ m ∑
1≤j≤m
sin2 aj;(37)
sin2

 1
m
∑
1≤j≤m
aj

 ≥

 ∏
1≤j≤m
sin2 aj


1
m
,(38)
the second equation holding in the case when 1πm
∑
1≤j≤m aj /∈ Z. Hence, for τ, t, τ1, τ2, t1, t2 ∈ R,
Mj(τ1, t1) +Mj(τ2, t2) ≥ 1
2
Mj(τ1 + τ2, t1 + t2)
Mj(τ, t) ≥Mj(2τ, 0) sin2 t.
Remark 5.3. Remark that the condition on (38) implies that, for each integer l, the vector (a1, . . . , am)
lies on a subspace of Rm with positive codimension; it is thus a null set with respect to Lebesgue measure
on Rm for each l, and hence the countable union of each of these subspaces is also null. We will therefore
not concern ourselves with whether or not this condition is satisfied in any of our forthcoming applications
of (38).
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Proof. For the first property, let Am :=
∑
1≤j≤m aj and Am−1 := Am − am. Then
sin2Am = |sin (Am−1 + am)|2 = |sin (Am−1) cos am + sin am cos (Am−1)|2
≤ (|sin (Am−1)|+ |sin am|)2 ≤

 ∑
1≤j≤m
|sin am|


2
≤ m
∑
0≤j≤n
sin2 aj,
the second last inequality following by induction from the previous line. For the second one, we simply
note that d
2
dt2
log(sin2(t)) = 2 ddt
cos t
sin t = − 2sin2 t , whenever t /∈ Zπ, which implies concavity on the domain of
log(sin2 t), as claimed.
The last statement applies each of the first and second claim in sequence with m = 2, using the elementary
identity 1− cos u = 2 sin2(u/2), and | sinu| ≥ sin2 u for any u ∈ R. 
We seek to find a lower bound for Mj(τ, tj) in order to get a bound on
∣∣∣F (z;s)F (ρ;σ)
∣∣∣ that is suitable to truncate
(9) with a sufficiently small error term (which we accomplish in Lemma 5.8). To this end, we give estimates
depending on the value of the arguments of tj and τ . First, as a corollary of Lemma 3.6, we may derive
the following estimate, which will factor especially in the proof of Lemma 5.8.
Lemma 5.4. Suppose that 1 < |τ |σ−1 ≪ e
Ej
(
e
1
σ−1
)
. Then for each j we have
∑
0≤j≤n
ρjMj(τ, 0) ≥ 1
24
∑
0≤j≤n
kj min

1,
Ej
(
e
1
σ−1
)
6 log
( |τ |
σ−1
)


2
.
Proof. Let µ := min

12 ,
Ej
(
e
1
σ−1
)
c log
(
|τ |
σ−1
)

, where c ≥ 2 is a sufficiently large constant (whose value will be
chosen momentarily), and set I := (−µ, µ). By Lemma 3.6 (applied in the interval [−12 , 12 ] rather than
[0, 1], or equivalently, on the two intervals [0, 12 ] and [−12 , 0] separately),
∑
p∈Ej
θp(τ)∈I
1
pσ
=
∑
p∈Ej
θp(τ)∈I,p≤e
1
σ−1
1
p
+O(1) ≤ c
Ej
(
e
1
σ−1
)
2c log
( |τ |
σ−1
) log( |τ |
σ − 1
)
=
1
2
Ej
(
e
1
σ−1
)
.
According to the remark following the statement of Lemma 3.6, we can take c ≤ 1log 2 ·
(
7 + 12
) ≤ 12. It
follows that ∑
p∈Ej
θp(τ)/∈I
1
pσ
≥ 1
2
Ej
(
e
1
σ−1
)
+O(1),
and, as such, since 1− cos(τ log p) ≥ 13µ2 for θp(τ) /∈ I,
Mj(τ, 0) = (1 + o(1))
∑
p∈Ej
1− cos(τ log p)
pσ
≥ 1
3
µ2
∑
p∈Ej
θp(τ)/∈I
1
pσ
≥ 1
6
µ2Ej
(
e
1
σ−1
)
.
The statement now follows by definition. 
We apply the previous lemma to determine the truncation error associated with non-zero tj and for a larger
range of values of τ .
Lemma 5.5. Let zj = ρje
itj , with tj ∈ [−π, π], and s = σ+ iτ with τ ∈ R fixed. Suppose further that x is
sufficiently large so that Ej
(
e
1
σ−1
)
> 2(n + 1). Let νj := 1 if |tj| < 1192e or π − |tj | < 1192e , and νj = 1192e
otherwise. Then
|F (z; s)| ≤ F (ρ;σ)e− 18 (G(t,τ)+R(t,τ)),
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where we have defined R(t, τ) := 1100
∑
0≤j≤n kj min

1,
Ej
(
e
1
σ−1
)
6 log
(
|τ |
σ−1
)


2
ν2j when
|τ |
σ−1 > 2 and zero elsewhere,
H(t, τ) := 112
∑
0≤j≤n kj(tj − ψj(τ))2, and
(39) G(t, τ) :=


1
250
((∑
0≤j≤n ρjβj
(
e
1
σ−1
))
τ2
(σ−1)2 +
∑
0≤j≤n kjt
2
j
)
if |τ | < 2σ−1
1
384e
(∑
0≤j≤n
1
ρjν2j
)−1(
log
(
1 + min
{
1
σ−1 ,
|τ |
σ−1
}2))
if |τ | ≥ 2σ−1 .
Proof. Consider first the case that |τ |σ−1 < 2, so that |τ log p| ≤ 2 for each p ≤ e
1
σ−1 . Note that the inequality
1 − cos u ≥ 150u2 holds uniformly for |u| ≤ 2 + π. Let Z := e
1
σ−1 . Then, as c1σ−1 ≤
∑
p≤Y
log p
pσ ≤ c2σ−1 , for
c2 > c1 > 0 constants,
∑
p∈Ej
1− cos(τ log p− tj)
pσ
≥ 1
50

τ2
∑
p∈Ej
p≤e
1
σ−1
log2 p
pσ
− 2τtj
∑
p∈Ej
p≤e
1
σ−1
log p
pσ
+ t2jEj
(
e
1
σ−1
)


≥ 1
50

 ∑
0≤j≤n

 1
c21(σ − 1)2
ρjβj(Z)τ
2 − 2τtj 1
c2(σ − 1)ρjαj(Z) + ρj

∑
p∈Ej
1
pσ

 t2j



 .
Now we note that, given a quadratic polynomial of the form Au2 − 2Buv +Cv2, where A,C > 0, we have
Au2 − 2Buv + Cv2 = 1
A
(
(Au)2 − 2(Bv)(Au) + (Bv)2)+ (C − B2
A
)
v2 ≥
(
C − B
2
A
)
v2,
and, switching the roles of u and v in the above, we also have Au2 − 2Buv +Cv2 ≥
(
A− B2C
)
u2. Taking
A = 1
2(σ−1)2 ρjβj(Z), B :=
1
σ−1ρjαj(Z) and C := kj , u = τ and v = tj for each j, we split our sum into
two pieces and bound from below using each of the bounds above. By Lemma 3.4 there exists some η > 0
such that αj(Z)
2 ≤ ηβj(Z). Hence, we have
A− B
2
C
=
1
c21(σ − 1)2

1
2
ρjβj(Z)− c
2
1
2c2Ej
(
e
1
σ−1
)ρjαj(Z)2


≥ 1
2c21(σ − 1)2
ρjβj(Z)

1− 2c21η
c2Ej
(
e
1
σ−1
)

 ;
C − B
2
A
= kj −
ρ2jαj(Z)
2
ρjβj(Z)
≥ kj − ηρj ≥ 1
2
kj

1− η
Ej
(
e
1
σ−1
)

 .
Now,
∑
p≤maxj ρ
1
σ
j
1− cos(τ log p− tj)
pσ
≤ 1
2
∑
p≤log 13 x
(τ log p− tj)2
≤ 1
2

τ2 ∑
p≤log 13 x
log2 p
pσ
+ t2jEj
(
log
1
3 x
) ,
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which is half as large as the lower bounds in each of τ2 and t2j that we have just proven. Applying these
lower bounds for each j and assuming that x is sufficiently large, we thus have∑
0≤j≤n
ρjMj(τ, tj) ≥ 1
250
∑
0≤j≤n
(
ρjβj(Z)
τ2
(σ − 1)2 + kjt
2
j
)
,
which proves the estimate for the range |τ | < 2(σ − 1).
Consider now the case where |τ |σ−1 ≥ 2. We remark first that by Cauchy-Schwarz,∑
0≤j≤n
ρj
∑
p∈Ej
p>maxj ρ
1
σ
j
sin2
(
1
2(τ log p− tj)
)
pσ
=
∑
p>maxj ρ
1
σ
j
1
pσ
∑
0≤j≤n
ρj sin
2
(
1
2
(τ log p− tj)ωEj (p)
)
≥

 ∑
0≤j≤n
1
ρj


−1 ∑
0≤j≤n
∑
p∈Ej
p>maxj ρ
1
σ
j
| sin(12 (τ log p− tj))|
pσ
≥

 ∑
0≤j≤n
1
ρj


−1 ∑
0≤j≤n
∑
p∈Ej
p>maxj ρ
1
σ
j
sin2(12 (τ log p− tj))
pσ
.
In other words,
(40)
∑
0≤j≤n
ρjMj(τ, tj) ≥

 ∑
0≤j≤n
1
ρj


−1 ∑
0≤j≤n
Mj(τ, tj).
Suppose momentarily that tj = 0, and et Y be a parameter such that maxj ρ
1
σ
j < Y ≤ e
1
σ−1 . By the Prime
Number Theorem with error term from the Korobov-Vinogradov zero-free region (see the notes to chapter
II.4 of [12]),∑
0≤j≤n
Mj(τ, 0) = 2
∑
p∈Ej
p>maxj ρ
1
σ
j
sin2(12τ log p)
pσ
≥ 2

∫ e 1σ−1
Y
e−(σ−1) log u sin2
(
1
2
τ log u
)
du
u log u
+O
(∫ ∞
Y
e−(log u)
3
5+ǫ−(σ−1) log udu
u
)
= 2
(∫ 1
σ−1
log Y
e−(σ−1)v sin2
(
1
2
τv
)
dv
v
+O
(
e−(log Y )
3
5+ǫ−(σ−1) log Y 1
(σ − 1) log Y
))
.
In the main term, noting symmetry between τ and −τ ,∫ 1
σ−1
log Y
e−(σ−1)v sin2
(
1
2
τv
)
dv
v
= 2
∑
|τ | log Y
4π
<l≤ |τ |
4π(σ−1)
∫ π
0
e
− 2(σ−1)
|τ |
(2πl+v)
sin2 v
dv
v + 2πl
≥
∑
|τ | logY
4π
+1<l≤ |τ |
4π(σ−1)
e
−4π (σ−1)
|τ |
l
πl
∫ π
0
sin2 vdv
=
1
2
∑
|τ | logY
4π
+1<l≤ |τ |
4π(σ−1)
e
−4π (σ−1)
|τ |
l
l
≥ 1
4e
log
(
1
(σ − 1) log Y
)
.
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We note that if kj ≪ (1− ǫ) log xlog2 x for ǫ ∈ (0, 1) (which is surely guaranteed by the assumptions of Theorem
2.1) then
kj
Ej
(
e
1
σ−1
) ≪ log x≪ e 1σ−1 ,
as (σ − 1) ≪ (1 − ǫ) log−12 x for our choices of kj. Hence, it follows that if Y := e
max
{
1
|τ |
,
(
1−ǫ
(σ−1)
)}
then
the estimates for ρj in Lemma 4.2 show that Y > maxj ρj. Note also that the error term from the prime
number theorem contributes an O(1) term for this choice because (σ − 1) log Y ≤ max{σ−1|τ | , 1− ǫ} ≤ 1, as
σ−1
|τ | < 1. Finally,
log(
1
(σ − 1) log Y ) ≥ min
{
η log
(
1
σ − 1
)
, log
( |τ |
σ − 1
)}
.
Therefore, ∑
0≤j≤n
∑
p∈Ej
p>maxj ρ
1
σ
j
1− cos(τ log p)
pσ
≥ 1
24e
log
(
min
{
1
(σ − 1)2 ,
(
τ
σ − 1
)2})
.
We now consider the case when the tj are not necessarily zero. By (38), we haveMj(τ, tj) ≥ sin2 tjMj(2τ, 0),
and by (37),Mj(τ, tj)+Mj(τ,−tj) ≥ 12Mj(2τ, 0). Set C := 1192e so that νj := C if |tj| > C and π−|tj | > C,
and νj = 1 otherwise. By the mean value theorem,
| cos(τ log p− tj)− cos(τ log p+ tj)| ≤ |e2itj − 1| = 2|tj |,
when |tj | ≤ C. Therefore, in this case, we have
2Mj(τ, tj) ≥Mj(τ, tj) +Mj(τ,−tj)− |Mj(τ, tj)−Mj(τ,−tj)|
≥ 1
2
Mj(2τ, 0) −
∑
p∈Ej
p>maxj ρ
1
σ
j
1
pσ
| cos(τ log p− tj)− cos(τ log p+ tj)|
≥ 1
2
Mj(2τ, 0) − 3|tj |Ej
(
e
1
σ−1
)
≥ 1
2
Mj(2τ, 0) − 3CEj
(
e
1
σ−1
)
.
Moreover, as sin2 u ≥ 2πu for |u| < π2 , we get
Mj(τ, tj) ≥ 1
2
max
{
1
2
sin2 tjMj(2τ, 0),
1
2
(
1
2
Mj(2τ, 0) − 2CEj
(
e
1
σ−1
))}
≥ 1
2
max
{
2
π2
t2jMj(2τ, 0),
1
2
(
1
2
Mj(2τ, 0) − 2CEj
(
e
1
σ−1
))}
,(41)
for any τ . Therefore, combining (40) with (41), we find that when |τ | ≫ (σ − 1),
∑
0≤j≤n
ρjMj(τ, tj) ≥ 1
2

 ∑
0≤j≤n
1
ρjν
2
j


−1
1
2
∑
0≤j≤n
(
Mj(2τ, 0) − 2CEj
(
e
1
σ−1
))
=
1
384e

 ∑
0≤j≤n
1
ρjν
2
j


−1
log
(
1
σ − 1
)
.
If we define
M˜j(τ, tj) :=
∑
p∈Ej
maxj ρj<p≤e
|τ |
σ−1
1− cos(τ log p− tj)
pσ
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then by (37),
M˜j(τ, tj) + M˜j(τ,−tj) ≥
∑
p∈Ej
maxj<p≤e
|τ |
σ−1
1− cos(2τ log p)
pσ
;
thus, by the same argument as above with Ej
(
e
|τ |
σ−1
)
in place of Ej
(
e
1
σ−1
)
, we get (since Mj(τ, tj) ≥
M˜j(τ, tj), obviously)
∑
0≤j≤n
ρjMj(τ, tj) ≥ 1
4

B(t)
∑
0≤j≤n
∑
p∈Ej
maxj ρ
1
σ
j
<p≤e
|τ |
σ−1
1− cos(2τ log p)
pσ
− 4CEj
(
e
|τ |
σ−1
)


=
1
384e
B(t) log
( |τ |
σ − 1
)
,
where B(t) :=
(∑
0≤j≤n
1
ρjν2j
)−1
. In the particular case that 2 < |τ |σ−1 ≪ 1, combining (41) with the
conclusion of Lemma 5.4 and the definition of νj gives
∑
0≤j≤n
ρjMj(τ, tj) ≥ 1
4

 ∑
0≤j≤n
ρjν
2
j
(
Mj(2τ, 0) − 2CEj
(
e
1
σ−1
))
≥ 1
4
(
1
24
− 2C
) ∑
0≤j≤n
ρjν
2
jEj
(
e
1
σ−1
)
.
By Lemmas 3.1 and 4.2, ρjEj
(
e
1
σ−1
)
≥ 12kj , so the proof is complete upon identifying this last term as
R (t, τ)), and using 2
∑
0≤j≤n ρjMj(τ, tj) ≥ G(t, τ) +R(t, τ). 
As described earlier, we shall proceed with estimating (9) by approximating it by an integral on an (n+2)-
dimensional box of the form [−T, T ] ×∏0≤j≤n[−θj, θj ], where T, θ0, . . . , θn > 0 are parameters that we
shall choose (see Lemma 5.7). To determine how suitable of an approximation this will be, we shall first
calculate the integral contributed by this box, after which we will have a frame of reference for determining
which error terms are acceptable. It will be necessary first to determine the approximate dimensions of
the box in question. The following lemma provides us with a hint at choosing these data.
Lemma 5.6. Let T, θ0, θ1, . . . , θn > 0. Let h(z; s) be defined as in (13). Let zj = ρje
itj for each 0 ≤ j ≤ n
and s = σ + iτ , where |tj | ≤ θj, and |τ | ≤ T . Set δ := Tσ−1 , and assume that δ < 1. Then
(42) h(z; s) = −τ
2
2
∑
0≤j≤n
ρj

∑
p∈Ej
log2 p
pσ
+O

 ∑
0≤j≤n
Qj



 ,
where
Qj :=
θ2j
log(ρj + 1)
+ T (T + θ) log(ρj + 1) + δ
3γj + θjαjδ.
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Proof. Recall that h is defined as
h(z; s) =
∑
0≤j≤n
∫ zj
ρj
dwj(zj − wj)fzjzj (wj ;σ)
+ iτ
∑
0≤j≤n
∫ zj
ρj
dwjfzjs(wj ;σ)−
∫ τ
0
dτ ′(τ − τ ′)fss(z;σ + iτ ′)
=:
∑
0≤j≤n
(Ij + iτIIj − IIIj) .
We first estimate IIj for each 0 ≤ j ≤ n. Using (19), we find that
IIj = −
∑
p∈Ej
pσ log p
∫ zj
ρj
dwj
(pσ − 1 + wj)2 = −(zj − ρj)
∑
p∈Ej
pσ log p
(pσ − 1 + ρj)(pσ − 1 + zj)
= −(zj − ρj)
∑
p∈Ej
(
log p
pσ − 1 + ρj − (zj − 1)
log p
(pσ − 1 + ρj)(pσ − 1 + zj)
)
(43)
= −(zj − ρj)
∑
p∈Ej
(
log p
pσ
− log p
(
ρj − 1
pσ(pσ − 1 + ρj) +
zj − 1
(pσ − 1 + ρj)(pσ − 1 + zj)
))
(44)
=: −(zj − ρj)

∑
p∈Ej
log p
pσ
− (T1 + T2)

 .(45)
Let u > 0. Observe that by Lemma 3.3
u
∑
p∈Ej
p≤u
log p
pσ(pσ + u)
≪
∑
p≤u
log p
p
≪ log(1 + u)(46)
u
∑
p∈Ej
p>u
log p
pσ(pσ + u)
≪ ρj
∑
p>u
log p
p2σ
≪ 1.(47)
Applying these two estimates with u = ρj − 1 and u := |zj − 1| ≤ ρj − 1 gives an upper bound for T1
and T2, respectively. Hence, inserting these estimates into the two series in the brackets of (44) and using
|zj − ρj | = ρj |tj| (by the mean value theorem), we get
(48) IIj = −(zj − ρj)
∑
p∈Ej
log p
pσ
+O (ρjθj log(ρj + 1)) .
Next, we estimate Ij . Integrating by parts, we have
Ij =
∑
p∈Ej
∫ zj
ρj
dwj
zj − wj
(pσ − 1 + wj)2 =
∑
p∈Ej
(
zj − ρj
pσ − 1 + ρj −
∫ zj
ρj
dwj
pσ − 1 + wj
)
=
∑
p∈Ej
(
zj − ρj
pσ − 1 + ρj − log
(
1 +
zj − ρj
pσ − 1 + ρj
))
,
where we continue to use the principal branch of logarithm. Taylor expanding the logarithm, we get
Ij =
1
2
(zj − ρj)2
∑
p∈Ej
1
(pσ − 1 + ρj)2 +O

ρ3jθ3j ∑
p∈Ej
1
(pσ − 1 + ρj)3

 .
From (24) we get that for l ∈ {2, 3},∑
p∈Ej
1
(pσ − 1 + ρj)l ≪
1
ρl−1j log(ρj + 1)
,
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so that
(49) Ij ≪
ρjθ
2
j
log(ρj + 1)
.
Finally, we estimate IIIj . First, as
fs(z; s) = −
∑
0≤j≤n
zj
∑
p∈Ej
ps log p
(ps − 1)(ps − 1 + zj)
= −
∑
0≤j≤n
zj
∑
p∈Ej
(
log p
ps − 1 − (zj − 1)
log p
(ps − 1)(ps − 1 + zj)
)
,
differentiating with respect to s again yields
fss(z; s) =
∑
0≤j≤n
zj
∑
p∈Ej
(
ps log2 p
(ps − 1)2 − (zj − 1)
ps log2 p
(ps − 1)(ps − 1 + zj)
(
1
ps − 1 +
1
ps − 1 + zj
))
=
∑
0≤j≤n
zj
∑
p∈Ej
(
log2 p
ps
+ log2 p
(
1
ps(ps − 1) +
1
(ps − 1)2
)
− (zj − 1)
(
1
ps − 1 +
1
ps − 1 + zj
)(
log2 p
ps − 1 + zj +
log2 p
(ps − 1)(ps − 1 + zj)
)
)
=
∑
0≤j≤n
zj
∑
p∈Ej
log2 p
ps
+O

 ∑
0≤j≤n
ρj log
2(ρj + 1)

 ,
the last estimate following from (46) and (47) (with log p replaced by log2 p). Returning to IIIj , for each
prime p, applying integration by parts as before,∫ τ
0
dτ ′(τ − τ ′)e−iτ ′ log p = − iτ
log p
+
i
log p
∫ τ
0
e−iτ
′ log pdτ ′ = − iτ
log p
+
1
log2 p
(1− e−iτ log p).
Hence, summing over all primes and applying Fubini’s theorem,∫ τ
0
dτ ′(τ − τ ′)fss(z;σ + iτ ′) =
∑
p∈Ej
1− iτ log p− e−iτ log p
pσ
+O
(
log(ρj + 1)T
2
)
.
It follows that
(50) IIIj = zj
∑
p∈Ej
1− iτ log p− e−iτ log p
pσ
+O
(
ρj log(ρj + 1)T
2
)
.
Combining (48), (49) and (50), we have
h(z; s) = iτ
∑
0≤j≤n
ρj
∑
p∈Ej
log p
pσ
−
∑
0≤j≤n
(ρj + (zj − ρj))
∑
p∈Ej
1− e−iτ log p
pσ
+O

 ∑
0≤j≤n
ρj
(
θ2j
log(ρj + 1)
+ T (T + θ) log(ρj + 1)
) .
To treat the term in zj − ρj above, we observe that by the mean value theorem,∑
0≤j≤n
ρjθj
∑
p∈Ej
|1− e−iτ log p|
pσ
≤ |τ |
∑
0≤j≤n
ρjθj
∑
p∈Ej
log p
pσ
=
|τ |
σ − 1
∑
0≤j≤n
ρjαjθj ≤ δ
∑
0≤j≤n
ρjαjθj .
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Since |zj − ρj| ≤ ρjθj in our range of arguments tj , we are left with
h(z; s) = −
∑
0≤j≤n
ρj
∑
p∈Ej
1− iτ log p− e−iτ log p
pσ
+O

 ∑
0≤j≤n
ρj
(
Qj − δ3γj
) .
Hence, expanding in powers of τ log p the expression 1− iτ log p− e−iτ log p in this last equation, via (22),
the remainder term (or order 3) in Taylor’s theorem becomes
|τ |3
∑
0≤j≤n
ρj
∑
p∈Ej
log3 p
pσ
≤ δ3
∑
0≤j≤n
ρjγj .
It follows that
h(z; s) = −τ
2
2
∑
0≤j≤n
ρj
∑
p∈Ej
log2 p
pσ
+O

 ∑
0≤j≤n
ρjQj

 .

In order for
∫ θj
−θj e
− 1
2
kt2j in (14) to be computable with good error, it seems suitable to select θj such that
θ2jkj → ∞ as x → ∞ (in the regime where kj is an increasing function of x), in order to replace the
short interval integral with the full Gaussian integral
∫∞
−∞ e
− 1
2
kjt
2
jdtj . On the other hand, we must also
ensure that
ρj
log ρj
θ2j is small, so that the error term in Lemma 5.6 is small as well. Our assumption that
Ej(x) → ∞ as x → ∞ for each j will be necessary here in order for these two conditions to be possible.
Moreover, we will also need δ = |τ |σ−1 to be small in order for δ
∑
0≤j≤n ρjαjθj and δ
∑
0≤j≤n ρjγj to be
small; it cannot be too small, however, as δ
∑
0≤j≤n ρjβj must be large, in order for
∫ T
−T e
h(z;s) xs
s ds to be
extended to an infinite integral. This motivates the choices that we shall make in Lemma 5.7.
Set B := [−θ0, θ0]× · · · × [−θn, θn].
Lemma 5.7. Let η, ǫ ∈ (0, 19). Assume one of H1(σ), H2(σ) or H3(σ). Suppose that Ej (e 1σ−1)mj ≪
kj ≪ min{kmaxj , log
2
3
−µ x} for each 0 ≤ j ≤ n, where µ > 0 is arbitrary but fixed. For each j let
θj := k
− 1
2
j Ej
(
e
1
σ−1
)η
. Denote by j0 the index of the set Ej such that ρ
2
jβjθ
2
j is maximal for j = j0. Let
δ := Ej0
(
e
1
σ−1
)ǫ (∑
0≤j≤n ρjβj
)− 1
2
, and set T := δ(σ − 1). Finally, define
Rj := θjk
1
2
j e
−kjθ2j /2 + kjθ3j + ρj
(
θ2j
log(ρj + 1)
+ T (T + θj) log(ρj + 1) + δ
3γj + θjαjδ
)
.
Then
I :=
∫ T
−T
dτ
σ + iτ
∫
B
dte−
1
2
∑
0≤j≤n kjt
2
jH(ρeit;σ + iτ)
=
(
2π∑
0≤j≤n ρjβj
) 1
2
(σ − 1)
∏
0≤j≤n
(
2π
kj
) 1
2
(1 +O(Rj)) ,
where each Rj satisfies the estimate
(51) Rj ≪η,ǫ Ej
(
e
1
σ−1
)− 1
2
+ǫ+η
.
Proof. We first remark that δ < 1, as needed in Lemma 5.6. Indeed, since
∑
0≤j≤n βj ∼ 1 as x→∞, there
must exist some j1 such that βj1 ≫n 1. By choice of j0,
ρ2j0βj0θ
2
j0 = ρj0βj0Ej0
(
e
1
σ−1
)−(1−η)
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is maximal among j, and thus, as ρj1 ≫ Ej1
(
e
1
σ−1
)
,
ρj0βj0Ej0
(
e
1
σ−1
)−(1−η)
≫n ρj1Ej1
(
e
1
σ−1
)−(1−η)
≫n Ej1
(
e
1
σ−1
)η
.
Thus, ρj0βj0 ≫n Ej0
(
e
1
σ−1
)1−η
Ej1
(
e
1
σ−1
)η
, which implies that
(52) δ ≍ Ej0
(
e
1
σ−1
)ǫ ∑
0≤j≤n
ρjβj


− 1
2
≤ ρ−
1
2
j0
β
− 1
2
j0
Ej0
(
e
1
σ−1
)ǫ
≪ Ej0
(
e
1
σ−1
)ǫ− 1
2
(1−η)
E
− 1
2
η
j1
.
As we are assuming that ǫ+ η < 12 , we clearly see that δ = o(1), and the claim above trivially follows for
sufficiently large x.
According to the above remark we may apply Lemma 5.6, which gives
e−
1
2
∑
0≤j≤n kjt
2
jH(ρeit;σ + iτ) = exp

−1
2
τ2
∑
0≤j≤n
ρj
∑
p∈Ej
log2 p
pσ
−
∑
0≤j≤n
1
2
kjt
2
j +O
(
R′j
)
= exp

−1
2
τ2
∑
0≤j≤n
ρj
∑
p∈Ej
log2 p
pσ
−
∑
0≤j≤n
1
2
kjt
2
j

 ∏
0≤j≤n
(
1 +O
(
R′j
))
,
where R′j is defined such that Rj =: R
′
j + θjk
1
2
j e
−kjθ2j /2.
In estimating I we proceed first with the integrals over tj for each j. Letting ǫ > 0 be a parameter to be
specified, we have∫ θj
−θj
e−
1
2
kjt2jdtj =
(
2
kj
) 1
2
(∫ ∞
−∞
e−u
2
du+O
(∫
|u|>(kj/2)
1
2 θj
e−u
2
du
))
=
√
2π
kj
(
1 +O
(
e−
1
2
(1−ǫ)kjθ2j
∫ ∞
−∞
e−ǫu
2
du
))
(53)
=
√
2π
kj
(
1 +O
(
e−
1
2
(1−ǫ)kjθ2j ǫ−
1
2
))
.(54)
The optimal value for ǫ is 1
kjθ2j
, whence we get an error term O
(
θjk
1
2
j e
− 1
2
kjθ2j
)
, for each j. Since e−
1
2
kjθ2j ≪
e
− 1
2
Ej
(
e
1
σ−1
)η
, it follows that θjk
1
2
j e
− 1
2
kjθ2j ≪ Ej
(
e
1
σ−1
)− 1
2
for x sufficiently large (in terms of η).
Consider now the integral in τ . First, note that
∣∣∣ 1σ+iτ − 1∣∣∣ ≤ |σ−1|+T1−T ≪ 1σ−1 (the last inequality following
because δ < 1). Set
D :=
∑
0≤j≤n
ρj
∑
p∈Ej
log2 p
pσ
=
1
(σ − 1)2
∑
0≤j≤n
ρjβj .
The integral in τ can thus be simplified as∫ T
−T
e−
1
2
Dτ2 dτ
σ + iτ
= (1 +O (σ − 1))
(
2
D
) 1
2
∫ T(D2 ) 12
−T(D2 )
1
2
e−u
2
du.(55)
(56)
By our choice of δ,
T 2D =
(
T
σ − 1
)2 ∑
0≤j≤n
ρjβj =

δ ∑
0≤j≤n
ρjβj


2
≫ Ej0
(
e
1
σ−1
)2ǫ
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for each j. As such, we can replace the integral over the segment [−TD 12 , TD 12 ] with an integral over all
of R as in (54). Thus,
(57)
∫ T(D2 ) 12
−T(D2 )
1
2
e−u
2
du =
√
2π +O
(
TD
1
2 e−
1
2
T 2D
)
=
√
2π +Oǫ
(
Ej0
(
e
1
σ−1
)− 1
2
)
,
in analogy to the derivation of (54), for x sufficiently large in terms of ǫ as well. As 1+O
(
Ej0
(
e
1
σ−1
)− 1
2
)
≤
∏
0≤j≤n
(
1 +O
(
Ej
(
e
1
σ−1
)− 1
2
))
, it follows that
I = (1 +O ((σ − 1))) (σ − 1)
(
2π∑
0≤j≤n ρjβj
) 1
2 ∏
0≤j≤n
(
2π
kj
) 1
2
(1 +O(Rj)) .
It remains to prove (51). To start, we see by definition of θj that
kjθ
3
j ≍ k
− 1
2
j Ej
(
e
1
σ−1
)3η
≪ Ej (x)−1+3η ;
ρj
log(ρj + 1)
θ2j ≪ ρjk−1j Ej
(
e
1
σ−1
)2η
≪ Ej
(
e
1
σ−1
)−1+2η
,
for each j. Next, let j′′ be the index that maximizes rj := ρjγj among all j (as in H2(σ)). Note that

 ∑
0≤j≤n
ρjβj


3
2
≥

ρ2j′′β2j′′ ∑
0≤j≤n
ρjβj


1
2
= ρj′′βj′′

 ∑
0≤j≤n
ρjβj


1
2
,
so we immediately find, by our choice of j′′, that
δ3
∑
0≤j≤n
ρjγj ≪n Ej0
(
e
1
σ−1
)3ǫρj′′βj′′

 ∑
0≤j≤n
ρjβj


1
2


−1
ρj′′βj′′
(
γj′′
βj′′
)
≪n Ej0
(
e
1
σ−1
)3ǫ ∑
0≤j≤n
ρjβj


− 1
2 (
γj′′
βj′′
)
.(58)
Assume H1(σ) first. Then we can furthermore assume that j1, chosen above, satisfies βj′ ≫n 1 as well,
because αj′ ≫n 1, and βj′ ≫ α2j′ by Lemma 3.4. Hence, ρj′βj′ ≫n log3
(
1
σ−1
)
when mj′ = 4. Also, by
Lemma 3.4, γj ≪ βj log
(
1
βj
)
≪ βj log
(
1
σ−1
)
for each j, since βj ≫ (σ − 1)2. It follows that
Ej0
(
e
1
σ−1
)3ǫ ∑
0≤j≤n
ρjβj


− 1
2 (
γj′′
βj′′
)
≪ Ej0
(
e
1
σ−1
)3ǫ log ( 1σ−1)
(ρj′βj′)
1
2
≪ log− 12+3ǫ
(
1
σ − 1
)
,
which suffices.
Next, assume H2(σ). Then γj′′/βj′′ ≪n 1, and by (52), δ ≪ Ej0
(
e
1
σ−1
)− 1
2
+ 1
2
η+ǫ
. Thus, δ3
∑
0≤j≤n ρjγj ≪
Ej0
(
e
1
σ−1
)− 1
2
(1−η)+4ǫ
, which also suffices.
Finally, by Lemma 3.4, H3(σ) implies H2(σ), so the same conclusion as the one just proved still follows.
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Recall again that α2j ≪ βj for each j by Lemma 3.4. Thus, by our choice of j0,
δ2

 ∑
0≤j≤n
ρjαjθj


2
≪n Ej0
(
e
1
σ−1
)2ǫ ∑
0≤j≤n
ρjβj


−1
 ∑
0≤j≤n
ρ2jα
2
jθ
2
j


≪ Ej0
(
e
1
σ−1
)2ǫ ∑
0≤j≤n
ρjβj


−1
 ∑
0≤j≤n
ρ2jβjθ
2
j


≪n Ej0
(
e
1
σ−1
)2ǫ ρ2j0βj0θ2j0
ρj0βj0
= Ej0
(
e
1
σ−1
)2ǫ
ρj0θ
2
j0
≪ kj0θ2j0Ej0
(
e
1
σ−1
)−1+2ǫ
≪ Ej0
(
e
1
σ−1
)−1+2(ǫ+η)
.
Since η + ǫ < 14 , this last bound gives δ
∑
0≤j≤n ρjαjθj ≪ Ej0
(
e
1
σ−1
)− 1
2
+(η+ǫ)
. Lastly, we note that
T ≪ θ2jEj(x)−1 for each j, and kj ≪ log
2
3
−µ x. Indeed, by Lemma 4.2, we see that
σ − 1 ≤ 1
log x
∑
0≤j≤n
ρj ≪ 1
log x
∑
0≤j≤n
kj ≪ log−
1
3
−µ x,
so that (σ − 1)k
1
2
j ≤ log−µ x uniformly in our range of kj . It follows that (σ − 1)θ−1j ≪ log−µ/2 x, whence
also that T < (σ − 1)≪ log−µ/2 xθj. As log(ρj + 1)≪ log
(
1
σ−1
)
,
ρjT (T + θ) log(ρj + 1)≪ ρjθ2j log−µ/2 x log2 x≪µ Ej
(
e−
1
σ−1
)−1
.
Since, now, (σ − 1)≪ Ej
(
e
1
σ−1
)
for each j, we can absorb the factor 1 +O (σ − 1) into one of the factors
1 +O (Rj). Replacing ǫ by
1
4ǫ completes the proof. 
We now consider the truncation error associated with restricting our initial Perron integral (9) to the
(n + 2)-dimensional box [−T, T ] ×∏0≤j≤n[−θj, θj ], using the choices of parameters in Lemma 5.7. The
first part of the proof is inspired directly from [6]; we give a detailed proof of the modification of it that is
necessary to us.
Lemma 5.8. Let x ≥ 3, A ≥ 2, set L := logA x, and let T , δ, and θ0, . . . , θn be fixed as in Lemma 5.7.
Assume that kj ≥ Ej(x)2 for each 0 ≤ j ≤ n. Then, uniformly in x,
π(x;E;k) = xσF (ρ;σ)



 ∏
0≤j≤n
ρ
−kj
j (1 +O(Sj))

 I
(2π)n+2
+O
(
1
logB x
)
where, as before, ρeit := (ρ0e
it0 , . . . , ρne
itn), B := A− 37 , and Sj := Ej
(
e
1
σ−1
)− 1
2
.
Proof. Restricting to |zj | = ρj for each 0 ≤ j ≤ n, the Dirichlet series
∑
m≥1
z
ωE0(m)
0 ···z
ωEn(m)
n
ms has coefficients
bounded above by a(m) :=
∏
0≤j≤n ρ
ωEj (m)
j for each m ≥ 1 (note that
∑
m≥1
a(m)
mσ = F (ρ;σ)). Thus, by
Theorem II.2.4 in [12], we have
1
2π
∫ ∞
−∞
F (z;σ + iτ)xσ+iτ
dτ
σ + iτ
=
1
2π
∫ L
−L
F (z;σ + iτ)xσ+iτ
dτ
σ + iτ
+O

∑
m≥1
a(m)
mσ
gx,L(m)

 ,
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where gx,L(m) := min
{
1, 1L| log(x/m)|
}
. Let κ > 0 be a parameter to be fixed momentarily, and let
χ(t) := max(1− |t|, 0). Then whenever | log(x/m)| ≤ κ we have χ
(
log(x/m)
2κ
)
≥ 12 . Hence,∑
m≥1
a(m)
mσ
gx,L(m) ≤
∑
m:| log(x/m)|≤κ
a(m)
mσ
+
1
Lκ
∑
m≥1
a(m)
mσ
≤ 2

∑
m≥1
χ
(
log(x/m)
2κ
)
a(m)
mσ
+
1
Lκ
F (ρ, σ)

(59)
= 2

∑
m≥1
a(m)
mσ
∫ ∞
−∞
χˆ(u)ei
log(x/m)
2κ
udu+
1
Lκ
F (ρ, σ)

 .(60)
the last line following by the Fourier inversion theorem, since χ ∈ L2(R). Since
χˆ(u) =
∫ 1
0
(1− t) (eiut + e−iut) = 2∫ 1
0
(1− t) cos(ut)dt = 2
u
∫ 1
0
sin(ut)dt
=
4
u2
1− cos(u)
2
=
(
sin(u/2)
u/2
)2
,
and by Taylor’s theorem,
(
sin(u/2)
u/2
)2
=
(
1− u224 +O
(
u4
))2 ≪ 1
1+u2
uniformly in |u| < 1; the bound
χˆ(u)≪ 1
1+u2
is trivially satisfied for |u| ≥ 1. Thus, χˆ ∈ L1(R), in fact, and we may apply Fubini’s theorem
in (60), whence
∑
m≥1
a(m)
mσ
min
{
1,
1
L| log(x/m)|
}
≤ 2

∫ ∞
−∞
xi
u
2κ
∑
m≥1
a(m)
mσ+
iu
2κ
χˆ(u) +
1
Lκ
F (ρ, σ)


≪
∫ ∞
−∞
du
1 + u2
|F (ρ;σ + iu/2κ)| + F (ρ;σ)
Lκ
≍
∫ ∞
0
du
1 + u2
|F (ρ;σ + iu/2κ) |+ F (ρ;σ)
Lκ
.
In preparation to apply Lemma 5.5, we break the integral into the regions [0, T ], [T,L] and [L,∞], and
make the change of variables u 7→ u2κ in the first two. Thus,∫ ∞
−∞
du
1 + u2
|F (ρ;σ + iu/2κ)| ≪ 2κ(I1 + I2) + I3,
where I1 :=
∫ 2Tκ
0 |F (ρ;σ + iu′)|du′ ≪ Tǫ|F (ρ;σ)|, and from the second condition in (39),
I2 :=
∫ 2Lκ
2Tκ
|F (ρ;σ + iu)|du≪ F (ρ;σ)
∫ 2Lκ
2Tκ
(
1 +
(
τ
σ − 1
)2)−(∑0≤j≤n 1ρj )−1
du
≤ (σ − 1)F (ρ;σ)
∫ ∞
2 Tκ
σ−1
(1 + v2)
−
(∑
0≤j≤n
1
ρj
)−1
dv
≪ (σ − 1)F (ρ;σ)

 ∑
0≤j≤n
1
ρj

 e−2δκ
(∑
0≤j≤n
1
ρj
)−1
≪ (σ − 1)

 ∑
0≤j≤n
1
ρj

F (ρ;σ) ;
I3 :=
∫ ∞
L
|F (ρ;σ + iu/2κ)| du
1 + u2
≪ F (ρ;σ)
∫ ∞
L
(1 + u2)−1du≪ F (ρ;σ)L−1.
It follows that
∑
m≥1
a(m)
mσ
min
{
1,
1
L| log(x/m)|
}
≪ F (ρ;σ)

 1
Lκ
+ κ

Tκ+ (σ − 1)

 ∑
0≤j≤n
1
ρj



+ 1
L

 .
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Let η be defined implicitly via L−η = κ, with 0 < r < 1. As T < σ− 1 and κ≪∑0≤j≤n 1ρj , the third term
and first are weakest. To make them equal, we choose r = 37A , so that
(σ − 1)L−r ≪ L−r+ 17A = Lr−1 = log−B x,
where B = A− 37 . This last expression is thus bounded above by O
(
F (ρ;σ)
logB x
)
.
Next, we investigate the difference between the truncated multiple integral above and the integral around
the critical point (ρ;σ). This difference in integrals is∣∣∣∣∣ 1(2π)n+1
(∫
[−π,π]n+1
dt
∫
|τ |≤L
F (z;σ + iτ)xiτ
dτ
σ + iτ
−
∫
B
dt
∫
|τ |≤T
F (z;σ + iτ)xiτ
dτ
σ + iτ
)∣∣∣∣∣
≤ 2
(2π)n+1
(J1 + J2),
where we have defined
J1 :=
∫
|τ |≤T
dτ
σ + iτ
∫
∃ j:θj<|tj |≤π
dt0 · · · dtn|F (z;σ + iτ)|,
J2 :=
∫
∀ j:|tj |≤θj
dt0 · · · dtn
∫
T<|τ |≤L
|F (z;σ + iτ)|dτ.
Here, the factor of 2 in the second line follows because when both |τ | ≥ T and |tj | > θj for some j then
we get a smaller integral than either of J1 and J2 (as the decay in |τ | and |tj | is compounded in this case).
We first evaluate J1. Fix τ for the moment with |τ | ≤ T . From the remarks following (54), we get∫
|tj0 |>θj0
dtj0e
− 1
8
G(t,τ) ≤
∫
|tj0 |>θj0
e
− 1
2000
kj0 t
2
j0dtj0 ≪ k
− 1
2
j0
∫
|u|> 1
2000
θj0k
1
2
j0
e−u
2
du
≪ 1
k
1
2
j0
(
k
1
2
j0
θj0e
− 1
2000
kj0θ
2
j0
)
(see (54), where it is shown that this bound is optimal for the tail integral above); when j is not such that
|tj | > θj, we have
∫ π
−π
dtje
− 1
8
G(t,τ) ≤
∫ ∞
−∞
duje
− 1
2000
kju2j ≪ k−
1
2
j
∫ ∞
−∞
e−u
2
du≪
(
2π
kj
) 1
2
.
It follows from Lemma 5.7 that
∫
[−π,π]n+1
dte−
1
8
G(t,τ) ≪

 ∏
0≤j≤n
k
− 1
2
j



 ∑
0≤j≤n
k
1
2
j θje
−kjθ2j

 ,
and, as such, since
∫
|τ |≤T |F (ρ;σ + iτ)| ≤ TF (ρ;σ),
J1 ≪
∫
|τ |≤T
dτ
∫
[−π,π]n+1
dt|F (z, σ + iτ)| ≪ δF (ρ, σ)(σ − 1)

 ∏
0≤j≤n
2π
kj


1
2

 ∑
0≤l≤n
k
1
2
l θle
−klθ2l

 .
Now, consider J2. We split this integral as
J2 =
(∫
T<|τ |≤(σ−1)
+
∫
(σ−1)<|τ |≤1
+
∫
1<|τ |≤L
)
dτ
∫
|tj |≤θj ∀j
dt|F (z, σ + iτ)| =: ι1 + ι2 + ι3.
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We first evaluate ι1. By Lemma 5.5 in the range δ(σ − 1) < |τ | ≤ (σ − 1), we have
ι1 ≪ F (ρ;σ)
∫ (σ−1)
δ(σ−1)
dτe
− 1
250
(∑
0≤j≤n ρjβj
(
e
1
σ−1
))
τ2
(σ−1)2
∫
[−π,π]n+1
dte−
1
250
∑
0≤j≤n kjt
2
j
≪ F (ρ;σ)

 ∏
0≤j≤n
2π
kj


1
2
(σ − 1)
∫ 1
δ
e
− 1
250
(∑
0≤j≤n ρjβj
(
e
1
σ−1
))
τ2
Proceeding as in Lemma 5.7, set D := 1
(σ−1)2
∑
0≤j≤n ρjβj
(
e
1
σ−1
)
. Then, as δ = Tσ−1 , we see that
ι1 ≪ D−
1
2F (ρ;σ)

 ∏
0≤j≤n
2π
kj


1
2
(σ − 1)
∫ 1
250
D
1
2
1
250
TD
1
2
e−τ
2
.
This last integral is bounded above, as in (55), by TD
1
2 e−
1
2
T 2D, which implies that
ι1 ≪ δ(σ − 1)2F (ρ;σ)

 ∏
0≤j≤n
2π
kj


1
2
e−
1
2
T 2D.
Now, as in Lemma 5.7, δ ≪ logǫ
(
1
σ−1
)(∑
0≤j≤n ρjβj
)− 1
2
. As logǫ
(
1
σ−1
)
(σ − 1) = o(1) and e− 12T 2D ≪
Ej0
(
e
1
σ−1
)− 1
2
, as in Lemma 5.7, we have ι1 ≪ I
(∑
0≤j≤nEj(x)
− 1
2
)
, a fortiori.
We next evaluate ι3. By Lemma 3.8 applied with γ :=
1
3072e
(∑
0≤j≤n
(192e)2
ρj
)−1
and u := 1σ−1 ,
∫ L
1
e
−γ log
(
1+ τ
2
(σ−1)2
)
dτ ≪ (σ − 1) 12γ ≪ (σ − 1)3

 ∏
0≤j≤n
1
2πkj


1
2
,
this last estimate following from (σ − 1)≪ k−
1
2
j . Note that

 ∑
0≤j≤n
ρjβj


− 1
2
≫

 ∑
0≤j≤n
kj


− 1
2
≫ (σ − 1).
It follows that
ι3 ≪
∫ L
1
dτ
∫
[−π,π]n+1
dt|F (z; s)| ≪ (σ − 1)2F (ρ;σ)

 ∏
0≤j≤n
2π
kj


1
2

 ∑
0≤j≤n
ρjβj


− 1
2
≪ I(σ − 1).
It remains to estimate ι2. We observe, by Lemma 5.4 that R(t, τ) ≥ log2
(
1
σ−1
)
once |τ | < 1 since, for
some l, kl ≫ El(x)2 ≫ log2
(
1
σ−1
)
. Thus, e−
1
12
R(t,τ) ≪ (σ − 1)3. Now, the integral over t is at most
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2n+1
∏
0≤j≤n θj ≤ 2n+1
∏
0≤j≤n
Ej
(
e
1
σ−1
)ǫ
k
1
2
j
. Hence, we have
ι2 ≪n (σ − 1)3F (ρ;σ)

 ∏
0≤j≤n
k
− 1
2
j Ej
(
e
1
σ−1
)ǫ∫ 1
σ−1
dτe
−γ log
(
1+ τ
2
(σ−1)2
)
≪ (σ − 1)3F (ρ;σ)

 ∏
0≤j≤n
2π
kj


1
2 ∫ ∞
1
e−γ log(1+τ
2)dτ ≪ I(σ − 1),
this last line following again because (σ − 1)≪
(∑
0≤j≤n ρjβj
)− 1
2
.
Collecting all the integral estimates, we note that J1 ≪ J2, so J1 + J2 ≪ I
∑
0≤j≤n Sj. The claim now
follows from the trivial observation that
1 +O

 ∑
0≤j≤n
Sj

 ≤ ∏
0≤j≤n
(1 +O(Sj)) .

6. Completion of the Proof of Theorem 2.1
Proof of Theorem 2.1. Let Y := e
1
σ−1 . Recall that ηj = k
−1
j ρjEj (Y )− 1, and set
C(ρ) := (σ − 1) log x =
∑
0≤j≤n
(
1 +O
(
Ej(x)
−1)) ρjαj ;
note that by Lemma 4.2, ηj ≪ Ej(kj/Ej(Y ))Ej(Y ) and
∥∥∥ 1ρ∥∥∥−1 ≪ C(ρ) ≪ ‖ρ‖. By Stirling’s approximation, we
have kj! = k
kj+
1
2
j (2π)
1
2 e−kj(1 +O(k−1j )), so that
(2π)−(n+1)
∏
0≤j≤n
ρ
−kj
j
(
2π
kj
) 1
2
= (2π)−
n+1
2 exp

 ∑
0≤j≤n
(
−kj log
(
ρjEj (Y )
kj
)
−
(
kj +
1
2
)
log kj + kj logEj (Y )
)
= (2π)−
n+1
2
∏
0≤j≤n
(
1 +O
(
1
Ej(x)2
))
exp (−kj(log(1 + ηj) + 1− logEj (Y ))− log(kj !))
=
∏
0≤j≤n
(
1 +O
(
1
Ej(x)2
))
Ej (Y )
kj
kj!
e−kj(1+log(1+ηj )).(61)
Since the sets Ej form a partition,
∑
0≤j≤n
Ej (Y ) =
∑
p≤Y
1
p
= log
(
1
σ − 1
)
+M +O (σ − 1) ,
as in (10). Let M := ∏0≤j≤n ρ−kjj (2πkj
) 1
2
(1 +Oǫ (Sj)). Combining Lemmas 5.7 and 5.8 with (61) and
replacing ǫ + η with a different parameter which we shall also denote by ǫ (and which we allow to be
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arbitrarily small), we derive that when Sj := Ej(Y )
− 1
2
+ǫ,
π(x;E;k) = xσF (ρ;σ)

 (σ − 1)
(2π)n+2
M
(
2π∑
0≤j≤n ρjβj
) 1
2
+O
(
1
logB x
)
= x

 ∏
0≤j≤n
(
1 +O
(
Ej (Y )
− 1
2
+ǫ
)) Ej (Y )kj
kj!
e−Ej(Y )

F(k;σ) +O
(
x
F (ρ, σ)
logB−
1
2 x
)
,
where we have written
F(k;σ) :=

eC(ρ)+M√
2π
F (ρ, σ)e−
∑
0≤j≤n kj(1+log(1+ηj ))(∑
0≤j≤n ρjβj
) 1
2

 .
We now estimate F(k;σ). Define R implicitly via eR = F (ρ;σ)e−
∑
0≤j≤n kj(1+log(1+ηj)). Thus,
F(k;σ) :=

2π ∑
0≤j≤n
ρjβj


− 1
2
exp

 ∑
0≤j≤n
(
1 +O
(
Ej(x)
−1)) ρjαj +R+M

 .
Observe that, by the definition of ηj and the identities
log
(
1 +
ρj
pσ − 1
)
= − log
(
1− ρj
pσ − 1 + ρj
)
,
and kj = ρj
∑
p∈Ej
1
pσ−1+ρj , we have
R = exp

− ∑
0≤j≤n

∑
p∈Ej
log
(
1− ρj
pσ − 1 + ρj
)
− kj − kj log(1 + ηj)




= exp

 ∑
0≤j≤n

log(1− ρj
pσ − 1 + ρj
)
− ρj
∑
p∈Ej
1
pσ − 1 + ρj − kj log (1 + ηj)




= exp

 ∑
0≤j≤n
∑
l≥2
ρlj
l
∑
p∈Ej
1
(pσ − 1 + ρj)l −
∑
0≤j≤n
kj log (1 + ηj)

 .
Now, by Lemma 3.3,
ρlj
∑
p∈Ej
p>ρ
1
σ
j
1
(pσ − 1 + ρj)l ≪
1
l
ρj
log ρj
,
from which it follows that
∑
l≥2
ρlj
l
∑
p∈Ej
p>ρ
1
σ
j
1
pσ − 1 + ρj ≪
ρj
log ρj

∑
l≥2
1
l2

≪ ρj
log ρj
.
On the other hand, when p ≤ ρ
1
σ
j − 1 then (pσ − 1 + ρj)l ≤ 2l−1ρl−1j , whence
∑
l≥2
ρlj
l
∑
p∈Ej
p≤ρ
1
σ
j
−1
1
(pσ − 1 + ρj)l ≥

∑
l≥2
1
l2l−1

 ρj ∑
p∈Ej
p≤ρ
1
σ
j
−1
1
pσ − 1 + ρj .
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Set φ :=
∑
l≥2
1
l2l−1
> 14 . As φρj
∑
p∈Ej
p>ρ
1
σ
j
1
pσ−1+ρj ≪
ρj
log ρj
by Lemma 3.3, it follows that
R ≥ exp

φ ∑
0≤j≤n

ρj ∑
p∈Ej
1
pσ − 1 + ρj − kj log (1 + ηj)

+O( ρj
log ρj
)
= exp

 ∑
0≤j≤n
kj (φ− log (1 + ηj)) +O
(
ρj
log ρj
) .
This completes the proof of Theorem 1. 
7. Appendix 1: E2 in Theorem 1.1
We can express the set E2 mentioned in Theorem 1.1 as follows. For each k > e
e100 , let r(k) :=
⌊
log3 k
log 10
⌋
, and
let a0(k), . . . , ar(k)(k) ∈ {0, . . . , 9} be such that a0(k) 6= 0 for each k. Write Ak :=
∑
0≤j≤r(k) aj(k)10
k−j ,
and Sk := [Ak, Ak + 10
k−r(k)). Let Q denote the set of primes not congruent to 3 modulo 10. Then
E2 := Q∩
(⋃
k≥1 Sk
)
. Note that there are only 4 coprime residue classes modulo 10, and Q contains 3 of
them. We thus have
∑
p≤x
p∈E2
1
p
∼
∑
e100≤k≤
⌊
log x
log 10
⌋
∑
p∈Sk∩Q
1
p
∼ 3
4
∑
e100≤k≤
⌊
log x
log 10
⌋ log
(
log
(
Ak + 10
k−r(k))
logAk
)
∼ 3
4
∑
e100≤k≤
⌊
log x
log 10
⌋ log
(
1 +
10k−r(k)
Ak logAk
)
≍
∑
e100≤k≤
⌊
log x
log 10
⌋ log
(
1 +
1
a0(k)10r(k) logAk
)
≍
∑
e100≤k≤
⌊
log x
log 10
⌋
1
10r(k) logAk
≍ 1
log 10
∑
e100<k≤
⌊
log x
log 10
⌋
1
10r(k)k
∼ 1
log 10
∑
e100<k≤
⌊
log x
log 10
⌋
1
k log2 k
∼
∫ log x
log 10
e100
dt
t log2 t
∼
∫ log2 x
100
du
log u
∼ log2 x
log3 x
.
Hence, E2(x) ≍ log2 xlog3 x for x sufficiently large, as claimed.
8. Appendix 2: A Partition such that H1(σ) Fails
In this section, we will show that there are infinitely many choices of σ such that no subset of a partition
{E1, . . . , Em} simultaneously satisfies Ej
(
e
1
σ−1
)
≫m log
(
1
σ−1
)
and
∑
p∈Ej
p≤e
1
σ−1
log p
pσ ≫n 1σ−1 . This implies
that hypothesis H1(σ) is non-trivial.
Let σ > 1 be such that σ → 1+, and set L :=
⌊
log( 1σ−1)
log 2
⌋
. For each 0 ≤ l ≤ L, define yl := 22l , and for
0 ≤ k ≤ 2l−1 − 1, let xl,k := 22l−1+k. Thus, yl−1 ≤ xl,k < yl for each 0 ≤ k ≤ 2l−1 − 1. Set Il := [yl−1, yl)
for each 1 ≤ l ≤ L, and Jl,k := [xl,k, xl,k+1).
Given 0 ≤ j ≤ n, define Sj := {1 ≤ l ≤ L : Ej(yl) − Ej(yl−1) ≫n 1}, and if l ∈ Sj define Sj,l := {0 ≤
k ≤ 2l−1 − 1 : Ej(xl,k+1) − Ej(xl,k) ≫n 2−(l−1)}. Note that Ej
(
e
1
σ−1
)
≫n log
(
1
σ−1
)
if, and only if,
|Sj | ≫n L by necessity (since Ej(yl)−Ej(yl−1) ≤ log 2 anyway). Moreover, since, for l fixed, the intervals
Jl,k partition Il, |Sj,l| ≫n 2l−1, whenever these sets are defined.
When l ≤ L, pσ ≤ ep whenever p ∈ Il. Thus, in what follows, it will suffice to consider sums in terms of
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log p
p . Note that whenever k ∈ Sj,l,∑
p∈Ej∩Jl,k
log p
p
≥
(
2l−1 + k
)
log 2 (Ej(xl,k+1)− Ej(xl,k))≫n 1.
Hence,
(62)
∑
p∈Ej
p≤e
1
σ−1
log p
p
≥
∑
l∈Sj
∑
k∈Sj,l
∑
p∈Jl,k
log p
pσ
≫n
∑
l∈Sj
|Sj,l| ≫n
∑
l∈Sj
2l−1.
With these ideas in mind, let A,B ⊂ N, where B := ⋃l≥0[2l+1 − l, 2l+1) and A := N\B. Let E1 :=
P ∩ (⋃l∈A Il) and E2 := P ∩ (⋃l∈B Il). Thus, {E1, E2} partition P. Now, since |B ∩ [1, L]| ≤∑l≤logL l≪
log2 L, it follows that |S1| = (1− o(1))L, while |S2| = o(L). By the above remarks, this clearly shows that
E2
(
e
1
σ−1
)
= o
(
log
(
1
σ−1
))
, while E1
(
e
1
σ−1
)
≪ log
(
1
σ−1
)
, for any σ. Now, suppose that σ is chosen such
that L := 2M − 1, for some M ∈ N, assumed large. Then the maximal element of S1 is L−M + 1, while
that of S2 is L. Hence, by (62),
∑
p∈E2
p≤e
1
σ−1
log p
pσ ≫ 2L = 1σ−1 . On the other hand, setting L′ := 2M −M +1,
∑
p∈E1
p≤e
1
σ−1
log p
pσ
≤
∑
p≤yL′
log p
p
≪ 22M−M ≪ L−12L = o
(
1
σ − 1
)
.
Since M is an arbitrary, large integer, this provides a counterexample for infinitely many choices of σ (and
hence x).
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