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Abstract
We present online prediction methods for time series that let us explicitly handle nonsta-
tionary artifacts (e.g. trend and seasonality) present in most real time series. Specifically, we
show that applying appropriate transformations to such time series before prediction can lead
to improved theoretical and empirical prediction performance. Moreover, since these transfor-
mations are usually unknown, we employ the learning with experts setting to develop a fully
online method (NonSTOP-NonSTationaryOnline Prediction) for predicting nonstationary time
series. This framework allows for seasonality and/or other trends in univariate time series and
cointegration in multivariate time series. Our algorithms and regret analysis subsume recent re-
lated work while significantly expanding the applicability of such methods. For all the methods,
we provide sub-linear regret bounds using relaxed assumptions. The theoretical guarantees do
not fully capture the benefits of the transformations, thus we provide a data-dependent analysis
of the follow-the-leader algorithm that provides insight into the success of using such transfor-
mations. We support all of our results with experiments on simulated and real data.
1 Introduction
Time series modeling and forecasting is fundamentally important in many domains including econo-
metrics and resource consumption forecasting [Hamilton, 1994]. Analyzing and forecasting station-
ary time series models such as AutoRegressive Moving Average (ARMA) models Box et al. [2008],
Brockwell and Davis [2009], Hamilton [1994] has been well-studied. However, the inherently com-
plex structure of real world data is more appropriately modeled by nonstationary time series. Time
series that exhibit such nonstationary structure include seasonal time series such as influenza rates
[ILI], and time series exhibiting trends such as housing indexes and stock market prices [SP]. Such
data are ubiquitous and will only continue to grow as technology develops, especially with the Inter-
net of Things where devices will generate large quantities of nonstationary time series data. Thus,
efficient estimation and prediction with such models will become much more relevant.
In the setting of streaming or high-frequency time series, one would ideally like to have meth-
ods that update the model, predict sequentially, and do not rely on any restricting assumptions on
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the noise sequence or the loss function. This brings attention to the paradigm of online learning
[Cesa-Bianchi and Lugosi, 2006]. In that vein, Anava et al. [2013] recently presented online gra-
dient descent (OGD) and online Newton step (ONS) methods (ARMA-OGD and ARMA-ONS) for
ARMA prediction that do not make the Gaussianity assumption. Using a truncated auto-regressive
(AR) representation of an ARMA process, the authors provide online ARMA prediction algorithms
with sublinear regret, where the regret is with respect to the best conditionally expected one-step
ARMA prediction loss in hindsight. While no assumption is made about the stationarity of the
generating ARMA process, the empirical performance of ARMA-OGD suffers in the presence of
seasonality and/or trends Liu et al. [2016].
To handle a deterministic or stochastic trend, Liu et al. [2016] recently presented ARIMA-
OGD, a straigtforward extension of ARMA-OGD using AutoRegressive Integrated Moving Average
(ARIMA) models. However, the trend transform and its parameters (e.g. order of integration) are
assumed to be known, which is unrealistic in online settings as one typically needs adequate data
to test for such nonstationarities. Moreover, these methods don’t account for seasonality and do
not carry over to the multivariate domain. These shortcomings of existing work necessitate the
development of broader methods that take into account different types of nonstationarities with
extensions to multivariate time series.
1.1 Contributions
We provide general methods for time series prediction using OGD [Zinkevich, 2003] that account
for possible nonstationarities in the data. This leads to explicit transformations of the data before
prediction when the form of these nonstationarities are known. In the univariate case, our approach
subsumes existing work while expanding the applicability of such online methods to more realis-
tic time series settings. For the multivariate case, we propose a novel algorithm for prediction of
nonstationary vector time series generated by Error Corrected Vector AutoRegressive Moving Aver-
age (EC-VARMA) processes to deal with the phenomenon of cointegration [Tsay, 2013, Lu¨tkepohl,
2005]. Estimating EC-VARMA models are non-trivial in general; this typically requires a two-stage
process where the cointegrating rank is estimated before the parameters are estimated. The algo-
rithm we propose simultaneously estimates both the cointegrating rank and the VARMA (Vector
AutoRegressive Moving Average) matrix parameters.
However, the form of the nonstationary transformations are usually unknown. These transforms
are typically determined by statistical tests on a fixed dataset with sample size requirements. In
the online setting, this is unrealistic, thus we unify the above methods into a meta-algorithm called
NonSTOP to learn the correct transformation in an online fashion. NonSTOP utilizes the weighted
majority method Cesa-Bianchi and Lugosi [2006] wherein each expert corresponds to different
parameter settings of the nonstationary transformation (e.g. trend only, trend and seasonality, no
trend/seasonality, etc). NonSTOP quickly hones in on the correct transformation, and also allows
for flexibility in adapting to changes in the data.
Our regret analysis, which provides sublinear regret guarantees for all methods, only requires
invertibility of the moving average polynomial while the assumptions in Anava et al. [2013] and Liu
et al. [2016] are less natural. Moreover, we don’t require an upper bound on the data as nonstationary
data can be unbounded.
To emphasize the effect of the these nonstationary transformations, we prove a data dependent
regret guarantee for FTL (for least squares loss) that gives insights into why adjusting for nonsta-
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Table 1: Notation
B Bxt = xt−1
∆ ∆xt = xt − xt−1
∆s ∆sxt = xt − xt−s
d Differencing order
s Seasonal period
D˜ Seasonal differencing order
tionarities can give faster convergence.
All proofs can be found in the supplement.
1.2 Related Work
The application of online learning to time series modeling has begun to receive more attention in
the past couple of years. Anava et al. [2013] developed online gradient and online second order
methods for ARMA prediction. Liu et al. [2016] present a trend extension to Anava et al. [2013]
that requires knowledge of the parameters of the trend transformation, which is unrealistic in the
online setting. Other extensions include application to missing data Anava et al. [2015] and het-
eroscedastic processes Anava and Mannor [2016]. However, these algorithms suffer in the presence
of seasonliaty and are not applicable to multivariate time series. In contrast, we provide a unified
general framework capable of efficiently handling many common types of nonstationarities found
in real data.
Few works have tackled the problem of forecasting nonstationary time series in an online fash-
ion. Kuznetsov and Mohri [2016] developed generalization bounds for nonstationary time series
prediction by using online-to-batch conversion techniques on the sequences of hypothesis output by
a online algorithm for time series prediction. However, the work develops guarantees for the batch
setting as opposed to the online (possibly adversarial) setting and the method presented is in general
computationally intensive. Recently, Hazan et al. [2017] presented an online prediction method for
a linear dynamical system and also provided optimal regret bounds. Even though general state space
models allow for nonstationary components, these were not explored in the work. While ARMA
models do have a linear dynamical system representation, their natural form is more parsimonious
for explicitly modeling different kinds of nonstationarity.
2 Preliminaries: Time Series Modeling
In this section, we provide a brief summary of SARIMA (Seasonal ARIMA) and EC-VARMA pro-
cesses. For more comprehensive background, see Box et al. [2008], Tsay [2013]. For an introduc-
tion to online convex optimzation and online gradient descent, please see [Shalev-Shwartz, 2011,
Zinkevich, 2003, Hazan et al., 2007]. We introduce standard notation for time series in Table 1. Note
that the differencing notation ∆ can be compounded: ∆2xt = ∆(xt − xt−1) = xt − 2xt−1 + xt−2.
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2.1 SARIMA
Time series exhibiting seasonal patterns can be modeled by Seasonal AutoRegressive Integrated
Moving Average (SARIMA) Processes. Let xt, εt ∈ R denote the time series and innovations
(random variables). SARIMA(p, d, q)× (P, D˜,Q)s processes are described by the following:
φ(B)Φ(Bs)∆d∆D˜s xt = θ(B)Θ(B
s)εt (1)
where φ(B) = 1 −∑pi=1 φiBi, θ(B) = 1 + ∑qi=1 θiBi, Φ(Bs) = 1 −∑Pi=1 ΦiBis,Θ(Bs) =
1 +
∑Q
i=1 ΘiB
is and φ,Φ, θ,Θ ∈ R. Note that D˜ = 0 implies a ARIMA(p, d, q) process, and
D˜ = d = 0 implies a ARMA(p, q) process.
SARIMA processes explicitly model trend and seasonal nonstationarities by assuming that the
differenced process ∆d∆D˜s xt is an ARMA process with AR lag polynomial φ(B)Φ(B
s) and MA
lag polynomial θ(B)Θ(Bs). We denote the order of the underlying AR and MA lag polynomials
as la and lm, respectively. For SARIMA(p, d, q) × (P, D˜,Q)s processes, Eq. (1) gives us that
la = p+ Ps and lm = q +Qs.
If the MA lag polynomial has all of its roots outside of the complex unit circle, then the
SARIMA process is defined as invertible. Invertibility is equivalent to saying that the compan-
ion matrix (see Supplement) has eigenvalues less than 1 in magnitude. If this is the case, then the
underlying ARMA process ∆d∆D˜s xt can be written as an AR(∞) process and can be approximated
by a finite truncated AR process.
2.2 EC-VARMA
In many cases, a collection of time series may follow a common trend. This phenomenon, known
as cointegration, is ubiquitous in economic times series [Tsay, 2013]. Let xt, εt ∈ Rk,Φi ∈
Rk×k,Θi ∈ Rk×k. First, a VARMA(p, q) process is described by:
xt =
p∑
i=1
Φixt−i +
q∑
i=1
Θiεt−i + εt (2)
which is equivalent to writing Φ(B)xt = Θ(B)εt where Φ(B) = I −
∑p
i=1 ΦiB
i,Θ(B) =
I +
∑q
i=1 ΘiB
i. Formally, xt is cointegrated if ∆xt is stationary and there exists a vector µ ∈ Rk
such that µᵀxt is a stationary process. If xt is cointegrated, then we can rewrite the original VARMA
representation of xt as
∆xt = Πxt−1 +
p−1∑
i=1
Γi∆xt−i +
q∑
i=1
Θiεt−i + εt (3)
where Π = Φ(1), denoted the cointegrating matrix, is low rank (cointegrating rank), and Γj =
−(Φj+1 + . . . + Φp) for j = 1, . . . p − 1. Eq. (3) is known as an Error-Corrected VARMA (EC-
VARMA) model. Given that an such a process starts at some fixed time t = 0 with fixed initial
values, we can write Eq. (3) in a pure EC-VAR form Lu¨tkepohl [2006]:
∆xt = Π
∗xt−1 +
t−1∑
i=1
Γ∗i∆xt−i + εt, t ∈ N (4)
This allows us to approximate an EC-VARMA process with an EC-VAR model.
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3 Univariate Methods
In this section, we present algorithms for online univariate time series prediction which subsumes
recent works such as ARMA-OGD as presented in Anava et al. [2013] and its the extension to trend
nonstationarities ARIMA-OGD as presented in Liu et al. [2016].
We show that time series with certain characteristics (such as a trend and/or seasonality) can
be transformed before prediction to give better theoretical and empirical results. To achieve this
goal, we present a unified template for Time Series Prediction using OGD, denoted TSP-OGD,
that allows for prediction of transformed time series. The choice of the transformation, dependent
on the underlying data generation process (DGP), can lead to improved regret guarantees, partially
explaining why these transformations lead to better empirical performance.
This framework includes some commonly used transformations [Box et al., 2008]. Table 2
shows the explicit form of such transformations. In practice, the order of differencing is usually
determined by statistical tests (e.g. Elliot et al. [1996]) on a given dataset, which is not realistic
when considering the online setting.
3.1 TSP-OGD
We assume the following for the remainder of this section:
U1) xt is generated by a DGP such that there exists a transformation τ(xt) which results in an
invertible ARMA process. Moreover, there corresponds an inverse transformation ζ that
satisfies ζ(τ(xt)) = xt. Examples of such processes are ARMA, ARIMA, and SARIMA
processes.
U2) The noise sequence εt of the process is independent. Also, it satisfies that E[|εt|] < Mmax <
∞.
U3) `t : R2 → R is a convex loss function with Lipschitz constant L > 0.
U4) We assume the companion matrix F (as defined in the Supplement) of the MA lag polynomial
is diagonalizable, i.e. F = TΛT−1 where Λ is a diagonal matrix of eigenvalues. Denote λmax
as the magnitude of the largest eigenvalue (λmax < 1 by definition of invertibility), and κ ∈ R
such that (σmax(T)/σmin(T)) ≤ κ.
Assumption U1 includes a large class of models including ARMA/ARIMA/SARIMA models. It
is well-known that the class of ARMA models is equivalent to linear state space models, thus that
class of models is included in U1. U2 and U3 are standard assumptions in the time series literature.
Lastly, U4 is a relaxation of the less natural assumptions present in previous works Anava et al.
[2013], Liu et al. [2016]. Our assumption only requires the invertibility of the MA process, which
guarantees that the process can be well-approximated by a finite AR process (which is the heart of
our framework). Note that we don’t make the assumption that the data is bounded (as in previous
works), as data generated by a nonstationary process can be unbounded (e.g. random walks).
In Algorithm 1, the model parameters of the stochastic process are fixed by an adversary. At
time t, εt and xt are generated by the DGP. Before xt is revealed to us, the learner makes a pre-
diction x˜t (see line 6 of Algorithm 1) which incurs a prediction loss of `t(xt, x˜t). In more de-
tail, this prediction is preceded by a transform τ (See Table 2) that may require data points from
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Algorithm 1 TSP-OGD Framework
Require: DGP parameters la, lm. Horizon T . Learning rate η. Data: {xt}. Transformation τ .
Inverse Transformation ζ.
1: Set M = logλmax
((
2κTLMmax
√
lm
)−1)
+ la
2: Transform xt to get τ(xt).
3: Choose γ(1) ∈ E arbitrarily.
4: for t = 1 to T do
5: τ (x˜t) =
∑M
i=1 γ
(t)
i τ (xt−i)
6: Predict x˜t = ζ(τ(x˜t))
7: Observe xt and receive loss `Mt
(
γ(t)
)
8: Set γ(t+1) = ΠE
(
γ(t) − η∇`Mt
(
γ(t)
))
9: end for
Table 2: DGPs and their Transformations
DGP τ(xt) ζ(yt)
ARMA xt yt
ARIMA ∆dxt yt +
∑d−1
i=0 ∆
ixt−1
SARIMA ∆d∆D˜s xt
yt +
∑d−1
i=0 ∆
i∆D˜s xt−1
+
∑D˜−1
i=0 ∆
i
sxt−s
previous rounds (we suppress that dependence in the notation for convenience). The prediction
τ(x˜t) :=
∑M
i=1 γiτ (xt−i) is computed using an AR model of order M to approximate the underly-
ing invertible ARMA process. Then it is inverted with ζ and incurs a loss
`Mt (γ) := `t
(
xt, ζ
(
M∑
i=1
γiτ (xt−i)
))
(5)
where γ is the vector of parameters of the approximating AR model. The prediction performance
is evaluated using an “extended” notion of regret that looks at the prediction loss of the best process
in hindsight. Precisely, let α,β denote the set of AR and MA parameters, respectively, of the
underlying ARMA process τ(xt). Define
ft(α,β) = `t
(
xt, ζ
(
E
[
τ(xt)|{τ (xt)}t−1t=1;α,β
]))
(6)
Note that ft depends on the transformations τ, ζ in U1. The extended regret is defined as comparing
the accumulated loss in Eq. (5) to the loss of the best process in hindsight:
Regret =
T∑
t=1
`Mt (γ
(t))− min
α,β∈K
T∑
t=1
E[ft(α,β)] (7)
where K is the set of invertible ARMA processes.
Furthermore, let E ⊆ RM be a convex set of approximating AR models, i.e. γ ∈ E . E should be
chosen to be large enough to include a valid approximation to the DGP described in U1. However,
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Table 3: Regret Bounds for Different Transformations
Algorithm τ(xt) Regret Bound
ARMA-OGD xt O
(
M2 log2(T )
√
T
)
ARIMA-OGD ∆dxt O
(
M2
√
T
)
SARIMA-OGD ∆d∆D˜s xt O
(
M2
√
T
)
since the DGP is unknown in practice, one usually chooses a simple constraint set such as E = {γ :
‖γ‖∞ ≤ 1}. Let D = supγ1,γ2∈E ‖γ1 − γ2‖2, and ‖∇γ`Mt (γ)‖2 ≤ G(t) for some monotonically
increasing G(t). This assumption allows the time series to be potentially unbounded. Let ΠE
denote the projection operator onto the set E .
We present a general regret bound for Algorithm 1:
Theorem 3.1. Let η = D
G(T )
√
T
. Then for any data sequence {xt}Tt=1 that satisfies assumptions
U1-U4, Algorithm 1 generates a sequence {γ(t)} in which
Regret = O
(
DG(T )
√
T
)
Remark 1: Note that plugging in the ARMA transformation and ARIMA transformation in Table
2 to Algorithm 1 recovers ARMA-OGD as presented in Anava et al. [2013] and ARIMA-OGD as
presented in Liu et al. [2016], respectively. Plugging in the SARIMA transformation results in a
novel variation which we denote as SARIMA-OGD.
For the following remarks, assume that `t is squared loss, the DGP is a SARIMA process, and
|xt| < C(t) = O (log t) (note that the log transformation is commonly employed as a variance
stabilizer in many time series domains).
Remark 2: Table 3 shows the regret bounds obtained by using different transformations/al-
gorithms. The differencing transforms remove any growth trends in the data; as a consequence the
transformed time series is bounded by a constant. In our case, this implies |∆dxt|, |∆d∆D˜s xt| < C∆
(a constant), which leads to an improvement over the regret bound obtained from ARMA-OGD.
This improvement can be seen in the empirical results section of Liu et al. [2016].
Remark 3: When the DGP is assumed to be SARIMA, we require that la = p+Ps, lm = q+Qs
as mentioned in Section 2, i.e. la, lm both need to essentially be a multiplicative factor larger than
s. This affects the length of the required AR approximation M as described in line 1 of Algorithm
1.
3.2 Data Transformation Dependent Regret
The transformations discussed in the previous sections essentially diminish serial correlation in the
data due to any existing nonstationarities. However, our regret bounds (shown in Table 3) do not ac-
curately reflect this. We conjecture that these bounds are missing data-dependent terms that capture
correlations in nonstationary time series. To give a flavor of what a satisfactory data dependent re-
gret bound might look like, we analyze the regret for the FTL algorithm for the case of least squares
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Figure 1: Empirical Regret Bounds
loss
(
`t(γ) =
1
2(xt − γᵀψt)2
)
and show that these bounds depend on a data dependent term. We
look at the standard notion of regret and hence the result in this section is much more general than
time series prediction and is also relevant to general regression problems.
The FTL algorithm follows a simple update [Shalev-Shwartz, 2011]
(
γt+1 ∈ argminγ
∑t
i=1 `t(γ)
)
.
It is easy to see that the FTL algorithm for least squares loss is just recursive least squares (RLS).
Using the relevant RLS update equations Ljung [1998], Lai and Wei [1982], we obtain the follow-
ing:
Theorem 3.2. Let `t(γ) be the squared loss with Lipschitz constant L > 0. Then FTL generates a
sequence {γt} in which
T∑
t=1
`t (γt)−min
γ
T∑
t=1
`t (γ) = O
(
T∑
t=1
1
tλmin(t)
)
where λmin(t) := λmin
(
1
t
∑t
i=1ψiψ
ᵀ
i
)
.
At the heart of our framework in Algorithm 1, we are approximating an ARMA process with
an AR model. In order to apply Theorem 3.2 to our time series prediction setting for DGPs as
described in assumption U1, assume for now that we use FTL and least squares loss to predict the
underlying ARMA process τ(xt) with an AR model γᵀτ(ξt), where ξt =
[
xt−1 . . . xt−M
]ᵀ and
τ(ξt) =
[
τ(xt−1) . . . τ(xt−M )
]ᵀ. This results in λmin(t) = (1t ∑ti=1 τ(ξi)τ(ξi)ᵀ). Ideally, we
want this quantity to be large, meaning that the invidividual samples τ(xt) are not highly correlated.
To empirically assess the regret bound when accounting for the appropriate nonstationarities,
we calculate the bound
∑T
i=1 1/ (tλmin(t)) for the three transforms in Table 2. We simulated a
SARIMA process 50 times with T = 10, 000 and then averaged the regret bound across the 50
simulated datasets using each transformation. The result is shown in Figure 1. The transformations
essentially decrease correlations making the data more like realizations of a stationary process; we
can see that accounting for the appropriate nonstationarities results in tighter regret bounds.
4 Multivariate Methods
Online prediction using multivariate nonstationary models present an additional difficulty due to
the notion of cointegration (Section 2). Estimating EC-VARMA models in the static setting is non-
trivial in general since the cointegrating rank is unknown and is typically determined by statistical
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tests (e.g. trace statistic of Johansen [1988]), which again is not realistic in the online setting. We
propose a novel online method for cointegrated vector time series that simultaneously updates both
the cointegrating matrix (including its rank) and the approximating VAR matrix parameters in order
to accurately adapt to the underlying DGP and make predictions.
4.1 Online Prediction for EC-VARMAModels
We generalize the assumptions U1-U4 to the multivariate setting:
M1) xt is generated by an EC-VARMA process. The noise sequence εt of the underlying VARMA
process is independent. Also, it satisfies that E[‖εt‖2] < Mmax <∞.
M2) We overload notation for the vector case and let `t : R2k → R be a convex loss function with
Lipschitz with constant L > 0.
M3) We assume the companion matrix F of the MA lag polynomial is diagonalizable. λmax and
κ are the same as in assumption U4.
The resulting algorithm is summarized in Algorithm 2, denoted EC-VARMA-OGD. The setup
of this algorithm is the same as in Section 3. We overload more notation to generalize Equations 5
and 6. First, we have `Mt (γ) :=
`t
(
xt,xt−1 + Πˆxt−1 +
M∑
i=1
Γˆi∆xt−i
)
(8)
and ft(Π,Γ,Θ) =
`t
(
xt,xt−1 + Πxt−1 +
p−1∑
i=1
Γi∆xt−i +
q∑
i=1
Θiεt−i
)
where γ = {Πˆ, Γˆ1, . . . , ΓˆM} are the approximating EC-VAR parameters. The regret as defined in
Eq. (7) can be generalized to
Regret =
T∑
t=1
`Mt (γt)− min
Π,Γ,Θ∈K
T∑
t=1
E[ft(Π,Γ,Θ)] (9)
where K is the set of invertible EC-VARMA processes.
To encourage Πˆ to be low rank, we project it onto B(·, ρ), which is the nuclear norm ball of
radius ρ. This involves projecting the singular values of Πˆ onto an `1-ball and can be efficiently
done [Duchi et al., 2008]. In our framework, this is handled by letting the convex set E be described
as {γ : ‖Πˆ‖∗ ≤ ρ, ‖Γˆi‖max ≤ 1, i = 1, . . . ,M} and plugging it into OGD where projections are
made at each iteration. For convenience of notation, let EΓ = {Γˆ : ‖Γˆi‖max ≤ 1, i = 1, . . .M}. As
in Section 3, E should be chosen to be large enough to encompass a valid approximation to the true
DGP.
We present the following regret bound:
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Algorithm 2 EC-VARMA-OGD
Require: DGP parameters p, q. Horizon T . Learning rate η. Data: {xt}.
1: Set M = logλmax
((
2κTLMmax
√
q
)−1)
+ p
2: Choose γ(1) ∈ E arbitrarily.
3: for t = 1 to T do
4: Predict x˜t = xt−1 + Πˆxt−1 +
∑M
i=1 Γˆi∆xt−i
5: Observe xt and receive loss `Mt
(
γ(t)
)
6: Γˆ
(t+1)
i = ΠEΓ
(
Γˆ
(t)
i − η∇Γi`Mt
(
γ(t)
))
7: Πˆ(t+1) = ΠB(∗,ρ)
(
Πˆ(t) − ηt∇Π`Mt
(
γ(t)
))
8: end for
Theorem 4.1. Let η = D
G(T )
√
T
. Then for any data sequence {xt}Tt=1 that satisfies assumptions
M1-M3, Algorithm 2 generates a sequence {γt} in which
Regret = O
(
DG(T )
√
T
)
For the remainder of the section, we assume that `t is the squared loss and ‖xt‖2 < C(t) =
O(log t).
Remark 1: With the above assumptions, the resulting regret bound of EC-VARMA-OGD is
O
(
k2M2 log2(T )
√
T
)
.
Remark 2: By setting ρ = 0 and using xt in place of ∆xt (i.e. not differencing) in Algorithm 2,
we effectively use a VARMA process as the DGP and achieve an equivalent regret bound as in the
previous remark. Denote this adaptation as VARMA-OGD. However, if the DGP is EC-VARMA,
we expect this to empirically perform worse than EC-VARMA-OGD since the latter exploits a valid
transformation of the data.
Remark 3: Assume that the DGP is an EC-VARMA process and ρ = o(1/ log2(T )). Then the
regret bound obtained is O
(
k2M2
√
T
)
. In Section 6, we find that this choice of ρ works well
empirically.
5 NonSTOP
Algorithms 1 and 2 assume that the appropriate transformation is known apriori. Typically, sta-
tistical tests are used to determine the degree of differencing on a fixed dataset (e.g. Elliot et al.
[1996]) and these usually come with assumptions and sample size requirements. In the online set-
ting, these requirements are not realistic and an ideal method must adapt to the incoming data from
a possibly time dependent sequence of transformations. We approach this problem by using the
online learning with experts (OLE) setup wherein each expert corresponds to a specific transforma-
tion (including the identity transform). Specifically, we adapt the (randomized) weighted majority
algorithm [Shalev-Shwartz, 2011] as a meta-algorithm to select a transformation at each time step.
More precisely, let M be the set of experts we consider. The set of experts can either be
instantiations of Algorithm 1 or 2. For example, in the univariate setting, we could have M =
NonSTOP: A NonSTationary Online Prediction Method for Time Series 11
Algorithm 3 NonSTOP
Require: DGP parameters la, lm. Horizon T . Data: {xt}. ModelsM. Window size k.
1: Set η =
√
log |M|
T
2: Initialize w1 =
[
1 . . . 1
]
3: for t = 1 to T do
4: Set bt = maxτ∈{t−k,....t},h∈M `τ (h),Wt =
∑
hwt(h)
5: Predict using ht ∈M, where ht is chosen using probability distribution wtWt
6: For each model inM, run the update according to Algorithm 1.
7: Update wt+1[h] = wt[h](1− η)
`t(h)
bt for all h ∈M
8: end for
{ARMA-OGD,ARIMA-OGD,SARIMA-OGD} with both d and D˜ set to 1, and in the multivariate
setting we can have M = {VARMA-OGD,EC-VARMA-OGD}. We assume that the seasonal
period s is known.
The resulting algorithm refered to as NonSTOP is summarized in Algorithm 3. In each round,
the online meta-algorithm randomly selects a prediction from one of its experts. After receiving
the loss, it then updates its view about its experts, while the experts themselves are adapting to the
data. We scale the loss function with a sliding window maximum such that the losses stay bounded.
Since D,G(T ), and `Mt
(
γ(t)
)
as shown in Algorithm 1 and 2 are now dependent on the specific
transformation, we denote this as Dh, Gh(T ), `Mt,h
(
γ
(t)
h
)
for a model h ∈ M. Define Regret =∑T
t=1 E [`t(ht)]−minα,β∈K
∑T
t=1 E [ft(α,β)], where `t(h) := `Mt,h
(
γ
(t)
h
)
. With these definitions
in hand, we give the following theorem:
Theorem 5.1. Define BT := maxτ∈{1,...,t},h∈M `τ (h). Then Algorithm 3 plays a sequence of
predictions that satisfies
Regret = O
(
max {BT , D∗G∗(T )}
√
T
)
where D∗ = maxhDh, G∗(T ) = maxhGh(T ).
Remark 5.1.1. When using least squares loss, BT = O(G∗(T )) and the regret bound defaults to
O
(
D∗G∗(T )
√
T
)
.
6 Empirical Results
In this section, we show empirically the effectiveness of methods described in Sections 3, 4, and 5
on synthetic and real datasets. In each scenario, we use squared loss and plot the log average squared
loss vs. iteration. For all experiments, we set E = {γ : ‖γ‖max ≤ 1}, initialize all parameters to
0, and set the sliding window length k = 10. For all real world datasets, we log transform the time
series. Plots of these datasets can be found in the Supplement.
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Figure 2: Empirical results for synthetic and real datasets
6.1 Univariate Setting
To illustrate that applying transformations accounting for appropriate nonstationarities results in
superior empirical performance, we compare the algorithms given in Table 3. We also include a
comparison to NonSTOP to showcase its efficacy in a fully online setting. For each dataset, we
assume the seasonal differencing order D˜ = 1. We set M = 2s and d = 1 for each dataset.
We first simulate 20 synthetic time series with T = 20000 from the following SARIMA model:
∆∆12xt = (1− 0.95L)(1− 0.4L12)t (10)
We run the algorithms on each generated time series and average the log average loss in Figure 2a.
As expected, SARIMA-OGD outperforms ARMA-OGD and ARIMA-OGD, converging quickly as
it accounts for the appropriate nonstationarities. This behaviour is consistent with our hypothesis
that in the absence of an appropriate transformation, existing methods will underperform. NonSTOP
gradually adapts and learns to heavily weight the correct transformation (expert) and outperforms
ARMA-OGD and ARIMA-OGD.
To showcase the adaptability of NonSTOP, we simulate 20 synthetic time series from Eq. (16)
for 4000 timesteps from a SARIMA model, and then simulate data from an ARIMA model for
another 12000 timesteps. Results are shown in Figure 2b. NonSTOP learns to weight SARIMA-
OGD initially, but quickly adapts at t = 4000 to weight ARIMA-OGD. In fact, at the end of the
run, it actually outperforms all experts, showing the power of this online adaptable algorithm.
Next, we consider a dataset that contains daily electricity demand in Turkey. The seasonality
in this dataset is biannual. The results of running the algorithms are shown in Figure 2c. Again,
SARIMA-OGD accounts for the appropriate nonstationarities and performs the best. ARMA-OGD
suffers severely due to not accounting for any nonstationarity. As such, NonSTOP quickly finds
that ARMA-OGD is not a reliable expert and performs well in comparison to the other experts.
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For the daily recorded births in Quebec, there is a weekly seasonality pattern with s = 7. Figure
2d reveals that the results here are similar to previous datasets. Because NonSTOP starts with an
equal weight for each expert, it pays a large penalty for selecting ARMA-OGD in initial iterations.
However, it approaches the performance of the other algorithms as it learns to heavily weight the
correct transformation.
Lastly, we consider a dataset consisting of daily river flow values from the Saugeen River. This
data seems to exhibit a yearly (s = 365) seasonality pattern (see supplement). The results are
plotted in Figure 2e. While accounting for any nonstationarity improves performance, accounting
for seasonality actually hurts the performance compared to accounting for only trend. In our ex-
perience, ARIMA can sometimes outperform SARIMA even on seemingly seasonal data. Despite
this, NonSTOP learns to weight ARIMA-OGD and quickly approaches the best performance. This
showcases the efficacy of the NonSTOP algorithm in a fully online setting.
6.2 Multivariate Setting
We collected 7 time series of stock prices from Yahoo Finance of large technology companies,
and also included the S&P500 index. By including the S&P500, which is essentially an weighted
average of 500 company stock prices, we have partially introduced cointegration into the time series.
We set M = 10, ρ = 0.5 and ran all algorithms with the resulting plots in Figure 2f. Accounting
for cointegration results in considerably stronger performance. There is a bump in the convergence
plot due to a spike in the data (see Supplement). We also evaluated the algorithms on the Google
Flu dataset. There are two distinct seasonality patterns: the northern hemisphere countries have flu
incidents that peak in one part of the year while the southern hemisphere countries have flu incidents
that peak in the other part of the year. Thus, it makes sense to believe that the time series exhibit
cointegration. This dataset exhibits yearly seasonality, thus we set M = 60 to be larger than one
seasonal period. We choose ρ = 0.5 and plot the results are given in Figure 2g. Again, adjusting
for the cointegration dramatically increases predictive performance.
On both datasets, NonSTOP pays a penalty for selecting VARMA-OGD in the initial iterations
before learning to heavily weight EC-VARMA-OGD. Note that NonSTOP outperforms VARMA-
OGD by at least a factor of 3 on the original scale for both datasets.
7 Conclusions and Future Work
We presented general online time series methods that account for nonstationary artifacts in both
univariate and multivariate data. If such artifacts are known in advance, we demonstrate that these
transformations lead to superior theoretical and empirical performance. Speculating that accounting
for nonstationarities reduces correlation in the data, we presented a data dependent regret bound for
FTL in the case of squared loss. In the case that the artifacts are unknown, we incorporate a finite
set of possible transformations into a OLE framework called NonSTOP that can learn to appropri-
ately weight the correct transformation. We provided empirical results showing the efficacy of our
proposed methods. In future work, we plan to explore extensions that hold for more complicated
models including long memory models such as ARFIMA.
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A More Background: Companion Matrix
If the MA lag polynomial of a SARIMA process has all of its roots outside of the complex unit
circle, then the SARIMA process is defined as invertible. Let βi be the scalar coefficients of the
MA lag polynomial (recall that this is θ(L)Θ(Ls)). Invertibility is equivalent to saying that the
companion matrix
F =

−β1 −β2 . . . . . . −βlm
1 0 . . . . . . 0
0 1 0 . . .
...
... 0
. . . . . .
...
0
...
... 1 0

has eigenvalues less than 1 in magnitude. If this is the case, then the underlying ARMA process
∆d∆D˜s xt can be written as an AR(∞) process and can be approximated by a finite truncated AR
process.
In the multivariate setting, the requirements for invertibility are very similar to the univariate
case. For EC-VARMA (and VARMA) processes, we require that det (Θ(L)) must have all of its
roots outside of the complex unit circle. Again, this is equivalent to saying that the companion
matrix has eigenvalues less than 1 in magnitude [Lu¨tkepohl, 2005, Tsay, 2013]. If the process is
invertible, then it can be rewritten as a VAR(∞) process.
B Proof of Theorem 3.1
We give a proof similar to Anava et al. [2013] and Liu et al. [2016] using our transformation nota-
tion, and with the more natural and relaxed assumption of invertibility of the MA process.
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Proof. Step 1: Assume that ζ(x˜t) is a linear function such as the ones given in Table 2. Then {`Mt }
are convex loss functions, and we may invoke [Zinkevich, 2003] with a fixed step size η = D
G(T )
√
T
:
T∑
t=1
`Mt (γt)−minγ
T∑
t=1
`Mt (γ) = O
(
DG(T )
√
T
)
Note that the proof in [Zinkevich, 2003] uses a constant upper bound G on the gradients. Since
we assume G(T ) is a monotonically increasing function, the proof in [Zinkevich, 2003] follows
through straightforwardly.
Step 2: Let α,β denote the parameters of the underlying ARMA(la, lm) process. We define a
few things:
τ (x∞t (α,β)) =
la∑
i=1
αiτ (xt−i) +
lm∑
i=1
βi
(
τ (xt−i)− τ
(
x∞t−i(α,β)
))
x∞t (α,β) = ζ (τ (x
∞
t (α,β)))
with initial condition τ (x∞t (α,β)) = τ (xt) for t < 0. For convenience, assume that we have fixed
data x0, . . . , x−h so that τ(x0), . . . , τ(x−la) exists. Denote
f∞t (α,β) = `t (xt, x
∞
t (α,β))
With this definition, we can write τ (x∞t (α,β)) =
∑t+la
i=1 ci(α,β)τ (xt−i), i.e. as a growing AR
process. Next, we define
τ (xmt (α,β)) =
la∑
i=1
αiτ (xt−i) +
lm∑
i=1
βi
(
τ (xt−i)− τ
(
xm−it−i (α,β)
))
xmt (α,β) = ζ (τ (x
m
t (α,β)))
with initial condition τ (xmt (α,β)) = τ (xt) for m < 0. We relate M and m with this relation:
M = m + la. With this definition, we can write τ (xmt (α,β)) =
∑M
i=1 c˜i(α,β)τ (xt−i), i.e. as a
fixed length AR process. Denote
fmt (α,β) = `t (xt, x
m
t (α,β))
Let (α∗,β∗) = argminα,β∈K
∑T
t=1 E [ft(α,β)]. Recall that the only random part of the expecta-
tion is εt. xt is fixed in this quantity.
Lemma B.1 gives us that
min
γ
T∑
t=1
`Mt (γ) ≤
T∑
t=1
fmt (α
∗,β∗)
Lemma B.3 says that choosing m = logλmax
((
2κTLMmax
√
lm
)−1) results in∣∣∣∣∣
T∑
t=1
E[fmt (α∗,β∗)]−
T∑
t=1
E[f∞t (α∗,β∗)]
∣∣∣∣∣ = O(1)
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Lemma B.2 gives us that∣∣∣∣∣
T∑
t=1
E[f∞t (α∗,β∗)]−
T∑
t=1
E[ft(α∗,β∗)]
∣∣∣∣∣ = O(1)
Chaining all of these gives us the final result:
T∑
t=1
`mt (γt)− min
α,β∈K
T∑
t=1
E[ft(α,β)] = O
(
DG(T )
√
T
)
Lemma B.1. For all m and {xt} that satisfies the assumptions U1-U4, we have that
min
γ
T∑
t=1
`mt (γ) ≤
T∑
t=1
fmt (α
∗,β∗)
Proof. We simply set γ∗i = c˜i(α
∗,β∗) and get
∑T
t=1 `
m
t (γ
∗) =
∑T
t=1 f
m
t (α
∗,β∗). Thus, the
minimum holds trivially. Note that we assume γ∗ ∈ E .
Lemma B.2. For any data sequence {xt} that satisfies the assumptions U1-U4, it holds that∣∣∣∣∣
T∑
t=1
E[f∞t (α∗,β∗)]−
T∑
t=1
E[ft(α∗,β∗)]
∣∣∣∣∣ = O(1)
Proof. Let (α′,β′) denote the parameters that generated the signal. Thus,
ft(α
′,β′) = `t(xt, xt − εt)
for all t. Since εt is independent of ε1, . . . , εt−1, the best prediction at time t will cause a loss of at
least E[`t(xt, xt − εt)]. Since E[εt] = 0 and `t is convex, it follows that (α∗,β∗) = (α′,β′) and
that
ft(α
∗,β∗) = `t(xt, xt − εt)
We define a few things first. Let
yt = τ (xt)− τ (x∞t (α∗,β∗))− εt, yt =

yt
yt−1
...
yt−q+1

WLOG (and by assumption), we can assume that E [‖y0‖2] ≤ ρ, where ρ is some positive constant.
Next we show that
E[|yt|] = E [|τ (xt)− τ (x∞t (α∗,β∗))− εt|] ≤ κλtmaxρ
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We have that
τ (xt)− τ (x∞t (α∗,β∗))− εt =
la∑
i=1
α∗i τ (xt−i) +
lm∑
i=1
β∗i εt−i + εt
−
la∑
i=1
α∗i τ (xt−i)−
lm∑
i=1
β∗i
(
τ (xt−i)− τ
(
x∞t−i(α
∗,β∗)
))− εt
=−
lm∑
i=1
β∗i
(
τ (xt−i)− τ
(
x∞t−i(α
∗,β∗)
)− εt−i)
which shows that yt = −
∑lm
i=1 β
∗
i yt−i. The companion matrix to this difference equation is exactly
F as defined in Eq. A. Thus,
yt = Fyt−1
Next, we note that
|yt| ≤ ‖yt‖2 = ‖Fyt−1‖2
= ‖F2yt−2‖2
= ‖Fty0‖2
= ‖TΛtT−1y0‖2
≤ ‖T‖2‖T−1‖2‖Λt‖2‖y0‖2
=
σmax(T)
σmin(T)
λtmax‖y0‖2
≤ κλtmax‖y0‖2
Taking the expectation gives us E[|yt|] ≤ κλtmaxE [‖y0‖2] ≤ κλtmaxρ.
Now we combine this with the Lipschitz continuity of `t to get
|E [f∞t (α∗,β∗)]− E [ft(α∗,β∗)]| = |E [`t(xt, x∞t (α∗,β∗))]− E [`t(xt, xt − εt)]|
≤ E [|`t(xt, x∞t (α∗,β∗))− `t(xt, xt − εt)|]
≤ L · E [|xt − x∞t (α∗,β∗)− εt|]
= L · E [|τ (xt)− τ (x∞t (α∗,β∗))− εt|]
≤ κLρλtmax
where we used Jensen’s inequality in the first inequality. Note that we also assume xt − x˜t =
ζ(τ(xt)) − ζ(τ(x˜t)) = τ(xt) − τ(x˜t). This holds true for the transformations given in Table 2.
Summing this from t = 1 to T gives us the result.
Lemma B.3. For any data sequence {xt} that satisfies the assumptions U1-U4, it holds that∣∣∣∣∣
T∑
t=1
E [fmt (α∗,β∗)]−
T∑
t=1
E [f∞t (α∗,β∗)]
∣∣∣∣∣ = O(1)
if we choose m = logλmax
(
(2κTLMmax
√
lm)
−1) .
NonSTOP: A NonSTationary Online Prediction Method for Time Series 19
Proof. Fix t. Note that for m < 0,
|τ (xmt (α∗,β∗))− τ (x∞t (α∗,β∗)) | = |τ (xt)− τ (x∞t (α∗,β∗)) |
≤ |τ (xt)− τ (x∞t (α∗,β∗))− εt|+ |εt|
The right hand side of the inequality is simply |yt|+ |εt|, where yt is as defined in Lemma B.2. By
assumption, E[|εt|] < Mmax. Assume that Mmax is large enough such that E[|yt|] ≤ Mmax. This
is a valid assumption since it is decaying exponentially as proved in Lemma B.2. It is important
to note that τ (xmt (α,β)) and τ (x
∞
t (α,β)) have no randomness in them since τ is deterministic.
Thus, for m < 0,
|τ (xmt (α∗,β∗))− τ (x∞t (α∗,β∗)) | = E [|τ (xmt (α∗,β∗))− τ (x∞t (α∗,β∗)) |]
= E [|τ (xt)− τ (x∞t (α∗,β∗)) |]
≤ E[|yt|+ |εt|]
≤ 2Mmax
Squaring both sides of the inequality results in
(τ (xmt (α
∗,β∗))− τ (x∞t (α∗,β∗)))2 ≤ 4M2max
Next, we define
zmt = τ (x
m
t (α
∗,β∗))− τ (x∞t (α∗,β∗)) , zmt =

zmt
zm−1t−1
...
zm−q+1t−q+1

We have that
τ (xmt (α
∗,β∗))− τ (x∞t (α∗,β∗)) =
la∑
i=1
α∗i τ (xt−i) +
lm∑
i=1
β∗i (τ (xt−i)− τ
(
xm−it−i (α
∗,β∗)
)
)
−
la∑
i=1
α∗i τ (xt−i)−
lm∑
i=1
β∗i (τ (xt−i)− τ
(
x∞t−i(α
∗,β∗)
)
)
=−
lm∑
i=1
β∗i
(
τ
(
xm−it−i (α
∗,β∗)
)− τ (x∞t−i(α∗,β∗)))
Thus, zmt = −
∑lm
i=1 β
∗
i z
m−i
t−i . The companion matrix to this difference equation is exactly F as
defined in Eq. A. Thus,
zmt = Fz
m−1
t−1
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We have that
|zmt | ≤ ‖zmt ‖2 = ‖Fzm−1t−1 ‖2
= ‖F2zm−2t−2 ‖2
= ‖Fmz0t−m‖2
= ‖TΛmT−1z0t−m‖2
≤ ‖T‖2‖T−1‖2‖Λm‖2‖z0t−m‖2
=
σmax(T)
σmin(T)
λmmax
√√√√lm−1∑
i=0
(z−it−m−i)2
≤ κλmmax
√
q4M2max
= κλmmax2Mmax
√
lm
Now we combine this with the Lipschitz continuity of `t to get
|E[fmt (α∗,β∗)]− E[f∞t (α∗,β∗)]| = |E[`t(xt, xmt (α∗,β∗))]− E[`t(xt, x∞t (α∗,β∗))]|
≤ E[|`t(xt, xmt (α∗,β∗))− `t(xt, x∞t (α∗,β∗))|]
≤ L · E[|xmt (α∗,β∗)− x∞t (α∗,β∗)|]
= L · |τ (xmt (α∗,β∗))− τ (x∞t (α∗,β∗)) |
≤ 2κLMmax
√
lmλ
m
max
where in the first inequality we used Jensen’s inequality and we again used the assumption that
xt − x˜t = τ(xt)− τ(x˜t).
Summing this quantity from t = 1 to T gives us the result:∣∣∣∣∣
T∑
t=1
E[f∞t (α∗,β∗)]−
T∑
t=1
E[fmt (α∗,β∗)]
∣∣∣∣∣ ≤ 2κTLMmax√lmλmmax
Choosing m = logλmax
(
(2κTLMmax
√
lm)
−1) gives us the desired O(1) property.
C Proof of Theorem 4.1
Proof. We again produce a proof of very similar structure to Anava et al. [2013] and Liu et al.
[2016]. We first need to redefine a few things for the vector case. Let D = supγ1,γ2∈K ‖γ1−γ2‖F ,
and ‖∇γ`mt (γ)‖F ≤ G(T ).
Step 1: Since {`Mt } are convex loss functions, we may invoke [Zinkevich, 2003] with a fixed
step size η = D
G(T )
√
T
:
T∑
t=1
`Mt (γt)−minγ
T∑
t=1
`Mt (γ) = O
(
DG(T )
√
T
)
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Again, we note that the proof in [Zinkevich, 2003] uses a constant upper bound G on the gradi-
ents. Since we assume G(T ) is a monotonically increasing function, the proof in [Zinkevich, 2003]
follows through straightforwardly.
Step 2: Next we define a few things in the same vein as in the proof of Theorem 3.1. Let
∆x∞t (Π,Γ,Θ) = Πxt−1 +
p−1∑
i=1
Γi∆xt−i +
q∑
i=1
Θi
(
∆xt−i −∆x∞t−i(Π,Γ,Θ)
)
x∞t (Π,Γ,Θ) = ∆x
∞
t (Π,Γ,Θ) + xt−1
f∞t (Π,Γ,Θ) = `t (xt, x
∞
t (Π,Γ,Θ))
with initial condition ∆x∞t (Π,Γ,Θ) = ∆xt for all t < 0. Note that we are assuming that we have
fixed data x0, . . . ,x−p. With this definition, we can write ∆x∞t (Π,Γ,Θ) = c0(Π,Γ,Θ)xt−1 +∑t+p−1
i=1 ci(Π,Γ,Θ)∆xt−i, i.e. as a growing AR process. This is because we can undo the repa-
rameterization and write ∆xt in its original VARMA process form
x∞t (Π,Γ,Θ) =
p∑
i=1
Aixt−i +
q∑
i=1
Θi
(
xt−i − x∞t−i(Π,Γ,Θ)
)
=
t+p∑
i=1
ci(A,Θ)xt−i
as shown in the proof of Algorithm 1. Using the error corrected reparameterization here results in
∆x∞t (Π,Γ,Θ) = c0(Π,Γ,Θ)xt−1 +
t+p−1∑
i=1
ci(Π,Γ,Θ)∆xt−i
Furthermore, we define
∆xmt (Π,Γ,Θ) = Πxt−1 +
p−1∑
i=1
Γi∆xt−i +
q∑
i=1
Θi
(
∆xt−i −∆xm−it−i (Π,Γ,Θ)
)
xmt (Π,Γ,Θ) = ∆x
m
t (Π,Γ,Θ) + xt−1
fmt (Π,Γ,Θ) = `t(xt, x
m
t (Π,Γ,Θ))
with initial condition ∆xmt (Π,Γ,Θ) = ∆xt for all m < 0. We relate M = m + p − 1. With this
definition, we can write ∆xmt (Π,Γ,Θ) = c˜0(Π,Γ,Θ)xt−1 +
∑M
i=1 c˜i(Π,Γ,Θ)∆xt−i by using
similar rearrangement arguments as shown above.
Lastly, we define
(Π∗,Γ∗,Θ∗) = argmin
Π,Γ,Θ
T∑
t=1
E[ft(Π,Γ,Θ)]
Recall that xt is fixed in the expectation.
Lemma C.1 gives us that
min
γ
T∑
t=1
`Mt (γ) ≤
T∑
t=1
fmt (Π
∗,Γ∗,Θ∗)
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Lemma C.3 says that choosing m = logλmax
((
2κTLMmax
√
q
)−1) results in∣∣∣∣∣
T∑
t=1
E[fmt (Π∗,Γ∗,Θ∗)]−
T∑
t=1
E[f∞t (Π∗,Γ∗,Θ∗)]
∣∣∣∣∣ = O(1)
Lemma C.2 gives us that∣∣∣∣∣
T∑
t=1
E[f∞t (Π∗,Γ∗,Θ∗)]−
T∑
t=1
E[ft(Π∗,Γ∗,Θ∗)]
∣∣∣∣∣ = O(1)
Chaining all of these gives us the final result:
T∑
t=1
`Mt (γt)− min
Π,Γ,Θ
T∑
t=1
E[ft(Π,Γ,Θ)] = O
(
DG(T )
√
T
)
Lemma C.1. For all m and {xt} that satisfies assumptions M1-M3, we have that
min
γ
T∑
t=1
`mt (γ) ≤
T∑
t=1
fmt (Π
∗,Γ∗,Θ∗)
Proof. Recall that γ = {Π˜, Γ˜i, i = 1, . . . ,M} We simply set Π˜∗ = c˜0(Π∗,Γ∗,Θ∗), Γ˜∗i =
c˜i(Π
∗,Γ∗,Θ∗) and let that be denoted by γ∗. Thus, we get
∑T
t=1 `
M
t (γ
∗) =
∑T
t=1 f
m
t (Π
∗,Γ∗,Θ∗).
Thus, the minimum holds trivially. Note that we assume γ∗ ∈ E .
Lemma C.2. For any data sequence {xt}Tt=1 that satisfies assumptions M1-M5, it holds that∣∣∣∣∣
T∑
t=1
E[f∞t (Π∗,Γ∗,Θ∗)]−
T∑
t=1
E[ft(Π∗,Γ∗,Θ∗)]
∣∣∣∣∣ = O(1)
Proof. We start the proof in the same exact way that Anava does. Let (Π′,Γ′,Θ′) denote the
parameters that generated the signal. Thus,
ft(Π
′,Γ′,Θ′) = `t(xt,xt − εt)
for all t. Since εt is independent of ε1, . . . , εt−1, the best prediction at time t will cause a loss of at
least E[`t(xt,xt−εt)]. Since E[εt] = 0 and `t is convex, it follows that (Π∗,Γ∗,Θ∗) = (Π′,Γ′,Θ′)
and that
ft(Π
∗,Γ∗,Θ∗) = `t(xt,xt − εt)
We define a few things first. Let
yt = ∆xt −∆x∞t (Π∗,Γ∗,Θ∗)− εt, Yt =

yt
yt−1
...
yt−q+1

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(note the overloading from previous sections) By assumption, we can assume that E [‖Y0‖2] ≤ ρ,
where ρ is some positive constant. Next we show that
E[‖yt‖2] = E [‖∆xt −∆x∞t (Π∗,Γ∗,Θ∗)− εt‖2] ≤ κλtmaxρ
We have that
∆xt −∆x∞t (Π∗,Γ∗,Θ∗)− εt = Π∗xt−1 +
p−1∑
i=1
Γ∗i∆xt−i +
q∑
i=1
Θ∗i εt−i + εt
−Π∗xt−1 −
p−1∑
i=1
Γ∗i∆xt−i −
q∑
i=1
Θ∗i
(
∆xt−i −∆x∞t−i(Π∗,Γ∗,Θ∗)
)− εt
=−
q∑
i=1
Θ∗i
(
∆xt−i −∆x∞t−i(Π∗,Γ∗,Θ∗)− εt−i
)
which shows that yt = −
∑q
i=1 Θ
∗
iyt−i. The companion matrix to this difference equation is F.
Thus,
Yt = FYt−1
Next, we note that
‖yt‖2 ≤ ‖Yt‖2 = ‖FYt−1‖2
= ‖F2Yt−2‖2
= ‖FtY0‖2
= ‖TΛtT−1Y0‖2
≤ ‖T‖2‖T−1‖2‖Λt‖2‖Y0‖2
=
σmax(T)
σmin(T)
λtmax‖Y0‖2
≤ κλtmax‖Y0‖2
Taking the expectation gives us E[‖yt‖2] ≤ κ(1− ε)tE [‖Y0‖2] ≤ κλtmaxρ.
Now we combine this with the Lipschitz continuity of `t to get
|E [f∞t (Π∗,Γ∗,Θ∗)]− E [ft(Π∗,Γ∗,Θ∗)]| = |E [`t(xt,x∞t (Π∗,Γ∗,Θ∗))]− E [`t(xt,xt − εt)]|
≤ E [|`t(xt,x∞t (Π∗,Γ∗,Θ∗))− `t(xt,xt − εt)|]
≤ L · E [‖xt − x∞t (Π∗,Γ∗,Θ∗)− εt‖2]
= L · E [‖∆xt −∆x∞t (Π∗,Γ∗,Θ∗)− εt‖2]
≤ κLρλtmax
where we used Jensen’s inequality in the first inequality. Summing this from t = 1 to T gives us
the result.
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Lemma C.3. For any data sequence {xt}Tt=1 that satisfies assumptions M1-M3, it holds that∣∣∣∣∣
T∑
t=1
E [fmt (Π∗,Γ∗,Θ∗)]−
T∑
t=1
E [f∞t (Π∗,Γ∗,Θ∗)]
∣∣∣∣∣ = O(1)
if we choose m = logλmax
(
(2κTLMmax
√
q)−1
)
.
Proof. Fix t. Note that for m < 0,
|∆xmt (Π∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗)| = |∆xt −∆x∞t (Π∗,Γ∗,Θ∗)|
≤ |∆xt −∆x∞t (Π∗,Γ∗,Θ∗)− εt|+ |εt|
The right hand side of the inequality is simply ‖yt‖2 +‖εt‖2, where yt is as defined in Lemma C.2.
By assumption, E[‖εt‖2] < Mmax. Assume thatMmax is large enough such that E[‖yt‖2] ≤Mmax.
This is a valid assumption since it is decaying exponentially as proved in Lemma C.2. It is important
to note that ∆xmt (Π,Γ,Θ) and ∆x
∞
t (Π,Γ,Θ) have no randomness in them (recall that they can be
written as a linear combination of past values of the realized data sequence ∆xt). Thus, for m < 0,
‖∆xmt (Π∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗)‖2 = E [‖∆xmt (Π∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗)‖2]
= E [‖∆xt −∆x∞t (Π∗,Γ∗,Θ∗)‖2]
≤ E[‖yt‖2 + ‖εt‖2]
≤ 2Mmax
Squaring both sides of the inequality results in
‖∆xmt (Π∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗)‖22 ≤ 4M2max
Next, we define
zmt = ∆x
m
t (Π
∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗), Zmt =

zmt
zm−1t−1
...
zm−q+1t−q+1

We have that
∆xmt (Π
∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗) = Π∗xt−1 +
k∑
i=1
Γ∗i∆xt−i +
q∑
i=1
Θ∗i (∆xt−i −∆xm−it−i (Π∗,Γ∗,Θ∗))
−Π∗xt−1 −
k∑
i=1
Γ∗i∆xt−i −
q∑
i=1
Θ∗i (∆xt−i −∆x∞t−i(Π∗,Γ∗,Θ∗))
=−
q∑
i=1
Θ∗i
(
∆xm−it−i (Π
∗,Γ∗,Θ∗)−∆x∞t−i(Π∗,Γ∗,Θ∗)
)
Thus, zmt = −
∑q
i=1 Θ
∗
i z
m−i
t−i . The companion matrix to this difference equation is exactly F as
defined above. Thus,
Zmt = FZ
m−1
t−1
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We have that
‖zmt ‖2 ≤ ‖Zmt ‖2 = ‖FZm−1t−1 ‖2
= ‖F2Zm−2t−2 ‖2
= ‖FmZ0t−m‖2
= ‖TΛmT−1Z0t−m‖2
≤ ‖T‖2‖T−1‖2‖Λm‖2‖Z0t−m‖2
=
σmax(T)
σmin(T)
λmmax
√√√√q−1∑
i=0
‖z−it−m−i‖22
≤ κλmmax
√
q4M2max
= κλmmax2Mmax
√
q
Now we combine this with the Lipschitz continuity of `t to get
|E[fmt (Π∗,Γ∗,Θ∗)]− E[f∞t (Π∗,Γ∗,Θ∗)]| = |E[`t(xt,xmt (Π∗,Γ∗,Θ∗))]− E[`t(xt,x∞t (Π∗,Γ∗,Θ∗))]|
≤ E[|`t(xt,xmt (Π∗,Γ∗,Θ∗))− `t(xt,x∞t (Π∗,Γ∗,Θ∗))|]
≤ L · E[‖xmt (Π∗,Γ∗,Θ∗)− x∞t (Π∗,Γ∗,Θ∗)‖2]
= L · ‖∆xmt (Π∗,Γ∗,Θ∗)−∆x∞t (Π∗,Γ∗,Θ∗)‖2
≤ 2κLMmax√qλmmax
where in the first inequality we used Jensen’s inequality.
Summing this quantity from t = 1 to T gives us the result:∣∣∣∣∣
T∑
t=1
E[fmt (Π∗,Γ∗,Θ∗)]−
T∑
t=1
E[f∞t (Π∗,Γ∗,Θ∗)]
∣∣∣∣∣ ≤ 2κTLMmax√qλmmax
Choosing m = logλmax
(
(2κTLMmax
√
q)−1
)
gives us the desired O(1) property.
D Proof of Theorem 3.2
Proof. Recall that for FTL, we have that
γt ∈ argmin
γ
t−1∑
i=1
`t(γ) = argmin
γ
1
2
t−1∑
i=1
(xt − γᵀψt)2 = argmin
γ
1
2
‖Xt −Ψtγ‖22
whereXt =
[
xt . . . x1
]ᵀ
,Ψt =
[
ψt . . .ψ1
]ᵀ. Note that this is simply a recursive least squares
procedure. This procedure can be computed in a recursive manner using the update equations:
γt+1 = γt +
xt −ψᵀt γt
1 +ψᵀt Vt−1ψt
Vt−1ψt
Vt+1 = Vt −
Vtψt+1ψ
ᵀ
t+1Vt
1 +ψᵀt+1Vtψt+1
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where Vt =
(∑t
i=1ψiψ
ᵀ
i
)−1
. Using the fact that `t is Lipschitz, we have that
|`t(γt)− `t(γt+1)| ≤ L‖γt+1 − γt‖2
= L
∥∥∥∥ xt − γᵀt ψt1 +ψᵀt Vt−1ψtVt−1ψt
∥∥∥∥
2
≤ L
∣∣∣∣ xt − γᵀt ψt1 +ψᵀt Vt−1ψt
∣∣∣∣ ‖Vt−1‖2‖ψt‖2
≤ L2 ‖Vt−1‖2
= L2λmax (Vt−1)
=
L2
(t− 1)λmin(t− 1)
where we used the fact that ‖∇γ`t(γ)‖2 = |xt − γᵀψt|‖ψt‖2 ≤ L, 11+ψᵀt Vt−1ψt ≤ 1.
To complete the proof, we sum this quantity up and invoke Lemma D.1. To avoid the divide-
by-zero, simply start the indexing at t = 2.
Lemma D.1. Let `1, . . . , `T be a sequence of loss functions. Let γ1, . . . ,γt be produced by FTL.
Then
T∑
t=1
`t(γt)−min
γ
T∑
t=1
`t(γ) ≤
T∑
t=1
[`t(γt)− `t(γt+1)]
This is fairly standard material. For reference to a proof, see [Liang].
E Proof of Theorem 5.1
We first give an extension of the (randomized) Weighted Majority Algorithm to handle unbounded
loss. We include the proof for completeness.
Lemma E.1. Assume we run the weighted majority algorithm (see Shalev-Shwartz [2011]) with the
modified update rule wt+1(h) = wt(h)(1 − η)
`t(h)
bt , where bt = maxτ∈{t−k,...,t},h∈M `τ (h), and
`t(h) ≥ 0 for all t, h. Define the expected loss of the algorithm to be `t(ALG) := Ewt [`t(ht)] =∑
h
wt(h)
Wt
`t(h), where Wt :=
∑
hwt(h). Then the resulting regret bound is
RegretT :=
T∑
t=1
`t(ALG)− min
h∈M
T∑
t=1
`t(h) ≤ 2BT
√
T log n
where BT = maxt∈{1,...T} bt = maxt∈{1,...T},h∈M `t(h).
Proof. Using the update
wt+1(h) = wt(h)(1− η)
`t(h)
bt =⇒ wt+1(h) = (1− η)
∑t
τ=1
`τ (h)
bτ
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Note that `t(h)bt ∈ [0, 1] by definition of bt. Using this, we have
WT+1 =
∑
h∈H
wT+1(h) =
∑
h∈H
wT (h)(1− η)
`T (h)
bT
≤
∑
h∈H
wT (h)
(
1− η
(
`T (h)
bT
))
=
∑
h∈H
wT (h)− η
∑
h∈H
wT (h)
(
`T (h)
bT
)
= WT − η
bT
(∑
h∈H
wT (h)`T (h)
)
= WT − η
bT
WT `T (ALG)
= WT
(
1− η
bT
`T (ALG)
)
≤WT e−η
`T (ALG)
bT
≤ ne−η
∑T
t=1
`t(ALG)
bt
We also note that
WT+1 ≥ max
h∈M
wT+1(h) = max
h∈M
(1− η)
∑T
t=1
`t(h)
bt = (1− η) minh∈M
∑T
t=1
`t(h)
bt
And thus,
(1− η)
1
BT
minh∈M
∑T
t=1 `t(h) ≤ (1− η) minh∈M
∑T
t=1
`t(h)
bt ≤ ne−η
∑T
t=1
`t(ALG)
bt ≤ ne−
η
BT
∑T
t=1 `t(ALG)
The first and third inequalities are due to the fact that BT ≥ bt, ∀t ∈ {1, . . . , T}. For concise
notation, denote `1...T (h) :=
∑T
t=1 `t(h).
Taking logs and using the fact that x ≤ − log(1− x) ≤ x(1 + x), we have
log(1− η) 1
BT
(
min
h∈M
(`1...T (h))
)
≤ log n− η
BT
`1...T (ALG)
log(1− η) min
h∈M
(`1...T (h)) ≤ BT log n− η`1...T (ALG)
−η(1 + η) min
h∈M
(`1...T (h)) ≤ BT log n− η`1...T (ALG)
−(1 + η) min
h∈M
(`1...T (h)) ≤ BT
η
log n− `1...T (ALG)
RegretT ≤
BT
η
log n+ η min
h∈M
(`1...T (h))
Since `1...T (h) ≤ BTT ,
RegretT ≤
BT
η
log n+ ηBTT
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Choosing η =
√
logn
T , we get
RegretT ≤ 2BT
√
T log n
Our result from Theorem 3.1 gives us
T∑
t=1
`Mt,h
(
γ
(t)
h
)
− min
α,β∈K
T∑
t=1
E [ft(α,β)] = O
(
DhGh(T )
√
T
)
for all h ∈M. Adding these together gives
T∑
t=1
E [`t(ht)]−min
h
T∑
t=1
`t(h) +
T∑
t=1
`Mt,h∗
(
γ
(t)
h∗
)
− min
α,β∈K
T∑
t=1
E [ft(α,β)] = O
(
BT
√
T log n
)
+O
(
Dh∗Gh∗(T )
√
T
)
where we define h∗ := argminh
∑T
t=1 `t(h) for brevity of notation. The middle two terms cancel,
and since n is typically very small, we can treat it as a small constant and absorb it into the big O
notation. Combined with the definitions of D∗, G∗(T ), this leaves us with
T∑
t=1
E [`t(ht)]− min
α,β∈K
T∑
t=1
E [ft(α,β)] ≤ O
(
max
h
{BT , D∗G∗(T )}
√
T
)
Regarding Remark 5.1.1, we show that `t(h) = `Mt,h
(
γ
(t)
h
)
= O (Gh(t)). In the setting of least
squares (which is one of the most widely used loss function in time series):
`Mt (γ) =
1
2
(xt − γᵀψt)2
The norm of the gradient of this loss is
|xt − γᵀψt| ‖ψt‖2 ≤ G(t)
where the bound is by definition of G(t). It’s easy to see that (xt − γᵀψt) ≤ O (‖ψt‖2) when E is
a norm ball. Thus, `t(h) = O (Gh(t)). Because BT , Gh(T ) are nondecreasing in T , it follows that
BT = O(G∗(T )).
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F Data for Experiments
In this section, we display the data we used in Section 6.
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Figure 3: Data plots. The top line has plots for univariate data, and the bottom line has plots for
multivariate data.
