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Abstract
We answer a question of Shelah by constructing a model of Suslin’s Hypothesis
in which there is an Aronszajn tree T such that for every unbounded E ⊆ ω1 we
have that T is not E-special. We may require that CH holds, or that CH fails,
or that Kurepa’s hypothesis holds or fails, or that there is a stationary S ⊆ ω1
such that every Aronszajn tree is S-∗-special, or other variants.
1
1 Introduction
In this note, we answer the following questions of Shelah [Sh, Remark IX.4.9(5)]:
Q1. Is it consistent that Suslin’s Hypothesis holds yet there is an Aronszajn tree
T such that for every unbounded E ⊆ ω1 we have that T is not E-special?
Q2. Is it consistent that there is a stationary S ⊆ ω1 such that every Aronszajn
tree is S-∗-special yet there is an Aronszajn tree T such that for every unbounded
E ⊆ ω1 we have that T is not E-special?
Notice that a positive answer to Q2 yields a positive answer to Q1 (see [PIF,
Claim IX.3.4(1)] or Lemma 2.9, below).
The intent of Shelah’s questions is to delineate the distinction between two
different notions of “special” for Aronszajn trees. Shelah [Sh, Remark IX.4.9(2)]
addresses this distinction as follows:
Theorem (Shelah). If ZFC is consistent, then so is ZFC plus there is an un-
bounded E ⊆ ω1 such that every Aronszajn tree is E-special and there is an
Aronszajn tree T such that for every stationary S ⊆ ω1 we have that T is not
S-∗-special.
This shows in a strong way that E-specialness does not entail S-∗-specialness.
Thus it is natural to consider whether S-∗-specialness entails E-specialness. This
is the motivation for the two questions of Shelah given above. We show that
the answer to each of the above questions is positive; that is, neither version
of “specialness” implies the other. In particular, we demonstrate the following
theorem.
Theorem. If ZFC is consistent, then so is ZFC plus there is a stationary S ⊆ ω1
such that every Aronszajn tree is S-∗-special and there is an Aronszajn tree T
such that for every unbounded E ⊆ ω1 we have that T is not E-special.
We produce models with certain additional properties. For example, we give
a model exemplifying a positive answer to Q1 in which T has no stationary an-
tichain. The models we use are variations of models that have appeared in [S],
[S], [S]. We show that each of these models satisfies the statement: “there is no
unbounded E ⊆ ω1 such that T is E-special (in some of the cited papers, the dis-
tinguished Aronszajn tree is denoted T ∗ rather than T ).” The innovation which
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leads to our answering Shelah’s questions is our formulation of a new preservation
property (see Definition 3.6). Any forcing that satisfies this property maintains
the non-E-specialness (for every unbounded E ⊆ ω1) of some appropriate Suslin
tree of the ground model.
Notations. We say that a map f is order-preserving iff x ≤ y implies f(x) ≤
f(y), whereas we say that f is strictly order-preserving iff x < y implies f(x) <
f(y). For T a tree we let Tβ = {x ∈ T : rk(x) = β} and for E a set of ordinals we
let TE =
⋃
{Tβ :β ∈ E} (the fact that each ordinal is literally a set of ordinals
renders this ambiguous, but it is always clear in context). We say that T is an ω1-
tree iff every level of T is countable and for every x ∈ T , whenever rk(x) < β < ω1
then there are at least two successors of x in Tβ, and each node whose rank is a
limit ordinal is uniquely determined by its set of predecessors.
2 Specializations of ω1-trees
There are various ways in which an Aronszajn tree T can be specialized. The
classical notion is that T is special iff there is a strictly order-preserving function
from T into Q. The essential point is that a special Aronszajn tree cannot be
a Suslin tree. Baumgartner [B] and Shelah [S, chapter IX] investigate weaker
notions of “special” that also ensure non-Suslinity. Of particular interest are the
following two definitions.
Definition 2.1. Suppose T is an Aronszajn tree and E ⊆ ω1 is unbounded. We
say that T is E-special iff there is a strictly order-preserving map from TE into
Q.
Definition 2.2. Suppose T is an Aronszajn tree and S is a subset of ω1 con-
sisting of limit ordinals. We say that T is S-∗-special iff there is a function f
mapping TS into ω1 such that (∀x ∈ TS)(f(x) < rk(x)) and whenever x < y are
in TS then f(x) 6= f(y).
Lemma 2.3. Suppose T is an Aronszajn tree and either T is E-special for some
unbounded E or T is S-∗-special for some stationary S consisting of limit ordinals.
Then T is not Suslin.
Proof: In the first case, let f from TE into Q be a specializing function. For
some r ∈ Q we have that f−1(r) is uncountable; necessarily f−1(r) is an antichain
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of T . In the second case, suppose f is as in Definition 2.2. For each α ∈ S let
g(α) = min{f(x) :x ∈ Tα}. By Fodor’s theorem we may choose γ such that
g−1(γ) is uncountable. Clearly {x ∈ TS : f(x) = γ} is an uncountable antichain
of T .
In the next two Definitiona the two notions of “special” introduced above are
extended to ω1-trees (see also [Sch]). We show in Lemma 2.9 that an ω1-tree that
is special in either of these two extended senses is neither Suslin nor Kurepa. We
also show in Lemma 2.8 that for Aronszajn trees, the two extended definitions
coincide with the earlier definitions. Until then, we shall specify, e.g., “E-special
in the sense of Definition 2.4.”
Definition 2.4. Suppose T is an ω1-tree and E ⊆ ω1 is uncountable. We say
that T is E-special iff there is an order-preserving f mapping TE into Q such
that whenever {x, y, z} ⊆ TE and f(x) = f(y) = f(z) and x < y and x < z,
then y and z are comparable.
Definition 2.5. Suppose T is an ω1-tree and S is a subset of ω1 consisting of
limit ordinals. We say that T is S-∗-special iff there is a function f mapping
TS into ω1 such that (∀x ∈ TS)(f(x) < rk(x)) and whenever {x, y, z} ⊆ TS and
f(x) = f(y) = f(z) and x < y and x < z then y and z are comparable.
Lemma 2.6. Suppose T is an ω1-tree and S1 and S2 are subsets of ω1 consisting
of limit ordinals and the symmetric difference S1∆S2 = (S1 − S2) ∪ (S2 − S1)
is nonstationary. Then T is S1-∗-special in the sense of Definition 2.5 iff T is
S2-∗-special in the sense of Definition 2.5.
Proof: It suffices to show that whenever C is a closed unbounded set and T
is (S ∩ C)-∗-special in the sense of Definition 2.5, then T is S-∗-special in the
sense of Definition 2.5. Let f mapping TS∩C into ω1 be a specializing function.
For x ∈ TS∩C , let γx be a limit ordinal (or zero) and nx an integer such that
f(x) = γx + nx. Because S −C is a non-stationary set of limit ordinals, we may
take h to be a one-to-one function from S − C into ω1 such that (∀α ∈ S − C)
(h(α) < α). We may assume that the range of h consists only of odd ordinals.
Define g such that for x ∈ TS∩C we have that g(x) = γx+2nx, and for x ∈ TS−C
we have g(x) = h(rk(x)). Clearly g demonstrates that T is S-∗-special in the
sense of Definition 2.5. The Lemma is established.
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Lemma 2.7. Suppose T is an Aronszajn tree and E ⊆ ω1 is uncountable. Then
T is E-special in the sense of Definition 2.1 iff there is g mapping TE into ω such
that whenever x < y are in TE then g(x) 6= g(y). Furthermore, T is E-special in
the sense of Definition 2.4 iff there is h mapping TE into ω such that whenever
x < y are in TE and z ∈ TE and x < z and g(x) = g(y) = g(z) then y is
comparable with z.
Proof: The “only if” direction of the first assertion is evident by considering
the composition of a specializing function with a one-to-one mapping of Q into ω.
For the “if” direction, suppose g is given. Build 〈fn :n ∈ ω〉 by recursion such
that dom(fn) = {x ∈ TE : g(x) ≤ n} and range(fn) is a finite subset of Q and
whenever x < y are in dom(fn) then fn(x) < fn(y). There is no difficulty in
doing this. Clearly
⋃
{fn :n ∈ ω} is an E-specializing function in the sense of
Definition 2.1. The first assertion is established.
The “only if” direction of the second assertion is again easy to see by con-
sidering the composition of an E-specializing function with a mapping from Q
into ω. For the “if” direction, given g as in the statement of the assertion, then
for every m ∈ ω let Im be the set of minimal elements of g−1(m), and for every
x ∈ Im use the fact that T is Aronszajn to choose 〈ym,x,i : i ∈ ω〉 an enumeration
of {y ∈ TE :x ≤ y and g(y) = m}. Build 〈fn :n ∈ ω〉 by recursion such that
dom(fn) = {y ∈ TE : (∃m ≤ n)(∃x ∈ Im)(∃i ≤ n)(y = ym,x,i)}, and range(fn)
is a finite subset of Q and whenever u < v and u < w are all in dom(fn) and
fn(u) = fn(v) = fn(w) then v is comparable with w. There is again no difficulty
in doing this. Clearly
⋃
{fn :n ∈ ω} is an E-specializing function in the sense of
Definition 2.2. The Lemma is established.
Lemma 2.8. Suppose T is Aronszajn and E ⊆ ω1 is unbounded. Then T is
E-special in the sense of Definition 2.1 iff T is E-special in the sense of Definition
2.4, and for S ⊆ ω1 consisting of limit ordinals we have that T is S-∗-special in
the sense of Definition 2.2 iff T is S-∗-special in the sense of Definition 2.5.
Proof: It is clear that if T is E-special in the sense of Definition 2.1 then T is
E-special in the sense of Definition 2.4. Suppose, therefore, that T is E-special
in the sense of Definition 2.4. Fix f mapping TE into Q as in Definition 2.4. Let
p be a one-to-one mapping from QXω into ω. For each r ∈ Q let Ir be the set
of all minimal elements of f−1(r). Using the fact that T is Aronszajn, for each
x ∈ Ir we may let 〈tr,x,k : k ∈ ω〉 enumerate {y ∈ TE :x ≤ y and f(y) = r}. For
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every z ∈ TE let h(z) = p(r, k) for the unique r and x and k such that z = tr,x,k.
It is clear that h maps TE into ω and whenever x < y are in TE then h(x) 6= h(y).
By Lemma 2.7 we have that T is E-special in the sense of Definition 2.1.
Now suppose that S ⊆ ω1 consists of limit ordinals. Clearly if T is S-∗-special
in the sense of Definition 2.2 then T is S-∗-special in the sense of Definition 2.5.
So, suppose that f is a function that S-∗-specializes T in the sense of Definition
2.5. By Lemma 2.6, we may assume that for every α ∈ S we have that α = αω
(ordinal arithmetic). For each γ ∈ ω1 let Iγ be the set of minimal elements of
f−1(γ). For each γ < ω1 and x ∈ Iγ let 〈tγ,x,m :m ∈ ω〉 enumerate {y ∈ TS :
x ≤ y and f(y) = γ}. For γ ∈ ω1 and x ∈ Iγ and m ∈ ω, set
g(tγ,x,m) = ω · γ +m
Using the fact that rk(tγ,x,m) ≥ rk(x) > γ and rk(tγ,x,m) ∈ S we have that
rk(tγ,i,m) ≥ γω > g(tγ,x,m). It is straightforward to check that g is a function
that S-∗-specializes T in the sense of Definition 2.2.
The Lemma is established.
Lemma 2.9. Suppose T is an ω1-tree and either T is E-special for some un-
bounded E ⊆ ω1 or T is S-∗-special for some stationary S consisting of limit
ordinals. Then T is neither Suslin nor Kurepa.
Proof: By Lemmas 2.3 and 2.8 we have that T is not Suslin.
Suppose that T is E-special. Let f be a specializing function mapping TE
into Q. For every uncountable branch b, choose rb ∈ Q such that {y ∈ b ∩ TE :
f(y) = rb} is uncountable, and let tb = min{y ∈ b∩TE : f(y) = rb}. The function
taking b to tb is a one-to-one mapping from the set of uncountable branches into
T . Hence the number of uncountable branches is at most ℵ1.
Now assume that S is a stationary set of countable limit ordinals and T is
S-∗-special, and assume that f is a function which S-∗-specializes T . For every
uncountable branch b ⊆ T , use Fodor’s Theorem to choose γb ∈ ω1 such that
{y ∈ b∩ TS : f(y) = γb} is uncountable, and let tb = min{y ∈ b ∩ TS : f(y) = γb}.
The function taking b to tb is a one-to-one mapping from the set of uncountable
branches into T . Hence the number of uncountable branches is at most ℵ1. The
Lemma is established.
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3 (T, S)-#-preserving forcings
In this section we introduce the preservation property that will be used in the
main constructions, and we establish some technical properties.
Definition 3.1. Suppose T is an ω1-tree and λ is a sufficiently large regular
cardinal and N is a countable elementary substructure of Hλ and T ∈ N and
x ∈ T . We say that x is (T,N)-#-generic iff rk(x) = ω1∩N and for every A ∈ N
such that A ⊆ T we have (∃y < x)(y ∈ A or (∀z ≥ y)(z /∈ A)).
Definition 3.2. Suppose P is a forcing and T is an ω1-tree and S ⊆ ω1 and λ is
a sufficiently large regular cardinal and N is a countable elementary substructure
of Hλ and {P, T, S} ∈ N and q ∈ P . We say that q is (N,P, S, T )-#-preserving
iff q is (N,P )-generic and either ω1 ∩ N ∈ S or for every x ∈ T such that x is
(T,N)-#-generic and every P -name A from N such that 1 ‖− “A ⊆ T ,” we have
that q ‖− “(∃y < x)(y ∈ A or (∀z ≥ y)(z /∈ A)).”
Lemma 3.3. Whenever p is (N,P, S, T )-#-preserving and q ≤ p, then q is
(N,P, S, T )-#-preserving. Also, whenever p is (N,P, S, T )-#-preserving and S ⊆
S′ then p is (N,P, S′, T )-#-preserving.
Proof: Obvious.
Lemma 3.4. Suppose q is (N,P, S, T )-#-preserving and ω1 ∩ N /∈ S and x is
(T,N)-#-generic. Then q ‖− “x is (T,N [GP ])-#-generic.”
Proof: Necessarily q is N -generic, so q ‖− “rk(x) = ω1 ∩N = ω1 ∩N [GP ] and
T is an ω1-tree.” Now suppose that q
′ ≤ q and q′ ‖− “A ∈ N [GP ] and A ⊆ T
and (∀y < x)(y /∈ A).” Because q′ ‖− “A ∈ N [GP ]” we may take r ≤ q′ and A′
a P -name in N such that r ‖− “A′ = A.” We may replace A′ by the P -name A∗
in N characterized by 1 ‖− “A∗ = A′ if A′ ⊆ T and A∗ = ∅ otherwise.” Because
r is (N,P, S, T )-#-preserving, we have r ‖− “(∃y < x)(∀z ≥ y)(z /∈ A∗).” The
Lemma is established.
Lemma 3.5. Suppose p is (N,P, S, T )-#-preserving and p ‖− “q˙ is (N [GP ], Q˙,
S, T )-#-preserving.” Then (p, q˙) is (N,P ∗ Q˙, S, T )-#-preserving.
Proof: If ω1 ∩N ∈ S, then the Lemma follows from the well-known fact that
if p is N -generic and p ‖− “q˙ is N [GP ]-generic,” then (p, q˙) is N -generic. So
suppose that ω1 ∩ N /∈ S and A ∈ N is a P ∗ Q˙-name for a subset of T and x
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is (T,N)-#-generic and (p1, q˙1) ≤ (p, q˙) and (p1, q˙1) ‖− “(∀y < x)(y /∈ A).” Fix
A˜ ∈ N a P -name such that 1 ‖−P “A˜ is a Q˙-name and 1 ‖−Q˙ ‘A˜ = A.’ ” Because
p is N -generic, we have that p ‖− “T is an ω1-tree.”
By Lemmas 3.3 and 3.4, we have p1 ‖− “x is (T,N [GP ])-#-generic.” Because
p1 is N -generic we also have that p1 ‖− “ω1 ∩ N [GP ] = ω1 ∩ N /∈ S.” Hence
using the fact that p1 ‖− “q˙1 is (N [GP ], Q˙, S, T )-#-preserving and q˙1 ‖− ‘(∀y < x)
(y /∈ A˜),’ ” we have that p1 ‖− “q˙1 ‖− ‘(∃y < x)(∀z ≥ y)(z /∈ A˜).’ ” So there is
(p2, q˙2) ≤ (p1, q˙1) and y < x such that p2 ‖− “q˙2 ‖− ‘(∀z ≥ y)(z /∈ A˜).’ ” We have
(p2, q˙2) ‖− “(∀z ≥ y)(z /∈ A).” The Lemma is established.
The following is the key Definition of this paper, in which we isolate the preser-
vation property that we use to maintain non-E-specialness of an appropriately
chosen Suslin tree of the ground model. This Definition is analogous to [PIF,
Definition IX.4.5], [JSL, Definition 5].
Definition 3.6. Suppose T is an ω1-tree and S ⊆ ω1 and P is a poset. We
say that P is (T, S)-#-preserving iff whenever λ is a sufficiently large regular
cardinal and N is a countable elementary substructure of Hλ and {T, S, P} ∈ N
and p ∈ P ∩N then there is q ≤ p such that q is (N,P, S, T )-#-preserving.
In the following Definition, we specify three different ways of collapsing a sta-
tionary co-stationary subset of ω1. These are well-known (although the third
poset is less well-known than it deserves to be).
Definition 3.7. Suppose S ⊆ ω1. The poset CU(S) is the set of closed, bounded
subsets of S ordered by reverse end-extension. The poset CU∗(S) consists of pairs
〈σ,C〉 such that σ is a countable closed subset of S and C is a closed unbounded
subset of ω1, ordered by 〈σ1, C1〉 ≤ 〈σ2, C2〉 iff σ1 end-extends σ2 and C1 ⊆ C2
and σ1 ⊆ σ2 ∪ C2. The poset CU
∗∗(S) consists of all finite sets F of intervals
[α, β] such that the elements of F are disjoint, and for every [α, β] ∈ F we have
that α is either a successor ordinal or zero or an element of S, ordered by F1 ≤ F2
iff F1 ⊇ F2.
Lemma 3.8. Suppose S ⊆ ω1. Suppose P is one of CU(S) or CU∗(S) or
CU∗∗(S). Then in V [GP ] we have that ω1 − S is non-stationary, and if S is
stationary then ω1 is preserved (in fact, P is S-proper).
Proof: The only possibly unclear case is handled by the observation that if
P = CU∗∗(S) then in V [GP ], we have that {α : (∃F ∈ GP )(∃β < ω1)([α, β] ∈ F
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and α is a limit ordinal)} is a closed unbounded subset of S. The S-properness
of CU∗∗(S) is demonstrated in the proof of Lemma 3.9.
The “case 2” part of the proof of Lemma 3.9 recalls the proof of [Sh, Lemma
IX.4.6]. Lemma 3.9 is analogous to [PIF, XXX] and [JSL, Lemma 20].
Lemma 3.9. Suppose P = CU(S) or P = CU∗(S) or P = CU∗∗(S) and λ is a
sufficiently large regular cardinal and N is a countable elementary substructure
of Hλ and {T, S, P} ∈ N and ω1 ∩N ∈ S and p ∈ P ∩N . Then there is q ≤ p
such that q is (N,P, ω1 − S, T )-#-preserving.
Proof: Let δ = ω1 ∩N .
Case 1: P = CU(S) or P = CU∗(S).
Let 〈(xn, An) :n ∈ ω〉 enumerate the set of all 〈x,A〉 such that A ∈ N is a
P -name for a subset of T and x is (T,N)-#-generic (if there are no such x then
ignore requirement (3) below). Let 〈Dn :n ∈ ω〉 list the set of all D ∈ N such
that D ⊆ P is open dense.
Claim: There is a sequence 〈pn :n ∈ ω〉 such that p0 = p and for all n ∈ ω we
have that each of the following holds:
(1) pn+1 ≤ pn
(2) pn+1 ∈ Dn ∩N
(3) either pn ‖− “(∃y < xn)(∀z ≥ y)(z /∈ An)” or for some y < xn we have
pn+1 ‖− “y ∈ An.”
Proof of Claim: Given pn, take p
′
n ≤ pn such that p
′
n ∈ Dn ∩N . Let Y = {y ∈
T : p′n 6 ‖−“y /∈ An”}.
If (∃y < xn)(y ∈ Y ) then we may take pn+1 ≤ p′n and y < xn such that
pn+1 ‖− “y ∈ An.” We may assume pn+1 ∈ N , and hence the second disjunct in
requirement (3) holds.
If instead (∀y < xn)(y /∈ Y ), then because xn is (T,N)-#-generic we have that
there is some y < xn such that (∀z ≥ y)(z /∈ Y ). Hence the first disjunct of
requirement (3) holds.
If P = CU(S) then let q =
⋃
{pn :n ∈ ω} ∪ {δ}, whereas if P = CU∗(S)
then let q = 〈
⋃
{σn :n ∈ ω} ∪ {δ},
⋂
{Cn :n ∈ ω}〉 where pn = 〈σn, Cn〉 for every
n ∈ ω. Because δ ∈ S we have q ∈ P . Clearly q is as required.
Case 2: P = CU∗∗(S).
Let δ∗ = sup{f(δ)+1 : f ∈ N is a function and f(δ) ∈ ω1}. Let q = p∪{[δ′, δ′]},
where δ′ ≥ δ∗ is not a limit ordinal outside of S (hence q ∈ P ). We show that q
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is (N,P, ω1 − S, T )-#-preserving.
First we show that q is (N,P )-generic. Given D ∈ N a dense open subset of
P , and given q∗ ≤ q, we find r ≤ q∗ such that r is below some element of D ∩N .
Choose r′ ≤ q∗ such that r′ ∈ D. We have
N |= “(∃p∗ ≤ (r′ ∩N))(p∗ ∈ D)”
Choose p∗ ∈ N to be a witness. Set r = r′ ∪ p∗. Clearly r ∈ P and r is as
required.
Now suppose, towards a contradiction, that x is (T,N)-#-generic and A ∈ N
is a P -name for a subset of T , and q′ ≤ q and q′ ‖−“(∀y < x)(y /∈ A and (∃z ≥ y)
(z ∈ A)).”
Let α = sup(
⋃
(q′ ∩ N)). In other words, the “largest” interval in q′ ∩ N is
[γ, α] for some γ.
For p1 and p2 in P , define p1 ≤∗ p2 iff there is some β such that p2 = {[η, γ] ∈
p1 : γ ≤ β}. Essentially, p1 ≤∗ p2 iff p1 “end-extends” p2.
Let R = {y ∈ T : rk(y) > α} and for all y ∈ R let J(y) = {γ < ω1 : (∃α∗ < ω1)
(γ ≤ α∗ and γ is not a limit ordinal outside of S and (∃q˜ ≤∗ (q′ ∩N ∪ {[γ, α∗]}))
(q˜ ‖− “y /∈ A”))}. Let F be the function with domain equal to {y ∈ R : J(y) 6= ∅}
characterized by (∀y ∈ dom(F ))(F (y) = sup(J(y))). Let A∗ = {y ∈ R : J(y) 6= ∅
and F (y) = ω1}.
Because x is (T,N)-#-generic, we may fix y < x such that either y /∈ A∗ or
(∀z ≥ y)(z ∈ A∗).
Case 1. y /∈ A∗
Claim: (q′ ∩N) 6 ‖−“y /∈ A.”
Suppose instead that (q′ ∩ N) ‖− “y /∈ A.” We have q′ ∩ N ∪ {[γ + 1, γ + 1]}
witnesses γ+1 ∈ J(y) for every countable γ ≥ α, hence F (y) = ω1, contradicting
the fact that y /∈ A∗. The Claim is established.
By the Claim we may take q+ ≤ (q′∩N) such that q+ ‖−“y ∈ A” and q+ ∈ N .
Clearly we have that (q+ ∪ q′) ∈ P . But q+ ‖− “y ∈ A” and q′ ‖− “y /∈ A.” This
is impossible.
Case 2. (∀z ≥ y)(z ∈ A∗)
We have q′ ‖− “(∃z ≥ y)(z ∈ A).” Choose q+ ≤ q′ and z ≥ y such that
q+ ‖− “z ∈ A.” Fix γ a countable ordinal greater than sup(
⋃
q+). Because
z ∈ A∗ we know that J(z) is not empty. Furthermore, F (z) = ω1, so we may
take γ∗ ∈ J(z) such that γ ≤ γ∗. We may α∗ ≥ γ∗ and q˜ ≤∗ (q′ ∩N ∪ {[γ∗, α∗]}
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such that q˜ ‖− “z /∈ A.” Clearly (q+ ∪ q˜) ∈ P . We have (q+ ∪ q˜) ‖− “z ∈ A and
z /∈ A.” This is impossible, hence the Lemma is established.
The following Lemma is analogous to [JSL, Lemma 21].
Lemma 3.10. Suppose P is a poset and T is an ω1-tree and S ⊆ ω1. Suppose λ is
a sufficiently large regular cardinal and N is a countable elementary substructure
of Hλ containing {P, T, S}. Suppose p ∈ P is (N,P, S, T )-#-preserving and A is
a P -name in N for a Q-name in N [GP ] that names a subset of T and p ‖− “Q˙
is (T, S)-#-preserving and Q˙ ∈ N [GP ] and q ∈ Q˙ ∩N [GP ]” and x ∈ T and x is
(T,N)-#-generic and ω1∩N /∈ S. Then there is a P -name r such that p‖−“r ≤ q
and r ∈ N [GP ]” and (p, r) ‖− “(∃y < x)(y ∈ A or (∀z ≥ y)(z /∈ A)).”
Proof: Let D = {p′ ≤ p : p′‖−“(∃y < x)(q‖− ‘(∀z ≥ y)(z /∈ A)’)” or p′‖−“(∃y <
x)(∃q′ ≤ q)(q′ ∈ N [GP ] and q′ ‖− ‘y ∈ A’)”}.
Claim 1. D is dense below p.
Proof: Suppose p+ ≤ p. Because p ‖− “q ∈ N [GP ],” we may take p˜ ≤ p+
and q∗ a P -name in N such that p˜ ‖− “q∗ = q.” Take B to be a P -name in N
characterized by 1 ‖− “B = {y ∈ T : q∗ 6 ‖−‘y /∈ A’}.”
By Lemma 3.4 we have p˜‖−“x is (T,N [GP ])-#-generic,” and therefore we can
take p1 ≤ p˜ and y < x such that either p1 ‖−“y ∈ B” or p1 ‖− “(∀z ≥ y)(z /∈ B).”
If we have p1‖−“y ∈ B,” then p1 witnesses the second disjunct in the definition
of D and we are done. If instead p1 ‖− “(∀z ≥ y)(z /∈ B),” we have p1 ‖− “(∀z ≥
y)(q∗ ‖− ‘z /∈ A’),” and thus p1 witnesses the first disjunct of the definition of D.
In either case, the Claim is established.
We now define a function f with domainD as follows. If p′ ∈ D and p′‖−“(∃y <
x)(q ‖− ‘(∀z ≥ y)(z /∈ A)’),” then we let f(p′) = q. If instead p′ ‖− “(∃q′ ≤ q)
(∃y < x)(q′ ∈ N [GP ] and q′ ‖− ‘y ∈ A’))” then we choose some such q′, and set
f(p′) = q′. Let J be a maximal antichain of P such that J ⊆ D. Let r be a
P -name such that for every p′ ∈ J we have p′ ‖− “r = f(p′).”
By Claim 1 we clearly have that p ‖− “r ∈ N [GP ] and r ≤ q.”
Claim 2. p ‖− “r ‖− ‘(∃y < x)(y ∈ A or (∀z ≥ y)(z /∈ A)).’ ”
Proof: Suppose p1 ≤ p. Take p′ ∈ J and p2 ≤ p1 such that p2 ≤ p′.
Case 1: p′ ‖− “(∃y < x)(q ‖− ‘(∀z ≥ y)(z /∈ A)’).”
Clearly p′ ‖− “r ‖− ‘(∃y < x)(∀z ≥ y)(z /∈ A).’ ”
Case 2: Otherwise.
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Because Case 1 fails and p′ ∈ D we have by choice of r that p′ ‖− “(∃y < x)
(r ‖− ‘y ∈ A’).”
In either case, we have p2 ‖− “r ‖− ‘(∃y < x)(y ∈ A or (∀z ≥ y)(z /∈ A))’ ”
The Claim is established, and the Lemma is proved.
Lemma 3.11. Suppose x is (T,N)-#-generic and A ∈ N and A is an antichain
of T and T ∈ N . Then x /∈ A.
Proof: Suppose x ∈ A. Then (∀y < x)(y /∈ A). Hence (∃y < x)(∀z ≥ y)
(z /∈ A). Hence x /∈ A. The Lemma is established.
4 Sharply Suslin trees
Definition 4.1. Suppose T is a Suslin tree. We say that T is sharply Suslin
iff for every sufficiently large regular cardinal λ and every countable elementary
substructure M of Hλ+ we have that there is a closed unbounded C ⊆ ω1 such
that for every N ∈ M such that N is a countable elementary substructure of
Hλ containing T and ω1 ∩ N ∈ C, and every x ∈ Tω1∩N , we have that x is
(T,N)-#-generic.
Definition 4.2. ♦∗ is the following principle: there is a sequence 〈Sα :α < ω1〉
such that Sα is a countable subset of P(α) and for every X ⊆ ω1 there is a closed
unbounded C ⊆ ω1 such that for every α ∈ C we have X ∩ α ∈ Sα.
Lemma 4.3. Suppose V = L. Then ♦∗ holds.
Proof: See [Devlin, Theorem III.3.5].
Lemma 4.4. Suppose ♦∗ holds. Then there is a sharply Suslin tree.
Proof: Let 〈Sα :α < ω1〉 be a ♦∗-sequence. Because ♦∗ implies ♦, we may
also fix a ♦-sequence 〈Zα :α < ω1〉.
Given λ and M as in Definition 4.1, let X ⊆ ω1 code {x ∩ ω1 :x ∈ M}. For
example, we may let 〈θi : i ∈ ω〉 list M , and let X = {ωα+ i :α ∈ θi}. Let C be
a closed unbounded subset of {α < ω1 :X ∩ α ∈ Sα and α is indecomposable}.
Build T recursively such that whenever β < ω1 is an indecomposable ordinal
then we have T<β = β and we build Tβ as follows.
Let 〈βn :n ∈ ω〉 be an increasing sequence of ordinals cofinal in β. Let 〈B
β
i :
i ∈ ω〉 list Sβ . Let 〈A
β
i : i ∈ ω〉 list {{α < β :ωα + i ∈ B
β
k } : i ∈ ω and k ∈ ω}.
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Thus for each x ∈ M , if β ∈ C then we have that x ∩ β is equal to Aβi for some
i ∈ ω.
Build 〈(A′)βi : i ∈ ω〉 such that for every n ∈ ω we have each of the following:
(1) (A′)βn is an antichain of T<β,
(2) (A′)βn is predense above A
β
n, i.e., (∀x ∈ A
β
n)(∀y ≥ x)(∃z ∈ (A
′)βn)(z is
comparable with y),
(3) for every i ≤ n and every y′ ∈ (A′)βi and every y ∈ (A
′)βn we have either
y′ ≤ y or y′ is incomparable with y,
(4) for every y ∈ (A′)βn we have rk(y) ≥ βn.
There is no problem in doing this.
Now construct Tβ such that
(1) for every x ∈ Tβ and every n ∈ ω there is y < x such that either y ∈ (A′)βn
or (∀z ≥ y)(z /∈ (A′)βn), and
(2) for every y ∈ T<β there is x ∈ Tβ such that y < x,
(3) for every x ∈ Tβ there is y < x such that either y ∈ Zβ or (∀z ≥ y)(z /∈ Zβ).
There is no problem in this.
It is easy to see that for every x ∈ Tβ and every n ∈ ω there is y < x such that
either y ∈ Aβn or (∀z ≥ y)(z /∈ A
β
n). Also it is easy to see that the tree T that is
constructed in this way is a Suslin tree.
It is easy to see that C is the required witness to the assertion that λ and M
do not constitute a counterexample to the fact that T is sharply Suslin.
The Lemma is established.
Lemma 4.5. Suppose T is a sharply Suslin tree and S ⊆ ω1 is co-stationary
and P is (T, S)-#-preserving and 1 ‖− “T is Aronszajn.” Then 1 ‖− “(∀E ⊆ ω1
unbounded)(T is not E-special).”
Proof: Suppose, towards a contradiction, that E and f are P -names and p ∈ P
and p ‖− “E ⊆ ω1 is unbounded and f is an E-specializing function for T in
the sense of Definition 2.1.” Take λ a large enough regular cardinal and M
a countable elementary substructure of Hλ+ containing {T, S, P,E, f, p}. Take
C as in Definition 4.1 and fix N ∈ M such that N is a countable elementary
substructure of Hλ containing {T, S, P,E, f, p} and such that ω1 ∩ N ∈ C and
ω1 ∩N /∈ S. Fix x ∈ Tω1∩N . Take q ≤ p such that q is (N,P, S, T )-#-preserving
and, by a further strengthening of q, we may take r ∈ Q such that q ‖−“f(z) = r
for some z ≥ x.” Necessarily we have q ‖− “(∀y < x)(y /∈ f−1(r)).” Hence
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q ‖− “(∃y < x)(∀y′ ≥ y)(y′ /∈ f−1(r)).” This contradicts the fact that q ‖− “z ∈
f−1(r).” The Lemma is established.
5 Iteration of (T, S)-#-preserving forcings
In this section we show that the property “(T, S)-#-preserving” is preserved by
countable support forcing iteration (and a bit more). This is a variant of [PIF
XXXX], [JSL, Definition 22 and Lemmas 23 and 24].
Definition 5.1. Suppose 〈Pη : η ≤ κ〉 is a countable support iteration of forcing.
We say that Pκ is strictly (T, S)-#-preserving iff whenever λ is a sufficiently
large regular cardinal and N is a countable elementary substructure of Hλ and
{T, S, 〈Pη : η ≤ κ〉} ∈ N and α ∈ κ ∩N and q ∈ Pα is (N,Pα, S, T )-#-preserving
and q ‖− “p˙ ∈ P˙α,κ ∩ N [GPα ],” then there is r ∈ Pκ such that r α = q and
q ‖− “r [α, κ) ≤ p˙” and r is (N,Pκ, S, T )-#-preserving and supt(r) ⊆ α ∪N .
Lemma 5.2. Suppose Pκ is strictly (T, S)-#-preserving. Then Pκ is (T, S)-#-
preserving.
Proof: Take α = 0 in Definition 5.1.
Lemma 5.3. The following are equivalent:
(1) Pκ is strictly (T, S)-#-preserving,
(2) For some regular λ > ω1 such that Pκ ∈ Hλ there is a closed unbounded
C ⊆ [Hλ]ω such that whenever N ∈ C and η ∈ κ ∩ N and q is (N,Pη, S, T )-#-
preserving and q ‖− “p˙ ∈ P˙η,κ ∩N [GPη ]” then there is r ∈ Pκ such that r η = q
and q ‖− “r [η, κ) ≤ p˙” and r is (N,Pκ, S, T )-#-preserving and supt(r) ⊆ η ∪N ,
(3) For some regular λ > 2ℵ1 such that the power set of Pκ is an element of
Hλ we have that whenever N is a countable elementary substructure of Hλ and
{Pκ, T, S} ∈ N and η ∈ κ ∩N and q is (N,Pη, S, T )-#-preserving and q ‖− “p˙ ∈
P˙η,κ ∩ N [GPη ]” then there is r ∈ Pκ such that r η = q and q ‖− “r [η, κ) ≤ p˙”
and r is (N,P,κ, S, T )-#-preserving and supt(r) ⊆ η ∪N ,
(4) For every regular λ > ω1 such that Pκ ∈ Hλ there is a closed unbounded
C ⊆ [Hλ]ω such that whenever N ∈ C and η ∈ κ ∩ N and q is (N,Pη, S, T )-#-
preserving and q ‖− “p˙ ∈ P˙η,κ ∩N [GPη ]” then there is r ∈ Pκ such that r η = q
and q ‖− “r [η, κ) ≤ p˙” and r is (N,P,κ, S, T )-#-preserving and supt(r) ⊆ η ∪N .
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Proof: (1) trivially implies (2) and (3), and (4) trivially implies (2). We
show (2) implies (1). Fix λ to be the least witness to (2), and suppose µ >
2ℵ1 is a regular cardinal such that the power set of Pκ is in Hµ. Let C0 =
{M ∈ [Hλ]ω : {Pκ, T, S} ∈ M and whenever η ∈ κ ∩M and q is (M,Pη, S, T )-
#-preserving and q ‖− “p˙ ∈ P˙η,κ ∩ M [GPη ]” then there is r ∈ Pκ such that
r η = q and q‖−“r [η, κ) ≤ p˙” and r is (M,Pκ, S, T )-#-preserving and supt(r) ⊆
η∪M}. SupposeN is a countable elementary substructure ofHµ and {Pκ, T, S} ∈
N . Then C0 ∈ N and λ ∈ N , because C0 and λ are ∆1-definable from the
parameters Pκ, P(Pκ), P(ω1), T , and S. Take C ⊆ C0 such that C is a closed
unbounded subset of [Hλ]
ω and C ∈ N . Let 〈θn :n ∈ ω〉 enumerate N ∩Hλ. By
recursion, build 〈Mn :n ∈ ω〉 such that for every n ∈ ω we haveMn is a countable
elementary substructure of N ∩Hλ and {Mn, θn} ∈Mn+1 andMn ∈ C. We have
therefore that N ∩ Hλ =
⋃
{Mn :n ∈ ω} ∈ C. Therefore, whenever η ∈ κ ∩ N
and q is (N,Pη, S, T )-#-preserving and q‖−“p˙ ∈ P˙η,κ∩N [GPη ],” then clearly q is
(N∩Hλ, Pη, S, T )-#-preserving and q‖−“p˙ ∈ (N∩Hλ)[GPη ],” and therefore there
is r ∈ Pκ such that r η = q and q ‖− “r [η, κ) ≤ p˙” and r is (N ∩Hλ, Pκ, S, T )-
#-preserving and supt(r) ⊆ η ∪N . Clearly r is (N,Pκ, S, T )-#-preserving. This
verifies that (1) holds.
We now show that (3) implies (4). Given λ as in (4), let C = {M ∈ [Hλ]ω :
M is a countable elementary substructure of Hλ and {Pκ, T, S} ∈ M and there
is some regular µ > 2ℵ1 and N a countable elementary substructure of Hµ such
that 2ω1 ∈ N and P(Pκ) ∈ N and M = N ∩ Hλ}. Then C witnesses that (4)
holds. The Lemma is established.
Theorem 5.4. Suppose T is sharply Suslin and S ⊆ ω1 and 〈Pη : η ≤ κ〉 is a
countable support forcing iteration based on 〈Q˙η : η < κ〉. Suppose for every
η < κ we have that Iη and Sη are Pη-names. Suppose for every η < κ we have
either
(1) 1 ‖−Pη “Q˙η is (T, S)-#-preserving,” or
(2) 1 ‖−Pη “Iη is an antichain of T and Sη = {rk(x) :x ∈ Iη} and Q˙η is one of
CU(S ∪ (ω1 − Sη)) or CU∗(S ∪ (ω1 − Sη)) or CU∗∗(S ∪ (ω1 − Sη)).”
Then 〈Pη : η ≤ κ〉 is strictly (T, S)-#-preserving.
Comment: Note that the stationary sets which are collapsed in case (2) are
not in the ground model. Indeed, we have that Pα is proper for α ≤ κ.
Proof: We prove by induction on κ that whenever λ is a sufficiently large regu-
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lar cardinal and N is a countable elementary substructure of Hλ and {〈(Iη, Sη) :
η < κ〉, Pκ, T, S} ∈ N and α ∈ κ ∩ N and q is (N,Pα, S, T )-#-preserving
and q ‖− “p˙ ∈ P˙α,κ ∩ N [GPα ]” then there is r ∈ Pκ such that r α = q and
q‖−“r [α, κ) ≤ p˙” and supt(r) ⊆ α∪N and r is (N,Pκ, S, T )-#-preserving. This
differs from the definition of (T, S)-#-preserving insofar as we assume that N
must contain a certain additional parameter (namely, 〈(Iη , Sη) : η < κ〉), but by
Lemma 5.3 this is immaterial.
In line with the induction on κ, we assume that Pβ is strictly (T, S)-#-
preserving for every β < κ. Assume λ and N are given.
Case 1 (successor step). Suppose κ = η + 1.
Necessarily η ∈ N , so we may assume that η = α. If 1 ‖−Pη “Q˙η is (T, S)-#-
preserving,” then we are done by Lemma 3.5. Otherwise, by Lemmas 3.4 and
3.11 we have that q ‖− “ω1 ∩N [GPη ] = ω1 ∩N /∈ Sη,” so by Lemmas 3.5 and 3.9
we are again done.
Case 2 (limit step). Suppose κ is a limit ordinal.
Let κ′ = sup(κ ∩ N), and let 〈αi : i ∈ ω〉 be a strictly increasing sequence
of ordinals from κ ∩ N cofinal in κ′ such that α0 = α. Let 〈σi : i ∈ ω〉 list all
Pκ-names σ in N such that 1 ‖−Pκ “σ is an ordinal.” Let 〈(xn, An) :n ∈ ω〉 list
all pairs 〈x,A〉 such that A ∈ N is a Pκ-name for a subset of T and x is (T,N)-
#-generic. Build a sequence 〈(qn, p˙n) :n ∈ ω〉 such that q0 = q and p˙0 = p˙ and
for every m ∈ ω we have
(1) qm is (N,Pαm , S, T )-#-preserving and supt(qm) ⊆ α ∪N ,
(2) qm ‖− “qm+1 [αm, αm+1) ≤ p˙m αm+1” and qm+1 is (N,Pαm+1 , S, T )-#-
preserving,
(3) qm+1 αm = qm,
(4) qm+1 ‖− “p˙m+1 ≤ p˙m [αm+1, κ) and p˙m+1 ∈ N [GPαm+1 ] and p˙m+1 decides
the value of σm,”
(5) qm+1 ‖− “p˙m+1 ‖− ‘(∃y < xm)(y ∈ Am or (∀z ≥ y)(z /∈ Am))’ ”
This is possible by Lemma 3.10 and the induction hypothesis.
Take r ∈ Pκ such that supt(r) ⊆ α ∪ N and for every m ∈ ω we have that
r αm = qm. This concludes the induction, and thereby establishes the Lemma.
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6 The models
Shelah (item (2) below) and, later, Schlindwein, have constructed models of each
of the following:
(1) every Aronszajn tree is S-∗-special (S an arbitrary stationary set that is
in the ground model) and some Aronszajn tree T is not S′-∗-special whenever
S′ − S is stationary, and CH holds [JSL],
(2) every Aronszajn tree is S-∗-special (S an arbitrary stationary set that is
in the ground model) and some Aronszajn tree T is not S′-∗-special whenever
S′ − S is stationary, and CH fails ([Sh], or use [JSL] with CU∗∗(S ∪ (ω1 − Sα))
in place of CU(S ∪ (ω1 − Sα))),
(3) Suslin’s hypothesis plus some Aronszajn tree T has no stationary antichain,
plus CH fails [APAL],
(4) Suslin’s hypothesis plus some Aronszajn tree T has no stationary antichain,
plus CH holds [APAL2],
(5) every ω1-tree is S-∗-special for S an arbitrary stationary set that is in the
ground model (in particular, Kurepa’s hypothesis fails) and some ω1-tree T is
not S′-∗-special whenever S′ − S stationary, plus CH holds [STACY],
(6) same as (5) but CH fails (use [STACY] but with CU∗∗(S ∪ (ω1 − Sα)) in
place of CU(S ∪ (ω1 − Sα))).
Models (5) and (6) require an inaccessible cardinal.
We claim that in variants of each of these six models (seven, actually, as there
are two different constructions cited in item (2)) there is no unbounded E ⊆ ω1
such that T is E-special. The demonstrations are all entirely similar to each
other, except in Shelah’s construction for item (2), where the demonstration of
(S, T )-#-preserving for the forcing of [PIF XXXXX] is similar to the proof of
Lemma 3.9 (second case) above. Because the changes to previously published
material are easily explained, we do not give complete proofs for all six models.
7 The first two models
In this section, we show that a variation of the model from [JSL] satisfies that
there is an Aronszajn tree T ∗ and a stationary set S∗ such that every Aronszajn
tree is S∗-∗-special, and whenever S′−S∗ is stationary then T ∗ is not S′-∗-special,
and for every unbounded E ⊆ ω1 we have that T ∗ is not E-special. The model
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in [JSL] was used to solve the problem of constructing a model of ZFC plus CH
plus SH plus not every Aronszajn tree is special (answering a question posed by
Shelah [PIF, XXX]).
Throughout this section, we fix S∗ a stationary co-stationary subset of ω1 and
we fix an Aronszajn tree T ∗. In the end, we will use a sharply Suslin tree in the
ground model as T ∗, so that the final poset Pω2 will force for every S
′ ⊆ ω1 such
that S′ − S∗ is stationary, then T ∗ is not S′-∗-special, and for every unbounded
E ⊆ ω1 we have that T ∗ is not E-special.
For T an Aronszajn tree, we let T n be the Aronszajn tree consisting ofN -tuples
of elements of T , all of which have the same rank. For x ∈ T and β ≤ rk(x)
we let x β be the unique y ≤ x such that rk(y) = β. We turn our attention to
defining the posets that will be used as the constituent posets of the iteration.
Definition 7.1. We say thatR is a finite rectangle iff there is some n = n(R) ∈ ω
and some sequence 〈Ri : i < n〉 such that R = R0 XR1 X · · ·XRn−1 and for each
i < n we have that Ri is a finite subset of ω1.
Definition 7.2. Suppose T is an Aronszajn tree and γ < ω1 and n ∈ ω and
x ∈ T nγ and f is an ordinal-valued function and R = R0 XR1 X · · ·XRn−1 is a
finite rectangle. Then we define ♥(α, x, f, R) to mean that whenever α < β ≤ γ
and i < n and xi β ∈ dom(f) then f(xi β) /∈ Ri.
Definition 7.3. Suppose T is an Aronszajn tree. We let P ′(T ) be the poset
whose universe is {〈f, S〉 :S is a countable set of countable limit ordinals and f
is an S-∗-specializing function, and cl(S) ∩ S∗ ⊆ S}. The ordering is given by
co-ordinatewise reverse end-extension.
Definition 7.4. Γ is a T -promise iff there is a closed unbounded C = C(Γ) ⊆ ω1
and an integer n = n(Γ) and an x = min(Γ) ∈ Γ such that Γ ⊆ T nC and whenever
α < β are in C and y ∈ Γ ∩ T nα then there is an infinite W ⊆ Γ ∩ T
n
β such that
for every z ∈ W we have x ≤ y ≤ z, and distinct elements of W have disjoint
ranges. We also require that for every z ∈ Γ and every α ∈ rk(z) ∩ C we have
z α ∈ Γ.
The following Fact is proved in [PIF XXXX] and [JSL, Lemma 50].
Fact 7.5. Suppose ∆ ⊆ T n is uncountable and downwards closed and every
element of ∆ is comparable with x ∈ T n. Then there is some T -promise Γ ⊆ ∆
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such that min(Γ) = x.
Definition 7.6. Suppose 〈f, S〉 ∈ P ′(T ) and Γ is a T -promise. We say that
〈f, S〉 fulfills Γ iff S − rk(min(Γ)) ⊆ C(Γ) and whenever β ∈ C(Γ) and α ∈
C(Γ) ∩ S ∩ β and y ∈ Γ ∩ T nβ and R is a finite rectangle with n(Γ) = n(R) then
there is an infinite W ⊆ Γ ∩ T nβ such that distinct elements of W have disjoint
ranges and for every w ∈W we have y ≤ w and ♥(α,w, f,R).
Note that in Definition 7.6 we do not assume that β ∈ S.
Contrast the following Definition with [JSL, Definition 52]. The difference is
that in [JSL], it is required that Ψ be countable.
Definition 7.7. P (T ) is the poset whose universe consists of triples 〈f, S,Ψ〉
such that 〈f, S〉 ∈ P ′(T ) and Ψ is a set of T -promises that 〈f, S〉 fulfills such
that for every α < ω1 we have that {Γ ∈ Ψ : rk(min(Γ)) < α} is countable. The
ordering is given by 〈f ′, S′,Ψ′〉 ≤ 〈f, S,Ψ〉 iff f ⊆ f ′ and S′ ∩ (sup(S) + 1) = S
and Ψ ⊆ Ψ′.
For p ∈ P (T ) we will use fp, Sp, and Ψp to denote the components of p, and we
set ht(p) to equal sup(Sp). We set C(Ψp) = {γ < ω1 : (∀Γ ∈ Ψp)(rk(min(Γ)) > γ
or γ ∈ C(Γ))}. Note that C(Ψp) is closed and unbounded.
The following Lemmas correspond to [JSL, Lemmas 53 through 56]. Although
the poset P (T ) referred to in [JSL] differs from P (T ) in that [JSL] required Ψp
is countable for every p ∈ P (T ), the difference is immaterial to the proof of these
Lemmas.
Lemma 7.8. Suppose p ∈ P (T ) and ht(p) = α < β ∈ C(Ψp). Suppose R is
a finite rectangle and z ∈ T nβ . Then there is q ≤ p such that ht(q) = β and
♥(α, z, fq, R).
Proof: In the proof of [JSL, Lemma 53] simply replace the clause “Γ ∈ Ψp”
with “Γ ∈ Ψp and rk(min(Γ)) ≤ β.” Besides that change, the proof is unchanged.
The following Lemma is [JSL, Lemma 54] but, as usual, for a slightly different
poset. The same Lemma basically appears in [PIF, chapter V] for a different
poset.
Lemma 7.9. Suppose that λ is a sufficiently large regular cardinal and N is a
countable elementary substructure of Hλ and P (T ) ∈ N and p ∈ P (T ) ∩N and
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D ∈ N is dense in P (T ) and δ = ω1∩N and R is a finite rectangle and n = n(R)
and x ∈ T nδ . Then there is q ≤ p such that q ∈ D ∩N and ♥(ht(p), x, fq, R).
Proof: The proof of [JSL, Lemma 54] carries over verbatim.
Lemma 7.10. Suppose that λ is a sufficiently large regular cardinal and N is a
countable elementary substructure of Hλ containing P (T ). Let δ = ω1 ∩N , and
suppose p ∈ P (T )∩N . Suppose also that x ∈ T nδ and R is a finite rectangle and
n = n(R). Then there is q ≤ p such that ♥(ht(p), x, fq, R) and ht(q) = δ and for
every open dense D ∈ N there is some r ∈ D ∩N such that q ≤ r. In particular,
P (T ) is proper and does not add reals.
Proof: The proof of [JSL, Lemma 55] carries over verbatim.
For the definition of (S∗, ω2)-p.i.c., see [JSL,Definition 39].
Lemma 7.11. P (T ) has (S∗, ω2)-p.i.c.
Proof: The proof of [JSL, Lemma 57] carries over verbatim. However, please
note the error in [JSL, Lemma 43] concerning the preservation of (S∗, ω2)-p.i.c.
The corrected statement of that Lemma is as follows:
Lemma 7.12. Suppose 〈Pη : η ≤ κ〉 is a countable support forcing iteration
based on 〈Qη : η < κ〉. Suppose that for every η < κ we have that 1‖−Pη “Qη has
(S, ω2)-p.i.c.” Then if κ < ω2 we have that Pκ has (S, ω2)-p.i.c., and if κ ≤ ω2
then Pκ has ω2-c.c.
Proof: [JSL, Lemma 43] neglects the restriction on the length of the iteration,
and the proof given there is incorrect. The needed correction to the proof is to
be found in the proof of [APAL, Lemma XXXX].
Lemma 7.13. 1 ‖−P (T ) “T is S
∗-∗-special.”
Proof: The proof of [JSL, Lemma 58] carries over verbatim.
The following is [PIF, remark on page XXX], [JSL, Lemma 8].
Lemma 7.14. Suppose 〈Pη : η ≤ κ〉 is as in Lemma XXX, and suppose 1‖−P1 “T
is S-∗-special.” Then 1 ‖−Pκ “T is Aronszajn.”
Proof: See [JSL, Lemma 8].
We now turn to the task of showing that P (T ) is (T ∗, S∗)-#-preserving, and
hence by Lemmas 4.3, 4.4, and 4.5, and Theorem 5.4 we may construct the
iteration so that in V [GPω2 ] we have:
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(1) T ∗ is Aronszajn,
(2) for every Aronszajn tree T we have T is S∗-∗-special,
(3) for all S′ ⊆ ω1 such that S′ − S∗ is stationary, we have that T ∗ is not
S′-∗-special,
(4) for all unbounded E ⊆ ω1 we have that T ∗ is not E-special.
Simply take T ∗ to be sharply Suslin in the ground model, and choose Q0 to
be P (T ∗) so that the hypotheses of Lemmas 4.5 and 7.14 are satisfied. In order
to ensure (3), use posets of the form CU(S∗ ∪ (ω1−Sη)) or CU∗(S∗ ∪ (ω1−Sη))
or CU∗∗(S∗ ∪ (ω1 − Sη)), where Sη = {rk(x) :x ∈ Iη} where Iη is (a name for)
an antichain of T ∗.
Lemma 7.15 (analogue of [JSL, Lemma 59]). Suppose P = P (T ) and λ is
a sufficiently large regular cardinal and N is a countable elementary substructure
of Hλ containing {P, S∗, T ∗}. Let δ = ω1 ∩N . Suppose m ∈ ω and x ∈ Tmδ and
p ∈ P ∩ N and R ∈ N is a finite rectangle and z ≤ x and rk(z) = ht(p) and
A ∈ N is a P -name for a subset of T ∗ and x is (T ∗, N)-#-generic. Then there is
y < x and q ≤ p such that q ∈ N and ♥(ht(p), x, fq, R) and either q ‖− “y ∈ A”
or q ‖− “(∀z ≥ y)(z /∈ A).”
Proof: Let A∗ = {y ∈ T ∗ : for every T -promise Γ such that rk(min(Γ)) ≥
max(ht(p), rk(y)) we have 〈fp, Sp,Ψp ∪ {Γ}〉 6 ‖−“y /∈ A”}. Notice A∗ ∈ N , and
therefore we may fix y < x such that either y ∈ A∗ or (∀z ≥ y)(z /∈ A∗).
Case 1. y ∈ A∗.
Suppose there is no q ≤ p such that q ‖− “y ∈ A” and ht(q) < δ and
♥(ht(p), x, fq, R). Fix α ∈ C(Ψp) such that α ≥ max(ht(p), rk(y)). Let ∆ =
{w ∈ T n :there is no q ≤ p such that q ‖− “y ∈ A” and ht(q) < rk(w) and
♥(ht(p), w, fq, R) and w is comparable with x α}. Notice ∆ ∈ N . We have that
every w ≤ x is in ∆. Hence
N |= “∆ is uncountable.”
We also have that ∆ is downwards closed. Hence by Fact 7.5 we may take
Γ ⊆ ∆ such that Γ is a T -promise and min(Γ) ≤ x and rk(min(Γ)) ≥ max(ht(p),
rk(y)).
Because y ∈ A∗ we have that 〈fp, Sp,Ψp∪{Γ}〉 6 ‖−“y /∈ A.” Therefore we may
take r ≤ 〈fp, Sp,Ψp ∪ {Γ}〉 such that r ‖− “y ∈ A.” Because 〈fr, Sr〉 fulfills Γ, we
may take w ∈ Γ such that rk(w) > ht(r) and ♥(ht(p), w, fr, R). Because w ∈ ∆
there is no q ≤ p such that q‖−“y ∈ A” and ht(q) < rk(w) and ♥(ht(p), w, fq, R).
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But r witnesses the opposite. This contradiction shows that if Case 1 holds then
there is q ≤ p such that q ‖− “y ∈ A” and ht(q) < δ and ♥(ht(p), x, fq, R). Let
β = ht(q). We have (∃q ≤ p)(ht(q) = β and ♥(α, x β, fq, R) and q ‖− “y ∈ A”).
Because x β ∈ N we have (∃q ≤ p)(ht(q) = β and q ∈ N and ♥(α, x β, fq, R)
and q ‖− “y ∈ A”). Hence the conclusion of the Lemma holds in Case 1.
Case 2: Otherwise.
We have that (∀z ≥ y)(z /∈ A∗). Hence (∀z ≥ y)(∃Γ(z))(Γ(z) is a T -promise
and rk(min(Γ)) ≥ max(rk(z), ht(p)) and 〈fp, Sp,Ψp ∪ {Γ(z)}〉 ‖− “z /∈ A”). We
may assume that the function mapping z to Γ(z) is an element of N . Let q =
〈fp, Sp,Ψp ∪ {Γ(z) : z ≥ y}〉. We have q ∈ P (T )∩N and q ‖− “(∀z ≥ y)(z /∈ A).”
Hence the conclusion of the Lemma holds in Case 2.
The Lemma is established.
Theorem 7.16. P (T ) is (T ∗, S∗)-#-preserving.
Proof: Suppose λ is a sufficiently large regular cardinal and N is a countable
elementary substructure of Hλ containing {P (T ), T ∗, S∗}. Let δ = ω1 ∩ N . If
δ ∈ S∗ then we are done by Lemma 7.10, so assume otherwise. Similarly, if there
are no x ∈ T ∗δ such that x is (N, T
∗)-#-generic, we are done, so assume otherwise.
Suppose p ∈ P (T ) ∩ N . We build q ≤ p such that q is (N,P (T ), S∗, T ∗)-#-
preserving. Let 〈Dm :m ∈ ω〉 list the dense open subsets of P (T ) that are in
N . Let 〈(Γm, R′m, zm) :m ∈ ω〉 list all triples 〈Γ, R
′, z〉 such that Γ ∈ N is a
T -promise and R′ ∈ N is a finite rectangle and z ∈ Γ ∩ N and n(R′) = n(Γ),
with infinitely many repetitions. Let 〈(xm, Am) :m ∈ ω〉 list all pairs (x,A) such
that x is (T ∗, N)-#-generic and A is a P (T )-name in N for a subset of T ∗.
Build by recursion 〈(Fm, qm, pm, wm) :m ∈ ω〉 such that F0 = ∅ and p0 = p
and each of the following holds:
(1) Fm maps a finite subset of Tδ into the set of finite subsets of δ,
(2) qm ∈ P (T )∩N and qm ≤ pm and (∀w ∈ dom(Fm))(♥(ht(pm), w, fqm , Fm(w)))
and for some y < xm we have either qm‖−“y ∈ Am” or qm‖−“(∀z ≥ y)(z /∈ Am),”
(3) pm+1 ∈ Dm∩N and pm+1 ≤ qm and (∀w ∈ dom(Fm))(♥(ht(qm), w, fpm+1 , Fm(w))),
(4) if Γm ∈ Ψpm+1 and range(zm) ⊆ dom(fpm+1) then wm ∈ Γm ∩ T
n(Γm)
δ and
zm ≤ wm and for all i < n(Γm) we have ♥(rk(zm), wm(i), fpm+1 , (R
′
m)i) and
range(wm) is disjoint from dom(Fm); otherwise, wm = ∅,
(5) dom(Fm+1) = dom(Fm) ∪ range(wm),
(6) for every w ∈ dom(Fm) we have Fm+1(w) ⊇ Fm(w),
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(7) for all i ∈ dom(wm) we have Fm+1(wm(i)) ⊇ (R′m)i.
The construction can be carried out using Lemma 7.15 to choose qm as in (2)
and Lemma 7.9 to choose pm+1 as in (3).
Let q = 〈
⋃
{fpm :m ∈ ω},
⋃
{Spm :m ∈ ω},
⋃
{Ψpm :m ∈ ω}〉. It is easy to see
that q is as required.
The theorem is established.
We turn to the problem of showing that the forcing iteration under considera-
tion does not add reals.
For the definition of “(S,< ω1)-proper,” see [JSL, Definition 26].
Lemma 7.17. P (T ) is (ω1, < ω1)-proper, and hence P (T ) is (S,< ω1)-proper
for any stationary S ⊆ ω1.
The proof of [JSL, Lemma 56] carries over verbatim, but there is a small error:
namely, in Case 1 it is implicitly assumed that γ 6= 0. Fortunately, the case that
γ = 0 is easily handled by simply setting r∗ = p.
The following is [JSL, Definition 27], based on [PIF, Chapter V].
Definition 7.18. Suppose 〈Pη : η ≤ κ〉 is a countable support forcing iteration.
We say that the iteration is strictly (S,< ω1)-proper iff whenever ρ < ω1 and
λ is a sufficiently large regular cardinal and 〈Ni : i ≤ ρ〉 is a continuous tower of
countable elementary substructures of Hλ and Pκ ∈ N0 and for every i < ρ we
have 〈Nj : j ≤ i〉 ∈ Ni+1 and for every i ≤ ρ we have ω1 ∩Ni ∈ S and i ∈ Ni and
η ∈ κ ∩ N0 and p ∈ Pη and for every i ≤ ρ we have that p is (Ni, Pη)-generic,
and p ‖− “q ∈ Pη,κ ∩ N0[GPη ],” then there is r ∈ Pκ such that r η = p and
p ‖− “r [η, κ) ≤ q” and for every i ≤ ρ we have that r is (Ni, Pκ)-generic and
supt(r) ⊆ η ∪Nρ.
Definition 7.19. Suppose λ is large for P and M is a countable elementary
substructure of Hλ and P ∈ M and p ∈ P ∩M . We set Gen(M,P, p) equal to
the set of all G ⊆ P ∩M which satisfy all of the following:
(1) G is M -generic, i.e., whenever D ∈ M is a dense open subset of P then
G ∩D 6= ∅
(2) G is directed, i.e., (∀q1 ∈ G)(∀q2 ∈ G)(∃r ∈ G)(r ≤ q1 and r ≤ q2)
(3) p ∈ G
Definition 7.20. Suppose that S is stationary and P is S-proper not adding
reals and suppose Q is a P -name for a poset. We say Q is S-complete for P iff
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whenever λ is a sufficiently large regular cardinal and M and N are countable
elementary substructures of Hλ and P ∗ Q ∈ M ∈ N and ω1 ∩ M ∈ S and
ω1∩N ∈ S and q ∈M is a P -name for an element ofQ and G ∈ Gen(M,P,1)∩N ,
then there is G′ ∈ Gen(M,P ∗Q,1) such that {p1 ∈ P : (∃r)((p1, r) ∈ G′)} = G
and (1, q) ∈ G′ and whenever p is a lower bound for G and p is N -generic, then
there is p′ ≤ p and a P -name s for an element of Q such that (p′, s) is a lower
bound for G′.
Lemma 7.21. Suppose S∗ ⊆ S. Then CU(S) and CU∗(S) are (S∗, < ω1)-
proper. Furthermore, for every P such that P is S∗-proper not adding reals, if
1 ‖−P “Q = CU(S) or Q = CU
∗(S) and S∗ ⊆ S” then Q is S∗-complete for P .
Proof: See [JSL, Lemmas 37 and 38].
Lemma 7.22. Suppose S ⊆ ω1 is stationary and 〈Pη : η ≤ κ〉 is a countable
support iteration based on 〈Qη : η < κ〉 and for every η < κ we have that Qη is
S-complete for Pη, and suppose also that Pκ is strictly (S,< ω1)-proper. Then
Pκ does not add reals.
Proof: See [JSL, Theorem 36].
Theorem 7.23. If ZFC is consistent, then so is ZFC plus there is a stationary
co-stationary set S∗ such that every Aronszajn tree is S∗-∗-special plus there is an
Aronszajn tree T ∗ such that T ∗ is not S-∗-special whenever S−S∗ is stationary,
and for every unbounded E ⊆ ω1 we have that T ∗ is not E-special. Furthermore,
we may either have CH hold or CH fail in the model.
Proof: This is [JSL, Theorem 45] with three changes. The first change is that
we allow forcings of the form CU∗(S∗ ∪ (ω1 − Sη)) and CU∗∗(S∗ ∪ (ω1 − Sη)).
Naturally, by using CU∗∗(S∗∪ (ω1−Sη)) we will not have CH in the final model.
The second change is that we start with a sharply Suslin tree and have the
property of (S∗, T ∗)-#-preserving in order to assure that for every unbounded
E ⊆ ω1 we have 1 ‖−Pω2
“T ∗ is not E-special.” The third change is that we use
the version of P (T ) in which Ψ is not required to be countable, but only that for
each α we have that {Γ ∈ Ψ : rk(min(Γ)) ≤ α} is countable.
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8 The “no stationary antichains” models
In [APAL] a model of ZFC plus SH plus some Aronszajn tree has no sttionary
antichain is constructed. The Suslin trees are killed more gently than in [PIF,
Chapter IX.4] and [PIF] and [STACY], because there is an Aronszajn tree T ∗
such that for every stationary S ⊆ ω1 we have that T ∗ is not S-∗-special. Here
we show how to kill Suslin trees even more gently; in the final model, Suslin’s
hypothesis holds and there is an Aronszajn tree T ∗ such that for every stationary
S and every unbounded E we have that T is neither S-∗-special nor E-special.
First we recall the differences between the construction of [JSL] and [APAL].
The first difference is the poset that is used. Before exhibiting the poset from
[APAL], we give some definitions.
Definition 8.1. Suppose T is an Aronszajn tree and f is a monotonically non-
decreasing function from
⋃
{Tβ :β ≤ α} into {0, 1}. We set ht(f) equal to α.
Given z ∈ T n and ρ < ω1, we say ♥(ρ, f, z) iff either ρ ≥ rk(z) or for all i < n
and all t ≤ z(i) such that t ∈ dom(f) we have f(t) = f(z(i) ρ). Given a T -
promise Γ, we say that f fulfills Γ iff whenever β < γ are in C(Γ) and β < ht(f)
and w ∈ Γ ∩ T
n(Γ)
β , then there is an infinite W ⊆ Γ ∩ T
n
γ such that distinct
elements of W have disjoint ranges and for every w ∈ W we have ♥(β, f, w).
In [APAL] we may view the poset P (T ) as {〈f,Ψ〉 : for some α < ω1 we have
that f is a monotonically non-decreasing function from
⋃
{Tβ :β ≤ α} into {0, 1}
and Ψ is a countable set of promises that f fulfills}.
We have 1‖−P (T )“T is not Suslin because {t ∈ T : t has an immediate predeces-
sor t′ such that f(t′) = 0 and f(t) = 1, where f =
⋃
{f ′ : (∃Ψ)(〈f,Ψ〉 ∈ GP (T )).”
The second change is that we must ensure that the tree T ∗ must remain Aron-
szajn in V [GPω2 ]. Recall that in [JSL] (and in [PIF, Chapter IX.4]) this was
accomplished by S∗-∗-specializing T ∗ at the first step of the iteration, so that it
could not become non-Aronszajn in any extension in which ω1 is not collapsed.
This strategy is not available in the construction in [APAL]. Instead, the fact that
T ∗ remains Aronszajn is ensured by showing that the iteration satisfies a preser-
vation property that is more stringent than the property (T ∗, S∗)-preserving used
in [PIF, Section IX.4] and [JSL]. See [APAL, Definition XXX] for the definition
of this property, [APAL, Lemma XXX] for the fact that the property ensures
that T ∗ remains Aronszajn, and various Lemmas in [APAL] for the fact that the
property is preserved under the appropriate iterations and that the porperty is
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satisfied by the constituent posets of the iteration.
These two changes were enough to carry out the construction of [APAL], but
left the question of whether we could arrange for CH to hold in the final model.
The difficulty was resolved in [APAL2] by using the following strategy.
9 Doing without Kurepa trees
In this section, we strengthen the conclusion of Theorem 7.23 by requiring that
every ω1-tree is S
∗-∗-special. Therefore we have Kurepa’s hypothesis holds in
the model. Naturally, this requires that the hypothesis be strengthened from the
consistency of ZFC to the consistency of ZFC plus there exists an inaccessible
cardinal. We use (essentially) the forcing from [STACY].
We repeat the main Definitions from [STACY]. We fix T to be an ω1-tree and
T ∗ an Aronszajn tree and B equal to the set of uncountable branches of T and S∗
a stationary co-stationary subset of ω1. Fix κ a sufficiently large regular cardinal.
For n ∈ ω we set T n equal to {w :w is a function with domain n and there is
some α < ω1 such that (∀i < n)(w(i) ∈ Tα). Notice that for every n we have
that T n is an ω1-tree.
Definition 9.1. Γ is a promise iff there is n = n(Γ) ∈ ω and C = C(Γ) ⊆ ω1
closed unbounded and x = min(Γ) ∈ T n(Γ) and G = G(Γ) ⊆ n and 〈bi(Γ) : i ∈ G〉
a sequence of elements of B such that x ∈ Γ ⊆ T nC and (∀y ∈ Γ)(x ≤ y) and for
all α < β both in C and every y ∈ Γ ∩ T
n(Γ)
α then there is W ⊆ Γ ∩ T
n(Γ)
β such
that (∀w ∈ W )(y < w and (∀w′ ∈ W )(either w′ = w or {w′(i) : i ∈ n(Γ) − G}
is disjoint from {w(i) : i ∈ n(Γ) − G}, and for all y ∈ Γ and i ∈ G we have
y(i) ∈ bi(Γ), and W is infinite unless G = n.
Notwithsatnding the fact that we have redefined the notion of “promise,” we
keep the same definition of “finite rectangle” (Definition 7.1).
Definition 9.2. Suppose n ∈ ω and w ∈ T n and R is a finite rectangle and
n(R) = n and f is a function from a subset of T into ω1. Then we say
♥(α,w, f,R) iff (∀i < n)(∀y ≤ w(i))(if rk(y) > α and y ∈ dom(f) then f(y) /∈
R(i)). For b an uncountable branch of T we say ♥(α, b, f, R) iff n(R) = 1 and
(∀x ∈ b)(♥(α, x, f, R)).
Definition 9.3. Suppose S is a bounded subset of ω1 and f is a function that
S-∗-specializes T and n ∈ ω and Γ is a promise and n = n(Γ). We say that
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〈f, S〉 fulfills Γ iff S − rk(min(Γ)) ⊆ C(Γ) and for every α < β both in C(Γ)
and every finite rectangle R with dom(R) = n and every y ∈ Γ ∩ T nα there is
W ⊆ Γ ∩ T nβ such that either G(Γ) = n or W is infinite, and such that for every
w and w′ distinct elements of W we have that {w(i) : i ∈ n − G(Γ)} ∩ {w′(i) :
i ∈ n−G(Γ)} = ∅ and, for every w ∈ W , we have y ≤ w and ♥(α,w, f,R)).
Definition 9.4. We set P = P (T, κ) equal to the set of all 〈f, S,N ,Ψ〉 such
that
(1) S is a countable set of countable limit ordinals,
(2) f is a function that S-∗-specializes T ,
(3) for some non-limit α =def lh(N ) < ω1 we have that N = 〈N (i) : i < α〉 is a
tower (not necessarily continuous) of countable elementary substructures of Hκ,
(4) for i < j < lh(N ) we have N (i) ∈ N (j) and if α 6= 0 then {T, T ∗, S∗, B} ∈
N (0), and for every i < lh(N ) we have ω1 ∩ N (i) ∈ S},
(5) Ψ is a set of promises that 〈f, S〉 fulfills,
(6) for every β < ω1 we have that {Γ ∈ Ψ : rk(min(Γ)) < β} is countable,
(7) for every limit ordinal α and γ ∈ S∗, if {ω1 ∩ N (β) :β < α} is unbounded
in γ then α ∈ dom(N ) and N (α) =
⋃
{N (β :β < α},
(8) for all β ∈ dom(N ), for all x ∈ dom(f)−N (β) the following are equivalent:
i) (∃y < x)(y ∈ dom(f) ∩ N (β) and f(x) = f(y))
ii) (∃b ∈ B ∩ N (β))(x ∈ b)
We order P by declaring 〈f, S,N ,Ψ〉 ≤ 〈f ′, S′,N ′,Ψ′〉 iff S end-extends S′ and
f ′ ⊆ f and N end extends N ′ and Ψ′ ⊆ Ψ.
Notations 9.5. For p ∈ P we give fp, Sp, Np, and Ψp their obvious meanings,
and we set ht(p) = sup(Sp) and Lp =
⋃
{Np(i) : i ∈ dom(Np)} and for x ∈ Lp
we let ρp(x) denote the least γ such that x ∈ Np(γ). For b ∈ B ∩ Lp we set
δp(b) = ω1 ∩ Np(ρp(b)) and we let µp(b) denote the unique x ∈ b such that
rk(x) = δp(b), and if δp(b) ∈ Sp then we set σp(b) equal to fp(µp(b)). We set
Up = {x ∈ T : (∃b ∈ B ∩ Lp)(x ∈ b)}.
Lemma 9.6. Suppose λ is a sufficiently large regular cardinal (in particular,
much larger than κ) and M is a countable elementary substructure of of Hλ
containing {P, T, T ∗, S∗, B, κ}. Suppose p ∈M ∩M and n ∈ ω. Let δ = ω1 ∩M .
Suppose x ∈ T nδ and suppose R is a finite rectangle and n(R) = n. Suppose
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z ∈ M ∩ Hκ. Then there is q ∈ P ∩ M such that q ≤ p and z ∈ Lq and
♥(ht(p), x, fq, R).
Proof: Let N be a countable elementary substructure of Hκ such that N ∈M
and {z,R ∩ δn, T, T ∗, S∗} ∈ N , and let δω = ω1 ∩ N . Choose 〈δm :m < ω〉 an
increasing sequence from δω∩N cofinal in δω such that ω1∩Lp < δ0 and (∀m ∈ ω)
(δm ∈ C(Ψp)), where C(Ψp) is as in the paragraph following Definition 7.7, and
such that for every m ∈ ω, for every y ∈ Γ ∩ T
n(Γ)
δm
there is W ⊆ Γ ∩ T
n(Γ)
δm+1
such
that for every {w,w′} ⊆ W , if w 6= w′ then {w(i) : i ∈ n(Γ) − G(Γ)} is disjoint
from {w′(i) : i ∈ n(Γ)−G(Γ)} and either W is infinite or G(Γ) = n(Γ).
Let 〈(yk,Γk, R
′
k, tk) : k ∈ ω〉 ∈ M list all quadruples (y,Γ, R
′, t) such that
Γ ∈ Ψp and y ∈ Γ ∩ N and R
′ ⊆ δ
n(Γ)
ω is a finite rectangle and t ≤ ω and
(∀i ∈ n(Γ))(i ∈ G(Γ) iff (∃b ∈ B∩Lp)(min(Γ)(i) ∈ b)), with each such quadruple
listed infinitely many times.
Let 〈xi : i ∈ ω〉 ∈M list
⋃
{Tδm :m ≤ ω}.
Working in M , build 〈(zm, Zm, x#m, Xm, fm) :m ∈ ω〉 such that f0 = fp and
for every m ∈ ω each of the following holds:
(1) fm ⊆ fm+1
(2) dom(fm+1) = dom(fm) ∪ {xm} ∪ Zm ∪Xm
(3) if δtm > rk(ym) then ym < zm and rk(zm) = δtm and {zm(i) : i ∈ G(Γm)} =
Up ∩ range(zm) and zm ∈ Γm
(4) Zm = {zm(i) : i ∈ n(Γm)}
(5) if δtm ≤ rk(ym) then Zm = ∅
(6) if rk(xm) 6= δω or xm ∈ dom(fm) ∪ Zm or there is no b ∈ B ∩ N such
that xm ∈ b then Xm = ∅; otherwise, jm ∈ ω is large enough that (∀x ∈
dom(fm) ∪ Zm)(xm δjm 6≤ x) and x
#
m < xm and rk(x
#
m) = δjm and Xm = {x
#
m}
(7) if Xm 6= ∅ then fm+1(x
#
m) = fm+1(xm)
(8) for all x ∈ dom(fm+1), if there is b ∈ B ∩ Lp such that x ∈ b then for the
unique such b we have fm+1(x) = σp(b)
(9) for every x ∈ dom(fm+1 − fm), if there is no b ∈ B ∩ Lp such that x ∈ b
then fm+1(x) /∈ {fm+1(x′) :x′ ∈ dom(fm) ∪ {xm} ∪ Zm}
(10) for all j ≤ m, if δtj > rk(yj) then ♥(rk(yj , zj , fm+1, R
′
j)
(11) ♥(ht(p), x, fm, R)
There is no difficulty in meeting these requirements. Set q = 〈
⋃
{fm :m ∈ ω},
Sp ∪ {δm :m ≤ ω},Np 〈ˆN〉,Ψp〉. Then q is as required in the conclusion of the
Lemma.
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Lemma 9.7. Suppose T is an ω1-tree and k ∈ ω and ∆ ⊆ T k is uncountable
and downward closed, and suppose x ∈ T k and every element of ∆ is comparable
with x. Then there is a promise Γ ⊆ ∆ such that min(Γ) = x.
Proof: We build G ⊆ k and a sequence of uncountable branches 〈bi : i ∈ G〉 in
stages as follows.
Initially, let G0 = ∅ and ∆0 = ∆ and T 0 = {x ∈ T : (∃y ∈ ∆)(∃i < k)
(x = y(i))}.
Stage j:
Case 1: T j is Aronszajn.
Take G = Gj . By Fact 7.5 we may take Γ
′ ⊆ ∆j such that for every i ∈ k−G
we have min(Γ)(i) = x(i). Let Γ = {y ∈ ∆ : (∃z ∈ Γ′)((∀m ∈ k−G)(y(m) = z(m)
and (∀m ∈ G)(y(m) is the unique element of bm ∩ Trk(y)))}.
Case 2: Otherwise.
Let b be an uncountable branch of T j and fix i ∈ k−Gj such that b∩{y(i) : y ∈
∆j} is uncountable. Denote this b by bi. Notice that because ∆j is downwards
closed, we have that bi is a subset of {y(i) : y ∈ ∆j}. Let Gj+1 = Gj ∪ {i}. For
every y ∈ ∆j let s(y) ∈ T k−Gj+1 be defined by dom(s(y)) = k − Gj+1 and for
every m ∈ k −Gj+1 we have s(y)(m) = y(m). Set ∆j+1 = {s(y) : y ∈ ∆j}, and
let T j+1 = {y(m) : y ∈ ∆j+1 and m ∈ k −Gj+1}. Now proceed to Stage j + 1.
The Lemma is established.
Lemma 9.8. Suppose λ is a sufficiently large regular cardinal andM is a count-
able elementary substructure of Hλ such that {P, T, T ∗, S∗, B, κ} ∈M . Suppose
n ∈ ω and x ∈ T nω1∩M and R is a finite rectangle with n(R) = n. Suppose
p ∈ P ∩M . Then whenever D ∈ M is a dense open subset of P , there is q ≤ p
such that q ∈ D ∩M and ♥(ht(p), x, fq, R).
Proof: Suppose D is a counterexample. We may assume R ∈ M because
if we replace each R(i) with R(i) ∩M we do not thereby change the truth of
♥(ht(p), x, f, R) for any f ∈ M . Set z = x ht(p) and set ∆ = {y ∈ T n : y is
comparable with z and there is no q ≤ p such that q ∈ D and ht(q) ≤ rk(y) and
♥(ht(p), y, fq, R)}. Notice that ∆ is downward closed and {y ∈ T n : y < x} ⊆ ∆.
Necessarily ∆ is uncountable because M |= “(∀α < ω1)(∆∩T nα 6= ∅).” Therefore
by Lemma 9.7 we may take Γ ⊆ ∆ a promise with min(Γ) = z.
Let p′ = 〈fp, Sp,Np,Ψp ∪ {Γ}〉. Take r ≤ p′ such that r ∈ D. Because
〈fr, Sr,Nr〉 fulfills Γ, we may takew ∈ Γ with ht(r) = rk(w) and♥(ht(p), w, fr, R).
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Because w ∈ ∆, there is no q ≤ p such that q ∈ D and ht(q) ≤ rk(w) and
♥(ht(p), w, fq, R). But r is a witness that there is such a q. This contradiction
establishes the Lemma.
Lemma 9.9. Suppose λ is a sufficiently large regular cardinal andM is a count-
able elementary substructure of Hλ such that {P, T, T ∗, S∗, B, κ} ∈M . Suppose
n ∈ ω and x ∈ T nω1∩M and R is a finite rectangle with n(R) = n. Suppose
p ∈ P ∩M . Then there is q ≤ p such that q is M -generic and ht(q) = ω1 ∩M
and ♥(ht(p), x, fq, R).
Proof: Take N a countable elementary substructure of Hκ such that N ∈ M
and {p, ζ, T, A∩δn} ∈ N . Set δω = ω1∩N and choose 〈δm :m ∈ ω〉 an increasing
sequence from δω ∩N cofinal in δω, such that for every Γ ∈ Ψp and every m ∈ ω
we have δm ∈ C(Γ) and for every y ∈ Γ ∩ T
n(Γ)
δm
there is W ⊆ Γ ∩ T
n(Γ)
δm+1
such
that for every w ∈ W we have y ≤ w and for every {w,w′} ⊆W , if w 6= w′ then
{w(i) : i ∈ n(Γ)−G(Γ)} is disjoint from {w′(i) : i ∈ n(Γ)−G(Γ)}, and either W
is infinite or G(Γ) = n(Γ).
Let 〈〈yk,Γk, A
∗
k, tk〉 : k ∈ ω〉 list all 〈y,Γ, A
∗
, t〉 such that Γ ∈ Ψp and y ∈ Γ∩N
and A
∗
⊆ (δω)
n(Γ) is a finite rectangle, and t ≤ ω, listed with infinitely many
repetitions.
Let Sq = Sp ∪ {δt : t ≤ ω}. Let 〈xm :m ∈ ω〉 list
⋃
{Tδm :m ≤ ω}.
Build 〈fm :m ∈ ω〉 such that f0 = fp and each of the following holds:
(1) fm ⊆ fm+1 and dom(fm+1) = dom(fm) ∪ {xm} ∪ Zm ∪Xm
(2) if δtm > rk(ym) then zm > ym and rk(zm) = δtm and {zm(i) : i ∈ n(Γm)−
G(Γm)} is disjoint from dom(fm) and zm ∈ Γm and Zm = {zm(i) : i ∈ n(Γm)}
(3) if δtm ≤ rk(ym) then Zm = ∅
(4) if tm 6= ω or G(Γm) = ∅ then Xm = ∅; otherwise, jm ∈ ω is large enough
that xm δjm 6≤ xj for all j < m, and Xm = {x
#
m} where x
#
m = w
#
m(i) for some
i ∈ G(Γm) and some w
#
m ∈ Γm ∩ T
n(Γm)
δjm
, and w#m(i) < xm and (∀b ∈ B ∩ Lp)
(w#m(i) ∈ b implies xm ∈ b)
(5) if Xm 6= ∅ then fm+1(x#m) = fm+1(xm)
(6) if there is b ∈ B ∩ Lp such that xm ∈ b then for the unique such b we have
fm+1(xm) = σp(b)
(7) if δm > rk(ym) then for all i < n(Γm), if for some b ∈ B ∩ Lp we have
zm(i) ∈ b, then for the unique such b we have fm+1(zm(i)) = σp(b)
(8) for every j ≤ m such that δtj > rk(yj) we have ♥(zj , fm, a
∗
j ) implies
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♥(zj , fm+1, a
∗
j ), and for all i ∈ n(Γj) − G(Γj) we have fm+1(zj(i)) 6= fm(z) for
all z ∈ dom(fm) such that z is comparable with zj(i)
(9) if xm /∈ dom(fm) ∪ Zm ∪ Xm ∪ (
⋃
(B ∩ Lp)) then fm+1(xm) /∈ {fm+1(t) :
t ∈ dom(fm) ∪ Zm ∪Xm}
(10) ♥(x, fm, A) implies ♥(x, fm+1, A)
Let fq =
⋃
{fm :m ∈ ω} and Nq = Npˆ〈N〉.
10 Not adding reals
In this section we discuss a sufficient condition for no reals to be added. This
condition has two parts. One part is a generalization of [18, Definition 32], which
is a variant of Shelah’s notion of D-completeness [23, Chapter V]. The second
part is Definition 32 given above.
Lemma 41. Suppose Q˙ is (T,X)-complete for P and λ is large for {P∗Q˙,X} and
M ≺ N are countable elementary substructures of Hλ and {P ∗ Q˙,X, T } ∈M ∈
N and (p, q˙) ∈ P ∗Q˙∩M andG ∈ Gen(M,T, P, p)∩N . Then there are a P -name s˙
and a set G′ ∈ Gen(M,T, P ∗Q˙, (p, q˙)) such that G = {p′ ∈ P : (∃r˙)((p′, r˙) ∈ G′)}
and whenever p˜ is a lower bound for G which is (M,P, T )-completely preserving
and (N,P, T )-preserving then (p˜, s˙) is an (M,P, T )-completely preserving lower
bound for G′.
Proof: Let G′ be as in the conclusion of Definition 39 and for every p′ ∈ P
such that p′ is a lower bound for G which is both (M,P, T )-completely preserving
and (N,P, T )-preserving let s˙(p′) be as in the conclusion of Definition 39. Let
J be a maximal antichain of the set of such p′ and take s˙ such that (∀p′ ∈ J )
(p′ ‖− “s˙ = s˙(p′)”). We have that G′ and s˙ are as required.
Definition 42. Suppose 〈Pη : η ≤ α〉 is a countable support iteration and T is
Suslin and X is any set. We say that Pα is (T,X)-strictly complete iff whenever
λ is large for {Pα, X} and M is a countable elementary substructure of Hλ and
{Pα, X, T } ∈ M and α∗ is the order-type of α ∩M and N = 〈Ni : i ≤ α∗〉 is a
λ-tower for M and p ∈ Pα ∩M and η ∈ α∩M and η∗ is the order-type of η∩M
and G ∈ Gen(M,Pη, p η) ∩Nη∗+1 then there are G′ ∈ Gen(M,Pα, p) and a Pη-
name s˙ such that {r η : r ∈ G′} = G and whenever p˜ is an (M,Pη, T )-completely
preserving lower bound for G and p˜ is (〈Ni : η∗ < i ≤ α∗〉, Pη, T )-preserving then
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we have that there is s˜ ∈ Pα such that s˜ η = p˜ and s˜ is an (M,Pα, T )-completely
preserving lower bound for G′ and p˜ ‖− “s˜ [η, α) = s˙” and supt(s˜) ⊆ η ∪Nα∗ .
Lemma 43. Suppose Pα is (T,X)-strictly complete for some X . Then Pα does
not add reals.
Proof: Simply take η = 0 in Definition 42.
Lemma 44. Suppose 〈Pη : η ≤ α〉 is a countable support iteration based on 〈Q˙η :
η < α〉 and T is Suslin and for all η < α we have Q˙η is (T,Xη)-complete for Pη,
and suppose for every β ≤ α we have that Pβ is strictly strongly T -preserving.
Then Pα is (T,X)-strictly complete where X = 〈Xη : η < α〉.
Proof: We work by induction on α. Let λ, M , α∗, η, η∗, N = 〈Ni : i ≤ α∗〉, p,
and G be as in the hypothesis of Definition 42.
Suppose first that α = β + 1. Let β∗ be the order-type of β ∩M . By the
induction hypothesis we may take G1 ∈ Gen(M,Pβ , p β) and s˙1 such that {r η :
r ∈ G1} = G and whenever p˜ is a lower bound for G which is both (M,Pη, T )-
completely preserving and (〈Ni : η∗ < i ≤ β∗〉, Pη, T )-preserving then we have
that there is s∗ ∈ Pβ such that s∗ is an (M,Pβ , T )-completely preserving lower
bound for G1 and s
∗ η = p˜ and p˜‖−“s∗ [η, β) = s˙1” and supt(s∗) ⊆ η∪Nβ∗ . By
elementarity, we may assume that G1 and s˙1 are elements of Nα∗ . Because Pβ
is strictly strongly T -preserving, we may take s˙′1 such that whenever p˜ is a lower
bound for G which is both (M,Pη, T )-completely preserving and (〈Ni : η
∗ < i ≤
α∗〉, Pη, T )-preserving then p˜ ‖− “s˙′1 ≤ s˙1” and (p˜, s˙1) is (Nα∗ , Pβ , T )-preserving
and p˜ ‖− “supt(s˙′1) ⊆ Nα∗ [GPη ].” Necessarily we have that (p˜, s˙1) is (M,Pβ , T )-
completely preserving. By Lemma 41 we may take s˙2 and G
′ ∈ Gen(M,Pα, p)
such that G1 = {r β : r ∈ G′} and whenever p˜ is a lower bound for G1 which is
both (M,Pβ , T )-completely preserving and (Nα∗ , Pβ , T )-preserving then (p˜, s˙2)
is an (M,Pα, T )-completely preserving lower bound for G
′. Let s˙ be the Pη-name
for the pair (s˙′1, s˙2). Then s˙ and G
′ are as required.
Now we consider the case where α is a limit ordinal. Let 〈αn :n ∈ ω〉 be an
increasing sequence from α ∩M cofinal in sup(α ∩M) such that α0 = η. For
every integer n ≥ 0 let α∗n be the order-type of αn ∩M . Let 〈τn :n ∈ ω〉 list
the set of all Pα-names τ in M such that 1 ‖− “τ is an ordinal.” Let 〈〈xn, An〉 :
n ∈ ω〉 list the set of all pairs 〈x,A〉 such that x ∈ T and rk(x) = ω1 ∩M and
A ∈M and A is a Pα-name for a subset of T .
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Build 〈〈Gn, s˙n, s˙′n, pn〉 :n ∈ ω〉 such that G0 = G and p0 = p and each of the
following:
(1) Gn ∈ Gen(M,Pαn , pn αn) ∩Nα∗n+1
(2) pn+1 ≤ pn and pn+1 ∈ Pα∩M and pn+1 αn ∈ Gn and pn+1 αn‖−“pn+1 [αn, α)
decides the value of τn, and either xn /∈ An or there are y < xn and z ∈ T ∩M
such that z 6< xn and pn+1 [αn, α) ‖− ‘{y, z} ⊆ An.’ ”
(3) s˙n ∈ Nα∗
n+1
+1 and whenever p˜ is a lower bound for Gn and p˜ is both
(M,Pαn , T )-completely preserving and (〈Ni :α
∗
n < i ≤ α
∗
n+1〉, Pαn , T )-preserving,
then there is s˜ ∈ Pαn+1 such that s˜ αn = p˜ and p˜ ‖− “s˜ [αn, αn+1) = s˙n” and s˜
is an (M,Pαn+1 , T )-competely preserving lower bound for Gn+1.
(4) Gn = {r αn : r ∈ Gn+1}.
(5) whenever p˜ is a lower bound for Gn and p˜ is both (M,Pαn , T )-completely
preserving and (〈Ni :α∗n < i ≤ α
∗〉, Pαn , T )-preserving, then p˜ ‖− “s˙
′
n ≤ s˙n” and
there is s˜ ∈ Pαn+1 such that s˜ αn = p˜ and p˜‖−“s˜ [αn, αn+1) = s˙
′
n” and supt(s˜) ⊆
αn ∪ Nα∗ and s˜ is (〈Ni :α∗n+1 < i ≤ α
∗〉, Pαn+1 , T )-preserving (necessarily, s˜ is
(M,Pαn+1 , T )-completely preserving).
The construction proceeds as follows. Given Gn and pn, construct pn+1 as in
(2) as follows. Choose q˙ ∈ M such that pn αn ‖− “q˙ ≤ pn [αn, α) and q˙ decides
the value of τn.” Let E = {r ≤ pn αn : (∃s ∈ Pα)(s αn = r and r‖−“s [αn, α) =
q˙”)}. Because E ∈ M we may take r1 ∈ E ∩ Gn. Take q1 ∈ Pα ∩M such that
q1 αn = r1 and r1 ‖− “q1 [αn, α) = q˙.” Let X = {w ∈ T : q1 6 ‖−“w /∈ An”}. We
select q3 as follows. If xn /∈ X let q3 = q1. Otherwise, take y < xn such that
y ∈ X . We have r1 ‖−“q1 [αn, α) 6 ‖−‘y /∈ An’ ” so we may take q˙2 ∈M such that
r1‖−“q˙2 ≤ q1 [αn, α) and q˙2‖−‘y ∈ An.’ ” Let E1 = {r ≤ r1 : (∃s ∈ Pα)(s αn = r
and r ‖− “s [αn, α) = q˙2”)}. Because E1 ∈M we may take r2 ∈ E1 ∩Gn. Then
take q3 ∈ Pα ∩ M such that q3 αn = r2 and r2 ‖− “q3 [αn, α) = q˙2.” Let
Y = {w ∈ T : q3 6 ‖−“w /∈ An”}. We build pn+1 as follows. If xn /∈ Y then
we let pn+1 = q3. Otherwise, take z ∈ Y ∩ M such that z 6< xn. We have
r2 ‖− “q3 [αn, α) 6 ‖−‘z /∈ An’ ” so we may take q˙4 ∈ M such that r2 ‖− “q˙4 ≤
q3 [αn, α) and q˙4 ‖− ‘z ∈ An.’ ” Let E2 = {r ≤ r2 : (∃s ∈ Pα)(s αn = r and
r ‖− “s [αn, α) = q˙4”)}. Because E2 ∈M we may take r3 ∈ E2 ∩Gn. Then take
pn+1 ∈ Pα ∩M such that pn+1 αn = r3 and r3 ‖− “pn+1 [αn, α) = q˙4.”
Given pn+1, use the fact that Pαn+1 is (T,X)-strictly complete to take Gn+1
and s˙n as in (1) and (3) and (4). Finally, use Lemma 36 to take s˙
′
n as in (5).
Let G′ = {p ∈ M : (∃n ∈ ω)(pn ≤ p)}, and let s˙ be the Pη-name for the
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concatenation of (s˙′0, s˙
′
1, . . .), followed by 1ζ,α where ζ = sup(α ∩M).
We show that this choice of G′ and s˙ works. Given p˜ a lower bound for
G which is both (M,Pη, T )-completely preserving and (〈Ni : η∗ < i ≤ α∗〉,
Pη, T )-preserving, we build 〈p˜n :n ∈ ω〉 such that p˜0 = p˜ and for every n ∈
ω we have p˜n+1 αn = p˜n and p˜n+1 is a lower bound for Gn+1 and p˜n+1 is
both (M,Pαn+1 , T )-completely preserving and (〈Ni :α
∗
n+1 < i ≤ α
∗〉, Pαn+1 , T )-
preserving, and p˜n ‖− “p˜n+1 [αn, αn+1) = s˙
′
n” and supt(p˜n+1) ⊆ η∪Nα∗ . This is
possible because given p˜n, there is a Pαn -name E such that p˜n ‖− “E is a closed
subset of Spec(〈Ni :α
∗
n < i ≤ α
∗〉, Pαn , T ) of order-type (α
∗ + 1)− (α∗n + 1) and
(∀i ∈ E)(∀j ∈ i ∩ E)(E ∩Nj ∈ Ni[GPαn ]).” Because p˜n ‖− “(α
∗
n+1 + 1) ∩ E has
order-type at most (α∗n+1 +1)− (η
∗ +1),” we have p˜n ‖− “{i ∈ E :α∗n+1 < i} has
order-type at least (α∗+1)− (α∗n+1+1), and hence has order-type exactly equal
to (α∗ + 1)− (α∗n+1 + 1).” Hence we may proceed to take p˜n+1 as given above.
Let r ∈ Pα be such that supt(r) ⊆ sup(α ∩M) and (∀n ∈ ω)(r αn = p˜n).
We have p˜ ‖− “r [η, α) = s˙” and r is an (M,Pα, T )-completely preserving lower
bound for G′.
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