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Penalized splines approach has very important applications in statistics. The
idea is to fit the unknown regression mean using a high-dimensional spline ba-
sis, subject to penalization on the roughness. Such an approach avoids the strin-
gency of a parametric model and enables a considerable reduction in computa-
tional cost without a loss of statistical precision. Moreover, the idea can also be
connected with ridge regression and mixed models, thus allowing more flexible
handling of longitudinal and spatial correlation.
This thesis focuses on nonparametric and semiparametric estimation and
inference using penalized splines. First, we consider the penalized splines ap-
proach proposed by Eilers and Marx (1996), which is also called P-splines ap-
proach. We derive its asymptotic property when the number of spline basis
increases as the sample size does. For both the univariate model and the addi-
tive models, we establish the asymptotic distribution of the estimators and give
simple expressions for the asymptotic mean and variance. Such an asymptotic
theory allows P-splines estimators to be compared theoretically with other non-
parametric estimators and offers guidance for practitioners when considering
the choice of the penalty and basis functions.
Next, we turn to the global inferential problems for functional data. We
model the population mean function using polynomial splines. By utilizing
the mixed model based penalized splines approach, we treat some of the spline
coefficients as random effects with a single variance component and relate hy-
potheses of interest to tests with this variance component being zero. To take
into account the dependent structure or within subject correlation, we propose
a pseudo likelihood test statistic and derive its null distribution. This work
extends existing results on pseudo likelihood by allowing the use of nonpara-
metric smoothing (usually with a slower convergence rate). Its effectiveness
is demonstrated via simulations and the empirical application from the Sleep
Health Heart Study.
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CHAPTER 1
INTRODUCTION
Regression analysis is one of the most commonly used techniques in statistics,
whose aim is to explore the relationship between dependent and independent
variables. The most classical and simple form is linear regression, where one
tries to fit a line through the given pairs (xi, yi), i = 1, . . . , n. Although the lin-
ear regression technique is very useful, the assumption of linearity might not
always be granted. Alternatively, one could consider nonlinear models. How-
ever, all these approaches are parametric, where the functional form is known.
They are subjected to the risk of potential model mis-specification that could
lead to inconsistent estimations of the regression coefficients.
To repair this drawback, nonparametric approaches are considered. In the
univariate case, the model is written as yi = µ(xi) + ²i, where conditionally
on xi, ²i has mean zero and variance σ2(xi), and the function form of µ(x) is
unknown. Different methods are used to estimate the unknown function µ(x).
One idea is to consider the data points that are near x. Intuitively, data points
that are far from x should contain little information about the value of µ(x).
Hence one can estimate the mean function by running local average. This idea
can be further improved by incorporating kernel weights, which leads to the
Nadaraya-Watson kernel estimator, see Nadaraja (1964) and Watson (1964),
µˆ(x) =
∑n
i=1Hh(xi − x)yi∑n
i=1Hh(xi − x)
,
where Hh(x) = H(x/h) is determined by some symmetric function H(x) and
some positive scalar h. The function H(x) is called the kernel function and h
is the bandwidth. By controlling the size of the local neighborhood, h plays
the role of smoothing and balances between model flexibility and variability.
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The asymptotic property of Nadaraya-Watson estimator is discussed in Ha¨rdle
(1990) and its asymptotic bias depends on the design density, i.e. the density
of xi’s. The choice of H(x) does not affect the convergence rate of the kernel
estimation, but the choice of h does.
Improvement can be made by approximating µ(x) by a locally weighted lin-
ear regression instead of a local constant. To obtain an estimate of µ(x) at a given
point x, one estimate αˆx and βˆx by minimizing
n∑
i=1
{yi − αx + βx(xi − x)}2Hh(xi − x).
With the extra parameter βx, the local linear fit is able to reduce the asymptotic
bias without increasing the asymptotic variance. Moreover, it has the automatic
boundary correction such that the estimation at the boundary has the same con-
vergence rate as that in the interior.
Rather than fitting the mean function locally, one can consider a global ap-
proximation of the regression mean. For example, one can increase the number
of parameters in polynomial regression. However, this approach is not very
flexible and has two drawbacks. First, the observation that is far from x can
still have a large influence on the estimated µˆ(x). Second, the fitted curve is
extremely smooth and possesses all orders of derivatives everywhere.
Alternatively, one might model µ(x) by the pth degree splines, whose pth
derivatives have discontinuity at certain locations (knots). There are two pop-
ular choices of spline bases. One is B-splines family by de Boor (1978) and the
other is the polynomial splines family. Take p = 1 as an example. The linear
B-splines bases are formed by piecewise linear functions, usually defined as,
B
[1]
k (x) = K(x− κk−1)Iκk−1≤x≤κk +K(κk+1 − x)Iκk≤x≤κk+1 , k = 1, . . . , K + p
2
where κk = k/K for all k are equally spaced knots that record all jump loca-
tions of the first derivative. In contrast, the linear polynomial splines bases are
defined as :
1, x, (x− κ1)+, (x− κ2)+, . . . , (x− κK)+,
where (x)+ = max(x, 0) captures the departure from the linear function. We can
simply transform these two families from one to the other. Generally speaking,
B-splines are more numerical stable, while polynomial splines provide a more
natural connection with standard polynomial regression. In both cases, the re-
gression mean function µ(x) can be expressed as a linear combination of all
spline bases once the knots are determined. The target is to estimate the spline
coefficients.
There are three approaches to spline fitting. One is to estimate all spline coef-
ficients via ordinary least squares criterion. This is the idea of regression splines.
In order to maintain the modelling flexibility, the number of spline bases should
increase as the sample size does. In practice, the choice of the number of knots
as well as their locations are important. Sophisticated algorithms on the selec-
tion as well as placement of knots have been proposed; see Turbo algorithm by
Friedman and Silverman (1989), and MARS algorithm by Friedman (1991). To
avoid the difficulty of knot selection, one might consider adopting sufficiently
many knots and introduce a penalty term to avoid overfitting. In the extreme
case when each datum point is viewed as a knot, this is equivalent to another
fitting approach, smoothing splines (Wahba, 1990). The penalty is imposed on
the curvature and the approach minimizes
n∑
i=1
{yi − µ(xi)}2 + λ
∫
{µ(2)(t)}2dt.
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Without the penalty term, the naive least square criterion will interpolate the
data, thus resulting in a wiggly curve with lots of variation. By incorporating the
penalty on the roughness, we can trade off between the bias and variance. The
parameter λ serves as the smoothing parameter and plays the most important
role. It can be chosen objectively by data-driven approaches. For example, one
can consider minimizing the cross validation criterion,
CV (λ) = n−1
n∑
i=1
{yi − µˆλ, i(xi)},
where µˆλ,i(xi) is the estimator without using the ith observation. Silverman
(1984) shows that smoothing splines approach is asymptotically equivalent to
the kernel approach.
The third fitting approach is Penalized splines, which estimate the unknown
regression function by least squares plus a penalty term imposed on the spline
coefficients. This idea can be traced back at least to O’Sullivan (1986), but they
became popular after the seminal paper of Eilers and Marx (1996) and, later,
with the book by Ruppert et al. (2003). Penalized spline approach can be viewed
as a compromise between regression splines and smoothing splines. Either the
number of the knots or the penalty term can play the role of smoothing. In
practice, it is often suggested to choose a sufficiently large number of knots and
let the penalty term behaves as the key smoother to offset the risk of overfitting.
Moreover, the number of knots can be chosen much less than the sample size
without any sacrifice in the accuracy. The Penalized splines approach can hence
gain more computation efficiency over smoothing splines.
However, unlike smoothing splines, little was known about the asymptotic
property of penalized splines. This motivated our theoretical study on the P-
spline estimation proposed by Eilers and Marx (1996). Such an asymptotic the-
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ory allows P-splines estimators to be compared theoretically with other non-
parametric estimators. In practice, one needs to specify the choice of the num-
ber of knots, the order of penalty and the spline basis. Our study will examine
the impact of these subjective choices on the estimated regression function, and
advocate further improvements over existing approach. All these issues will be
address in the Chapter 2, where we focus on the univariate regression model
using P-splines. Some of the results are also discussed in the papers by Li and
Ruppert (2008), and Apanasovich et al. (2010).
The techniques in univariate nonparametric regression can be similarly ex-
tended for the case when multiple predictors are present. However, there is
a high price to pay as the dimension of the covariates increases. This effect is
known as the curse of dimensionality by Bellman (1961), which refers to the
inherent sparsity of high-dimensional data. For instance, to maintain 10 data
along each of the q axes, 10q data are required. Such an exponential growth de-
creases the precision of nonparametric estimation and the lack of sufficient data
drags down the application of multivariate nonparametric techniques.
Several dimension reduction techniques have hence been proposed to over-
come this caveat. One popular way is to project all covariates onto a linear space
and then fit a nonparametric curve to the linear combination. This leads to the
single-index model by Ichimura (1993),
yi = µ(α
Txi) + ²i,
where xi = (xi1, . . . , xiq) and ²i is zero mean. For identifiability, the norm of
the projection vector satisfies ||α|| = 1. Ha¨rdle et al. (1993) suggest estimating
the function µ(·|α) by a Nadaraya-Watson type estimator and they use cross-
validation techniques to simultaneously select the bandwidth and α.
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However, this approach might not be suitable for componentwise analysis or
for direct interpretations on the marginal change, i.e. the effect of one variable
when we keep the other fixed. To repair this drawback, separable models are
considered,
yi = α +
q∑
d=1
µd(xdi) + ²i,
where, conditionally given xi = (xd1, . . . xdq), ²i has mean 0. For identifiability, it
is often assumed that E{µd(Xd)} = 0 for all d’s. Stone (1985) shows that additive
models avoid the curse of dimensionality and the optimal convergence rate for
nonparametric additive model is the same as as that in the univariate model.
However, if the additivity assumption is violated, for example when interaction
exists, the fitted surface is just a additive approximation to the true surface.
The most well-known estimating technique for additive models is backfit-
ting by Hastie and Tibshirani (1990), which was first proposed by Buja et al.
(1989). The idea is to iteratively update the existing estimators and the approach
has been very successful in applications. The asymptotic property of backfitting
estimation was studied in Opsomer and Ruppert (1997) and Mammen et al.
(1999). However, the final estimates may depend on the initial values or the
convergence criterion. If strong correlation exists among covariates, backfitting
might break down due to slow convergence of the iterative algorithm Jiang et al.
(2010).
Alternatively, non-iterative approach can be used to fit additive model. One
example is the marginal integration (MI) approach discussed in Newey (1994),
Tjøstheim and Auestad (1994), Linton and Nielsen (1995). Unlike backfitting,
which looks for best projections of the data onto the additive space, MI estimates
the marginal effect by averaging a preliminary multivariate fit. However, the
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preliminary fit might suffer a lot from sparseness of observations. Moreover, MI
is not fully efficient (Linton, 1997). As Nielsen and Linton (1998) pointed out, the
choice between MI and backfitting is reminiscent of the choice between ordinary
least squares and generalized least squares in regression. Generally speaking,
MI are better in estimating the components as opposed to that backfitting are
better in estimating the regression itself.
Since both backfitting and MI approaches have their limitation, we are go-
ing to discuss a third approach, i.e. the additive P-spline approach proposed
by Marx and Eilers (1998). This approach is non-iterative and easy to be im-
plemented, but its asymptotic property is less explored. Interestingly, we estab-
lish the connection between additive P-spline approach and local constant back-
fitting smoothing. Unfortunately, the estimator might not have oracle property,
i.e. one obtains the same asymptotic distribution of the dth component as if
the other were known. We then suggest a weighted approach to improve the
additive P-splines fitting. All these are addressed in Chapter 3.
All discussions above are mainly about nonparametric estimations. Al-
though nonparametric approach is model-free, it has several limitations. Com-
pared with parametric approach, the convergence rate of the estimator is gen-
erally slower. Moreover, it does not allow extrapolation, thus creating potential
difficulty in forecasting. Sometimes, one might suspect whether a family of
parametric or nonparametric models fit adequately the given data. This moti-
vates the idea of testing parametric versus nonparametric models. Much efforts
have been devoted to this problem. In a stimulating paper, Ha¨rdle and Mam-
men (1993) propose to test the model adequacy by measuring the L2 distance
between the parametric fit and the nonparametric fit using kernel approach. An
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alternative approach is to compare the sum of square residuals under the null
parametric model, see Hong and White (1995), Fan and Li (1996). Recently, Fan
et al. (2001) develop the generalized likelihood ratio test (GLRT). GLRT extends
the idea of likelihood principals by replacing the nonparametric maximum like-
lihood estimator (MLE) with a reasonable smoothed estimator. By doing so, it
avoids the difficulty in obtaining the nonparametric MLE and it also improves
the test efficiency. GLRT is a general and unified approach, but it is designed
for independent data.
An open question is how to test the adequacy of parametric models for cor-
related data. As technology advances, this question attracts more and more
attention since it is very easy to collect repeated measurements for the same
subject by high frequency sensing machine at very fine gradations in time or
space. Ramsay and Silverman (2005) term these observations as functional data.
Due to the intrinsic high dimensionality, functional data analysis relies a lot on
dimension reduction and nonparametric smoothing to extract the inherent fea-
ture and account for within correlation. Because of technical difficulties, most
studies are exploratory rather than confirmatory.
To fill in this gap, we consider global inference for functional data in Chap-
ter 4. Our tool is a mixed model based penalized splines. In particular, we
model the regression mean by the pth degree polynomial splines basis, i.e.
{1, x, . . . , xp, (x − κ1)p+, . . . , (x − κK)p+} for K given knots κi’s, treat the spline
coefficients as random departure from the polynomial regression and use their
variance to control the smoothness. This approach allows one to consider es-
timation and inference via the Maximum Likelihood (ML) or Restricted Maxi-
mum Likelihood (REML) principles. In particular, global inference on a polyno-
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mial fit versus a general alternative, can be related to Likelihood Ratio type Tests
(LRT) on the variance components being 0. These tests are non-standard in the
sense that the parameter under the null is on the boundary of its space. The null
distribution of the LRT statistic is derived in Crainiceanu and Ruppert (2004) for
the single variance component case. However, their results are not directly ap-
plicable for functional observations. A remedy is to estimate the within subject
covariance and consider the pseudo LRT. In Chapter 4, a pseudo LRT statistic
based on a nonparametric covariance estimation is proposed and its asymptotic
null distribution is derived. Effectiveness of this approach is studied through
simulations and an empirical study.
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CHAPTER 2
ASYMPTOTICS OF THE P-SPLINE ESTIMATIONS
2.1 Univariate P-splines
Suppose we have a univariate regression model
yi = µ(xi) + ²i, i = 1, . . . , n, (2.1)
where ²i has mean zero and variance σ2(xi). For simplicity, we assume that xi ∈
[0, 1]. This section presents an asymptotic theory of penalized spline estimation.
Following Eilers and Marx (1996), we use the pth degree B-splines to model
the regression mean µ(x) and estimate the spline coefficients using a penalized
least square criterion. To be specific, first, we calculate the pth degree B-splines
forK+p given knots using the following recursive formula proposed by de Boor
(1978):
B
[0]
k (x) = Iκk,κk+1(x),
B
[p]
k (x) =
x− κk
κk+p − κkB
[p−1]
k (x) +
κk+1 − x
κk+p+1 − κk+1B
[p−1]
k+1 (x).
It can easily be seen that the pth degree B-splines are piecewise polynomials
and every B[p]k is positive on a domain spanned by (p + 2) knots. Second, we
express the regression mean as µ(x) =
∑K+p
k=1 bkB
[p]
k (x). The coefficients b =
(b1, . . . , bK+p)
T are then estimated by minimizing
N∑
i=1
{
yi −
K+p∑
k=1
bkB
[p]
k (xi)
}2
+ λ∗
K+p∑
k=m+1
{∆m(bk)}2, λ∗ ≥ 0, (2.2)
where ∆ is the difference operator, that is, ∆(bk) = bk − bk−1 and ∆m =
∆(∆m−1) for any positive integer m. The P-spline estimator is defined as
µˆ(x) =
∑K+p
k=1 b̂kB
[p]
k (x).
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As mentioned in Chapter 1, Penalized splines use less knots than a smooth-
ing splines and is more efficient in computation. Like other nonparametric ap-
proaches, the smoothing parameters, which are the penalty λ∗ and the number
of knots K of the spline, play an important role. It is an interesting but chal-
lenging problem to tune the smoothing parameters and to derive theoretical
properties of the estimator. Yu and Ruppert (2002) and Wand (1999) discuss the
case when the number of knots is held fixed as the sample size increases. But
these approaches using a fixed K are indeed parametric. Hall and Opsomer
(2005) was the first to consider the situation when K is infinite. By assuming
a continuum of knots and give the expression for mean integrated square error
of µˆ(x), i.e. a knot at every x in some interval, they give a very complicated
expression for the mean integrated square error of µˆ(x). But their assumption
on K is too restrictive because in practice, K can converge to ∞ at a slower rate
without causing severe modelling bias.
Recently, Kauermann et al. (2009) considers when K can only increase at a
moderate rate. Though they do not obtain an explicit expression for the asymp-
totic bias and variance, they generalize their results for non-normal responses.
Claeskens et al. (2009) show that depending on whether K →∞ at a sufficiently
fast or sufficiently slow rate, the asymptotic distribution of a P-spline is either
close to that of a smoothing spline or an OLS regression spline. Correspond-
ingly, they refer these as two scenarios. The former, i.e. the large K scenario,
is closest to current practice where a relatively large number of knots is used
and overfitting is controlled by a careful choice of λ∗. In contrast, the latter, i.e.
the small K scenario would require a data-based choice of K, a relatively unex-
plored but potentially interesting and important problem. In the next section,
we will focus on the large K scenario.
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2.2 Equally Distributed Covariates
We now derive the asymptotic distribution for estimators using p-th degree
splines and m-th order penalty for arbitrary integers p and m. For simplicity, we
assume equally spaced design points and knots, i.e. xi = i/n’s and κk = k/K’s.
This assumption will be relaxed later and we will discuss unequally spaced de-
sign points and knots in the next section.
Let Bp be the n× (K + p) matrix whose (i, j)th element is B[p]j (xi). Let Dm be
the (K + p −m) × (K + p) differencing matrix such that Dmb is the K + p −m
vector of mth differences of b. Define Pm = DTmDm. Let M = n/K. Without loss
of generality, we assume that it is an integer. If n/K is not integer, the number of
data points in the last bin would be less than in other bins, but such a boundary
effect is asymptotically negligible boundary. Here the kth bin is defined to be
( (k − 1)/K, k/K].
Note that the minimizer to (2.2) satisfies
bˆ = (BTp Bp/M + λPm)
−1BTpY/M, (2.3)
where λ = λ∗/M . Denote the (k, j) element and the kth row in (BTp Bp/M +
λPm)
−1 as vkj and vk respectively. Let y˜j be the jth element of BTpY/M . Then
bˆk =
∑K+p
j=1 vkj y˜j . Our goal is to approximate vkj sufficiently accurately to derive
the asymptotics of bˆk. To avoid the boundary effect, we consider estimation at
interior points where k satisfies k/K → x ∈ (0, 1).
First, the term BTpY/M in (2.3) can be viewed as a binned version of Y. If
p = 0, then BTpY/M is the vector of bin averages of the Yi. If p = 1, each Yi
is split between two adjacent bins which is called linear binning by Hall and
Wand (1996). In the general case, Yi is split between p + 1 adjacent bins. We
12
will show that (BTp Bp/M + λPm)−1 is asymptotically equivalent to a Nadaraya-
Watson smoother matrix with 2m-th degree kernel. We see from (2.3) that the
smoothing is applied to the binned Y . Because we will let the number of bins
increase sufficiently rapidly that binning effects, e. g., binning bias, are asymp-
totically negligible, the main result will be that penalized spline estimators have
the asymptotic distributions of Nadaraya-Watson kernel estimators with equiv-
alent kernel depending only on m, not on p. As it will be shown later, the only
effect of p is that it determines the minimum rate at which the number of bins
should increase; higher values p ≥ 1 allow the number of bins to increase more
slowly than p = 0.
Next, consider the term BTp Bp/M + λPm. Notice that Bp depends on the
distribution of the covariates. When xi’s are equally distributed, BTp Bp/M only
depends on p rather than n. Hence we can define
Σp = B
T
p Bp/M and Ωm,p = Σp + λPm. (2.4)
When p = 0, Σp becomes the identity matrix. Let q = max(m, p). Interestingly,
Ωm,p has a special pattern that its ith row, except the first and last q rows, has the
common form
(0, . . . , 0, ωq, . . . , ω1, ω0, ω1, . . . , ωq, 0, . . . , 0),
where ω0 is in the ith place. Be cautious that all ωi’s depend on both m and p,
and ω0, . . . , ωm also depend on λ, though the notation does not reflect this.
We will make use of the special structure of Ωm,p. Define P (x) as
P (x) = ωq + ωq−1x+ · · ·+ ω0xm + · · ·+ ωqx2q. (2.5)
We can show that there are exactly q distinct roots, say ρ1, . . . , ρq, of P (x) with
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modulus less than 1 (see Proposition 2.2.1). Let
Ti(ρ) =
(
ρ|1−i|, . . . , ρ, 1, ρ, . . . , ρ|K−i|
)
,
where ‘1’ is in the ith position. Since P (ρk) = 0, Ti(ρk) is orthogonal to the
columns of Ωm,p except the first q columns, last q columns, and the jth column
for |i − j| < q. Because ρ1, . . . , ρq are distinct, Ti(ρ1), . . . ,Ti(ρq) are linearly in-
dependent and we can obtain a unique linear combination, Si =
∑q
k=1 akTi(ρk),
such that
Si(Ωm,p)
T
i = 1 and Si(Ωm,p)
T
j = 0, for 0 < |i− j| ≤ q − 1. (2.6)
Therefore, Si is orthogonal to all columns of Ωm,p except the ith column and the
first and last q columns. Moreover, suppose i/K → x ∈ (0, 1) to avoid boundary
effects. Since the ρk’s all have modulus less than 1, if λ is chosen properly as
specified below, then
Si(Ωm,p)
T
j ≈ 0, for 1 ≤ j ≤ q and K − q + p ≤ j ≤ K + p,
where ≈ means the convergence is exponentially fast as n → ∞, or more pre-
cisely, O(rnα) where 0 ≤ r < 1, α > 0, r and α do not depend on n; see Remark
2.2.1. Therefore, the estimators satisfy bˆi ≈ SiBTpY/M .
To derive the asymptotics of P-splines, we will relate the elements in Si to
weights provided by a specific kernel function. Instead of directly solving for
the roots ρk’s and the coefficients ak’s in Si, which is not possible if q > 2, we
find asymptotic approximation to these quantities as λ → ∞. The following
propositions originally came from Dr. Tatiyana Apanasovich.
PROPOSITION 2.2.1. We have the following conclusions.
(I) There are q = max(m, p) roots of P (x) in (2.5) with modulus less than 1.
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(II) When p ≤ m, there are m roots converging to 1. To be specific, for k = 1, . . . ,m,
ρk = 1−
(
1
λ
) 1
2m
(αk + βkı) +O(λ
−1/m)
= exp
{
−αk + βkı
λ1/(2m)
}
+O(λ−1/m), as λ→∞, (2.7)
where ı =
√−1 and αk + βkı’s are the roots of x2m + (−1)m = 0 that satisfy
αk > 0.
(III) When p > m, there are still m roots satisfying equation (2.7). In addition, there
are p−m roots, denoted as ρm+1, . . . , ρp converging to 0, i.e., for k = 1, . . . , p−m,
ρm+k =
{
P (0)
λ
} 1
p−m
ψ˜k +O(λ
−2/(p−m)), as λ→∞, (2.8)
where ψ˜1, . . . , ψ˜q−m are the roots of xp−m + (−1)m = 0.
REMARK 2.2.1. Suppose that λ ∼ (Kh)2m where K is the number of knots and a ∼ b
means that a/b → 1 as n → ∞. Then the dominant term in log(ρKk ) is −αk+βkıh for
k = 1, . . . ,m. Therefore, if h = O(n−ν) for some ν > 0, then ρKk converges to 0
exponentially fast.
By approximating the coefficients ak’s in Si, we will soon show that only the
roots in equation (2.7) play an important role in deriving the kernel function
and the asymptotic property. The roots in (2.8) are asymptotically negligible.
We have the following proposition.
PROPOSITION 2.2.2. Let a1, . . . , aq be the coefficients in Si such that equation (2.6)
holds. Assume λ→∞. In either case, p ≤ m or p > m, we have
ak =
αk + βkı
2mλ1/(2m)
+O{λ−1/m}, for k = 1, . . . ,m. (2.9)
In addition, if p > m,
ak = O(λ
−p/(p−m)), m < k ≤ p (2.10)
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Suppose λ ∼ (Kh)2m. Proposition 2.2.2 motivates us to relate Si to
m∑
k=1
(
αk + βkı
2mKh
)
Ti
[
exp
{
−αk + βkı
λ1/(2m)
}]
.
Since (i− j)/K = x¯i− x¯j , we will show below that the dominant term in the jth
element of Si is asymptotically equivalent to
m∑
k=1
(
αk + βkı
2mKh
)
exp
{−(αk + βkı)|x¯i − x¯j|
h
}
,
where x¯i = (2i − 1)/(2K) is the center of the ith “bin,” which is the interval(
(i− 1)/K, i/K
]
. This allows us to connect P-spline estimators with kernel esti-
mators using a 2m-th kernel function spanned by double exponential or double
exponentially damped sin and cos functions. To be specific, consider the kernel
function
Hm(x) =
m∑
i=1
αi + βiı
2m
exp {−(αi + βiı)|x|} . (2.11)
A direct calculate show that Hm(x) satisfies that
∫
x2kHm(x)dx = 0 for k =
1, . . . ,m − 1 and ∫ Hm(x)dx = 1. Furthermore we can arrange the αi + βiı such
that α2i−1+β2i−1ı and α2i+β2iı are conjugates, for i ≤ m/2. When m is odd, there
is an additional root of x2m + (−1)m = 0 equal to 1. Without loss of generality,
assume β2i > 0. Then Hm(x) can be rewritten as follows: if m is even, then
Hm(x) =
m/2∑
i=1
{
α2i
m
exp(−α2i|x|) cos(β2i|x|) + β2i
m
exp(−α2i|x|) sin(β2i|x|)
}
;
if m is odd, then Hm(x) equals
exp(−|x|)
2m
+
m−1
2∑
i=1
{
α2i
m
exp(−α2i|x|) cos(β2i|x|) + β2i
m
exp(−α2i|x|) sin(β2i|x|)
}
.
We have the following propositions.
PROPOSITION 2.2.3. Let h = λ1/(2m)/K. Then for nonboundary x, we have
µˆ(x) = n−1
n∑
i=1
h−1Hm(
x− xi
h
)yi +Op(K
−1)Ip=0 +Op{(Kh)−2}Ip>0. (2.12)
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Together with asymptotic results for kernel estimators such as those ob-
tained by Fan (1992) or Simonoff (1998), we have the following theorem.
THEOREM 2.2.1. Assume the followings are true.
1) There exists l > 0 such that supn supi≤nE(|Yi|2+l) <∞.
2) The variance σ2(x) is continuous.
3) The regression function µ(x) in model (2.1) has a continuous 2m-th derivative.
4) ²1, . . . , ²n are mutually independent.
5) The covariates satisfy xi = i/n.
Suppose that λ ∼ (Kh)2m where the equivalent bandwidth is h ∼ h0n− 14m+1 for some
positive constant h0. Suppose that K ∼ K0nγ , where γ > 2m/(4m + 1) if p = 0 or
γ > (m+1)/(4m+1) if p ≥ 1, and K0 > 0 is a constant. Let µˆ(x) =
∑K+p
k=1 B
[p]
k (x)bˆk
denote the penalized estimator using a m-th order penalty and a p-th degree spline with
equally spaced knots. Then for any x ∈ (0, 1), we have
n
2m
4m+1{µˆ(x)− µ(x)} ⇒ N {β(x),Ψ(x)} , as n→∞,
where β(x) = 1
(2m)!
µ(2m)(x)h2m0
∫
t2mHm(t)dt, Ψ(x) = h−10 σ2(x)
∫
H2m(t)dt, and ⇒
means convergence in distribution.
2.3 Unequally Spaced Covariates
Now we want to generalize model (2.1) with unequally distributed covariates
xi’s. As mentioned in Li and Ruppert (2008), when xi are not equally distributed
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and the knots are at quantiles of x1, . . . , xn, the P-spline estimator is not design-
adaptive in the sense of Fan (1992), i.e., the asymptotic bias depends on the
design density. To achieve design-adaptivity, we propose to use a weighted pe-
nalized least-square approach. Instead of using (2.2), we use bˆ = (bˆ1, . . . , bˆK+p)T
that minimizes a weighted and penalized sum of squares
n∑
t=1
{
yt −
K+p∑
j=1
bjB
[p]
j (xt)
}2
w(xt) + λ
K+p∑
k=m+1
{∆m(bk)}2, λ∗ ≥ 0. (2.13)
The choice of the weights w(xt) will be discussed later. If w(xt) is a constant,
the minimizer yields an ordinary penalized spline estimator. Denote W as the
diagonal matrix with elements {w(x1), . . . , w(xn)}. Then bˆ solves{
BTp WBp + λD
T
mDm
}
bˆ = BTp WY.
Let nk =
∑n
t=1 I{κk−1 < xt ≤ κk} be the number of the data in the k-th bin.
Choose the weight function such that w(x) = n−1k if x falls in the k-th bin, i.e.
(k − 1)/K < x ≤ k/K. A further calculation shows that when p = 0, BTp WBp
equals the identity matrix Ik, and BTpWY = Y¯ = (y¯1, . . . , y¯K)′, where y¯k is the
average of all yt in k-th bin. For higher degree splines, we have
(BTp WBp)i,j −K
∫
B
[p]
i (t)B
[p]
j (t)dt = op(1).
Let Σp and Ωm,p remain the same as in equation (2.4). Note that the term
K
∫
B
[p]
i (t)B
[p]
j (t)dt equals the (i, j)th element in Σp. We have
1) when p is odd,
(BTpWBp + λPm − Ωm,p)i,j =
∑(p−1)/2
j=−(p+1)/2 op(n
−1
i−j), for |i− j| ≤ p;
(BTpWBp + λPm − Ωm,p)i,j = 0, for |i− j| > p.
2) when p is even,
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(BTpWBp + λPm − Ωm,p)i,j =
∑p/2
j=−p/2 op(n
−1
i−j), for |i− j| ≤ p;
(BTpWBp + λPm − Ωm,p)i,j = 0, for |i− j| > p.
where (A)i,j denotes the (i, j)th element in the matrix A. We will use these re-
sults to modify the proof of Theorem 2.2.1 and establish the following theorem.
THEOREM 2.3.1. Assume the conditions 1)–4) in Theorem 2.2.1 are true. Assume that
the empirical distribution of xi converges weakly to a distribution with density f(x) that
is continuous and positive for x ∈ [0, 1]. Let h ∼ h0n− 14m+1 for some positive constant
h0. Suppose that K ∼ K0nγ , where γ > 2m/(4m+1) if p = 0 or γ > (m+1)/(4m+1)
if p ≥ 1, and K0 > 0 is a constant. Let µˆ(x) be the weighted penalized estimator using
a m-th order penalty and a pth degree spline with equally spaced knots. Then for any
x ∈ (0, 1), we have
n
2m
4m+1{µˆ(x)− µ(x)} ⇒ N {β(x),Ψ(x)} , as n→∞,
where β(x) = 1
(2m)!
µ(2m)(x)h2m0
∫
t2mHm(t)dt and Ψ(x) =
σ2(x)
h0f(x)
∫
H2m(t)dt.
REMARK 2.3.1. The asymptotic bias does not depend on the empirical distribution of
x. Therefore, the weighted P-spline estimation is design adaptive at any x in (0, 1).
2.4 Comparisons with O-splines
O’Sullivan (1986) introduced another class of penalized splines that are called
O’Sullivan splines or O-splines by Wand and Ormerod (2008). O-splines use the
same penalty as smoothing splines but, like P-splines, O-splines have a reduced
number of knots. For simplicity, we will focus on cubic O-splines, denoted as
B3,j(x) for j = 1, . . . , K + 3, as an example. Let B3 be the design matrix with
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(i, j)th entry B3,j(xi). Define the (k, k′)th element of the penalty matrix Γ as∫
B
(2)
3,k(x)B
(2)
3,k′(x)dx. Then µˆo(x) = B3(x)bˆ is the penalized estimator using cubic
O-splines, where B3(x) = {B3,1(x), . . . , B3,K+3(x)} and bˆ = (BT3 B3+λΓ)−1BT3Y.
When there is an interior knot at each unique xi, µˆo(x) is a smoothing spline.
A detailed study on the asymptotic distribution of smoothing splines is given
by Silverman (1984). As Wand and Ormerod (2008) point out, P-splines and O-
splines are similar when the knots are equally-spaced because the differencing
penalty is equivalent to a discrete approximation to the integrated square of
the mth derivatives of the B-spline smoother. The methodology in the previous
sections can be used to derive the asymptotic distribution of O-splines.
THEOREM 2.4.1. Assume the conditions 1)-5) in Theorem 2.2.1 hold. Suppose that
λ ∼ (Kh)4 where the equivalent bandwidth is h ∼ h0n− 19 for some positive constant
h0. Suppose that K ∼ K0nγ , where K0 > 0 is a constant and γ > 1/3. Let µˆ(x) be the
penalized estimator using the cubic O-splines with equally spaced knots. Then for any
x ∈ (0, 1), we have the same conclusion for µˆ(x) as Theorem 2.2.1 with m = 2.
Theorem 2.4.1 shows that for interior x, P-splines and O-splines have the
same asymptotic distributions. Wand and Ormerod (2008) show, however, that
O-splines and P-splines have different finite-sample behavior at the boundaries.
The asymptotics of P-splines at the boundaries is studied by Wang et al. (2010).
For generalization and applications of O-splines, one can refer to Wahba (1990).
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CHAPTER 3
THE ADDITIVE MODELS
3.1 Additive P-splines
We now extend our study on P-splines from the univariate setting to the multi-
variate setting. We first assume that the marginal distributions of the covariates
are uniform. This assumption will be relaxed in the next section.
Consider the bivariate additive model
yi = α +
2∑
d=1
µd(xdi) + ²i, 1 ≤ i ≤ n, (3.1)
where, conditionally given xi = (x1i, x2i), ²i has mean 0. For simplicity, the
domain of the covariates is set to be [0, 1]2. We first consider the additive P-
splines approach proposed by Marx and Eilers (1998). Let 0 = κ0 < κ1 < · · · <
κK+pd be equally-spaced knots and B
[pd]
k (x) be the pdth degree B-spline defined
on (κk−1, κk+pd−1]. Then we can model the dth component as,
µd(x) =
K+pd∑
k=1
B
[pd]
k (x)bdk.
For identifiability, it is often assumed that E{µd(Xd)} = 0 for all d’s. Corre-
spondingly, we impose the following constraints on the P-spline coefficients:
n−1
n∑
i=1
K+pd∑
k=1
B
[pd]
k (xdi)bdk = 0, for d = 1, 2. (3.2)
Under this constraint, we choose αˆ, bˆdk that minimize
n∑
i=1
{
yi − α−
2∑
d=1
K+pd∑
k=1
bdkB
[pd]
k (xdi)
}2
+
2∑
d=1
λ∗d
K+pd∑
k=m+1
(∆mbdk)
2, (3.3)
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where λ∗d is the penalty parameter, ∆ is the difference operator so that ∆bdk =
bdk − bd,k−1, m is a positive integer, and ∆m = ∆(∆m−1). Then µˆd(xd) =∑K+pd
k=1 bˆdkB
[pd]
k (xd) is called the P-spline estimator for the dth component.
By taking the derivative of (3.3) with respect to α and setting it to be 0, we
have
αˆ = n−1
n∑
i=1
{
yi −
2∑
d=1
K+pd∑
k=1
bdkB
[pd]
k (xdi)
}
. (3.4)
Because of the constraints (3.2), we have αˆ = y¯. The randomness in αˆ is of
smaller order than any nonparametric estimators and can be effectively ignored.
The objective function (3.3) now becomes
n∑
i=1
{
yi − y¯ −
2∑
d=1
K+pd∑
k=1
bdkB
[pd]
k (xdi)
}2
+
2∑
d=1
λ∗d
K+pd∑
k=m+1
(∆mbdk)
2. (3.5)
We now derive the minimizer of (3.5) under the constraints (3.2). Let Bd be an
n × (K + p) matrix with (t, j) th entry equal to B[pd]j (xdt). The design matrix
becomes (B1, . . . , Bd). Let Y˜ = (y1 − y¯, . . . , yn − y¯)T . Define Dm as the (K −m+
pd)× (K + p) differencing matrix satisfying
Dmb =

∆m(bm+1)
...
∆m(bK+p)
 .
Let Pm = DTmDm. Denote M = n/K, λd = λ∗d/M , Cij = B
T
i Bj/M and Vi =
BTi Y˜ /M . Consider the following linear equations.(
C11 + λ1Pm C12
C21 C22 + λ2Pm
)(
b˜1
b˜2
)
=
(
V1
V2
)
. (3.6)
Note that the matrix on the left hand side of equation (3.6) is singular. For any
of its solution b˜T1 and b˜T2 , b˜T1 + c1K+p1 and b˜T2 − c1K+p2 are also its solution for
any constant c. However, there exists a constant c such that b˜T1 + c1K+p1 and
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b˜T2 − c1K+p2 satisfy constraints (3.2). Note that this solution is unique for any
b˜d’s. They are the estimated P-splines coefficients.
The following proposition shows that bˆd’s can also be obtained by the follow-
ing iterative approach A.1. For notation simplification, we use bˆ(j)d to indicate the
estimators in the jth step.
PROPOSITION 3.1.1. Set bˆ(0)d as the zero vector. For step j +1, update the estimates by
bˆ
(j+1)
d = SdVd −
∑
d′ 6=d
{SdCdd′ bˆ(j∗)d′ }, d = 1, 2,
where Sd = (Cdd + λdPm)−1 and bˆ
(j∗)
d = SdVd −
∑
d′ 6=d{SdCdd′ bˆ(j)d′ }, d = 1, 2.
Then limj→∞ bˆ
(j)
d exist for all d and they satisfy (3.6) and the constraints (3.2).
Proposition 3.1.1 indicates that the P-spline estimators can be obtained by an
iterative algorithm. Motivated by the connection between P-splines and kernel
approach established in Chapter 1, we now relate Approach A.1 to the iterative
approach A.2.
1 Set µ¯[0]d (xd) = 0.
2 For step j + 1, update the estimates by
µ¯
(j+1)
d (xd) = µ˜d(xd)−
∑
d′ 6=d
∫
µ¯
(j∗)
d′ (xd′)f¯(xd, xd′)/f¯d(xd)dxd′ − y¯, (3.7)
where
µ˜d(xd) =
n−1
∑n
i=1Hm{(xd − xdi)/hd}yi
n−1
∑n
i=1Hm{(xd − xdi)/hd}
, (3.8)
µ¯
(j∗)
d (xd) = µ˜d(xd)−
∑
d′ 6=d
∫
µ¯
(j)
d′ (xd′)f¯(xd, xd′)/f¯d(xd)dxd′ − y¯,
23
f¯(xd, xd′) is the bivariate kernel density estimator, i.e.,
f¯(xd, xd′) = (nhdhd′)
−1
n∑
i=1
Hm{(xd − xdi)/hd}Hm{(xd′ − xd′i)/hd′},
Hm(·) is the equivalent kernel defined in equation (2.11), and f¯(xd) is the
univariate marginal kernel density estimator of f(xd).
We can further conclude the following.
PROPOSITION 3.1.2. Suppose that K ∼ τnγ , where γ > 2m/(4m+1) if mind(pd) = 0
and γ > (m + 1)/(4m + 1) if mind(pd) ≥ 1. Suppose that λd’s are chosen so that
λd ∼ (Khd)2m, where hd = h′dn−1/(4m+1) for some constant h′d. Let µ¯(j)d (xd) be defined
as in Approach A.2. Let bˆ(j)d be defined as in Approach A.1. Then for interior xd,
n2m/(4m+1)
(K+pd∑
k=1
bˆ
(j)
dkB
[pd]
k (xd)− µ¯(j)d (xd)
)
p→ 0, j = 0, 1, 2, . . . .
Mammen et al. (1999) have studied Approach A.2 and concluded that the
limit of µ¯(j)d (xd), denoted as µ¯d(xd), is the solution of the
µ¯1(x1) = µ˜1(x1)−
∫
µ¯2(x2)f¯(x1, x2)/f¯1(x1)dx2 − y¯
µ¯2(x2) = µ˜2(x2)−
∫
µ¯1(x1)f¯(x1, x2)/f¯2(x2)dx1 − y¯,
where µ˜d(xd) is defined as in equation (3.8). They further derive the asymptotic
distribution of µ¯d(xd). Applying their results, we can conclude the same for the
P-spline estimators.
THEOREM 3.1.1. Assume the followings are true:
1) The additive model (3.1) holds.
2) For some θ > 2 + ` where ` is positive, it holds that E(|y|θ) <∞.
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3) The empirical distribution of {(x1i, x2i}ni=1 converges weakly to a distribution
with density f(x1, x2), and that f(x1, x2) is continuous and positive on [0, 1]2.
The (2m− 1)th partial derivatives of f(x1, x2) also exist and are continuous.
4) The regression function µd(xd), d = 1, 2 has continuous 2mth partial derivatives.
5) The conditional variances σ2d(xd) = var(y|xd) are continuous.
6) The marginal distribution of xd is uniform.
Let hd = h′dn−1/(4m+1) for some positive constant h′d. Suppose that the number of
knots satisfies that K ∼ τnγ , where γ > 2m/(4m + 1) if mind(pd) = 0 and γ >
(m+ 1)/(4m+ 1) if mind(pd) ≥ 1. Suppose that λd are chosen so that λd ∼ (Khd)2m.
Use the pdth degree B-splines with equally spaced knots and mth order penalty to fit the
dth component and obtain the estimates µˆd(xd).
Then for x ∈ (0, 1)2,
n
2m
4m+1{µˆd(xd)− µd(xd)}⇒N{(h′d)2mβd(xd)
∫
t2mHm(t)dt,Ψd(xd)}, (3.9)
where βd(xd)’s are the L2(p) projections of β(x1, x2), which equals[
1
(2m)!
2∑
d=1
µ
(2m)
d (xd) +
2∑
d=1
2m−1∑
i=1
{ µ(i)d (xd)
i!(2m− i)!
∂2m−i
∂2m−ixd
f(x1, x2)
}]
/f(x1, x2),
onto the space of additive functions, i.e., they minimize
∫ {β(x1, x2) − β0 −∑2
d=1 βd(xd)}2f(x1, x2)dx1dx2 and they satisfy
∫
βd(xd)dxd = 0,
Ψd(x) = (h
′
d)
−1σ2d(xd)
∫
H2m(t)dt,
and Hm(t) is given by (2.11),
REMARK 3.1.1. When m = 1, the bias is more than
∑2
d=1 µ
(2m)
d (xd) unless the joint
density f(x1, x2) can be expressed as
∏2
d=1 fd(xd). So the penalized spline estimator
is not design-adaptive in the sense of Fan (1992), i.e. the asymptotic bias depends on
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the design density. However, Ψd(xd)’s are the asymptotic variance of the oracle estima-
tors, i.e. the same as if we estimate µd(xd) with prior knowledge of all other additive
components.
3.2 Weighted P-splines
In this section, we are still considering the bivariate model (3.1), i.e. yi = α +
µ1(x1i) + µ2(x2i) + ²i. Different from the above section, we do not require that
the data are marginally uniformly distributed.
We first consider using the zero degree splines to model each of these
two components, i.e., µd(x) =
∑K
k=1 bdkBk(x). For identifiability, we assume
that
∑K
k=1 bdk = 0. Under this restriction, the weighted estimator αˆ, bˆ1 =
(bˆ11, . . . , bˆ1K) and bˆ2 = (bˆ21, . . . , bˆ2K) are chosen to minimize
n∑
i=1
{
yi − α−
K∑
k=1
b1kBk(x1i)−
K∑
k=1
b2kBk(x2i)
}2
w(x1i, x2i)
+ λ1
K∑
k=m+1
(∆mb1k)
2 + λ2
K∑
k=m+1
(∆mb2k)
2, (3.10)
where λ1 ≥ 0, λ2 ≥ 0, ∆ is the difference operator and m is the order of penalty.
The weighting matrix is chosen as follows: if (x1i, x2i) falls in the (k, k′)the
cell, then w(x1i, x2i) = 1/nkk′ , where nkk′ is the count of data in the (k, k′)th cell.
Denote y¯kk′ be the average of the (k, k′)th cell. By taking the derivative of (3.10)
with respect to α and setting it to be 0, we have
αˆ = y¯ =: K−1K−1
K∑
k=1
K∑
k′=1
y¯kk′ , (3.11)
which is a weighted average of all responses. The randomness in αˆ is of smaller
order than any nonparametric estimators and can be effectively ignored.
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Let B1 be an n × K matrix with (i, k) th entry equal to Bk(x1i). Let B2 be
another n × K matrix with (i, k′) entry Bk′(x2i) and B = [B1, B2]. Let Y˜ =
(y1 − y¯, . . . , yn − y¯)T . Similar as the previous section, the P-splines coefficients bˆ
simultaneously satisfy
∑K
k=1 bˆdk = 0 and the following equation:[
BTWB +
(
λ1Pm 0K×K
0K×K λ2Pm
)]
bˆ = BTWY˜ ,
where 0K×K is the K × K dimensional zero matrix. We first consider the case
when nkk′ > 0 for k = 1, . . . , K and k′ = 1, . . . , K. Relaxation of this assumption
will be given later. A further calculation shows that BTWB =
(
KIK JK×K
JK×K KIK
)
,
where JK×K is the matrix whose elements are all 1. Denote BTWY˜ as V˜ . Par-
tition V˜ into two K × 1 subvectors V˜1 and V˜2. Let S1 = (IK + λ1Pm)−1 and
S2 = (IK + λ2Pm)
−1. Hence the minimizer of (3.10) simultaneously solve
bˆ1 = S1V˜1 − S1JK×K/Kbˆ2
bˆ2 = S2V˜2 − S2JK×K/Kbˆ1. (3.12)
Notice that we require
∑K
k=1 bˆ1k = 0 and
∑K
k′=1 bˆ2k′ = 0. Therefore, the above
equations can be further simplified as
bˆ1 = S1V˜1
bˆ2 = S2V˜2. (3.13)
Let 1a be the a× 1 column vector whose components are all 1. Note that
1TK V˜d =: 1
T
KB
T
dWY˜ = 1
T
nWY˜ =
K∑
k=1
K∑
k′=1
(y¯k,k′ − αˆ) = 0,
where the last equality holds because of equation (3.11). Hence both V˜1 and V˜2
are centered. Therefore, bˆ1 and bˆ2 defined by (3.13) satisfies the constraints (3.2).
Since they also minimize (3.10), they are the weighted penalized spline estima-
tor. In contrary to last section, they can directly be obtained without using an
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iterative approach. Using the same techniques in deriving the asymptotics of
univariate P-splines, we can conclude that the asymptotic bias for the dth com-
ponent only depends on the 2mth derivatives of µd(xd). Since the use of higher
degree splines will not affect the asymptotic distribution of the estimators, we
have the following conclusions in general.
THEOREM 3.2.1. Assume conditions 1)-5) in Theorem 3.1.1.
Let hd = h′dn−1/(4m+1) for some positive constant h′d. Suppose that the number of
knots satisfies that K ∼ τnγ , where γ > 2m/(4m + 1) if mind(pd) = 0 and γ >
(m+ 1)/(4m+ 1) if mind(pd) ≥ 1. Suppose that λd are chosen so that λd ∼ (Khd)2m.
Use the pdth degree B-splines with equally spaced knots and mth order penalty to fit the
dth component and obtain the estimates µˆd(xd). Then for (x1, x2) ∈ (0, 1)× (0, 1),
n2m/(4m+1)(µˆd(xd)− µd(xd))⇒ N{(h′d)2mµ(2m)d (xd)
∫
t2mHm(t)dt,Ψd(xd)}
where Ψd(xd) = σ2d(xd){h′df(xd)}−1
∫
H2m(t)dt and f(xd) is the marginal density for
xd, d = 1, 2.
Theorem 3.2.1 implies that the weighted P-spline estimators preserve the
requires oracle property, i.e. the estimator has the same asymptotics as if other
components are known, if the joint density f(x1, x2) is positive over the domain.
However, if the joint density does not satisfy this assumption, the weighted
approach might not be oracle. Alternatively, we suggest a two-stage approach
A.3, which uses the weighted P-spline approach as its first step.
1 Obtain the weighted P-spline coefficients estimators bˆsj , by using a subop-
timal penalty choice where λs = o{(Khs)2m} and hs = o(n−1/(4m+1)).
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2 Conduct a one step updated procedure by
bˆd = SdVd −
∑
j 6=d
(SdCdj bˆ
s
j), (3.14)
where Sd = (Cdd + λdPm)−1, λd = (Khd)2m and hd ∼ h′dn−2m/(4m+1).
Let Bd(xd) = {Bd1(xd), . . . , BdK(xd)}. Denote µˆsd(xd) = Bd(xd)bˆsd be the P-
spline estimator using the suboptimal penalty λs. Note that equation (3.14) can
be written as
bˆd = SdB
T
dW{Y˜ −
∑
d′ 6=d
µd′(Xd′)}+ SdBTdW
∑
d′ 6=d
{µd′(Xd′)− µˆsd′(Xd′)}, (3.15)
where the first term is the estimator as if all the other components are known.
Since we use an undersmooth estimator, the second term is asymptotically neg-
ligible and the two-stage estimator can achieve full efficiency.
THEOREM 3.2.2. Assume conditions 1)-5) in Theorem 3.1.1.
Suppose that the number of knots satisfies that K ∼ τnγ , where γ > 2m/(4m+ 1)
if mind(pd) = 0 and γ > (m+ 1)/(4m+ 1) if mind(pd) ≥ 1. Consider the pdth degree
B-splines with equally spaced knots and mth order penalty. Obtain the estimator µˆd(xd)
by Approach A.3. Then for (x1, x2) ∈ (0, 1)× (0, 1),
n2m/(4m+1){µˆd(xd)− µd(xd)} ⇒ N{(h′d)2mµ(2m)d (xd)
∫
t2mHm(t)dt,Ψd(xd)}
where Ψd(xd) = σ2d(xd){h′df(xd)}−1
∫
H2m(t)dt and f(xd) is the marginal density for
xd, d = 1, 2.
The idea of Approach A.3 is similar to the two step approach proposed by
Linton (1997). The former uses weighted P-spline estimators while the latter
uses marginal integration in its first step. In terms of asymptotic distribution,
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these two approaches are equivalent. In practice, we propose to use weighted
P-splines in the first step because marginal integration might not be very stable
and efficient since it seeks projection with respect to a product measure rather
than the joint (Nielsen and Linton, 1998).
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CHAPTER 4
INFERENCES UNDER LINEAR MIXED MODEL FRAMEWORK
4.1 General Methodology
We now focus on inferential problems. Consider the univariate model with re-
peated measurements, i.e.
yij = µ(tij) + eij, i = 1, . . . n, j = 1, . . . ,mi (4.1)
where µ(t) is a smooth function, i is the subject index and mi is the number of
observations associated with subject i. We are interested in global inference on
µ(t). Examples include testing (1) whether µ(t) ≡ 0; (2) whether µ(t) is a qth
degree polynomial. To define an alternative that is flexible enough and suitable
for testing, we express µ(t) using the pth degree polynomial splines where p ≥ q,
i.e.
µ(t) = xtβ + ztu, (4.2)
where xt = (1, t, . . . , tp), zt = {(t − κ1)p+, . . . , (t − κK)p+}, β = (β0, . . . , βp), u =
(u1, . . . , uK), κ1, . . . , κK are K given knots and K does not depend on n. The
coefficients u measures the departure of µ(t) from the pth polynomial.
We consider the mixed-model based penalized splines approach. Under
this framework, we treat β and u as fixed effect and random effect param-
eters respectively. Let Yi = (yi1, . . . , yimi)
T and Y = (Y T1 , . . . , Y Tn )T . Simi-
larly define e based on all eij’s. Define Xi such that its jth row is xtij and let
X = (XT1 , . . . , X
T
n )
T . Similarly define Z based on all ztij ’s. Then we can rewrite
model 4.1 as Y = Xβ+Zu+e. Further assume that cov(e) = Σ for some positive
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definite matrix Σ, and(
u
e
)
∼ N
{
0(K+n)×1,
(
σ2uIK 0
0 Σ
)}
, (4.3)
where 0s×t is the s × t dimensional zero matrix. Global inferences on the mean
function µ(t) can be considered via the hypothesis test on β and σ2u. In gen-
eral, define Q be a subset of {0, 1, . . . , p}. We are interested in testing the null
hypothesis as
H0 : βq = 0 for all q ∈ Q and σ2u = 0 (4.4)
versus the composite alternative
HA : ∃ q0 ∈ Q such that βq0 6= β0q0 or σ2u > 0. (4.5)
Such a hypothesis can be formulated to different tests. When Q = {0, 1, . . . , p},
we are testing whether µ(t) ≡ 0. When Q = {q + 1, . . . , p} for some given q, we
are testing whether µ(t) is a qth degree polynomial. Note that if q = p, Q is the
null set and we are only testing the null of zero variance of random effects, i.e.
σ2u = 0.
The test of (4.4) vs (4.5) is not standard because, under the null, the param-
eter σ2u is on the boundary of the parameter space. Large sample properties
of LRT statistic when the true parameter value may be on the boundary of the
parameter space were first discussed in Self and Liang (1987). However, their
results of having an asymptotic 0.5χ2τ : 0.5χ2τ+1 null distribution might lead to
a very conservative test because one of their assumptions is violated due to the
fact that the response variable vector Y can not be partitioned into i.i.d. subvec-
tors under the alternative. Crainiceanu and Ruppert (2004) consider this prob-
lem and relax Self and Liang’s assumption. They derive the finite sample and
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asymptotic null distribution of the LRT when assuming the covariance Σ is pro-
portional to the identity matrix. We now consider further extend their approach
for more complex covariance structure.
Provided that Σ in equation (4.3) is known, we can define twice of the log-
likelihood of Y as
2 logLY (β, λ) = − log(|Σ + λZZT |)− (Y −Xβ)T (Σ + λZZT )−1(Y −Xβ),
and the LRT statistic as
LRTN = sup
H0∪HA
2 logLY (β, λ)− sup
H0
2 logLY (β, λ).
In practice, Σ is unknown. Hence we will consider the pseudo LRT, which re-
places Σ with an estimate Σˆ. Let A−1/2 be the matrix square root of A−1 for
any positive definite matrix A. By replacing Σ with Σˆ, we define the pseudo
loglikelihood as
2 log LˆYˆ (β, λ) = − log |Hˆλ| − (Yˆ − Xˆβ)T Hˆ−1λ (Yˆ − Xˆβ), (4.6)
where
Yˆ = Σˆ−1/2Y, Xˆ = Σˆ−1/2X, Zˆ = Σˆ−1/2Z, (4.7)
and Hˆλ = IN + λZˆZˆT . The pseudo LRT statistic to test (4.4) versus (4.5) is
pLRTN = sup
H0∪HA
2 log LˆYˆ (β, λ)− sup
H0
2 log LˆYˆ (β, λ).
Proposition 4.1.1 below derives the asymptotic distribution of the pseudo
LRT under the null hypothesis.
PROPOSITION 4.1.1. Assume the following conditions:
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(C1) The null hypothesis H0 defined in (4.4) is true.
(C2) The covariance matrix Σ = cov(e) in equation (4.3) is positive definite. Let Σˆ be
its consistent estimate satisfying that
aT Σˆ−1a− aTΣ−1a = op(1) aT Σˆ−1e− aTΣ−1e = op(1), (4.8)
where a is any N × 1 non random normalized vector, and N is the sample size,
i.e. the length of Y = (Y T1 , . . . , Y Tn )T .
(C3) There exists positive constants %′ and % such that N−%′XTX and N−%ZTZ con-
verge to nonzero matrices respectively. For every eigenvalue ξ˜k,N and ζ˜k,N of the
matrices N−%ZTΣ−1Z and N−%{ZTΣ−1Z −ZTΣ−1X(XTΣ−1X)−1XTΣ−1Z},
we have
ξ˜k,N → ξk and ζ˜k,N → ζk,
for some ξ1, . . . , ξK , ζ1, . . . , ζK , not all of which are 0.
Denote τ the cardinality of the set Q in the null hypothesis (4.4). Then
pLRTN ⇒ sup
λ≥0
LRT∞(λ) +
τ∑
j=1
ν2j , (4.9)
LRT∞(λ) =
K∑
k=1
λ
1 + λζk
w2k −
K∑
k=1
log(1 + λξk),
wk ∼ N(0, ζk) for k = 1, . . . , K, νj ∼ N(0, 1) for j = 1, . . . , τ , and all wk’s νj’s are
mutually independent.
REMARK 4.1.1. Condition (C2) discusses when the estimator Σˆ can work as well as
the true Σ such that quantities defined using Σ−1 can be well approximated by those
defined similarly using Σˆ−1. In the special case when Xi and Zi remain the same for all
i, and Σ = In ⊗ Σ0 where ⊗ is the kronecker product, we can replace condition (C2) by
the following:
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(C2’) That the minimum eigenvalue of Σ0 is bounded away from 0. Let Σˆ0 be its con-
sistent estimate satisfying that
aT Σˆ−10 a− aTΣ−10 a = op(1) aT Σˆ−10 e0 − aTΣ−10 e0 = op(1), (4.10)
where a is any m× 1 non random normalized vector and e0 = n−1/2
∑n
i=1 ei.
REMARK 4.1.2. The assumption in condition (C3) is very mild. In the special case when
the observation time points are equally-spaced and Z is the associated design matrix
using polynomial splines with equally spaced knots (see section 4.2), we can choose
% = 1, see Crainiceanu (2003), page 70. The asymptotic null distribution of pLRT
is not standard, but can be simulated effectively by precalculating the eigenvalues ξk’s
and ζk’s (see Algorithm A.4 below). In practice, Σ is unknown. Lemma C.1.1 in the
Appendix indicates that we can replace ξk by ξˆk and ζk by ζˆk, where ξˆk and ζˆk are the kth
eigenvalues of N−%ZT Σˆ−1Z and N−%{ZT Σˆ−1Z − ZT Σˆ−1X(XT Σˆ−1X)−1XT Σˆ−1Z}
respectively.
We leave more discussions on the key condition (C2) or (C2’) later and end
this section by describing how to simulate the null distribution of pseudo LRT
using the following Algorithm A.4:
Step 1 Define a grid 0 = λ1 < λ2 < · · · < λL of possible values for λ.
Step 2 Simulate independent N(0, ζk) random variables wk, for k = 1, . . . , K.
Step 3 Compute LRT∞(λ) in (4.9) and determine its maximizer λmax on the grid.
Step 4 Compute pLRT = LRT∞(λmax) +
∑τ
j=1 ν
2
j , where νj’s are i.i.d. N(0, 1).
Step 5 Repeat Steps 2–4.
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4.2 Pseudo LRT for Functional Data
In this section, we will apply the pseudo LRT approach described in Section 4.1
for global inference for functional data. As we mentioned above, the pseudo
LRT approach requires that the working covariance satisfying condition (C2) or
(C2’). First, we will start with a brief overview on functional data and discuss
its covariance structure.
Functional data can be modelled as noisy repeated measurements from a col-
lection of smooth curves. Without loss of generality, we assume that the domain
is a closed time interval T = [0, 1]. The model is written as
yi(tij) = µ(tij) + ηi(tij) + εi(tij), (4.11)
where the noises εi(tij) are assumed to be i.i.d. N(0, σ2ε) distributed and they are
independent of the random subject-specific deviation ηi(t). More discussions on
how to model ηi(t)’s will be provided later.
There are several approaches that investigate whether the subject-specific
deviation ηi(t) exists such as Guo (2002) and Antoniadis and Sapatinas (2007).
Though these approaches differ in their choices of the basis functions to model
ηi(t), they all use the LMM framework and relate the problem to LRT for
one variance component. Provided that the subject-specific deviation exists,
there are few discussions on global inference of the overall mean function µ(t).
Greven et al. (2008) consider this problem. They suggest subtracting yi(t) from
an estimated ηˆi(t), treat the rest as if generated from µ(t) + εi(tij) and perform
LRT. Their approach requires that ηˆi(t) approximates ηi(t) well enough for all i.
But they did not justify what estimators of ηi(t)’s are good enough.
In contrast to Greven et al. (2008) approach, we consider the inferential
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problem of µ(t) by applying pseudo LRT described in section 4.1. Let ei(t) =
ηi(t) + εi(t) and eij = ei(tij). We can rewrite the functional data model (4.11)
as Y = Xβ + Zu + e. Now we will take a closer look at the term e and
discuss its covariance Σ. Follow the idea of functional principal component
analysis (PCA), we express ηi(t) using the Karhunen-Loe`ve representation, i.e.
ηi(t) =
∑
k γikθk(t), where θk(t)’s are the orthogonal eigenfunctions with unit
L2 norms, and γik’s are independent normally distributed with variance σ2k.
These random variables γik’s are also called principal component scores and
the associated variance σ2k’s are the eigenvalues of the covariance function
Γ(t, t′) =
∑
k σ
2
kθ(t)θ(t
′). Note that the jth element in ei is
ei(tij) = ηi(tij) + εi(tij) =
∑
k
γikθk(tij) + εi(tij). (4.12)
Hence Σ, the variance of (e1, . . . , en), is a block diagonal matrix and the (j, j′)th
element of its ith block Σi is
cov{ei(tij), ei(tij′)} = Γ(tij, tij′) + σ2εI(tij = tij′). (4.13)
In the FDA literature, there are already extensive discussions on how to estimate
σ2ε and the covariance function Γ(t, t′), or equivalently, all of its eigenvalues σ2k’s
and eigenfunctions θk(t), for example, see Rice and Silverman (1991), Yao et al.
(2005). In the coming subsections, we will further justify under what conditions,
the working covariance based on these estimates can satisfy condition (C2) or
(C2’). Since the estimating procedures differ from each other when the data are
densely observed or sparsely observed, we will separately discuss these two
situations.
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4.2.1 Dense setting
Dense design is the classical setting for functional data, where a sufficiently
large number of regularly spaced observations over individuals are available or
can be obtained after pre-processing or alignment. These observations are often
recorded by high frequency machine and can be modelled by equation (4.11).
Specifically, we assume that each subject is observed at common time points,
i.e. tij = (j − 1/2)/m for j = 1, . . . ,m and m→∞.
As explained in subsection 4.2, we can conduct pseudo LRT for global infer-
ence on µ(t) under the framework of LMM. This requires to construct a work-
ing covariance based on estimators of the variance σ2ε , all eigenvalues σ2k’s and
eigenfunctions θk(t)’s. Since the observation time points are the same for all
subjects, we can consider condition (C2’) instead of (C2).
PROPOSITION 4.2.1. Assume the following conditions for model (4.11):
(C4) There are m common design points t1, . . . , tm and m ∼ C1nδ for some positive
constants C1 and δ.
(C5) The variance σ2ε > 0. The mean function µ(t) and the covariance function Γ(t, t′)
have continuous second derivatives. Moreover, Γ(t, t′) has M ≥ 1 distinct eigen-
values that are positive.
(C6) Assume that the estimated covariance converges at the rate of nα,
σˆ2k − σ2k = Op(n−α), and sup
t∈T
|θˆk(t)− θk(t)| = Op(n−α),
for all k and σˆ2ε − σ2ε = Op(n−α). Moreover, α satisfies
α > δ/2. (4.14)
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Then condition (C2’) holds. Further assume conditions (C1) and (C3) with % = 1.
Then the pseudo likelihood ratio test statistic pLRTN has the same asymptotic null
distribution as in Proposition 4.1.1.
REMARK 4.2.1. Condition (C5) guarantees that the covariance function Γ(t, t′) is
smooth, its eigenfunctions are identified, and Σ is invertible. In practice, M is unknown
and can be chosen using AIC or BIC. As shown in Yao et al. (2005), in many simula-
tions, the number of eigenvalues M can be correctly chosen. The key assumption in
Proposition 4.2.1 is condition (C6). Equation (4.14) indicates that α must exceed some
lower bound so that the working covariance can approximate the true Σ well enough.
Equation (4.14) can also be written as δ < 2α. According to Hall et al. (2006), α ≤ 1/2.
Hence m has an upper bound such that m = o(n).
REMARK 4.2.2. In practice, one may have missing observations per subject. Assume
that the missingness is at random. Define Y¯ by letting its jth component be the average
of all observed yij and use the model Y¯ = Xβ + Zu+ e¯, where X and Z are the design
matrices based on t1, . . . , tm. Let nj be the number of non missing yij . Our conclusion
still holds if nj/n→ 1 for all j.
Condition (C5) imposes sparseness on the eigenvalues of the covariance. Un-
der condition (C5), we can construct Σˆ using the estimated eigenvalues and
eigenfunctions obtained from functional PCA, and doing this helps us con-
trol ||Σˆ−1 − Σ−1|| when m → ∞ at a fast rate. It is more important to bound
||Σˆ−1 − Σ−1|| than ||Σˆ − Σ|| itself, because quantities in the pseudo likelihood
function have the form aT Σˆ−1b and we need them to converge to aTΣ−1b. If
we do not assume (C5) and choose the sample covariance ΣˆSam as the working
covariance, then standard perturbation theory [see Fan et al. (2007)] implies that
aT (Σˆ−1Sam − Σ−1)a = op
(
m2
√
log(n)/n
)
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for any ||a|| = O(1), so we require m = o(n1/4). In contrast, assuming (C5) and
using PCA, aT (Σˆ−1 − Σ−1)a = op(1) even when m converges to infinity faster
than n1/4. In the simulation results, Σˆ based on PCA performs better than ΣˆSam.
It is possible that (C5) could be weakened by applying PCA with the number
of eigenvalues increasing with n, but this is beyond the scope of this thesis and
might not be too relevant to practice where the number of eigenvalues is usually
kept rather small.
4.2.2 Sparse setting
Another important branch in FDA is to consider observations that are sparsely
obtained. Such data can be found in e-commerce and auction bid prices (Jank
and Shmueli, 2006), growth data (James et al., 2000) and some other social and
life science studies. We still model these data using model (4.11). However, each
subject is assumed to have a finite number of observations, i.e. mi is bounded,
and the observation time points vary from subject to subject. We can view the
sparsely observed functional data as incomplete observations (with lots of miss-
ing values) from the complete data. For example, when the observation points
are uniformly distributed, we can round them to the nearest tk = (k − 1/2)/m,
and viewed them as if they are sampled uniformly without replacement from
(t1, . . . , tm) for some m that converges to infinity. Provided that m converges
to infinity fast enough, these two sampling methods are asymptotically equiva-
lent.
Similar as subsection 4.2, we can conduct pseudo LRT for global inference
on µ(t) under the framework of LMM. Since the covariance function for the
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sparse functional data still satisfies equation (4.13), the working covariance in
the pseudo LRT approach can be constructed in the same way once the covari-
ance estimation Γˆ(t, t′) is obtained. We have the following conclusions.
PROPOSITION 4.2.2. Assume the following conditions for model (4.11):
(C4’) There are mi observations for subject i and max1≤i≤nmi is bounded as n →
∞. The observation points are generated uniformly without replacement from
(t1, . . . , tm), where tk = (k − 1/2)/m and m ∼ nδ for some positive δ.
(C5’) The variance σ2ε > 0. The mean function µ(t) and the covariance function Γ(t, t′)
have continuous second derivatives. Moreover, Γ(t, t′) has M ≥ 1 distinct eigen-
values that are positive.
(C6’) Assume that the estimated covariance converges at the rate of nα, i.e.,
σˆ2k − σ2k = Op(n−α), and sup
t∈T
|θˆk(t)− θk(t)| = Op(n−α),
for all k and σˆ2² − σ2² = Op(n−α). Moreover, α satisfies α > δ/2.
Then condition (C2) holds. Further assume condition (C1) and (C3) with % = 1.
Then the pseudo likelihood ratio test statistic pLRTN has the same asymptotic null
distribution as in Proposition 4.1.1.
REMARK 4.2.3. Similar as the dense setting, we require that the estimators converge
fast enough, i.e. α > δ/2. We can use Yao et al. (2005)’s approach to construct a plug-in
covariance estimator that satisfy condition (C6’).
REMARK 4.2.4. As mentioned, if the observation points are uniformly distributed, we
can round them into the nearest tk. Because of the smoothness intrinsic to functional
data (ignoring the noise), the effect of this rounding is asymptotically negligible when
m→∞ at a rate faster than nα. If we relax condition (C4’) and assume that the tij’s are
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uniformly distributed between 0 and 1, Proposition 4.2.2 still holds if the last statement
in condition (C6’) is strengthened to δ/2 < α < δ. Since 0 < δ < 2α, we cannot
allow m to grow too fast, e.g., m = o(n4/5). Note that this differs from the dense case
where the upper bound is m = o(n). This is because the fastest convergence rates for
estimators of the eigenfunctions in the sparse case and the dense case are 2/5 and 1/2
respectively.
In summary, for both densely and sparsely observed functional data and un-
der mild conditions, using the estimated covariance achieves the same asymp-
totic null distribution of the test statistic as using the true covariance. However,
in order that the estimation errors in Σ have an asymptotically negligible effect,
it is required that m not grow too fast.
4.3 Extensions: Multilevel FDA
A further extension in FDA is to consider longitudinally collected functional
data or so-called multilevel FDA. For example, in follow-up or panel stud-
ies, we have multiple functional data for the same subject because he/she has
follow-up exams/visits. This motivates the idea of multilevel FDA. Recent
work on this area includes multilevel functional PCA by Di et al. (2009) and Di
and Crainiceanu (2010), multilevel functional regression by Morris et al. (2008),
Staicu et al. (2010), and Greven et al. (2010). But none of them consider test-
ing whether developmental trends across visits exist. In this thesis, we address
this issue by applying the pseudo LRT approach. Before we discuss the testing
procedure, we provide a brief overview on how to model multilevel functional
data.
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4.3.1 A review on the multilevel FDA model
Let yijs = yis(tijs) denote the jth observation for subject i at visit s and time tijs,
where i = 1, . . . , n, j = 1, . . . ,mis, and s = 1, . . . , s0. Following Di et al. (2009)
and Di and Crainiceanu (2010), we can model them as
yis(tijs) = µs(tijs) + ηi(tijs) + Ωis(tijs) + ²is(tijs), (4.15)
where µs(t) is the visit-specific mean function, ηi(t) and Ωis(t) are the subject-
specific and subject/visit-specific deviations respectively, and ²is(t) is the mea-
surement error. We assume that ²is(tijs) are i.i.d. N(0, σ2² ) and independent of
ηi(t) and Ωis(t) that are modelled as below.
By Karhunen-Loe`ve expansion, we have
ηi(t) =
∑
k
γ
(1)
ik θ
(1)
k (t), Ωis(t) =
∑
l
γ
(2)
ils θ
(2)
l (t),
where θ(1)k ’s and θ
(2)
l ’s are level 1 (subject) and 2 (subject/visit) eigenfunctions,
γ
(1)
ik ’s and γ
(2)
ils ’s are the principal component scores. Assume that γ
(1)
ik ∼ N(0, σ2k1)
and γ(2)ils ∼ N(0, σ2l2) and all of them are independent. Denote the level 1 and 2
covariance function as
Γ1(t, t
′) =
∑
k
σ2k1θ
(1)
k (t)θ
(1)
k (t
′), Γ2(t, t′) =
∑
l
σ2l2θ
(2)
l (t)θ
(2)
l (t
′).
Di et al. (2009) and Di and Crainiceanu (2010) discuss how to estimate σ2² ,
Γ1(t, t
′), Γ2(t, t′) as well as all σ2k1’s, θ
(1)
k (t)’s, σ
2
l2’s, θ
(2)
l (t)’s using functional PCA.
In this thesis, we focus on testing whether developmental trends exist among
different visits, i.e. µ1(t) = µ2(t) = · · · = µs0(t). Our tool is to formulate the
multilevel functional data under the LMM framework and then apply pseudo
LRT.
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4.3.2 Test for equality of two curves
For simplicity, we first consider the case when each subject only has two visits
and leave the discussions for more than 2 visits in subsection 4.3.3. We are
interested in the significance test whether µ21(t) =: µ2(t) − µ1(t) ≡ 0. We will
separately discuss the dense design and sparse design.
First consider the dense design. When the functional data are densely ob-
served, we can subtract the function of visit 2 from that of visit 1 because
they are both observed at time (t1, . . . , tm). Define the pairwise difference as
yi21(tj) = yi2(tj)− yi1(tj) for i = 1, . . . , n. By model (4.15), we have
yi21(tj) = µ21(tj) +
∑
l
γ
(2)
il21θ
(2)
l (tj) + ²i21(tj) = µ21(tj) + ei21(tj), (4.16)
where µ21(t) = µ2(t)− µ1(t), γ(2)il21 = γ(2)il2 − γ(2)il1 , ²i21(t) = ²i2(t)− ²i1(t), and
ei21(t) =:
∑
l
γ
(2)
il21θ
(2)
l (t) + ²i21(t). (4.17)
After differencing, the variation in the direction of level 1 eigenfunctions is elim-
inated and the pairwise difference data can be treated as single level functional
data.
Therefore, we can adopt the procedures described in subsection 4.2.1. We
express the visit difference µ21(t) using the pth spline polynomials as (4.2), i.e.,
µ21(t) = xtβ + ztu. Define
Yi = {yi21(t1), . . . , yi21(tm)}
and similarly define ei based on ei21(tj)’s. Then we can formulate model (4.16)
as Y = Xβ + Zu + e. In particular, the variance Σ is a block diagonal matrix
and the (j, j′)th element of Σi equals 2Γ2(tj, tj′) + 2σ2² Itj=tj′ . Proposition 4.2.1
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holds if we replace σ2k by σ
2
k2, σˆ
2
k by σˆ
2
k2, θk by θ
(2)
k and θˆk by θˆ
(2)
k in condition (C6).
Therefore, we can apply the pseudo LRT approach to test whether the difference
µ21(t) ≡ 0.
Next consider the sparse setting, where the sample curves are only intermit-
tently or sparsely observed and the observation time points for each subject vary
from visit to visit. Correspondingly, it is meaningless to consider pairwise dif-
ferencing. Our idea is to consider the quasi residuals yis(tis)− µ¯(tis), where µ¯(t)
is the average of the estimated mean in both visits, i.e. µ¯(t) = {µˆ1(t) + µˆ2(t)}/2,
where µˆs(t) is the mean function obtained by simply smoothing all observations
obtained at the sth visit. Yao et al. (2005) derive the convergence rate of µˆs(t).
According to Kulasekera (1995), we can rewrite the model (4.15) as
yi1(tij1)− µ¯(tij1) = −2−1µ21(tij1) + ei1(tij1),
yi2(tij2)− µ¯(tij2) = 2−1µ21(tij2) + ei2(tij2), (4.18)
where µ21(t) = µ2(t)− µ1(t) and eis(t) = ηi(t) + Ωis(t) + ²is(t).
Then we can rewrite model (4.18) under the LMM framework. We still
use the pth spline polynomials to express the visit difference µ21(t). Let Tis
be the vector formed by all time points tijs’s for j = 1, . . . ,mis. Let xtijs =
(1, tijs, . . . , t
p
ijs) and ztijs = {(tijs − κ1)+, . . . , (tijs − κK)+}. Define Xis and Zis
based on xtijs and ztijs . Let
Yi = {yi1(ti11), . . . , yi1(timi11), yi2(ti12), . . . , yi2(timi22)}T ,
and similarly define ei based on all eis(tijs)’s. Let Xi = (−XTi1, XTi2)T and
Zi = (−ZTi1, ZTi2)T . Then we can formulate model (4.18) as Y = Xβ + Zu + e.
In particular, Σ is a block diagonal matrix. Its ith block is of dimension
(mi1 + mi2) × (mi1 + mi2) and can be partitioned as
(
Σi1 Σi12
ΣTi12 Σi2
)
, where the
45
(j, j′) element in Σis is Γ1(tijs, tij′s) + Γ2(tijs, tij′s) + σ2² Itj=tj′ , and that in Σi12 is
Γ1(tij1, tij′2).
We can follow Di and Crainiceanu (2010) to estimate Γ1(t, t′) Γ2(t, t′) and σ2² .
Let Ns =
∑n
i=1mis and N = N1 +N2. Proposition 4.2.2 holds if we replace σ
2
k by
σ2ks, σˆ
2
k by σˆ
2
ks, θk by θ
(s)
k and θˆk by θˆ
(s)
k , for s = 1, 2, in condition (C6’). Therefore,
we can apply the pseudo LRT approach to test whether µ21(t) ≡ 0.
4.3.3 Test for equality of more than 2 curves
When more than 2 visits are available, inference on the developmental trend of
the visit-specific mean functions is a multiple testing problem. As an example,
we will consider the dense setting with three visits per subject. But the idea can
be similarly extended for settings with more visits.
Let µ21(t) = µ2(t) − µ1(t) and µ32(t) = µ3(t) − µ2(t). We are interested in
testing whether µ21(t) = µ32(t) = 0. We still use the pth spline polynomials and
model µ21(t) = xtβ[1] + ztu[1] and µ32(t) = xtβ[2] + ztu[2]. Now we want to relate
the problem with tests under the linear mixed model framework. In the dense
setting, we can calculate yi21(tj) = yi2(tj)− yi1(tj) and yi32(tj) = yi3(tj)− yi2(tj).
Let Yi = {yi21(t1), . . . , yi21(tm), yi32(t1), . . . , yi32(tm)}, and let Yb = n−1/2
∑n
i=1 Yi.
Similarly, we can define ei21(tj)’s as well as ei32(tj)’s, and construct ei and eb.
Let X and Z be the m × (p + 1) and m × K matrices whose jth row are xtj
and ztj respectively. Let Xb = I2 ⊗ X and Zb = I2 ⊗ Z, where I2 is the 2 × 2
identity matrix. Then we can write the model as Yb = Xbβ + Zbu + e, where
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β = (βT[1], β
T
[2])
T , and u = (uT[1], u
T
[2])
T satisfying
u[1]
u[2]
e
 ∼ N
0(2K+N)×1,

λ[1]IK 0K×K 0K×N
0K×K λ[2]IK 0K×N
0N×K 0N×K Σ

 ,
for some λ[1] ≥ 0, λ[2] ≥ 0, and Σ positive definite. To test whether µ21(t) =
µ32(t) = 0. We define the null hypothesis as
H0 : βq = 0 for q = 0, . . . , 2p+ 1 and λ[1] = 0 and λ[2] = 0, (4.19)
and the composite alternative
HA : ∃ q0 such that βq0 6= 0 or λ[1] > 0 or λ[2] > 0. (4.20)
Given Σ is known, twice the log-likelihood of Yb equals
− log ∣∣Σ + ZbΣuZTb ∣∣− (Yb −Xbβ)T (Σ + ZbΣuZTb )−1(Yb −Xbβ),
where Σu =
(
λ[1]IK 0K×K
0K×K λ[2]IK
)
. The pseudo log-likelihood is defined as
2 log LˆYˆb(β, λ[1], λ[2]) = − log |Hˆλ[1],λ[2]| − (Yˆb − Xˆbβ)T Hˆ−1λ[1],λ[2](Yˆb − Xˆbβ),
where Yˆb, Xˆb and Zˆb are defined as in (4.7), Hˆλ[1],λ[2] = IN + ZˆbΣuZˆ
T
b , where N
is the length of Y . The pseudo LRT statistic to test (4.19) versus (4.20) is defined
as
pLRTN = sup
H0∪HA
2 log LˆYˆb(β, λ[1], λ[2])− sup
H0
2 log LˆYˆb(β, λ[1], λ[2]).
Similar as Proposition 4.1.1, we have the following results.
PROPOSITION 4.3.1. Assume the following conditions:
(M1) The null hypothesis H0 defined in (4.4) is true.
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(M2) The covariance matrix Σ = cov(eb) in equation (4.3) is positive definite. Let Σˆ
be its consistent estimate satisfying that
aT Σˆ−1a− aTΣ−1a = op(1) aT Σˆ−1eb − aTΣ−1eb = op(1), (4.21)
where a is any (2m)× 1 non random normalized vector.
(M3) There exists positive constants %′ and % such that N−%′XTbXb and N
−%ZTbZb
converge to nonzero matrices. Moreover, N−%ΣuZ˜Tb Z˜b and N−%Z˜Tb Z˜b −
Z˜Tb X˜b(X˜
T
b X˜b)
−1X˜Tb Z˜b converge to two nonzero matrices A1 and A2 resepc-
tively. Let ξk(λ[1], λ[2]) be the kth eigenvalues of ΣuA1, and ζk(λ[1], λ[2]) be the
kth eigenvalues of ΣuA2.
Denote τ the cardinality of the set Q in the null hypothesis (4.4). Then
pLRTN ⇒ sup
λ≥0
LRT∞(λ) +
τ∑
j=1
ν2j , (4.22)
LRT∞(λ[1], λ[2]) =
2K∑
k=1
w2k(λ[1], λ[2])
1 + ζk(λ[1], λ[2])
−
2K∑
k=1
log{1 + ξk(λ[1], λ[2])},
wk(λ[1], λ[2]) ∼ N{0, ζk(λ[1], λ[2])} for k = 1, . . . , 2K, νj ∼ N(0, 1) for j = 1, . . . , τ ,
and all wk’s νj’s are mutually independent.
REMARK 4.3.1. The eigenvalues ξk(λ[1], λ[2])’s of ΣuA1 are real nonnegative. This is
because they are also the eigenvalues of the semi-positive definite matrix Σ1/2u A1Σ
1/2
u .
Similarly, all ζk(λ[1], λ[2])’s are real nonnegative eigenvalues.
REMARK 4.3.2. Similarly as Proposition 4.2.1, it can be shown that (M2) holds if
condition (C4)–(C6) holds.
When simulating its null distribution in (4.22), we need to search over
(λ[1], λ[2]). For each pair (λ[1], λ[2]), we need to calculate the eigenvalues of
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ΣuZˆ
T
b Zˆb and Σu{ZˆTb Zˆb − ZˆTb Xˆb(XˆTb Xˆb)−1XˆTb Zˆb} unless we further assume that
λ[1] = λ[2]. It takes a longer time but the computation is not very expensive since
we are only dealing with (2K)× (2K) dimensional matrix.
4.4 Simulations
We conduct simulation studies to evaluate finite sample performance of the
pseudo LRT for functional data. Consider the single level functional data, which
are generated from the model
yi(tij) = µ(tij) +
d∑
k=1
γikθk(tij) + ²ij. (4.23)
We let d = 3, θ1(t) =
√
2 cos(2pit), θ2(t) =
√
2 sin(2pit), θ3(t) =
√
2 cos(4pit). As-
sume that γik ∼ N(0, σ2k), ²ij ∼ N(0, σ2² ) and they are independent of each other.
We set σ21 = 1, σ22 = 0.5 and σ23 = 0.25. We consider two choices of the magnitude
of noise: σ2² = 0.125 (small) and σ2² = 2 (large).
4.4.1 Simulation 1
We first consider the significance test of µ(t) ≡ 0. We assume that the data
are densely observed and the observations are recorded at the same time for all
subjects. We set n = 200 subjects and each subject has m = 80 equally spaced
observations (j − 1/2)/m, for j = 1, . . . ,m. For each subject, we create missing
values by randomly throwing out 10 observations. We model µ(t) using pth
spline polynomials with K equally spaced knots. We consider p = 1, 3 and
K = 40. We consider three choices of the working covariance in the pseudo
49
LRT approach, where ‘True’ indicates the true covariance, ‘Sam’ stands for the
sample covariance, and ‘SMOOTH’ is the estimation obtained by smoothing the
sample covariance.
We use the Algorithm A.4 described below Proposition 4.1.1 to simulate the
null distribution of the test statistic. To be specific, for one set of functional data
{tij, yi(tij)} , i = 1, . . . , n and j = 1, . . . ,m, generated from model (4.23), we
repeat Steps 2–4 100,000 times and then calculate the sample quantiles of the
simulated pLRT. Similar as Crainiceanu and Ruppert (2004), we find that the
maximizer of λ in (4.9) is 0 in more than 99% of the simulations. Correspond-
ingly, the quantiles of the simulated test statistic is practically a χ2τ distribution,
with τ being p+ 1 because the coefficients β0 = · · · = βp = 0 under the null.
Table 4.1 and 4.2 report the type I error of the pseudo LRT approach based on
1000 independent experiments with σ2² = 2 and σ2² = 0.125 respectively. It seems
that the test statistic based on smooth covariance estimation performs similarly
as that using the true covariance. In both cases, the type I errors are close to the
nominal value regardless whether we model µ(t) using linear or cubic splines.
However, the pseudo LRT approach using the sample covariance estimation
failed. This finding is consistent with conclusions at the end of Section 4.2.1.
Since the size of the test is seriously distorted when sample covariance is used,
we will no longer consider using it as the working covariance in our simulations
hereafter.
To calculate the power of the pseudo LRT test, we choose µ(t) in model (4.23)
from two families of functions. For each family, a scalar ρ˜ controls the degree of
departure from H0 with ρ˜ = 0 corresponding to H0. The first family consists of
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Table 4.1: Type I error of testing µ(t) ≡ 0 based on 1000 experiments with
σ2² = 2 and linear/cubic polynomial splines.
Choices of Cov α = 0.2 α = 0.1 α = 0.05 α = 0.01
Sam 0.64 /0.726 0.55/0.592 0.432/0.518 0.278/ 0.310
Smooth 0.210 /0.189 0.119 /0.100 0.062 /0.050 0.014/ 0.016
True 0.214/ 0.196 0.116 /0.108 0.066 /0.052 0.011 /0.014
Table 4.2: Type I error of testing µ(t) ≡ 0 based on 1000 experiments with
σ2² = 0.125 and linear/cubic polynomial splines.
Choices of Cov α = 0.2 α = 0.1 α = 0.05 α = 0.01
Sam 0.624/0.704 0.496/0.586 0.388/0.478 0.256/0.296
Smooth 0.206/0.175 0.113/0.097 0.066/0.048 0.011/0.018
True 0.206/0.202 0.118/0.116 0.066/0.052 0.008/0.017
increasing functions
µρ˜(x) = ρ˜/{1 + e10(0.5−x)} − ρ˜/2 (4.24)
and the second family consists of concave functions
µρ˜(x) = −ρ˜|0.5− x|2.5. (4.25)
Figure 4.1 below reports the power plot of the pseudo LRT approach based on
200 simulations with σ2² = 2. We model µ(t) by either the linear or cubic spline
polynomials, i.e. p = 1 or p = 3. We compare the pseudo LRT approach with
working covariance specified by the smooth covariance estimate and the true
covariance. As γ increases, the deviation of µγ(t) from 0 is more obvious and
we can see that the power of the pseudo LRT test also increases. However, we
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do not find significant differences between using a smooth covariance estimate
and the true covariance, or significant differences between using linear spline
polynomials and cubic ones.
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Figure 4.1: The power plot of significance test µ(t) ≡ 0 based on 200 ex-
periments.
4.4.2 Simulation 2
Next we consider testing whether µ(t) is a linear function or a general alterna-
tive. We let µ(t) = −t and use model (4.23) to generate sparsely observed data .
Unlike the dense setting, we now assume that there are n = 400 subjects. Each
subject has mi observations, where mi is randomly chosen from the discrete uni-
form distribution on {1, . . . , 4}. The observation time points tij for j = 1, . . . ,mi
are uniformly distributed.
We model µ(t) using cubic spline polynomials with K equally spaced knots.
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We report the results based on K = 40. We consider two choices of the work-
ing covariance in the pseudo LRT approach, where ‘True’ indicates the true co-
variance and ‘SMOOTH’ is the estimation obtained by smoothing the sample
covariance. Similar as the dense design, we find that the quantiles of simulated
LRT using Algorithm A.4 is very close to that of the χ2τ distribution, where τ = 2
because β2 = β3 = 0 under the null.
Table 4.3 reports the type I error after 1000 experiments. To calculate the
power, we also consider two families of functions and let µ(t) be −t + µρ˜(t),
where µρ˜(t) is specified from either the increasing family (4.24) or the concave
family (4.25). Figure 4.2 provides the power plot based on 200 simulations. Un-
der the sparse design, we have relatively small sample size and hence ρ˜ is larger
than those in Figure 4.1. However, we do not find significant differences be-
tween using smooth covariance estimation and the true covariance.
Table 4.3: Type I error of testing a linear function versus a general alterna-
tive based on 1000 experiments with σ2² = 2 (σ2² = 0.125) and
cubic spline polynomials.
Cov choice α = 0.2 α = 0.1 α = 0.05 α = 0.01
Smooth 0.212 (0.195) 0.114 (0.094) 0.060 (0.049) 0.021 (0.011)
True 0.197 (0.194) 0.111 (0.091) 0.057 (0.041) 0.010 (0.009)
4.5 Sleep Heart Health Study
The sleep health heart study (SHHS) is a large-scale comprehensive multi-site
study of sleep and its correlation with health outcomes. The principal aim of
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Figure 4.2: The power plot of testing a linear function versus a general al-
ternative based on 200 experiments.
this study is to learn about the association between sleep and a variety of health-
related outcomes such as hypertension and cardiovascular disease (CVD). The
SHHS include the following: the Framingham Offspring and Omni Cohort
Studies, the Atherosclerosis Risk in Communities Study (ARIC), the Cardiovas-
cular Health Study (CHS), the Strong Heart Study, and the Tucson Epidemio-
logic Study of Respiratory Disease. Detailed descriptions of the SHHS can be
found in Quan et al. (1997), Crainiceanu et al. (2009) and Di et al. (2009).
To acquire the sleep exposure variables, subjects underwent two in-home
polysomnograms (PSGs), one at a baseline visit and one at a second visit, ap-
proximately five years later. A PSG is a quasi-continuous multi- channel record-
ing of physiological signals acquired during sleep that include the following:
two surface electroencephalograms (EEG), right and left electroocu- lograms for
recording eye movements, leg and submentalis electromyograms, a precordial
electrocardiogram, oxyhemoglobin saturation by pulse oximetry, and thoraco-
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abdominal movement with plethysmography. In this section, we consider the
electroencephalograms (EEG) of a sample of 500 patients.
To reduce the size of the data set, we follow the descriptions in Crainiceanu
et al. (2009) and Di and Crainiceanu (2010) and transforming the EEG data to
the frequency space. After Discrete Fourier Transform (DFT) and normaliza-
tion, the raw EEG were summarized to the normalized power in some given
frequency bands in each 30 second intervals (Crainiceanu et al., 2009). We are
particularly interested in the δ−power, which represents the low frequency (0.8–
4.0 Hz) neuronal activity. The δ-power is a desired predictor for adverse health
outcome and it reflects the homeostatic need for sleep (Borbely and Achermann,
1999). Lower values in δ-power might indicate difficulty in relaxing during
sleep. We are interested in testing whether there are differences in the mean
δ-power function between these two visits and thus answer how aging affects
the mean δ-power function.
Let yijs denote the observed δ−power for subject i at time tj in visit s. We
use the multilevel FPCA (4.15) and our model is
yijs = yis(tj) = µs(tj) + ηi(tj) + Ωis(tj) + ²ijs, (4.26)
where µs(t) is the visit-specific mean function, ηi(t) and Ωis(t) are the subject-
specific and subject/visit-specific deviations respectively, and ²is(t) is the mea-
surement error. Let yij = yij2−yij1 be the difference of delta power between two
visits. Then
yij = µ(tj) + Ωi(tj) + ²ij, (4.27)
where µ(t) = µ2(t) − µ1(t) and Ωi(t) = Ωi2(t) − Ωi1(t) and ²ij = ²ij2 − ²ij1. We
focus on the δ−power associated with the first 4-hour sleep in each visit. Our
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null hypothesis is H0 : µ1(t) ≡ µ2(t), or equivalently,
H0 : µ(t) ≡ 0, for 0 < t < 4. (4.28)
We conduct the pseudo LRT for this global inferential problem. We use lin-
ear splines to model the difference function µ(t). We follow the idea of the first
smoothing then estimation methodology to estimate the within subject covari-
ance caused by Ωi(t); see also Fan and Zhang (2000), Hall et al. (2006). As sug-
gested by AIC, we select 14 eigenfunctions. We also try using only 7 eigenfunc-
tions, which is the minimum number of eigenfunctions that explain more than
95% of variations of the eigenvalues. But the results are quite similar and hence
not reported here. According to subsection 4.2.1, we calculate y¯j’s, the average
of yij’s across subjects for each j, and use their loglikelihood to derive the test
statistics. Note that subjects might wake up at night, not all δ-power yijs’s are
observed and we have yij’s that are undefined or not available. We introduce the
indicator ιi(t), which equals 1 if yis(tj) are observed for both visits, and equals 0
otherwise.
We consider two approaches to calculate the average y¯j .
Approach 1–Missing at random (MAR): The idea is to treat missingness as
uninformative and only consider available responses over all individuals and
define the average as
y¯
[1]
j = n
−1
j
n∑
i=1
yijιi(tj), j = 1, . . . ,m, (4.29)
where nj =
∑n
i=1 ιi(tj).
Approach 2–Nonignorable missing (NIM): The idea is to create simulated
data to replace the missing data. The simulated data are obtained by the algo-
rithm below.
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1 Let fi(t) = µ(t) + Ωi(t). We smooth each individual curve to obtain an
estimate fˆi(t).
2 Let σ2² = var(²ij). We obtain its estimate σˆ2² using method of moments.
3 We simulate yˆij = fˆi(t)+ σˆ²wij , where wij is generated independently from
N(0, 1).
4 We define y˜ij = yijιi(tj) + yˆij{1− ιi(tj)}.
In contrast to the MAR approach, we define the average based on the aug-
mented complete data set, i.e.,
y¯
[2]
j = n
−1
n∑
i=1
y˜ij, j = 1, . . . ,m.
The test statistics for the null hypothesis in (4.28) are 16.8 and 35.6 for the
MAR and NIM approaches respectively. Although the test statistics are differ-
ent, they are both much greater than the critical value 9.4 at the level 0.01, which
is obtained based on 100000 simulation using algorithm A.4. Hence we reject H0
and conclude that there are differences between the mean δ-power function in
both visits. Plots of the estimating mean difference based on the MAR and NIM
approaches are provided in Figure 4.3. Following the idea of Chapter 6.4 in
Ruppert et al. (2003) with modifications to account for the covariance structure
induced by Ωi(t)’s, we construct a pointwise confidence interval band for µˆ(t) in
Figure 4.4. Note that penalized splines estimators has slower convergence rate
at the boundary. We truncate the first and last 15 minutes. It seems that for the
first three hours, both MAR and NIM approaches find that the mean δ-power
function decreases in the second visit, roughly five years after the baseline visit.
However, we see different patterns with respect to the time beyond 3 hours.
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Figure 4.3: Plots of estimated difference function (the solid line) using the
MAR (left) and NIM (right) approaches.
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Figure 4.4: Pointwise Confidence Intervals for the difference function us-
ing the MAR (left) and NIM (right) approaches.
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Figure 4.5: Comparisons of the MAR (grey points) and NIM (dark points)
based on average responses from visit 1 and 2.
This motivates us to further compare the MAR and NIM approaches. We ap-
ply the idea of the NIM approach and simulate δ-power for unobserved yijs’s.
Figure 4.5 δ-power using MAR and NIM approach. It seems that the simulated
δ-power tends to be smaller and the NIM approach has a strong decrease near
the end of the first 4 hours in the second plot, which might imply that more peo-
ple woke up near the end of the first 4 hours compared with the first visit. We
think that the data suggest yi(t) is not missing at random. The lower readings
of δ-power are more likely to be censored than higher readings since the lower
δ-power is associated with waking.
Since the MAR approach ignores this additional information, it might over
estimate µˆ2(t) near the end of the first 4 hours. Therefore, the positivity of the
difference in the mean function shows in Figure 4.4 might be spurious. In gen-
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eral, the δ-power tends to go down in the second visit compared with the first
one, indicating that as humans aging, they might have more difficulty in relax-
ing during sleep.
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CHAPTER 5
CONCLUSIONS
Penalized splines approach has been a powerful tool in nonparametric and
semiparametric regression. This methodology has been widely used in practice
though its large-sample distribution theory, was less explored. In Chapter 2,
we addressed this issue and established the asymptotic distribution of P-spline
estimators, proposed by Eilers and Marx (1996), for the univariate mean regres-
sion. We then continued our study on the asymptotics of P-spline estimators
for bivariate additive models in Chapter 3. We believe that our work can simi-
larly be extended for multivariate additive models. It would also be interesting
to apply P-spline approach for nonparametric robust regression. In Chapter
4, we considered the global inferential problems, where we utilized the mixed
model based penalized splines and expressed the mean function by polynomial
splines. We applied our approach to specification tests on the mean for func-
tional data. There are several directions for future study. First, we assume that
the covariance structure is sparse, i.e., the number of eigenvalues are a finite
constant. It might be possible to relax this assumption by assuming the eigen-
values of the covariance function decay exponentially fast. Second, for densely
observed functional data, we have assumed an upper bound on the number
of observations per subject. It would be interesting to see whether this bound
can be further relaxed. Third, due to technical difficulty, we use a fixed large
number of knots to model the mean function in Chapter 4. One might consider
allowing the number of knots to increase as the sample size does.
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APPENDIX A
CHAPTER 2 OF APPENDIX
A.1 Proof of results in Chapter 2
Proof of Proposition 2.2.1 on page 14: Notice that if ρ is a root of (2.5), so is 1/ρ. If
we can prove (II) and (III), we can conclude that none of the roots of P (ρ) has
norm 1 and hence (I) is true.
Now we prove (II). Let p(ρ) = P (ρ)−λ(−1)m(ρ−1)2m, where P (ρ) is defined
as (2.5). Let
η1(ρ) = (ρ− 1)2m + (−1)mp(ρ)
λ
and η2(ρ) = (ρ− 1)2m + (−1)mp(1)
λ
.
Notice that η1(ρ) have the same roots as P (ρ). We want to prove (2.7) by study-
ing the roots in η1(ρ) and η2(ρ). Define
uk = 1 + λ
− 1
2mψk, (A.1)
where {ψk, k = 1, . . . , 2m} are the roots of x2m + (−1)m = 0. For each k, we
define a circle γk with the center uk and the radius Cf/λ1/m, where the constant
Cf will be given later. The key step is to prove that
(*) : η1(ρ) has one and only one root, say ρk inside each γk,
and hence we can conclude that ρk = uk + O(λ−1/m). The justification of (*)
will be given later. Notice that ψk, k = 1, . . . , 2m can be expressed as ±αk −
βkı, k = 1, . . . ,m with αk > 0. Without loss of generality, we assume that ψk =
−αk − βkı, k = 1, . . . ,m. We assume that |ρk| < 1. Hence ρk = uk + O(λ1/m) =
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1− (αk + βkı)λ−1/(2m)+O(λ1/m) for k = 1, . . . ,m. Equation (2.7) is true if we can
prove (*).
Since p(1) = P (1) ≡ 1, we have η2(uk) = 0 and each uk is the root of η2(ρ).
Notice that γk’s are disjoint. There is one and only one root of η2(ρ) in γk. Hence
we only need to show that η1(ρ) and η2(ρ) have the same number of roots in γk.
We can use Rouche´ Theorem (stated at the end of this section) and it suffices to
check the following condition,
|η1(ρ)− η2(ρ)| < |η2(ρ)|, for ρ on γk. (A.2)
Let Ch be a positive constant such that |p(ρ)− p(1)| ≤ Ch|ρ− 1| for |ρ− 1| ≤ 1/2.
Then for any ρ on the circle γk,
|η1(ρ)− η2(ρ)| =
∣∣∣∣p(ρ)− p(1)λ
∣∣∣∣ ≤ 2Ch|ρ− 1|λ = 2Chλ(2m+1)/(2m) .
Since ui’s are the roots of η2(ρ) = 0, η2(ρ) =
∏2m
i=1(ρ− ui). For any ρ on the circle
γk,
|η2(ρ)| = Cf
λ1/m
∣∣∣∏
i6=k
(ρ− ui)
∣∣∣ ≥ Cf
λ1/m
|
∏
i6=k
∣∣∣|uk − ui| − |ρ− uk|∣∣∣.
Notice that |uk − ui| dominates |ρ − uk| for any ρ on the circle γk. We can find a
constant C1 such that,
|η2(ρ)| ≥ CfC1C2
λ1/m
(
p(1)
λ
) 2m−1
2m
, for ρ on γk.
where C2 =
∏
i6=k |ψk−ψi| is a nonzero constant. Choose Cf such that CfC1C2 >
2Ch. Then (A.2) is satisfied and (*) is true. Hence (II) is proved.
Now consider the case when p > m. Let p˜(ρ) = P (ρ)−λ(−1)mρp−m(ρ− 1)2m.
Define
η′1(ρ) = (ρ− 1)2m + (−1)m
p˜(ρ)
λρp−m
and η′2(ρ) = (ρ− 1)2m + (−1)m
p˜(1)
λ
,
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η˜1(ρ) = ρ
p−m + (−1)m p˜(ρ)
λ(ρ− 1)2m and η˜2(ρ) = ρ
p−m + (−1)m p˜(0)
λ
.
Notice that the roots of η˜1(ρ) contain the roots of P (ρ) whose norms are less than
1/2, while η′1(ρ) contains the rest. Similarly, we want to prove (III) by studying
the roots between η˜1(ρ) and η˜2(ρ) or those between η′1(ρ) and η′2(ρ). The proof is
very similar and we only take η˜1(ρ) and η˜2(ρ) as an example.
Let u˜k = (
p˜(0)
λ
)
1
p−m ψ˜k, where ψ˜1, . . . , ψp−m, are defined in Proposition 2.2.1.
For any k, define a circle γ˜k, with center at u˜k and radius C˜f/λ2/(p−m), where C˜f
is given later. Similar as above, γ˜k’s are disjoint and each of them contains one
root of η˜2(ρ). To prove (2.8), we want to show that η˜1(ρ) and η˜2(ρ) have the same
number of roots in each γ˜k and it suffices to check the following condition
|η˜1(ρ)− η˜2(ρ)| ≤ η˜2(ρ) for ρ on γk. (A.3)
Let C˜h be a positive constant such that |p˜(ρ)− p˜(0)| ≤ C˜h|ρ| for all |ρ| ≤ 1/2. For
ρ on the circle γ˜k, |ρ| ≤ 2{p˜(0)/λ}1/(p−m). Hence
|η˜1(ρ)− η˜2(ρ)| ≤ C˜h|ρ|+ 4mp˜(0)|ρ|
λ|(1− ρ)2m| ≤
C
λ(p−m+1)/(p−m)
, for ρ on γ˜k,
where C is a finite positive constant. Notice that u˜i’s are roots of η˜2(ρ) = 0.
|η˜2(ρ)| ≥ C˜f C˜1
λ2/(p−m)
{
p˜(0)
λ
(p−m+1)/(p−m)}∣∣∣∏
i6=k
(ψ˜k − ψ˜i)
∣∣∣ ≥ C˜1C˜2C˜f
λ(p−m+1)/(p−m)
,
where C˜1 and C˜2 is a finite positive constant. We can choose C˜f such that
C˜1C˜2C˜f > C. Therefore, (A.3) is true and (2.8) is proved. ¤
In Proposition 2.2.1, we conclude that P (x) has q roots and m of them satisfy
equation (2.7). Now we further show that those m roots have the following
property. This result will be used in the proof of Proposition 2.2.2.
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LEMMA A.1.1. Let ϕk be the roots of xm + (−1)m = 0. Let αk + βkı be defined as
Proposition 2.2.1. As λ→∞, for k = 1, . . . ,m, we have
ρk + 1/ρk − 2 = ϕk/λ1/m + o(λ−1/m) ∼ (αk + βkı)2λ−1/m. (A.4)
Proof of Lemma A.1.1: Recall that
P (ρk) = λ(−1)m(ρk − 1)2m + p(ρk) = 0. (A.5)
By Proposition 2.7, ρk → 1. Hence ρjk − ρj
′
k = o(1) for 0 ≤ j ≤ m and 0 ≤ j′ ≤ m.
Since p(1) = 1, we have p(ρk) = 1 + o(1) = ρmk {1 + o(1)}. Therefore, equation
(A.5) yields that
λ(−1)m(ρk − 1)2m = −ρmk {1 + o(1)}
(ρk − 1)2m
ρmk
=
(−1)m+1
λ
+ o(λ−1). (A.6)
Notice that ϕk for k = 1, . . . ,m are the m roots of (−1)m+1. Hence we can asso-
ciate ρk with ϕk such that
ρ2k − 2ρk + 1
ρk
=
ϕk
λ1/m
+ o(λ−1/m).
Since |ρk| > 0, it is equivalent to consider the root of ρ2k − {2 + ϕk/λ1/m +
o(λ−1/m)}ρk + 1 = 0. Because |ρk| < 1,
ρk =
2 + ϕk/λ
1/m − 2
√
ϕk/λ1/m
2
+ o(λ−1/(2m)) = 1−
√
ϕk
λ1/(2m)
+ o(λ−1/(2m)).
Comparing this with equation (2.7), we must have
√
ϕk = αk + βkı + o(1). So
ϕk = (αk + βkı)
2 + o(1). Hence Lemma A.1.1 is proved. ¤
We also need the following lemmas for Proposition 2.2.2.
LEMMA A.1.2. Let z1, . . . , zm be the roots of xm + (−1)m = 0. Then for any given i,∏
j 6=i
(zi − zj) = m(−1)m+1z−1i . (A.7)
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Proof of Lemma A.1.2: The definition of zj implies that zm+(−1)m =
∏m
j=1(z−
zj) for any z. Take its first derivative at zi, we have
mzm−1
∣∣∣
z=zi
=
{ m∏
j=1
(z − zj)
}(1)∣∣∣
z=zi
=
∏
j 6=i
(zi − zj). (A.8)
Since zmi + (−1)m = 0, mzm−1i = m(−1)m+1z−1i . Equation (A.7) holds. ¤
LEMMA A.1.3. Define sj(ρk) = Ti(ρk)(Ωm,p)Ti−q+j for 1 ≤ j ≤ q − 1. Then sj(ρk)
does not depend on i. Moreover, for the first m roots, where equation (2.7) holds, we
have
sj(ρk) =
j−1∑
`=0
ωq−`(ρ
j−`
k − ρ`−jk ). (A.9)
Proof of Lemma A.1.3: Notice that the ith element of Ti is 1. The (i − q + j)th
element and the ith elements of (Ωm,p)i−q+1 are ω0 and ωq−j respectively. Hence
sj(ρk) = ωqρ
j
k + · · ·+ ωq−j1 + ωq−j−1ρk + · · ·+ ω0ρq−jk + · · ·ωqρ2q−jk , (A.10)
and sj(ρk) in fact does not depend on i. Notice that ρ−1k exists for k = 1, . . . ,m.
Since P (ρk) = 0,
s1(ρk)
= ωqρk −
(
ωqρ
−1
k − ωqρ−1k
)
+ ωq−11 + ωq−2ρk + · · ·+ ω0ρq−1k + · · ·ωqρ2q−1k
= ωq(ρk − ρ−1k ) + P (ρk)/ρk = ωq(ρk − ρ−1k ).
In general, we can add and subtract terms involving ρ−1k , . . . , ρ
−j
k and conclude
(A.9) holds. ¤
LEMMA A.1.4. Let sj(ρk) be defined as in Lemma A.1.3. Let A be the (q−1)×q matrix
whose (j, k)th element is sj(ρk). Let A(i) be the (q − 1) × (q − 1) matrix obtained by
deleting the ith column of A. Then
ai/am = (−1)i−mdet(A(i))/det(A(m)) for 1 ≤ i ≤ q, (A.11)
where det is the determinant operator.
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Proof of Lemma A.1.4: Recall that Si =
∑q
k=1 akTi(ρk) and Si(Ωp,m)
T
i−j = 0
by equation (2.6). Hence the vector (a1, . . . , aq) simultaneously satisfies q − 1
equations:
q∑
k=1
aksj(ρk) = 0 for j = 1, . . . , q − 1. (A.12)
Notice that the vector
{
(−1)1det(A(1)), . . . , (−1)qdet(A(q))
}
is also the solution to
(A.12) because for j = 1, . . . , q − 1,
q∑
k=1
(−1)kdet(A(k))sj(ρk) = −det

sj(ρ1) . . . sj(ρq)
s1(ρ1) . . . s1(ρq)
s2(ρ1) . . . s2(ρq)
... . . .
...
sq−1(ρ1) . . . sq−1(ρq)

= 0.
Since the solutions to (A.12) span a 1-dimensional subspace, equation (A.11)
must hold. ¤
LEMMA A.1.5. Let A be defined as in Lemma A.1.4. Assume that λ→∞.
Then when i ≤ m,
det(A(i))
det(A(m))
= (−1)i−m αi + βiı
αm + βmı
+O(λ−1/m); (A.13)
when i > m,
det(A(i))
det(A(m))
= O(λ−p/(p−m)+1/(2m)). (A.14)
Proof of Lemma A.1.5: First consider the case when p ≤ m. Notice that sj(ρk)
can be simplified as in equation (A.9). By several applications of the fact that
the determinant of a matrix is unchanged if a multiple of its kth row is added
to its k′th row for any k 6= k′, we can relate det(A(m)) to the determinant of a
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Vandermonde matrix and conclude that
det(A(m)) = ω
m−1
q
{m−1∏
i=1
(ρi − 1/ρi)
}{ ∏
1≤i<j≤m−1
(ρj + 1/ρj − ρi − 1/ρi)
}
.
The calculation of det(A(i)) is similar by replacing ρm with ρi. Hence
det(A(i))
det(A(m))
=
(
ρm − 1/ρm
ρi − 1/ρi
) ∏
j 6=m(ρm + 1/ρm − ρj − 1/ρj)∏
j 6=i(ρi + 1/ρi − ρj − 1/ρj)
(−1)i−m.
Note that ρi − 1/ρi = −2(αi + βiı)λ−1/(2m) +O(λ−3/2m). Moreover,
ρi + 1/ρi − ρj − 1/ρj = (αi + βiı)2λ−1/m − (αj + βjı)2λ−1/m +O(λ−2/m).
Therefore, as λ→∞,
(−1)i−m det(A(i))
det(A(m))
=
αm + βmı
αi + βiı
∏
j 6=m{(αm + βmı)2 − (αj + βjı)2}∏
j 6=i{(αi + βiı)2 − (αj + βjı)2}
+O(λ−1/m).
Notice that (αj + βjı)2 for j ≤ m form the m roots of xm + (−1)m = 0. Hence∏
j 6=`(ρ` + 1/ρ` − ρj − 1/ρj) = m(−1)m+1(α` + β`ı)−2. By choosing ` = m or i, we
can simplify the equations above and conclude that equation (A.13) holds when
p ≤ m.
Now consider p > m. We still have,
det(A(i))
det(A(m))
=
(
ρm − 1/ρm
ρi − 1/ρi
) ∏
j 6=m(ρm + 1/ρm − ρj − 1/ρj)∏
j 6=i(ρi + 1/ρi − ρj − 1/ρj)
(−1)i−m.
When i < m, we can apply the same techniques as above and conclude that
equation (A.13) still holds. By Proposition 2.2.1, if i > m or j > m,
ρi + 1/ρi − ρj − 1/ρj = O(λ1/(p−m)).
Hence when i > m,
(−1)i−m det{A(i)}
det{A(m)} = O(λ
−p/(p−m)+1/(2m)).
Therefore, Lemma A.1.5 holds. ¤
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Proof of Proposition 2.2.2 on page 15: By Proposition 2.2.1, for 1 ≤ k ≤ m,
akTi(ρk)J = ak
K+p∑
j=1
ρ
|i−j|
k ≈ ak
1 + ρk
1− ρk =
akλ
1/(2m)
αk + βkı
[2 +O{λ−1/(2m)}]
=
2akλ
1/(2m)
αk + βkı
+O(ak). (A.15)
Lemma A.1.4 and Lemma A.1.5 imply that the dominant term in
(2akλ
1/(2m))/(αk + βkı) remain the same for k = 1, . . . ,m. Recall that SiJ =∑m
k=1 akTi(ρk)J = 1. When p ≤ m, each akTi(ρk)J must contribute m−1 + o(1).
Hence we have ak = (αk + βkı)/(2mλ1/(2m)) + O(λ−1/m). When p > m,
ak = O(λ
−p/(p−m)) for k > m. Hence Proposition 2.2.2 is true. ¤
Proof of Proposition 2.2.3 on page 16: Note that
µˆ(x) =
∑
k
B
[p]
k (x)bˆk =M
−1
n∑
i=1
yi{
∑
k
∑
r
B
[p]
k (x)B
[p]
r (xi)Sk,r},
where Sk,r =
∑p
ν=1 aνρ
|k−r|
ν . Note that if ν > m, aν = O(λ−p/(p−m)). Hence
M−1
∑n
i=1 yi{
∑
k
∑
r B
[p]
k (x)B
[p]
r (xi)aνρ
|k−r|
ν } = O{(Kh)−2}. In other words, we
only need to consider the dominant term in Sk,r, i.e.,
∑m
ν=1 aνρ
|k−r|
ν = Hm(
l−j
Kh
).
First consider the case when p > 0. Let B˜[p](x) be the cardinal B-spline. Then
bˆk = M
−1K−1
K∑
j=1
h−1Hm(
l − j
Kh
)n−1
n∑
i=1
KB˜[p][
xi −K{j − (p+ 1)/2}
K
]yi
= n−1
n∑
i=1
K∑
j=1
h−1Hm(
l − j
Kh
)B˜[p][
xi −K{j − (p+ 1)/2}
K
]yi
= n−1
n∑
i=1
h−1Hm(
l − j
Kh
)yi + n
−1
n∑
i=1
n∑
j=1
h−1 ∗
[
Hm(
l − j
Kh
)−Hm{ l − (p+ 1)/2−Kxi
Kh
}
]
B˜[p]
[xi −K{j − (p+ 1)/2}
K
]
yi
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Note that Hm has a bounded second derivative, hence the following term
1
nh
n∑
i=1
n∑
j=1
[
Hm(
l − j
Kh
)−Hm{ l − (p+ 1)/2−Kxi
Kh
}
]
B˜[p]
[xi −K{j − (p+ 1)/2}
K
]
is O{(Kh)−2}. Therefore, bˆk = n−1
∑n
i=1[h
−1Hm(
{l−(p+1)/2}−Kxi
Kh
) + O{(Kh)−2}]yi
Applying the same technique again, we conclude that
µˆ(x) =
∑
k
B
[p]
k (x)bˆk = n
−1
n∑
i=1
[
h−1Hm(
x− xi
h
) +O{(Kh)−2}
]
yi.
Hence equation (2.12) holds when p > 0.
When p = 0, recall that y˜j , which is defined as the jth element of BTpY/M ,
satisfies Ey˜j = µ(x¯j) + O(K−1). It is straight forward to show that µˆ(x) =
n−1
∑n
i=1 h
−1Hm(x−xih )yi +Op(K
−1). Therefore, Proposition 2.2.3 holds. ¤
THEOREM A.1.1. (Rouche´ Theorem) Let h1 and h2 be analytic functions in a simply
connected domain D containing a Jordan contour C. Suppose that |h1(z) − h2(z)| <
h2(z) on C. Then h1 and h2 have the same number of zeros inside C.
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APPENDIX B
CHAPTER 3 OF APPENDIX
B.1 Proof of results in Chapter 3
Proof of Proposition 3.1.1 on page 23: Denote Sd = (Cdd + λdPm)−1. First we show
by induction that for any j, j = 1, 2, . . . ,
bˆ
(j)
1 =
j∑
i=1
(S1C12S2C21)
i−1(S1V1 − S1C12S2V2), (B.1)
bˆ
(j)
2 =
j∑
i=1
(S2C21S1C12)
i−1(S2V2 − S2C21S1V1),
By definition, bˆ(0∗)d = SdVd and bˆ
(1)
d = SdVd − SdCdd′Sd′Vd′ , where d 6= d′. Hence
(B.1) is true for j = 1.
Suppose it is true for step j. Then
bˆ
(j∗)
1 = S1V1 − S1C12bˆ(j)2
= S1V1 − S1C12
{ j∑
i=1
(S2C21S1C12)
i−1(S2V2 − S2C21S1V1)
}
= S1V1 + S1C12
j∑
i=1
(S2C21S1C12)
i−1S2C21S1V1
−S1C12
j∑
i=1
(S2C21S1C12)
i−1S2V2
=
{
j+1∑
i=1
(S1C12S2C21)
i−1
}
S1V1 −
{
j∑
i=1
(S1C12S2C21)
i−1
}
S1C12S2V2.
Similarly,
bˆ
(j∗)
2 =
{
j+1∑
i=1
(S2C21S1C1)
i−1
}
S2V2 −
{
j∑
i=1
(S2C21S1C12)
i−1
}
S2C21S1V1.
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Hence
bˆ
(j+1)
1 = S1V1 − S1C12bˆ(j∗)2
= S1V1 + S1C12
{
j∑
i=1
(S2C21S1C12)
i−1
}
S2C21S1V1
−S1C12
{
j+1∑
i=1
(S2C21S1C12)
i−1
}
S2V2
=
j+1∑
i=1
(S1C12S2C21)
i−1(S1V1 − S1C12S2V2),
and
bˆ
(j+1)
2 =
j+1∑
i=1
(S2C21S1C12)
i−1(S2V2 − S2C21S1V1).
Next we prove that limj→∞ b
(j)
d , d = 1, 2, exist. First consider bˆ
(j+1)
1 . Perform
an eigen decomposition on S1C12S2C21. Denote the eigen pairs as (uk, ξk), where
u1 ≤ u2 ≤ · · · ≤ uK . Note that S1 and C12S2C21 are both positive definite matri-
ces. From their definition, it is obvious that their eigenvalues are all between 0
and 1. Since C12 = BT1 B2/M , it has at most one eigenvalue that equals 1. Hence
u1 6= −1 and uK−1 6= 1. By Lemma B.1.1, we have
1TnB1(S1C12S2C21) = 1
T
n (B1S1B
T
1 /M)(B2S2B
T
2 /M)B1 = 1
T
nB1.
Hence uK = 1 and ξk = BT1 1n. Since
1TnB1S1V1 = 1
T
nB1S1B
T
1 Y˜ /M = 1
T
n Y˜ = 0,
we have
ξTk (S1V1 − S1C12S2V1) = 1TnB1(S1V1 − S1C12S2V1) = 0.
Hence we can express S1V1−S1C12S2V2 as a linear combination
∑K−1
k=1 ekξk. No-
tice that
(S1C12S2C21)
i(S1V1 − S1C12S2V2) =
K−1∑
k=1
uikekξk.
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Correspondingly, we have
lim
j→∞
bˆ
(j)
1 = lim
j→∞
j∑
i=1
K−1∑
k=1
ui−1k ekξk =
K−1∑
k=1
1
1− uk ekξk.
The above argument can also be used to prove the existence of limj→∞ bˆ
(j)
2 .
Note that the limit both satisfy equation (3.6). Moreover, since 1TnBdbˆ
(j)
d = 0
by orthogonality, so does the limit. Hence limj→∞ bˆ
(j)
d must be the same as the
spline coefficients bˆd. Proposition 3.1.1 holds. ¤
LEMMA B.1.1. Let Sd = (Cdd+λdPm)−1 and let 1n be the n×1 vector whose elements
are all 1. Then M−1BdSdBTd 1n = 1n.
Proof of Lemma B.1.1: Notice that Cdd = M−1BTd Bd and Pm1K+pd = 0K+pd .
Hence
M−1BTd Bd1K+pd = (M
−1BTd Bd + λdPm)1K+pd .
Multiply BdSd on both sides. Then M−1BdSdBTd Bd1K+pd = Bd1K+pd . Notice that
Bd1K+pd = 1n. Hence Lemma B.1.1 is true. ¤
Proof of Proposition 3.1.2 on page 24: We can use induction to prove (3.9). Note
that µˆ(0)d (xd) = µ¯
(0)
d (xd) = 0. Hence (3.9) holds when j = 0. Suppose it also holds
for j. Denote µˆ(j∗)d (xd) =
∑K+pd
k=1 bˆ
(j∗)
dk B
[pd]
k (xd). By the definition of Approach A.1
and Proposition 2.2.3,
µˆ
(j∗)
d (xd) =
1
nhd
n∑
i=1
Hm(
xd − xdi
hd
){y˜i − µˆ(j)d′ (xd′i)}+ op(n−
2m
4m+1 ). (B.2)
Since the marginal distribution is uniform, f¯(xd) = 1. By standard kernel tech-
niques,∫
µ¯
(j∗)
d′ (xd′)f¯(xd, xd′)/f¯d(xd)dxd′ = n
−1h−1d
n∑
i=1
Hm(
xd − xdi
hd
){µ¯(j)d′ (xd′i)+Op(h2md )}.
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Therefore,
µ¯
(j∗)
d (xd) = u˜d(xd)− y¯ − n−1h−1d
n∑
i=1
Hm(
xd − xdi
hd
){µ¯(j)d′ (xd′i)}+ op(n−
2m
4m+1 )
= n−1h−1d
n∑
i=1
Hm(
xd − xdi
hd
){y˜i − µ¯(j)d′ (xd′i)}+ op(n−
2m
4m+1 ).
Note that we assume equation (3.9) holds for j. Denote that Bd(xd) =
{Bd1(xd), . . . , Bd,K+pd(xd)}. By Proposition 2.2.3,
n2m/(4m+1){Bd(xd)SdVd − µ˜d(xd)} p→ 0.
Together with equation (B.2), we have, n2m/(4m+1){µˆ(j∗)d (xd)−µ¯(j∗)d (xd)}
p→ 0. Sim-
ilarly, we can conclude that n2m/(4m+1){µˆ(j+1)d (xd) − µ¯(j+1)d (xd)}
p→ 0. Therefore,
equation (3.9) holds for j + 1. Proposition 3.1.2 holds. ¤
Proof of Theorem 3.2.2 on page 29: Recall that µˆsd(xd)’s are the P-spline es-
timators using suboptimal penalty, Bd(xd) = {Bd1(xd), . . . , Bd,K+pd(xd)} and
µˆd(xd) = Bd(xd)bˆd, where bˆd is the coefficients from Approach A.3. By equation
(3.15),
µˆd(xd) = Bd(xd)SdB
T
dW{Y˜ −
∑
d′ 6=d
µˆsd′(X
′
d)}
= Bd(xd)SdB
T
dW{Y˜ −
∑
d′ 6=d
µd′(Xd′)}
+Bd(xd)SdB
T
dW
∑
d′ 6=d
{µd′(Xd′)− µˆsd′(Xd′)}
=: J1 + J2.
Note that the term J1 is the univariate P-spline estimator. Hence
n2m/(4m+1){J1 − µd(xd)} ⇒ N{(h′d)2mµ(2m)d (xd)
∫
t2mHm(t)dt,Ψd(xd)}.
It suffices to show that
n2m/(4m+1)J2 = op(1). (B.3)
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Using the connection between additive P-spline estimators and kernel esti-
mators in backfitting, we have
µˆsd′(xd′)− µd′(xd′)
= { 1
nhs
n∑
j=1
Hm
(
xd′ − xd′j
hs
)
wjj²j + h
2m
s µ
(2m)
d′ (xd′)
∫
t2mHm(t)dt}{1 + op(1)}
=: (J3 + J4){1 + op(1)},
where ²j = yj −
∑2
d=1 µd(xdj) and wjj is the (j, j)th element of the diagonal
matrix W . Notice that Bd(xd)SdBTdWJ4 = O(h
2m
s ) = o(n
−2m/(4m+1)) because of
the undersmoothing in step 1. To justify equation (B.3), it remains show that
Bd(xd)SdB
T
dWJ3 = op(n
−2m/(4m+1)).
We adopt the techniques in Linton (1997). By interchanging the order of sum-
mations and using the connection between P-splines and kernel approach, we
have
Bd(xd)SdB
T
dWJ3
=
1
nhd
n∑
i=1
Hm
(xd − xdi
hd
) 1
nhs
n∑
j=1
Hm
(xd′i − xd′j
hs
)
wjj²j + op(n
− 4m
4m+1 )
=
1
n
n∑
j=1
{ 1
nhshd
n∑
i=1
Hm
(xd − xdi
hd
)
Hm
(xd′i − xd′j
hs
)}
wjj²j + op(n
− 4m
4m+1 )
=: n−1
n∑
j=1
sjwjj²j + op(n
− 4m
4m+1 ),
where sj satisfies
sj =:
1
nhshd
n∑
i=1
Hm
(xd − xdi
hd
)
Hm
(xd′i − xd′j
hs
)
= Op(1),
uniformly in j. Therefore, Bd(xd)SdBTdWJ3 = Op(n
−1/2) = op(n−2m/(4m+1) and
Theorem 3.2.2 holds. ¤
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APPENDIX C
CHAPTER 4 OF APPENDIX
C.1 Proof of results in Chapter 4
Proof of Proposition 4.1.1 on page 33: Recall that the pseudo log-likelihood
log LˆYˆ (β, λ) is defined in equation (4.6). Solving the first order condition
for β, we get the maximum pseudo profile likelihood estimation βˆ(λ) =
(XˆT Hˆ−1λ Xˆ)
−1XˆT Hˆ−1λ Yˆ . Let log LˆYˆ (λ) be the pseudo profile likelihood when β is
maximized out, i.e.,
2 log LˆYˆ (λ) = 2 log LˆYˆ {βˆ(λ), λ} = −[log |Hˆλ|+ {Yˆ − Xˆβˆ(λ)}T Hˆ−1λ {Yˆ − Xˆβˆ(λ)}].
Let log Lˆ0,N be the maximum pseudo log-likelihood under the null hypothesis
(4.4). Then we can decompose LRTN into two parts, i.e.,
LRTN = sup
λ≥0
{2 log LˆYˆ (λ)− 2 log LˆYˆ (0)}+ 2{log LˆYˆ (0)− log Lˆ0,N}, (C.1)
where the first part corresponds to testing for λ = 0 and the second part corre-
sponds to testing for the fixed effects βq = 0 for q ∈ Q.
Consider the first part in (C.1). Recall that Hˆλ = IN + λZˆZˆT . Define ξˆK,N
be the kth eigenvalues of N−%ZˆT Zˆ for k = 1, . . . , K. Since ZˆZˆT has the same
nonzero eigenvalues as ZˆT Zˆ, we have,
log |Hˆλ| =
K∑
k=1
log(1 + λN%ξˆk,N). (C.2)
According to Patterson and Thompson (1971), there exists an N × (N − p − 1)
matrix Wˆ such that WˆWˆ T = IN − Xˆ(XˆT Xˆ)XˆT , Wˆ T Wˆ = IN−p−1, and
{Yˆ − Xˆβˆ(λ)}T Hˆ−1λ {Yˆ − Xˆβˆ(λ)} = Yˆ T Wˆ (Wˆ T HˆλWˆ )−1Wˆ T Yˆ . (C.3)
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We can further simplify (C.3) as
Yˆ T Wˆ (Wˆ T HˆλWˆ )
−1Wˆ T Yˆ = Yˆ T Wˆ (IN−p−1 + λWˆ T ZˆZˆT Wˆ )−1Wˆ T Yˆ
= Yˆ T WˆWˆ T Yˆ − λYˆ T Wˆ{Wˆ T Zˆ(IK + λZˆT WˆWˆ T Zˆ)−1ZˆT Wˆ}Wˆ T Yˆ ,
where the second equation results from the Woodbury matrix identity (Wood-
bury, 1950). Note that −2 log LˆYˆ (0) = Yˆ T WˆWˆ T Yˆ . Hence
2 log LˆYˆ (λ)− 2 log LˆYˆ (0) = λYˆ T WˆWˆ T Zˆ(IK + λZˆT WˆWˆ T Zˆ)−1ZˆT WˆWˆ T Yˆ
−
K∑
k=1
log(1 + λξˆk,N). (C.4)
Define ζˆk,N be the kth eigenvalue of N−%ZˆT WˆWˆ T Zˆ and let UˆZˆWˆ be the K × K
matrix whose kth column is the eigenvectors asscociated with ζˆk,N . Note that
ZˆT WˆWˆ T Zˆ = UˆZˆWˆdiag(N
%ζˆ1,N , . . . , N
%ζˆK,N)UˆZˆWˆ and thus
(IK + λZˆ
T WˆWˆ T Zˆ)−1 = UˆZˆWˆdiag
{
1
1 + λN%ζˆ1,N
, . . . ,
1
1 + λN%ζˆK,N
}
UˆZˆWˆ .
Together with equation (C.3), we have
2 log LˆYˆ (λ)− 2 log LˆYˆ (0) =
K∑
k=1
λN%wˆ2k,N
1 + λN%ζˆk,N
−
K∑
k=1
log(1 + λN%ξˆk,N), (C.5)
where wˆk,N is the kth component of the vector wˆN = N−%/2UˆTZˆWˆ Zˆ
T WˆWˆ T Yˆ .
We want to show that the first part in (C.1) satisfies
2 sup
λ≥0
{log LˆYˆ (λ)− log LˆYˆ (0)} ⇒ sup
λ≥0
LRT∞(λ), (C.6)
where LRT∞(λ) is defined under equation (4.9). For this purpose, we define
fˆN(λ
′) =:
K∑
k=1
λ′wˆ2k,N
1 + λ′ζˆk,N
−
K∑
k=1
log(1 + λ′ξˆk,N). (C.7)
According to equation (C.5), 2 supλ≥0{log LˆYˆ (λ) − log LˆYˆ (0)} = supλ′≥0 fˆN(λ′).
Hence it suffices to show that supλ′≥0 fˆN(λ′) ⇒ supλ′≥0 LRT∞(λ′). This proof
consists of two steps:
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(S1) fˆN(λ′) converges weakly to LRT∞(λ′) on the space of C[0,∞];
(S2) a continuous Mapping Theorem type result holds for supλ′≥0 fˆN(λ′).
With respect to the first step (S1), it suffices to establish the finite dimensional
convergence of fˆN(λ′) to LRT∞(λ′) and show that fˆN(λ′) is a tight sequence ac-
cording to page 54 of Billingsley (1968). Note that the definition of LRT∞(λ′) is
defined similarly to that of fˆN(λ′) except that it replaces ζˆk,N ’s, ξˆk,N ’s and wˆk,N ’s
by ζk’s, ξk’s and wk’s. By conditions (C2), (C3) and Lemma C.1.1 below, we can
conclude that for all k, wˆk,N → wk in probability, ζˆk,N → ζk in probability, and
ξˆk,N ⇒ ξk. With the continuous mapping theorem, we establish the finite di-
mensional convergence of {fˆN(λ′1), . . . , fˆN(λ′L)} to {LRT∞(λ′1), . . . , LRT∞(λ′L)}.
To finish the proof of (S1), we need to show that fˆN(λ′) form a tight sequence.
According to Theorem 8.3 of Billingsley (1968), it suffices to show that for every
ε′ and η′ strictly positive, there exists δ′ and N0 such that for N ≥ N0,
1
δ′
P{ sup
t,t′:t≤t′≤t+δ′
|fˆN(t′)− fˆN(t)| ≥ ε′} ≤ η′. (C.8)
Since 0 ≤ t ≤ t′ and all eigenvalues ξˆk,N ’s, ζˆk,N ’s are nonnegative,
|fˆN(t)− fˆN(t′)|
=
∣∣∣∣∣
K∑
k=1
(t− t′)wˆ2k,N
(1 + tζˆk,N)(1 + t′ζˆk,N)
+
K∑
k=1
log
1 + t′ξˆk,N
1 + tξˆk,N
∣∣∣∣∣
≤
K∑
k=1
|t− t|wˆ2k,N +
K∑
k=1
log
{
1 +
(t′ − t)ξˆk,N
1 + tξˆk,N
}
≤
K∑
k=1
δ′wˆ2k,N +
K∑
k=1
δ′ξˆk,N ,
where the last inequality uses the facts that log(1 + x) < x for x > 0, and that
(t′ − t)ξˆk,N/(1 + tN−%) ≤ (t′ − t)ξˆk,N for all k. For any 2K random variables
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Ai’s, if
∑2K
i=1Ai ≥ a, then there exists at least one Ai ≥ a/(2K). By Bonferroni
inequality, P (
∑2K
i=1Ai ≥ a) ≤
∑2K
i=1 P{Ai ≥ a/(2K)}. Hence
P{ sup
t,t′:t≤t′≤t+δ′
|fN(t′)− fN(t)| ≥ ε′}
≤
K∑
k=1
P{wˆ2k,N ≥ ε′/(2Kδ′)}+
K∑
k=1
P{ξˆk,N ≥ ε′/(2Kδ′)}. (C.9)
Consider the second term in (C.9). For any δ′ and any N ,
P{ξˆk,N ≥ ε′/(2Kδ′)}
≤ P{ξˆk,N > ε′/(2Kδ′), |ξˆk,N − ξk| ≤ ε′}+ P (|ξˆk,N − ξk| > ε′)
≤ P{ε′/(2Kδ′) < ξˆk,N ≤ ξk + ε′}+ P (|ξˆk,N − ξk| > ε′). (C.10)
We can choose a sufficiently small δ′ such that ε′/(2Kδ′) > ξk+ε′, or equivalently,
δ′ < ε′/{2K(ξk + ε′)}, and hence the first term in equation (C.10) is 0. Let δ′1
satisfy inequality (C.14) below, which will be used to control the first term in
(C.9). Later we will show that there exists such a δ′1. Let δ′2 satisfy
δ′2 < min
k=1,...,K
[ε′/{2K(ξk + ε′)}], (C.11)
which is used to control the second term in (C.9). Let δ′0 = min(δ′1, δ′2). Use the
fact that ξˆk,N ⇒ ξk. There exists N1 such that when N ≥ N1,
P{ξˆk,N ≥ ε′/(2Kδ′)} ≤ P (|ξˆk,N − ξk| > ²′) < δ′0η′/(2K), k = 1, . . . , K.
Hence we conclude that the second term in (C.9) satisfies
K∑
k=1
P{ξˆk,N ≥ ε′/(2Kδ′0)} ≤ Kδ′0η′/(2K) = δ′0η′/2. (C.12)
Next consider the first term in (C.9). Let Fk,N(t) and Fk(t) be the c.d.f. of wˆk,N
and wk. Then
P{wˆ2k,N ≥
ε′
2Kδ′
} = 2
{
1− Fk,N
(√
ε′
2Kδ′
)}
≤ 2
{
1− Fk
(√
ε′
2Kδ′
)}
+ 2
∣∣∣∣∣Fk
(√
ε′
2Kδ′
)
− Fk,N
(√
ε′
2Kδ′
)∣∣∣∣∣ .(C.13)
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Denote x′ = ε′/(2Kδ′ζk). Since Fk is the c.d.f. of N(0, ζk), we have
1− Fk{
√
ε′/(2Kδ′0)} = (
√
2pi)−1
∫ ∞
x′
exp(−x2/2)dx
≤ (
√
2pi)−1
∫ ∞
x′
exp(−x/2)dx = 2√
2pi
exp(−x′/2),
where the inequality holds whenever x′ ≥ 1. For any given positive constants
a1 and a2, a2x exp(−x/a1)→ 0 as x→∞. In other words, for a sufficiently large
x, we have exp(−x/a1) ≤ (a2x)−1. Hence there exists a sufficiently small δ′1 such
that
1− Fk{
√
ε′/(2Kδ′0)} ≤ δ′1η/(8K). (C.14)
Since δ′0 < δ′1, we also have 1 − Fk{
√
ε′/(2Kδ′0)} ≤ δ′0η/(8K). Since wˆk,N ⇒ wk,
we have |Fk,N(t)−Fk(t)| → 0. Hence we can choose N2 such that when N ≥ N2,∣∣∣∣∣Fk
(√
ε′
2Kδ′0
)
− Fk,N
(√
ε′
2Kδ′0
)∣∣∣∣∣ < δ′0η′/(8K). (C.15)
Combine equation (C.13), (C.14) and (C.15). We have
K∑
k=1
P
{
wˆ2k ≥
ε′
2Kδ′0
}
≤ δ′0η′/2. (C.16)
Let N0 = max(N1, N2). When N ≥ N0, equation (C.9), (C.12) and (C.16) imply
that (C.8) holds. Therefore, fˆN(λ′) form a tight sequence.
Apply the same techniques as in the proof of Theorem 3 as Crainiceanu
(2003), we can similarly show the continuous Mapping Theorem type result
holds for supλ′≥0 fˆN(λ′) and hence supλ′≥0 fˆN(λ′) ⇒ supλ′≥0 LRT∞(λ′). There-
fore, we prove equation (C.6) and establish the weak convergence of the first
term in (C.1). Next we will consider the second term in (C.1) and show that
there exists i.i.d. N(0, 1) distributed ν1, . . . , ντ such that
2 log LˆYˆ (0)− 2 log Lˆ0,N ⇒
τ∑
i=1
ν2i , (C.17)
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where τ is the cardinality of the set Q in the null hypothesis (4.4). Note that
equation (C.17) naturally holds if τ = 0. We only need to discuss the case when
τ > 0.
Before we simplify the left hand side of equation (C.17), we introduce the
following definition. Partition β = (βT(1)|βT(2))T , where β(2) contains all β0q for
q ∈ Q. Similarly, partition X = (X(1)|X(2)) according to the partition of β. We
define Xˆ(i) = Σˆ−1/2X(i). For any full-rank matrix A, denote SA = A(ATA)−1AT .
In the special case when τ = p+ 1, X(2) = X and X(1) does not exist, and we let
SXˆ(1) be the zero matrix 0N×N .
Consider the term 2 log Lˆ0,N in equation (C.17). Note that all components in
β(2) are 0. This is a linear model Yˆ = Xˆ(1)β(1) + eˆ, and we have
2 log Lˆ0,N = −Yˆ T (IN − SXˆ1)Yˆ = −eˆT (IN − SXˆ1)eˆ, (C.18)
where the second equation holds because (IN − SXˆ1)Xˆ(1) = 0N×N . Similarly, we
have
2 log LˆYˆ (0) = −eˆT (IN − SXˆ)eˆ,
because (IN − SXˆ)Xˆ = (IN − SXˆ)(Xˆ(1)|Xˆ(2)) = 0N×N . Together with equation
(C.18), we have,
2 log LˆYˆ (0)− 2 log Lˆ0,N = eˆT (SXˆ − SXˆ(1))eˆ. (C.19)
Note that SXˆ −SXˆ(1) is a projection matrix. There exists a N × τ matrix such that
Wˆ0Wˆ
T
0 = SXˆ − SXˆ(1) and Wˆ T0 Wˆ0 = Iτ . Denote $ˆ = Wˆ T0 eˆ. Following the proof of
Lemma C.1.1, we can conclude that $ˆi’s are asymptotically i.i.d. N(0, 1) under
H0. Therefore, equation (C.17) holds.
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Together with equation (C.6), we have
LRTobs ⇒ supLRT∞(λ) +
τ∑
i=1
ν2i .
Use the same technique in Theorem 3 as Crainiceanu (2003), we can further
conclude that supLRT∞(λ) and
∑τ
i=1 ν
2
i are independent. Hence Proposition
4.1.1 holds. ¤
Before proving Lemma C.1.1, introduce a new notation˜as opposed to the
notation .ˆ This notation indicates that the quantities is defined based on the true
covariance Σ rather than the working covariance Σˆ. To be specific, we mimic
the definition of Yˆ , Xˆ, Zˆ in equation (4.7) and let Y˜ = Σ−1/2Y , X˜ = Σ−1/2X and
Z˜ = Σ−1/2Z. For any term Aˆ, that is defined based on Yˆ , Xˆ and Zˆ, we define A˜
by replacing Yˆ , Xˆ and Zˆ with Y˜ , X˜ and Z˜. For example, we already defined Wˆ
(see the line above equation (C.3)) such that it satisfies
WˆWˆ T = IN−p−1 − Xˆ(XˆT Xˆ)−1XˆT , and Wˆ T Wˆ = IN−p−1. (C.20)
Similarly, W˜ satisfies
W˜W˜ T = IN−p−1 − X˜(X˜T X˜)−1X˜T , and W˜ T W˜ = IN−p−1. (C.21)
In Proposition 4.1.1, we already defined the eigenvalues ζ˜k’s and ξ˜k’s. Note
that their definitions do not contradict with the use of the notation˜here. For
example, ξ˜k is the eigenvalue of N−%ZTΣ−1Z = N−%Z˜T Z˜, while we know ξˆk is
that of N−%ZT Σˆ−1Z = N−%ZˆT Zˆ.
LEMMA C.1.1. Let ξˆk,N be the kth eigenvalue of N−%ZˆT Zˆ and ζˆk,N be the kth eigen-
value of N−%{ZˆT Zˆ− ZˆT Xˆ(XˆT Xˆ)−1XˆT Zˆ}. Let wˆN be defined as under equation (C.5)
and w = (w1, . . . , wK)T be defined as in Proposition 4.1.1. Assume condition (C2) and
(C3) in Proposition 4.1.1. Then for k = 1, . . . , K,
ξˆk,N → ξk in probability, ζˆk,N → ζk, in probability. (C.22)
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Further assume condition (C1). Then
wˆN ⇒ w. (C.23)
Proof of Lemma C.1.1: Let ξ˜k,N and ζ˜k,N be defined as similar to ξˆk,N , ζˆk,N .
Condition (C3) implies that ξ˜k,N → ξk and ζ˜k,N → ζk in probability for k =
1, . . . , K. To prove (C.22), we need to show that ξˆk−ξ˜k = op(1) and ζˆk−ζ˜k = op(1).
By Theorem 8.1-6 in Golub and Van Loan (1996), it suffices to show that
||N−%ZˆT Zˆ −N−%Z˜T Z˜|| = op(1). (C.24)
||N−%ZˆT WˆWˆ T Zˆ −N−%Z˜T W˜W˜ T Z˜|| = op(1), (C.25)
where ||A|| =
√∑
i
∑
j a
2
ij .
Note that N−%ZˆT Zˆ = N−%ZT Σˆ−1Z and N−%Z˜T Z˜ = N−%ZTΣ−1Z. Since
||N−%ZTZ|| = O(1), condition (C2) implies that equation (C.24) holds. Similarly,
we can conclude that
||N−%′XˆT Xˆ −N−%′X˜T X˜|| = op(1). (C.26)
By Ho¨lder’s inequality, we have ||N−%/2−%′/2XˆT Zˆ − N−%/2−%′/2X˜T Z˜|| = op(1).
Note that
N−%ZˆT WˆWˆ T Zˆ = N−%ZˆT Zˆ − (N− %+%
′
2 ZˆT Xˆ)(N−%
′
XˆT Xˆ)−1(N−
%+%′
2 XˆT Zˆ),(C.27)
and Z˜T W˜W˜ T Z˜ has the same structure except that we replaceˆin equation (C.27)
by .˜ Therefore, equation (C.25) is true and thus equation (C.22) is proved.
We now prove equation (C.23). Let w˜N be defined similarly as wˆN under
(C.5). Since W˜ satisfies (C.21),
W˜ T X˜ = W˜ T W˜W˜ T X˜ = W˜ T{IN−p−1 − X˜(X˜T X˜)−1X˜T}X˜ = W˜ T0(N−p−1)×(p+1).
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Under H0, W˜ T Y˜ = W˜ T (X˜β + e˜) = W˜ T e˜ and hence
w˜N = N
−%/2U˜T
Z˜W˜
Z˜T W˜W˜ T Y˜ = N−%/2U˜T
Z˜W˜
Z˜T W˜W˜ T e˜. (C.28)
Note that e˜ = Σ−1/2e ∼ N(0N×1, IN), and
var(w˜N) = N
−%U˜T
Z˜W˜
Z˜T W˜W˜ T W˜W˜ T Z˜U˜Z˜W˜ = U˜
T
Z˜W˜
(N−%Z˜T W˜W˜ T Z˜)U˜Z˜W˜ ,
where the second equation uses the fact that W˜ T W˜ = IN . Recall that the kth
column of U˜Z˜W˜ is the kth eigenvector of N
−%Z˜T W˜W˜ T Z˜ associated with ζ˜k,N .
Hence var(w˜N) is a diagonal matrix whose (k, k)th element is ζ˜k,N . By condition
(C3), ζ˜k,N → ζk in probability and thus w˜N ⇒ w. Therefore, it suffices to show
that ||wˆN − w˜N || = op(1).
Recall that wˆ − w˜ = N−%/2UˆT
ZˆWˆ
ZˆT WˆWˆ T eˆ − N−%/2U˜T
Z˜W˜
Z˜T W˜W˜ T e˜. Hence we
can first show that
||N−%/2ZˆT WˆWˆ T eˆ−N−%/2Z˜T W˜W˜ T e˜|| = op(1). (C.29)
Note that
ZˆT WˆWˆ T eˆ = ZT Σˆ−1e− (N− %
′
2 ZT Σˆ−1X)(N−%
′
XT Σˆ−1X)−1N−
%′
2 XT Σˆ−1e,
Z˜T W˜W˜ T e˜ = ZTΣ−1e− (N− %
′
2 ZTΣ−1X)(N−%
′
XTΣ−1X)−1N−
%′
2 XTΣ−1e.
In equation (C.26) and the line below, we have shown that
||N−%′XˆT Xˆ −N−%′X˜T X˜|| = op(1), ||N−
%+%′
2 XˆT Zˆ −N− %+%
′
2 X˜T Z˜|| = op(1).
Condition (C2) implies that
||N−%/2ZT Σˆ−1e−N−%/2ZTΣ−1e|| = op(1) (C.30)
||N−%′/2XT Σˆ−1e−N−%′/2XTΣ−1e|| = op(1). (C.31)
Hence equation (C.29) holds.
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Recall that UˆZˆWˆ and U˜Z˜W˜ contain all eigenvectors of N
−%ZˆT WˆWˆ Zˆ and
N−%Z˜T W˜W˜ Z˜ respectively. By equation (C.25) and Theorem 8.3-6 of Golub and
Van Loan (1996), ||UˆZˆWˆ − U˜Z˜W˜ || = op(1). Since U˜Z˜W˜ is an orthogonal matrix, we
have
||N−%/2Z˜T W˜W˜ T e˜|| = ||N−%/2U˜T
Z˜W˜
Z˜T W˜W˜ T e˜|| = ||w|| = O(1). (C.32)
Together with Equation (C.30), ||N−%/2ZˆT WˆWˆ T eˆ|| = Op(1). Hence
||wˆ − w˜|| = ||N−%/2UˆT
ZˆWˆ
ZˆT WˆWˆ T eˆ−N−%/2U˜T
Z˜W˜
Z˜T W˜W˜ T e˜||
≤ ||UˆT
ZˆWˆ
− U˜T
Z˜W˜
||||N−%/2ZˆT WˆWˆ T eˆ||
+||U˜T
Z˜W˜
||||N−%/2(ZˆT WˆWˆ T eˆ− Z˜T W˜W˜ T e˜)||
= op(1).
Therefore, equation (C.23) is true and thus Lemma C.1.1 holds. ¤
Proof of Proposition 4.2.1 on page 38: Under the dense design, Xi and Zi
are identical respectively, and Σ = In ⊗ Σ0, where the (j, j′)th element of Σ0
is Γ(tj, tj′) + σ2² I(tj = tj′). It suffices to prove condition (C2’) holds, i.e.
aT Σˆ−10 a− aTΣ−10 a = op(1) (C.33)
aT Σˆ−10 Σ
1/2
0 ²0 − aTΣ−10 Σ1/20 ²0 = op(1), (C.34)
where a is any m × 1 non random vector whose L2 norm satisfies ||a|| = 1,
²0 = Σ
−1/2
0 e0 and e0 = n−1/2
∑n
i=1 ei.
Consider equation (C.33). Let Gˆ be the m ×M matrix that contain the first
M eigenvectors of Σˆ0. Note that Σˆ0 = σˆ2² (Im + GˆΛˆGˆT ). By Woodbury matrix
identity (Woodbury, 1950),
aT Σˆ0a = σˆ
−2
² a
Ta− σˆ−2² aT Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTa, (C.35)
aTΣ0a = σ
−2
² a
Ta− σ−2² aTG(Λ−1 +GTG)−1GTa. (C.36)
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Since aTa = O(1) and σˆ2² −σ2² = op(1), we have (σˆ−2² −σ−2² )aTa = op(1). To prove
equation (C.33), it remains to show that for ||a|| = 1,
aT Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTa− aTG(Λ−1 +GTG)−1GTa = op(1). (C.37)
Note that the (i, k)th element of Gˆ and G are θˆk(ti)/
√
m and θk(ti)/
√
m respec-
tively. By Ho¨lder’s inequality and condition (C6), we have
||aT (Gˆ−G)|| ≤ ||a|| · ||Gˆ−G|| = Op(n−α). (C.38)
Moreover, Λˆ and Λ are both diagonal matrices with Λˆii = mσˆ2k/σˆ
2
² and Λii =
mσ2k/σ
2
² respectively. Since GˆT Gˆ = GTG = IM ,
||(Λˆ−1 + GˆT Gˆ)−1 − (Λ−1 +GTG)−1|| = op(m−1).
Together with equation (C.38), we conclude that (C.37) as well as (C.33) holds.
Now consider equation (C.34). Since GTG = IM , it suffices to show that
equation (C.34) holds when a is any column of G or when a is orthogonal to G.
First consider the case when a = Gi, i.e. the ith column G. By Woodbury matrix
identity again,
aT Σˆ−10 Σ
1/2
0 ²0 = σˆ
−2
² a
TΣ
1/2
0 ²0 − σˆ−2² aT Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTΣ1/20 ²0. (C.39)
Let GˆcGˆTc = Im − GˆGˆT . Then
GTi Σˆ
−1
0 Σ
1/2
0 ²0 = σˆ
−2
² G
T
i Σ
1/2
0 ²0 − σˆ−2² GTi Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTΣ1/20 ²0
= σˆ−2² G
T
i GˆGˆ
TΣ
1/2
0 ²0 − σˆ−2² GTi Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTΣ1/20 ²0
+σˆ−2² G
T
i GˆcGˆ
T
c Σ
1/2
0 ²0
= σˆ−2² G
T
i (
M∑
j=1
Λˆ−1jj
1 + Λˆ−1jj
GˆjGˆ
T
j )Σ
1/2
0 ²0 + σˆ
−2
² G
T
i GˆcGˆ
T
c Σ
1/2
0 ²0.
Recall that Σ0 = σ2² (I + GΛGT ) and Λ is a diagonal matrix with Λkk = mσ2k/σ
2
² .
Hence the first M eigenvalues of Σ1/20 is of order
√
m and Λˆjj is of order m−1. By
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condition (C6), ||GTi GˆcGˆTc || = ||(Gˆi−Gi)T GˆcGˆTc || ≤ ||Gˆi−Gi|| = Op(n−α). Hence
GTi Σˆ
−1
0 Σ
1/2
0 ²0 = op(m
−1/2) +Op(n−α
√
m) = op(1). (C.40)
Note that GTi Σ
−1/2
0 ²0 = O(m
−1/2)GTi ²0 = op(1), equation (C.34) holds when a =
Gi for i = 1, . . . ,M .
Next consider the case when a is orthogonal to G. Since GTa = 0M×1, we
have aTΣ1/20 = aT and ||aT Gˆ|| = ||aT (Gˆ − G)|| = Op(n−α). Since equation (C.39)
still holds if we replace all estimators with the true parameters, we have,
aT Σˆ−10 Σ
1/2
0 ²0 − aTΣ−10 Σ1/20 ²0
= σˆ−2² a
TΣ
1/2
0 ²0 − σˆ−2² aT Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTΣ1/20 ²0
−σ−2² aTΣ1/20 ²0 + σ−2² aTG(Λ−1 +GTG)−1GTΣ1/20 ²0
= (σˆ−2² − σ−2² )aTΣ1/20 ²0 − σˆ−2² aT Gˆ(Λˆ−1 + GˆT Gˆ)−1GˆTΣ1/20 ²0 + 0
= (σˆ−2² − σ−2² )aT ²0 −Op(n−α)||GˆTΣ1/20 ²0||
= Op(n
−α√m) = op(1).
Therefore, condition (C2’) holds. Following the proof of Lemma C.1.1, we can
similarly conclude that ξˆk,N → ξk in probability, ζˆk,N → ζk in probability and
wˆN ⇒ w. Hence, the asymptotic null distribution of the pseudo LRT statistic is
the same as that in Proposition 4.1.1. Proposition 4.2.1 is true. ¤
Proof of Proposition 4.2.2 on page 41: Under the sparse design, Σ is a block
diagonal matrix, whose ith block is the mi ×mi dimensional matrix Σi and can
be written as Σi = σ2² (Imi + GiΛiGi)
T , where the (j, k)th element of Gi is θj(tik)
and Λi is a diagonal matrix whose (k, k)th component is σ2k/σ
2
² . Note that Gi and
Λi are defined differently from those in the proof of Porposition 4.2.1. Similarly,
we can define Σˆi = σˆ2² (Imi + GˆiΛˆiGˆi)
T . Partition a and e in condition (C2) into n
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vectors, with ai and ei of length mi. We want to prove condition (C2),
n∑
i=1
aTi Σˆ
−1
i ai −
n∑
i=1
aTi Σ
−1
i ai = op(1), (C.41)
n∑
i=1
aTi Σˆ
−1
i ei −
n∑
i=1
aTi Σ
−1
i ei = op(1). (C.42)
First consider equation (C.41). Let ρ(A) be the spectral radius of any matrix
A. By Corollary 6.1.5 of Horn and Johnson (1985),
ρ(A) ≤ min{sup
i
∑
j
|Aij|, sup
j
∑
i
|Aij|}.
Since ||a|| = 1, aTAa ≤ ρ(A) for any symmetric matrix A. Using condition (C6’)
and the fact that mi is bounded, we conclude that
|aT (Σˆ−1 − Σ−1)a| ≤ ρ(Σˆ−1 − Σ−1) = ρ{Σˆ−1(Σ− Σˆ)Σ−1} = Op(n−α) = op(1).
Hence equation (C.41) holds. Next consider equation (C.42). By Woodbury ma-
trix identity again,
n∑
i=1
aTi Σˆ
−1
i ei = σˆ
2
²
n∑
i=1
aTi ei − σˆ2²
n∑
i=1
aTi Gˆi(Λˆ
−1
i + Gˆ
T
i Gˆi)
−1GˆTi ei.
n∑
i=1
aTi Σ
−1
i ei = σ
2
²
n∑
i=1
aTi ei − σ2²
n∑
i=1
aTi Gi(Λ
−1
i +G
T
i Gi)
−1GTi ei.
Since ||a|| = 1, ∑ni=1 aTi ei = Op(1). Moreover, σˆ2² → σ2² in probability. Therefore,
(σˆ2² − σ2² )
∑n
i=1 a
T
i ei = op(1). It remains to show that
n∑
i=1
aTi {Gˆi(Λˆ−1i + GˆTi Gˆi)−1GˆTi −Gi(Λ−1i +GTi Gi)−1GTi }ei = op(1).
By equation (4.12), ei = Giγi + ²i =
∑M
j=1Gijγij + ²i, where Gij is the jth column
of Gi and γi = (γi1, . . . , γiM)T contains all principal scores for subject i. It suffices
to show that for j = 1, . . . ,M ,
n∑
i=1
aTi {Gˆi(Λˆ−1i + GˆTi Gˆi)−1GˆTi −Gi(Λ−1i +GTi Gi)−1GTi }Gijγij = op(1), (C.43)
n∑
i=1
aTi {Gˆi(Λˆ−1i + GˆTi Gˆi)−1GˆTi −Gi(Λ−1i +GTi Gi)−1GTi }²i = op(1). (C.44)
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The proof of (C.43) and (C.44) are similar. We will only demonstrate how to
prove equation (C.44) here. Since all eigenvalues and eigenfunctions are con-
sistently estimated, we only need to prove that the dominant terms on the left
hand side of equation (C.44) are all op(1), i.e.
n∑
i=1
aTi (Gˆi −Gi)(Λ−1i +GTi Gi)−1GTi ²i = op(1) (C.45)
n∑
i=1
aTi Gi(Λ
−1
i +G
T
i Gi)
−1(Gˆi −Gi)T ²i = op(1) (C.46)
n∑
i=1
aTi Gi{(Λˆ−1i + GˆTi Gˆi)−1 − (Λ−1i +GTi Gi)−1}GTi ²i = op(1). (C.47)
The key idea is to use the fact that the observation time points are chosen from
(t1, . . . , tm). If til = ti′l′ = tj , then Gˆik,l = Gˆi′k,l′ = θˆk(tj), where Gˆik,l and Gˆi′k,l′ are
the lth and l′th elements of Gˆik and Gˆi′k. Hence we can rearrange the summation
over i into summation over j to complete the proof.
First consider equation (C.45). Let ²′i = (Λ
−1
i +G
T
i Gi)
−1GTi ²i. Then
n∑
i=1
aTi (Gˆi −Gi)(Λ−1i +GTi Gi)−1GTi ²i
=
n∑
i=1
mi∑
l=1
M∑
k=1
ail(Gˆik,l −Gik,l)²′ik
=
M∑
k=1
m∑
j=1
n∑
i=1
mi∑
l=1
ail²
′
ik(Gˆik,l −Gik,l)Itil=tj
=
M∑
k=1
m∑
j=1
{θˆk(tj)− θk(tj)}
n∑
i=1
mi∑
l=1
ail²
′
ikItil=tj . (C.48)
Define Sj =
∑n
i=1
∑mi
l=1 ail²
′
ikItil=tj . Since M is finite, it suffices to show that
E[
m∑
j=1
{θˆk(tj)− θk(tj)}Sj]2 = o(1). (C.49)
By condition (C6’), supt∈[0,1] |θˆk(t)− θk(t)| = O(n−α). Hence
E[
m∑
j=1
{θˆk(tj)− θk(tj)}Sj]2 ≤ n−2αE(
m∑
j=1
|Sj|)2 ≤ n−2αm
m∑
j=1
E(S2j ). (C.50)
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Since the observation time points are sampled uniformly without replacement,
we have, til 6= til′ if l 6= l′ and E(Itil=tj) = m−1. Moreover, ²′ik’s are independent
across i and they are independent of tik’s. Hence
E(S2j ) = E{
n∑
i=1
mi∑
l=1
a2il(²
′
ik)
2Itil=tj} = m−1E{
n∑
i=1
mi∑
l=1
a2il(²
′
ik)
2} = O(m−1). (C.51)
Note that equation (C.51) holds for all j. Together with equation (C.50) and
condition (C6’),
E[
m∑
j=1
{θˆk(tj)− θk(tj)}Sj]2 = O(n−2αm) = o(1),
and equation (C.45) is proved.
Now we want to prove equation (C.47). Direct calculations show that
n∑
i=1
aTi Gi{(Λˆ−1i + GˆTi Gˆi)−1 − (Λ−1i +GTi Gi)−1}GTi ²i
=
n∑
i=1
aTi Gi(Λˆ
−1
i + Gˆ
T
i Gˆi)
−1(Λ−1i +G
T
i Gi − Λˆ−1i − GˆTi Gˆi)(Λ−1i +GTi Gi)−1GTi ²i.
Note that its dominant term is
n∑
i=1
aTi Gi(Λ
−1
i +G
T
i Gi)
−1(Λˆ−1i + Gˆ
T
i Gˆi − Λ−1i −GTi Gi)(Λ−1i +GTi Gi)−1GTi ²i
=
n∑
i=1
a′i(Λˆ
−1
i + Gˆ
T
i Gˆi − Λ−1i −GTi Gi)²′i (C.52)
Applying the same techniques as above, we conclude that
n∑
i=1
a′i(Gˆi −Gi)TGi²′i = op(1),
n∑
i=1
a′iG
T
i (Gˆi −Gi)²′i = op(1).
Therefore,
∑n
i=1 a
′
i(Gˆ
T
i Gˆi − GTi Gi)²′i = op(1). Moreover, Λˆi and Λi remain the
same for all i. They are both M ×M diagonal matrices whose (i, i)th diagonal
elements are σˆ2k/σˆ
2
² and σ2k/σ
2
² respectively. Therefore,
n∑
i=1
a′i(Λˆ
−1
i − Λ−1i )²′i = op(1).
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Hence the term in (C.52) is op(1) and equation (C.47) is true. Together with
(C.45)–(C.47), we conclude that equation (C.44) holds. Therefore we conclude
that condition (C2’) holds and Proposition 4.2.2 is true. ¤
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