ABSTRACT The need for the automated facial expression analysis arises in various clinical settings involving mental and physical health assessment of older adults. However, the effect of age (young versus old) and ability (healthy versus physical or cognitive impairment) on the performance of available methods has not yet been investigated. In this paper, we demonstrate a bias affecting the performance of common facial landmark detection and expression recognition algorithms on the faces of older adults with dementia. We also investigate the ways of mitigating this bias via the addition of representative training examples. Results show that landmark placement is less accurate when tested on the faces of individuals with dementia as compared to older adults who are cognitively healthy. Retraining or fine-tuning the methods with images of older adults' faces improves the performance significantly, but the gap between older adults with versus without dementia persists. As the interest in using facial analysis methods in clinical applications grows, results of this study: 1) highlight the limitations of the existing models when applied to clinical populations and 2) shed light on methods of addressing these limitations as well as the need to develop algorithms designed to be fair with respect to variables such as age and ability.
I. INTRODUCTION
A prerequisite for analysis of faces from videos and images is the localization of key reference points describing facial features (also known as facial landmarks). Example applications of facial landmark detection include expression recognition, clinical assessment of depression, detection of pain in non-communicative individuals, monitoring progression of motor neuron disease, human computer interaction, and
The associate editor coordinating the review of this manuscript and approving it for publication was Qingxue Zhang. alternative interfaces for differently abled persons, among other applications. Recent resurgence of deep learning has resulted in a number of new data-driven landmark detection algorithms [1] - [5] . Every year, the proceedings of leading conferences include new deep learning based facial landmark detection methods with reports of ever improving performance (e.g. [2] - [4] ). However, the response of these algorithms to variables such as age, gender, ethnicity, ability, and health conditions affecting facial expression is often not part of the analysis in these papers. This is partly because traditional face datasets often consist of young and healthy adults.
More importantly, the current work does not focus on developing algorithms that are explicitly designed to be fair with respect to these variables.
Gender and ethnic origin have previously been shown to affect the performance of facial analysis algorithms [6] . Typically, face recognition methods perform better for males and for persons with lighter skin tones [6] . The difference in performance (e.g. measured as the positive predictive value), between a light-skinned male and a dark-skinned female is shown to be in the range of 30-35 percentage points.
The need for automated facial expression analysis arises in various clinical settings involving health assessment of older adults. The effect of age and physical or cognitive health on facial landmark detection and expression recognition algorithms has not been investigated.
In this paper, we demonstrate the existence of algorithmic bias in state-of-the-art facial landmark and expression recognition methods, which affects the performance of these algorithms for older adults with cognitive impairment. We present a comparison of five methods with pre-trained landmark detection models, and show that the performance drops for people with dementia as compared to older adults who are cognitively healthy. We also examined two facial action unit detection algorithms with pre-trained models, and the performance was poor for both groups in our test cohort.
One option to remedy observed biases could be to start training new models specific to older adults using training data only from clinical populations. However, collecting large datasets from this segment is expensive and time consuming, and this approach would not be fully utilizing the datasets already available. To address this, we re-trained / fine-tuned two landmark placement models by augmenting examples of older adult faces from people who were cognitively intact. Performance improved significantly, but the gap between older adults with vs. without dementia persisted. Finally, we retrained / fine-tuned the models with various faces from the dementia group. Using one of the algorithms, performance improved by including more examples from people with dementia in the training data. Figure 1 presents the experimental flowchart summarizing these experiments and their results. The next section (Section II) presents the details of our method, followed by detailed results (Section III), discussion (Section IV), and conclusions (Section V).
II. METHOD A. PARTICIPANTS AND DATASET
Data from 86 older adult individuals with and without dementia are analyzed in this study. This is a subset of a full dataset of 102 participants [7] , chosen based on the availability of high quality front view images. Slightly under half of the participants (42) had dementia and the remainder (44) were cognitively intact older adults who were living independently in the community. Table 1 summarizes the demographic information of the participants. Details of the protocol pertaining to this study are summarized here. Participants with dementia were recruited from long-term care facilities and were identified by facility health care staff. The recruitment criteria for the cognitively healthy community cohort was being age 65+, living independently in the community, and attending a physiotherapy clinic. The study was approved by the institutional review board at 3 institutions (University of Regina, Toronto Rehabilitation InstituteUniversity Health Network, and University of Toronto) and all participants -or substitute decision makers in cases of severe dementia -provided informed written consent.
Each participant was video recorded during a baseline state, and also as they underwent a standardized protocol of movements designed to identify painful areas [9] . The entire dataset was manually annotated by trained psychologists for the level of pain expressed at each image frame. Two clinically valid methods to score pain were used: one is a finegrained observational approach based on the Facial Action Coding System (FACS) [10] , and the other is an easy-touse observational approach -the Pain Assessment Checklist for Limited Ability to Communicate-II (PACSLAC-II) [11] . Both methods are clinically validated for scoring pain in individuals with severe dementia who might have difficulties with verbal communication [7] .
The dataset used in this paper contains 688 frontal images from the 86 older adults. Eight images from each person were selected, such that in all images the face of the person was fully visible from a front view. One image from each person was selected at random from the baseline video.
Images from the painful protocol of each person were clustered into 7 groups, based on the level of pain expressed, and one frontal view image from each group was chosen at random (conditioned only on image quality). This ensured that for each person, different expressions corresponding to various degrees of pain appeared in the dataset. When needed, images were manually rotated to place the face in an upright position.
In each of the 688 images, the locations of 68 standard facial landmarks (on the eyes, eyebrows, nose, mouth, and along the jawline) were manually marked by a coder blinded to the dementia status. To measure inter-rater reliability, a random subset of these images (61 images: 36 dementia, 26 healthy) was also annotated by a second coder, blinded to the dementia status as well as the first coder's annotations.
B. FACIAL LANDMARK DETECTION
We compared the accuracy of different pre-trained landmark detection models in faces of older adults with vs. without dementia. The hypothesis behind this experiment is that the performance of pre-trained models is worse (i.e. less accurate and more failures) when tested on faces of older adults with dementia, as compared to faces of older adults who are cognitively intact.
We used five different landmark detection algorithms with available code and pre-trained models. These include: active appearance models (AAM) [12] , as implemented in the Menpo project [13] , the face alignment network (FAN) [2] (a deep convolutional neural network constructed by stacking four hourglass networks [3] , [14] ), face alignment by coarseto-fine shape searching (CFSS) [15] , mnemonic descent method (MDM) [1] , and OpenFace [16] (another facial alignment library using deep neural networks).
The FAN model is capable of producing 2D or 3D facial landmarks. Here, the 2D version is used. The 2D-FAN model has obtained state-of-the-art results when tested on a number of benchmarks [2] . The other four methods cover a variety of facial landmark detection algorithms, ranging from the classical AAM approach to newer deep learning based models which previously reported state-of-the-art performance on standard benchmarks. The five models are trained on different training sets of various sizes ( Table 2 ). As such, the experiments cover a variety of approaches and training dataset. We tested pre-trained models of these five methods on the 688 images in our dataset. To ensure a fair comparison, for each image, the same face bounding box (as detected by the Dlib face detector [19] ) was provided to all five algorithms. Performance on the cognitively healthy older adult subset (44 × 8 = 352 images) vs. the dementia subset (42 × 8 = 336 images) was compared in terms of the normalized root-mean-square error (NRMSE) and the Normalized Mean Error (NME) [20] between the true (manually annotated) and estimated landmark locations. The nonparametric Wilcoxon rank-sum test was used to assess statistical significance. Both the NRMSE and NME are normalized by the face size, defined as the diagonal of the bounding box of the face, as used in the FAN paper [2] . This normalization factor is more robust with respect to out of plane rotations [21] as compared to the interocular distance used in some other work [22] .
The relationship between landmark placement errors and the age and gender of participants was also examined. For participants with dementia, the relationship between landmark placement errors and the Cognitive Performance Scale [8] was also investigated.
C. FACIAL ACTION UNIT DETECTION
We used two pre-trained models to detect facial action units on the same 688 images. The models were the OpenFace [16] and the Affdex SDK (Affectiva Inc., Boston, USA) [23] . For this comparison, 2 facial action units (AUs) were manually annotated on all 688 images and compared with the pre-trained models across the two groups of healthy and dementia faces. These were the AU4 (brow lowerer) and AU43 (eyes closed). The choice of action units was based on the FACS-based observational approach to assess pain [10] . The two action units selected are among the 6 used in estimating observed pain via FACS coding. Our dataset contains 8 images per person at various levels of observed pain. As such, we expected to have a large variation in action units used to calculate a pain score.
D. RETRAINING AND FINE-TUNING
To investigate how the augmentation of training data with older faces influences the performance, the AAM and FAN models were retrained / fine-tuned with the images of independent older adults.
While several effective transfer learning techniques are available for AMM models [24] , [25] , such methods are typically used when only a handful of training images from the target domain are available, e.g. as low as 5 target training images [24] , [26] . In our case, with the availability of a few hundred training images, it was possible to fully retrain the AAM model from scratch. By contrast, deep learning models require a very large training corpus and, as such, fine-tuning the pre-trained FAN model was the only viable transfer learning option.
The AAM model was retrained using a combination of the older face images and the 300-W dataset.
To fine-tune the FAN model, the pre-trained weights of the first three hourglass structures were frozen and the remaining weights were fine-tuned using the images of independent older adults. When testing on the dementia subset, all 8 × 42 healthy images were added to the training set for both AAM and FAN. When testing on the healthy participants, 5-fold cross validation was used, with an additional constraint that all 8 images from each participant belonged to either the training or the testing set at each fold. The nonparametric Wilcoxon signed rank test was used to compare the difference between the pre-trained and the fine-tuned models. The Wilcoxon rank-sum test was used to compare the difference between the dementia and independent groups.
Next, we repeated the same retraining / fine-tuning process, but images from a subset of the individuals with dementia (D = 1, 3, 5, 10, 15, 20) were also added to the training set. That is, the AAM and FAN models were retrained / fine-tuned with all the images of independent older adults (8 × 42 = 352), as well as with 8 × D images of people with dementia. To ensure a fair and consistent comparison, all test results in this experiment are reported on the same remaining 22 participants with dementia. In doing so, the random subsets of D individuals with dementia were always drawn from the same 20 (= 42 − 20) people. For each value of D, 10 random subsets were drawn, resulting in 10 models, and the average and standard deviation of landmark placement errors were calculated on the remaining 22 × 8 images.
III. RESULTS

A. INTER-RATER RELIABILITY
The NRMSE and NME between the two annotators were 2.8% ± 0.6% and 2.2% ± 0.5% respectively. Both the NRMSE and NME were below 5% in all 61 images annotated by the two coders.
B. FACIAL LANDMARK DETECTION
No significant relationship was found between landmark placement errors (NRMSE or NME, using any of the five pre-trained models) and either age or gender of the participants. Similarly, within the dementia subgroup, the Cognitive Performance Scale [8] was not significantly correlated with landmark placement errors.
The relationship between landmark placement errors and dementia was significant using every one of the five pretrained models. Table 3 compares the NRMSE (%) in the dementia images vs. the independent controls. Table 4 compares the NME (%) in the dementia images vs. the independent controls. The z-statistic and the p-value of the Wilcoxon rank-sum test are also presented. Table 5 and Table 6 show the percentage of images in which the NRMSE and NME were below 5% in each of the dementia or independent subgroups. Table 7 presents the percentage of images in which NRMSE and NME were below 5%, when using the FAN model fine-tuned with images from independent older adults. For easy comparison, the corresponding pre-trained numbers from Table 5 and Table 6 are reproduced. Fine-tuning significantly improved both NRMSE and NME in both the dementia and the independent groups: using the Wilcoxon signed rank test, all p-values were smaller than 10 −5 . The difference between dementia and independent groups, however, remained statistically significant for both NRMSE (z = 7.7, p < 10 −5 * ) and NME (z = 7.3, p < 10 −5 * ), using the Wilcoxon rank-sum test. The AAM model retrained with the independent older adult images showed a similar pattern (i.e. both NRMSE and NME improved) but the statistically significant gap between independent and dementia groups persisted. For brevity, the table is not included. Figure 2 illustrates the percentage of images in which the NRMSE for the retrained (AAM) and fine-tuned (FAN) models were below 5% for various values of D; i.e. the number of individuals with dementia in the training set. Figure 3 illustrates a similar plot, but with a 4% threshold on the NRMSE. Table 8 presents the accuracy and the area under the receiver operating characteristic curve (AUC) in predicting action units AU4 and AU43 on all 688 images, using OpenFace and Affdex SDK. No significant difference was found between the performances of either model on the dementia vs. the independent subgroups. The confusion matrices in predicting AU4 and AU43 are shown in Figure 4 . 
C. RETRAINING AND FINE-TUNING
D. FACIAL ACTION UNITS
IV. DISCUSSION
When evaluating pre-trained landmark detection models on faces of older adults with and without dementia, large differences in performance were observed between the two subgroups. For example, using the pre-trained FAN model, the percentage of test images with NRMSE < 5% was 84.9% in the cognitively healthy group, as compared to 72.0% in the dementia group (Table 5) .
When comparing NME distributions, all five landmark detection models examined performed better on independent older adults as compared to older adults with dementia and the differences were statistically significant (Table 4) . Similarly, when comparing NRMSE distributions, all five landmark detection models examined performed better on independent older adults as compared to older adults with dementia and all but one of the differences were statistically significant ( Table 3) .
As interest in using facial analysis methods in clinical applications grows -e.g. to assess pain in dementia [27] or monitor the progression of amyotrophic lateral sclerosis (ALS) [28] , [29] -this is an important finding that highlights the limitations of existing models when applied to clinical populations. VOLUME 7, 2019 We emphasize that even models trained on hundreds of thousands of examples (FAN and OpenFace) exhibit this bias, indicating that even large training datasets do not capture the variability of a clinical population. Algorithms and pre-trained models investigated here include those reporting current and past state-of-the-art performance on standard benchmarks. Results and analyses presented here are not meant to criticize these models as they represent the best tools available today. Rather, our point is to demonstrate that offthe-shelf models cannot be directly used in all clinical applications. The main challenge in obtaining good performance in clinical populations is having access to representative training data. It is not realistic to expect developers of these models (often computer science academics or technology companies) to include data from various clinical populations (dementia, stroke, ALS, etc.) in their training data. Patient data and identifiable health records (e.g. face images) are highly sensitive and access is often restricted. A more realistic solution might be to collect targeted represented training sets, e.g. dementia examples for applications related to pain detection in dementia, stroke examples for applications in orofacial rehabilitation, etc.
Once we are cognizant of the limitations of existing models, the next natural question is to investigate methods of resolving these limitations. In this work, we examined the effect of including older faces and faces of people with dementia in the training data.
The inclusion of older adults (Section III.C) significantly and substantially improved the performance of both the AAM and the FAN models. Table 7 , for instance, shows that the percentage of dementia test images with NRMSE < 5% moved from 72.0% in the pre-trained FAN model to 90.2% with the inclusion of 336 face images from 42 cognitively healthy older adults in the training data. Perhaps surprisingly, inspecting Figure 2 and Figure 2 , it appears that the performance of the fine-tuned FAN model does not improve with the additional inclusion of dementia images. The values shown in Figure 2 (red line) hover around 90% and do not show improvement with an increase in the number of people with dementia in the training data. By contrast, retrained AAM models display a visible upward trend with no apparent leveling off, even at D = 20.
To formally investigate these observations, a linear regression line was fitted to the AAM and FAN trends for both threshold values of 5% and 4%. Table 9 presents the adjusted R 2 value of the fitted line, as well as the F-statistic and Figure 2 and Figure 3 vs. a constant model. the p-value of comparing the regression line vs. a constant model; i.e. a horizontal line. As expected, the AAM trends at both thresholds are significantly different from a constant model, while the FAN trends are not.
We do not have an explanation as to why the FAN model does not improve with the addition of dementia images. This is particularly surprising because the model had a sizeable (∼20 percentage points) improvement when it was fine-tuned with independent older images. Nevertheless, the more important observation is that the AAM model demonstrates significant improvement with the additional dementia images, to the point of reaching FAN performance at D = 20 and NRMSE threshold of 5%, and far surpassing FAN at D ≥ 10 and NRMSE threshold of 4%. This implies the importance of having access to representative samples from the target population. While the AAM model is considerably simpler than the FAN model, this confirms the intuition that including representative data in the training set is more important than the choice of algorithm used.
When evaluating facial action unit detection, neither of the two pre-trained models tested performed well, and the difference between performances on independent vs. dementia subgroups was not significant. Comparing the accuracy (or AUC) values between the OpenFace and the Affdex DSK (Table 8) , it might appear at first that the Affdex SDK achieves reasonable performance with accuracy values larger than 70% in detecting both AU4 and AU43. Accuracy and AUC values, however, can over-represent the performance of a model when the test data are not balanced. In our case, AU4 and AU43 were not present in 75.9% and 78.3% of the test images respectively. Inspecting the confusion matrices reveals that both models performed poorly in detecting either of the two action units tested. Precision and recall values of the models are shown in Table 10 , confirming poor (< 50%) precision in all 4 cases (2 models, 2 action units), and poor recall in all but one case.
A limitation of this study is that the automatic detection of only two facial action units (AU4 and AU43) is examined. Future work could replicate this analysis on additional action units. This study focused on individuals with one type of cognitive impairment, namely dementia. Future work should also expand the analysis to include individuals with other forms of cognitive impairment (e.g. traumatic brain injury or autism), and also to include individuals with physical impairments (e.g. Parkinson's disease and hemiplegia).
V. CONCLUSIONS
Through the experiments conducted for this paper we have demonstrated the existence of algorithmic bias in state-of-the-art facial landmark and expression recognition methods, which affects the performance of these algorithms for older adults with cognitive impairment. As interest in using computer vision and facial analysis methods in clinical applications grows (e.g. [30] - [33] ), this study highlights the limitations of existing computer vision models when applied to clinical populations, and explores some of the requirements for addressing these limitations (e.g. number of representative training images required). Beyond facial analysis, the interest in using machine learning / deep learning techniques in various clinical applications is also growing rapidly (e.g. [34] -[36]). Our work highlights the need for developing algorithms that are explicitly designed to be agnostic and fair with respect to sensitive data attributes such as age and cognitive or physical ability. During her master's study, she spent two semesters as a Research Assistant with University Health Network, where she involved in several projects, such as transfer learning, facial expression recognition, and a vision-based pain detection system. As an Applied Research Scientist with Georgian Partners Inc., she is currently involved in transfer learning and domain adaptation projects. Her main research interests include computer vision and machine learning.
