Abstract. In this paper, a class of minimization problems, associated with the micromagnetics of thin films, is dealt with. Each minimization problem is distinguished by the thickness of the thin film, denoted by 0 < h < 1, and it is considered under spatial indefinite and degenerative setting of the material coefficients. On the basis of the fundamental studies of the governing energy functionals, the existence of minimizers, for every 0 < h < 1, and the 3D-2D asymptotic analysis for the observing minimization problems, as h 0, will be demonstrated in the main theorem of this paper.
Introduction. Let S ⊂ R
2 be a two-dimensional bounded domain with a smooth boundary, and let Ω ⊂ R 3 be a three-dimensional cylindrical domain, given by Ω := S × (0, 1). Also, let us set Ω (h) := S × (0, h), for any h > 0. Let α : Ω −→ [0, ∞) be a given continuous function, and let A 0 := α −1 (0) be the set of zero-points of α on Ω.
In this paper, we suppose that 0 < h < 1, and deal with the following minimization problem, denoted by (MP) 
subject to:
In (1), the functional E (h) org is supposed to be the free energy, per unit volume, in a ferromagnetic thin film (cf. Brown [9] ). In the context, the index 0 < h < 1 and Ω (h) denote the thickness and the distribution region of the magnetic thin film, respectively, and the unknown m = (m 1 (x), m 2 (x), m 3 (x)) (x = (x 1 , x 2 , x 3 ) ∈ Ω (h) ) is a vectorial function of three variables, which describes the magnetization in Ω (h) . The given continuous function α = α(x) (x ∈ Ω) is the so-called material coefficient, and here, it is supposed that this coefficient may degenerate somewhere on Ω. ϕ : R 3 −→ [0, ∞) is a given continuous and even function, which represents the magnetization anisotropy.
Equation (2) is a simplified version of the Maxwell equation, and hence its solution ζ mag : R 3 −→ R is supposed to be the potential of the magnetic field. Besides, the notation " 0 " denotes the zero-extension of functions. Equation (3) is the constraint for the magnetization strength, and m s is a given positive constant of the magnetization saturation.
Hereafter, for the sake of simplicity, let us set: and let us denote by T (h) the diffeomorphism, defined as:
Also, let us put
Then, by fundamental calculations with use of the area formula, it will be seen that the minimization problem (MP)
org , for any 0 < h < 1, has the following equivalent form, denoted by (MP) (h) .
3 ) ∈ L 2 (Ω; R 3 ) of three variables, which minimizes the following functional:
hal-00795498, version 1 -28 Feb 2013   ASYMPTOTIC ANALYSIS FOR MICROMAGNETICS OF THIN FILMS   3 subject to:
where the subscript " P " denotes the restriction of the situation onto the two-dimensional plane R 2 , e.g.:
and the distributional gradient
and Φ
(h)
α is a convex function on L 2 (Ω; R 3 ), defined as:
Additionally, for any 0 < h < 1, the equality:
holds between the minimizers m (h) and m
of the respective problems (MP) (h) and (MP)
org . In either case, the minimizers, as in (7) , are supposed to represent the most probable profile of the magnetization in the observing thin film. However, under the very thin situation of the thickness h, the problem (MP) (h) /(MP)
org is often reduced to some simpler one.
For the detailed description of this matter, let us first set:
Here, if we consider the nondegenerate case of the material coefficient α, namely the case that:
α of the energy E (h) satisfies the following coercivity condition:
and hence we can apply the theories, studied in [3, 6, 7, 8, 14, 17, 18, 19, 20] , to find a definite association between the limiting profile of (MP) (h) as h 0, and the following minimization problem, denoted by (MP)
• , for the magnetization on the two-dimensional domain S. • Find a vectorial function m
of two variables, which minimizes the following functional:
where Φ
• α is a convex function on L 2 (S; R 3 ), defined as:
Up to the present date, the proof of the above fact has been performed by relying on the compactness of the sublevel sets of E (h) , that has been derived from the coercivity condition (8) .
Now, the main theme of this study is to verify whether some analogous conclusion can be obtained even under degenerative situations of α, or not. So, as the first step of the research, we here impose the following two conditions for the material coefficient α:
Consequently, some positive conclusions for our theme will be shown in the main theorem, stated as follows. 
Main Theorem. (I) Let us assume the condition (a1
where
The content of this paper is as follows. In the next Section 2, the mathematical treatment of the coupled Maxwell equation (5) is described, with the references of foregoing works [18, 20] . In Sections 3-4, the key-properties of the energy functionals E (h) and Φ Notation. For any dimension n ∈ N, the n-dimensional Lebesgue measure is denoted by L n , and for any Borel set E ⊂ R n , the characteristic function on E is denoted by χ E .
For any abstract Banach space, the norm of X is denoted by | · | X . However, when X is an Euclidean space, the norm is simply denoted by | · |. Also, we denote by dist X (ξ, Y ) the distance between any point ξ ∈ X and any subset Y ⊂ X, that is defined as dist X (ξ, Y ) := inf η∈Y |ξ − η| X . Additionally, for any r > 0 and any
L(r; F ) := ξ ∈ X F (ξ) ≤ r . For any abstract Hilbert space H, the inner product of H is denoted by (·, ·) H . However, when H is an Euclidean space, the inner product between two vectors ξ, η ∈ H is simply denoted by ξ · η. Besides, for arbitrary k, ∈ N and arbitrary
k× , the scalar product between these two matrices is denoted by A : B, more precisely, A :
2. Mathematical treatment of the Maxwell equation. In this section, we focus on the coupled Maxwell equation (5), to recall its rigorous mathematical treatment, studied in [18, 20] .
Hereafter, let us fix any (three-dimensional) open ball B Ω , which contains the cylindrical domain Ω. Then, the phase space for the Maxwell equation (5) is settled as the following functional space, denoted by V :
As it is easily checked (cf. [5, Theorem 5.4.3] ), this functional space is a Hilbert space, endowed with the inner product:
where 0 < h < 1 is the same constant as in (5) . Additionally, the Hilbert space V is compactly embedded into the space L 2 (B Ω ). On the basis of the above notation, the solution of the Maxwell equation (5) is prescribed as follows. 
. Then, the solution of the equation (5) is defined as a function ζ ∈ V , which solves the following variational identity:
The above definition method was proposed by James-Kinderlehrer [20] , and in the cited paper, the authors also demonstrated the well-posedness for (5), summarized in the following proposition. 
Next, let us look toward the limiting observation for (5), as h 0. As a groundbreaking work for this theme, we can refer to [18, Proposition 4.1], stated as follows.
, which are respectively defined as:
Then,
and hence
Remark 1. For any 0 < h < 1, the functional E (h) mag , given in (14) , links to the part of the free energy E (h) , given in (4) , that is involved in the coupled Maxwell equation (5) . Moreover, in the light of Definition 2.1, we have:
under the same notations as in Proposition 2.
3. Key-properties of energy functionals. We start with the description of the discussion points, that are planning in Sections 3-4. In these sections, four theorems will be demonstrated with some corollaries. The first theorem is concerned with a Hilbert space, associated with the effective domains of convex parts of energy functionals. 
Then, X † α is a Hilbert space, endowed with the inner product:
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Hence, the functional Φ † α , defined as:
is proper l.s.c. and convex on L 2 (Ω; R 3 ).
Just as in the above theorem, we can prove the following corollary. 
Hence, the convex function Φ 
The discussion point of the second theorem is in the compactness of the embedding, relative to the Hilbert spaces X (h) α , 0 < h < 1, and X • α .
Theorem 3.2. (Compactness) Let us assume the condition (a1), as in introduction, and let us take any 2 < p ≤ ∞. Then, for any
As well as, if we assume that:
Here is a corollary that is derived from the second theorem. 
Corollary 2. (I) Let us assume the condition (a1), as in introduction

. (II) Let us assume the condition (a1), as in introduction, then for any 0 < h < 1
and any r > 0, the sublevel set: 
is compact in L 2 (S; R 3 ).
In the third theorem, we focus on the limiting observation of the sequence {Φ (h) α | 0 < h < 1} of convex functions, as h 0.
Theorem 3.3. (Mosco convergence as h 0) Let us assume the conditions (a1)-(a2), as in introduction. Then, the sequence {Φ
(h) α | 0 < h < 1} of
convex functions converges to (the infinity-extension of ) the convex function
, in the sense of Mosco (cf. [23] ), as h 0. More precisely:
Additionally, checking the above Mosco convergence from the theory of Γ-convergence (cf. [1, 11] ), we conclude the following corollary.
Corollary 3. (Γ-convergence as h 0) Under the same assumption as in Theorem 3.3, the sequence {E (h) | 0 < h < 1} of energy functionals converges to (the infinityextension of ) the functional E
• , on L 2 (Ω; R 3 ), in the sense of Γ-convergence, as h 0. 
, as h 0. Here, with helps from Proposition 2 and the constraint onto L 2 (Ω; S 2 ) as in (4), we can derive the conditions (γ1)-(γ2) from the conditions (m1)-(m2) of Mosco convergence, mentioned in Theorem 3.3.
The final fourth theorem is concerned with a sort of uniform compactness of sublevel sets, with respect to 0 < h < 1.
Theorem 3.4. (Uniform compactness) Let us assume the conditions (a1)-(a2). Then, for arbitrary 2 < p ≤ ∞ and arbitrary
and the above union is compact in L 2 (Ω; R 3 ). As well as, 
Proof of Lemma 4.1. In the proof of the assertion (I), the elements of the required sequence will be selected from a class of open sets ∆ ε,δ,τ , 0 < ε, δ, τ < 1, prescribed as follows.
where the functions ρ ε , 0 < ε < 1, are the usual mollifiers, the notation " * " denotes the convolution between functions, and On the other hand, the proof of the assertion (II) will be just a modified version of the above one, arranged for the two-dimensional situation.
Remark 4. As a consequence of Lemma 4.1, we infer that:
0, as → ∞, for any 0 < h < 1.
As well as, we may say that:
Remark 5. If we additionally assume the condition (a2) in Lemma 4.1, then the sequences {Ω (h) }, 0 < h < 1, can be taken independently of h. In fact, since the condition (a2) implies that:
it is easily checked that all of open sets, given as:
have Lipschitz boundaries, and the (h-independent) sequence {Ω † | = 1, 2, 3, · · · } fulfills (22) , for any 0 < h < 1.
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Proof of Theorem 3.1. We can easily check that the set X † α is a linear space. Also, by the definition formula (18),
It implies that the left hand side of (23) is always nonnegative, and it is equal to zero if and only if ξ = 0, L 3 -a.e. in Ω. After this, the bi-linearity, inherent in (18), guarantees that the pairing (·, ·) X † α defines a certain inner product in X † α . Now, all we have to do is to verify the completeness of the topology, provided by the inner product (·, ·) X † α
. To this end, we take any Cauchy sequence {ξ
α , namely for any ε > 0, we suppose the existence of the index number n ε ∈ N, such that:
Then, in the light of Remark 4,
So, by the completeness in the Hilbert spaces, listed the above, we find a function
From these convergences, it is deduced that:
α is a Hilbert space. Next, with regard to the functional Φ † α , its convexity is immediately seen from the quadratic form, as in (19) . Also, noting that
. Furthermore, the lower semi-continuity of Φ † α can be verified by checking the closedness of the sublevel sets:
we immediately have:
for some subsequence {η
So, by the weak lower semicontinuity of the convex function m ∈ X † α → |m|
, it is deduced that:
Hence, η ∈ L(r; Φ (h) α ). Proof of Theorem 3.2. We prove only the assertion for the space X • α ∩ L p (S; R 3 ) with 2 < p ≤ ∞, since the demonstration method for the other one is essentially the same.
Let us assume the condition (a1)
• , let us fix any 2 < q < p, and let us set r := limp p (p/(p − q)). Besides, let us take any sequence {ξ
for some constant R 0 , independent of i ∈ N. Then, noting that L 2 (S) = 1, and:
we find a sequence {n
and |ξ
The above convergence implies that:
So, applying the assumption (a1)
• and Vitali-Hahn-Saks's theorem [2, Theorem 1.30], we infer that:
Next, due to Lemma 4.1 and Remark 4, the subsequence {ξ
(i) * } turns out to be bounded in the space W 1,2 (S ; R 3 ), for any ∈ N. Hence, Sobolev's embedding theorem enables to construct a decreasing family of subsequences: {n
• the subsequence {ξ 
Then, by virtue of (24) 
therefore η * ∈ L 2 (S; R 3 ).
Subsequently, let us set a subsequence {ξ Then, taking into account of the assumption (a1)
• , and (26)- (28), we obtain that:
Thus, the subsequence {ξ (k) * * } is a convergent sequence in the topology of L 2 (S; R 3 ), and the limit η * must coincide with the weak limit ξ * as in (25).
Proof of Theorem 3.3. First, let us take into account of the assumptions (a1)-(a2), Theorem 3.1 and Remark 5, to check that:
, and hence
α ⊂ X † α , for any 0 < h < 1. Now, the proof is divided into two steps, which are concerned with the respective verifications of items (m1) and (m2).
(Step 1) verification of (m1). Let us take any sequence {µ (h) | 0 < h < 1} ⊂ L 2 (Ω; R 3 ) and any µ ∈ L 2 (Ω; R 3 ), such that:
Then, it is enough to consider only the finite case of lim inf h 0 Φ (h) α (µ (h) ), since the other case is obvious. In this case, we find a sequence {h i | i = 1, 2, 3, · · · } ⊂ (0, 1) and a constant R 1 , independent of the index i ∈ N, such that:
and lim
By virtue of (29)-(31) and Remark 4,
h 2 i → 0, as i → ∞,
for any ∈ N.
