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Abst rac t - -We establish a numerically feasible algorithm to find a simplicial approximation .,4
to a certain part 0/~14 of the boundary of the set H a C R 4 of stable (or Hururitz) polynomials of 
degree 4. Moreover, we have that .4 C ~n. Using this, we build an algorithm to find a piecewise- 
linear approximation to the intersection curve of a given surface contained in R 4 with 0/~rl 4. We have 
also devised an efficient computer program to perform all these operations. The main motivation is
to find the curve of nondegenerate bifurcation points in parameter space for a given 2-parametric 
Hopf bifurcation problem of dimension 4.
Keywords - -Hopf  bifurcation points, Stable polynomials. 
1. INTRODUCTION 
Let A(a) be a n x n real matrix depending on an m-dimensional parameter a. An interesting 
problem consists in finding the set of points a in parameter space, to be called the bifurcation 
set from now on, such that the characteristic polynomial P(),) of A(a) satisfies the following 
condition. 
CONDITION H. P(A) has a single pair of imaginary conjugate roots while the rest of  the roots 
have negative real part. 
Let us introduce some notat ion which we will need later. For any positive integer n, we will 
define the Hurwitz set H n as being the set of all real monic polynomials whose roots have all 
negative real part. 
We will identify a given real polynomial of degree n, say 
a(s) = ao + a ls  + . . .  + an_lS n-1 + s n, 
with the point a = (ao, a l , . . . ,  an - l )  of •n. 
Let Hn  be the closure and 0H n be the boundary of H n. It is easy to show [1] that we have 
the following disjoint decomposition: 
a~ '~ = o~'  u a~r~, 
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where 0 /~ is the set of all polynomials of/~n which have a factor (s 2 -{- A), A > 0, i.e., they have 
at least one couple of conjugate imaginary roots, but do not have the root 0 and 0 /~ is the set 
of all polynomials of/~n which do have the root 0. Observe that the set of all polynomials that 
satisfy Condition H is an open dense subset of 0/I~ namely, the interior of a/I~. 
The problem stated above is directly related to the question of finding those equilibrium points 
x0(c~) E R n that are nondegenerate Hopf bifurcation points of a given nonlinear system ~ = 
f(x, c¢). In this case, we must take A(c~) = Dxf(xo, c~). 
There are many references about this question in the recent literature, see for instance among 
many others [2-15]. Let us comment briefly about some of the difficulties of the problem itself. It 
is well known [16] that the condition for a given polynomial to satisfy Condition H can be written 
as a set of equalities and inequalities involving polynomials in the a0, al, a2 , . . . ,  an-1, each one 
of them being a certain determinant. Thus, Condition H defines a semialgebraic set in the space 
of all n-tuples (a0, a l , . . . ,  an- l )  = a. Since a = S(c~) is a certain function of the m-dimensional 
parameter a = (a1,c~2 . . . . .  am), our problem reduces to finding the set of all c~ such that S(a) 
belongs to that semialgebraic set. However, this problem might be, in turn, of an arbitrary 
complexity depending on both the complexity of the set of polynomial inequalities and also the 
complexity of the map a = S(a). In most examples in the existing literature, only the case m = 2 
is considered. In this case, the bifurcation set will be, generically, a curve in parameter space 
R 2. Even for very simple maps a = S(a), the bifurcation set will be a singular curve, a union 
of several branches that meet each other in several points. Then the usual approach consists 
basically of two steps. 
(1) Find a point P on each branch. 
(2) Continue (numerically) the solution of the equation with starting point P. 
Step (1) is a problem in itself which has been efficiently treated recently, (see, for instance [3-5]) 
using the concept of TB-turning point. However, even this algorithm requires choosing "suf- 
ficiently good starting points" (see [5, Theorem 2]), which might also be a difficult task. For 
instance, in principle, all the inequalities involved in Condition H should be taken into account. 
In the present paper, we present an algorithm for the case m -- 2 and n = 4, which is based 
on an entirely different approach and produces (generically) a piecewise linear approximation to 
the bifurcation set, automatically. No appropriate choice of starting points on each branch is 
needed. The algorithm is based on a geometric description of the set of polynomials that satisfy 
Condition H. This set turns out to be a part 0 /~ of the boundary of the closure/~n of the set of 
all Hurwitz polynomials of degree n. More precisely, our method consists in the following. First, 
find a stable three-dimensional simplicial approximation of 0 /~.  Then, find a two-dimensional 
simplicial approximation of the image of S(a). Thus, we obtain a three-dimensional and also a 
two-dimensional polyhedra, both contained in R 4. Finally, find the intersection of those poly- 
hedra, which will be the piecewise linear approximation to the bifurcation set. It should be 
remarked that our simplicial approximation to 0/~14 is stable, in the sense that it is contained 
in H 4. The problem of accurately finding the intersection of two given polyhedra has in turn 
its own difficulties [17,18]. But at least it is, to a certain extent, independent of the complexity 
of the involved map S. Whether this map is analytic, polynomial, etc., the basic problem that 
remains is always the same, namely, to find the intersection of the resulting polyhedra. 
There are standard computer packages like AUTO (see [19-21]), which in particular, calcu- 
late the bifurcation set. However, good starting points should be found before we can ran the 
program, which makes it not entirely automatic to find the bifurcation set. We should remark 
that we have implemented our algorithm with an efficient computer program that solves the 
problem in an almost entirely automatic way. We should simply choose a rectangle R contained 
in the two-dimensional parameter space where we want to work, and also a three-dimensional 
parallelepiped P in the space coordinates (A, b0,bl) in such a way that S(R) C a(P), where 
a = a(A, b0, bl) is the function defined by (3) below. To choose R, we must fix two opposite ver- 
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tices of R called init ial  and f inal. To choose P, we must fix two opposite vertices of P also called 
init ial  and f inal.  Then, we must choose a grid on _R and also a grid on P by fixing an increment. 
Finally, we run the program and we get a piecewise linear approximation to the bifurcation set 
which is contained in R. By further joining together the curves on each choice of a rectangle, we 
will get the bifurcation set contained in the union all of those rectangles. We will not reproduce 
here the source code because of its length. 
We have not developed an algorithm for cases with n > 4. For n = 2, we can easily see that 
0/} 2 is the set of all polynomials ao + a ls  + s 2 such that a0 _> 0 and al = 0. Thus, finding a 
simplicial approximation to 0/}~ is a trivial task. 
For n = 3, we can easily see using the Routh-Hurwitz criterion (described below) that 0/} a is 
the set of all polynomials ao +a ls+a2s  2 +s 3 such that a0 = ala2, al > 0, and as > 0. Since the 
previous equation defines a ruled surface containing two transversal families of straight lines, it 
is not dificult to find a simplicial approximation to it. Moreover, this simplicial approximation 
can be chosen to be contained in/}3.  
Therefore, from the point of view adopted in this work, cases n = 2 and n = 3 are somehow triv- 
ial. Nevertheless, they are still very interesting as far as two-dimensional nd three-dimensional 
systems are, obviously, widely used. See for instance [2,6,7,14], where ad hoc methods are used 
to find branches of the curve of Hopf bifurcation points. 
The case n = 4, considered in the present work, also appears in many applications [8-10: 
22, p. 414]. For instance, four-dimensional systems arise naturally as a two-mode Galerkin ap- 
proximation to an integro-differential equation [23]. 
In Section 2, we recall some known properties of H n to be used in the next section. 
In Section 3, we show how to construct a simplicial approximation A to 0/} 4. Moreover, each 
simplex of this approximation is entirely contained in/}4.  
Let S(a)  be a surface whose image Im(S) is contained in ]R 4. This means that S is a differen- 
tiable map depending on c~, where a varies on a certain planar domain, into ]R 4. In many cases 
of interest, we can build a triangulation of the domain of S. This gives rise, in a natural way, 
to a simplicial approximation B to the image of S in R 4. In Section 4, we describe an algorithm 
that  builds the simplicial approximation A to a/} 4, and also finds the intersection of it with the 
simplicial approximation B to Ira(S). 
In Section 5, we show an illustrative example. 
2. PREL IMINARIES  
In this section, we review some properties of the Hurwitz set H n (see Section 1) to be used in 
the next section. See [16,24] for references. 
It is very easy to see that  if a E H '~, then ai > 0, i = 0, 1 , . . . ,  n - 1, and therefore, that  if 
a E /}n ,  then ai > O, i = O, 1 , . . . ,n -  1. 
For each integer n > 1, we can identify H n-1 with a subset of/}'~ in a natural way as follows: 
H n-1 ={ae[ - I  n :ao=O,a i>O, i= l ,2  . . . .  ,n - l} .  
Given a(s) = ao + a l s  + a2s 2 + . . .  + s n, we define 
a~(s) = ao + a2s + a4s 2 +. . .  + a2ts ~, 
a°(s) = al + a3s + a5s 2 +. . .  + a2/+ls  I ,  
where l= f=mi fn=2m+l  and l=m,  f =m-1  i fn=2m.  For example, i fn=4,  then 
a~(s) = ao + a2s + s 2 and a°(s) = al + a3s. 
Let A~, i = 1 . . . .  , l and A °, i = 1 , . . . ,  f be the roots of a e, a °, respectively. Then the renowned 
Routh-Hu~n~itz Criter ion [16] establishes the following. 
a(s)  is stable i f  and only i f  the fol lowing condit ions are satisfied: 
O>A~ >A~>A~ >. . .>A~,  i fn=2m,  
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0 > ~ > ~[ > A~ >. . .  > ~,  i fn  = 2m + 1. 
The previous inequalities are referred to as the interlacing property. 
Using the Routh-Hurwitz  Criterion, we can easily prove that  
a E H 4 if and only if al  (a2a3 - a l )  - aoa~ > 0 and ai > 0, for i = 1, 2, 3 . . . .  
From the definition, we can easily prove that  a E/~r4 if and only if the following equality holds: 
a($) =a 0 +a la+a282+a3 s3+84 
= (s 2 + + + + bo), (1) 
or equivalently, 
a0 = ~bo, 
al  = Abl + #bo, 
a~ = ~ + #bx + bo, (2) 
a3 = #+bl ,  
where A _> 0, # > 0, bo_>0, andb l>0.  
The  polynomial  a(s) belongs to 0H 4 if and only if at least one of the numbers A, p, bo, or bl 
vanishes. Next, we consider several possibilities using (1) or (2). 
(a) I f  A = 0, # > 0, bo > 0, and bl > 0, we can easily deduce from (1) that  a(s) = s(s + #) 
(s 2 + bls + bo), or equivalently from (2) that  ao = 0, a l  = pbo, a2 = /~bx + bo, and 
a3 =/ t  + bl. It  is easy to see that  those conditions determine the following set: 
B1 = {a E R 4 : ao = 0, al  < a2a3, a~ > 0, i = 1, 2, 3}. 
(b) I fA=#=0,  bo>0,  andb l  >0,  thena(s )=s  2(s 2+bls+bo) ,ao=O,a l  =O, a2=bo,  
and as = bl, therefore, the polynomial a(s) belongs to the set 
B2 = {a E R 4 : ao = al  = 0, a2 > 0, as > 0}.  
(c) I f#  = bo = 0, A > 0, and bl > 0, then a(s) = s (s  +bl ) (s  2 +A),  ao = O, al = Abl, a2 =)~, 
a3 = bl, and the polynomial a(s) belongs to the set 
B3 = {a • R 4 : ao = 0, al  = a2a3, a~ > 0, i = 1, 2, 3}.  
(d) If  # = bo = bl = 0 and A > 0, the corresponding polynomial is a(s) = s 2 (s 2 + A), 
ao = al  = a3 = 0, and a2 = A, then it belongs to the set 
B4 = {a•]{4:ao-=-a l  =a3 =0,  a2 >0}.  
(e) I f#=A- -bo=0andb l  >0,  thena(s )  = s 3 (s + bl), ao = al = a2 = O, a3 = bl, then 
a(s) belongs to the set 
B5 = {a • R 4 :ao =a l  =a2 =0,  a3 > 0}. 
From which precedes we can easily see that  if a E Bk for some 1 < k < 5, then a(s) = s b(s) 
where b(s) is a polynomial  in/~r3, and conversely. 
We can also easily prove that  
5 
k----1 
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Next we will describe 0 /~.  
(f) If # = 0, A > 0, bo > 0, and bl > 0, then a(s) = (s 2 + A)(s 2 + bls + bo), or equivalently 
ao = Abo, al = Abl, a2 = ), + bo, and a3 -= bl, and therefore, a(s) belongs to the set 
T l={aeR4:a i (a2a3-a l ) -aoa  2=0,a ,>0, i=0,1 ,2 ,3} .  
(g) I f /z  = bl = 0, A > 0, and bo > 0, then a(s) = (s 2 + A)(s 2 + bo), or equivalently ao = Abo, 
al = aa = 0, and as = A + bo, then a(s) belongs to the set 
T2 = a E R 4 : al = a3 = 0, ao ~ ~ a~ and ai :> 0 for i = 0, 2 . 
We can easily see that  a E Tk for some k = 1, 2, if and only if a(s) = (s 2 + A)b(s), where 
b(s) E [ t  2 - [ I  1. 
We can also easily prove that  
0/~ = T1 U T2. 
Up to now, we have obtained a refinement of the disjoint decomposition of the boundary of ~4 
given in Section 1, namely 
= u 
A few obsevations are in order. 
REMARKS. 
(1) If bo = 0, A > 0, # > 0, and bl > 0, then we obtain B1. 
(2) If A = bo = 0, # > 0, and bl > 0, we have the set 
{o  ':ao=al=0 
which is contained in B2. Note also that B2 is obtained by taking bo = bl = 0, A > 0, and 
#>0.  
(3) If A = bl = 0, # > 0, and bo > 0, then we obtain B3. 
(4) If A = tt = bl = 0 and bo > 0, then B4 is obtained. 
(5) If A = bo = bl = 0 and # > 0, we obtain Bs. 
(6) If bl = 0, A > 0, # > 0, and bo > 0, then T1 is obtained. 
(7) Finally, T2 is determined by the conditions # = bl = 0, A > 0, and bo > 0. 
Finally, we will need the following result [24]. 
THEOREM 2.1. A given convex polyhedron is contained in [-I n if  and only i f  each edge of the 
polyhedron is contained in [-I n . 
3. THE S IMPL IC IAL  APPROXIMATION TO 0H 4 
We will show how to construct a simplicial aproximation A c_ /~4 to Hx 4. In the previous 
section, we have shown that  a point a = (ao, al, a2, a3) E T1 if and only if there are A > 0, bo > 0, 
and bl > 0 such that  
ao = Abo, 
al = Abl, 
as=A+bo,  (3) 
a3 = 51. 
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Let a ---- f(A, bo,bl), where a = (ao,al,a2,a3), be the map given by (3). For given A > 0, 
bo > 0, bl > 0, AA  > 0, Abo > 0, and Abl > 0 let 
a = f (A, bo,bl) ,  
PA = f (A + AA, bo, bi), 
P0 = f (A, b0 + Ab0, bl), 
P1 = f (A, bo, bl + Abl) ,  
PA0 = f (A + AA, bo + Ab0, bl), 
P01 = f (A, bo + Abo,bl + Abl) ,  
PAl = f (A+AA,  bo,bl + Abl) ,  
PAol = f (A + AA, bo + A bo, bl + Abl) .  
It is easy to see that the four points a, Po, P1, and Pol lie on the 2-plane rA parametrically 
defined by the map 
f (A, bo + u, bl + v), (u, v) E R 2. 
Moreover, those four points form a parallelogram contained in 0/~r4 A ~rA. A similar statement 
holds for the four points PA, PAo, PAl, PAoi, which belong to rA+AA. Note that rA A ~r~ = 0 if 
For any given points Po, P1, • • •, P ,  belonging to R 4, let PoPi.. .  Pn be the convex hull generated 
by those points. Associated to given A > 0, bo > 0, bl > 0, A A > 0, A b0 > 0, and A bi > 0 as 
before, we will construct a simplicial complex T according to the following rule. 
First, let us simplify the notation. Let a - 0, PA ~ 1, Po - 2, P1 -=- 3, Pkl -= 4, P01 - 5, 
PAo --= 6, PAoi = 7. 
CASE 1. A > bo. Then T consists of the following simplices: 
01'25, 0135, 1345, 1256, 1567, 1457. 
CASE 2. A < b0. Then T consists of the following simplices: 
01'24, 0234, 2345, 1246, 2467, 2457. 
CASE 3. A -- bo. Then T consists of the following simplices: 
0123, 123'5, 1345, 1267, 1257, 1457. 
Now we will show that each simplicial complex T is contained in ~4, provided that A b0 = A bl. 
According to the theorem stated at the end of the previous section, it is enough to show 
that under the previous assumption, every edge of each one of the simplices belonging to each 
simplicial complex T is contained in/~4. 
In Case 3, let us consider A = b0. First, let us verify that PAPA1, PoPol, aPA, aPo, aP1, P1PAI, 
PIPOl are in T1. 
For instance, let us consider the case of the segment PAPA1. 
Let a(t) = PA + (PAl - PA)t, 0 < t < 1, in other words, 
a(t) = (ao(t), al(t), as(t), a3(t)) 
= ( (A+AA)bo , (A+AA)Ab i t+(A+AA)b l ,  A+AA+bo,  Ab l t+b l ) .  
Then, we can easily check that ai(t)[a2(t)aa(t) - al(t)] - ao(t)a2(t) -- O, for all t E [0, 1]. 
Therefore, a(t) E T1 for all t E [0, 1]. We can proceed analogously with the other segments. 
Let us now consider the segments PAPo and P~lPol. 
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For instance, let us begin with the segment PAPo. Let a(t) = PA + (Po - PA)t, 0 < t < I be a 
point of PAP0. In other words, for each 0 < t < 1, we have the following: 
a(t) = (ao(t), al (t), a2 (t), a3(t)) 
= ((AA b0 - A Ab0)t + (A + AA) bo, (4) 
-AAb l t  + (A + AA) bl,(Ab0 - AA) t + A + AA + bo,bl). 
Define 
v~(t )  = . l ( t ) [a2( t )a3( t )  - .~( t ) ]  - ao(t)a~(t) 
= b~/~ ~ A b0 ( - t  2 + t ) .  (~) 
Since PAPo C /.~4 if and only if ~°(t) > 0, Vt e [0, 1], we can conclude that P~Po C H4 if and 
only if AAAbo > 0. We can proceed in a similar way with PAIPm. 
Let us now examine the case of the segments PAP1" and PAPm. 
Let a(t) = PA + (P1 - P~)t, 0 < t < 1, in other words, 
a(t) = (ao(t), al(t), a2(t), a3(t)) 
= ( -AAbot  + (A + AA) b0,(AAbl - AAb l ) t  + (A + AA) bl, (6) 
- A At + A + AA +bo, Ab l t  + bt). 
Let 
~,( t )  = ~ l ( t ) [~2( t )a3( t )  - a~(t)]  - ~o(t)a~(t) 
= ~ : ,A  b~ { [(:, - bo) / ,  b~ - bl a ~1 ( - t  ~ + t ~) (7) 
+ bl (~ + A ~, -bo) ( - t  ~ + t)}. 
We have that PAP1 C/~4 if and only if ~( t )  _> 0, Vt e [0, 11. Note that ~(0)  = ~1(1) = 0. 
Then, we can easily show that ~a~(t) > 0, Vt E (0, 1) if and only if d.q~,,~dt t U) >_ 0 and dj.~¢.,dt t,.t) < O, 
or dt t u) > 0 and dt t ~) <-- 0. The last assertion can be easily shown to be true under our 
assumptions. 
We can prove in a similar way that P~P1 C f I  4 implies P)tPo1 C/~r4, if A b0 = A bl. 
Up to now, we can conclude using Theorem 2.1, that the simplices 0123, 1235, and 1345 are 
contained in /~4. The remaining cases can be proved using entirely similar methods ince no 
essentially new situations other than those already considered occur. 
Besides if we started with a E T2, a similar procedure can be applied. 
Let us choose A > 0, bo > 0, b-1 > 0, and A > 0. For given nonnegative integers p, q, and r 
let A = X + pA, b0 = b-0 + qA, bl = b-1 + rA, and define T = T(p, q, r) as being the associated 
simplicial complex according to the rule stated before. It is a tedious but straightforward exercise 
to check that all the simplicial complexes T(p, q, r) glue together perfectly well up to a simplicial 
complex, say ,4 = ,4(A, b~, b-l, A). This ,4 is a simplicial approximation to c9/)'t4. 
Finally, we should remark that the kind of argument used above can be partially extended 
for the case A > 0, bo >_ 0, and b-1 = 0. The simplicial complexes T(p, q, r) and the simplicial 
approximation ,4 can be constructed as before, but some vertices are glued together, namely 
f (pA ,qA,O)  = f (qA  ,pA,0) .  Then, in particular, some of the simplices of each simplicial 
complex T(p,p,O) lower their dimension by one. However, we will not need to take this case 
under consideration. Points a = f(A, b0,0) correspond to degenerate Hopf bifurcation points 
which are not considered in this work. 
4. THE ALGORITHM 
In this section, we describe an algorithm that builds the simplicial approximation ,4 to 0H14 
and also finds the intersection of it with the simplicial approximation B to Im(S). 
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The algorithm works well numerically when the intersection of .4 and B is a piecewise linear 
curve. The smaller the simplices of both simplicial approximations, the greater the accuracy of 
the approximation of the resulting piecewise linear curve to the intersection curve of cgH~ with the 
image of S. However, choosing small simplices leads to high consuming computer-time. Besides, 
finding the intersection of two given polyhedra contained in ]R n presents ome delicate numerical 
problems for n_> 2. Acceleration methods are used in the program in order to reduce the required 
computer-time. 
The algorithm itself can be described as follows: first, we apply an "octree searching scheme" 
designed to test increasingly smaller zones of the space to find those triangles of B and tetrahe- 
drons of A that may have a nonempty intesection. Thus, only a small number of intersections of
individuals implices from the two simplicial complexes have to be really calculated. The amount 
of computer-time r quired to carry out this part of the algorithm can be estimated as follows: 
let k = 1, 2 , . . . ,  be a positive integer which is proportional to the inverse of (some convenient 
measure of) the size of the simplices, then the required computer-time used is proportional to k s. 
After running the "octree searching scheme", the segments which are the intersection of a triangle 
from B and a tetrahedrom from .A are found by solving a system of linear equalities and inequal- 
ities. The union of all those segments constitute a (one-dimensional) simplicial approximation 
to the intersection cgH 4 (1 Im(S). We have devised an efficient computer program to perform all 
these operations. 
5. AN EXAMPLE 
The dynamical behavior of many physical systems can be effectively modeled by integro- 
differential equations with boundary conditions. We can use a Galerkin method to approximate 
the linearized problem by a sequence of finite-dimensional problems. The solution is written as 
OO w(z , t )  = ~-]j=l aj(z)¢j(t),  where z represents positions and t represents time. Substitution of 
this in the integro-differential equation and also in the border conditions formally produces an 
infinite system of second-order o dinary differential equations 
ay : gj (al,. • •, an,/~1, • • • , a j ) .  
Truncation of this system by setting all of the modes a j ,  j > 2 to be zero and ignoring the 
equations for a j ,  j > 2 produces a four-dimensional system which gives a good approximation 
for many purposes, in particular, for studying oscillations about an equilibrium point by using 
Hopf bifurcation techniques. 
For instance, let us consider the following result [8; 22, p. 414] as an illustrative xample. A 
supersonic stream of fluid passes above a thin plate fixed at the edges z = 0 and z = 1, and 
unconstrained at y = 0 and y -- l. Let F be the mechanical load and p the dynamic pressure. 
Assume that the panel bends in a cylindrical mode so that w(z ,  y, t) = w(z ,  t) is independent 
of y. Then the system is governed by the following nonlinear integro-differential equation, which 
is essentially a one-dimensional version of the von Karman equations for a thin plate: 
( /0 /0 ) wu -F ~wtzzzz  + p l /25wt  + F - ~ w~(~) d~ - a w~(~)w~t(~) d~ wzz + wzzzz + pwz = O. 
Here a, a ~ 0 are (linear) viscoelastic damping parameters associated with the panel, 5 > 0 
represents fluid damping, and ~ > 0 is a measure of the nonlinear axial restoring forces generated 
in the panel due to transverse displacement. All these are regarded as fixed constants in a given 
problem, but the two parameters F and p (mechanical load and dynamic pressure) are allowed 
to vary. We will assume simply supported boundary conditions 
w(O,t )  = Wzz(O,t)  = w(1,t) = wz~(1, t )  = O. 
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After applying the Galerkin method as we have explained before the following 4-dimensional 
system is obtained [8; 22, p. 414]. The solution w(z, t) =- 0 is an equilibrium point of this system 
and the characteristic polynomials at this point is s 4 + a3s 3 + a2s 2 + als + a0, where 
64p 2 
ao = 47r 4 (F - 7r 2) (F - 47r 2) + ---j---, 
a l=-Tr2[ (F - l r2 ) (16c~Tr4+pl /2~)+4(F -47r2)  (c~Tr4+pl/2~)], 
a3 : 17av 4 + 2pl/25. 
For c~ = 0.005 and ~ -- 0.1, we have found using our algorithm, the curve of nondegenerate 
Hopf bifurcation points in the (F, p)-plane. It is a straight line in complete agreement with the 
results of [8]. There are plenty of examples in the l iterature which can be numerical ly treated in 
a similar way with our method, see for instance [9,10; 22, p. 59; 25, p. 165]. 
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