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Hybrid systems are systems that include both continuous and discrete changes.
Hybrid systems can represent a wide range of systems, including dynamical systems,
circuits, and control systems. HydLa is a hybrid system modeling language that en-
ables concise descriptions through constraint declarations and constraint hierarchies.
HyLaGI, an implementation of HydLa, featured error-free computation with symbolic
parameters. In HydLa and HyLaGI, solutions are obtained by declarative semantics
and operational semantics, respectively.
As an application of declarative semantics, we can prove the equivalence of different
programs by comparing solution sets obtained from the semantics. In addition, when
we consider a particular program transformation, we can prove that the transforma-
tion is safe if the solution set does not change after the transformation. On the other
hand, since there has been no theoretical study using the declarative semantics of
HydLa, it is necessary to re-examine the semantics itself. Because of the complex-
ity of HydLa’s declarative semantics, it is also necessary to verify the calculation of
solutions formally using proof assistants instead of pen-and-paper proofs.
In this research, we first examined the existing declarative semantics with example
programs. As a result, we found that the redefinition of trajectory and improving
the way implicit continuity is handled are needed. Based on this result, we defined
trajectories with an extended codomain and their limits, continuity, differentiation,
and so on. Then, we proposed a declarative semantics that deals implicit continuity
dynamically. Also, we proved that the proposed semantics uniquely determines a
solution to a deterministic example program, and as a corollary, the programs are
equivalent.
We also implemented and verified the redefined trajectories and the declarative
semantics using Coq, a proof assistant. We proved two kinds of properties about
trajectories. First, in intervals not containing ⊥, limits, continuity, and differentiation
are the same as those of ordinary functions on real numbers. Second, at the point
where the value is ⊥, we proved that left continuity, right continuity, and continuity
do not hold, and the derivative also has the value ⊥. For the declarative semantics, we
proved that certain parameterized trajectories are solutions to an example program
containing a parameter, and as a corollary, one of the trajectories is a solution to any
program in which the parameter is instantiated to concrete values.
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第 4章では第 6章で HydLaの宣言的意味論形式化に用いる定理証明支援系 Coqについ
て説明する．第 5章では HydLaの既存の宣言的意味論について述べた後，その問題点及
びそれを解決する宣言的意味論の提案について述べる．第 6 章では第 5 章で提案する意
味論について Coqでの形式化及び検証を述べる．第 7章では今後の課題と本論文のまと

















定義 1. ハイブリッドシステム H は次の要素からなる．
変数
変数の有限集合X = { x1, · · · , xn }．nは次元数と呼ばれる．微分を表すドット付
き変数の集合 { ẋ1, · · · , ẋn }を Ẋ で，離散変化後を表すダッシュ付き変数の集合
{ x′1, · · · , x′n }を X ′ で書く．
制御グラフ
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有限有向多重グラフ (V,E)．V 中の頂点はコントロールモードと呼ばれ，E 中の
辺をコントロールスイッチと呼ぶ．
初期条件，不変条件，フロー条件
各 v ∈ V に対し述語を割り当てる関数 init, inv, flow．各 init(v), inv(v) 中の自
由変数は X に属し，各 flow(v)中の自由変数は X ∪ Ẋ に属する．
ジャンプ条件
各 e ∈ E に対し述語を割り当てる関数 jump．各 jump(e)中の自由変数はX ∪X ′
に属する．
イベント
イベントの有限集合 Σと，イベントの割り当て event : E → Σ．
ハイブリッドオートマトンは数学的なオブジェクトなので制約の宣言である．一方で
ハイブリッドシステムをシミュレーションするためのツールでは命令的な構成を含む





図 2.1 に床を跳ねるボールの HydLa プログラムを示す．HydLa では全ての変数は時
間の関数である．例えば変数 yは関数 y(t) (t ≥ 0)の略記である．図 2.1のプログラムで






えば y-(t) は関数 limt′→t−0 y(t′) である．=>は含意を表す論理演算子である．5 行目で
はこれらの 3つのモジュールがどのように影響し合うかを，モジュール間の相対的な強さ
とともに宣言している．このプログラムでは FALL は BOUNCE より弱く宣言されていて，
BOUNCEと矛盾したときには無視される．
HydLa の詳細な構文を図 2.2 に示す．ここで，dname, cname, vname はそれぞれ定
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1 INIT <=> 7 < y < 12 & y’ = 0.
2 FALL <=> [](y’’ = -10).
3 BOUNCE <=> [](y- = 0 => y’ = -4/5 * y’-).
4
5 INIT, (FALL << BOUNCE).
6 //#hylagi -p10
図 2.1 初期位置がパラメータ化された床を跳ねるボールの HydLaプログラム
(HydLa program) P ::= (Def | Decl )∗
(definition) Def ::= dname(
#”
X){Decl} | cname( #”X) ⇔ C
(constraint) C ::= A | C ∧ C | G ⇒ C | ∃vname.C
| □C | cname( #”E)
(guard) G ::= A | G ∧G | G ∨G | ¬G
(atomic constraint) A ::= E RopE
(relational operator) Rop ::= = | ̸= | > | ≥ | < | ≤
(expression) E ::= E AopE | Prev | constant
(arithmetic operator) Aop ::= + | − | × | ÷ | ˆ
(previous) Prev ::= D | D−
(derivative) D ::= vname | D′
(declaration) Decl ::= M | Decl,Decl | Decl ≪ Decl




る．制約 C の構文ではガード付き制約の後件に always 制約が現れることを許している．
宣言 Decl では演算子 “≪” の結合度は “,” よりも高い．そのため例えば A ≪ B,C は
(A ≪ B), C に等しい.
表 2.1に図 2.2の抽象構文と例題で用いられる具体構文の対応を示す．
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表 2.1 抽象構文と具体構文の対応
Abstract Concrete Abstract Concrete Abstract Concrete
≪ << ̸= != □ []
⇔ <=> ¬ ! ∃ \
≥ >= ∨ \/ or |
≤ <= ∧ /\ or &
1 INIT <=> switch = 0 & timer = 0.
2 CONST <=> [](switch’ = 0).
3 TIMER <=> [](timer’ = 1).
4 ON <=> [](timer- = 1 => switch = 1 & timer = 0).
5 STAY <=> [](timer- = 1 => switch = 0 & timer = 0).
6 TRUE <=> [](1 = 1).
7
8 INIT, (CONST, TIMER) << (ON, STAY) << TRUE.





















HyLaGI は HydLa の処理系であり，ハイブリッドシステムの非決定的かつ厳密な
シミュレーションを行う．そのための主な手法として記号計算を用いている．ただし
HyLaGI は最小離散変化時刻の導出の最適化として部分的に区間計算も採用している．
































る．図 3.2のプログラムでは直径 1の 3つのボールが一直線に並び，x2と x3は epsだ
け離れ，x1が x2に向かって速度 1で転がってゆく．図 3.2のプログラムの epsが残った
シミュレーション結果を図 3.3に示す．
三体衝突には様々なバリエーションが考えられる．ここでは両側から同時に真ん中の




3.6のように，幅が epsで値が 1/epsであるような関数で，epsを正方向から 0に近づけ
た極限と考えられる．デルタ関数は力学における瞬間的な衝撃や電子回路におけるインパ
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1 INIT <=> x1 = 0 & x2 = 5 & x3 = 6+eps
2 & x1’ = 1 & x2’ = 0 & x3’ = 0.
3 EPS <=> 0 < eps < 0.1 & [](eps’ = 0).
4 CONST(x) <=> [](x’’ = 0).
5 COLLISION(xa, xb) <=>




10 << (COLLISION(x1,x2), COLLISION(x2,x3)).
11 //#hylagi --fnd -p6 -e1
図 3.2 三体衝突の HydLaプログラム
図 3.3 図 3.2のシミュレーション結果
ルス応答に用いることができる．
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1 INIT <=> x1 = 0 & x2 = 5 & x3 = 10+eps
2 & x1’ = 1 & x2’ = 0 & x3’ = -1.
3 EPS <=> -0.1 < eps < 0.1 & [](eps’ = 0).
4 MASS <=> [](m1 = 0.2 & m2 = 1 & m3 = 5).
5 CONST(x) <=> [](x’’ = 0).
6 COLLISION(xa,ma,xb,mb) <=>
7 [](xa- = xb- - 1 =>
8 xa’ = (xa’- *(ma-mb) + 2*mb*xb’-)/(ma+mb)
9 & xb’ = (xb’- *(mb-ma) + 2*ma*xa’-)/(ma+mb)).
10
11 INIT. EPS. MASS.
12 (CONST(x1),CONST(x2),CONST(x3))
13 << (COLLISION(x1,m1,x2,m2), COLLISION(x2,m2,x3,m3)).
14 //#hylagi --fnd -p12 -e1
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図 3.5 図 3.4のシミュレーション結果
1 TIMER <=> timer = 0 & [](timer’ = 1).
2 EPS <=> 0 < eps < 0.1 & [](eps’ = 0).
3 OFF <=> [](v = 0).
4 ON <=> []((1 < timer < 1+eps) => v = 1/eps).
5
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1 INIT <=> y > 0.
2 FALL <=> [](y’’ = -10).
3 BOUNCE <=> [](y- = 0 => y’ = -4/5 * y’-).
4
5 INIT, FALL << BOUNCE.
6 //#hylagi --fha
図 3.7 初期位置がパラメータ化された床を跳ねるボールのモデル




ねるボールのように振舞う．カップが 9.5 と 10 の間にあるとして，ASSERT はホールイ
ンワンとなるパラメータを求めるために使う．ASSERTの中身に入る制約は，HyLaGIが
反例を求めるため，求めたいゴールの否定となる．この場合は!(y = 0 & 9.5 <= x <=
10)である．表 3.1に図 3.9から得られるボールの振る舞いとパラメータの範囲の対応を
示す．ただし，“bounce”はボールが弾むことを，“cup-in”はボールがカップに入ること
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図 3.9 ホールインワン問題
1 INIT <=> x = 0 & y = 0 & 1 < x’ < 9 & y’ = (100 - x’^2)^0.5.
2 AXCONST <=> [](x’’ = 0).
3 FALL <=> [](y’’ = -10).
4 BOUNCE <=> [](y- = 0 => y’ = -0.8*y’-).
5
6 ASSERT(!(y = 0 & 9.5 <= x <= 10)).
7 INIT, AXCONST, FALL << BOUNCE.
8 //#hylagi --fnd -p10
図 3.10 ホールインワンのためのパラメータを求める HydLaプログラム
を表す．
ここからは永続的な後件を用いた例を紹介する．HydLa の文法は always 制約 □C
が含意の後件に現れることを許している．そのような制約は永続的な後件 (persistent
conseqent) と呼ばれる．永続的な後件 □(G ⇒ □C) は通常のガード付き制約と異なり，
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bounce, bounce, bounce, bounce others
表 3.2 図 3.11の実行結果
ボールの振る舞い パラメータの範囲
bounce, bounce, bounce, bounce, bounce (5, 7812500/968561)
bounce, bounce, bounce, bounce, break [7812500/968561, 312500/36121)
bounce, bounce, bounce, break, through [312500/36121, 12500/1281)
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1 INIT <=> 5 < y < 10 & y’ = 0 & d = 0.
2 FALL <=> [](y’’ = -10).
3 CONST <=> [](d’ = 0).
4 BOUNCE <=> [](y- = 0 => y’ = -4/5 * y’-
5 & d = d- + y’-^2 / 100).
6 BREAK <=> [](d >= 4 => [](y’’ = -10 & d’ = 0)).
7
8 INIT, (FALL, CONST) << BOUNCE << BREAK.
9 ASSERT(y >= 0).

















主な Coqを用いた証明として，数学においては四色定理 [20]や奇数位数定理 [21]が，ソ
フトウェアにおいては Cコンパイラ CompCertの検証 [22]がある．
Coq 以外の定理証明支援系としてはここでは Isabelle/HOL と TLA+ を挙げる．
Isabelle/HOLを用いた証明として，数学においてはケプラー予想 [23]が，ソフトウェア
においてはマイクロカーネル seL4 の検証 [24] がある．TLA+ は主に分散システムの検
証で用いられており，Amazon DynamoDBと Amazon S3[25]，Azure Cosmos DB[26]，
TiDB[27]などでの利用がある．
次節以降では第 6章で必要となる Coqの基本的な文法と実数ライブラリについての説
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明を行う．
4.2 Coqの構文






















例：forall n, 0 < n
関数
例：fun n => n + n
マッチング
例：match n with O => true | S m => false end
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if then else
例：if eq nat dec a b then a else b
束縛
例：let x := 1 in x + x
再帰関数
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1 INIT <=> y = 10 & y’ = 0.
2 FALL <=> [](y’’ = -10).
3 BOUNCE <=> [](y- = 0 => y’ = -4/5 * y’-).
4 INIT, FALL << BOUNCE.
図 5.1 優先度を用いた床を跳ねるボールのプログラム P1
する．例えば図 5.1のような床を跳ねるボールの HydLaプログラム P1 を考える．この
プログラムは図 2.1, 3.7 とほぼ同じかつ，より簡単な例であるが，意味の計算を簡単化
するために新たに紹介する．HydLaの宣言的意味論は，各時刻で優先度関係を満たす最
も大きなモジュールの集合（以下，極大無矛盾集合）を採用する軌道を解とする．この
プログラムでは極大無矛盾集合は {INIT, FALL, BOUNCE}か {INIT, BOUNCE}である．
図 5.1のプログラムで暗黙の連続性を考える．モジュール FALLが y’’に言及しているた
め，y’についての左右の連続性がそれぞれ FALL, BOUNCEの間の優先度となる．そのた
め，FALLが採用されない瞬間においても y’をできるだけ連続にしようとする軌道（正し
く床を跳ねるボールの軌道）が解となる．またモジュール INIT, BOUNCEが y’に言及し
ているため，y についての左右の連続性がそれぞれ INIT, BOUNCE より高い優先度とな
る．文献 [8] では触れられていないが，INIT より導かれる暗黙の連続性は時刻 0 でのみ
のものだと考えるのが自然である．すなわち，図 5.1のプログラムで制約階層は実際には
次のようになる．
INIT << (yは左連続, yは右連続),
FALL << ([](y’は左連続), [](y’は右連続))
<< BOUNCE << ([](yは左連続), [](yは右連続)).
したがって厳密には極大無矛盾集合となりうるモジュール集合は 2つではない．そして，
ボールが宙にあるうちは全てのモジュールが採用され，ボールが床に衝突した瞬間では




もある．例えば図 5.2のような HydLaプログラムを考える．図 5.2のプログラムは図 5.1
のプログラムに対し，制約階層を平坦化するというプログラム変換を適用した結果と言え
る．図 5.2のプログラムはガード条件を if文のように用いて，yの値で挙動を切り替える
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1 INIT <=> y = 10 & y’ = 0.
2 FALL <=> [](y != 0 => y’’ = -10).
3 BOUNCE <=> [](y = 0 => y’ = -0.8*y’-).
4 INIT, FALL, BOUNCE.
図 5.2 平坦な制約改装の床を跳ねるボールのプログラム P2
1 [](0 = 1 => x’ = 0).
2 [](x = 0) << [](t = 1 => [](x = 1)).
図 5.3 ステップ関数の HydLaプログラム P3
ことを意図している．しかし静的な暗黙の連続性を考えると，FALLが y’’に，BOUNCEが
y’ に言及している．y, y’ は連続でなくてはならないためボールは弾むことができず，
意図した軌道を表せていないことが分かる．
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5.1.2 軌道














定義 2. ある変数 x が軌道であるとは，値 xDi ∈ R ∪ {⊥} (1 ≤ i ≤ n) と滑らかな
関数 xCi : (τi−1, τi) → R (1 ≤ i ≤ n, τ0 = 0, τi−1 < τi, τi ∈ R ∪ {∞}) に対し，
x = ⟨xD1 , ⟨xC1 , τ1⟩, . . . , xDn , ⟨xCn , τn⟩⟩となっていることである．このとき xを次のような
関数 [0, τn) → R ∪ {⊥}と同一視する．
x(t) =
{
xDi−1 (t = τi−1)
xCi (t) (τi−1 < t < τi)
以下で値域が R ∪ {⊥}である関数の極限を考えるが，そのためには R ∪ {⊥}上での演
算を定義する必要がある．R ∪ {⊥}上の四則演算については，2元が Rの要素なら Rと
同様に，どちらかが ⊥ なら ⊥ になるとする．R ∪ {⊥} 上の比較演算については，全順
序集合 Rに ⊥を比較不能な元として追加したと考える．各比較演算の詳細については表
5.1に示す．表 5.1において実数同士の演算は空欄としている．R ∪ {⊥}上の絶対値につ
いても，Rの要素なら Rと同様に，⊥なら ⊥になるとする．
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≡ ∀ε > 0 ∃δ > 0 ∀x ∈ [0, t)











≡LeftCont(f, a) ⇔ LeftCont(g, a)
∧ RightCont(f, a) ⇔ RightCont(g, a)
極限値と連続性については一般的な定義と同じ書き方であるが演算は R ∪ {⊥} の
ものである．また両側連続であることを Cont(f, a) と書き，時刻 t = 0 のみ特別に
RightCont(f, a)なら Cont(f, 0)とする．軌道の微分を次のように定める．
定義 4. 軌道 xに対し次を満たす軌道 x′(dom(x) = dom(x′))を xの微分という．
(t ∈ (τi−1, τi) ⇒ x′(t) = x′Ci (t))
∨ (t = τi−1 ∧ Cont(x, t) ⇒ x′(t) ∈ R)
∨ (t = τi−1 ∧ ¬Cont(x, t) ⇒ x′(t) =⊥)
また全ての τi (0 ≤ i ≤ n)が等しい複数の軌道 x1, . . . , xm の組 ⟨x1, . . . , xm⟩を次のよ
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うに定め，xのように書く．
⟨x1, . . . , xm⟩
def
≡ ⟨⟨(x1)C1 , . . . , (xm)C1 ⟩, ⟨⟨(x1)D1 , . . . , (xm)D1 ⟩, τ1⟩,
. . . , ⟨(x1)Cn , . . . , (xm)Cn ⟩, ⟨⟨(x1)Dn , . . . , (xm)Dn ⟩, τ1⟩⟩
ある軌道の微分は t = τi−1 ∧ Cont(x, t) なら任意の実数値を取って良いため，一意に定
まらない．軌道 y が連続なら，定義 2より微分 y′ が一意に定まらないのは有限個の継ぎ
目の点のみであるので，y′ の原始関数は y のみである．しかし y が不連続点を含むなら
y′ は ⊥を取る点があるため，y は広義積分で考えても原始関数にならない．そのため解
軌道を考える際には導関数も明示的に与える必要がある．
例 1. 軌道の例として時刻 [0, 13
√
2/5)で床を跳ねるボールの位置を挙げる．
y = ⟨10, ⟨10− 5t2,
√





















y = ⟨y, y′, y′′⟩














を，関数 C(0) = { C } , C(t) = ∅(t > 0)と同一視する．また制約の集合と制約の論理積
を同一視する．
定義 5. 時間から制約集合への関数 C に対し，□閉包 C∗ を次のように定める．全ての実
数 t > 0に対し，
• C(t) ⊆ C∗(t)
• □a ∈ C∗(t) ⇒ ∀t′ ≥ t(a ⊆ C∗(t′))
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• C∗(t)は上を満たす最小の集合
C = C∗ であるような C は □-closuredであると言われる．制約の集合 X に対し，X か
ら □C の形の論理式を取り除いた集合を X\□ と書き，□除去と呼ぶ．制約の集合 X に
対し，X から C1 ⇒ C2 の形の論理式を取り除いた集合を X\⇒ と書き，⇒除去と呼ぶ．
□閉包は，直感的にはある時刻で成り立った always制約の中身がそれ以降の時刻で成
り立つことを意図している．以上を踏まえ，HydLaの宣言的意味論を次のように定める．
ここで QはモジュールM と時刻 tを取り，制約の集合を返す関数である．
定義 6. ⟨x,Q⟩ |= P ⇔ (i) ∧ (ii) ∧ (iii) ∧ (iv) ただし
(i) ∀M ∈ P (Q(M) = Q(M)∗)
(ii) ∀M ∈ P (M∗ ⊆ Q(M))
(iii) ∀t∃E ∈ MS (s0)
(x ⇒ {Q(M)(t)\□|M ∈ E}) (s1)
∧¬∃E′ ∈ MS(E ⊊ E′ ∧ x ⇒ {Q(M)(t)\□|M ∈ E′}) (s2-1)
∧¬∃x′ ∃E′ ∈ MS( (s2-2)
∀t′ < t(x′(t′) = x(t′)) ∧ x ≇t x′ (s2-2)
∧E ⊆ E′ ∧ (x′ ⇒ {Q(M)(t)\□|M ∈ E′})) (s2-2)
∧∀d∀e∀M ∈ E((x ⇒ d) ∧ ((d ⇒ e) ∈ Q(M)(t)) ⇒ e ⊆ Q(M)(t)) (s3)
∧∀M ∈ E ∀var ∈ Q(M)(t)\□\⇒ (s4)
((x ⇒ LeftCont(var, t)) ⇒ LeftCont(var, t) ∈ Q(M)(t) (s4)
∧(x ⇒ RightCont(var, t)) ⇒ RightCont(var, t) ∈ Q(M)(t)) (s4)
(iv) Q(M)(t)は (i)-(iii)を満たす最小の集合
⟨x,Q⟩ |= P を満たすとき，⟨x,Q⟩を解，xを解軌道，Qを成立履歴もしくは制約スト
アと呼ぶ．制約ストアという呼び方は HyLaGIの操作的意味論から来ている．定義 6の
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のモジュールの有効な制約に現れる変数についてのみ制約ストアに追加することを表す．
(s2-1), (s2-2)は (s4)の追加に合わせた従来の (s2)の修正で，(s2-1)が xに対して E が
極大無矛盾であることを表し，(s2-2)が xとは異なる振る舞いをする x′ で E より大きな
E′ を満たすものがないことを要求する．立ち位置としては (s2-2)が従来の (s2)であり，
(s2-1)が新たに追加されたものである．(s2-2)で x ≇t x′ を要求しているのは，パラメー
タを含むプログラムについてパラメータの値は異なるが定性的に等しい軌道を解にするた




例 2. まず図 5.1 のプログラム P1 に対し，床を跳ねる軌道のみが解となることを見る．










{y = 10, y′ = 0,□(y′′ = −10), y′′ = −10,
□(y = 0 ⇒ y′ = −0.8 ∗ y′−),
(y = 0 ⇒ y′ = −0.8 ∗ y′−),
RightCont(y, t),RightCont(y′, t),RightCont(y′′, t)} (t = 0)
{y′′ = −10, (y = 0 ⇒ y′ = −0.8 ∗ y′−),
Cont(y, t),Cont(y′, t),Cont(y′′, t)} (0 < t <
√
2)
{y′′ = −10, (y = 0 ⇒ y′ = −0.8 ∗ y′−),
y′ = −0.8 ∗ y′−,Cont(y, t),RightCont(y′, t)} (t =
√
2)
{y′′ = −10, (y = 0 ⇒ y′ = −0.8 ∗ y′−),
Cont(y, t),Cont(y′, t),Cont(y′′, t)} (
√












たす軌道がなければ良い．軌道 y1 が t =
√
2で極大無矛盾集合 {INIT, FALL, BOUNCE}
を採用するとする．y− = 0より y′ = −0.8 ∗ y′−と y′′ = −10が矛盾するためこれはあ
りえない．次に軌道 y2 が t =
√
2で {INIT, BOUNCE}を極大無矛盾集合とし，y より多
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くの連続性を満たすとする．y− = 0より y′ = −0.8 ∗ y′−, y′′ =⊥であるのでこれもあり
えない．よって y,Q1 は解の 1つである．
次に ⟨y,Q1⟩が唯一の解であることを見る．他に解 y3 があるとする．y3 の極大無矛盾
集合は y と同じで，t =
√






2 では LeftCont(y′, t),LeftCont(y′′, t),RightCont(y′′, t)
のいずれかが成り立つ必要がある．LeftCont(y′, t) が成り立つ場合，y′ が離散変化
しないことから y ̸= 0, y′′ = −10 が導かれる．よっていずれにしても y′′ ̸=⊥ で
Cont(y, t),Cont(y′, t) が導かれるが，t =
√
2 で Cont(y, t) ∧ Cont(y′, t) は矛盾する．
よって ⟨y,Q1⟩はプログラム P1 の唯一の解である．これによって，プログラム P1 のよう
な既存の意味論において自然に意味が定まるプログラムに対して，暗黙の連続性を動的に
扱う意味論で自然に意味が定まることが確認できた．
例 3. 図 5.2のプログラム P2 に対し，床を跳ねる軌道のみが解となることを見る．解と




{y = 10, y′ = 0,□(y ̸= 0 ⇒ y′′ = −10),
(y ̸= 0 ⇒ y′′ = −10), y′′ = −10,
□(y = 0 ⇒ y′ = −0.8 ∗ y′−),
(y = 0 ⇒ y′ = −0.8 ∗ y′−),
RightCont(y, t),RightCont(y′, t),RightCont(y′′, t)} (t = 0)
{(y ̸= 0 ⇒ y′′ = −10), y′′ = −10,
(y = 0 ⇒ y′ = −0.8 ∗ y′−),
Cont(y, t),Cont(y′, t),Cont(y′′, t)} (0 < t <
√
2)
{(y ̸= 0 ⇒ y′′ = −10),
(y = 0 ⇒ y′ = −0.8 ∗ y′−), y′ = −0.8 ∗ y′−,
Cont(y, t),RightCont(y′, t)} (t =
√
2)
{(y ̸= 0 ⇒ y′′ = −10), y′′ = −10,
(y = 0 ⇒ y′ = −0.8 ∗ y′−),
Cont(y, t),Cont(y′, t),Cont(y′′, t)} (
√












くの連続性を満たす軌道がなければ良い．そのような軌道 y4 があったとする．y4 は y が
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連続であるので，y = 0 かつ y′ が離散変化するため，y = y4 となり矛盾する．よって
⟨y,Q2⟩は解の 1つである．




道が満たす連続性制約の集合が y と比較可能であってはならないので，時刻 t =
√
2では
LeftCont(y′, t),LeftCont(y′′, t),RightCont(y′′, t)のいずれかが成り立つ必要がある．い
ずれの場合でも y− = 0, y′ = −0.8 ∗ y′−より矛盾する．以上の議論より ⟨y,Q2⟩がプロ













軌道の定義を紹介する前に R ∪ { ⊥ }での演算について述べる．R ∪ { ⊥ }は Coqにお









ある．図 6.3 に制約とその略記の実装を示す．制約の実装は Coq 標準の論理式である




まずは実数上の関数を軌道に埋め込むことを考える．実数上の関数 R → R は軌道
R → R ∪ { ⊥ }のサブタイプであり，自然に軌道と考えることができる．ここではこの自
然な埋め込みに対して，極限と連続性は同値であり，微分可能性は一方向で保たれること
を紹介する．定理を図 6.4 に示す．図 6.4 で，limit1 in, D x, no cond, continue in,











理を図 6.5 に示す．定理 not left cont at bottom, not right cont at bottom,
not cont at bottom はそれぞれ，値が ⊥ になる点では左連続性，右連続性，連続性は
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ては列挙できないため，フェーズ毎にまとめて証明した．
• 実数の計算や連続性に関する証明は省略した．特に連続性は図 6.4 の定理
preserve continuityより明らかである．
まずはプログラムおよび解について図 6.7 に示す．ただし，list (set formula) 型
を constraint型とおいて，“~~>”は string型から constraint型への対応，“|-->”
は option R上の対応を表す．“f| (a,b)”は軌道 fの開区間 (a,b)への制限を表す．
次に解であることを確認するための命題を見ていく．まず時刻 t に関係のない
(i), (ii) について，図 6.8 に示す．図 6.8 で unfold some は Q が string -> option
constraint型であり，Someを剥がすためだけに使われている．c eq, c subsetはそれ
ぞれ constraint型の等価性と包含の判定である．Is trueは bool型を Prop型に変換
している．
最後に時刻に関係のある (iii)について見る．すでに触れたように時刻で全称量化され
た部分はフェーズ毎に証明した．ここでは PP1のみを図 6.9に示す．図 6.9で，f2pは
formula型から Prop型への変換，andlはリストの要素の連言を取る関数，ssubsetは
set string型の包含判定，set mem Feq dec x Xは xが Xの要素かの判定である．IP
では，PPでは let句で指定していた時刻を，“0 < t < sqrt(p/5) ->”のように仮定
で指定する．
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1 Definition minus (x : option R) (y : option R) : option R :=
2 match (x, y) with
3 | (Some x’, Some y’) => Some (x’ - y’)
4 | (_, _) => None
5 end.
6
7 Definition mul (x : option R) (y : option R) : option R :=
8 match (x, y) with
9 | (Some x’, Some y’) => Some (x’ * y’)
10 | (_, _) => None
11 end.
12
13 Definition div (x : option R) (y : R) : option R :=
14 match x with
15 | Some x’ => Some (x’ / y)
16 | _ => None
17 end.
18
19 Definition abs (x : option R) : option R :=
20 match x with
21 | Some x => Some (Rabs x)
22 | None => None
23 end.
24
25 Definition lt (r1 r2 : option R) : Prop :=
26 match (r1, r2) with
27 | (Some x’, Some y’) => x’ < y’
28 | (_, _) => False
29 end.
図 6.1 R ∪ { ⊥ }での演算の実装
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1 Definition partial := R -> option R.
2
3 Definition leftLim (f : partial) (a : R) (l : option R) : Prop
4 := forall eps : R, eps > 0 ->
5 exists del : R, del > 0 /\
6 forall x : R, 0 < a - x < del
7 -> lt (abs (minus (f x) l)) (Some eps).
8 Definition rightLim (f : partial) (a : R) (l : option R) : Prop
9 := forall eps : R, eps > 0 ->
10 exists del : R, del > 0 /\
11 forall x : R, 0 < x - a < del
12 -> lt (abs (minus (f x) l)) (Some eps).
13 Definition lim (f : partial) (a : R) (l : option R) : Prop
14 := forall eps : R, eps > 0 ->
15 exists del : R, del > 0 /\
16 forall x : R, 0 < Rabs(x - a) < del
17 -> lt (abs (minus (f x) l)) (Some eps).
18
19 Definition leftCont (f : partial) (x : R) : Prop
20 := leftLim f x (f x).
21 Definition rightCont (f : partial) (x : R) : Prop
22 := rightLim f x (f x).
23 Definition cont (f : partial) (x : R) : Prop
24 := leftCont f x /\ rightCont f x.
25
26 Definition sim (f g : partial) (x : R)
27 := (leftCont f x <-> leftCont g x)
28 /\ (rightCont f x <-> rightCont g x).
29
30 Definition sec (f : partial) (a : R)
31 := fun x => div (minus (f x) (f a)) (x - a).
32 Definition D (f d : partial) (a : R) : Prop :=
33 lim (sec f a) a (d a)
34 \/ (~ lim (sec f a) a (d a) /\ cont f a /\ d a <> None)
35 \/ (~ cont f a /\ d a = None).
図 6.2 軌道の実装
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1 Inductive formula := I (p : Prop) | A (f g : formula)
2 | T (p : Prop) (f : formula) | S (f : formula).
3
4 Notation "’$’ p" := (I p) (at level 75).
5 Notation "f ’&’ g"
6 := (A f g) (at level 80, right associativity).
7 Notation "p ’~>’ f"
8 := (T p f) (at level 85, right associativity).
9 Notation "’[]’ f" := (S f) (at level 100).
図 6.3 HydLaの制約の実装
1 Theorem preserve_limit:
2 forall (f : R -> R) (a l : R),
3 limit1_in f (D_x no_cond a) l a
4 <-> lim (fun x => Some (f x)) a (Some l).
5
6 Theorem preserve_continuity:
7 forall (f : R -> R) (a l : R),
8 continue_in f no_cond a <-> cont (fun x => Some (f x)) a.
9
10 Theorem preserve_deriv:
11 forall (f d: R -> R) (a : R),
12 D_in f d no_cond a
13 -> D (fun x => Some (f x)) (fun x => Some (d x)) a.
図 6.4 実数上の関数を軌道に埋め込んだときの性質
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1 Theorem not_left_cont_at_bottom:
2 forall (f : partial) (a : R),
3 f a = None -> not (leftCont f a).
4 Theorem not_right_cont_at_bottom:
5 forall (f : partial) (a : R),
6 f a = None -> not (rightCont f a).
7 Theorem not_cont_at_bottom:
8 forall (f : partial) (a : R), f a = None -> not (cont f a).
9
10 Theorem deriv_bottom_at_bottom:
11 forall (f d : partial) (a : R),
12 D f d a /\ f a = None -> d a = None.
図 6.5 値が ⊥となる点での軌道の性質
1 INIT <=> y > 0 & y’ = 0.
2 FALL <=> [](y’’ = -10).
3 BOUNCE <=> [](y- = 0 => y’ = -y’-).
4 INIT, FALL << BOUNCE.
図 6.6 床を跳ねるボールのプログラム
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1 Definition INIT := [[$ gt (x t) (Some 0); $ x’(t) = Some 0]].
2 Definition FALL := [[[]$ x’’(t) = Some(-10)]].
3 Definition BOUNCE
4 := [[[]prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t))]].
5
6 Definition Q : history :=
7 "INIT" ~~> [[$ gt (x t) (Some 0); $ x’(t) = Some 0]; nil; nil; nil];
8 "FALL" ~~> [[[]$ x’’(t) = Some(-10); $ x’’(t) = Some(-10)];
9 [$ x’’(t) = Some(-10)]; [$ x’’(t) = Some(-10)];
10 [$ x’’(t) = Some(-10)]];
11 "BOUNCE" ~~> [[[]prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
12 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t))];
13 [prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t))];
14 [prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
15 $ x’(t) = mul (Some(-1)) (prevx’(t))];
16 [prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t))]];
17 "continuity" ~~> [[$rightCont x t; $rightCont x’ t; $rightCont x’’ t];
18 [$cont x t; $cont x’ t; $cont x’’ t];
19 [$cont x t; $rightCont x’ t];
20 [$cont x t; $cont x’ t; $cont x’’ t]].
21
22 Variable p: R.
23 Definition y := Some 0 |--> Some p;
24 (fun t => Some(p-5*t^2))|_(Some 0, Some(sqrt (p/5)));
25 Some(sqrt (p/5)) |--> Some 0;
26 (fun t => Some(4*sqrt(5*p)*t-5*t^2-3*p))
27 |_(Some(sqrt (p/5)), Some(3*sqrt(p/5))).
28 Definition y’ := Some 0 |--> Some 0;
29 (fun t => Some(-10*t))|_(Some 0, Some(sqrt (p/5)));
30 Some(sqrt (p/5)) |--> Some(2*sqrt(5*p));
31 (fun t => Some(4*sqrt(5*p)-10*t))
32 |_(Some(sqrt (p/5)), Some(3*sqrt(p/5))).
33 Definition y’’ := Some 0 |--> Some(-10);
34 (fun t => Some(-10))|_(Some 0, Some(sqrt (p/5)));
35 (fun t => Some(-10))|_(Some(sqrt (p/5)), Some(3*sqrt(p/5))).
36 Definition prevy := (fun t => Some(p-5*t^2))|_(Some 0, Some(sqrt (p/5)));
37 Some(sqrt (p/5)) |--> Some 0;
38 (fun t => Some(4*sqrt(5*p)*t-5*t^2-3*p))
39 |_(Some(sqrt (p/5)), Some(3*sqrt(p/5))).
40 Definition prevy’ := (fun t => Some(-10*t))|_(Some 0, Some(sqrt (p/5)));
41 Some(sqrt (p/5)) |--> Some(-2*sqrt(5*p));
42 (fun t => Some(4*sqrt(5*p)-10*t))
43 |_(Some(sqrt (p/5)), Some(3*sqrt(p/5))).
44 Definition prevy’’ := (fun t => Some(-10))|_(Some 0, Some(3*sqrt(p/5))).
図 6.7 プログラムと解の Coqでの表現
第 6章 意味論の Coqによる実装と検証 39
1 Theorem semantics_i :
2 let init := unfold_some (Q "INIT"%string) in
3 let bounce := unfold_some (Q "BOUNCE"%string) in
4 let fall := unfold_some (Q "FALL"%string) in
5 Is_true (c_eq init (closure init)) /\
6 Is_true (c_eq fall (closure fall)) /\
7 Is_true (c_eq bounce (closure bounce)).
8
9 Theorem semantics_ii :
10 let init := unfold_some (Q "INIT"%string) in
11 let bounce := unfold_some (Q "BOUNCE"%string) in
12 let fall := unfold_some (Q "FALL"%string) in
13 Is_true (c_subset (closure INIT) init) /\
14 Is_true (c_subset (closure FALL) fall) /\
15 Is_true (c_subset (closure BOUNCE) bounce).
図 6.8 意味論 (i), (ii)の Coq実装
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1 Theorem semantics_iii_s1_pp1 :
2 let E := ["INIT"%string; "FALL"%string; "BOUNCE"%string] in
3 let t := 0 in
4 let x := y in let x’ := y’ in let x’’ := y’’ in
5 let prevx := prevy in let prevx’ := prevy’ in let prevx’’ := prevy’’ in
6 let QEt := [$ gt (x t) (Some 0); $ x’(t) = Some 0;
7 []$ x’’(t) = Some(-10); $ x’’(t) = Some(-10);
8 []prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
9 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
10 $rightCont x t; $rightCont x’ t; $rightCont x’’ t] in
11 p > 0 -> andl (map f2p QEt).
12
13 Theorem semantics_iii_s2_1_pp1 :
14 let E := ["INIT"%string; "FALL"%string; "BOUNCE"%string] in
15 let t := 0 in
16 let x := y in let x’ := y’ in let x’’ := y’’ in
17 let prevx := prevy in let prevx’ := prevy’ in let prevx’’ := prevy’’ in
18 let QEt := [$ gt (x t) (Some 0); $ x’(t) = Some 0;
19 []$ x’’(t) = Some(-10); $ x’’(t) = Some(-10);
20 []prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
21 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
22 $rightCont x t; $rightCont x’ t; $rightCont x’’ t] in
23 p > 0 -> ~ exists E’, ssubset E’ MS = true /\ ssubset E E’ = true
24 /\ E <> E’ /\ andl (map f2p QEt).
25
26 Theorem semantics_iii_s2_2_pp1:
27 let E := ["INIT"%string; "FALL"%string; "BOUNCE"%string] in
28 let t := 0 in
29 let QEt := fun (x x’ x’’ prevx prevx’ prevx’’ : partial) =>
30 [$ gt (x t) (Some 0); $ x’(t) = Some 0;
31 []$ x’’(t) = Some(-10); $ x’’(t) = Some(-10);
32 []prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
33 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
34 $rightCont x t; $rightCont x’ t; $rightCont x’’ t] in
35 p > 0 ->
36 ~ exists (z z’ z’’ prevz prevz’ prevz’’ : partial), exists E’,
37 let x := z in let x’ := z’ in let x’’ := z’’ in
38 let prevx := prevz in let prevx’ := prevz’ in let prevx’’ := prevz’’ in
39 ssubset E’ MS = true
40 /\ (forall t’, t’ < t /\ z(t’) = y(t’) /\ z’(t’) = y’(t’) /\ z’’(t’) = y’’(t’))
41 /\ (~ sim y z t \/ ~ sim y’ z’ t \/ ~ sim y’’ z’’ t)
42 /\ ssubset E E’ = true
43 /\ andl (map f2p (QEt x x’ x’’ prevx prevx’ prevx’’)).
44
45 Theorem semantics_iii_s3_pp1:
46 let E := ["INIT"%string; "FALL"%string; "BOUNCE"%string] in
47 let t := 0 in
48 let x := y in let x’ := y’ in let x’’ := y’’ in
49 let prevx := prevy in let prevx’ := prevy’ in let prevx’’ := prevy’’ in
50 let QEt := [$ gt (x t) (Some 0); $ x’(t) = Some 0;
51 []$ x’’(t) = Some(-10); $ x’’(t) = Some(-10);
52 []prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
53 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
54 $rightCont x t; $rightCont x’ t; $rightCont x’’ t] in
55 p > 0 -> prevx(t) = Some 0
56 -> set_mem Feq_dec ($ x’(t) = mul (Some(-1)) (prevx’(t))) QEt = true.
57
58 Theorem semantics_iii_s4_pp1:
59 let E := ["INIT"%string; "FALL"%string; "BOUNCE"%string] in
60 let t := 0 in
61 let x := y in let x’ := y’ in let x’’ := y’’ in
62 let prevx := prevy in let prevx’ := prevy’ in let prevx’’ := prevy’’ in
63 let QEt := [$ gt (x t) (Some 0); $ x’(t) = Some 0;
64 []$ x’’(t) = Some(-10); $ x’’(t) = Some(-10);
65 []prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
66 prevx(t) = Some 0 ~> $ x’(t) = mul (Some(-1)) (prevx’(t));
67 $rightCont x t; $rightCont x’ t; $rightCont x’’ t] in
68 p > 0 ->
69 leftCont x t -> set_mem Feq_dec ($leftCont x t) QEt = true
70 /\ leftCont x’ t -> set_mem Feq_dec ($leftCont x’ t) QEt = true
71 /\ leftCont x’’ t -> set_mem Feq_dec ($leftCont x’’ t) QEt = true
72 /\ rightCont x t -> set_mem Feq_dec ($rightCont x t) QEt = true
73 /\ rightCont x’ t -> set_mem Feq_dec ($rightCont x’ t) QEt = true
74 /\ rightCont x’’ t -> set_mem Feq_dec ($rightCont x’’ t) QEt = true.
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François Garillot, Stéphane Le Roux, Assia Mahboubi, Russell O’Connor, Sidi
Ould Biha, Ioana Pasca, Laurence Rideau, Alexey Solovyev, Enrico Tassi, and
参考文献 46
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