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This thesis reviews the multiscale entanglement renormalisation ansatz or MERA, a numerical
tool for the study of quantum many-body systems and a discrete realisation of the AdS/CFT du-
ality. The thesis covers an introduction to the necessary background concepts of entanglement,
entanglement entropy and tensor network states, the structure and main features of MERA and its
applications in condensed matter theory and holography. Also covered are details on the algorithmic
implementation of MERA and some of its generalisations and extensions.
MERA belongs to a class of variational ansätze for quantum many-body states known as tensor
network states. It is especially well-suited for the study of scale invariant critical points. MERA
is based on a real-space renormalisation group procedure called entanglement renormalisation,
designed to systematically handle entanglement at different length scales along the coarse-graining
flow. Entanglement renormalisation has be used for example to efficiently describe Kitaev states
of the toric code, the prime example of topological order, and numerically study the ground state
of the highly frustrated spin- 12 Heisenberg model on a kagome lattice and various other one- and
two-dimensional lattice models.
The geometric and causal structure of MERA, which underlies its effectiveness as a numerical tool,
also makes it a discrete version of the AdS/CFT duality. This duality describes a conformal field
theory by a gravity theory in a higher dimensional space, and vice versa. The duality is manifest
in the scaling of entanglement entropy in MERA, which is governed by a law highly analogous to
the Ryu-Takayanagi formula for holographic entanglement entropy, in the connection between
thermal states and a black-hole-like MERA and in the connection between correlation functions
and holographic geodesics in a scale invariant MERA.
The aim of this thesis is to lead the reader to an understanding of what MERA is, how it works and
how it can be used. MERA’s core features and uses are presented in a comprehensive and explicit
way, and a broad view of possible applications and further directions is given. Plenty of references
are also offered to direct the reader to further research on how MERA may relate to his/her interests.
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Kumpulan kampuskirjasto
MERA, eli multiscale entanglement renormalisation ansatz, on numeerinen menetelmä monen
kappaleen kvanttimekaniikan tutkimiseen sekä diskreetti todentuma AdS/CFT-dualiteetista. Tämä
tutkielma on yleiskatsaus MERAan. Se käy läpi tarvittavat pohjatiedot lomittumisesta, lomittumi-
sentropiasta ja tensoriverkkotiloista, kuvailee yksityiskohtaisesti MERAn rakenteen ja tärkeimmät
ominaisuudet ja esittelee sen käyttömahdollisuuksia tiiviin aineen teorian ja holografian tutkimuk-
sessa. Lisäksi tutkielma käsittelee MERAn toteutuksen numeerisena algoritmina sekä joitain sen
yleistyksiä ja laajennuksia.
MERA kuuluu niin sanottuihin tensoriverkkotiloihin, jotka ovat yritteitä monen kappaleen kvant-
titiloille. Se on suunniteltu soveltumaan erityisen hyvin skaalainvarianttien kriittisten pisteiden
kuvaamiseen. MERA pohjautuu lomittumisrenormalisaatioon (entanglement renormalisation),
renormalisaatioryhmäprosessiin, joka on suunniteltu ottamaan huomioon lomittuminen karkeista-
misprosessin eri pituusskaaloilla. Sitä on käytetty muun muassa toruskoodin (toric code) Kitaev-
tilojen – topologisen järjestyksen malliesimerkin – kuvaamiseen sekä vahvasti turhautuneen ka-
gomehilan kehre- 12 -Heisenbergin mallin ja monien muiden yksi- ja kaksiulotteisten hilamallien
perustilojen etsimiseen.
MERAn geometrinen ja kausaalinen rakenne, jonka varaan sen tehokkuus numeerisena yritteenä
perustuu, tekee siitä myös diskreetin todentuman AdS/CFT-dualiteetista. AdS/CFT-dualiteetti kuvaa
konformin kenttäteorian gravitaatioteoriaksi korkeampiulotteisessa avaruudessa ja päinvastoin.
Tämä dualiteetti ilmenee skaalainvariantissa MERAssa useilla tavoilla: MERAssa lomittumisentropia
skaalautuu holografisesti niin kutsutun Ryu-Takayanagi-yhtälön mukaan, termiset tilat kuvautuvat
mustaa aukkoa muistuttavaksi MERAksi ja korrelaatiofunktiot MERAssa riippuvat holografisista
geodeeseista tensoriverkon halki.
Tutkielman tarkoituksena on johdattaa lukija ymmärtämään, mikä MERA on ja kuinka se toimii,
esittää kattavasti ja yksityiskohtaisesti sen keskeisimmät ominaisuudet ja käyttötarkoitukset sekä
antaa laaja yleiskuva sen sovelluskohteista. Matkan varrella tutkielma pyrkii jakamaan runsaasti
viitteitä, joita seuraamalla lukija voi löytää lisätietoa siitä, miten MERA liittyy hänen kiinnostuksensa
kohteisiin.
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Chapter 1
Introduction
In modern physics, many of the most challenging yet interesting phenomena are found in quantum
many-body systems. When extended systems are considered, the high number of interacting
degrees of freedom demonstrate strong quantum collective behaviour. This leads to a range of exotic
phenomena, such as various low-temperature condensates and complex long-range entanglement
structures. Understanding such phenomena is crucial for many fundamental questions of nature,
from understanding the QCD phase diagram to answering the question of how classical reality
arises from quantum physics. The range of possible technological applications is also extremely
wide, with exotic materials such as high-temperature superconductors and scalable, fault-tolerant
quantum computers as some high points.
The same richness of quantum interactions and correlations that leads to these promising offers
also makes theoretical work extremely challenging. In weakly interacting systems perturbation
theory may be summoned to help, but with strong interactions problems become very difficult to
tackle. Analytical results are rare, and because the state space grows exponentially with the number
of degrees of freedom, straight-forward numerical approaches are unfeasible. Different elaborate
numerical tools have then been developed and applied, especially as available computational
power has continued its explosive growth. Quantum Monte Carlo sampling is one of the most
widely used and successful methods, but in some systems of notable interest the notorious sign
problem steps in the way and prevents practical use of Monte Carlo sampling.
Parallel to quantum Monte Carlo, another success story are various numerical renormalisation
group techniques, especially the density matrix renormalisation group or DMRG [79]. Based on
Wilson’s theory of real-space renormalisation, where the physics in question is studied at different
length scales, these methods can be used to simulate low-temperature behaviour of strongly
interacting systems with feasible computational resources, and require almost no a priori knowledge
of the model studied. DMRG has proven extremely effective for non-critical 1-dimensional systems,
but it too has met its limits, with higher dimensions and critical points of phase transitions causing
problems. Inspired by DMRG’s mathematical formulation in terms of so called tensor network
states [26] and a better understanding of its short-comings [74], other similar schemes have been
developed [73, 61], and nowadays these tensor network/renormalisation group based methods
form a class of various numerical tools, each with their respective strengths and weaknesses.
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The topic of this thesis, the multiscale entanglement renormalisation ansatz [75] or MERA as it
will be called from now on, belongs to this new class of methods. MERA, and its renormalisation
group side of the coin called entanglement renormalisation [76], have been designed with the
simulation of critical points in mind, and it also readily generalises to higher than 1 dimensions. Like
other tensor networks, it is not plagued by the sign problem, making it a viable choice in some cases
where the reach of Monte Carlo is severly capped. MERA’s development was motivated by looking
at DMRG and other methods from the point of view of quantum information. Understanding
the entanglement structure of the previous methods and how high amounts of entanglement are
responsible for many of their problems lead to the key features of MERA. This connection between
MERA and quantum information theory goes even deeper, as MERA can be also be seen as a circuit
diagram for a class of quantum circuits for quantum computers.
Parallel to numerically simulating quantum many-body systems, MERA is also tied to another
seemingly quite distant field of physics, namely holography and holographic duals [6]. Originally
holography was a research direction in the study of gravity and the search for quantum gravity. In
late 90s this research lead to holographic dualities, that connect theories of quantum gravity to
gauge quantum field theories. These dualities have then got physicists from other fields of physics,
especially condensed matter physics, interested as well, because they offer ways to formulate
difficult questions in strongly interacting field theories in terms of well-understood gravity physics.
Such dualities have thus tied these far apart fields of physics together, and MERA has become
involved in this mixture as well: It has been noticed [68] that MERA offers a concrete, discrete
realisation of the so called AdS/CFT duality. The hope is that formulating the AdS/CFT duality in
terms of MERA would lead to better understanding of such dualities overall, and perhaps a way to
find new kinds of dualities, which could help both in the study of quantum many-body systems
and in developing theories of quantum gravity.
MERA thus lives at the interesting intersection of condensed matter theory, quantum informa-
tion and holography. It ties these three fields together in a novel way and offers perspectives on all
of them. The aim of this thesis is to give a broad overview of what MERA precisely speaking is, where
its coming from and how it has been used so far in the study of condensed matter and holography.
This introductory chapter has been kept quite short, and undoubtedly many of the concepts men-
tioned here, such as real-space renormalisation, holography and quantum information, remain
mysterious if the reader has not been exposed to them previously. The aim is to compensate for
this by working through the topic in a systematic and pedagogical way, and keeping the discussion
quite verbose.
The next chapter will introduce the basics of entanglement in quantum mechanics and quantify-
ing it in terms of entanglement entropy. These are important preliminaries for understanding what
is happening later on in the thesis, but a reader familiar with these topics may want to skip the next
chapter. In chapter 3 we start to work our way towards understanding what MERA is. This chapter
will cover the basics of numerical real-space renormalisation and then introduce entanglement
renormalisation. Entanglement renormalisation is the renormalisation group point of view on
MERA, and will serve as our gateway to the topic. Next, the short chapter 4 will present tensor
networks, tensor network states and the graphical tensor calculus needed to treat them. Their
3connection to the real-space renormalisation group techniques will also be explained, and this will
lead us to MERA, which conversely is the tensor network side of entanglement renormalisation.
Once this is done, the reader will hopefully have a basic understanding of what MERA is and how, in
principle, it would be applied in condensed matter research. Chapter 5 will then cover the details of
implementing and using MERA. It will include discussion of the most important features of MERA,
its algorithmic implementation, the different types of MERA and the quantum circuit view point.
For someone interested in using MERA to simulate his/her favourite lattice model, this is the main
body of the thesis.
After this, the discussion will move to MERA’s achievements. Chapter 6 will first give an introduc-
tion to second-order phase transitions and quantum phases, especially from the renormalisation
group theory point of view. It will then cite and discuss various results obtained with MERA for
different condensed matter systems, with the goal of convincing the reader that MERA indeed is
a valuable new tool for condensed matter theorists and discussing its strengths and weaknesses.
Next, in chapter 7 the focus will turn to holography. There we will first see how the geometric
structure of MERA leads to many of its important features, and then how this geometric view is
highly analogous to known features of holographic duals. This analogy will then be developed
further to make MERA a realisation of the AdS/CFT duality. Finally, in chapter 8 short reviews will
be given for three different ways to generalise MERA, including a continuum field theory version of
MERA and MERA in two spatial dimensions. Chapter 9 will then briefly wrap up the thesis.
None of the core findings or insights presented in this thesis were originally invented or worked
out by the author. The purpose has been to collate and review the growing body of research on and
around MERA, and present it as a comprehensive and pedagogical package that should answer the
questions of what, how and why for anyone interested in the topic. However, way in which the topic
is presented and the organisation of the presentation has been up to the author, and some proofs
and details that have been either omitted, merely sketched or left ungeneralised in the original
papers have been worked out in more explicit and general terms here.
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Chapter 2
Entanglement Entropy
In this first chapter we will discuss entanglement, a basic phenomenon of quantum mechanics. We
will also introduce a quantitative measure for entanglement, namely entanglement entropy, and
concepts tightly related to it. The vocabulary from this chapter will feature prominently in our later
analysis of quantum phases of matter, tensor networks and other topics.
Entanglement and entanglement entropy are covered well in many books on quantum mech-
anics and especially quantum information. The author has found John Preskill’s lecture notes on
quantum information [55] to be an exceptionally pedagogical source that focuses more on the
information theoretic and less on the computational side of the topic.
2.1 Entanglement
Entanglement is a phenomenon of quantum mechanics where a system consisting of several sub-
systems is in a quantum state that does not factorise into a product of the states of the subsystems.
That is to say, the state of the whole does not reduce to states of its parts. Mathematically this boils
down to the fact that the state space of a composite system is the tensor product of the state spaces
of the subsystems and not the direct sum as one might classically think. Such a tensor product
of two spaces includes all tensor products of subsystem states, such as |ψ〉⊗ |φ〉 ≡ |ψ〉|φ〉, which
correspond to the classical idea of one subsystem being in state |ψ〉 and the other in state |φ〉. In
addition, however, the tensor product space includes all linear combinations of these product
states, and such a linear combinations may not be decomposable as tensor products of two states
anymore. For example, if
|ψi 〉 ∈VA , |φ j 〉 ∈VB for all i , j (2.1)
then ∑
i , j
ai j |ψi 〉|φ j 〉 ∈VA⊗VB , (2.2)
but it may be that there are no states |ψ〉 ∈VA and |φ〉 ∈VB such that∑
i , j
ai j |ψi 〉|φ j 〉 = |ψ〉|φ〉. (2.3)
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In such a case we say that the linear combination state is entangled. For example the two-qubit
state
|Φ+〉 = 1p
2
(|00〉+ |11〉, (2.4)
known as one of the Bell states, is not a tensor product of any two one-qubit states, and is thus an
entangled state.
More generally and sticking to what can be observed, entanglement is correlations between
systems that are purely quantum mechanical in nature and can not be explained by a classical
origin. A classic and illustrative example is a pair-production event that produces two spin- 12
particles out of the vacuum. By conservation of spin they must get opposite values of spin so that
if one is found in the spin down state the other one must be measured to be up. This in itself is
nothing odd, until you add in the fact that in quantum mechanics the spin state of either of the
particles alone is undetermined until it is measured, and chance is involved in the measurement
outcome (more explicitly this can be shown by measurements along several axes). Still the spin
measurements must be perfectly correlated, and it seems as if the measurement of one affects the
other, even though the measurements can be spacelike separated. Such correlations can not be
explained classically and are a manifestation of entanglement.
This and many other phenomena introduced by entanglement are obviously counter-intuitive
and were a major point of debate in the early history of quantum mechanics, starting with Einstein’s,
Podolski’s and Rosen’s famous thought-experiment [13]. However, after Bell derived his famous
inequalities in 1964 [4] that gave falsifiability to such unclassical correlations, entanglement has
been thoroughly tested and proven experimentally and is now considered an integral part of the
quantum description of nature.
From the early controversy and later acceptance, entanglement has then moved on to be
appreciated as a key resource, as physicist have started to device ways to put all these oddities to
technological use [47]. In quantum information science methods such as quantum key distribution
and quantum teleportation rely completely on using entanglement. Quantum computation and
quantum algorithms make extensive use of entangled states as well, and in fact proof of presence
of entanglement is often used as a distinguishing experimental criterion in benchmarks of qubit
technologies. Moreover, in many-body quantum states and especially in studying quantum phases,
entanglement structure of states is a key feature that can for example distinguish between different
phases [35, 37], and also limits the classical simulability of these states.
2.2 Entanglement Entropy
Given that entanglement is of such great interest in many situations we would certainly like to
do what physicists do, and give it quantitative measure. For this purpose we have what is called
entanglement entropy.
To get started with entanglement entropy, we first take a look at reduced density matrices.
Density matrices, with which we assume the reader is at least somewhat familiar, are an operator
based description of quantum states that allows us to handle states with classical uncertainty or
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mixedness, such as uncertainty in thermal states or states with an ill-known history. Such states are
called mixed states as opposed to pure states, which are the familiar normalised vectors in Hilbert
spaces.
For a pure state |ψ〉 the density matrix or the density operator is just the projection operator
ρ = |ψ〉〈ψ|. (2.5)
Density matrices of pure states are nothing but another formalism for quantum mechanics, with its
own time evolution equation called the von Neumann equation, et cetera. However, the density mat-
rix description can also easily incorporate states with classical uncertainty or classical probability
distributions by taking linear combinations such as
ρ =∑
i
pi |ψi 〉〈ψi |. (2.6)
Such states are then called mixed. The factors pi correspond to classical probabilities (as opposed
to quantum superposition factors) that the system is found in state |ψi 〉. Generally speaking, given
a state space for a system, any linear operator1 ρ on it that is positive semidefinite, Hermitian and
has unit trace can be taken to be a density operator representing some state. The state is then pure
if and only if ρ2 = ρ.
Pure states and the 〈br a|ket〉 formalism are completely sufficient for dealing with quantum
correlations and superposition, whereas density matrices are useful when classical uncertainty and
classical probability is involved, such as in statistical quantum mechanics. Why is this interesting
for entanglement then? Consider a situation where we have a system in an entangled state, but can
only access a subsystem and not the whole state. Then, due to the nature of entanglement, our
knowledge of the subsystem is incomplete. This introduces a classical kind of uncertainty, arising
from our lack of knowledge of the rest of the composite system.
Let us give the state of the whole system the density matrix ρ. We then split this system into two
parts A and its complement A{, so that its Hilbert space factorises as V=VA⊗VA{ . If we then only
have access to A and do not know anything about the other part of the system, everything we can
know about the state of A is given by its reduced density matrix
ρA =TrA{ ρ, (2.7)
Here the trace is over the degrees of freedom inVA{ , the part we know nothing about. Encoded in
ρA is all the information we can have about the state of A, but this information is limited because
we do not know what goes on in A{.
Because of this uncertainty, even if ρ is a pure quantum state, ρA may be mixed. This is the
definition of entanglement and such a state ρ is called an entangled state. An unentangled state is
called a product state, because it factorises to
ρ = ρA⊗ρA{ . (2.8)
1Linear operators correspond directly to matrices for finite-dimensional spaces, but the formalism works for infinite-
dimensional ones as well.
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Entangled states are by nature non-local in the sense that full knowledge of the state of A
depends on parts outside A. However, for local purposes ρA is sufficient for extracting all physical
observables. What is meant by this is that when normally a Hermitian operator O operating on the
state space that ρ lives in has the expectation value 〈O〉 =Tr[ρO], then an operator Q that operates
locally only on the state space of A has the expectation value2
〈Q〉 =Tr[ρQ]=Tr[ρAQ]≡ 〈Q〉A . (2.9)
In this sense ρA provides all the information we can have about the state of A, but also all the
information we might ever need, as long we are interested only in what goes on inside A.
Now that we have a formalism for entanglement, we move on quantifying it. For this the tool
is von Neumann entropy, which is the quantum mechanical equivalent of Shannon entropy of
classical information science. It is defined as
S(ρ)=−Tr[ρ logρ]=−
N∑
i=1
pi log pi . (2.10)
In the second form pi are the eigenvalues of ρ (0log0 is taken to be 0, according to the limit).
Von Neumann entropy is a measure of mixedness of a density matrix. It is always positive, 0 if
and only if ρ is a pure state and for a maximally mixed state with pi = 1/N ∀i = 1,2, . . . , N entropy
is maximal with a value of S = log N . It has some important properties, with the so called strong
subadditivity standing out as particularly non-trivial. We will not need strong subadditivity in this
thesis, but instead will make use of its weaker version, subadditivity. It states that for a density
matrix ρ
S(ρ)≤ S(ρA)+S(ρA{). (2.11)
The full triangle inequality, known as Araki-Lieb inequality [2], holds too, so that
|S(ρA)−S(ρB )| ≤ S(ρ)≤ S(ρA)+S(ρA{). (2.12)
Subadditivity says that if we split the system in two, the sum of the entropies of the subsystems is
greater than the entropy of the whole. Looking at entropy as lack of information this is precisely
what entanglement is about: A state may hold more information than the sum of its parts, if the
parts are looked at separately. Indeed for a product state subadditivity reduces to additivity and no
information is lost in splitting a system in two.
This immediately leads to a natural way to quantify entanglement. Entanglement is only
meaningful if we look at a state and split the system into different parts, and accordingly we define
entanglement entropy of a subsystem as the von Neumann entropy of its reduced density matrix.
Note that if ρ is a pure state, then its reduced density matrices ρA and ρA{ will have the same
entanglement entropy, as is only natural as the entanglement between A and A{ ought to be
symmetric.
It is important to understand that entanglement entropy depends on the way we partition the
system into V=VA ⊗VA{ . For a different partition V=VB ⊗VB{ entanglement between the two
2The notation here is somewhat sloppy. We consider Q to be also an operator on the whole state space as Q⊗ IA{
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parts for a given state ρ may be completely different. Thus entanglement of a state is not simply a
property of the state itself, but also of the way we look at the system as composed of parts.
This definition of entanglement entropy works fine for pure states. If ρ is mixed things get a
bit more complicated, as some of the mixedness in ρA is of a classical origin, and not only due to
entanglement. In this case we can define what is called mutual information between ρA and ρA{ as
I (A, A{)= S(ρA)+S(ρA{)−S(ρ). (2.13)
It quantifies the information that was lost when we moved from considering the whole to describing
it as a sum of its parts, i.e. the information that is stored in the correlations between the two
subregions: the mutual information.
Mutual information characterises the correlations between two regions, whether they are clas-
sical or quantum mechanical. This can be seen for example from the way it constrains correlators
of operators defined on the two subsystems. If O1 and O2 are operators in A1 and A2 respectively,
then (〈O1⊗O2〉−〈O1〉A1〈O2〉A2)2
2〈O21〉A1〈O22〉A2
≤ I (A1, A2). (2.14)
However, for the purposes of this thesis entanglement entropy is mostly satisfactory, because
thermal states with classical uncertainty will only be given a brief mention. Thus we will not dwell
on the properties of mutual information further.
2.3 Area Laws for Entanglement Entropy
A feature of entanglement entropy relevant for the lattice systems in this thesis is area laws or
boundary laws [56]. In chapter 7.2 we will see that naturally fulfilling an area law is one of the
characteristic properties of MERA.
Suppose we have a physical system and its state, and we calculate the entanglement entropy
of a region of the system, such as a part of spacetime or some part of a lattice. An area law would
state that this entanglement entropy scales (asymptotically) at most with area of the boundary of
the region, so that in a d-dimensional system for a region of linear size l entropy scales as S ∝ l d−1.
This is in contrast with randomised quantum states, that have entanglement equally between all
the degrees of freedom and entropy proportional to the number of degrees of freedom. Indeed
many physical states do not obey area laws, but rather let the entanglement entropy scale with the
volume.
What is interesting is that for local, gapped Hamiltonians in most cases the ground state has
been found to satisfy an area law [14]. Such systems can be bosonic or fermionic and live in spaces
of various dimensions. No precise criterion has been found for when such an area law should hold,
but locality of interactions is clearly the essential factor. Because of locality, only parts of the system
that are not too far away from each other tend to be entangled, as interactions across distances have
to be carried over by a chain of local interactions. This means that for large subsystems the central
part that is far away from the boundaries is not entangled with anything outside the subsystem,
and thus entanglement becomes associated with the boundary and its area.
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An important example of a case where this rule is broken are critical points of 1-dimensional
systems. There typically a logarithmic violation of the area law is found [14]. This too will be
naturally incorporated in a MERA description of such a state.
Chapter 3
Real-space Renormalisation
Renormalisation is a method to investigate the variance of physics as a function of the scale at
which we are observing it. The central idea is that the values of the parameters describing the
physics, such as masses and couplings, may change as functions of the energy or, complementarily,
length scale at which the theory works. More precisely, we can describe the same system at different
scales by a common Hamiltonian, if we make the parameters of the Hamiltonian dependent on the
scale. This means that as we move from considering the microscopic interactions to treating larger
wholes as the constituents of some effective theory, this process can simply be described as a flow
in parameter space, the renormalisation group flow.
Since the 50s renormalisation has been applied in quantum field theory to tame the rampant
infinities that seemingly appear as one tries to apply perturbation theory to the field theories. These
apparent infinities are essentially due to very short length scale/high energy behaviour of the theory.
This region is often beyond our ability to experimentally test and the validity of our continuum
quantum field theory under such extreme circumstances can be questioned.
What can be done is to notice that the phenomenological parameters like observed masses
and couplings of the Lagrangian change, as we scrutinise the particles at different energies, due to
for example screening by virtual particles. This way we can then fix a scale at which we say we are
observing the theory and require observables at this scale to have finite values, disregarding the
fact that this might cause singularities at the very high energy end of the theory. This allows us to
detach these high energy extremities from the physics of the observable scale, enabling us to do
effective predictions, but obscuring what really goes on at very short distances.
The actual implementation of renormalisation in quantum field theories is a rather complicated
matter and we will not concern ourselves with it here. What will be of much greater interest in this
thesis is the perhaps less famous technique of real-space renormalisation, where the same ideas
are applied to many-body systems such as lattice models. It was pioneered among others by Leo
Kadanoff with his block-spin transformation in 1966. In it Kadanoff considered describing a large
spin lattice by dividing it into blocks and assigning to each block a single spin state, which could
be for example the mode of the spin states in the block. This way a new lattice with fewer spins is
obtained that gives an approximate description of the state of the original lattice, as in figure 3.1.
The scattered ideas of Kadanoff, quantum field theory and others were condensed into a single
11
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Figure 3.1: A block-spin transformation in the spirit of Kadanoff. A lattice of spins is approximated by a new lattice with
fewer spins. This is done by dividing the original lattice into blocks and describing the state of each block with a single
spin, that is taken here to be the mode of the original spins (here down is chosen to win in case of a tie).
theory, called renormalisation group theory, by Kenneth Wilson in 1971 [80]. He developed and
solidified the real-space renormalisation techniques and in so doing gave explanations for many
features of the phenomenological Landau-Ginzburg theory of phase transitions, putting these res-
ults on solid theoretical footing. He also used this same framework to describe the renormalisation
techniques of quantum field theory, called the momentum-space renormalisation group in contrast
with the real-space one. This put renormalisation of quantum field theories, which had long been
eyed suspiciously by many physicists who considered it to be a dubious computational trick lacking
mathematical rigour and physical justification, on a much firmer conceptual and mathematical
ground. Wilson also developed a concrete numerical renormalisation group that he used to solve a
long-standing problem in condensed matter physics, the Kondo problem.
In this chapter we will not explain the intricate workings of Wilson’s renormalisation group
theory. Some of it will be described later in chapter 6, that is dedicated to analysing phases and
phase transitions, as that is something at which the renormalisation group really shines. Instead,
what is of interest to us here is the intuition of the procedure of real-space renormalisation and the
numerical implementation.
Wilson’s numerical renormalisation group was later improved upon by Steven White, as he
created the variational technique of density matrix renormalisation group [79] or DMRG for short.
DMRG has been found to be a superb numerical tool in extracting low energy behaviour from
high energy theories on 1-dimensional chains and is still widely in use. It has further inspired
other renormalisation group techniques that extend the range of applicability of DMRG. We
will first describe one such technique, called tree renormalisation, that in fact greatly resembles
Kadanoff’s block-spin transformation. Then we will observe some of its critical short-comings that
prevent its application in many physically interesting situations. This will motivate us to modify the
scheme slightly, arriving at entanglement renormalisation, another descendant of DMRG and the
renormalisation group side of MERA.
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3.1 Tree Renormalisation
The presentation of tree renormalisation in this chapter follows mostly references [76] and [77] by
Vidal. In those papers what we call tree renormalisation has simply been referred to as real-space
renormalisation or coarse-graining.
Let us consider a d-dimensional latticeL of quantum systems and a Hamiltonian H that is
taken to be a sum of nearest-neighbour terms, that dictates the interactions between these degrees
of freedom. This could be for example a lattice of spin- 12 fermions, i.e. qubits, with the Hamiltonian
of say the Ising model, or something more intricate like a lattice of interacting harmonic oscillators
or atoms.
We want to calculate the properties of the ground state of the lattice, such as expectation values
of local operators and correlators between points, in a manner that is feasible with modern classical
computers. The straight-forward approach of using exact diagonalisation to obtain the ground state
and pushing onwards with brute force is quickly seen to fail for even the simplest systems if the
lattice is anything but tiny. This is because the state space of the system grows exponentially with
the number of lattice sites N . Applying perturbation theory around a free field theory is limited to
weak couplings between the degrees of freedom, a restriction we can not allow. In addition, we may
be interested in the scaling structure of the ground state, such as entanglement and correlation at
different length scales, and perhaps we want to investigate the phase diagram of our model.
With these goals in mind, we attack the problem with a simple coarse-graining transformation
that reduces the degrees of freedom in the problem by looking at the system at a larger length scale.
Consider a part of the latticeB ⊂L . If each lattice point s ∈B has the state spaceVs then the state
space ofB is
VB =
⊗
s∈B
Vs . (3.1)
We aim at giving a coarser description of the lattice in terms of another latticeL ′, such that each
point s′ ∈L ′ corresponds to a region of several pointsB in the original lattice. However we want
dimVs′ < dimVB , so that the state onL ′ only retains some of the characteristic features of the
state and is easier to handle computationally. This is just like in Kadanoff’s block transformation,
where we only gave a rough account of the state by saying that because most of the spins in a given
block are up (down) we consider the block as a whole to be in the up (down) state.
For this purpose we introduce a tensor
w :Vs′ →VB , (3.2)
although we will not specify its exact form yet, but simply its purpose and properties. More than
w , we are actually interested in its dual w†, that maps VB→Vs′ . This w† is our coarse-graining
function that maps the state of the block to a state of the new lattice point. In our previous block-
spin transformation example w† would simply take the mode of the spins inB. In turn w can be
considered a reversal of this mapping, though it will not be an actual inverse of w†, which for any
sensible and useful choice of w† does not even exist. In the block-spin transformation example w
would be chosen to map a coarse-grained spin up (down) to some representative state of the block
that it describes, such as a block with all spins up (down). This is illustrated in figure 3.3.
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Figure 3.2: A coarse-graining transformation of a 1-dimensional lattice, i.e. a chain. The black dots mark lattice sites, our
choice of the regionB is shown in yellow. Each individual w connects a site of the coarser latticeL ′ to a region inL .
Together they form the map W between the two lattices.
For this to make much sense, this representative should be such that mapping it again with
w† will get us back to the coarse-grained state we started with. For this end we require w to be
isometric in the sense of the following condition:
w†w = IVs′ . (3.3)
This means precisely that first running the coarse-graining backwards to obtain a state of the denser
lattice and then coarse-graining back is the identity operation, a natural requirement.
As to why w and w† are named the way they are and not the other way around is a matter of
convention that should become clear in chapter 4, as should the question of why we are talking in
terms of tensors and not simply linear operators.
By dividing the whole latticeL into blocks and constructing an isometry from each of these
blocks toL ′, we create a mapping
W :VL ′ →VL , W =
⊗
s′∈L ′
w. (3.4)
Naturally W is also an isometry, W †W = IL ′ . For ease of notation we have assumed here that all
the blocks are identical so that the same w can be used for all of them, meaning we have assumed
translation invariance of the system.
Because we are interested in the properties of the ground state |G〉 of the lattice, we want to
build w , and thus W , in such a way that we can use the image of the ground state |G′〉 ≡W †|G〉 to
calculate properties of |G〉. To be more specific, if O is an operator onL , we map it as
O 7→O′ =W †OW. (3.5)
Now we want W to preserve ground state expectation values, meaning we require
〈G|O|G〉 = 〈G′|O′|G′〉 = 〈G|W W †OW W †|G〉. (3.6)
or equivalently W W †|G〉 = |G〉.
This could of course be trivially fulfilled by requiring W to be unitary. But if VL and VL ′ are
connected by such a unitary operator, they must have equal dimension. This is not what we are after
here, because if the new state space is as big as the original one, we have gained no computational
advantage and are just restructuring our picture of the system. Instead, we want VL ′ to correspond
to a subspace of VL that is as small as possible, but such that (3.6) holds for the ground state.
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Figure 3.3: An illustration of how the coarse-graining isometry w would work in Kadanoff’s block-spin transformation
for blocks that have up as their mode state. All the states on the left (and only those states) would be mapped by w† to
the single coarse-grained up spin in the middle. If the coarse-graining is run backwards, w maps the state in the middle
to the one on the right, a chosen representative of the set of states on the left. Note that the state on the right could have
been chosen to be any of the states on the left, although the choice in the figure is the most natural one. The illustration
also clearly demonstrates the non-injectivity of w† and non-surjectivity of w and how w w† projects the states on the left
to the one state on the right.
The optimal way to do this was discovered by White as a part of his density matrix renormalisa-
tion group algorithm [79]. Consider the Schmidt decomposition (see Appendix A) of the ground
state:
|G〉 =
χ∑
i=1
p
pi |φi 〉|ψi 〉. (3.7)
Here |φi 〉 are states in the state spaceVB of a block and |ψi 〉 are states of the rest of the lattice. Now
if we choose w operating on VB such that
w w † =
χ∑
i=1
|φi 〉〈φi |, (3.8)
then we immediately see that (3.6) holds because
w w †|G〉 =
χ∑
i , j=1
p
pi |φi 〉〈φi |φ j 〉|ψ j 〉 =
χ∑
i=1
p
pi |φi 〉|ψi 〉 = |G〉. (3.9)
The choice (3.8) fixes our w and is known as White’s rule. Another way to look at it is through the
reduced density matrix ofB, because |φ〉 are its eigenvectors with non-zero eigenvalues:
ρB ≡TrL \B |G〉〈G| =
χ∑
i=1
pi |φi 〉〈φi |. (3.10)
The summation runs up to χ, which is the number of non-zero eigenvectors of ρB or equivalently
the Schmidt rank.
The operator P ≡w w † is a projection (P 2 = P ), and it projects to the space spanned by |φi 〉. In
this way it leaves the dimensions ofVB that are relevant for the ground state ρB intact, but discards
the rest of the space. A simple choice of w to fulfill (3.8) is w =∑χi=1 |φi 〉〈αi |where |αi 〉 are a basis
for Vs′ . This w is trivially seen to fulfill the isometry condition (3.3). We also immediately see that
dimVs′ =χ≤ dimVB , where the inequality is possible because eigenvalues of ρB that are zero do
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not contribute to P and w . This is the key point for computational efficacy: The dimension of the
Hilbert space is reduced in the coarse-graining.
The state space of the wholeL ′ is
⊗
s′∈L Vs′ . It can accommodate the ground state properties
of L , but neglects the rest of VL . Often in practice we want to disregard contributions from
eigenvectors of ρB with small eigenvalues in the name of further computational efficiency. This
is easily done by setting a cut m such that (keep in mind here that the trace of a density matrix is
always 1)
1−
m∑
i=1
pi < ², (3.11)
where we assume that the eigenvalues are ordered as p1 ≥ p2 ≥ ·· · ≥ pχ. The upper limit ² is a preset
truncation error that represents the accuracy of our approximation, and instead of (3.8) we then set
w w † =
m∑
i=1
|φi 〉〈φi |. (3.12)
In the future we will not differentiate between the the approximate and the exact case and will refer
to the dimension of Vs′ as χ in both cases.
We may also be interested not only in the ground state, but more generally in a low energy
subspace that includes lowest excited states as well. In this case we can make w w † project to this
subspace and and otherwise proceed as usual.
Now that we have successfully mapped L to a coarse-grained lattice L ′, we can continue
with this process and coarse-grain further, mappingL ′ toL ′′ and that further on toL3, et cetera.
At all stages the ground state is left untouched. At each coarse-graining, a site of the new lattice
corresponds to region of sites in the previous one, which again corresponds to a larger region of
sites in the one before it. In this way the higher we are in the hierarchy ofLτ, the larger a part of
the original system is described by a single lattice point, so that the latticesLτ are approximate
descriptions of the system at growing length scales.
The sequence of lattices, states and operators that we got by consecutively coarse-graining is
called the renormalisation group flow.
VL0
W †0−→VL1
W †1−→ . . . W
†
T−→VLT , (3.13)
|G0〉
W †0−→ |G1〉
W †1−→ . . . W
†
T−→ |GT 〉, (3.14)
O0
W †0−→ O1
W †1−→ . . . W
†
T−→ OT . (3.15)
See also figure 3.4. Here T denotes the level where our coarse-graining flow ends. For an infinite
lattice this is when the flow reaches a static state, where subsequent applications of W do not
change the system further. In the case of a finite lattice, T is naturally reached when the whole
system has shrunk to number of sites smaller than the coarse-graining region. At that point we map
the remaining sites with a final top tensor t :VLT →VLT−1 , which is another isometric tensor quite
like the ws that have been used, but it coarse-grains the whole remaining latticeLT−1 to a single
site. We can also just choose to terminate the flow at certain depth, in which case we have several
top tensors that are simply the isometries that produce the final, coarsest lattice of the flow.
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Figure 3.4: An example of the renormalisation group flow created by tree renormalisation. At each level three neighbour-
ing sites are grouped together and mapped with an isometry to a new lattice point at a coarser lattice.
For finite systems, the question of boundary conditions arises. Usually periodic boundary
conditions are adopted, because they make both numerics and analytical treatment simple. Explicit
boundaries are also possible, but we will not consider them here, see references [62] and [25].
At every level of the flow we apply either White’s rule (3.8) or the approximate rule (3.12), which
ensures that
〈G0|O0|G0〉 = 〈Gτ|Oτ|Gτ〉 ∀τ ∈ {0,1, . . . ,T }. (3.16)
White’s rule then also dictates the Hilbert space dimension χτ at every level, which depends on the
spectrum of the reduced density matrices on the previous level τ−1 as in equation (3.8).
Now the computational cost of anything we may want to calculate scales as some kind of
growing function of χτ. The explicit dependencies in the case of entanglement renormalisation will
be covered in chapter 5, but it is clear that this motivates looking a bit further into what constitutes
χτ and how it behaves as τ grows.
We will now temporarily drop the index τ to keep the notation clear. The following is valid on
all levels of the renormalisation group flow.
Looking at the Schmidt decomposition (3.7) we can already see that χ is related to the amount
of entanglement betweenB and the rest of the lattice. We can also calculate an explicit bound for χ
from entanglement entropy,
S(ρB)=−
χ∑
i=1
pi log pi . (3.17)
For a fixed χ, in the scenario that maximises the entropy, when pi = 1χ for all i , we get
S(ρB)= −
χ∑
i=1
χ−1 logχ−1 (3.18)
= logχ. (3.19)
Therefore for a fixed S we have χ≥ eS always.
We can then obtain some limits for the scaling of χ from area laws of entanglement entropy, as
discussed in chapter 2.3. For a 1-dimensional system the boundary of our regionB stays constant
even as the region grows under the renormalisation group flow. Now if the correlation length is
finite, which is to say lattice sites very far away from each other are not entangled, we get a boundary
law and the entanglement entropy will saturate to a constant maximum value.
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If instead we happen to be at a critical point of a second-order quantum phase transition the
correlation length diverges and there is a logarithmic violation of the area law [14]:
S ∝ log l , (3.20)
where l is the linear size of the region.
Further if our system is d-dimensional with d > 1 we typically get an area law both on and off
criticality,
S ∝ l d−1. (3.21)
Here l could be for example the length of the side of a (hyper)cube that we choose to be ourB.
Looking at a coarse-graining blockBτ, its linear size grows exponentially in τ, as a larger and
larger region is described by a single lattice point. For example, for a square lattice with a coarse-
graining region of 3d sites, lτ = 3τ. If we then assume the best case scenario χ ≈ eS , we get the
following results.
χτ ≤χmax ∼ eSmax d = 1 non-critical, (3.22)
χτ ∼ eτ d = 1 critical, (3.23)
χτ ∼ ee
τ
d ≥ 2. (3.24)
As this demonstrates, our coarse-graining scheme is only practical in a very limited set of cases,
mostly one dimensional non-critical systems. In other situations χ grows much too fast to keep
numerical calculations feasible for larger systems, where several coarse-grainings are needed.
Conceptually this stems from the fact that some of the short-range degrees of freedom, which
present themselves in entanglement between neighbouring blocks, are not integrated out by coarse-
graining. They persist and even accumulate under the renormalisation group flow, forcing the
Hilbert space dimension χ to grow with τ and causing calculations to quickly become prohibitively
expensive computationally. The situation is worse in higher dimensions because the boundaries
between blocks are larger, as the double exponential growth clearly shows.
In addition to being limited in its range of applicability, this renormalisation scheme also has
some undesirable and unnatural features. Because entanglement between sites that happen to be
inside a block is treated differently from the case when the entanglement crosses the boundary
between blocks, the renormalisation group flow depends on the choice the block size, shape and
place (see figure 3.5). Such features are clearly non-physical artefacts of the scheme. If for example
we have two Hamiltonians that describe the same macroscopic phase of matter, but differ in short-
range details, they may give different renormalisation group flows due to the different accumulation
of short-range entanglement.
Moreover, consider a state that happens to be scale invariant, i.e. it looks the same at all length
scales (self-similarity). Such states are found at critical points of second-order phase transitions
(see chapter 6). Now it would be natural to expect the tree to reflect this symmetry by having all the
different layersLτ identical to each other. But as equation (3.23) shows, this is far from the truth.
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Figure 3.5: The unphysical accumulation of short-scale entanglement in a renormalisation group flow. Local entan-
glement between neighbouring sites (shown in blue) is treated differently depending on its location. On the left the
entanglement is between sites in the same region and the coarse-graining packs it out-of-sight as it moves to a longer
length scale description of the state. On the right however the entanglement is at the boundary between regions and is
carried on by the coarse-graining transformation. Accumulation of such entanglement is a key reason for the rampant
growth of the state space along the flow.
3.2 Entanglement Renormalisation
Entanglement renormalisation, proposed by Guifre Vidal [76], is built to solve precisely the problem
we ran into with the tree renormalisation scheme in the last chapter. Namely it aims to remove
short-range entanglement between blocks before applying the coarse-graining described before.
This is done by introducing so called disentanglers, denoted by u. They are unitary transforma-
tions that operate on the sites at the borders of blocks to reduce local entanglement between them.
To the 1-dimensional tree renormalisation that was illustrated earlier, u is added as a map between
the two sites on either side of the border of two blocks, and two new sites.
u :Vs′1 ⊗Vs′2 →Vs1 ⊗Vs2 , (3.25)
uu† = u†u = I. (3.26)
These two new sites will then be fed to the coarse-graining isometries. In higher dimensions the
principle is the same, but details of the implementation require attention, which they will receive
later in chapter 8.2. Again the naming of u versus u† is a matter of convention that will be clarified
later.
As with the isometries w , we can define the disentangling operator for the whole lattice as
U =⊗u, (3.27)
where the tensor product is over all the pairs of sites at the borders between blocks. This is illustrated
in figure 3.6.
As unitary transformations, the disentanglers preserve information and for example preserve
the dimension of the state space of the sites on which they operate. This is unlike what happens
with the isometries, which pack three sites into one, retaining only the ground state properties and
projecting states to the low energy subspace. The disentangling transformation can be thought
of as reorganising or adjusting the border between blocks, so that the degrees of freedom that
are entangled would be on the same side of the border, minimising cross-block entanglement
that would cause problems as it accumulates. This leverages what was said in chapter 2.2 that
entanglement is not purely a property of the state, but depends on the way we consider the system
as being composed of separate parts.
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As an example of disentanglers in action let us consider a situation1 where we have four spin- 12
particles in a chain, r1s1s2r2, and an isometry w that is about to coarse-grain the two middle ones.
Let us say the whole state of the system is
|ψ〉 = 1
2
(|0〉r1 |1〉s1 +|1〉r1 |0〉s1 )(|0〉r2 |1〉s2 +|1〉r2 |0〉s2 ) (3.28)
= 1
2
(|0101〉+ |0110〉+ |1001〉+ |1010〉) (3.29)
This is a worst case scenario, where the r and s spins are pair-wise in maximally entangled Bell
states. This is seen in the reduced density matrix
ρs1s2 =Trr1r2 ρ =Trr1r2 |ψ〉〈ψ| (3.30)
= 1
4
(|00〉〈00|+ |11〉〈11|+ |10〉〈10|+ |01〉〈01|), (3.31)
which is a maximally mixed state. Coarse-graining this would either cause great errors in the
truncation or force us to retain the whole state space.
Now consider adding disentanglers u that operate on the pairs r1s1 and s2r2. We write u as
u =
1∑
i , j ,a,b=0
uabi j |a〉r |b〉s〈i |r 〈 j |s (3.32)
with the elements
u0001 = u0010 = u0101 =−u0110 =
1p
2
, (3.33)
u1000 = u1111 = 1, (3.34)
uabi j = 0 otherwise. (3.35)
Unitarity of u can be checked if in doubt. Such a u maps
1p
2
(|01〉+ |10〉) 7→ |00〉, (3.36)
so that once both disentanglers have done their work on |ψ〉 the state of the four spins is simply
|0000〉. This gives the reduced density matrix
ρs1s2 = |00〉〈00|. (3.37)
Coarse-graining this causes no issues. Only one of the eigenvalues is non-zero, and so the use of
disentanglers has reduced the dimension of the effective site state space from 4 to 1. This effect
can be seen in two ways, either by thinking of the disentanglers unitarily reorganising the state to
prepare it for coarse-graining, or by looking at the unitary operation as a change of basis, so that the
only thing that has changed is the bases in which we consider the four spins and apply the partition
to s1s2 and r1 and r2.
Other than adding the step of disentangling before each coarse-graining, the procedure of
entanglement renormalisation is the same as tree renormalisation. Like the isometries, the u
tensors may or may not be the same on different layers of the renormalisation group flow and at
1This example is originally from reference [8].
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Figure 3.6: The coarse-graining transformation of entanglement renormalisation. The familiar isometries are now
accompanied by the blue disentanglers u.
different points on the lattices. As before we can also apply our transformation to operators on
the lattice and calculate expectation values. All of this plays out nicely without additional hassle
because of the unitarity of u and by extension U .
However, thanks to the work of U , the cross-block entanglement is now reduced and we are
able to coarse-grain more efficiently, leaving us with a smaller χ. In fact, it is found that for
typical local Hamiltonians χτ need not grow at all as τ grows. For scale invariant states χ is
found to be constant and for states with finite correlation length it approaches 1. This allows for
arbitrarily many coarse-grainings and fulfills the natural criterion that scale invariant states produce
a respectively symmetric renormalisation group flow. In addition, the Uτs on different layers deal
with entanglement over growing distances and thus the description of the state |G〉which is now
encoded in the u and w tensors and the state |GT 〉 has entanglement neatly organised according to
length scale.
In this description of entanglement renormalisation we have not touched on many practical
aspects of its implementation. For example we have talked about how a ground state is transformed,
but in the beginning we only supposed we are given a Hamiltonian, so we should somehow find out
what the ground state is first. We also have not described how the disentanglers are constructed in
practice, but only what their purpose in the renormalisation procedure is.
All of this will be dealt with in chapter 5, using the terminology of tensor network states and
quantum circuits. Before this, however, we will quickly cite a few numerical results by Vidal [76]
that demonstrate the effectiveness of entanglement renormalisation and corroborate some of the
claims made above.
Vidal considers the 1-dimensional quantum Ising model with a transverse magnetic field on an
infinite lattice,
H =∑
i
σxi σ
x
i+1+h
∑
i
σzi . (3.38)
He first obtains an approximation of the ground state using matrix product states, a numerical
ansatz based on DMRG that we will discuss in chapter 4. He then applies entanglement renormal-
isation on this state and observes the effect the use of disentanglers has.
Figure 3.7 shows the ground state entanglement between a coarse-graining block and the rest
of the lattice, as the block grows under successive renormalisations, compared with and without
disentanglers. Without disentanglers the amount of entanglement grows with the block size, as
short-range entanglement accumulates. This growth is linear in the critical case h = 1, but when
disentanglers are added the growth stops and entanglement is left at a constant level. Off-criticality
and without disentanglers the growth saturates to a maximum at the correlation length, whereas
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with disentanglers it decreases to zero. Thus with disentanglers, the change in entanglement
entropy at different length scales in the renormalisation procedure beautifully reflects what would
be expected of it on physical grounds.
In figure 3.8 we can see how this affects the Hilbert space dimension m, dictated by the trunca-
tion error ². The figure shows the spectrum of the reduced density matrix of a block of spins, i.e.
the distribution of eigenvalues of different magnitude, at the critical point. Without disentanglers
the tail of the distribution grows with the block size, making computations more taxing. Adding
disentanglers cuts the tail and makes it independent of the number of coarse-grainings applied,
allowing an arbitrary number of iterations. Vidal uses this to treat a chain of up to 214 = 16,384 spins
using a constant state space dimension of just m = 8 with the truncation error ²= 5×10−7, and
estimates that similar results without disentanglers would require approximately m ≈ 500 to 1000.
With this introductory justification of the usefulness of entanglement renormalisation behind
us, the next stop would then be to introduce the multiscale entanglement renormalisation ansatz.
However, first we will take a small break from the main topic to cover some theory of tensor network
states, a language that we will then use to formulate MERA.
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Figure 3.7: Scaling of the entanglement entropy in 1-dimensional quantum Ising model with transverse magnetic field,
using entanglement and tree renormalisation. Top: The critical case h = 1. Bottom: The noncritical case h = 1.001. The
purple lines correspond to tree renormalisation, the red ones to entanglement renormalisation. The blue lines (i), (ii), etc.
come from using disentanglers only on the first layer, first two layers, etc. Figure originally from reference [76].
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Figure 3.8: Spectrum of the density matrix of a coarse-graining block for various block sizes at the critical point. Without
disentanglers, as the block size L grows, the number m of eigenvalues required to achieve the desired precision grows
roughly exponentially in τ= log2 L. As disentanglers are added, the spectrum settles to a much steeper curve, which
results in a lower m that is independent of the number of coarse-grainings done. Figure originally from reference [76].
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Chapter 4
Tensor Network States
This chapter introduces tensor networks and tensor network states, a way to construct and structure
quantum states and to present them graphically. We start by going through the graphical notation
for tensor calculus used to describe these states.
4.1 Penrose Graphical Tensor Notation
Graphical tensor calculus is a way to present complex tensor expressions with several contractions
in a visual, intuitive way. The notation used here was originally introduced by Roger Penrose [51],
although several similar systems of graphical calculus have been used, some of them based on the
one by Penrose, others not.
The notation is closely analogous to the abstract index notation of tensors, where the contrac-
tions of different tensors, corresponding to composition of functions or equivalently taking traces
of exterior products, is denoted by using the same index for the tensors that are contracted. For
example to denote Γ : V †×V → C contracted over the second argument with the first argument
of Σ : V †×V † → C, we write ΓabΣbc . The appearance of the notation is exactly the same as with
the Einstein summation convention, but in abstract index notation indices do not have numeric
values and the symbols such as Γab do not denote any numerical factors in some given basis, but
the abstract tensor itself as a multilinear function.
In the graphical notation of Penrose a rank (n,m) tensor is represented by some shape, such as
a square, oval or a triangle, that has n open-ended wires or ‘legs’ coming from it that point down
and m wires pointing up. We may sometimes turn this picture clock-wise by 90 degrees so that the
legs point left and right, and conventions between sources vary. We will however try to minimize
ambiguities by sticking mostly to the down-up convention.
A product of tensors is represented by grouping the symbols for the tensors together, and thanks
to the commutativity of the tensor symbols in the abstract index notation, we can do this is which
ever way best suits the visual presentation. Now a contraction over indices is denoted by joining
together the open ends of wires, where one must be pointing down and the other up, so that the
types of the arguments of the tensors match. This is the same thing as giving the indices the same
symbol in the abstract index notation. Because it corresponds to contracting both with a Kronecker
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Figure 4.1: Some made up examples of tensor expressions drawn in the Penrose graphical tensor notation. Top left: A
simple example of two tensors and their contraction. Note that the blue tensor Γ that is of rank (1,1) is in fact nothing but
a matrix. Top right: In relativity the metric gab and its inverse g
ab are used to raise and lower indices. In the graphical
notation this corresponds to bending upwards pointing wires down and vice versa. This is done by the cup and cap
presented. The contraction of the metric with its inverse is just the identity, the Kronecker delta, denoted by a straight
line. Bottom left: A vector v a is denoted here by a triangle, and it has just one outgoing wire. It is then contracted with
itself using the cup of the metric. A new notation is also introduced here: Sometimes the dual of a tensor that has all the
indices lowered or raised (here we only have one index though) is denoted by simply mirroring the shape so that it is
upside down. Bottom right: A somewhat more complicated tensor contraction just for illustration. Note that the final
expression has no outgoing wires just as the index notation has no free indices. Thus the end result of the contraction is a
scalar.
delta δab , the delta is denoted by a straight line.
Two upper and two lower indices obviously can not be contracted, as that would mean feeding
a dual vector to a function that takes vectors or the other way around. However, we often have a
preferred isomorphism between V and the dual space V †, so that each vector has a corresponding
dual vector. In (pseudo-)Riemannian geometry this is formed by contraction with the metric or
its inverse, which ferries between covariant and contravariant vectors. In quantum mechanics
when dealing with Hilbert spaces the canonical isomorphism is given by the Riesz representation
theorem, which justifies freely moving between a ket and its dual bra by Hermitian conjugation. All
these are denoted by bending an open wire so that it points in the opposite direction. The abstract
index notation equivalent is raising and lowering indices.
A picture is worth at least several dozen Greek letters, and the basics of Penrose graphical tensor
notation needed here, along with a bit of extra are explained in figure 4.1.
Bending and connecting wires in this way to form complex tensors and then taking sums of
these, one is able to present and work with complicated tensor identities. The notation and the
implied algebra on it has been developed further and been used for example in differential geometry
and the study of Lie algebras [71, 12], as well as studied in its own right [10, 33]. However for the
purposes of this thesis the basics will suffice and hence we will not dwell further. More information
can be found for example in chapter 12.8. of Penrose’s book The Road to Reality [52].
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Figure 4.2: A matrix product state, MPS. The free legs are the indices of the state while the bonds form matrix products
between the tensors at each site. The MPS resembles the structure of the lattice itself with nearest neighbour bonds. The
legs sticking out to the sides can be taken to mean periodic boundaries or an infinite lattice. An open boundary would
have been possible as well.
4.2 Tensor Network States
Next we are going to put this beautiful notation to the service of quantum mechanics. Because the
state space of a system is a vector space we can consider its elements, the quantum states, and the
bounded linear operators operating on them as tensors of varying types. The other way around we
can do tensor calculus using the familiar 〈br a|ket〉 notation of Dirac by denoting vectors, i.e. type
(1,0) tensors, by |ket s〉 and dual vectors, i.e. type (0,1) tensors, by 〈br as|. In this way for example a
rank (2,3) tensor Γ can be written as
Γ= Γabcde |φa〉|φb〉〈φc |〈φd |〈φe |. (4.1)
In this way states can be handled as type (N ,0) tensors, where N comes from thinking of many-
body states as living in the tensor product of N single particle state spaces. This explains the word
tensor in ‘tensor network states’, but what about networks? They enter as ansätze for the inner
workings of our states. We make a guess that our state is composed of a certain network (graph) of
relatively simple tensors contracted with each other in various ways. That means that if our state is
Γa1...aN |φa1〉 . . . |φaN 〉 (here |φa〉 are a basis of the single particle state space) we hypothesize that Γ
decomposes as some contraction of several tensors. In Penrose’s graphical notation these tensors
and their contractions can be represented as a network.
A simple example is what are called matrix product states or MPS [26]. Say we have an N -body
quantum state |ψ〉 ∈V=⊗Ni=1Vi . MPS is then the ansatz that |ψ〉 decomposes into a product of N
rank three tensors as in figure 4.2. Each tensor has a free index or an open wire that represents the
state vector of that site, plus two indices that are contracted with its nearest neighbours (as in a
matrix product, hence the name). The contracted indices are also called bonds between the tensors.
The same MPS state written out the usual way would be
|MPS〉 =Mα1β1
β2
Mα2β2
β3
. . . MαNβN
β1
|φα1〉|φα2〉 . . . |φαN 〉. (4.2)
Here we have now set periodic boundaries. Each M is one of the green cubes in figure 4.2, the αs
are the downwards pointing open legs and the βs, which are implicitly summed over, are the bonds.
We say each of the contracted indices can obtain χ different values, which we call the bond
dimension of the tensor network. This would correspond to the dimension of the matrix in an MPS.
For a free index the number of values it can obtain is the dimension of the local Hilbert space of
that site. We have met χ before in chapter 3 as the Hilbert space dimension of a site of the effective
lattice, which we obtained from the number of non-zero eigenvalues of a reduced density matrix.
However, when talking in terms of tensor network states we do not suppose χ has any relation to
the spectrum of some operator, or any other similar criterion. Fixing χ (which could be different for
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Figure 4.3: A symbolic illustration of the reach of a tensor network ansatz. A bond dimension of 1 covers simply all
the product states in the state space V, but as χ is increased a larger part of the state space can be represented by the
tensor network. The whole V can be covered by making the bond dimension exponential in N (s here is the local Hilbert
space dimension of a single degree of freedom), but this is of course computationally senseless. The key is in making
the structure of the tensor network such that even at low χ the physically relevant parts of the state space are within the
reach of the ansatz.
each bond, though in practice we choose it not to be) is part of the structure of the tensor network,
a part of the ansatz we make.
We can now control the efficiency and accuracy of our ansatz by χ. If we set χ= 1 there is no
contraction and the connecting legs vanish, leaving us with N rank 1 tensors multiplied with each
other: a product state. With growing χ we can expand the reach of our ansatz, meaning our tensor
network can represent a larger part of the original Hilbert space. If we make χ exponential in N the
MPS class of states covers in fact the whole Hilbert space.
At the same time increasing χ makes all computations we might want to perform with our
tensor network more resource intensive, reducing the usefulness of the ansatz. So we are left with
walking the line between still being able to do numerics on our tensor network and making sure
it can represent the states we want it to represent. Roughly speaking the better the structure of
our tensor network corresponds to the structure of the physical state (e.g. in terms of correlations
between sites), the lower we can keep our χ, but of course increasing the number of tensors and
bonds in the network also pumps up the computational cost.
For matrix product states, with low χ they naturally support correlations between sites of the
chain that decay exponentially with distance, and also naturally lead to saturation of entanglement
entropy at large scales. Both of these properties are essentially due to MPS been built with nearest
neighbour connections (chapter 7 will give a more detailed explanation). Thus MPS can efficiently
represent states that have these features. Importantly, the structure of MPS is also such that if we
want to calculate observables for our state this can be done with a cost of the order Nχp , i.e. only
linear in N . This ensures that we can efficiently not only gain a representation of a state, but also
extract information from it. This result is far from trivial, and for some tensor network with arbitrary
structure, drawn at the whim of a physics student, such calculations scale quite badly in χ and
N [78].
We already met a couple of tensor networks earlier when talking about numerical renormalisa-
tion in chapter 3. Tree renormalisation, which we considered first, led to a tree-like structure of
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coarse-graining isometries. If we treat those isometries as type (3,1) tensors then as a whole the tree
is a type (N ,1) tensor and is called the tree tensor network (TTN). Note that previously we said the
isometries (their tensor elements) are dictated by White’s rule, but now we make no such restriction.
When using TTN as a tensor network ansatz those tensor elements are free variables we may vary to
get the tensor network to represent different states. This enables us to numerically search for the
ground state by keeping the structure of the network and the symmetry properties of the tensors
fixed and varying the tensor elements, without any reference anymore to the roles of the tensors as
disentanglers or coarse-grainers or requirements such as White’s rule.
Also worth noting is that for a TTN to be a physical N -body state it would need to be of type
(N ,0), not (N ,1). The one dual index comes from the top tensor of TTN, and means that we need to
contract that index with a type (1,0) vector to obtain a state. We defer the answer to why we let the
top tensor have such a dual index and what purpose it serves to the next chapter.
As we got to entanglement renormalisation by adding disentanglers to tree renormalisation,
in the same way we now add disentanglers to TTN. This leads another tensor network, and this
network is the sought-after multiscale entanglement renormalisation ansatz. As with TTN, we
consider MERA to be a variational ansatz for quantum states, with the structure of its network
following from entanglement renormalisation. Many other kinds of tensor networks could of course
also be devised, and we will introduce yet another one in chapter 8.1 that discusses a generalisation
of MERA.
A note is in order on the use of the term MERA (and similarly TTN and MPS) in this thesis.
Here by MERA we have meant the tensor network as a structure: The kinds of tensors it consists
of, how they are contracted with each other and what the dimensions of the bonds are. For
each possible choice of the tensor elements this structure then represents a different state of the
system, and often we also refer to such a tensor network with the tensors specified as a or the
MERA. The reader may understandably be concerned that such overloading of terms could lead
to ambiguities, but in almost all cases the context makes it clear what, specifically, is being meant.
In addition, even though a strict conceptual division between MERA as a variational ansatz and
entanglement renormalisation as a coarse-graining procedure of a given state can be made and
has been emphasised in this chapter, in the future we will quite freely talk about things such as
coarse-grainers in MERA, mixing the terminology between the two, as they are two sides of the
same thing.
Both TTN and MERA can be implemented in different ways depending on the dimension of
the system and the way the isometries operate. With 1 spatial dimension the choice is a simple
question of how many legs do the isometries have, or how many sites do they coarse-grain to a
single site. The usual options are 2 and 3, making the isometries rank (2,1) or (3,1). These are called
binary and ternary MERA (or TTN), respectively.
Both MERA and TTN produce a d +1 dimensional tensor network from d-dimensional lattice,
whereas MPS is one dimensional like the chain it describes. This additional dimension in TTN and
MERA is associated with length scale and the renormalisation group flow, as we previously saw.
That TTN and MERA come from a renormalisation group procedure is no coincidence. Many tensor
networks are naturally related to renormalisation groups, and in fact matrix product states are the
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Figure 4.4: All the different tensor networks mentioned in the text. On the left PEPS and below it MPS. On the right
(ternary) TTN and below it MERA. The implementation of tensor networks is of course not dependent on the graphical
notation, but looking at the pictures above it is easy to understand that expressing the same in symbols and abstract
indices would quickly become an incomprehensible mess.
tensor network structure for White’s density matrix renormalisation group [60]. They have been
used successfully for years to numerically simulate 1-dimensional systems. The generalisation of
MPS to two dimensions is called projected entangled pair states or PEPS. PEPS keeps the same
structure as MPS, associating each lattice site with a tensor that is then contracted with its nearest
neighbours. However some of the pleasant features of MPS, such as efficient, exact contractibility,
do not carry over to PEPS, which is one of the reasons why tensor network states such as MERA are
needed (see chapter 8.2 for details on generalising MERA to 2-dimensional systems). Figure 4.4
illustrates the different tensor networks mentioned here. [78, 20]
Chapter 5
Multiscale Entanglement
Renormalisation Ansatz
As has by now become clear, the multiscale entanglement renormalisation ansatz is a tensor
network that has the structure of repeated applications of entanglement renormalisation. That is, it
is made of of alternating layers of isometries and disentanglers, and top tensors at the top.
If we are given a lattice state and apply entanglement renormalisation on it, the end result is a
MERA network. However, given that MERA is simply a specific kind of tensor network, we can forget
about its origins in entanglement renormalisation, and just take a look at it as such. In this way we
can use it as a variational ansatz for lattice systems. This means that once we have a lattice and
a Hamiltonian on it, we hypothesise that the ground state can be represented as a MERA of fixed
bond dimension χ. We then consider the χ#legs components of the various tensors as variational
parameters and adjust them numerically to minimise the energy of the MERA. If our hypothesis
was correct, this state should then be a good approximation of the ground state of the system.1
This chapter will cover the details of how a MERA is used numerically and lay out its most
important properties. We will start by briefly presenting yet another point of view on MERA, this
time thinking of it as a quantum circuit. This will naturally lead to its most crucial defining feature,
its causal structure. Next we will move on to discussing how observables can be calculated out of a
MERA. After this, a detailed algorithm for how optimise MERA to minimum energy will be given. At
the end we will look at how different symmetries of the system can be incorporated into a MERA
and the differences between various types of MERA.
Most of the content in this chapter is from the original paper by Vidal that introduced MERA [75]
and from the follow-up paper by Evenbly and Vidal [16] that gives the details for implementing
the necessary algorithms. Some proofs have been laid out here (at least in more detail) that were
omitted from the references.
Before anything else, however, a few notions on MERA’s structure are due in order to fix termin-
ology and notation that will be used later and to briefly discuss the role of the top tensor.
1This is nothing but an application of the variational method, where a class of states |φ(α)〉 that depend on a parameter
α is taken and the lowest possible energy for these states E0 =minα〈φ(α)|H |φ(α)〉 = 〈φ0|H |φ0〉 is found. The state |φ0〉
is then an approximation of the ground state of H . How good an approximation it is depends on the choice of |φ(α)〉.
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Figure 5.1: The tensors of MERA in the graphical tensor notation. On the left a top tensor. In the middle the isometry
condition w†w = I and the note that w w† 6= I. On the right the unitarity condition uu† = u†u = I. Note that because u is
represented by a square, the notation does not distinguish between u and u†, as flipping the square upside down makes
no difference. The context makes it always clear which one is in question though.
Top Tensor, Rank and Depth of MERA
For a finite lattice of N sites the tensor network has bounded depth, because eventually entangle-
ment renormalisation will coarse-grain the whole lattice to a few tensors that can not be coarse-
grained further. At the end the last few sites are mapped by the top tensor t of the MERA, illustrated
in figure 5.1. The range of the one outgoing dual index of t we call the rank of the MERA and denote
χT . In the language of entanglement renormalisation the rank is the dimension of the local Hilbert
space of the one effective site at the top.
The rank of a MERA is also the dimension of the subspace VMERA ⊂VL that it describes (here
‘a MERA’ means that the tensor elements are fixed). A χT = 1 MERA represents a single pure state,
usually the ground state. In such a case the top tensor has no dual indices at all (an index that can
get only one value is not really an index) and the MERA, denoted here by M , is a tensor network
of type (N ,0). If χT > 1 the MERA can describe for example the χT degenerate ground states,
or the ground state and χT −1 lowest excited states. In this case the type of the MERA is (N ,1).
By contracting the one dual index at the top with each of the χT basis states of the effective site
state space VT we can obtain χT orthogonal states from the MERA, which then span VMERA. The
projection P =M M † to this subspace has trace TrP =χT .
The top tensor is reached at the level τ= T ≈ log N . This can be seen if one follows the process
top-down: each levelLτ of the network replaces each site inLτ+1 with a set of new sites, causing
exponential growth in the number of sites. Inverting this gives a logarithm, the base of which
depends on the MERA scheme: 2 for binary, 3 for ternary, etc. This slow growth of the depth of the
tensor network as a function of N is important for computations to scale efficiently. The logarithmic
depth also means that, as usually with tree-like structures, there are only O (N ) tensors in the whole
network, meaning that the memory needed to store a MERA is O (χ#legsN ) (the number of elements
in each tensor is χ#legs).
5.1 MERA as a QuantumCircuit and its Causal Structure
Although we arrived at the definition of MERA from the direction of renormalisation, we could have
equivalently taken the approach of considering certain kinds of quantum circuits.
Quantum circuits are a model of quantum computation where a qubit register (a set of qubits
i.e. two-state quantum systems) is operated on with a series of quantum gates. These quantum
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Figure 5.2: The isometry w as a unitary tensor v that is contracted with two constant vectors.
gates, analogous to classical logic gates, are unitary operators. Unitarity ensures information
conservation and reversibility of all gates and circuits, in contrast to classical gates such as AND
and OR that are irreversible. Analogously to classical logic circuits, quantum circuits to represent
various quantum algorithms are devised by chaining quantum gates one after another. At the end
a measurement is performed, which hopefully yields useful information. For more information
on quantum circuits we refer the reader to Quantum Computation and Quantum Information by
Nielsen and Chuang [47].
As a quantum circuit a MERA should be read top-down. The additional dimension that is the
depth of the tensor network was previously identified with the renormalisation group flow. Now we
think of it as the time of the quantum computation, with the positive direction running down the
tensor networks towards what in the renormalisation picture is the original latticeL0.
This point of view requires some cosmetic modifications to how we formulate MERA. First of
all, a quantum computation simply modifies the state of a qubit register, and does not destroy or
create degrees of freedom like a coarse-graining does. So as a circuit, a MERA M takes as its input a
lattice state and outputs another lattice state. For the input we initialise the lattice to state
|0. . .0︸ ︷︷ ︸
N
〉, (5.1)
and the output is then the state that the MERA describes, the same state that was the starting point
of entanglement renormalisation.2
For this to work, we must add more dual legs to M to make it of type (N , N ) so that it can take in
N inputs. These are added as additional legs of the isometries w and top tensors t . By giving them
these new upward pointing legs that are then contracted with the input |0〉 vectors also allows us to
make ws and ts unitary. In other words, we say a coarse-graining w (and similarly t ) is made of a
unitary tensor v by contracting it with constant |0〉 vectors:
w =wαβγσ |φα〉|φβ〉|φγ〉〈φσ| = vαβγσρτ |φα〉|φβ〉|φγ〉〈φσ|〈φρ|0〉〈φτ|0〉, (5.2)
where
v v† = v†v = I, (5.3)
⇒ w†w = 〈0|〈0|v†v |0〉|0〉 = 〈0|0〉2 · I= I. (5.4)
2Our degrees of freedom on the lattice need not be qubits though, but this presents no issues.
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Figure 5.3: The three-to-one (ternary) 1-dimensional MERA as a quantum circuit. The isometries are all contracted with
two |0〉 states from above and considered unitary rank (3,3) tensors. Here we have set the MERA to terminate after three
layers and the rounded green tensors are the top tensors with χT = 1. They are contracted with three |0〉s. Time of the
computation is denoted by t .
Figure 5.4: Another way of drawing the circuit version of MERA. Again t denotes the time of the computation. Here the
nature of the circuit as mapping a lattice state |0. . .0〉 to the lattice at the bottom is more clearly seen. The sites are drawn
here in such a way that neighbouring sites at the bottom are also neighbouring sites at the top (an output leg of a tensor
does not really correspond to any single input leg, but an intuitive interpretation has been made here in the drawing).
The way of drawing the circuit presented in figure 5.3 is usually preferred though, as this one is quite hard to follow and
scales badly to MERAs with more layers.
Care should be taken to notice that I there is the identity operator in different state spaces in (5.3)
and (5.4). The same has been said diagrammatically in figure 5.2.
With these modifications, reading the MERA top-down it becomes a quantum circuit. At each
level the coarse-grainers feed to the computation new degrees of freedom that were previously
in the |0〉 state. Then, what were previously disentanglers are now entanglers, that entangle the
state of these new degrees of freedom with the rest of the lattice. Thus the circuit starts from a
product state and first entangles sites quite far away from each other, then proceeds to entangle
intermediate sites in between and continues until it reaches neighbouring sites. By the time it gets
there, the circuit has created a state that can have entanglement at all length scales. This state is the
result of the algorithm, and the state which the MERA as a tensor network represents. Two different
illustrations of this are given in figures 5.3 and 5.4.
Previously we defined the states that MERA can describe as all the states that can be factorised
into the form of a MERA tensor network. Now we can give these states an alternative definition as
all the states that can be the result of a computation with a quantum circuit that has the structure
of MERA.
This quantum circuit interpretation naturally leads us to consider causality in a MERA. If
we trace back the computation that led us to the state of the site s ∈L0, an output wire of the
circuit, we notice that the number of tensors and wires that affects s is limited at all times. We
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Figure 5.5: The causal cone of a single site in a 1-dimensional ternary MERA. Counting effective lattice sites inside the
causal cone at each level, we see that their number is limited to 2. Even though this picture only shows the first three
layers, the width of the causal cone for a MERA is bounded from above at all depths and for all MERAs in all dimensions
and shapes. This is crucial for the efficiency of MERA, because when calculating observables at certain sites, we only
need to consider tensors inside the causal cone of those sites.
call this set of tensors the (past) causal cone of s, denoted Cs . At each coarse-graining step, the
disentanglers broaden the causal cone Cs , because the disentangling process mixes neighbouring
sites. Countering this, each w† then contracts the cone by mapping several of the neighbouring
tensors to a product of |0〉s and a single site state. The exact way these two effects compete and
play out depends on the type of MERA we have, but the crucial result is the same: The width of the
causal coneCs , given by the number of effective lattice sites it includes at each levelLτ, is bounded
at all times τ to a number independent of N . A causal cone is illustrated in figure 5.5.
This strict causal structure of MERA provides it with many of its computational benefits. As
we will see in the next two chapters, it guarantees the efficient computability of observables in a
MERA. In fact, Bény [5] has argued that the causal structure of MERA can be taken as its defining
feature, and the tensor network structure deduced from it. Because this property of MERA is of
such importance for its overall usefulness, we will now present a proof for the bounded width of the
causal cone in the case of a generalised binary MERA on a (hyper)cubic lattice in d dimensions.
Suppose that at some level τ the time slice of the cone C is formed by a (hyper)cube of hd
effective lattice sites. Regardless of the specifics of the disentanglers, by definition they act only
locally. Thus, moving up the MERA, they may widen C at most by one lattice site in all directions
(including diagonally), so that after disentangling the cone is a cube of (h+2)d sites.
These sites will then be coarse-grained in blocks of 2d sites, because our scheme here is binary.
The worst case scenario which maximises the number of effective lattice sites in C after the coarse-
graining, happens when a coarse-graining block intersects with C only at a single site in the corner
of the cube. This leaves each edge of the (h+2)d cube with h+1 sites, that must then be divided
into groups of 2, with a possible remainder at the end. Thus in total the cube will be divided to and
coarse-grained in (⌈
h+1
2
⌉
+1
)d
(5.5)
blocks, where the lonely 1 is the single block at the corner (see figure 5.6 for an illustration). Now
expression (5.5) is the number of effective lattice sites in the causal cone at level τ+1. Whether this
number is greater or smaller than hd determines whether the causal cone grows or shrinks under
coarse-graining.
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Figure 5.6: An upper bound for the growth of the causal cone of a single site in a 2-dimensional binary MERA. Starting
from the leftmost picture, the causal coneC , marked in red, first includes a single site. The disentanglers then spread it to
cover the neighbouring sites, marked in blue. This means that the coarse-graining blocks that have their centers marked
with small green rectangles, will be included in C after the coarse-graining. This is shown in the next picture where the
blocks have now become lattice points of the coarser latticeL1. As can be seen, when the procedure is repeated, the
causal cone first grows to a 2×2 rectangle, and then to a 3×3 rectangle, but stabilises there. This is an upper bound for
the growth of the cone, as the situation considered here is the worst case scenario, where the disentanglers spread the
causal cone maximally and the isometries are distributed in a way that maximises the number of effective lattice points
in C at each level.
As can be easily checked, if h < 3 the size of the cube grows, until it reaches h = 3, where it then
stabilises. If we would start with h > 4, then the size would shrink and stabilise at 4. Because our
analysis was a worst case analysis, the causal cone width can fluctuate somewhat, but coming from
below, it should never exceed h = 3. We also considered the possibility that the disentanglers act on
all neighbouring sites, which in practice would often not be true, making h ≤ 3 a safe limit.
The generality of considering d dimensions is perhaps somewhat irrelevant for practical, numer-
ical applications, although interesting theoretically. The way this process plays out in 2 dimensions
is illustrated in figure 5.6. It shows how, starting from a single site and assuming always the worst
possible positions for the coarse-graining blocks, the causal cone grows and stabilises then to a
3×3 square.
The above analysis could also easily be repeated for example for the ternary MERA. Similarly
lattices of different types, other than cubic, can also be considered, and the same result holds. In
chapter 6.3 a MERA for the kagome lattice is used, although no thorough analysis of its causal
structure is given.
5.2 Calculating Observables
For a MERA to be of any numerical use to us, we need to be able calculate observables out of it.
This section will cover the details of how this is done. We assume that we are in possession of a
MERA that represents the state we are interested, and have a local operator o, defined onL0, whose
expectation value we want to know, or perhaps two operators whose correlator interests us. In
principle, the computation of these can be done as one huge tensor contraction by simply treating
the MERA as a quantum state like any other. In practice however, the procedure is best thought of
in terms of superoperators that we will now define.
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Superoperators
Earlier, with entanglement renormalisation, we defined operators such as O′ = (UW )†O(UW ) on
the coarser lattices and made sure that they had the same ground state expectation values as the
original O. In so doing we have implicitly been using what will from now on be called ascending
superoperators. In addition to them, we will also need their duals the descending superoperators.
Assume we have a density matrix ρ[s
′,s′+1] on two neighbouring effective sites of the layerLτ in
the tensor network. Usually this is obtained by taking ρT−1 = t t †, where t is the top tensor, but for
now we do not question the origin of our ρ. Assume as well that we have a local operator o[r,r+1]
defined on two neighbouring effective sites of the tensor network, but on another level Lν. If
ρ[s
′,s′+1] spans the width of the past causal cone of o[r,r+1], this is all we need to be able to calculate
the expectation value 〈o〉ρ , because we know the tensors of the MERA. However, to carry out the
calculation we need to make the ends meet by raising o to level τ or lowering ρ to level ν. This is
what the superoperators will do for us.
The ascending superoperatorA is defined by the way it operates on local operators such as o.
It simply maps o[r,r+1] to the corresponding two-site operator o[r
′,r ′+1] defined onLν+1:
o[r
′,r ′+1] =A (o[r,r+1]). (5.6)
The explicit form ofA depends on the type of MERA we are dealing with, meaning for example the
dimensions of the lattice, the types of disentanglers and isometries used and also on how the sites r
and r +1 are positioned on the lattice relative to the disentanglers. In the case of 1-dimensional
binary MERA where the isometries are of type (2,1) we have
o[r
′,r ′+1] =A (o[r,r+1])= (w†⊗w†)u†o[r,r+1]u(w ⊗w), (5.7)
or
o[r
′,r ′+1] =A (o[r,r+1]) (5.8)
= (w†⊗w†⊗w†)(u†⊗u†)o[r,r+1](u⊗u)(w ⊗w ⊗w). (5.9)
The case in equation (5.7) is illustrated in figure 5.7.
The ascending superoperator has a dual, the descending superoperator D = A †. Whereas
A raises operators up the ladder of lattices,D lowers density matrices (or in principle any other
operators) down the MERA. From our ρ[s
′,s′+1],D gives the two-site density matrix ρ[s,s+1] onLτ−1,
assuming s and s+1 are in the causal future of s′ and s′+1:
ρ[s,s+1] =D(ρ[s′,s′+1]). (5.10)
Again in the case of a 1-dimensional binary MERA we have an explicit form,
ρ[s,s+1] =D(ρ[s′,s′+1])=Trv1,v2
[
u(w ⊗w)ρ[s′,s′+1](w†⊗w†)u†
]
. (5.11)
The trace is over the two additional legs introduced by w , see figure 5.7.
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Figure 5.7: Left: The ascending superoperator operating on two-site operator (in red) as in equation (5.7). The result is a
two-site operator defined on the coarser lattice. Right: The descending superoperator operating on two-site density
matrix (in brown) as in equation (5.11). The result is another density operator defined on the finer lattice. Notice how the
trace over the two extra sites shows up as vertical arcs connecting the two ends of the contraction.
The duality ofA andD means that if we know ρ[r
′,r ′+1], we can calculate the expectation value
of o[r,r+1] by either usingA to raise the operator orD to lower the density matrix. Namely
Tr
[
o[r,r+1]D(ρ[r
′,r ′+1])
]
=Tr
[
A (o[r,r+1])ρ[r
′,r ′+1]
]
. (5.12)
The duality in the explicit case of 1-dimensional binary scheme is illustrated in figure 5.8.3
What is crucial here for MERA to be a practical description of a quantum state is that local
operators are mapped to local operators byA . This is due to the limited width of causal cones. If
anything that happens at two neighbouring sites can only depend on a limited number of sites
in the causal past, then any operators lifted up the MERA must also stay inside this past. This
is very important for the renormalisation group view of MERA, because it for instance ensures
renormalising a system with local interactions produces a coarse-grained system that still has only
local interactions. From a physical stand-point anything else would be quite odd, but one could
easily build tensor networks that do not fulfill this criterion.
Note that in the figures presented here the operators are always defined at the border of the
coarse-graining blocks. If instead we had chosen our example operators to be inside the blocks,
the forms ofA and D would be slightly different, such as in equation (5.9). For the descending
superoperator the trace in would be over different sites than in figure 5.7. Similarly in the ternary
MERA we would need three versions AL , AC and AR , and DL , DC and DR , that would be used
depending on if our sites are immediately to the left or to the right of a block border, or across the
the border. Just as well o and ρ can be defined on more than two sites, which again changes the
details, but the ideas and procedures remain the same.
Expectation Value of a Two-Site Operator
Now that we have the superoperators for moving around in the tensor network we use them to
compute an expectation value of a local operator for the MERA.
3The superoperators can also be thought of as quantum channels because they transmit density matrices and
operators between state spaces. If the reader finds this point of view intuitive, we suggest reading reference [27] by
Giovannetti et al.
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Figure 5.8: The duality betweenA and D for 1-dimensional binary MERA. From the entanglement renormalisation
perspective the point is that we can either lift the operator (red) up the ladder of coarse-grained lattices or lower the
density matrix (brown) down. As long as we get the local operator and the density matrix to the same level we can
calculate the expectation value Tr[oρ] and the result is the same. The proof of the duality is simply two consecutive
applications of the cyclicity of trace, which in the diagram means taking the tensor at the bottom and moving it to the top
or vice versa, making sure all the contractions remain as they are.
Suppose we are given a two-site operator o0 atL0 and a MERA. We denote by M the whole of
MERA with all its tensors, M ≡U0W0U1 . . .WT−1t . Now to know 〈o0〉VMERA we need to evaluate
Tr[M †o0M ]=Tr[o0P ]. (5.13)
If our M is a pure state and so of type (N ,0) the above is nothing but 〈M |o0|M〉.
We begin the evaluation of (5.13) by repeatedly using the unitarity u†u = uu† = I and isometry
w†w = I of our tensors, see figure 5.9. This gives another viewpoint on how the causal cone arises.
The tensors and their duals cancel each other out everywhere but in the causal cone, where o0
stands in the way. Note that if we went about defining our tensor network haphazardly, we probably
would not get such a nice cascade of trivial contractions, but would be left with a huge chunk of
tensors that all need to be attended. This would quickly push the cost of calculating observables
sky high, rendering the tensor network useless.
Now that we have done the trivial contractions we have to get to work. We can start out by taking
the tensors next to o0 and contract them first, and then proceed radially outwards from there until
we reach the top tensor and obtain our desired scalar that is the expectation value. This amounts to
usingA repeatedly on o to raise it all the way up to the level T , and is shown in figure 5.10.
Equally well we can start by contracting everything near the top tensor first and proceed from
there towards o0. This means first extracting the density matrix ρT−1 = t t † from the top tensor and
then repeatedly applyingD to get the density matrix relevant for o0. We can also do something in
between the two, using a bit ofA and a bit of D, and make the operator and the density matrix
meet on some level τ, where we can then evaluate 〈o〉 =Tr[oτρτ]. The different options are fleshed
out in all detail by Evenbly and Vidal in reference [16].
Ultimately the order in which we do this is a matter of preference. Because the depth of
the tensor network is log N and the causal cone is bounded, which ever way one goes about
doing the contractions, one ends up contracting O (log N ) layers of tensors, meaning O (log N )
applications of a superoperator. This brings the computational cost of evaluating a local operator
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Figure 5.9: In contracting the whole tensor network, the dual tensors cancel out in many cases, forming simple identity
operators. The series of figures here presents how this advances step by step, until there are no more trivial contractions
left. The causal cone, marked in light red, emerges as the result of this.
Figure 5.10: The contraction of a two-site operator (red) with a MERA proceeding from the inside out, i.e. using the
ascending superoperator. In the end we have a simple trace over four tensors which then evaluates to a scalar that is the
expectation value we sought.
5.2. CALCULATINGOBSERVABLES 41
to O (cost-of-contractionlog N ). The cost-of-contraction there is the computational cost (time
complexity) of contracting the tensors in a superoperator. This depends on the number of legs we
need to contract, the types of tensors they are attached to and the bond dimension χ. In general,
a contraction of a single index between two tensors has the complexity of O (χ#legs), where #legs
means the total number of legs of both of the tensors, including (but not double counting) the leg
that is contracted. In index notation this would be the number of different indices required to write
the contraction.
If we now look atA for binary MERA in figure 5.7, there are 10 legs contracted there, and all the
tensors have a total of 4 legs. When contracting these one by one, the order in which we proceed
becomes very important. In general, finding the optimal sequence of contractions is a non-trivial
task, and recently Robert Pfeifer published an article [53] where he presented an algorithm to solve
this problem for general tensor networks.4
We do not go into the fine details here, but suffice it to note that a sequence can easily be
found forA in figure 5.7 that admits a complexity of O (χ6), but the situation where the operator is
situated inside a coarse-graining block is trickier, and requires O (χ9) time. This is the worst cost-of-
contraction for the 1-dimensional binary MERA, meaning the whole contraction for an expectation
value is of complexity O (χ9 log N ). For ternary MERA the optimal choice gives O (χ8 log N ). For
2-dimensional schemes the exponent rises rapidly as the tensor network becomes more complex,
with χ26 [53] and χ16 [21] for two proposed schemes, limiting their usefulness.
We will later see example cases in chapter 6.3 that demonstrate what kind of values of χ are
sufficient for different systems. Particularly notable, however, is the logarithmic dependence on
N . Such slow growth guarantees that if medium sized systems can be reasonably simulated, one
should easily be able to scale up without much trouble. This is one of the strongest points of MERA,
and essentially a consequence of the causal structure, because the limited width of the causal cone
means that only the depth of the tensor network is relevant.
The way in which we calculate the expectation value depends somewhat on the position of our
local operator with respect to the MERA, meaning how its situated in terms of the coarse-graining
blocks and do we then have for instance in the ternary case to useAL ,AC orAR . This is true even
if our MERA is translation invariant, although the dependence should not be strong. This can be
negated by considering average ascending and descending superoperators that average over the
different possibilities. The prescription is straight-forward and can be found in reference [16], but
we will not go through it here.
Two-point Correlators
We may also want to calculate correlators between operators on two distant lattices points,
C (x1, x2)= 〈o[x1]⊗o[x2]〉. (5.14)
4This is also why the whole procedure of computing an expectation value is best thought of in terms of the superoper-
ators. Starting from some corner of the network and proceeding in an unorganised manner could yield a horrendous
computation.
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This can be done just like we did with the two-site operator. We write the trace, clear out the trivial
contractions and contract what is left in which ever order we like usingA andD. Figure 5.11 shows
how this is done.
What is new is that the causal cone we have to consider is the union of the causal cones of the
two sites. For some time the two one-site causal cones stay disconnected, the further apart they are
the longer. But when we get to layers of the tensor network that correspond to length scales of the
order of the separation, they join into a single cone that then settles to a bounded width. However,
due to the larger total causal cone, the computational complexity can grow beyond the normal χ8
(for ternary MERA).
The position of sites x1 and x2 can affect the causal cone greatly. Most notably in the ternary
MERA, if the sites are in the middle of coarse-graining blocks, so that they avoid going through
any disentanglers for as long as possible, the causal cones can stay very narrow until they meet
near the top. This makes calculating correlators much faster at O (χ8 log l ), where l is the distance
between x1 and x2. Figure 5.11 illustrates this. This was taken advantage of in the results presented
in reference [16], where correlators of sites up to a billion spins away were calculated.
5.3 Optimisation
For all the talk about MERA in the previous 42 pages we still do not know how to construct one for a
given Hamiltonian. That will be fixed in this chapter. We will consider MERA as a variational ansatz
with the components of the tensors as the variables, and optimise it to approximate the ground
state of a local Hamiltonian.
Suppose we have a Hamiltonian that is a sum of nearest neighbour terms H =∑r h[r,r+1]. To
find the ground state we naturally want to minimise the energy. We will first present how to optimise
a single tensor for minimal total energy and then describe how to iterate over the tensor network to
optimise the whole MERA.
The expectation value of the Hamiltonian for our MERA state that we want minimise is
E =Tr[HP ]=Tr[M †H M ]=∑
r
Tr[M †h[r,r+1]M ], (5.15)
where the projection P = M M †. First of all, for our optimisation to work, we must scale h[r,r+1]
so that all their eigenvalues are negative. The reason will be explained later. We then begin by
optimising a single isometry w . The total energy depends on w as
E =∑
i
Tr[w Mi w
†Ni ]+E0. (5.16)
Mi and Ni are parts of the tensor network between w and its dual, as we take the trace in E . The
constant E0 is the contribution to energy coming from outside the future and past causal cones of
w and w†, and is irrelevant here.
We see that E is quadratic in w . There is no one superior algorithm to solve such an optimisation
problem. We will present here the way it is done in reference [16], which uses linearisation.
5.3. OPTIMISATION 43
Figure 5.11: Two-point correlator of a ternary MERA. The two points have their causal cones join higher up in the
tensor network after which computations can proceed as usual, although the causal cone may at first be slightly wider
than with local operators. This mimics the physical idea that at length scales larger than the separation of the sites the
correlator looks like a local operator expectation value. However, before the causal cones join, the tensor network is more
complicated and the position of the sites in the MERA is significant. The rightmost site is chosen optimally, being in the
middle of several isometries. Compared to the leftmost site, which is chosen more poorly, the causal cone on the right
is much more narrow and thus the computation is less intensive. By choosing both sites like the one on the right we
can calculate two-point correlators with the cost O (χ8 log l ), with l being the distance between the sites, whereas for
arbitrary two-site operators the factor can be much larger than χ8. Notably this is not possible with the binary MERA and
is perhaps the greatest advantage of the ternary scheme.
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Figure 5.12: The environment Υ of an isometry w in ternary MERA. The density matrix (brown) is calculated by
contracting everything from the top tensor down to w , in essence applying D repeatedly. Similarly the terms of the
Hamiltonian (red) are results of operating withA on the original terms h[r,r+1]. The dual w† changes for every iteration,
but the density matrix and the Hamiltonian do not, which makes subsequent calculations of the environment lighter
after the first iteration.
We suppose for the time being that w† is independent of w . That makes E linear in w : E =
Tr[wΥ]. We call Υ=∑i Mi w†Ni the environment of w . The sum is made out of as many parts as
there are h[r,r+1] in the future causal cone of w . This is shown in figure 5.12.
Next we decompose the environment as its singular value decomposition Υ=U SV †, where
U and V are unitary and S is square and diagonal, with non-negative elements. The details of
singular value decomposition can be found in Appendix A. There it is also proven that E can now be
minimised by choosing w =−V JU †, where J is a rectangular diagonal matrix with 1s on the main
diagonal. For example,
J =

1 0 0
0 1 0
0 0 1
0 0 0
 . (5.17)
The proof also explains why we needed to scale h to have negative eigenvalues. One point worth
noting is that the appendix deals with matrices although Υ and w are tensors of higher types.
However, because only two tensors are contracted here, the several legs connecting them can be
combined together, so that what is left is just a matrix product. For example, the three legs that are
the dual indices ofΥ and take χ values each can be combined to a single leg with χ3 indices as
Tr[wΥ]=
χ∑
a,b,c,d=1
wbcda Υ
a
bcd =
χ∑
a=1
χ3∑
e=1
W ea Y
a
e . (5.18)
This also explains why in the appendix we can make the necessary assumption about the dimen-
sionality of Y .
Using this choice of w we obtain
E =Tr[−V U †U SV †]=−TrS =−∑
i
si , (5.19)
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where si are the singular values. Importantly time complexity of the singular value decomposition
is below O (χ8) and so subleading.
This is the basic procedure, which we then iterate as follows:
1. Compute the environmentΥ of w .
2. Compute the singular value decomposition ofΥ.
3. Compute w ′ =−V JU †.
4. Set w† =w ′†.
5. Go to 1.
In step 1 at each iteration only w† changes. The other parts of the tensor network can thus be
computed only once for the whole iteration process (see again figure 5.12). This means that (for
ternary MERA) the computational cost is dominated by either O (χ8 log N ) coming from contracting
most of the tensor network for step 1, or O (χ8qtensor) coming from the iteration. Here qtensor is the
number of iterations we do.
The optimisation of u can be done precisely the same way, except that the environment is
slightly different and has a different number of terms. We will not go through it here. For ternary
MERA the computational cost of the optimisation is the same.
Note that we have not made any reference here to the roles of u and w in reducing entanglement
or anything like it. They are simply tensors of their given ranks positioned in the tensor network as
they are, and we do not in anyway enforce them to fulfill a specific purpose.
Now that we know how to optimise a single tensor, we simply loop over the whole MERA in an
organised manner. As an initial starting point, a MERA with random tensor elements works fine.
We then begin by computing all the necessary local density matrices of the MERA. In 1-dimensional
ternary MERA this means all two-site density matrices, because the width of a two-site causal cone
is bounded to two, in binary MERA the same number would be three. We first compute the density
matrix ofLT−1 from the top tensor, then from that we get the density matrices ofLT−2 and so
forth. Thanks to using the previous layer to obtain the next one, this can all be done in O (χ8N ) time,
i.e. only a single superoperator contraction is needed per tensor.
Then using these and the given Hamiltonian, we optimise the lowest layer of tensors as de-
scribed before. We may for example start with the disentanglers, moving from left to right, and then
move on to the isometries. This is repeated qlayer times until the change in energy is small enough.
Next we use the newly-optimised tensors to build the ascending superoperator that we need to
get the Hamiltonian terms on the next lattice. Using then this newly obtained H1 =A (H) and the
previously computed density matrices (optimising a layer below them does not affect them) we
then go over the next layer of tensors just as we did for the first one.
Repeating this layer by layer we eventually reach the top tensor. That we then finally set to
correspond to the χT lowest energy eigenvectors of the Hamiltonian ofLT−1. This can be done
with an exact diagonalisation algorithm with negligible cost. We can then start over, calculating the
new density matrices from the new top tensor and repeat the whole process. This whole process we
46 CHAPTER 5. MULTISCALE ENTANGLEMENT RENORMALISATION ANSATZ
repeat qMERA times, until a preset degree of convergence is reached for E , and in the end we have
our final MERA.
The computational cost of this whole process scales as O (χ8N qtensorqlayerqMERA). In practice it
has been found [16] that often it is best to keep qtensor and qlayer quite small, say. 5, so that we do
not waste resources optimising tensors in an environment that will soon change.
The same iteration could also be run in some other order, for example starting from the top
instead of the bottom. A very detailed description of the various options was given by Evenbly and
Vidal [16]
5.4 Different Types of MERA
The basic recipe for MERA can most often be altered to better suit the needs of the model at
hand. Here we will go through different kinds of MERA, comparing binary and ternary, seeing how
symmetries affect the case and how a finite correlation length can be taken advantage of.
Binary versus Ternary
The differences between binary and ternary MERA was already touched upon as we discussed
calculating two-point correlators. The structure of the tensor network affects what kind of contrac-
tions we need to do and how the duals cancel out. This affects the computational complexity and
effectivity of the tensor network in various ways.
In the 1-dimensional binary MERA computational costs scale as O (χ9) whereas in the ternary
this is O (χ8). However, the choice of the coarse-graining blocks also affects the effectiveness of
disentangling and the width of the causal cones of the MERA, and so one scheme is not necessarily
simply better than the other. For example, even though the ternary MERA scales as a lower power
of the bond dimension, the binary MERA is more effective at removing local entanglement and
thus manages to push the bond dimension lower. On the other hand, as we saw, the calculation of
two-point correlation functions between sites is computationally cheaper in the ternary MERA, so
the appropriate choice also depends on what the MERA will be used for.
In higher dimensional cases the choices for the block shapes and sizes are much richer, espe-
cially when one keeps in mind that the lattice need not be cubic. For example, for 2-dimensional
square lattices several different disentangling schemes have been used, one of which will be presen-
ted in chapter 8.2
Symmetries
Quite often we find that a MERA naturally has certain symmetries. These symmetries can be
leveraged to further reduce computational costs. For example, a translation invariant Hamiltonian
gives a translation invariant MERA, so that all the tensors of the same layer are identical. This drops
the number of parameters in the MERA fromO (N ) toO (log N ) and makes optimisation significantly
faster. The cost function E is not quadratic in w anymore, but the same iterative process with
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linearisation can still be used. In the end the overall cost is now O (χ8 log(N )qtensorqMERA). See
reference [16] for details.5
Another important symmetry that can be incorporated to a MERA is symmetry in scale. Such
scale invariance is encountered in critical points of second-order phase transitions and MERA was
designed with the efficient simulation of critical phenomena in mind. Naturally incorporating scale
invariance is indeed one of the strongest points of MERA as opposed to other numerical techniques.
A MERA is made scale invariant by requiring that all the isometries and disentanglers are
identical. This assures that all the layers, which correspond to different length scales, are exactly
the same. As a consequence the number of parameters of the network is now constant in N .
The process of optimising a scale invariant MERA is significantly different. The tensor network
now extends to infinity in the extra dimension, but given the unique u and w that now define the
whole network, the ascending superoperatorA , which is called the scaling superoperatorS in the
scale invariant situation, can be obtained. The density matrix of the system is then obtained as the
fixed point density matrix ρˆ of S ∗, the dual of S which corresponds to D: S ∗(ρˆ)= ρˆ. It can be
found in O (χ8) time in ternary MERA.
Now the only thing that depends on scale are the Hamiltonian terms hτ. They are averaged over
as
hˆ =
∞∑
τ=1
1
3τ
hτ−1, (5.20)
where the factor 13τ reflects the fact that at each layer the number of tensors is reduced to
1
3 (ternary
MERA). In practice taking only around 1 to 4 first terms from the sum has been found to be sufficient
in most cases.
Now the environmentΥ can be calculated as before, but using only u, w , ρˆ and hˆ, and then the
optimal w and u can be found as before with singular value decomposition. These steps are then
iterated, until the MERA converges. [16]
In addition to the optimisation, acquiring observables is also different for a scale invariant
MERA. By expanding operators in the basis of the eigenoperators ofS and using the fixed-point
density matrix ρˆ observables can be extracted with the cost of O (χ8) (ternary) that is independent
of system size. That is, first one expands
S (Q)=∑
α
λαφαTr[φˆαQ], (5.21)
where
S (φα)=λαφα, S ∗(φˆα)=λαφˆα, (5.22)
Tr[φˆβφα]= δαβ, (5.23)
and then expresses any operator in the φα basis as
o =∑
α
cαφα cα =Tr[oφˆα]. (5.24)
5It should be mentioned that a translationally invariant MERA does not represent an exactly translation invariant
state, although the location dependence is not strong. Again the reason is that different lattice sites occupy a different
place in the MERA, depending on where they are inside a block, so that even a translationally invariant MERA treats for
example sites at the border of blocks differently from sites in the middle of blocks.
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Figure 5.13: Part of a ternary finite range MERA. The future causal cone of a top tensor, shown on the left, has a fixed
width at the bottom layer. This width is the maximum distance for correlations between sites, as sites further than this
apart do not have a common past. This is evident when one looks at the two past causal cones of the sites on right. The
sites are too far apart and their causal cones do not intersect.
Now because of the wayS is built, it is easy to check thatS (I)= I. In addition, it can be shown that
|λα| ≤ 1 and in practice |λα| < 1 for φα 6= I [16]. Hence because I is the only eigenoperator ofS with
eigenvalue 1, it must be that ρˆ = Iˆ.
For the coarse-grained operators
oτ = (S ◦ · · · ◦S︸ ︷︷ ︸
τ
)(o)=∑
α
cαλ
τ
αφα. (5.25)
From this we see that the dimensions along φα 6= I are exponentially suppressed. The expectation
value of o is simply
〈o〉 =Tr[oρˆ]= cI. (5.26)
Further details can be found in references [54] and [27]. We will also come back to this topic
when discussing the connection between MERA and conformal field theory in chapter 6.3. There
we will for example go through evaluating two-point correlators in a scale invariant MERA.
In addition to spatial symmetries, internal symmetries can also be considered by using what
are called symmetry preserving tensors. Enforcing global internal symmetries was studied by Singh
et al. in references [63] that deals with the general theory and [64] and [65] that explicitly deal with
global Abelian and non-Abelian symmetries respectively.
Finite RangeMERA
A scale invariant MERA is naturally infinite both in width and depth. A finite MERA has depth log N ,
because at the log N it coarse-grains to a single top tensor. However, we can of course choose to
terminate our MERA before reaching the top. This allows us to then consider infinite translation
invariant systems.
Let us say we terminate the MERA at depth T and consider states that factorise at this level. The
MERA then ends in a product of several top tensors of type (3,0) (we assume χT = 1). Such a MERA
necessarily has a maximum range of correlations ζ of the order of ζ≈ 3T , because the causal cones
of of the top tensors have finite width atL0 and so sites further than ζ apart can not be in causal
contact (see figure 5.13). Hence we call such a tensor network a finite range MERA.
For a finite system in a state with correlation length of the order of ζ a finite range MERA is a
computationally more efficient option than the full MERA up to log N . It captures all the relevant
physics because beyond τ= logζ the state factorises, but is less costly to optimise and use.
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A finite range MERA is especially advantageous for a translation invariant system. The optimisa-
tion cost becomes O (χ8 logζ), i.e. independent of N , which allows us to take the limit N →∞. This
is natural if one thinks about the finite range of causality. Something that happens further than
ζ away does not have any effect, so for all our one tensor cares, the tensor network can end right
there or keep on going as far as eye can see.
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Chapter 6
Phases and Their Transitions
As a numerical ansatz for many-body quantum states a natural domain of applications for MERA is
condensed matter physics and the lattice models used there. In this chapter we will see how MERA
provides an able tool for studying the quantum phases and quantum phase transitions in many
such models.
Usually transitions between different macroscopic phases of matter are divided into first and
second-order transitions. First-order transitions are such that the free energy of the system has
discontinuous first derivatives at the phase transition, whereas second-order transitions have con-
tinuous first derivatives but discontinuous second ones. A related categorisation is to discontinuous
and continuous phase transitions, where the order parameter that characterises the different phases
changes either in a discontinuous or continuous manner at the phase transition. The difference
between these classifications is slight, and for the purposes of this thesis we will consider first-order
transitions synonymous with discontinuous, and second-order synonymous with continuous.
In first-order transitions the specific heat, being a partial derivative of the internal energy with
respect to temperature, is discontinuous. This manifests as a latent heat, an energy gap between
the two phases, which means that just moving from one phase to the other stores or releases energy.
A classic example is the water-ice transition.
In contrast, in second-order transitions there is no latent heat. This allows matter to fluctuate
between the two phases when we approach the phase transition, and the two phases can blend
into each other continuously. The point of the second-order transition is called a critical point, and
there the length scale of these fluctuations diverges. At the critical point the phases coexist in a
labile balance, and small changes in the thermodynamic variables will quickly tip the system to one
phase or the other, as the susceptibility of the order parameter has diverged. Near these critical
points quantities such as correlation length, specific heat and the order parameter show power law
dependencies on the reduced temperature τ= T−TCTC , where TC is the critical temperature of the
phase transition. Such power laws are characterised by their exponents, such as the exponent of
the correlation length ξ, usually denoted ν:
ξ∝ τ−ν. (6.1)
An everyday example is the critical point of water. Usually the liquid-gas transition of water is
first-order, the heat of vaporisation being the latent heat. However, at the critical point that lies at
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the end of the line separating the two phases in the p-T diagram, the transition becomes second-
order. The heat of vaporisation goes to zero, vapour and liquid seem to blend into each other in
critical opalescence, and beyond this point the two phases become indistinguishable, or rather seize
to exist as distinct phases. Although the phase transitions the layman is familiar with are first-order,
second-order transitions are central in models of for example superfluidity, superconductivity and
ferromagnetism. They also exhibit many interesting phenomena in themselves, such as universality
and scale invariance.
Because MERA is designed to cope well with features characteristic of critical points, it will
prove especially well-suited for the study of continuous phase transitions. In contrast, in earlier
real-space renormalisation methods such as DMRG, the scale invariant states at critical points have
proven problematic.
6.1 The Renormalisation Group Approach
The aim in this chapter is to move quite quickly to presenting various numerical results obtained
with MERA and discuss its usefulness in the study of phase transitions. Thus we will not elaborate on
general theory of phase transitions, nor will we cover such standard topics as the phenomenological
Landau theory. However, we would like to give a short introduction to the renormalisation group
approach to phase transitions. We hope this will give background and context for the discussion in
chapter 3 on real-space renormalisation methods, including entanglement renormalisation. The
renormalisation group approach to phase transitions also generalises right away to quantum phase
transitions, which will be the next topic.
For a properly thorough treatment of renormalisation group theory and how it relates to phase
transitions we refer the reader to the pedagogical introduction by Pathria and Beale [50] and the
much more in-depth and extensive Scaling and Renormalization in Statistical Physics by Cardy [7].
These are also the main sources for this section of the thesis.
In chapter 3 we described the basic idea of Wilson’s renormalisation group theory: That a system
that has been scale transformed can be described with respect to the original one by adjusting the
parameters of the Hamiltonian. Let us now describe in more detail how this happens in a lattice
model. Suppose we have a latticeL with a given Hamiltonian H . The lattice is d dimensional, has
lattice spacing a and consists of N lattice points, where N can be infinite.
Now, as before in Kadanoff’s block spin renormalisation and in tree/entanglement renormalisa-
tion, we want make a scale transformation to obtain a new latticeL ′ with a new Hamiltonian H ′. If
l is the linear size of the block of lattice sites that we coarse-grain, meaning l d sites are mapped
into one, then after the scale transformation we have N ′ = l−d N and a′ = l a.
Now let us say that H is parametrised by a vector of parameters K, such as coupling constants
and masses. The same applies to H ′, that is parametrised by K′. Of course H ′ could include terms
not present in H , but we say both K and K′ live in the space of all possible couplings, with most of
their components being zero. In fact, when working in the vicinity of a critical point, K and K′ must
have the same non-zero components, so for the purposes of this thesis we may consider K and K′
both living in the same low dimensional subspace of the total parameter space.
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Now we define the renormalisation group transformationR to be the function that maps the
parameters under the scaling transformation,R(K)=K′. With MERA,R would in effect correspond
to the ascending superoperator. We of course iterate this scale transformation, operating repeatedly
withR. This creates the renormalisation group flow: The flow of the parameters K as a function of
scale.
This flow is the center point of the renormalisation group theory. Under it, different parameters
behave differently, flowing towards certain fixed points K∗i =R(K∗i ) of the flow. These fixed points
define the macroscopic features of the system.
Let us now choose a fixed point K∗ of non-trivial nature, meaning it has some finite (non-zero)
components. We expand
k′ ≡K′−K∗ =R(K)−K∗ (6.2)
=K∗+ ∂R
∂K |K=K∗
(K−K∗)−K∗ (6.3)
= ∂R
∂K |K=K∗
(K−K∗) (6.4)
≡Tk, (6.5)
which is a valid approximation near K∗. Here we have denoted the Jacobian by T and its eigenvalues
and eigenvectors we denote λi and φi respectively.
The eigenvectors φi form a basis, so we can expand k=∑i uiφi and k′ =∑i u′iφi . The coordin-
ates ui of k in this basis of eigenvectors of T are called scaling variables. By definition u′i = λi ui ,
which reveals the crucial point about scaling variables. Depending on whether λi is smaller or
greater than 1, under successive scaling transformations, as λi is raised to higher powers, the cor-
responding scaling variable ui either tends to 0 or diverges. In the first case ui is called an irrelevant
variable, in the latter a relevant variable. The borderline case of λi = 1 makes ui a marginal variable,
but we will not pay attention to them in this short review.
The rationale behind these names is quite clear. Under the renormalisation group flow irrelevant
variables tend to 0, meaning that those components of K tend towards the near-by fixed point.
This means that at macroscopic scales ui is always found to have the same value (if the system
is originally close to K∗) and they are thus irrelevant for a macroscopic description of the system.
In contrast the relevant variables push the system away from the fixed point, making it unstable.
They correspond to thermodynamic or otherwise macroscopic variables of the system, such as
magnetisation or pressure. The number of such variables is precisely the number of relevant
variables ui , although the connection between the ui s and the physical observables does not have
to be straight-forward.
Thus we find around the fixed point a surface (of dimension equal to the number of irrelevant
variables) where all the relevant variables are zero and the flow tends towards the fixed point, guided
by the irrelevant variables. This is called the critical surface and its fixed point is the critical point.
On different sides of this surface are regions where the flow takes different directions, avoiding the
critical surface and tending away from it. Eventually these parts of the flow will find other, attractive
fixed points (in contrast to our K∗ that is clearly repulsive) in some other corner of the parameter
space, or diverge. These fixed points are stable and often somewhat trivial, having for example
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Figure 6.1: A schematic illustration of a renormalisation group flow around a critical point in a two-dimensional
parameter space. The curve with arrows pointing to the intersection is the critical surface, where the flow of K tends
towards K∗. Below and above it are two regions of the parameter space that represent two different phases. In these
regions the flow tends away from K∗ and towards attractive fixed points not shown in the figure.
all couplings go to zero or some diverge to infinity.1 They correspond to different macroscopic
phases of the system with qualitatively different properties. The critical surface hence divides
the parameter space into regions of distinct phases. The unstable critical point, balancing on the
surface between the two regions, is the state of the phase transition between these phases, the
critical point of a second-order phase transition.
The renormalisation group flow around the critical point dictates the critical behaviour of the
system. Investigating how the free energy changes under the flow, we can for example extract the
dependencies of different thermodynamic variables in terms of T= ∂R∂K |K=K∗ , or rather in terms of
the eigenvalues λi . This gives us the different critical exponents in terms of λi . It also leads to so
called scaling relations that tie some of the critical exponents to each other, meaning only some of
them are really free in terms of the others. Once we are able to determine a few of them, the others
follow from these relations.
The renormalisation group picture of critical points also justifies universality, which states
that different systems with different interactions have the same critical behaviour, governed by
the same critical exponents. For example the liquid-gas transition of water belongs to the same
universality class as the Ising model of ferromagnetism, meaning their critical behaviour at the
phase transition is identical, even though the physical processes and interactions are completely
different. Universality is difficult to explain in terms of the phenomenological Landau theory of
phase transitions, but in Wilson’s renormalisation group theory it follows naturally from the fact
that different systems flow to the same critical fixed points under the renormalisation group flow.
1Calling a divergence of the flow a ‘fixed point’ is of course very questionable, but the physical meaning is clear.
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6.2 QuantumPhases
So far the discussion has been concerned with phases and their transitions as they are normally
considered in classical thermodynamics. These transitions, called here thermal transitions in
contrast to quantum ones, originate from thermal fluctuations and happen as the temperature of
the system is varied. Typically at low temperature there is an ordered phase characterised by an
order parameter, perhaps with broken symmetry, that then transforms into a disordered phase at
higher temperature, as in ferromagnets that become paramagnets above Curie temperature. If the
transition is second-order it exhibits critical fluctuations that grow in size as we near the critical
point, diverging to scale invariance at it.
However, as is natural from the renormalisation group view point, phase transitions can happen
without any reference to temperature if the couplings of the Hamiltonian are varied. This is what
happens with quantum phase transitions. By definition, quantum phases are macroscopic phases
of matter at T = 0. In other words, they are phases of the quantum mechanical ground state of
the system, and transitions between them happen as the Hamiltonian is changed by adjusting the
couplings. In some cases it may be possible to adjust them directly, but often experimentally this
means changing such things as external magnetic fields or pressure. Quantum phase transitions
can be continuous and discontinuous and exhibit critical power laws, scaling and universality,
just as thermal ones do. However, now the driving fluctuations are not thermal, but quantum
mechanical, made possible by the uncertainty principle in the same way as vacuum polarisation
and virtual particles in high energy physics.
At first this may sound quite redundant, as the T = 0 states are in practice unreachable. Luckily,
however, the effects of the quantum critical point often extend to the so called quantum critical
region of low but non-zero temperature, where thermal and quantum fluctuations are of compar-
able strength. In this whole region a quantum critical state of matter is found. Around this region
are then the quantum disordered and ordered phases and as temperature grows we move to the
thermally disordered state. Matter in the quantum critical region has been observed to have some
peculiar properties, such as so called strange metal behaviour, where resistivity grows linearly with
temperature, and new types of magnetic behaviour [11].
An example model that demonstrates a quantum phase transition is the quantum Ising model,
defined on a lattice of spin- 12 particles by the Hamiltonian
H =−g∑
i
σxi −
∑
〈i j 〉
σzi σ
z
j . (6.6)
Here the σs are the familiar Pauli spin matrices and the second summation is over nearest-
neighbour pairs. The first term works as an external field, pushing the spins to be along the
x-axis, or, in terms of the eigenstates |0〉 and |1〉 of σz , in the state
1p
2
(|0〉+ |1〉) (6.7)
that is the eigenstate of σx with eigenvalue 1. The second term combats this effect by favouring
the z-components of neighbouring spins to be mutually aligned, so that its minimum energy state
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Figure 6.2: A typical quantum phase diagram. The coupling g has a critical value of gc that marks a quantum phase
transition between an ordered and quantum disordered phase at T = 0. From there to growing T there is a region
of quantum critical matter between the dashed lines that mark smooth cross-overs. The solid line is a temperature
driven second-order phase transition between the ordered and disordered phases. Figure modified from figure 11.3 of
reference [58].
would be ∏
i
|0〉i or
∏
i
|1〉i , (6.8)
where the two states are degenerate.
The coupling constant g sets the balance between these two effects, and given that the two
extremes g = 0 and g À 1 are clearly distinct phases, we would expect a quantum phase transition
somewhere in between. Indeed such a phase transition is found at the critical coupling value g = 1,
and in the next chapter MERA will be used to analyse it.
Understanding quantum phases and their transitions is crucial for many of the most promising
potential applications of condensed matter physics and material science. Since the early 80s our
understanding of the richness of low temperature behaviour of matter has grown considerably,
as different topological phases, high-temperature superconductors and other exotic phases have
been identified both in theory and experiment. In the laboratory optical lattices and ultracold
atomic gases have allowed for more controlled experiments on various exotic interactions. However,
building a theoretical understanding of quantum critical states, that typically are highly entangled
over long distance scales and defy conventional methods for treating phase transitions, is a work-
in-progress and an active topic of research. We will not review this research here, but move on to
discussing MERA’s relevance for the field. Those interested in quantum phase transitions more
deeply we direct to the introductory review article of reference [59] and the thorough and extensive
treatment in reference [58], both by Subir Sachdev.
6.3 Results withMERA
In this section we will review some numerical results on lattice models that have been obtained
with MERA. We will briefly introduce each of the models and then move on to summarising the
key results. The goal is to present some benchmarks that demonstrate the capabilities of MERA for
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studying quantum phases. The details of the models and many additional results can be found in
the original articles, to which references are given.
Benchmark Results for 1-dimensional Models
We start by reviewing results on well known 1-dimensional models from references [16] and [22]. In
them, Evenbly and Vidal applied MERA to the 1-dimensional Ising, three-state Potts, XX, Heisenberg
and Heisenberg zig-zag models, defined on chains of spin- 12 particles. The Hamiltonians of the
models that we will cover here are
HIsing =
∑
i
(−λσzi −σxi σxi+1), (6.9)
HPotts =
∑
i
(λPottsZi −Xi X †i+1−X †i Xi+1), (6.10)
HXX =
∑
i
(λXXσ
z
i +σxi σxi+1+σ
y
i σ
y
i+1), (6.11)
HH. zig-zag =
∑
i
(σi ·σi+1+ Jσi ·σi+2). (6.12)
The σs are the Pauli matrices and Z and X are the Potts spin matrices
Z ≡

−1 0 0
0 2 0
0 0 −1
 , X ≡

0 1 0
0 0 1
1 0 0
 . (6.13)
We set λPotts = 1, λXX = 0 and J = 0.24116 so that the Potts, XX and Heisenberg zig-zag models are
all at their quantum critical points, as in reference [22]. The critical value for the external magnetic
field in the Ising model is λ= 1. However, before moving to consider critical phenomena, we let λ
be free and quote some of the results for just the Ising model from reference [16].
The MERA scheme used by Evenbly and Vidal in reference [16] is ternary, and periodic boundary
conditions are set. For the non-critical case a translation invariant finite-range MERA is used and
the N →∞ limit is taken. The critical case is treated with the scale invariant algorithm. The
computations were run on a 3GHz dual-core desktop computer with 8Gb of RAM, and convergence
in optimisation was reached in a few minutes/hours/days/weeks for bond dimensions of χ =
4,8,16,22, respectively.
Figure 6.3 shows the error in the ground state energy obtained for the Ising model compared to
the exact value for various λ and χ. The critical point is seen to be the most taxing to simulate, but
even there impressive accuracy is obtained. Increasing χ also quickly reduces the error even in the
critical case.
Figure 6.4 shows the spontaneous magnetisation 〈σx〉, the order parameter of the phase trans-
ition, in the χ= 8 MERA as a function of λ. Here a finite N = 162 chain is used, which was found to
be large enough to effectively reach the thermodynamic limit. A fit can be made to the plot which
gives the critical exponent β, defined by 〈σx〉 = (λc−λ)β. The value is found to be β= 0.1242, which
is within 1% of the exact value β= 1/8.
In the same article [16] Evenbly and Vidal presented various other results, including two-point
correlators and results for non-critical Potts, XX and Heisenberg models. Notably, in addition to
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Figure 6.3: The error in the ground state energy obtained for the 1-dimensional quantum Ising model with respect to the
exact value plotted against the external field strength λ for various bond dimensions χ. The critical point is seen to be
the most computationally demanding, but even there the ground state energy is obtained with 5 digits of accuracy with
χ= 4, to 10 digits of accuracy with χ= 22. Figure originally from reference [16].
Figure 6.4: Spontaneous magnetisation in the x-direction in the 1-dimensional Ising model against field strength. Here
the bond dimension χ = 8. Note that the Hamiltonian (6.9) has an external field along the z-axis and a neighbour-
neighbour interaction that prefers spins with parallel x-components, which gives rise to the spontaneous magnetisation
at low λ seen here. The phase transition at the critical field λ = 1 can clearly be seen. The results follow closely the
analytic results obtained at the thermodynamic limit (blue line), and a fit for the critical exponent β gives the value of
β= 0.1243, which is within 1% of the exact value β= 1/8. Figure originally from reference [16].
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Figure 6.5: The relative error∆E = Eexact−EnumericEexact in the ground state energy of critical chain models obtained with MERA
and MPS with varying bond dimensions. Figure originally from reference [22].
the ground state, they also simulated the lowest excited state and compute the energy gap in the
Ising and Potts models, both in the ordered and the disordered phase as well as at the critical point.
Again, impressive agreement with exact results was found.
We will, however, omit these results here, and move on to results from reference [22]. There
mostly the same set of models was considered, but now focusing exclusively on the critical points.
The results obtained were then compared to ones achieved with matrix product states.
The MERA scheme that was used was a modified version of a scale invariant binary MERA, with
every second disentangler removed in each of the layers. It also had 2 to 3 transitional layers below
the scale invariant MERA, and enforced some of the global symmetries of the different models.
The transitional layers were simply layers of a translation invariant MERA. The MPS that was used
was a translation invariant, infinite one, where the infiniteness is made possible by translation
invariance in the same way as with a MERA. For both MPS and MERA a range of different bond
dimensions χMERA and χMPS were used. The MPS requires a much higher bond dimension to obtain
comparable accuracy, but at the same time computational costs scale as O (χ3MPS) as compared to
O (χ6MERA). However, to give a feel for the scale of computations, each optimisation took less than a
week on a dual-core 3GHz, 32Gb RAM desktop computer.
First, the critical ground state energy for all the of the models was computed. Figure 6.5 shows
the relative error compared to the exact value for all the different models with both MERA and
MPS, and with varying bond dimension. Comparing the efficiency of the two ansätze in terms of
computational time proved tricky, but what was demonstrated is the feasibility of both approaches
and the polynomial dependence of the relative error on bond dimension.
Secondly, Evenbly and Vidal used both MPS and MERA to calculate two-point correlators in the
critical XX model for the fermionic operator
ai =
(∏
m<i
σzm
)
σxi − iσ
y
i
2
. (6.14)
This correlator is known to be
C (d)≡ 〈a†i ai+d 〉 =
−sin(pid/2)
pid
, (6.15)
demonstrating a polynomial decay as a function of the distance d , as expected for a critical point.
Figure 6.6 shows the results for three different values of χMERA and χMPS that were chosen to
give similar errors in the ground state energy between the two ansätze. Both MPS and MERA gave
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Figure 6.6: Left: The two-point correlator of equation (6.15) in the ground state of the XX model, as obtained numerically
with MPS and MERA with different bond dimensions. Right: The relative errors in the correlator. The MPS could only
approximate the polynomial decay of the correlator up to a finite length scale, whereas in MERA the correlator naturally
stayed polynomial at all length scales, as it should. Figure originally from reference [22].
accurate results at short distances, but as the distance between the two points grows, the MPS fell
behind. Because it naturally supports exponentially decaying correlators, it can only approximate
the polynomial decay up to a certain distance that depends on the bond dimension, in this case as
ξ= χ1.38MPS. Beyond this, the correlator dived exponentially. MERA at the same time gave the right
asymptotic shape for the correlator with all the different bond dimensions.
In total these benchmark results show the consistent performance of MERA in simulating simple
chain models. Moreover the performance is overall comparable with that of MPS, but at criticality
the structure of MERA, specifically designed to suit the needs of scale invariant states, pays off and
a qualitative difference to MPS is seen.
Spin-12 HeisenbergModel on a Kagome Lattice
After the results above, which were purely benchmarks for MERA, let us now move on to something
less trivial, by introducing the spin- 12 Heisenberg model with antiferromagnetic coupling. The
Hamiltonian is simply
H = J ∑
〈i , j 〉
σi ·σ j , J > 0, (6.16)
where summation is over nearest-neighbour pairs. On a 1-dimensional chain the ground state is a
simple chain of alternating spins with opposite directions (an exemplary antiferromagnetic state),
but on more complex lattices matters get convoluted.
The lattice considered here is the so called kagome or trihexagonal lattice. It is a 2-dimensional
lattice formed by equilateral triangles that have shared corners as in figure 6.7 (i). On this lattice the
ground state of the Heisenberg model in question is highly non-trivial. It exhibits what is called
frustration, when competing effects from interactions with the different neighbours of a spin do
not agree on what is energetically optimal, and the system struggles to find a simple ground state.
In many models such frustration leads to highly degenerate ground states and a high density of low
energy states. In the case of Heisenberg model on the kagome lattice the ground state is currently
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Figure 6.7: The MERA scheme on the kagome lattice used by Evenbly and Vidal. The original kagome lattice (i) is grouped
into blocks of 36 sites (ii). A set of disentanglers is then applied at the corners (iii), and then another set across is used
across the borders (iv). In the end isometries (v) map the outputs of the disentanglers to a new, coarser kagome lattice
(vi). The types of the different tensors are illustrated in (vii). Figure originally from reference [19].
unknown, and two qualitatively different types of proposals are often considered. Valence bond
crystals (VBC) are symmetry-breaking states with short-range entanglement, whereas spin liquids
are disordered states with long-range entanglement.
The possibility of spin liquid states in the model is of interest, as spin liquids are considered
highly promising for applications such as high-temperature superconductors and topological
quantum computing. Very recently the mineral herbertsmithite, which is a spin- 12 kagome an-
tiferromagnet, was experimentally found to demonstrate some features characteristic of a spin
liquid [29]. Frustrated models such as this are also an example of a situation where the sign problem
rears its ugly head and makes quantum Monte Carlo approaches difficult. More information on the
model can be found for example in reference [38].
In reference [19] Evenbly and Vidal applied MERA to simulate the ground state of the Heisenberg
model on a kagome lattice. They used a 2-dimensional version of MERA that resembles the scheme
that will be discussed in chapter 8.2, but made for the kagome lattice. This scheme is illustrated in
figure 6.7. The optimisation procedure follows the general structure discussed in chapter 5.
Evenbly and Vidal used three different lattice sizes, finite lattices of 36 and 144 sites with periodic
boundary conditions, and an infinite lattice. In the infinite case the state was assumed to factorise
to a product state after a single coarse-graining, an assumption made more reasonable by the fact
that the coarse-graining block was relatively large.
The state they obtained by optimising the MERA to minimum energy is of the VBC type. It
resembles the so called honeycomb VBC state that was earlier proposed as a possible ground state
for the model, but also slightly differs from it. In addition, because the MERA is a concrete state of
the system, its energy sets an upper bound for the ground state energy. Notably the energy found by
Evenbly and Vidal is lower than that of many previous spin liquid proposals for the ground state that
were obtained with various methods, for example the DMRG. This rules out some of the previous
62 CHAPTER 6. PHASES AND THEIR TRANSITIONS
candidates, and can be seen as evidence to favour the VBC-type states over spin liquid proposals.
It should be noted however, that there may be slight bias in the results towards VBC type states.
Although generally MERA is a very unbiased method, because as long as the states it describes are of
sufficiently low entanglement, it assumes very little about the underlying model or the ground state,
in this case it may favour VBC type states due to their much more local entanglement structure,
which is more natural for MERA.
Looking at these results from more afar, they demonstrate both the computational feasibility
of MERA in 2 dimensions, at least on small lattices, and its ability to in some cases outperform
previous methods in relevant models with open questions.
Scale Invariance and Conformal Data
Because critical points exhibit scale invariance, at the continuum limit they can be described by a
conformal field theory (CFT): a field theory that is invariant under conformal transformations, i.e.
transformations that preserve angles. Conformal transformations include the familiar Poincaré
transformations, scale transformations and so called special conformal transformations, but in
practice conformal invariance can usually be roughly equated with scale invariance. Conformal
field theories are beyond the scope of this thesis, but a brief mention on their relation to MERA is in
order for readers with previous knowledge on CFTs.
Once a scale invariant MERA has been optimised one can use the scaling superoperator S
to directly calculate properties of the corresponding CFT. In chapter 5.4 when discussing scale
invariant MERAs we expanded
S (Q)=∑
α
λαφαTr[φˆαQ], (6.17)
S (φα)=λαφα, S ∗(φˆα)=λαφˆα, (6.18)
Tr[φˆβφα]= δαβ. (6.19)
Here the φα are the scaling operators of the flow, and in the CFT they correspond to the quasi-
primary fields. They come associated with scaling dimensions
∆α =− logλα. (6.20)
Let us now calculate a correlator for two one-site scaling operators (eigenoperators of one-site
scaling superoperators) φα and φβ. First suppose that they are situated on neighbouring sites s and
s+1. Then the correlator
Cαβ = 〈φα(s)φβ(s+1)〉 =Tr[(φα⊗φβ)ρˆ2], (6.21)
ρˆ2 being the two-site fixed-point density matrix. Next say that these same operators are on two
distant sites s and s+r , such that r = 3n (we assume a ternary MERA here) and that both of the sites
are chosen optimally in the middle of several isometries as back in figure 5.11. Now coarse-graining,
the two operators are again nearest neighbours after exactly n operations byS . Thus because the
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operators are scaling operators we obtain
〈φα(s)φβ(s+ r )〉 =Cαβλnαλnβ =Cαβλ
log3 r
α λ
log3 r
β
(6.22)
=Cαβr log3λα+log3λβ =
Cαβ
r∆α+∆β
. (6.23)
A similar formula can be derived for three-point correlators:
〈φα(s)φβ(s+ r )φγ(s+2r )〉 =
Cαβγ
rΩ
γ
αβrΩ
α
βγ(2r )Ω
β
γα
, (6.24)
with
Ω
γ
αβ
=∆α+∆β−∆γ, (6.25)
Cαβγ = 2Ω
β
γα Tr[(φα⊗φβ⊗φγ)ρˆ3], (6.26)
where ρˆ3 is the three-site density matrix.
These forms for two and three-point correlators are analogous to expressions of two and three-
point correlators for quasi-primary operators in CFTs. This ties together the scaling operators and
the quasi-primary fields, and provides a method for evaluating the scaling dimensions in the CFT. It
also known that the factors Cαβγ should in the CFT be the operator product expansion coefficients
for the quasi-primary fields, and so evaluating these correlators gives those coefficients as well.
In addition, the central charge c of the CFT can be obtained. It is known that entanglement
entropy in a CFT scales as
S = c
3
log2 L. (6.27)
Thus once the MERA is known one can simply evaluate
S(ρˆ2)−S(ρˆ1)= c
3
(log2 2− log2 1)=
c
3
, (6.28)
where the ρˆ2 and ρˆ1 are two and one-site density matrices, respectively.
More details can be found in the paper by Pfeifer et al. [54]. There numerical results can also be
found which confirm that the conformal data obtained from a scale invariant MERA in this manner
matches well the known analytic results for the Ising and 3-level Potts models. Further, and partly
overlapping, results can also be found in references [16, 15, 22, 46], where in the last one a different
optimisation algorithm is used.
These methods provide a very efficient way to evaluate the properties of the conformal field
theories for models for which a scale invariant MERA can be obtained, and show the strong corres-
pondence between a CFT and a MERA as finite dimensional approximation of it. The conformal
data also directly leads to for example the critical exponents, providing a more efficient way to
obtain them than the kind of fitting seen in chapter 6.3.
Topological Phases
Another topic that deserves a brief mention, although a proper discussion is out of the scope of this
thesis, is topological order. Topological order, which characterises topological phases of matter, is a
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class of orders (or phases) of matter completely distinct from the local order parameter based orders
that Landau symmetry-breaking theory considers. It is characterised by a structure of long-range
entanglement and ground state degeneracy that is robust against local perturbations and rather
dependent on the topology of the manifold on which the theory resides. Typical features are also the
anyonic (fractional) statistics of quasi-particle excitations and topological entanglement entropy.
Spin liquids, which were mentioned earlier, are an example of topologically ordered states.
Other famous examples are fractional quantum Hall states and the toric code [34]. Topological
phases are considered a promising but mostly unexplored realm of condensed matter physics, that
represents a new paradigm parallel to Landau’s order parameter based theory. Specific, theoretised
applications are still few in number, but topological quantum computing is one that has attracted
much interest. Using topologically ordered states, quantum computations could be carried out with
the degrees of freedom of the state that depend on the topology of the system. This would make
these computations robust against local noise and decoherence, possibly leading to fault-tolerant
quantum computing.
Coming back to how MERA relates to all this, Aguado and Vidal [1] have used MERA to describe
the toric code. The MERA description turns out to be exact and particularly simple, with the so
called Kitaev states as fixed points of the entanglement renormalisation flow. The topological
degrees of freedom are stored neatly in the top tensor, with the local details captured by the tensor
network. Vidal and Aguado considered this a strong demonstration that MERA provides a natural
framework to study topological phases, in addition to symmetry-breaking phases.
Related to this, König et al. [36] have built a renormalisation group transformation for so
called string-net models on a hexagonal lattice that can be considered a modification of MERA.
Such string-nets have been proposed as models for topological order, and given that the MERA
constructed by König et al. provides an exact description of them, this may open up a path for
investigating these models using tensor network algorithms.
Chapter 7
Geometry inMERA&Holography
The structure and geometry of a tensor network are vital for its usefulness as a variational ansatz,
as was said in chapter 4.2 and explicitly saw in chapter 5.1. In this chapter we will elaborate
more on the topic, by showing how the geometry of MERA leads to its characteristic features of
polynomial correlators and area laws for entanglement entropy, with a logarithmic violation in the
1-dimensional case. This will naturally lead us to consider the holographic principle, and we will
cite some exciting results that picture MERA as a discrete realisation of the celebrated holographic
AdS/CFT duality.
Many of the ideas presented here originate from Swingle [68] and have later been refined in
Evenbly and Vidal [20] and Swingle himself [69]. We mostly follow the presentations in these refer-
ences, but have tried to generalise and make more transparent some of the arguments, especially
concerning entanglement entropy.
7.1 Correlators and Geodesics
Let us consider a tensor network and a correlator C (x1, x2) between two of its sites, x1 and x2. We
denote by D(x1, x2) the length of the shortest route between the sites inside the tensor network, a
geodesic distance of a sort. That is, looking at the tensor network as a graph, D(x1, x2) is the shortest
distance between x1 and x2 along the edges of the graph.
We then make two assumptions about the tensor network. First, we assume that it is homogen-
eous in the sense that all the tensors in the network have the same elements and are just copies of
each other. Second we require the tensors elements to be generic in the sense that we disregard an-
omalous cases of carefully chosen tensor elements that might cause trouble, which form a ‘measure
zero’ set among all the possible choices of tensor elements. Another, slightly crude way to put this
is that what follows holds true for homogeneous networks with randomly chosen tensor elements.
These assumptions ensure that the correlations between x1 and x2 are mostly carried through
the bonds on the geodesic, and in such a situation it can be shown that [20]
C (x1, x2)≈ e−αD(x1,x2), α> 0. (7.1)
Here α depends on the operator whose correlator we are evaluating.
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Figure 7.1: Geodesics between two sites in MPS and MERA. The geodesic, marked with a thickened line, is the shortest
path between the two sites using the bonds of the tensor network. The length of such a geodesic in MPS is the distance
between the sites, but in MERA it is proportional to the logarithm of the distance.
One example of a homogeneous tensor network is a translation invariant MPS. In an MPS the
shortest distance between x1 and x2 is practically |x1− x2|, because the structure of MPS follows
the physical chain. This leads to
CMPS(x1, x2)≈ e−α|x1−x2|, (7.2)
which shows that correlators decay exponentially in a translation invariant MPS. We saw this nu-
merically already in chapter 6.3, as MPS proved ill-suited to simulate the polynomial correlators of
critical points. Similar arguments also show the exponential decay of correlators for homogeneous
and generic PEPS.
Another example of a homogeneous tensor network is the scale invariant MERA. A quite detailed
proof of (7.1) in the case of scale invariant MERA is possible, see references [27] and [20]. It is based
on using D(x1, x2) applications of so called transfer matrices to evaluate the correlator and is related
to our discussion of obtaining conformal data in chapter 6.3, but we omit it here.
In MERA the geodesic need not follow the physical geometry of the lattice, as it did in MPS. The
network is more sparse in the upper layers and so the shortest distance is found by dipping into
the bulk of the network. In terms of bonds in the tensor network, the distance between two sites is
halved (in a binary MERA) at every coarse-graining, so that the after log2 |x1−x2| layers x1 and x2
meet. Using this path, illustrated in figure 7.1, we obtain D(x1, x2)∝ log |x1−x2|, so that
CMERA(x1, x2)≈ e−q log |x1−x2| = |x1−x2|−q , (7.3)
where q > 0 depends on the operators, and can be obtained from the eigenvalues of the transfer
matrix. This gives theoretical justification for the characteristically polynomial decay of two-point
correlators in a scale invariant MERA.
For a finite range MERA the situation is not so clear-cut because the network is not homogen-
eous. We can either try to argue that for most of the layers the homogeneity assumption holds to
sufficient accuracy or, following Evenbly and Vidal [20], modify the finite range MERA so that it
is made of scale invariant layers up to the length scale of the correlation length, and then a small
number of non-scale invariant layers are added at the top. Under these assumptions the polynomial
decay in (7.3) holds for the finite range MERA as well, as long as the geodesic stays away from the
top layers of the network, i.e. |x1−x2| < ξ. When x1 and x2 are further away than that, the geodesic
hits the ‘ceiling’ of the network. When this happens the assumption that correlations between
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sites are carried along the geodesic may not hold anymore, and the previous argument breaks
down. However, it is known based on numerics that the expected happens, and when |x1−x2| ≥ ξ
correlators in a finite range MERA decay exponentially.
7.2 Entanglement and Area
Consider a MERA M , and suppose we need to know the entanglement entropy S A of a region A ⊂L .
Let us consider a subset ΩA of the tensor network M such that it includes the sites in A, as in
figure 7.2. Now consider all the bonds that cross the boundary ofΩA , and denote them by ∂ΩA (this
does not include the free wires in A). We will now argue that
S A ≤
∑
s∈∂ΩA
Ss , (7.4)
where Ss is the single-site entanglement entropy of each bond s with respect to the rest of the
effective lattice on that layer.
The first step is to note that unitary transformations do not change entropy. If we take a unitary
tensor, such as a disentangler, and the reduced density matrix ρin that is its input state, then the
unitary transformation leaves the eigenvalues of ρin invariant. Because entropy depends only on
the eigenvalues, it is left invariant as well, so that Sρin = Sρout . Now if we consider isometric tensors
as unitary ones contracted with |0〉 states, as in the quantum circuit interpretation, then they also
leave entropy invariant. In addition, because the incoming |0〉s are in a product state with the rest
of the system, they contribute no entropy at all, and can be disregarded. Thus for all tensors in a
MERA the entanglement entropy of the input sites equals the entropy of the output sites, Sin = Sout.
Next, we divide the bonds on the boundary ∂ΩA into two groups, the inputs (the dual indices)
∂ΩinA and the outputs (the downward pointing legs) ∂Ω
out
A , and consider entropy flow throughΩA .
We treat all the tensors insideΩA as one single entropy-preserving isometry, called O A . Another
way to say this is that we perform all the contractions withinΩA , and the result is O A . The inputs of
O A are the wires of ∂ΩinA , and the outputs are the wires in A and in ∂Ω
out
A . See again figure 7.2.
Now, using both sides of triangle inequality (2.12) and the fact that O A conserves entropy, we
obtain
S A−S∂ΩoutA ≤ |S A−S∂ΩoutA | ≤ S A∪∂ΩoutA = S∂ΩinA (7.5)
⇒ S A ≤ S∂ΩoutA +S∂ΩinA ≤
∑
s∈∂ΩoutA
Ss +
∑
s∈∂ΩinA
Ss =
∑
s∈∂ΩA
Ss . (7.6)
This proves our claim. Note that this result holds for all tensor networks that are composed of
unitary and isometric tensors.
What we have obtained is that S A is bounded by the sum of the entropies of the sites that cross
the boundary of ΩA . Naturally we can choose ΩA so as to minimise its boundary in this sense,
and obtain as a tight a bound as possible. In this way we can obtain a bound for the scaling of
entanglement entropy in MERA as the size of region A grows. We consider the binary scheme, but
the result holds more generally.
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Figure 7.2: Left: Part A and its holographic regionΩA . The wires that make up the boundary ∂ΩA are shown thickened.
Note that this choice ofΩA is not optimal in that it does not minimise the number of wires in ∂ΩA . Right: The tensor
O A , formed by carrying out all the contractions withinΩA , and the partition of ∂ΩA into ∂Ω
in
A and ∂Ω
out
A . Because it is
simply the composition of the isometries and disentanglers withinΩA , O A too is isometric and thus the entropy of all of
its outputs equals the entropy of all of its inputs.
As was seen in chapter 2.2, in a Hilbert space of dimension D , entanglement entropy is at most
logD . That means that for all the sites s ∈ ∂ΩA , we have Ss ≤ logχ, so that S A ≤ |∂ΩA| logχ. We then
only need to estimate |∂ΩA| (the number of wires puncturing ∂ΩA), which we do by considering
the choiceΩA =CA . If A is of size l d , then its causal cone CA shrinks until it reaches a size of ∼ 4d .
This happens after O (log2 l ) coarse-grainings, because at that point A has been coarse-grained to a
single site and its causal cone starts to resemble a single-site causal cone.
In the d = 1 case, the boundary of CA consists of two wires at each layer, so that we get for the
number of wires crossing CA
|∂CA| ≈ 4+2log2 l . (7.7)
and so
S A ≤ |∂CA| logχ=O (log l ). (7.8)
So, in one spatial dimension, MERA naturally supports a logarithmic scaling of entanglement
entropy.
For d > 1, the boundary of CA at layer τ consists of the order of
(
l
2τ
)d−1
wires. This gives
|∂CA| ≈ 4d +
log2 l∑
τ=1
(
l
2τ
)d−1
(7.9)
= 4d + l d−1
(
2d−1
)log2 l −1(
2d−1
)log2 l (2d−1−1) (7.10)
= 4d + l d−1 l
d−1−1
l d−1
(
2d−1−1) (7.11)
= 4d + l
d−1−1
2d−1−1 , (7.12)
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and
S A ≤ |∂CA| logχ=O (l d−1). (7.13)
Thus we have obtained that in d > 1 MERA can support an area law scaling for entanglement
entropy, and in d = 1 it can also deal with a logarithmic violation of an area law. Plenty of numerical
evidence shows that these upper bounds are usually saturated in the case of scale invariant MERAs,
including critical points of many practical models [20].
These results, both for entanglement entropy and two-point correlators, explain why MERA is
well suited to deal with ground states of many Hamiltonians, both at criticality and off-criticality.
With an argument similar to the one above it can be shown that PEPS also supports area laws, as
does the 1-dimensional MPS. For MPS this means entanglement entropy constant in region size,
with a 0-dimensional boundary consisting of just two lattice points. Knowing that in 1-dimensional
critical systems entanglement usually scales logarithmically, this is another theoretical argument
for why MERA is better armed to handle these cases.
The simple explanations geometrical arguments give for these properties of MERA also guide
the search for other tensor networks that might be of use. An example of this will be seen in
chapter 8.1, where a generalisation of MERA is constructed that is designed to be able to cope with
states that violate area laws of entanglement entropy, all the way up to bulk laws of S ∝ l d .
7.3 Holography
These geometric considerations have also opened up a connection between MERA and the holo-
graphic principle. First a few words are in order on what is meant by holography, but admittedly
this chapter will be most useful to those already somewhat familiar with the topic.
The holographic principle has been a hot topic of research in the string theory community
for the last 15 to 20 years, although its roots go back to late 60s. It states that the contents of a
D dimensional spacetime or a region of it are encoded on the D − 1 dimensional boundary of
the region. Its origins are in black hole thermodynamics. In the late 60s and early 70s Hawking,
Bekenstein and others found the entropy of a black hole to be proportional to the area of its
horizon [30, 3]:
SBH = A
4G
. (7.14)
Here G is Newton’s constant and k = c = ~ = 1. This is now known as Bekenstein-Hawking en-
tropy. This result suggested that the information content of the black hole somehow resides on
its boundary, not in its bulk. As a side note, given that a black hole can also evaporate out this
entropy as Hawking radiation [31], but at the same time should be describable by only a few macro-
scopic quantities (the no-hair conjecture), this lead to what is called the black hole information
paradox [41], a related and rich topic which we, however, leave unexplored.
In the early 90s, after it was realised that the Bekenstein-Hawking entropy of black holes is
in fact an upper bound for the entropy of spherical regions of spacetime in general, ’t Hooft [70]
and Susskind [67] proposed that in some so far unknown way, each region of spacetime is fully
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described by a theory living on its boundary. This became known as the holographic principle: That
a seemingly D dimensional spacetime is really essentially a D−1 dimensional hypersurface, or at
least can be fully described by one.
The holographic principle has since been a topic of intense research, especially concerning
string theory as a realisation of it. We will not dive deeper into the details, but for those interested,
the author has found Bousso’s review [6] to be very clarifying, in addition to ’t Hooft’s and Susskind’s
original papers which are very qualitative and easily approachable.
The first and most explicit realisation of a holographic theory was found in 1997 by Juan
Maldacena [39], who conjectured what is now called the AdS/CFT or anti de Sitter/conformal field
theory duality. It states that a string theory that includes gravity and lives in a spacetime that is
asymptotically an anti de Sitter space is equivalent to a conformal field theory on the boundary of
that space: Each observable of one theory corresponds an observable in the other. Originally the
correspondence was made between a Type IIB string theory in AdS5×S5 and aN = 4 super Yang-
Mills gauge theory, which is a conformal field theory, but since then many other similar dualities
have been found between gauge theories and gravity theories in an AdS space. Such dualities have
also gathered much interest among condensed matter physicists, and they have been applied to
treat for example quantum critical states that are described by conformal field theories [59].
What makes this interesting from the point of view of MERA is that in the AdS/CFT duality the
extra holographic dimension, in this case a dimension of the 5-dimensional AdS space, is related to
a renormalisation group scale. What this means is that it is the short-scale, ultraviolet limit of the
field theory that is found on the boundary, and the longer length scales extend into the holographic
dimension, with the infrared limit far in the bulk of the AdS space. This motivated Brian Swingle [68]
to build a connection between MERA and such dualities.
Swingle started out by deriving the result we derived earlier (although in a different manner)
that the entanglement entropy of a region A is bounded by the entropy of the outgoing wires of
a blockΩA of the tensor network that includes A. Thinking of the coarse-graining dimension of
MERA as the holographic dimension he then gave the tensor network a geometry, where each
intermediate site of the MERA (or each bond) is said to have a size that is the entanglement entropy
Ss of that site with the rest of the lattice. These sites then form the holographic space. The tensor
network is thus the bulk of this space, and the latticeL0 is its surface. Note that the entanglement
based geometry ends at the scale where the state factorises to a product state. This perhaps clarifies
the naturality of finite range MERA for states with finite correlation length.
In this entanglement-based geometry,
∑
s∈∂ΩA Ss really becomes the (hyper)surface area of the
holographic regionΩA . The entanglement entropy of A is bounded by this area, and as noted by
Evenbly and Vidal [20] the bound is saturated by generic scale invariant tensor networks, so that S A
becomes in fact proportional to the area ofΩA . In addition, the bound is also saturated at the limit
where the number n of local degrees of freedom diverges, as discussed by Swingle [69].
Interestingly this situation is familiar from the AdS/CFT duality as the Ryu-Takayanagi holo-
graphic entanglement entropy [57]. According to this proposed (and in some cases proven) con-
jecture, the entanglement entropy of a region A of the conformal field theory is proportional to
the minimal area of a holographic surface γA that dips into the bulk AdS space and has the same
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boundary as A, i.e. ∂γA = ∂A. In other words, γA is the smallest surface that has ∂A as its boundary.
This result can be seen as a holographic extension of the Bekenstein-Hawking entropy (7.14), as it
states that
S A = Area of γA
4G (d+2)
. (7.15)
This is exactly what happens in a scale invariant MERA (up to the constant) when we identify γA as
∂ΩA , as long as we use the entanglement-based geometry for the tensor network.
Next Swingle examined this entanglement-based geometry for the critical ground state of the
1-dimensional quantum Ising model. Because of scale invariance of the state, each bond in the
MERA contributes a similar amount of entanglement entropy and thus the entanglement geometry
is simply the geometry of the tensor network. The distance between sites decreases exponentially
as one coarse-grains, and so if w denotes the holographic coordinate in which the layers of the
MERA are equally spaced, the entanglement-based metric becomes
d s2 =R2(d w2+e−2w d x2). (7.16)
Here R is a constant and x is the horizontal distance in the MERA along the lattice. See figure 7.3.
The metric (7.16) is nothing but the space part of the metric of an anti de Sitter space, this time in a
discrete form. The scale invariant MERA of course describes a scale invariant state, which would be
dealt with as a conformal field theory at the continuum limit. In this sense MERA, once provided
with the entanglement based geometry, is a discrete realisation of the AdS/CFT duality: The bulk
space that is the scale invariant tensor network is a discrete AdS and it describes a conformal
field theory living on its ultraviolet boundary that is the lattice L0. It is worth nothing that the
entanglement based nature of the geometry is not crucial for obtaining the metric (7.16) in the
sense that as long as each effective site is given the same size, the AdS nature of the geometry follows
from the structure of the network.
Swingle pushed this connection even further by considering finite temperature states [68]. This
requires slight modifications to the MERA, because entanglement entropy is not really entanglement
entropy anymore, when a classical uncertainty from the temperature gives a contribution as well,
and it needs to be replaced by mutual information. However, the disentanglers are still effective at
removing local correlations, although now the bond dimension is expected to grow under coarse-
graining if the same truncation error is kept.
Concentrating again on the critical quantum Ising model, at the ultraviolet scale the thermal
MERA looks much like the zero-temperature one. However, as coarse-graining proceeds and we
move to longer distance scales and thus lower energies, finite temperature effects become more
important as the energy scale of the lattice approaches the thermal energy. Ultimately thermal
mixedness comes to completely dominate the coarse-grained state, meaning we reach a level where
the state again factorises, but this time not to pure states but maximally mixed states, so that the
reduced density matrix of every site is proportional to the identity.
Swingle interprets this level as the event horizon of a black hole in the holographic bulk. The
argument is that, from the point of view of an observer at the factorisation scale, the local temperat-
ure diverges and the geometry ends: The state is a maximally mixed state with no entanglement.
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Figure 7.3: Another perspective on binary MERA, where the top tensor is in the middle. This view makes explicit the
periodic boundary conditions, and illustrates the holographic idea of the conformal field theory living on the boundary
of the bulk anti de Sitter space that is the tensor network. The coordinate axes are as in equation (7.16). The ultraviolet
region is on the perimeter at w = 0 and growing w corresponds to moving towards the infrared.
This is analogous to how an observer hovering arbitrarily close to a black hole event horizon would
see the Hawking temperature diverge and the geometry of spacetime end. In addition, the thermal
‘cap’ of the tensor network, formed by the factorised completely mixed state, contributes entropy
that is proportional to its size, much like the Bekenstein-Hawking entropy that is proportional to
horizon area.
For a block A in the ultraviolet this thermal cap gives an extensive contribution to S A . The
minimal surface ∂ΩA consists now of two parts, the thermal cap and the ‘drapes’ hanging down
from it to the ultraviolet. The length of the drapes depends only on the depth of the tensor network,
i.e. the temperature, but the cap grows proportional to A and contributes entropy because of its
mixedness. In the same way the cap also creates what is called thermal screening for correlators
between sites: If the geodesic line between two far-away sites reaches the level of factorisation it can
no longer take a short-cut by dipping further into the bulk of the tensor network, but has to follow
the horizon. This makes the geodesic length grow proportional to distance between the sites and
thus causes exponential decay of correlators. The higher the temperature of the state is, the lower
the ‘cap’ or ‘ceiling’ is and thus the stronger the screening. A connection like this between thermal
states of the CFT and a black hole in the bulk AdS space is familiar and well known from gravity
duals, further strengthening the case that MERA is a discrete realisation of holographic duality. See
figure 7.4 for an illustration of holographic surfaces in the different types of MERA described.
Swingle’s results have generated considerable research interest among holographists, and
further work has since been done. Matsueda et al. [43] and Molina-Vilaplana [44] have built
on the black hole interpretation and the representation of finite temperature states with MERA.
In a follow-up paper Swingle [69] elaborated on the MERA/holography connection in the case
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Figure 7.4: Three different MERAs with the same lattice block A and its minimal holographic surface ∂ΩA (or γA). Top:
The first layers of a scale invariant MERA. The tensor network has infinite depth and thus the holographic surface
has no trouble going as deep as necessary into the infrared to minimise the area of ∂ΩA in terms of number of bonds
cut. S A scales as O (log l A), where l A is the length of A. Middle: A finite range MERA. Here the tensor network ends
due to the coarse-grained state factorising into a product of pure states. Because of this factorisation the ceiling of
the tensor network contributes no entropy, and the length of the holographic surface there is zero, indicated by the
dashed line. S A is a constant in terms of l A , and instead depends only on the correlation length which sets the height
of the ceiling. However, unlike in the scale invariant MERA, here single-site entropy Ss is not constant throughout the
network, which complicates obtaining an explicit expression for S A . Bottom: A thermal MERA. As in the finite range
MERA the state factorises at some length scale and the geometry ends there. However, in a thermal MERA it factorises to
a product of maximally mixed states, not pure states. Because of this, the cap part of ∂ΩA now has non-zero (and indeed
maximal) length, and thus gives a contribution to S A that grows linearly in l A . The height of the ceiling in a thermal
MERA depends on the temperature: The higher the temperature the greater the energy of the thermal factorisation scale
and consequently the lower the ceiling. Note that unlike usually in a MERA, here the bond dimension χ can not be kept
constant without causing growing truncation errors and thus this scheme is of limited numerical use.
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of a large number of local degrees of freedom, such as with large N vector or matrix models.
He also considered holography in extensions of MERA, such as the branching MERA that will
be covered in chapter 8.1 and the continuum MERA discussed in chapter 8.3. The relationship
between holography and branching MERA was also studied by Matsueda [42], whereas Nozaki et
al. [48] focused on holography in the continuum MERA. Other related papers include for example
references [45, 5, 66] and references within the papers cited here. Further away, similar ideas about
the relationship between geometry and entanglement have surfaced elsewhere [40, 72] and relate
to the black hole information paradox and the recent firewall dispute around it.
Chapter 8
Extensions of MERA
In this chapter we will study some generalisations and extensions of MERA. Topics covered include
MERA in two dimensions and a moving from the lattice to a continuum. We start with an other
tensor network however, that generalises the structure of MERA.
8.1 BranchingMERA
As an ansatz MERA of course works only for a restricted set of states and systems. As was seen in
chapters 5.1 and 7, MERA’s defining features are its causal structure and geometry, which lead to for
instance scaling laws for entanglement entropy in MERA, such that for d ≥ 2 entanglement entropy
obeys a boundary law and for the 1-dimensional case it scales at the most logarithmically. MERA’s
causal structure is also the reason for its computational efficiency, as it allows for inexpensive
optimisation of the tensor network and computation of observables.
Drawing inspiration from these features, a generalisation called branching MERA was created by
Evenbly and Vidal [23, 24]. Its causal structure, different from that of MERA, also allows for efficient
contractibility, but covers a wider class of states, that do not necessarily obey a boundary law for
entanglement. This makes it a viable choice for studying some systems for which the ordinary
MERA is not suitable, such as Fermi liquids and spin-Bose metals, although as branching MERA was
only recently formulated to the knowledge of the author no one has really done this as of summer
2013. The normal MERA arises as a special case of the branching one.
Branching MERA forms a quantum circuit, just as the normal MERA does. It prepares an
entangled quantum state starting from the initial state |0〉⊗N and is composed of a network of
unitary gates. However, its structure, illustrated in figure 8.2, is different.
We consider here for simplicity the d = 1 case. At the beginning of the circuit the N sites are
grouped into pairs, and unitary gates (a type of (dis)entanglers) entangle these pairs. The first step
of the circuit is thus
|0〉⊗N 7→ |ψ1〉⊗N /2. (8.1)
Here |ψ1〉 is the entangled state of two sites.
These pairs are further grouped into pairs of pairs, and each of them is then mapped by four
more unitary gates into an entangled state |ψ2〉 =V (|ψ1〉⊗ |ψ1〉) of four sites. These first two steps
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Figure 8.1: First two layers of branching MERA, applied on four sites. First the sites are grouped in pairs and entangled
with unitary gates. Then these pairs are entangled with each other by four unitary gates, arranged in two stages as shown.
The result is a highly entangled four-site state.
can be seen in figure 8.1. In addition to the entangling unitary gates, a set of swap gates which
simply exchange two wires is also used. They correspond to swapping tensor indices (transposing)
and are unitary. For bosonic degrees of freedom they simply swap the indices, for fermions a sign
change may occur: |i j 〉 7→ (−1)κ| j i 〉.
This procedure is iterated, always combining two branches in a product state by a unitary gate
Vt to form an entangled state |ψt 〉 of twice as many sites. At the end we arrive at a state that covers
the whole lattice of N sites in a single, highly entangled state |ψT 〉.
|ψ0〉⊗N 7→ |ψ1〉⊗N /2 7→ . . . 7→ |ψT−1〉⊗2 7→ |ψT 〉. (8.2)
Thus the tensor network of branching MERA encodes a highly entangled state in a trivial product
state |0〉⊗N , a set of simple swap gates and the entangling unitary gates that can be varied. In total it
incorporates O (N log N ) (dis)entanglers and O (N 2) swaps.
Again, we need to make sure that observables can be obtained efficiently by considering the
causal structure. It is illustrated in figure 8.3. As an example we consider the computation of the
expectation value Tr[oρ], where o is a three-site operator defined on the bottom lattice. This can
be done in a manner similar to the ordinary MERA, first letting everything outside the causal cone
annihilate pair-wise and then proceeding with the contractions in some efficient order. This time
the causal structure is different, splitting into two branches at each level. Each of these branches
has width limited to three sites, so that in total the width is 3×2T−t sites.
Even though this grows as we go further up the network, it is still very restricted compared
to an arbitrary tensor network. Enough so that in the end (see reference [23] for the proof) the
computation remains well tolerable. In the general case of all the disentanglers being different the
expectation value can be obtained in time O (χ12N ). If we suppose that any two branches of the
circuit have the same gates then this reduces to O (χ12 log N ).
The optimisation of a branching MERA can be done by adapting the method described in
chapter 5.3, and we will not go into the details.
The ordinary MERA can be obtained from the branching one by, at each step, contracting the
other of the two branches with a product of |0〉 states, as in figure 8.4. This partial contraction of the
unitary gates of the upper layers turns them into the coarse-graining isometries of entanglement
renormalisation. The causal cone is also cut to include only one branch, giving the familiar causal
structure of MERA.
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Figure 8.2: Branching MERA as a quantum circuit. The time of the computation grows downwards, as the circuit
entangles neighbouring branches of the tensor network, layer by layer. At the end the result is a highly entangled N site
state.
Figure 8.3: The causal cone of a three site operator in branching MERA. The cone branches into two at each level, so that
at the top it has 2T branches. Each of them has bounded width of at most three tensors, similarly to the normal MERA.
78 CHAPTER 8. EXTENSIONS OFMERA
Figure 8.4: Branching MERA cut to include only one branch. This is nothing but the ordinary MERA, as can be seen for
example by comparing this with figure 5.3.
Thinking in terms of condensed matter physics, the ordinary MERA implements a coarse-
graining transformation that yields a renormalisation group. In turn the branching MERA, when
ran from the bottom up, implements a unitary decoupling transformation [24]. This transformation
maps a lattice system into two smaller sublattices, such that the degrees of freedom in them are
not mutually entangled. Such behaviour can be observed in some physical models, such as the XX
quantum spin chain with no external magnetic field, which decouples exactly into two critical Ising
spin chains [24]. It is also believed that for example Fermi liquids and spin Bose-metals decouple
in such a way. Thus the branching MERA and its decoupling transformation may prove especially
suitable for modeling such systems.
Moreover, often such a decoupling happens at a specific length scale, far from the ultraviolet.
We can then adapt to this and choose to perform several coarse-grainings with the normal MERA
procedure until we reach this length scale, let the tensor network branch into two there, and
continue coarse-graining these two, decoupled lattices separately. This means cutting some of the
branches short by contracting them with a product state and letting others grow, leaving a tensor
network that is somewhere in between the full branching MERA and the ordinary MERA. If there is
exactly one decoupling at a specific length, then all but two of the branches would be contracted
with product state at the branching, but more general situations are well possible. These different
branching structures are called holographic trees, and form a generalised renormalisation group
flow that may branch into several independent many-body systems as the flow moves towards low
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energy.
Finally, a comment on the entanglement structure. Given that branching MERA by construction
works as an ansatz for highly entangled states, it is no surprise that it also allows the boundary law of
entanglement entropy to be broken. In fact, a branching MERA state can exhibit bulk entanglement
that scales as the volume l d of the system, contrasted with the l d−1 scaling of the ordinary MERA,
for the case d > 1. For a one-dimensional system branching MERA exhibits Sl ∝ l whereas the
ordinary MERA gives logarithmic scaling.
Moreover, for different holographic trees with a variable number of branches, the causal struc-
tures are somewhere between those of ordinary MERA and the full width of 2T−t branches. This
affects the scaling of the entanglement entropy as discussed in chapter 7.2, and we get something
that lies between the boundary and the bulk laws. This way we can tune our tensor network to
naturally support such scalings as Sl ∝ l d−1 log l or in the one dimensional case Sl ∝ log2 l .
8.2 MERA in TwoDimensions
For most of this thesis our discussion of MERA has stayed safely in one spatial dimension, both
for clarity of presentation and simplicity. In this chapter we will cover the generalisation to two
dimensions and some benchmark results from simulations of the Ising model in two dimensions.
Conceptually the generalisation to several dimensions poses no problems. The lattice is broken
into small pieces, disentanglers are applied on the borders, which now form d −1 dimensional
surfaces, and isometries are applied on the disentangled regions. What is remarkable is that
when done thoughtfully this approach is also computationally feasible, albeit more taxing than
simulations for chains.
There are several ways to implement entanglement renormalisation on a square lattice. Here we
will present a method that uses regions of 3×3 and two sets of disentanglers, and was introduced by
Evenbly and Vidal [18]. Compared to earlier schemes featured in some early papers on the subject,
such as references [9] and [17], the one presented here is far superior in terms of computational
efficiency. Our discussion here will be quite terse. A more detailed description of the methods as
well as the numerical results can be found in the original paper.
In contrast with the 1-dimensional MERA and some earlier 2-dimensional MERAs, our method
will use two layers of disentanglers. First a set of disentanglers u† :V⊗4s →V⊗4s maps the four lattice
sites at the intersection of different regions into four new sites, removing short-range entanglement
at the corners. Then two of these new sites and the two sites across the middle of the border are
mapped to two new disentangled sites by v† :V⊗4s →V⊗2s . Thus in total eight disentanglers of two
distinct types are applied around the borders of each block. Finally, an isometry w† :V⊗5s →Vs′
maps these disentangled lattice sites and the one site in the middle of region to a site of the coarser
latticeL1. The whole procedure is illustrated in figure 8.5.
The rest of the picture is fully analogous to the 1-dimensional case, with ascending and descend-
ing superoperators, optimisation of the tensors similarly as in chapter 5.3, calculation of correlators
and expectation values, et cetera. Importantly the causal cone still stays strictly bounded in width.
The computational cost of calculating observables scales as either O (N log N ), O (log N ) or
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Figure 8.5: One layer of MERA tensors applied on a 2-dimensional square lattice. The type (4,4) u tensors first disentangle
around the corners of blocks. Then the type (4,2) vs do the same across the edges. Finally isometries of type (5,1) coarse-
grain to the next lattice.
independently of N depending on translation and scale invariance, where N = l × l is again the
number of lattice sites. However, the more complex network of tensors in the 2-dimensional scheme
pushes the dependence on the bond dimension to O (χ16), which limits practical simulations. The
memory cost scales as O (χ12). Note that the scale invariance allows computations on infinite
lattices, just as with the 1-dimensional MERA.
Even with the much steeper exponent of χ, benchmark simulations are encouraging. We already
met the interesting results for spin- 12 Heisenberg model on a kagome lattice in chapter 6.3. In
reference [18] Evenbly and Vidal applied the scheme presented here on the Ising model with a
transverse magnetic field,
H = ∑
〈r,r ′〉
σxr σ
x
r ′ +λ
∑
r
σzr , (8.3)
and compared the results to ones obtained with other methods. They for example determined the
location of the critical point and critical exponent β to within 1% of the best Monte Carlo results
for a lattice of l = 54 using χ= 6. The simulation reportedly took 4 days on a 3GHz dual-core 8Gb
RAM desktop computer. Because the cost scales as log N for translationally invariant states, larger
lattices, approaching the thermodynamic limit, should be well within reach.
The authors also compared to results obtained with a 2-dimensional tree tensor network. The
simpler structure of TTN allows the use of higher bond dimensions, but due to accumulating short-
range entanglement larger lattice sizes cause growing errors with the TTN. The error in ground state
energy near the quantum critical point of the Ising model was compared for MERA and TTN. The
bond dimensions used were of comparable computational burden. The TTN outperformed MERA
for 6×6 lattice, but already at 9×9, especially with larger bond dimensions, the use of disentanglers
started to pay off and MERA gave more accurate results.
For many other benchmark results we direct the reader to the original papers. However, the
results on the Heisenberg and Ising models already give some assurance that generalising MERA to
two dimensions is computationally feasible and capable of producing valuable results.
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8.3 ContinuumMERA
Considering MERA as an ansatz or a renormalisation procedure for states on a lattice, we naturally
come to ask what happens if the continuum limit is taken. Indeed MERA can be modified to work
with field theories defined in the continuum. This extension is called, unsurprisingly, continuum
MERA or cMERA, and we will go through its basics in this chapter. It was originally presented by
Haegeman et al. [28]. Again we will omit some of the finer details that can be found in the paper.
There is also an excellent introductory talk [49] given by one of the original authors, Tobias Osborne.
We start with the quantum circuit approach to the normal MERA. As a reminder, in this picture
we start with a state initialised to a vacuum-like state. We then apply entangling transformations,
meaning we run our disentangling unitaries in reverse. This is then followed by the isometries, but
in the quantum circuit picture they are in fact unitaries that are contracted with more |0〉 states.
This last part can be seen as a scale transformation to a finer, shorter scale, which introduces new
degrees of freedom to the system as a result of the more detailed scale.
This is the process we will try to modify and adapt to the continuum. Naturally we start with
a vacuum state of the field theory in the continuum, labeled |0〉 as well. The entangling unitary
transformations are then replaced with a short time of unitary time-evolution generated by some
local Hamiltonian K = ∫ k(x)dx. Here k(x) is the Hamiltonian density, a local combination of the
field operators of the field theory. Similarly the scale transformation that was previously our layer of
isometries, is now a small bit of unitary evolution, this time by a generator of scale transformations
L. In terms of the field operators ψ and ψ† this generator is
L =−1
2
∫ [
ψ†(x)x
dψ(x)
d x
−ψ(x)x dψ
†(x)
d x
]
dx. (8.4)
So one iteration of our transformation would be
e−iδK e−iδL |0〉, (8.5)
where δ is a small parameter. This would then be fed to the next step U2, and so on.
There is a problem in this straight-forward approach though, namely the new degrees of
freedom. We have to somehow impose the structure that K and L must not commute and that
every invocation of K , sandwiched between Ls, acts on a new length scale in our system, entangling
new degrees of freedom to our system that were previously unentangled.
This problem is solved by giving K a high-momentum, ultraviolet cut-offΛ, so that it only acts
on degrees of freedom at or belowΛ, or complementarily length scales larger than 1Λ . With such a
cut-off, each invocation of K only entangles these degrees of freedom below the cut-off. Then the
scale transformation, which does not commute with K anymore, scales all the degrees of freedom,
pushing some that were previously aboveΛ and thus out of the reach of the Hamiltonian K to now
be below it. This introduces the new degrees of freedom at every step that we were looking for. The
final cMERA state is obtained by taking the limit δ→ 0, yielding
|ψcMERA〉 ≡T e−i
∫ s²
sχ
(K (s)+L)ds︸ ︷︷ ︸
U (s²,sχ)
|0〉. (8.6)
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HereT denotes time-ordering. The integration variable s is a time-like parameter, like our time in
of the quantum computation. The integration limits s² and sχ are at the scale of the final ultraviolet
cut-off and the infrared factorisation scale, respectively.
Taking the state |ψcMERA〉 as variational ansatz, the variational parameters are in the Hamilto-
nian K . Note that K is allowed to depend on s just like in the normal MERA. This means that the
variational parameters, which are nothing but coupling coefficients in the different terms in k(s, x)
can vary with position and scale, introducing different kinds of interactions and correlations. If k is
independent of s or x this gives scale and translation invariance, respectively. It is also worth noting
that this invariance of the state is exact, in contrast to MERA where a translation invariant tensor
network only gives an approximately translation invariant state.
Further comparing cMERA and the original MERA, the original can roughly speaking be thought
of as a cMERA where the cut-off is imposed as a lattice cut-off. In general many other cut-offs can
also be considered, with different advantages in terms of for example symmetries preserved. We
will not elaborate further here, as that would require not just snorkeling, but scuba diving into
quantum field theory, but this illustrates the relationship between MERA and cMERA.
Like MERA, cMERA produces a renormalisation group flow of operators. An operator O defined
at the ultraviolet can be mapped to scale s as
O(s)=U †(s², s)OU (s², s) (8.7)
and we can calculate expectation values as for example
〈ψcMERA|O|ψcMERA〉 = 〈0|O(sχ)|0〉, (8.8)
just as with superoperators of the lattice MERA.
Haegeman et al. [28] also provided a heuristic argument why cMERA can be expected to naturally
fulfill an area law for entanglement entropy, but we will not repeat that argument here. Related to
this, generalising the relation between MERA and holography to the case of cMERA has been is
discussed by Swingle [69] and Nozaki et al. [48].
Chapter 9
Conclusion
In this thesis we have discussed at length the multiscale entanglement renormalisation ansatz and
entanglement renormalisation. Starting from the preliminaries of entanglement entropy, we have
covered the topics of real-space renormalisation and tensor networks, and how these can be seen as
two different sides of MERA. We have also presented algorithmic details for implementing MERA as
a variational ansatz and obtaining observables out of it, exploiting known symmetries of the system
and choosing the type of MERA according to one’s needs. MERA’s applications to numerical study of
quantum phases has also been explained, and promising early results have been cited. In addition,
we have discussed how MERA’s geometric properties can explain its most important features, and
how these properties are connected to the principle of holography, and further how MERA can be
treated as a discretisation of the AdS/CFT duality. Finally, some extensions and generalisations of
MERA have been briefly covered to give a taste of what is possible.
The author hopes that this thesis has given the reader a clear and well-rounded overview of
what MERA is, how it can be used and how it relates to quantum phases and holography. Hopefully
the thesis has also been able to leave the reader with several different leads on where future research
on MERA may lead, and how this might be of interest for physicists working in different fields.
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Appendix A
Singular Value and Schmidt
Decompositions
The singular value decomposition or SVD is a factorisation of an m×n matrix M into
M =U SV †, (A.1)
where U and V are unitary matrices of dimensions m×m and n×n respectively, and S is a real,
non-negative, rectangular diagonal1 m×n matrix. The elements of S, which are usually written in
growing order as s1 > s2 > ·· · > smin(m,n) ≥ 0, are called the singular values of M . The columns and
of U and V are correspondingly called the the left and right singular vectors of M .
The existence of such a decomposition for any complex matrix is not obvious, but we omit the
proof.
SVD is a very useful tool in linear algebra, with many applications. The rank of M is the number
of non-zero singular values and the image and kernel are immediately obtained from the left and
right singular vectors with non-zero and zero singular values. SVD also solves various approximation
and optimisation problems, such as finding the best low rank approximation to a given matrix in
terms of the Frobenius norm, and finds much use in statistical analysis. It can be considered a
generalisation of the spectral theorem and for a diagonalisable matrix the spectral decomposition
is the singular value decomposition.
The result that we need concerning SVD is the following. Given a matrix Y , suppose we want to
know the isometric matrix W that maximises the expression
ℜTr[Y W ]. (A.2)
Then the optimal choice is W = V JU †, where Y =U SV † is the SVD of Y and J is a rectangular
diagonal matrix with 1s on the main diagonal. Here if Y is of dimension m×n, then W and J must
be n×m, U and V are square with dimensions m and n respectively and S is m×n. By isometric
we mean that W †W = I, as with the isometric tensors in this thesis. Finally we add the additional
1That is, S may only have non-zero elements on the main diagonal as in
[
1 0 0 0 0
0 2 0 0 0
]
.
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condition that the result only holds if m ≤ n. This requirement ties in with the isometricity of W ,
and the inequality would be flipped if W was replaced with W †. With this optimal choice of W
Tr[Y W ]=Tr[U SV †V U †]=Tr[U SU †]=Tr[U †U S] (A.3)
=Tr[S]=
min(m,n)∑
i=1
si . (A.4)
The result in the case that Y is square and W is unitary can be found for example in Matrix
Analysis by Horn and Johnson [32] as theorem 7.4.9. Here we generalise the proof to the isometric
and non-square case, which is crucial for the application in chapter 5.3.
First a note on isometric matrices. If a matrix T is isometric, then from the definition T †T = I it
follows that
(T †T ) j j =
∑
i
T ∗i j Ti j = 1 for all j , (A.5)
⇒ ∑
i
|Ti j |2 = 1 for all j , (A.6)
⇒ |Ti j | ≤ 1 for all j and i . (A.7)
In other words, the norm of any element in an isometric matrix is at most 1.
In light of this, we calculate for any isometric matrix W
ℜTr[Y W ]=ℜTr[U SV †W ]=ℜTr[SV †W U ] (A.8)
=ℜ
min(m,n)∑
i=1
si (V
†W U )i i . (A.9)
We can now easily see that V †W U is isometric:
(V †W U )†(V †W U )=U †W †V V †W U = I. (A.10)
Because of this and because si ≥ 0, if we want to maximise (A.9) the best we can hope for is to have
(V †W U )i i = 1 for all i . This can be easily fulfilled by the choice
W =V JU † (A.11)
⇒ (V †W U )i j = Ji j = δi j . (A.12)
Finally we check that the resulting W is indeed isometric:
(W †W )i j = ((V JU †)†V JU †)i j = (U J †V †V JU †)i j (A.13)
= (U J † JU †)i j =
m∑
a,b=1
n∑
k=1
Ui a J
†
ak JkbU
†
b j (A.14)
=
m∑
a,b=1
n∑
k=1
Ui aδkaδkbU
†
b j (A.15)
=
min(m,n)∑
k=1
Ui kU
†
k j = I, (A.16)
where the last step requires the knowledge that m ≤ n. This finally proves the claim.
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In chapter 5.3 where this result is used, the situation is slightly different. What is needed there
is minimisation of Tr[Y W ] instead of maximisation. However, we also have the freedom to scale
Y in such a way as to make sure Tr[Y W ] negative, so that instead of minimising Tr[Y W ] we can
maximise the non-negative Tr[−Y W ]. Thus based on the previous the optimal choice is simply
W =−V JU †.
The second topic of this appendix, the Schmidt decomposition, is a straight-forward application
of SVD, but physically interesting and useful. Consider a composite system with Hilbert space
V=VA⊗VB , such that
dimVA =mA dimVB =mB , (A.17)
⇒ dimV=mA×mB . (A.18)
The Schmidt decomposition says that any state in V can be decomposed as
min(mA ,mB )∑
i=1
√
λi |αi 〉|βi 〉, (A.19)
where {αi }⊂VA and {βi }⊂VB are orthonormal sets.
The proof is simple: By the definition of tensor product of vector spaces, any state inV can be
written as
mA∑
k=1
mB∑
j=1
Mk j |α′k〉|β′j 〉, (A.20)
where |α′k〉 and |β′j 〉 are bases for VA and VB . Using SVD on M we get
mA∑
k,a=1
mB∑
j ,b=1
UkaSabV
†
b j |α′k〉|β′j 〉 (A.21)
=
min(mA ,mB )∑
i=1
si
mA∑
k=1
Uki |α′k〉
mB∑
j=1
V †i j |β′j 〉 (A.22)
=
min(mA ,mB )∑
i=1
√
λi |αi 〉|βi 〉. (A.23)
In the last step we have simply named
√
λi = si and ∑mAk=1 Uki |α′k〉 = |αi 〉 and ∑mBj=1 V †i j |β′j 〉 = |β j 〉.
Because U and V are unitary, this is nothing but a change of basis, although if mA 6=mB then some
of the basis states in the larger of the two spaces are not needed in the decomposition.
The number of non-zero values λi is called the Schmidt number. In this thesis it has been
denoted by χ and it is one way of characterising the entanglement between two subsystems. For a
product state χ= 1.
The Schmidt decomposition is a versatile tool in studying entanglement and has numerous
interesting implications and applications, but we are content with just fact that such a decomposi-
tion is possible. One property that is worth noting for this thesis though is the fact that the Schmidt
decomposition is tied directly to reduced density matrices, as for
min(mA ,mB )∑
i=1
√
λi |αi 〉|βi 〉 (A.24)
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the reduced density matrix ofVA is
ρA =TrB
[
min(mA ,mB )∑
i , j=1
√
λiλ j |αi 〉|βi 〉〈α j |〈β j |
]
(A.25)
=
mB∑
k=1
min(mA ,mB )∑
i , j=1
√
λiλ j 〈βk ||αi 〉|βi 〉〈α j |〈β j |βk〉 (A.26)
=
min(mA ,mB )∑
i=1
λi |αi 〉〈αi |, (A.27)
and so the Schmidt coefficients are square roots of the eigenvalues of ρA and the eigenvectors are
the states in the Schmidt decomposition.
