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LENGTH FUNCTION COMPATIBILITY FOR GROUP ACTIONS
ON REAL TREES
EDGAR A. BERING IV
Abstract. Let G be a finitely generated group. Given two length functions
ℓ and m of irreducible G actions on real trees A and B, when is the point-
wise sum ℓ+m again the length function of an irreducible G action on a real
tree? In this article we show that additivity is equivalent to the existence
of a common refinement of A and B, this equivalence is established using
Guirardel’s core. Moreover, in this case the sum ℓ+m is the length function
of the common refinement of A and B given explicitly by the Guirardel core.
We also give a combinatorial characterization of compatibility, generalizing
a criterion given by Behrstock, Bestvina, and Clay for free group actions on
simplicial trees. This compatibility condition characterizes the convex geom-
etry, in the vector space of class functions, of common deformation spaces
of irreduicble actions on real trees, such as the closure of Culler-Vogtmann
Outer Space or the space of small actions of a hyperbolic group G.
1. Introduction
After posting this article to the arXiv I was made aware of the appendix to
Guirardel and Levitt’s paper on JSJ decompositions of groups, which gives a dif-
ferent, much shorter, and less technical proof of the main theorem [12]. The com-
binatorial compatibility conditions given here, and their relationship to the core
are new and have been useful for both determining when two trees are compatible
in specific examples and calculating the refining tree. A substantial revision of
what follows is in progress.
Suppose λ and µ are sets of disjoint simple closed geodesics on a closed hyper-
bolic surface Σ. If λ and µ are disjoint, then the geometric intersection number
i(λ, µ) = 0, and the union λ ∪ µ is again a set of disjoint simple closed geodesics.
The lifts of λ to the universal cover, λ˜, describe a simplicial tree A with π1(Σ)
action. The vertices of A are the connected components of H2 \ λ˜, and vertices
X and Y are joined by an edge if X¯ ∩ Y¯ = γ is a geodesic in λ˜. Similarly the
lifts of µ describe a tree B with π1(Σ) action, and λ ∪ µ a tree T . Since λ and
µ are disjoint, T comes with equivariant surjections T → A and T → B. From
the construction, these surjections have the property that every segment [a, b] is
sent to the segment [f(a), f(b)], we say that these surjections preserve alignment.
Further, each tree has a metric induced by assigning each edge length one, which
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allows us to define translation length functions ℓA, ℓB, ℓT : π1(Σ)→ R+. From the
construction of T it follows that the surjections to A and B are Lipschitz; and we
can calculate ℓT = ℓA + ℓB.
Guirardel [11] treats this kind of compatibility in the general setting of a finitely
generated group G acting on real trees A and B (hereafter G-trees). He introduces
a convex core (and a notion of intersection number) for a pair ofG-trees, and relates
this convex core to the existence of a common refinement of the two G-trees. (The
theory of real trees will be recalled in Section 2 and Guirardel’s core in Section 5.)
Definition 1.1. A G-tree T is a common refinement of G-trees A and B if there
are equivariant Lipschitz surjections T → A and T → B that preserve alignment.
Theorem 1.2 ([11, Theorem 6.1]). Suppose A and B are two minimal G-trees
such that the core C(A,B) 6= ∅. Then A and B have a common refinement if
and only if the core C(A,B) is one-dimensional. In this case the augmented core
Ĉ(A,B) with the ℓ1 metric is a common refining tree.
In the opening example, the compatibility of two sets of simple closed curves
also entailed a compatibility for the resulting length functions on π1(Σ). The
theory of group actions on real trees is greatly aided by studying the associated
length functions (developed by several authors [1, 6, 9, 13, 14, 16], and reviewed in
Section 3). One family of actions, known as irreducible actions (Definition 3.8),
are completely characterized by their length functions [9, 16].
This article relates Guirardel’s compatibility condition for G-trees to the ad-
ditivity of their respective length functions, in the case that both trees are irre-
ducible. The relationship is established via a combinatorial characterization of
compatibility.
Theorem 1.3. Suppose G is a finitely generated group. Suppose A and B are
irreducible G-trees with length functions ℓ and m respectively. The core C(A,B) is
one dimensional if and only if ℓ+m is a length function of a G-tree. In this case,
Ĉ(A,B) is the irreducible G-tree with length function ℓ+m.
Remark 1.4. Applying Guirardel’s theorem na¨ıvely shows only that
ℓ
Ĉ(A,B) ≥ ℓ+m,
and does not give the converse when ℓ+m is the length function of an irreducible
G-tree.
Theorem 1.3 characterizes the convex geometry of certain deformation spaces
of G-trees in the natural vector space or projective space structure on the (projec-
tivized) space of class functions on G.
Definition 1.5. A property P of G-trees is additive if for all pairs (A,B) of
compatibleG-trees with property P , the augmented core Ĉ(A,B) also has property
P .
We will show in Section 12 that stability and smallness are additive properties,
but very smallness is not.
COMPATIBLE REAL TREES 3
Corollary 1.6. Suppose G is a finitely generated group and X is a space of mini-
mal, irreducible, G-trees with an additive property. The length function embedding
of X in the space of class functions on G is a union of convex cones, where two
points ℓ,m ∈ X are in a common cone if and only if they have a common refine-
ment; moreover in this case they have a common refinement which also has the
additive property.
The article continues as follows: in Sections 2, 3, and 4 the theory of length
functions for groups acting on real trees is recalled. Section 5 introduces the
Guirardel core and quotes some key properties. The combinatorial conditions
used to connect additivity and the core are developed in Sections 6 and 7. The
proof of Theorem 1.3 is in three parts. In the first, Section 8, we characterize the
additivity of length functions in terms of combinatorial compatibility conditions.
Secondly, Section 9, we show that these compatibility conditions are equivalent to
the absence of rectangles in the core. Finally, Section 10, we compute the based
length function of the augmented core when it is a tree, and show that it is equal to
the sum of based length functions in the input trees. These elements are combined
in Section 11 to complete the proof. Section 12 surveys some common properties
of real trees used in the literature and indicates which are and are not additive.
Acknowledgements
I thank first and foremost Marc Culler for his guidance in the completion of
my thesis. I am also grateful to my committee, Daniel Groves, Lee Mosher, Pe-
ter Shalen, and Kevin Whyte, for their careful reading of this work and helpful
remarks.
2. Real trees
An arc e in a metric space X is the image of an embedding of an interval
γe : [a, b] → X . In a uniquely geodesic metric space X , let [p, q] denote the
geodesic from p to q. If p, q, r ∈ X and r ∈ [p, q], we will use the notation [p, r, q]
for the geodesic path, for emphasis.
Definition 2.1. A real tree or R-tree T is a complete connected uniquely geodesic
metric space such that for any pair of points p, q ∈ T the geodesic [p, q] from p to
q is the unique arc from p to q. A subtree of a real tree is a complete connected
subset S ⊆ T .
Throughout this article, when e ⊆ T is an arc in a real tree we will assume
this arc is oriented, that is we have a fixed isometry γ : [0, lengthT (e)]→ T whose
image is e. We will use the notation o(e) = γ(0) and t(e) = γ(lengthT (e)) for the
origin and terminus of the arc, and e¯ for the reversed orientation. To keep the
notation uncluttered we will not refer to the isometry γ unless it is desperately
necessary for clarity. We will always specify an orientation when specifying an arc
(or it will inherit one from context, by being a sub-arc of an oriented arc).
Definition 2.2. Let T be a real tree. A point p ∈ T is a branch point if T \ {p}
has more than two connected components. The order of a branch point is the
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number of connected components of T \ {p}. A point p ∈ T is a leaf if T \ {p} is
connected. A direction based at p, δp ⊆ T , is a connected component of T \ {p}.
Not all real trees have leaves, and for present purposes those with leaves will
turn out to be uninteresting. Even without leaves real trees have a useful notion
of a boundary.
Definition 2.3. The visual boundary of a real tree T based at p ∈ T is the set
∂pT = {ρ ⊆ T | ρ is a geodesic ray based at p }.
The boundary is topologized by the basis of open sets
V (ρ, r) = {γ ∈ ∂pT |B(p, r) ∩ γ = B(p, r) ∩ ρ}
for r > 0 and ρ ∈ ∂pT .
This boundary can be thought of as all the different ways a squirrel can escape
a cat chasing it along the tree. Different base points p give different identifications
of the same boundary.
Lemma 2.4 ([5, Proposition II.8.8]). For any p, q ∈ T ∂pT is homeomorphic
to ∂qT , via the map that takes a ray γ ∈ ∂pT to the geodesic tightening of the
concatenation of paths [q, p]γ.
In light of this lemma we will write ∂T when the choice of basepoint is not
important and ω(S) ⊆ ∂T for the subset of the boundary determined by the
geodesic rays contained in a subtree S. If S is a bounded subtree, ω(S) = ∅.
The above discussion applies entirely to simplicial trees, treating them as real
trees by giving the topological realization the metric induced by a choice of metric
on each edge. A real tree that came from this procedure can be recognized,
Definition 2.5. A real tree T is simplicial if the set of branch points is discrete.
Lemma 2.6. A simplicial real tree T has the structure of a simplicial complex
with no 2-cells; there is a unique such structure with no valence two vertices.
3. Lengths and actions
Definition 3.1. Let G be a group and ρ : G→ Isom(T ) be an injection, with T
a real tree, so that G acts on T on the right. The triple (G, ρ, T ) is a G-tree.
As is standard in the literature, the action of G will be clear from context and
G will be fixed, so we suppress the notation and refer to a tree T as a G-tree.
If two trees are isometric but carry different G actions they will be referred to
by separate letters, or as necessary other great pains will be taken to clarify the
situation. The restriction to actions where ρ : G → Isom(T ) is injective is not
standard in the literature, some authors allow group actions with kernel; however,
tree actions with kernel are better treated as (G/ ker ρ)-trees. Works that treat
the more general case typically call actions without kernel effective. The action of
G extends naturally to a continuous action on ∂T (this is true of any isometry of
T ) [5, Corollary II.8.9].
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Following a long tradition, we study the geometry of G-tree actions via their
translation length functions, which have been likened to the characters of a repre-
sentation. The elements of G-tree geometry reviewed here are for the most part
based on the exposition given by Culler and Morgan [9], with other developments
cited as relevant.
Definition 3.2. The translation length function of a G-tree T , denoted ℓT : G→
R is defined by
ℓT (g) = inf
p∈T
dT (p, p · g).
Any G-tree T divides the elements g ∈ G into hyperbolic elements, when ℓT (g) >
0 and elliptic elements, when ℓT (g) = 0. When an element g ∈ G is elliptic, Fix(g)
will denote the set of fixed points of g. Given a subtree S ⊆ T , Stab(S) will
denote the set of group elements that fix S pointwise, and Inv(S) the set of group
elements that fix S set-wise.
The metric on a G-tree T induces a G invariant measure µT , and the covolume
of T is
covol(T ) = inf
S⊆T
{µT (S)|S ·G = T and S is measurable}
For a simplicial G-tree, covol(T ) is the total length of the 1-cells in the quotient.
3.1. A taxonomy. There is a well established taxonomy of G-trees for a given
G, and this taxonomy is intimately related to the translation length functions.
Definition 3.3. A G-tree T is minimal if there is no proper G invariant subtree
T ′ ( T .
Definition 3.4. A G-tree T where for all g ∈ G, Fix(g) 6= ∅ is trivial.
For finitely generated groups this is equivalent to the condition that G has
a global fixed point, but this is not true for infinitely generated groups [15, 17].
These actions are invisible to translation length functions and will not be pursued
further.
Definition 3.5. A G-tree T is lineal if there is a G invariant subtree isometric to
the line.
Definition 3.6. A G-tree T is reducible if G fixes an end of T .
Lineal and reducible actions are uninteresting from the perspective of transla-
tion length functions, in light of the foundational work of Culler and Morgan.
Theorem 3.7 ([9, Theorem 2.4,2.5]). If T is a lineal or reducible G-tree, then
there is a homomorphism ρ : G→ Isom(R) such that ℓT (g) = N(ρ(g)), where N
is the translation length function of the induced action on R.
The G-trees of interest for this article are the ones whose study is not an indirect
study of subgroups of Isom(R).
Definition 3.8. A G-tree T is irreducible if it is minimal and neither trivial,
lineal, nor reducible.
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Irreducible G-trees admit detailed study through their translation length func-
tions, indeed the translation length function is an isometry invariant.
Theorem 3.9 ([9, Theorem 3.7]). Suppose A and B are two irreducible G trees
and ℓA = ℓB. Then there is an equivariant isometry from A to B.
Chiswell [6], building on work of Lyndon [14] studied based length functions
Lp : G→ R, where Lp(g) = d(p, p · g). These functions are useful for concrete cal-
culations and when establishing the existence of an equivariant isometry between
G-trees.
3.2. Axes.
Definition 3.10. The characteristic set of some g ∈ G in a G-tree T is the set
CTg = {p ∈ T |d(p, p · g) = ℓT (g)}
of points achieving the translation length. When T is clear from context we write
Cg.
Lemma 3.11 ([9, Lemma 1.3]). For any G-tree T and g ∈ G, the characteristic
set CTg is a closed non-empty subtree of T invariant under g. Moreover,
• If ℓT (g) = 0 then Cg = Fix(g).
• If ℓT (g) > 0 then Cg is isometric to the real line and the action of g on
Cg is translation by ℓT (g). In this case we call Cg the axis of g.
• For any p ∈ T , d(p, p · g) = ℓT (g) + d(p, Cg).
The axis of a hyperbolic element is an important subtree. When g is a hyperbolic
element of a G-tree T , ωT (Cg) is a pair of boundary points fixed by g. The action
of g on Cg gives Cg a natural orientation and we always consider an axis oriented
by the element specifying it, so that Cg−1 is the same set as Cg but with the
opposite orientation. The point of ∂T in the equivalence class of a positive ray
along Cg with the g orientation will be denoted ωT (g). If g is elliptic we take
the convention that g has no boundary at infinity, even if Cg is some interesting
subtree. When g is hyperbolic, ωT (g) is an attracting fixed point for the action of
g on ∂T (this follows from the third item in Lemma 3.11).
Definition 3.12. Let T be a G-tree. The T -boundary of g ∈ G, ∂T g is the empty
set if g is elliptic, and the set {ωT (g), ωT (g−1)} if g is hyperbolic.
The intersection of characteristic sets is deeply related to the translation length
function.
Lemma 3.13 ([9, Lemma 1.5]). Let T be a G-tree. For any g, h ∈ G such that
Cg ∩ Ch = ∅, we have
ℓ(gh) = ℓ(gh−1) = ℓ(g) + ℓ(h) + 2d(Cg, Ch)
This lemma is also used in its contrapositive formulation, if ℓ(gh) ≤ ℓ(g)+ ℓ(h),
then Cg ∩ Ch 6= ∅. For hyperbolic isometries there is a more precise relationship
between the intersection of characteristic sets and the length function.
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Lemma 3.14 ([9, Lemma 1.8]). Suppose g and h are hyperbolic in a G-tree T .
Then Cg ∩ Ch 6= ∅ if and only if
max{ℓT (gh), ℓT (gh
−1)} = ℓT (g) + ℓT (h).
Moreover ℓ(gh) > ℓ(gh−1) if and only if Cg ∩Ch contains an arc and the orienta-
tions of Cg and Ch agree on Cg ∩ Ch.
These two lemmas are proved by the construction of explicit fundamental do-
mains. These fundamental domains are sufficiently useful that we detail them
here. That these domains have the claimed properties is a consequence of the
proofs of the previous two lemmas.
Definition 3.15. Let T be aG-tree and suppose g and h are such that Cg∩Ch = ∅.
Let α = [p, q] be the geodesic joining Cg to Ch. The Culler-Morgan fundamental
domain for the action of gh on Cgh is the geodesic
[p · g−1, p, q, q · h, p · h].
Definition 3.16. Let T be aG-tree and suppose g and h are such that Cg∩Ch 6= ∅,
at least one of g and h is hyperbolic, and that if both g and h are hyperbolic the
orientations agree. Let α = [p, q] be the possibly degenerate (p = q) common
arc of intersection with the induced orientation. The Culler-Morgan fundamental
domain for the action of gh on Cgh is the geodesic
[q · g−1, q, q · h].
If gh−1 is also hyperbolic, then the Culler-Morgan fundamental domain for the
action of gh−1 on Cgh−1 is the geodesic
[q · g−1, q · h−1].
The axes of a minimal G-tree provide complete information about the G-tree.
Proposition 3.17 ([9, Proposition 3.1]). A minimal non-trivial G-tree T is equal
to the union of the axes of the hyperbolic elements.
Building from this, we also get some understanding of the topology of ∂T
Proposition 3.18. The endpoints of axes of hyperbolic elements are dense in ∂T
for a minimal G-tree T .
Proof. Fix a basepoint p and use the model ∂pT for ∂T . Suppose ρ ⊆ T is a
geodesic ray based at p, parameterize ρ by distance so that ρ : [0,∞) → T . If
ρ∩Cg is a ray for some hyperbolic g ∈ G then ρ represents either ωT (g) or ωT (g−1).
Suppose ρ is not the end of any hyperbolic group element. Since T is covered
by axes, there are group elements gi such that Cgi ∩ ρ = [pi, qi], d(p, qi) → ∞
and ρ =
⋃
[pi, qi], with the orientation of each Cgi chosen to agree with that of
ρ. Let γi be the geodesic ray based at qi representing ωT (gi). By construction,
[p, qi] is the geodesic joining p to qi, so that ρi = [p, qi] ∪ γi is the geodesic ray
based at p representing ωT (gi). Since d(p, qi) → ∞ and ρ ∩ γi = [p, qi] we have
ωT (gi) = ρi → ρ in ∂pT . 
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3.3. Axioms. For irreducible G-trees, length functions provide a complete invari-
ant, as noted above. Culler and Morgan characterized these length functions in
terms of a list of useful properties; Parry showed that any length function satisfying
these axioms comes from an irreducible G-tree [16].
Definition 3.19. An axiomatic length function (or just length function) is a func-
tion ℓ : G→ R≥0 satisfying the following six axioms.
(1) ℓ(id) = 0.
(2) For all g ∈ G, ℓ(g) = ℓ(g−1).
(3) For all g, h ∈ G, ℓ(g) = ℓ(hgh−1).
(4) For all g, h ∈ G, either
ℓ(gh) = ℓ(gh−1)
or
max{ℓ(gh), ℓ(gh−1)} ≤ ℓ(g) + ℓ(h).
(5) For all g, h ∈ G such that ℓ(g) > 0 and ℓ(h) > 0, either
ℓ(gh) = ℓ(gh−1) > ℓ(g) + ℓ(h)
or
max{ℓ(gh), ℓ(gh−1)} = ℓ(g) + ℓ(h).
(6) There exists a pair g, h ∈ G such that
0 < ℓ(g) + ℓ(h)− ℓ(gh−1) < 2min{ℓ(g), ℓ(h)}.
Proposition 3.20 ([9]). If ℓT is the translation length function of an irreducible
G-tree then ℓT is an axiomatic length function.
Theorem 3.21 ([16]). If ℓ is an axiomatic length function on a group G then
there is an irreducible G-tree T such that ℓ = ℓT .
In the wider literature, axiom VI is omitted, including the consideration of all
G-trees, instead of only irreducible G trees. Without this axiom, length functions
are no longer a complete isometry invariant.
A pair of elements witnessing Axiom VI for a given length function ℓ is called
a good pair for ℓ. A comprehensive treatment is given in Section 4.
3.4. Deformation spaces. The axioms above describe a space ILF (G) ⊆ RΩ,
where Ω is the set of conjugacy classes of G. Axiom VI guarantees that every
point is non-zero, so ILF (G) ⊆ RΩ\{0}, and the length function axioms are scale-
invariant, so there is a well-defined projectivization PILF (G) ⊆ PRΩ. Culler and
Morgan show that PILF (G) is compact [9, Theorem 4.5].
Requiring trees to have a particular property gives a variety of subspaces of
ILF (G) or their projectivization that have seen study in the literature. The
following subspaces have been of particular interest.
• Free(G) the space of free irreducible G-trees.
• Simp(G) the space of simplicial G-trees.
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• SLF (G) the space of G-trees where no arc stabilizer contains a rank 2
free group (so-called small trees). PSLF (G), its projectivization, is com-
pact [9].
• cvr = Free(Fr) ∩ Simp(Fr), Culler-Vogtmann Outer Space, and CVr its
projectivization [10].
• CV r the closure of CVr in PILF (Fr). Combining the results of Cohen
and Lustig with those of Bestvina and Feighn characterizes the trees of
CV r in terms of certain stabilizers [3, 7].
4. Good pairs
Culler and Morgan used good pairs in the proof of their uniqueness statement
for G-trees coming from a given length function. They give a geometric definition.
Definition 4.1. Let T be a G-tree. A pair of elements g, h ∈ G is a good pair for
T if
• the elements g and h are hyperbolic;
• the axes Cg and Ch meet in an arc of positive length;
• the orientations of Cg and Ch agree on the intersection;
• length(Cg ∩ Ch) < min{ℓ(g), ℓ(h)}.
Proposition 4.2 ([9, Lemma 3.6]). A pair of elements g, h ∈ G is a good pair for
a G-tree T if and only if g and h witness Axiom VI for ℓT .
Lemma 4.3. Suppose g, h ∈ G is a pair of hyperbolic elements of a G-tree T
whose axes intersect in an arc of finite length and the induced orientations agree.
Then there are integers A,B > 0 so that for all a ≥ A and b ≥ B, ga, hb is a good
pair.
Proof. By hypothesis g and h satisfy the first three points of the geometric defini-
tion of a good pair. Let N = length(Cg∩Ch). It is immediate that A = ⌈N/ℓT (g)⌉
and B = ⌈N/ℓT (h)⌉ are the desired integers. 
The axes of a pair of group elements satisfying the hypotheses of Lemma 4.3
have distinct boundary points; this is a form of independence seen by the tree, and
closely related to the algebraic independence of group elements in the subgroup
generated by a good pair.
Definition 4.4. Let T be a G-tree. Two hyperbolic elements g, h ∈ G are T -
independent when
∂T g ∩ ∂Th = ∅.
Lemma 4.5. Suppose g, h ∈ G is a good pair for a G-tree T . Then 〈g, h〉 ∼= F2,
the action of F2 on T is free and properly discontinuous, and all x, y ∈ 〈g, h〉 are
algebraically independent if and only if x and y are T -independent.
Proof. This proof is essentially given by Culler and Morgan [9, Lemma 2.6] however
we also understand the boundaries of the elements’ axes.
LetH be the union of a fundamental domain for the action of g on Cg containing
Cg ∩Ch and a fundamental domain for the action of h on Ch containing Cg ∩Ch.
It is evident from the construction that H ·g± and H ·h± meet H in its endpoints.
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One can show by induction that for any reduced word in g and h the interior ofH is
disjoint from H ·w. Let S be the subtree of T which is the orbit of H under 〈g, h〉.
The action of 〈g, h〉 is free and properly discontinuous on S with fundamental
domain H , which implies 〈g, h〉 ∼= F2. Moreover, there is a homeomorphism from
the Gromov boundary ∂F2 to ∂S induced by the quasi-isometry given by the
Milnor-Sˇvarc lemma [5, Proposition I.8.19, Theorem III.H.3.9]; the set ∂Tx is the
image of the endpoints in the Gromov boundary of the axis of x acting on F2,
which are the limits of x±n. Thus, if x, y ∈ 〈g, h〉 are algebraically independent,
they are T -independent.
Conversely, if x, y ∈ 〈g, h〉 are T -independent, applying the inverse of the home-
omorphism used above we see that x and y are algebraically independent. 
Good pairs abound and are readily created from nice enough T -independent
pairs.
Lemma 4.6. Suppose g, h ∈ G act hyperbolically on an irreducible G-tree T with
length function ℓ. Suppose further that ℓ(h) < ℓ(g), g and h are T -independent,
and that if Cg ∩ Ch 6= ∅ the orientations induced by g and h agree. In this case,
gh, gh−1 is a good pair for T .
Corollary 4.7. With g, h ∈ G, T as above, there exist J,K > 0 such that
(gh)j , (gh−1)k is a good pair for T , for all j ≥ J and k ≥ K.
Proof. Combine the lemma with Lemma 4.3. 
Proof of Lemma 4.6. We analyze the cases for Cg ∩ Ch. Since g and h are T -
independent, the only possibilities are
• Cg ∩ Ch = ∅
• Cg ∩ Ch is a bounded and non-empty arc.
Case Cg ∩ Ch = ∅. Let α denote the oriented geodesic from Cg to Ch, and set
o(α) = p and t(α) = q. The axis of Cgh−1 contains the geodesic
[p · g−1hg−1, p · hg−1, q · hg−1, q · g−1, p · g−1, p, q, q · h−1, p · h−1].
The axis of Cgh contains the geodesic
[p · g−1h−1g−1, p · h−1g−1, q · h−1g−1, q · g−1, p · g−1, p, q, q · h, p · h].
These geodesics are two copies of the respective Culler-Morgan fundamental do-
mains, and are given in the order of their their induced orientations. Hence
Cgh ∩ Cgh−1 is the geodesic
[q · g−1, p · g−1, p, q],
illustrated in Figure 1, and the induced orientations from Cgh and Cgh−1 agree.
Case Cg ∩ Ch = α. In this case we take the common induced orientation on
α, with the convention α = o(α) = t(α) when α is a point, and set o(α) = p and
t(α) = q. As before, the Culler-Morgan fundamental domains for gh and gh−1
(note that, since ℓ(g) 6= ℓ(h) both products are hyperbolic) concatenated with
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Cgh ∩ Cgh−1
α
Ch
Cg
Cghg−1
p · h−1g−1 p · hg−1
q · h−1g−1 q · g−1 q · hg−1
p · g−1 o(α) = p
t(α) = qq · h−1 q · h
p · h−1 p · h
Figure 1. Creating a good pair from elements with disjoint axes.
their images under (gh)−1 and (gh−1)−1 are the oriented geodesics
[q · g−1h−1g−1, q · h−1g−1, q · g−1, q, q · h]
and
[q · g−1hg−1, q · hg−1, q · g−1, q · h−1]
respectively. Since ℓ(h) < ℓ(g), d(q · h−1, q) < d(q · g−1, q). If q · h−1 ∈ α we
see that Cgh ∩ Cgh−1 is the path q · g
−1, q · h−1. Otherwise, q · g−1 /∈ α and
Cgh ∩ Cgh−1 = [q · g
−1, p]. The situations are illustrated in Figure 2. 
5. A core sampler
The Guirardel core of two trees was introduced by Guirardel to give a geomet-
ric unification of several intersection phenomena in group theory, including the
intersection of curves on surfaces, Scott’s intersection number for splittings, and
Culler, Levitt, and Shalen’s core of trees dual to measured laminations on a sur-
face. Guirardel gives two definitions, one which makes it easy to understand the
geometry of the object and its algebraic implications, and one for which calcula-
tions (and seeing that the core is even non-empty!) are easier.
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Cgh ∩ Cgh−1
α
Cg
Ch
o(α) = p t(α) = q
q · g−1
q · h−1
q · h
α
Cgh ∩ Cgh−1
Cg
Ch
o(α) = p t(α) = q
q · g−1
q · h−1 q · h
Figure 2. Creating a good pair from elements with intersecting axes.
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Definition 5.1 ([11]). The core of two G-trees A and B, C(A,B) is the minimal
closed subset of A × B with convex fibers invariant under the diagonal action of
G. The augmented core Ĉ(A,B) ⊇ C(A,B) is the minimal closed connected subset
of A×B with convex fibers invariant under the diagonal action.
Remark 5.2. If A and B have minimal subtrees A′ and B′ then the core must be
contained in A′ ×B′.
To construct the core in a more concrete fashion, given two G-trees A and B,
consider products of directions, called quadrants Q = δA × δB .
Definition 5.3 ([11]). A quadrant Q = δA × δB ⊆ A×B in a product of G-trees
is heavy if there is a basepoint ∗ = (⋆, •) ∈ A×B and a sequence gk ∈ G so that
• For all k, ∗ · gk ∈ Q,
• The sequences dA(⋆, ⋆ · gk) and dB(•, • · gk) both diverge.
Otherwise, we say that Q is light.
Definition 5.4 ([11]). The core of two G-trees A and B is the subset
C(A,B) = A×B \

 ⋃
Q light
Q

 .
The choice of basepoint is not important for the definition. Guirardel works
in a very general setting, necessitating the somewhat awkward definition for light
and heavy quadrants. In our setting, a simpler definition is available.
Definition 5.5 ([11]). A quadrant Q = δA × δB ⊆ A×B in a product of G-trees
is made heavy by a hyperbolic element if there is a g ∈ G and a sequence of the
form gk = g
k that witnesses Q being heavy.
Lemma 5.6 ([11, Corollary 3.8]). Suppose A and B are irreducible G-trees. Then
every heavy quadrant is made heavy by a hyperbolic element.
For irreducible trees, the core is always non-empty though it is not always
connected [11, Proposition 3.1].
Theorem 5.7 ([11, Main Theorem]). Definitions 5.1 and 5.4 are equivalent.
The augmented core also has a definition in terms of quadrants. Two directions
δ, η ⊆ T a G-tree are facing if δ ∪ η = T , two quadrants Q,P ⊆ A×B are facing
if their constituent directions are facing in both A and B.
Lemma 5.8 ([11, Section 4.1]). The intersection of two facing light quadrants
Q ∩ P is the product of arcs. Such an intersection is contained in a maximal
rectangle R = Q′∩P ′, and R∩C(A,B) is the two corners that are not the basepoints
of the defining quadrants, these rectangles are called twice light rectangles. The
augmented core is the union of C(A,B) and the diagonal of each maximal twice
light rectangle joining the two points of the core in that twice light rectangle.
The augmented core has excellent geometry. Guirardel shows that the aug-
mented core is a deformation retract of the product, CAT (0) in the induced path
metric, and contractible.
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The diagonal action of G on C(A,B) induces a notion of covolume, though this
notion is not well behaved in general. The measures on A and B induce a product
measure, and the covolume of any invariant subset C ⊆ A×B is
covol(C) = inf{µA × µB(E)|C ⊆ E ·G and E is measurable}.
Definition 5.9 ([11]). The Guirardel intersection number of two G-trees A and
B is
i(A,B) = covol(C(A,B)).
The intersection number is often a useful quantity, for example when A and B
are simplicial it gives the metric area of the quotient C(A,B)/G. Unfortunately
for general real trees there is no relationship between the topological dimension
of C(A,B) and the area. For this reason our main theorem is stated in terms of
dimension.
Example 5.10. Fix algebraically independent irrational numbers α, β, γ, δ. We
look at two Z4 = 〈a, b, c, d〉 actions on R. Let Tx denote translation by x, and A
and B be the Z4 trees coming from the actions:
ρA(a) = Tα ρA(b) = Tβ ρA(c) = Tγ ρA(d) = δ
ρB(a) = Tα ρB(b) = T−β ρB(c) = Tγ ρB(d) = T−δ
The core C(A,B) = A × B = R2, and the orbit of any point under the diagonal
action is dense, so i(A,B) = 0.
6. Tree ends and length function combinatorics
Consider a measured geodesic lamination λ of a closed hyperbolic surface Σ.
Lifting λ to the universal cover H2 gives a dual π1(Σ)-tree T [8]. Corresponding
to an oriented arc e ⊆ T there is a subset of the boundary of H2. For each
point of e coming from a leaf γ ⊆ λ, t(e) determines a side of γ in H2, and so
picks a connected component of H2 \ γ. The intersection of the boundaries of
these connected components is the subset of the boundary corresponding to e, as
in Figure 3. Endpoints of axes of the π1(Σ) action on H2 are dense in the boundary
so this subset can be described entirely in terms of the group.
The description of this subset in terms of the group generalizes to G-trees.
Note that for each p ∈ e◦, the interior of e, the orientation of e picks a unique
direction δep based at p such that t(e) ∈ δ
e
p. The subset of the boundary of the tree
corresponding to e is then ⋂
p∈e◦
ωT (δ
e
p).
In the sequel we will be more concerned with describing this directly from the
group.
Definition 6.1. The group ends of a direction δ ⊆ T is the set of group elements
δ(G) = {g ∈ G|ωT (g) ∈ ωT (δ)}.
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seen
from ee
Figure 3. The part of the boundary “seen” from an arc e in the
tree dual to a lamination.
Definition 6.2. The asymptotic horizon of an oriented arc e ⊆ T of a G-tree is
JeK =
⋂
p∈e◦
δep(G),
where δep is the unique direction based at p such that t(e) ∈ δ
e
p.
Remark 6.3. In some figures JeK will be used to indicate the set {ω(g)|g ∈ JeK} ⊆
∂X where X is hyperbolic. This abuse of notation is used only in illustrative
figures, and the set of group elements will play the important role in the text.
Proposition 3.18 implies this is not a misleading practice.
The asymptotic horizon of an oriented arc e is all hyperbolic group elements
whose axes have an endpoint visible from e, when looking in the forward direction
specified by the orientation. The visibility of group ends is sufficient to find group
elements whose axes either contain e or are disjoint from e, exercises in the calculus
of axes that recorded in the next two lemmas.
To fix notation, for an oriented arc e ⊆ T in a G-tree, let R−e be the connected
component of T \ e◦ containing o(e) and R+e the component containing t(e).
Lemma 6.4. Suppose e ⊆ T is an oriented arc in a G-tree T . Suppose g ∈ JeK
and h ∈ Je¯K. Then there is an N > 0 such that for all n ≥ N, f = h−ngn is
hyperbolic and e ⊆ Cf . Moreover the orientation of e agrees with the orientation
on Cf induced by f .
Proof. Consider the intersection Cg ∩Ch. There are three cases.
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Case 1: Cg ∩ Ch = ∅. Let a be the unique shortest oriented arc joining Cg to
Ch with t(a) ∈ Cg. Take
N >
dT (e, a) + length(e)
min{ℓT (g), ℓT (h)}
and suppose n ≥ N . Consider the Culler-Morgan fundamental domain for the
action of f = h−ngn on its axis: the geodesic path b in T passing through the
points
[o(a) · hn, o(a), t(a), t(a) · gn, o(a) · gn].
By hypothesis, the axis Ch meets R
−
e in at least a positive ray and hR
−
e ⊆ R
−
e .
If o(a) ∈ T \ R−e , then the ray of Ch based at o(a) directed at ωT (h) must pass
through o(a). By the choice of N , o(a) · hn ∈ R−e . Similarly, t(a) · g
n ∈ R+e . The
arc e is the unique geodesic in T joining R−e to R
+
e , hence e ⊆ b. Moreover, the
action of f takes o(b) = o(a) · hn to t(b) = o(a) · gn, so the orientations of e and b
agree, as required.
Case 2: Cg∩Ch = a 6= ∅, a a point or arc. Orient a according to the orientation
of g. (When a is a point, orientation does not matter; we use the convention
o(a) = a = t(a).) Take
N >
dT (e, a) + length(e) + length(a)
min{ℓT (g), ℓT (h)}
and suppose n ≥ N . Again consider the Culler-Morgan fundamental domain for
the action of f = h−ngn on its axis. It contains (regardless of the agreement
between the orientations of h and a) the geodesic path b in T passing through the
points
[t(a) · hn, t(a), t(a) · gn].
As in the previous case, we find t(a) · hn ∈ R−e and t(a) · g
n ∈ R+e . We conclude
e ⊆ b and the orientations agree.
Case 3: Cg ∩ Ch contains a ray. If Cg = Ch then e ⊆ Ch−1g = Cg = Ch and
N = 1 suffices. So suppose Cg 6= Ch. Let p ∈ Cg ∩ Ch be the basepoint of the
common ray. Take
N >
dT (p, e) + length(e)
min{ℓT (g), ℓT (h)}
and suppose n ≥ N . Once more, a fundamental domain for the action of f =
h−ngn on its axis can be described. It contains the geodesic path b in T passing
through the points
[p · hn, p, p · gn].
By the choice of n, we find p · hn ∈ R−e and p · g
n ∈ R+e . We conclude e ⊆ b and
the orientations agree. 
Lemma 6.5. Suppose e ⊆ T is an oriented arc in a G-tree T . Suppose g, h ∈ JeK
and ωT (g) 6= ωT (h). Then there is an N > 0 such that for all n ≥ N , f = h−ngn
is hyperbolic and Cf ⊆ R+e .
Proof. As in the proof of the previous lemma, there are three cases depending on
Cg ∩ Ch.
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Case 1: Cg ∩ Ch = ∅. Let a be the oriented geodesic from Ch to Cg, so that
t(a) ∈ Cg. Let C+g and C
+
h be the positive rays of Cg and Ch based at t(a) and
o(a) respectively. The infinite geodesic C+h ∪ a ∪ C
+
g has both endpoints in ∂R
+
e ,
so must be contained in R+e , therefore a ⊆ R
+
e . At this point it is tempting to
take N = 1, however we must exercise care to ensure that the axis of the product
is contained in R+e , as this axis is not the infinite geodesic previously mentioned.
Since g, h ∈ JeK, there is an integer N1 > 0 such that for all n ≥ N1 we have
d(t(a) · gn, t(e)) > d(t(a), t(e))
and
d(o(a) · hn, t(e)) > d(o(a), t(e)).
Let αg and αh be the geodesics from t(e) to Cg and Ch respectively, oriented
such that o(αg) = o(αh) = o(e). Since g acts by translation on its axis in the
direction of ωT (g), there is an N2 such that for all n ≥ N2, t(a) · gn > t(αg) (in
the orientation on Cg induced by the action of g). Similarly there is an N3 such
that for all n ≥ N3 o(a) · hn > t(αh). Take N = max{N1, N2, N3}.
Suppose n ≥ N . As in the previous lemma, we use the Culler-Morgan funda-
mental domain for the action of f = h−ngn on Cf : the geodesic b passing through
the points
[o(a) · hn, o(a), t(a), t(a) · gn].
By construction, b ⊆ R+e . Further, the geodesic from t(αg) to t(βg) is a proper
subarc of b. Therefore, the center u of the geodesic triangle t(αg), t(αh), t(e) is in
the interior of b. This point is, by construction, the unique closest point of b to
o(e). Since u is in the interior of b, u is also the unique closest point of Cf to o(e),
whence e * Cf and so Cf ⊆ R+e as required.
Case 2: Cg ∩Ch = a 6= ∅, a an arc or point. Orient a so that it agrees with the
orientation of Cg induced by the action of g (again with the convention that if a
is a point, o(a) = a = t(a)). If the orientations of Cg and Ch disagree on a, then
with C+g and C
+
h defined as in the previous case, the previous argument applies.
If the orientations of Cg and Ch agree on a, let C
+
g be as before and instead take
C+h to be the infinite ray of Ch based at t(a). The infinite geodesic C
+
g ∪ C
+
h has
both endpoints in ∂R+e , so t(a) ∈ R
+
e . The argument from the previous case then
applies, mutatis mutandis, with t(a) in place of o(a).
Case 3: Cg ∩ Ch contains a ray. In this case, since ωT (g) 6= ωT (h), Cg 6= Ch.
Let p be the basepoint of the common ray Cg ∩Ch. Since g, h ∈ JeK, we must have
p ∈ R+e . The argument from case one then applies, mutatis mutandis, with p in
place of o(a). 
7. Combinatorial compatibility conditions
Consider two measured geodesic laminations λ and µ on a closed hyperbolic
surface Σ. Suppose λ and µ have leaves that intersect transversely. This intersec-
tion produces arcs a ⊆ A and b ⊆ B in the dual trees to λ and µ such that the
horizons of a and b, with both orientations, all intersect, as in Figure 4.
This intersection is also detected by certain pairs of elements of π1(Σ). The
hyperbolic structure on Σ gives an action of π1(Σ) on the hyperbolic plane H2,
18 EDGAR A. BERING IV
λ
µ JaK
Ja¯K
JbK
Jb¯K
a
b
Figure 4. Intersecting measured laminations produce intersect-
ing horizons.
and elements of π1(Σ) act hyperbolically. Given two elements x, y ∈ π1(Σ), if the
axes of x and y are separated by a set of leaves of positive measure of the lift λ˜ ⊆ H2
then the axes of x and y in the dual tree A will be disjoint. On the other hand,
if the axes of x and y cross a common set of leaves of µ˜ (with positive measure)
then their axes in the dual tree B will overlap in an arc. The presence of a pair of
such elements detects the intersection of λ and µ, as illustrated in Figure 5.
Another situation in which a pair of fundamental group elements x, y ∈ π1(Σ)
detect the intersection of λ and µ occurs when the axes of x and y cross a common
set of leaves of positive measure in both λ˜ and µ˜. In this case, if the axes of x
and y cross their common leaves of λ˜ with differing orientations and their common
leaves of µ˜ with the same orientation, then λ˜ and µ˜ must intersect, as in Figure 6.
Each of these situations has a natural generalization to the setting of G-trees.
Definition 7.1. Two G-trees A and B are incompatible if there are oriented arcs
a ⊆ A and b ⊆ B such that the four sets
JaK ∩ JbK Ja¯K ∩ JbK JaK ∩ Jb¯K Ja¯K ∩ Jb¯K
are non empty. Trees that are not incompatible are compatible.
Remark 7.2. Behrstock, Bestvina, and Clay [2] consider a similar collection of sets
when giving a criterion for the presence of a rectangle in the Guirardel core of two
free simplicial Fr trees. This connection will be elaborated on in Section 9.
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separating leaves
x
y
λ
common crossed
leaves
x
y
µ
Figure 5. Detecting the intersection of laminations from the in-
tersection pattern of the axes of two fundamental group elements
with each lamination.
y
x
x
y
λ
y
x
x
y
µ
Figure 6. Detecting the intersection of laminations from the in-
tersection orientation of the axes of two fundamental group ele-
ments.
Pairs of group elements with either overlapping or disjoint axes for a given
action capture the situations in Figure 5 and Figure 6. Let P (G) = G×G \∆ be
the set of all distinct pairs of elements in our group.
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Definition 7.3. For a G-tree T the overlap set, OT ⊆ P (G), is all pairs (g, h) ∈
P (G) such that g and h are hyperbolic and Cg ∩ Ch contains an arc.
The disjoint set, DT ⊆ P (G), is all pairs (g, h) ∈ P (G) such that Cg ∩Ch = ∅.
This definition can also be stated for length functions.
Definition 7.4. For a length function ℓ : G→ R≥0 the overlap set, Oℓ ⊆ P (G) is
all pairs (g, h) ∈ P (G) such that
ℓ(gh) 6= ℓ(gh−1).
The disjoint set, Dℓ ⊆ P (G) is all pairs (g, h) ∈ P (G) such that
ℓ(gh) = ℓ(gh−1) > ℓ(g) + ℓ(h).
In the definition for a tree, the hyperbolicity requirement for membership in
OT is necessary, but the length function requirement implies that Oℓ consists of
pairs of hyperbolic elements.
Lemma 7.5. Suppose ℓ is a length function on G. If (g, h) /∈ Dℓ satisfies ℓ(g) = 0,
then
ℓ(gh) = ℓ(gh−1) = ℓ(h).
In particular all pairs in Oℓ are pairs of hyperbolic elements.
Proof. First, suppose ℓ(h) = 0 also. Since (g, h) /∈ Dℓ, length function axiom IV
implies
max{ℓ(gh), ℓ(gh−1)} ≤ ℓ(g) + ℓ(h) = 0
and we are done. So suppose ℓ(h) > 0. Let T be the irreducible tree realizing ℓ.
It must be the case that Cg ∩ Ch is non-empty, by Lemma 3.13. Consider p ∈ T
and α the shortest arc from p to Cg ∩Ch. Let q be the endpoint of α in Cg ∩Ch.
Since g is elliptic, α · g ∩ Cg ∩ Ch contains q, as does α ∩ α · g ∩ Ch. The element
h is hyperbolic, therefore
dT (p, p · gh) ≥ dT (q, q · gh) = dT (q, q · h) = ℓ(h)
dT (p, p · gh
−1) ≥ dT (q, q · h
−1) = ℓ(h),
and we conclude ℓ(gh) = ℓ(gh−1) = ℓ(h) as required. 
The equivalence of definitions 7.3 and 7.4 can not be expected in general. How-
ever, for irreducible trees, which are determined by their length functions, the two
definitions are equivalent.
Proposition 7.6. Suppose T is an irreducible G-tree with length function ℓ. Then
OT = Oℓ and DT = Oℓ, that is, definitions 7.3 and 7.4 are equivalent.
Proof. It is immediate from the definitions that OT ⊆ Oℓ and similarly DT ⊆ Dℓ.
To demonstrate the reverse inclusions, suppose (g, h) ∈ Oℓ. By Lemma 7.5, g
and h are hyperbolic. If, for a contradiction, (g, h) 6∈ OT then either Cg ∩ Ch = ∅
or Cg ∩ Ch = {∗}. In either case we have
ℓ(gh) = ℓ(gh−1) = ℓ(g) + ℓ(h) + dT (Cg, Ch),
a contradiction.
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If (g, h) ∈ Dℓ but (g, h) /∈ DT then Cg ∩ Ch is non-empty, and so
max{ℓ(gh), ℓ(gh−1)} ≤ ℓ(g) + ℓ(h),
a contradiction. 
Note that the definitions of Oℓ and Dℓ depend only on the projective class of ℓ;
the overlap condition is a topological property of a tree, so this is expected. Also
be aware that Oℓ ∪ Dℓ 6= P (G); pairs such that ℓ(gh) = ℓ(gh−1) = ℓ(g) + ℓ(h)
exist.
The interaction of overlap and disjoint sets captures the situations pictured
in Figure 5 and Figure 6. We state the definitions in terms of length functions;
equivalent formulations in terms of irreducible G-trees are possible but not useful
in the sequel.
Definition 7.7. Two length functions ℓ and m on a group G have compatible
combinatorics if
O
ℓ ∩ Dm = Dℓ ∩ Om = ∅.
Remark 7.8. The equivalent definition for trees is vacuous for lineal actions. For
an lineal action the tree is a line, and the disjoint set is empty, hence all lineal
actions have compatible combinatorics.
Definition 7.9. Two length functions ℓ and m on a group G are coherently ori-
ented if for all (g, h) ∈ Oℓ ∩ Om
ℓ(gh−1) < ℓ(gh)⇔ m(gh−1) < m(gh).
The figures in the motivating discussion of this section strongly suggest that
these three compatibility definitions are equivalent, at least for irreducible G-trees.
Further motivation is provided by the following lemma, which produces pairs of
group elements with distinct axes, mirroring the pictures.
Lemma 7.10. Suppose A and B are irreducible G-trees that are incompatible in
the sense of definition 7.1. Let a ⊆ A and b ⊆ B be arcs witnessing this fact.
Then there exist group elements g ∈ JaK∩ JbK and α ∈ JaK∩ Jb¯K such that CAg ∩C
A
α
is bounded; and elements h ∈ Ja¯K ∩ Jb¯K and β ∈ Ja¯K ∩ JbK such that CBh ∩ C
B
β is
bounded.
Proof. The argument is symmetric so we give the construction of g and α. Since
A and B are incompatible the relevant sets are non-empty. Take any g ∈ JaK∩ JbK
and α ∈ JaK∩ Jb¯K. If CAg ∩C
A
α is bounded we are done. Suppose C
A
g ∩C
A
α contains
a ray. Let s ∈ G be any A-hyperbolic element such that CAs ∩ C
A
α is bounded.
Such an element exists since A is irreducible (see Proposition 3.17). If s is elliptic
in B then αs is hyperbolic in both A and B and CAαs ∩ C
A
α is bounded, so we
may suppose that s is hyperbolic in both A and B. Since g ∈ JaK ∩ JbK there is
some N > 0 such that gNsg−N ∈ JaK ∩ JbK. Take g′ = gNsg−N . By construction
CAg′ ∩ C
A
α is bounded, so g
′, α is the desired pair. 
Corollary 7.11. The group elements g and α are A-independent, and the group
elements h and β are B-independent.
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a
CAhC
A
gJaK Ja¯K b
CBhC
B
g
JbK
Jb¯K
Figure 7. Incompatible combinatorics implies incompatible trees.
For irreducible G-trees, the three definitions of compatibility are equivalent.
The strategy suggested by the pictures is to use boundary points to pick suitable
elements of G. This philosophy guides the proof below.
Lemma 7.12. Suppose ℓ and m are length functions on G corresponding to the
irreducible G-trees A and B respectively. The following are equivalent.
(1) The length functions ℓ and m do not have compatible combinatorics.
(2) The length functions ℓ and m are not coherently oriented.
(3) The trees A and B are not compatible.
Proof. We will show 1⇔ 3 and 2⇔ 3.
(1 ⇒ 3.) Suppose, without loss of generality, (g, h) ∈ Dℓ ∩ Om. In A, by
definition CAg ∩C
A
h = ∅; let a ⊆ A be the geodesic joining C
A
g and C
A
h , oriented so
that t(a) ∈ CAg . We have g
± ∈ JaK and h± ∈ Ja¯K. In B, again by definition there is
an arc b = CBg ∩C
B
h . Without loss of generality we assume g and h induce the same
orientation on b, and use this orientation. Then g, h ∈ JbK and g−1, h−1 ∈ Jb¯K. We
conclude the four sets
JaK ∩ JbK Ja¯K ∩ JbK JaK ∩ Jb¯K Ja¯K ∩ Jb¯K,
are all non-empty. (See Figure 7 for an illustration.)
(2 ⇒ 3.) Let g, h ∈ G witness the incoherent orientation of ℓ and m, so that
ℓ(gh−1) < ℓ(gh) butm(gh−1) > m(gh). Let a = CAg ∩C
A
h and b = C
B
g ∩C
B
h . Since
(g, h) ∈ Oℓ ∩ Om, both a and b are arcs. Orient a according to the orientation
induced by g on CAg , and similarly orient b. The inequality implies that the
orientation on a induced by h agrees with the orientation on a; thus g, h ∈ JaK and
g−1, h−1 ∈ Ja¯K. Similarly, the inequality m(gh−1) > m(gh) implies g, h−1 ∈ JbK
and g−1, h ∈ Jb¯K. We conclude the four sets
JaK ∩ JbK Ja¯K ∩ JbK JaK ∩ Jb¯K Ja¯K ∩ Jb¯K,
are all non-empty. (See Figure 8 for an illustration.)
(3 ⇒ 1 and 2.) Let a ⊆ A and b ⊆ B be arcs witnessing the incompatibility
of A and B. Fix group elements g ∈ JaK ∩ JbK, h ∈ Ja¯K ∩ Jb¯K, α ∈ JaK ∩ Jb¯K, and
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CBh
CBg
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Jb¯K
Figure 8. Incoherent orientation implies incompatible trees.
β ∈ Ja¯K ∩ JbK using Lemma 7.10; by Corollary 7.11 the ends of g and α in A are
distinct, and the ends of h and β in B are distinct.
Let NB be the integer guaranteed by Lemma 6.4 applied to g and α in B,
and NA be the integer supplied by Lemma 6.5 applied to g and α in A. (Note
that the hypothesis of Lemma 6.5 on the ends of g and α is satisfied.) Set N =
max{NA, NB} and consider ρ = α−NgN . Lemma 6.4 implies b ⊆ CBρ , and Lemma
6.5 implies CAρ ⊆ R
+
a . Choose M by a similar process applied to h and β, so that
σ = β−MhM satisfies b ⊆ CBσ and C
A
σ ⊆ R
−
a . By construction C
B
ρ ∩ C
B
σ ⊇ b, so
(ρ, σ) ∈ Om; and CAρ ∩ C
A
σ = ∅, so (ρ, σ) ∈ D
ℓ. Hence Dℓ ∩ Om 6= ∅ and ℓ and m
do not have compatible combinatorics, as required.
Continuing the theme, let Ja be the integer given by Lemma 6.4 applied to g, h
and a ⊆ A, Jb be the integer given by the application to g, h and b ⊆ B, and
J = max{Ja, Jb}. Similarly, let Ka be the integer given by Lemma 6.4 applied
to α, β and a, Kb be the integer given by the application to α, β and b¯ ⊆ B
(note the reversed orientation), and K = max{Ka,Kb}. Consider c = h
−JgJ
and γ = β−KαK . By Lemma 6.4 a ⊆ CAa ∩ C
A
γ and all three orientations agree;
however b ⊆ CBc ∩C
B
γ , but the orientation of C
B
c induced by c agrees with b, while
that of CBγ induced by γ agrees with b¯. Translating this to the length functions ℓ
and m we find (c, γ) ∈ Oℓ ∩Om and ℓ(cγ−1) < ℓ(cγ) but m(cγ−1) > m(cγ), hence
ℓ and m are not coherently oriented, as required. 
In light of this lemma a single definition of compatible will be used throughout
the remainder of this article.
Definition 7.13. Two irreducible G-trees A and B with length functions ℓ and
m are compatible if, equivalently
• The length functions ℓ and m have compatible combinatorics.
• The length functions ℓ and m are coherently oriented.
• The trees A and B are compatible in the sense of Definition 7.1.
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Any of the three characterizations will be used as convenient, without further
explicit reference to Lemma 7.12. Note that this definition applies equally well
to projective classes of trees. The first two points depend only on the projective
class, so if ℓ and m are compatible then so are sℓ and tm for all s, t ∈ R>0.
8. Compatibility is equivalent to additivity
When two measured laminations λ and µ are compatible the transverse mea-
sures may be summed. More is true, the compatibility of the supports implies
every point in the convex cone spanned by λ and µ is a measure on λ ∪ µ. This
compatibility generalizes to length functions, and Lemma 8.1 forms part of the
proof of Theorem 1.3.
Lemma 8.1. Suppose ℓ and m are length functions on a group G. The sum ℓ+m
is a length function on G if and only if ℓ and m are compatible.
Proof. First observe that ℓ +m always satisfies length function axioms I–III. We
will focus on IV–VI.
For the forward implication, suppose ℓ + m is a length function on G. For a
contradiction suppose that ℓ and m do not have coherent orientation, and there is
some pair (g, h) ∈ Oℓ ∩Om such that ℓ(gh−1) < ℓ(gh) and m(gh) < m(gh−1). By
Lemma 7.5, g and h are hyperbolic with respect to both ℓ and m, so both g and
h must be hyperbolic in ℓ +m. Length function axiom V implies that for ℓ and
m respectively,
ℓ(gh) = ℓ(g) + ℓ(h)
and
m(gh−1) = m(g) +m(h).
Taking a sum we have
ℓ(gh) +m(gh−1) = ℓ(g) +m(g) + ℓ(h) +m(h).
By hypothesis, both
ℓ(gh) +m(gh) < ℓ(gh) +m(gh−1)
ℓ(gh−1) +m(gh−1) < ℓ(gh) +m(gh−1).
We conclude that
max{(ℓ+m)(gh), (ℓ+m)(gh−1)} < ℓ(gh) +m(gh−1)
= (ℓ +m)(g) + (ℓ +m)(h).
This is a contradiction, since ℓ +m satisfies length function axiom V, which im-
plies the above strict inequality must be equality. We conclude that ℓ and m are
compatible.
For the converse, suppose ℓ and m are compatible. As remarked previously,
ℓ + m satisfies length function axioms I–III. We will show ℓ + m satisfies the
remaining axioms.
Axiom IV. Suppose g, h ∈ G. We will proceed through the following cases:
• (g, h) ∈ Oℓ,
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• (g, h) ∈ Om,
• (g, h) ∈ P (G) \ (Oℓ ∪Om).
Case (g, h) ∈ Oℓ. Since ℓ satisfies axiom IV,
max{ℓ(gh), ℓ(gh−1)} ≤ ℓ(g) + ℓ(h).
Since ℓ and m have compatible combinatorics, (g, h) ∈ P (G) \ Dm, which implies
that
max{m(gh),m(gh−1)} ≤ m(g) +m(h).
Hence we may calculate
max{(ℓ(gh) +m(gh), ℓ(gh−1) +m(gh−1)} ≤ max{ℓ(gh), ℓ(gh−1)}
+max{m(gh),m(gh−1)}
≤ ℓ(g) + ℓ(h) +m(g) +m(h)
and conclude that in this case ℓ+m satisfies axiom IV.
Case (g, h) ∈ Om. The proof is symmetric with the previous case.
Case (g, h) ∈ P (G) \ (Oℓ ∪ Om). In this case, by hypothesis both
ℓ(gh) = ℓ(gh−1)
and
m(gh) = m(gh−1).
Adding, we conclude
ℓ(gh) +m(gh) = ℓ(gh−1) +m(gh−1)
as required.
Axiom V. Suppose g, h ∈ G satisfy ℓ(g) +m(g) > 0 and ℓ(h) +m(h) > 0. This
implies that g and h are both hyperbolic in at least one of ℓ and m. We proceed
through the same cases.
• (g, h) ∈ Oℓ,
• (g, h) ∈ Om,
• (g, h) ∈ P (G) \ (Oℓ ∪Om).
Case (g, h) ∈ Oℓ. In this case, since ℓ and m are compatible, (g, h) /∈ Dm and
we argue by subcases.
• m(g) > 0 and m(h) > 0,
• m(g) = 0 and m(h) ≥ 0,
• m(g) ≥ 0 and m(h) = 0.
Subcase m(g) > 0 and m(h) > 0. Since ℓ and m are coherently oriented we
have, without loss of generality,
ℓ(gh−1) < ℓ(gh)
and
m(gh−1) ≤ m(gh)
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Appealing to axiom V for ℓ and m we have,
ℓ(gh) = ℓ(g) + ℓ(h)
and
m(gh) = m(g) +m(h).
Summing, we conclude
ℓ(gh−1) +m(gh−1) ≤ ℓ(gh) +m(gh)
= ℓ(g) +m(g) + ℓ(h) +m(h).
Therefore in this subcase ℓ+m satisfies axiom V.
Subcase m(g) = 0 and m(h) ≥ 0. By Lemma 7.5, m(gh−1) = m(gh) = m(h),
so axiom V for ℓ+m follows immediately from axiom V for ℓ.
Subcase m(g) ≥ 0 and m(h) = 0. This subcase is symmetric with the previous
one.
Case (g, h) ∈ Om. This case is symmetric with the previous case.
Case (g, h) ∈ P (G) \ (Oℓ ∪ Om). In this case we have
ℓ(gh) = ℓ(gh−1) = ℓ(g) + ℓ(h) + ∆ℓ
m(gh) = m(gh−1) = m(g) +m(h) + ∆m
for real numbers ∆ℓ,∆m ≥ 0. Immediately we have that
ℓ(gh) +m(gh) = ℓ(gh−1) +m(gh−1)
and from
ℓ(gh) +m(gh) = ℓ(g) +m(g) + ℓ(h) +m(h) + ∆ℓ +∆m
we conclude that axiom V is satisfied by ℓ+m.
Axiom VI. Finally we confirm that ℓ+m has a good pair of elements. Let (g, h)
be a good pair of elements for ℓ, so that
0 < ℓ(g) + ℓ(h)− ℓ(gh−1) < 2min{ℓ(g), ℓ(h)}.
We check the following cases
• (g, h) ∈ Om,
• (g, h) /∈ Om.
Case (g, h) ∈ Om. In this case, since ℓ and m are coherently oriented,
m(gh−1) < m(gh).
By Lemma 7.5, g and h are hyperbolic in m. Therefore, by Lemma 4.3, there are
positive integers a and b so that (ga, hb) is a good pair for m. Further by Lemma
4.3 the property of being a good pair is preserved under taking positive powers, so
(ga, hb) is a good pair for ℓ also. Adding the good pair inequalities, we calculate
0 < ℓ(ga) +m(ga) + ℓ(hb) +m(hb)− ℓ(gah−b)−m(gah−b)
< 2(min{ℓ(ga), ℓ(hb)} +min{m(ga),m(hb)})
≤ 2min{ℓ(ga) +m(ga), ℓ(hb) +m(hb)}.
Hence (ga, hb) is a good pair for ℓ+m.
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Case (g, h) /∈ Om. In this case, since ℓ and m have compatible combinatorics,
(g, h) /∈ Dm, and we have
m(gh−1) = m(gh) = m(g) +m(h).
Adding this to the ℓ good pair inequality for (g, h), we have
0 < ℓ(g) + ℓ(h)− ℓ(gh−1) = ℓ(g) +m(g) + ℓ(h) +m(h)− ℓ(gh−1)−m(gh−1)
Since
2min{ℓ(g), ℓ(h)} ≤ 2min{ℓ(g) +m(g), ℓ(h) +m(h)},
we conclude (g, h) is again a good pair for ℓ+m.
This concludes the case analysis. We have verified axioms IV–VI for ℓ+m, and
conclude that ℓ+m is a length function, as required. 
Corollary 8.2. Every point in Cone(ℓ,m), the convex cone spanned by ℓ and m
in the space of length functions, is a length function if and only if ℓ and m are
compatible.
9. Compatibility and the core
In the setting of free simplicial Fr-trees, Behrstock, Bestvina, and Clay give a
definition of edge boxes similar to our asymptotic horizons, and show that inter-
sections of edge boxes can characterize the presence of rectangles in the core [2].
Using our definition of asymptotic horizon we generalize this characterization to
the setting of arbitrary irreducible G-trees. This characterization connects the
notions of compatibility discussed so far with Guirardel’s core.
Lemma 9.1. Suppose A and B are irreducible G-trees and a ⊆ A, b ⊆ B are open
oriented arcs. The rectangle a × b ⊆ C(A,B) if and only if for all closed subarcs
a′ ⊆ a and b′ ⊆ b the four sets
Ja′K ∩ Jb′K Ja¯′K ∩ Jb′K Ja′K ∩ Jb¯′K Ja¯′K ∩ Jb¯′K
are non-empty.
Corollary 9.2. Two irreducible G-trees are compatible if and only if their core
does not contain a rectangle.
Remark 9.3. The argument below can be readily adapted to the following other
conditions for core membership when taking the core of irreducible G-trees.
• A point (p, q) ∈ C(A,B) if and only if for every quadrant Q = δ × η
containing (p, q),
δ(G) ∩ η(G) 6= ∅.
• For an open arc b ⊆ B and a point p ∈ A, {p} × b ⊆ C(A,B) if and only
if for every direction δ ⊆ A containing p and every closed subarc b′ ⊆ b,
δ(G) ∩ Jb′K 6= ∅
A symmetric condition also holds for open subarcs a ⊆ A and points q ∈ B.
• The rectangle a× b is twice light, with main diagonal from (o(a), o(b)) to
(t(a), t(b)) if and only if for all closed subarcs a′ ⊆ a and b′ ⊆ b the sets
Ja′K ∩ Jb¯′K = Ja¯′K ∩ Jb¯K = ∅
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These conditions collectively are referred to as many horizon conditions. When
applying the conditions we will often use the fact that JaK ⊆ Ja′K for any subarc
a′ ⊆ a.
Proof. Suppose the four sets are non-empty for all closed subarcs a′ ⊆ a and b′ ⊆ b
(orient subarcs with the same orientation as their parent arc). We will show every
quadrant meeting a × b is heavy, so that by definition a × b ⊆ C(A,B). Suppose
δ × σ is a quadrant and δ × σ ∩ a× b 6= ∅. Further suppose t(a) ∈ δ and t(b) ∈ σ.
Since a × b ∩ δ × σ is non-empty there is a point (p, q) ∈ a × b ∩ δ × σ, and
we have δ+p × δ
+
q ⊆ δ × σ. Let a
′ and b′ be closed subarcs containing p and q
respectively. The set Ja′K∩ Jb′K is non-empty by hypothesis, and by definition any
g ∈ Ja′K ∩ Jb′K is a hyperbolic element that makes δ+p ∩ δ
+
q heavy. The other three
possible orientations of δ × σ are seen to be heavy similarly.
Now suppose a× b ⊆ C(A,B). Let a′ ⊆ a and b′ ⊆ b be any closed subarcs. We
will show Ja′K∩Jb′K is non-empty; the other three cases are handled symmetrically.
Let δap be the direction based at p = t(a
′) containing t(a) and δbq be the direction
based at q = t(b′) containing t(b). Since a× b ∩ δap × δ
b
q 6= ∅ and a× b ⊆ C(A,B),
the quadrant δap × δ
b
q is made heavy by some g ∈ G, so ωA(g) ∈ ωA(δ
a
p) and
ωB(g) ∈ ωB(δbq). For any points p
′ ∈ a′ and q′ ∈ b′, the directions based at
p′ and q′ containing t(a′) and t(b′) respectively contain δap and δ
b
q; we conclude
g ∈ Ja′K ∩ Jb′K. 
10. Adding based length functions
Culler and Morgan used based length functions to show that the irreducible tree
realizing a length function is unique up to isometry. To understand the isometry
type of a tree realizing ℓ+m when ℓ and m are compatible we also analyze based
length functions. The following lemma is used in the proof of Theorem 1.3 to
conclude that the core of two compatible trees realizes the length function ℓ+m.
Its proof will take the remainder of the section.
Lemma 10.1. Suppose ℓ and m are compatible length functions coming from
compatible G-trees A and B respectively. Let T be the irreducible G-tree realizing
ℓ+m. Then there are points p ∈ A, q ∈ B, and r ∈ T such that for all g ∈ G
Pr(g) = Lp(g) +Mq(g),
where Lp,Mq, and Pr, are the based length functions on G coming from the pairs
(A, p), (B, q), and (T, r) respectively.
The basepoints will be determined by a pair (g, h) that is simultaneously a
good pair for ℓ,m, and ℓ + m. Culler and Morgan used a good pair to give
a formula for a based length function L∗ at a specific basepoint ∗ in the tree
realizing ℓ. Specifically, if g, h ∈ G are a good pair for ℓ a length function realized
by irreducible G-tree A, then
CAg ∩ C
A
h ∩ C
A
gh−1 = {∗}
and
(†) L∗(k) = max{dA(C,D)},
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where C ranges over {CAg , C
A
h , C
A
gh−1
} and D ranges over C · k.
The first tool in the proof of Lemma 10.1 is the existence of a simultaneous
good pair for two compatible length functions.
Lemma 10.2. Suppose ℓ and m are compatible length functions on a group G.
Then there is a pair of elements g, h that is a good pair for both ℓ and m.
Remark 10.3. If (g, h) is a good pair for ℓ and m then it is a good pair for ℓ+m.
This is an immediate consequence of Axiom VI.
Proof. Let A and B be the irreducible G-trees realizing ℓ and m respectively. The
good pair lemma (Lemma 4.6) and its corollary reduce the problem to finding a
pair of elements that satisfy the hypotheses of the good pair lemma in both A and
B simultaneously. Indeed, if x, y ∈ G is such a pair, then Corollary 4.7 implies
there are numbers Jℓ,Kℓ, Jm,Km > 0 such that for all j ≥ max{Jℓ, Jm} and
k ≥ max{Kℓ,Km}, (xy)
j , (xy−1)k is a good pair for both ℓ and m as required.
We will now find such a pair x, y ∈ G. Let g, h ∈ G be a good pair for ℓ and
a, b ∈ G be a good pair for m. Recall (Lemma 4.5) that a good pair generates a
rank two free subgroup consisting of hyperbolic elements, and that algebraically
independent elements of such a subgroup are T -independent.
Consider the group H = 〈g, h〉 ∩ 〈a, b〉 ≤ G. We consider the following cases:
• H ≥ F2,
• H is an infinite cyclic group,
• H is the trivial group.
Case H ≥ F2 ∼= 〈x, y〉. Since ℓ and m are coherently oriented we can choose
the generators x and y so that they satisfy the orientation hypothesis of the good
pair lemma for ℓ and m simultaneously. After passing to a power we may further
assume ℓ(y) < ℓ(x) and m(y) < m(x). Every algebraically independent pair of
elements in H both A and B independent by Lemma 4.5, so x, y is the desired
pair.
Case H ∼= 〈z〉 an infinite cyclic group. Pick any g′ ∈ 〈g, h〉 and a′ ∈ 〈a, b〉
algebraically independent from z. Note that g′ is hyperbolic in ℓ and a′ is hyper-
bolic in m. Since a′ is infinite order and the action of G on A is effective, there
are finitely many values nA,i > 0 such that ∂Az · g
′a′
nA,i ∩ ∂Az 6= ∅. Since a
′ is
hyperbolic in m and independent of z there is an NB such that for n > NB the
intersection ∂Bz · g′a′
n ∩ ∂Bz = ∅. Fix N ≥ maxi{NAi , NB}, sufficiently large so
that y = g′a′
N
is hyperbolic in both ℓ and m. By construction we have
∂Ay ∩ ∂Az = ∂By ∩ ∂Bz = ∅.
Since ℓ and m are coherently oriented, we can find a (possibly negative) integer
K such that the pair zK , y satisfies the orientation and magnitude hypotheses of
the good pair lemma in both ℓ and m.
Case H is trivial. Pick N > 0 such that gaN is hyperbolic in both ℓ and m,
and ∂Bga
N ∩ ∂Bb = ∅ (this last condition is possible since a and b have distinct
fixed end sets). Using an argument similar to the previous case, first pick K > 0
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such that
∂Aga
N · hK ∩ ∂Ab = ∅
∂Bga
N · hK ∩ ∂Bb = ∅
and then M > 0 such that hKbM is hyperbolic in both ℓ and m, and
∂Aga
N · hKbM ∩ ∂Aga
N = ∅
∂Bga
N · hKbM ∩ ∂Bga
N = ∅.
With x = gaN and y = hKbM , we can again use the coherent orientation of ℓ and
m to find a power J such that xJ , y is the desired pair. 
The next lemma allows us to analyze the maximum in Equation † in a simul-
taneous manner for compatible trees.
Lemma 10.4. Suppose ℓ and m are compatible length functions on G corre-
sponding to G-trees A and B. If f, g, h ∈ G are hyperbolic in both ℓ and m and
CTf ∩C
T
g ∩C
T
h = {∗
T} for T = A,B, then for each y ∈ G there is an x ∈ {f, g, h}
so that the geodesic [∗T , ∗T · y] intersects CTx in a point, for T = A,B.
Corollary 10.5. With ℓ,m,A,B and f, g, h ∈ G as above, for all z ∈ G there is
a pair (x, y) ∈ {f, g, h}× {z−1fz, z−1gz, z−1hz} such that the geodesic [∗T , ∗T · z]
meets CTx and C
T
y in a point for T = A,B.
Proof of Corollary. Apply the lemma to z and z−1 and translate. 
Proof of Lemma 10.4. Fix y ∈ G. Let α = [∗A, ∗A · y] and β = [∗B, ∗B · y].
Suppose, for a contradiction, that for each x ∈ {f, g, h} either α∩CAx or β∩C
B
x is
an arc. Since CAf ∩C
A
g ∩C
A
h is a point, up to relabeling we may assume α∩C
A
f is
a point and β ∩CBf is a positively oriented arc. Further, up to relabeling g and h,
we can assume that β meets CBg in a point, as C
B
f ∩C
B
g ∩C
B
h is also a point. By
our supposition, α∩CAg must be an arc, and we relabel so that the intersection is
positively oriented. Figure 9 gives a schematic.
Since f is hyperbolic in ℓ and CAy ∩C
A
f is at most a point, y
−1f is hyperbolic in A.
The axis of CA
y−1f
contains α (this can be seen by considering the Culler-Morgan
fundamental domain), so CA
y−1f
∩ Cg is an arc, and (y−1f, g) ∈ Oℓ. Consider
β ∩CBf = [∗
B, p]. The characteristic set of CB
y−1f
contains [∗B · y, p, p · f ], and the
shortest path from this characteristic set to the axis CBg is the arc [∗
B, p], hence
CB
y−1f
∩ CBg = ∅ and (y
−1f, g) ∈ Dm. This is a contradiction, as ℓ and m have
compatible combinatorics. 
We are now well-situated to use a simultaneous good pair to establish Lemma
10.1.
Proof of Lemma 10.1. By Lemma 10.2 and the following remark, there is a pair
g, h ∈ G that is a good pair for ℓ,m, and ℓ + m. Let p, q, and r be the triple
intersection point
CSg ∩ C
S
h ∩C
S
gh−1
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α
CAf C
A
g
∗A ∗A · y
β
CBf
CBg
∗B
∗B · y
p
Figure 9. Schematic of the troublesome construction.
for S equal to A,B, and T respectively. Using Equation † we have for all y ∈ G
Pr(y) = max{dT (C,D)},
where C ranges over {CTg , C
T
h , C
T
gh−1
} and D ranges over {CTg ·y, C
T
h ·y, C
T
gh−1
·y}.
Calculating the distance between particular choices ofC = CTx andD = C
T
z , z =
y−1x′y we have
dT (C
T
x , C
T
z ) =
1
2
max{0, (ℓ+m)(xz)− (ℓ +m)(x)− (ℓ +m)(z)}
=
1
2
max{0, ℓ(xz)− ℓ(x)− ℓ(z) +m(xz)−m(x)−m(z).}
Since ℓ and m are coherently oriented,
ℓ(xz)− ℓ(x)− ℓ(z) ≥ 0⇔ m(xz)−m(x) −m(z) ≥ 0.
Therefore
dT (C
T
x , C
T
z ) =
1
2
max{0, ℓ(xz)− ℓ(x)− ℓ(z)}+
1
2
max{0,m(xz)−m(x)−m(z)}
= dA(C
A
x , C
A
z ) + dB(C
B
x , C
B
z ).
Hence, it suffices to show that the maxima in Equation † for Lp(y) and Mq(y)
occur for the same pair in {g, h, gh−1} × {y−1gy, y−1hy, y−1gh−1y}. This is the
exact content of Corollary 10.5. 
Remark 10.6. In applications of Lemma 10.1 it will be important to use that the
points p, q, and r come from a mutually good pair (g, h).
11. Proof of Theorem 1.3
We are now in a position to give a proof of our main theorem.
Theorem (1.3). Suppose G is a finitely generated group. Suppose A and B are
irreducible G-trees with length functions ℓ and m respectively. The core C(A,B)
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is one dimensional if and only if ℓ + m is a length function on G. In this case,
Ĉ(A,B) is the irreducible G-tree with length function ℓ+m.
Proof. By Lemma 8.1 ℓ +m is a length function if and only if ℓ and m are com-
patible; by Corollary 9.2 this is also equivalent to C(A,B) being one-dimensional.
Together, this implies ℓ + m is a length function if and only if C(A,B) is one-
dimensional. It remains to compute the length function of Ĉ(A,B) in this case.
Guirardel shows that when C(A,B) is one-dimensional Ĉ(A,B) with the metric
d1, the restriction of the ℓ1 metric on A × B, is a minimal G-tree [11, Theorem
6.1]. To complete the proof we will show that the length function of (Ĉ(A,B), d1)
is ℓ+m.
Let T be the minimal G-tree realizing ℓ +m. Let g, h ∈ G be a good pair for
both ℓ and m, so that the points p = CAg ∩ C
A
h ∩ C
A
gh−1
, q = CBg ∩ C
B
h ∩ C
B
gh−1
,
and r = CTg ∩ C
T
h ∩ C
T
gh−1
satisfy the based length function identity certified by
Lemma 10.1; that is
Pr(y) = Lp(y) +Mq(y)
where Lp, Mq, and Pr are based length functions for A,B, and T respectively.
Suppose (p, q) ∈ Ĉ(A,B), and that C(p,q) is the based length function for Ĉ(A,B).
We have, for all y ∈ G
C(p,q)(y) = Lp(y) +Mq(y) = Pr(y),
and so by classical results of Alperin and Moss [1] or Imrich [13], T is equivariantly
isometric to Ĉ(A,B), and the length function on Ĉ(A,B) is ℓ+m as required.
Why is (p, q) ∈ Ĉ(A,B)? Suppose δx×δy is a quadrant based at (x, y) containing
(p, q). Since the axes in A of the three elements g, h, and gh−1 intersect in a point,
at most two of
{ωA(g), ωA(h), ωA(gh
−1), ωA(g
−1), ωA(h
−1), ωA(hg
−1)}
are not in ωA(δx), and similarly at most two of
{ωB(g), ωB(h), ωB(gh
−1), ωB(g
−1), ωB(h
−1), ωB(hg
−1)}
are not in ωB(δy), so there is an f ∈ {g±, h±, (gh−1)±} with
ωA(f) ∈ ωA(δx) and ωB(f) ∈ ωB(δy),
that is the quadrant δx × δy is made heavy by f . Hence (p, q) ∈ Ĉ(A,B) and we
are done. 
Remark 11.1. The proof suggests an alternate construction of the augmented core
of compatible trees. Use Chiswell’s construction of a tree from a based length
function on Lp(y) +Mq(y) [6]. The sum decomposition gives a way to define the
projection map. Verifying minimality and convexity of fibers would then show
that the resulting tree is the augmented core, giving an alternate proof. However,
this approach quickly gets technical and obscures the importance of simultaneous
good pairs, so we do not develop it further.
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12. Additive properties of G-trees
Throughout this section suppose that A and B are compatible irreducible G-
trees, so that Ĉ(A,B) is also an irreducible G-tree. When A and B are stable or
small, Ĉ(A,B) shares this property, suggesting a meta-principle: minimal common
refinements of G-trees should retain algebraic properties shared by the base trees.
The case of very small trees illustrates that this principle is false in general, and
that only arcwise properties are shared.
The main tool in understanding the global structure of Ĉ(A,B) is the following
local structure lemma.
Lemma 12.1. Suppose A,B and Ĉ(A,B) are G-trees. Let πT : Ĉ(A,B) → T
denote the projection maps to A and B.
No collapses: For every arc e ⊆ Ĉ(A,B)
lengthA(πA(e)) + lengthB(πB(e)) > 0.
No local folds: For every pair of geodesic arcs α, β : [0, ǫ) → Ĉ(A,B) with
α(0) = β(0), if πT ◦ α([0, ǫ)) ∩ πT ◦ β([0, ǫ)) for T equal to either A or B,
then there is a 0 < δ < ǫ such that
α([0, δ)) = β([0, δ)).
Proof. Suppose S ⊆ Ĉ(A,B) such that
diamA(πA(S)) = diamB(πB(S)) = 0.
Then πA(S) = {p} and πB(S) = {q}, hence S ⊆ {(p, q)}, a point. Therefore if e
is an arc
lengthA(πA(e)) + lengthB(πB(e)) > 0.
Now suppose α, β : [0, ǫ)→ Ĉ(A,B) are geodesic arcs with α(0) = β(0) = p˜ and
α((0, ǫ))∩β((0, ǫ)) = ∅. For a contradiction, suppose that e = πA ◦α([0, ǫ))∩πA ◦
β([0, ǫ)) contains an arc. Let q ∈ e be a point not equal to πA(p˜). By construction,
there are points
q˜α ∈ π
−1
A (q) ∩ α([0, ǫ))
and
q˜β ∈ π
−1
A (q) ∩ β([0, ǫ))
and q˜α 6= q˜β. Further, the unique arc joining q˜α to q˜β is the geodesic [q˜α, q˜β ],
which contains p˜ by construction. Since p˜ 6∈ π−1A (q), we conclude that the fiber
over q is not convex, a contradiction. 
Corollary 12.2. If A and B are compatible simplicial G-trees then Ĉ(A,B) is
a simplicial G-tree and for each edge e ∈ Ĉ(1)(A,B), either πA|e or πB |e is a
homeomorphism.
Proof. Guirardel shows the augmented core of simplicial trees is always a simplicial
complex [11, Proposition 2.6], and the projection maps are simplicial. By the
lemma, for every edge e, either πA(e) or πB(e) is an edge. 
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The local structure of Ĉ(A,B) immediately forces Ĉ(A,B) to inherit restrictions
on the arc stabilizers of A and B.
Lemma 12.3. If A and B are compatible small G-trees, then Ĉ(A,B) is also a
small G-tree.
Proof. Suppose e ⊆ Ĉ(A,B) is an arc. From the local structure lemma we may
assume, without loss of generality, that πA(e) is an arc. Since πA is equivariant, we
have Stab(e) ≤ Stab(πA(e)), hence Stab(e) is cyclic or trivial, as required. (Note
that, though we assume that πA(e) is non-trivial, since we are relabeling we do
require that both A and B be small.) 
Recall that the G-trees encountered in practice are often “stable” trees, and
that stable trees admit a detailed analysis via the Rips machine [4]. The definition
of stability is often stated in terms of subtrees, however it is essentially a condition
on arc stabilizers.
Definition 12.4. Let T be a G-tree. A non-degenerate subtree S ⊂ T is a stable
subtree if for every non-degenerate S′ ⊆ S, Stab(S) = Stab(S′). A tree T is stable
if for every non-degenerate T ′ ⊆ T there is a stable subtree S ⊆ T ′.
Note that if S1 and S2 are stable subtrees of T with non-degenerate intersection
then S1∪S2 is stable, so that every stable subtree is contained in a maximal subtree.
Note also that Definition 12.4 could be phrased in terms of stable arcs.
Lemma 12.5. Suppose A and B are compatible stable G-trees, then Ĉ(A,B) is
also a stable G-tree.
Proof. Let {Ai} and {Bj} be the families of maximal stable subtrees of A and
B respectively. Since A and B are stable, A = ∪Ai and B = ∪Bj . Define
Cij = Ĉ(A,B) ∩ Ai ×Bj , and note that Ĉ(A,B) = ∪Cij .
Suppose T ⊆ Ĉ(A,B) is a non-degenerate subtree. The intersection Tij =
T ∩ Cij must be non-degenerate for some i and j. There is a non-degenerate
subtree S ⊆ Tij such that either
• S = {∗} × SB
• S = SA × {∗}
• or for every non-degenerate S′ ⊆ S both πA(S′) and πB(S′) is non-
degenerate.
In the first case, for all S′ ⊆ S, πA(S
′) = πA(S), and in the second πB(S
′) =
πB(S). We claim that S is the desired stable subtree of T . Indeed, πA(S) ⊆ Ai
and πB(S) ⊆ Bj , so for any non-degenerate S′ ⊆ S, either πT (S′) = πT (S) or
πT (S
′) is a non-degenerate subtree of a stable subtree for both T = A and T = B,
and we have
Stab
Ĉ(A,B)(S
′) = StabA(πA(S
′)) ∩ StabB(πB(S
′))
= StabA(π(S)) ∩ StabB(πB(S))
= Stab
Ĉ(A,B)(S).

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Remark 12.6. The above proof is significantly more general, and applies to any
equivariant embedding T → A×B.
Very small trees demonstrate the limitations of the na¨ıve meta-principle sug-
gested in the introduction of this section. In the definition of very small, in addition
to requiring that arc stabilizers be cyclic, tripod stabilizers are required to be triv-
ial. This second condition is not an arc-wise condition, and is not preserved by
the core, even in the nicest possible setting.
Example 12.7. Let F4 = 〈a, b, c, g〉 and identify F4 with the fundamental groups
of the following two graphs of groups via the given marking.
xa
Gva = 〈a, g〉
xb
Gxb = 〈b, g〉
xc
Gxc = 〈c, g〉
Guab = 〈g〉
uab
Gubc = 〈g〉
ubc
A¯
ya
Gya = 〈a, g〉
yc
Gyc = 〈c, g〉
yb
Gyb = 〈b, g〉
Gvac = 〈g〉
vac
Gvcb = 〈g〉
vcb
B¯
Assign all edges length one, and treat A¯ and B¯ as metric graphs. Observe that
the Bass-Serre trees A and B are simplicial very small F4-trees.
Claim. The trees A and B are compatible, and the augmented core Ĉ(A,B) is not
very small.
Proof of Claim. recisely, we will show Ĉ(A,B) = T where T is the Bass-Serre tree
of the graph of groups
〈g〉
〈a, g〉
〈b, g〉
〈c, g〉
w
a
g
G
w
a
g =
〈g〉
Gwbg = 〈g〉
wbg
w
c
g
G
w
c
g
=
〈g
〉
T¯
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Define f˜A : T → A by the equivariant collapse induced by the map fA : T¯ → A¯
fA(wag) = uab
fA(wbg) = xb
fA(wcg) = ubc
and similarly define f˜B : T → B by
fB(wag) = vac
fB(wbg) = vcb
fB(wcg) = yc.
By construction, the product map f˜ : T → A×B has connected fibers an its image
is connected and F4 invariant, so Ĉ(A,B) ⊆ f˜(T ). We calculate f˜(T ) explicitly
for a fundamental domain of T which covers fundamental domains for A and B:
f˜(w˜ag) = ∆(u˜ab × v˜ac)
f˜(w˜bg) = {x˜b} × v˜cb
f˜(w˜cg) = u˜bc × {y˜c}.
Therefore f˜(T ) ∼= T .
To show Ĉ(A,B) = T it suffices to show the three edges of a fundamental
domain for T are either in C(A,B) or are diagonals of twice light rectangles. Orient
w˜ag, u˜ab, and v˜ac consistently. By construction Ju˜abK = Jv˜acK and Ju˜abK = Jv˜acK,
which implies that u˜ab× v˜ac is twice light with the positively oriented diagonal the
main diagonal, by the remark following Lemma 9.1. Hence f(w˜ag) ⊆ Ĉ(A,B).
We will also use the many horizon condition to show f˜(w˜bg) ⊆ Ĉ(A,B). Orient
v˜cb so that t(v˜cb) = y˜b. Every direction δ
x˜b
p ⊆ A containing x˜b faces some b
conjugate of a hyperbolic element, and Jv˜cbK contains all b conjugates, so all sets
Jδx˜bp K∩ Jv˜cbK are non-empty. Every direction containing x˜b also faces either some a
conjugate of some hyperbolic element or some c conjugate; the set Jv˜cbK contains
all a and c conjugates, so all sets Jδx˜bp K ∩ Jv˜cbK are non-empty, whence f˜(w˜bg) ⊆
Ĉ(A,B).
The argument to show f˜(w˜cg) ⊆ Ĉ(A,B) is symmetric. Therefore Ĉ(A,B) ∼= T
as claimed, and this tree is evidently not very small. ⋄
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