The doping-dependent, near-band-edge optical-absorption coefficient CY (hv) was deduced from optical transmission measurements in n-type GaAs thin films. The selenium-doped films were grown by metalorganic chemical-vapor deposition and do ed to produce room-temperature electron concentrations from 1.3 x 10" to 3.8X 1018 cm-P . The transmission measurements covered photon energies between 1.35 and 1.7 eV and were performed on double heterostructures with the substrate removed by selective etching. The results show good qualitative agreement with previous studies and good quantitative agreement, except for the heavily doped samples. For na=3.8 X 10" cme3, a( 1.42 eV> is approximately four times that reported by previous workers. Secondary-ion-mass spectrometry measurements on flms grown under differing conditions demonstrate that a(hv) is sensitive to electrically inactive dopants and supports the hypothesis that precipitates or compensation influenced previous measurements. These comprehensive results on high-quality, uncompensated material should prove useful for fundamental studies of optical transitions in n-type GaAs as well as for modeling optoelectronic devices.
I. INTRODUCTION
Knowledge of the doping dependence of the nearband-edge absorption coefficient versus photon energy a(hv) is vital to describe photoluminescence in GaAs,lm3 to calculate the emission spectra for GaAs lasers,j to model photon recycling in double heterostructures,s-8 and to test band-structure calculations of heavily doped G~As.~-" Workers in these fields typically make use of the classic and comprehensive study of a (h) by Casey, Sell, and Wecht,12 but in a later paper, Casey and Stern4 expressed concern about the data for n-type GaAs. Their concern stemmed from the fact that they were unable to model theoretically the measured a(hv), its use in the van Roosbroeck-Shockley expressiont3 did not produce the measured emission spectra,4 and because the results differed from those of previous efforts5i4 Because the measurements of Casey and co-workers were performed on melt-grown GaAs, there was concern that compensation and precipitates might have influenced the results.4 In spite of these concerns, workers have continued to use the data of Casey and co-workers because there are no other comprehensive data available.
In this article we present a comprehensive characterization of the doping-dependent, near-band-edge absorption coefficient in n-type GaAs grown by modern epitaxial techniques. Transmission experiments were used to deduce a(hv) over the photon energy range of 1.35-1.7 eV. The six selenium-doped films had room-temperature electron concentrations from 1.3~ 10" to 3.8 x lOi cmA3 and were grown by metalorganic chemical-vapor deposition (MOCVD). While the qualitative agreement with Casey and co-workers' work is good, we find important quantitative differences. For electron concentrations less than lo'* cmm3, we find good agreement with Casey and co-workers' data for the absorption tail, but for higher energies we find that a is 20%-25% larger than is Casey and co-workers '. At the highest electron concentration studied, we find that a( 1.42 eV) for our samples is four times higher than that measured by Casey and co-workers. We demonstrate that Casey and co-workers' measurements were likely influenced by compensation in his samples. This new and comprehensive data for high-quality, n-type GaAs will prove useful for basic studies as well as for device modeling.
II. EXPERIMENTAL PROCEDURES
The n-GaAs films were double heterostructures (DHs) grown by MOCVD at atmospheric pressure on horizontal-Bridgman substrates heated to 740 "C by radiofrequency induction. The growth rate was 6 pm/h, except for the films with nc=2.4~10'~ cmM3 for which the growth rate was 4 pm/h. The doping agent was hydrogen selenide (from Scott Specialty Gases) diluted to 55 ppm with hydrogen, and the sources were trimethyl aluminum, trimethyl gallium, and 100% arsine. The V/III ratio was maintained at 30, with the exception of the films with no= 2.4 X lOI crne3 for which the V/III ratio was 45. Further details of the growth are described elsewhere.15
The basic structure of the DHs is shown in Fig. 1 . The cladding Alc3Gao.TAs layers provide carrier confinement for lifetime measurements" while the Alas5Ga0.15As acts as an etch-stop layer.16 The electron concentrations tabulated in Table I were measured by the van der Pauw technique using the thickest film at each concentration. The selenium concentration was measured by secondary-ion- mass spectrometry (SIMS) in a Cameca IMS-3f using cesium as the ionizing source. The electron concentration was found to be approximately equal to the selenium concentration for all films except those grown at 4 pm/h (no=2.4x 10" crnm3 ). Table I lists the measured thickness of each of the DHs used in this study. The thicknesses were determined with a scanning electron microscope (SEM) by viewing an adjacent piece of the wafer after it had been "stained" by a 25 s dip in a solution of de-ionized (DI) water, hydrofluoric acid (HF), and 30% hydrogen peroxide (H,O,) mixed with a ratio of 10: 1:l DI:HF:H202.
To prepare the samples for the transmission experiments, a hole was etched through the substrate by wet chemical etching. The samples were placed face down in black wax melted on a glass slide. The wax covered the edges and part of the substrate, leaving an area of the substrate exposed in the middle. The mounted sample was then immersed in a room-temperature solution of 50 g of granular citric acid dissolved in 50 ml of DI water and 10 ml of H202. The typical etching time before the Alcs5Gac,sAs layer was exposed was 36 h. Since this mixture etches Ales5Gac15As as much as 100 times more slowly than it etches GaAs,16>18 the area of exposed Al,,s,Gacl,As looked specular relative to the rough back of the substrate. Once this specular area of exposed AlossGac15As was large enough (2-3 mm in diameter), the sample was rinsed in DI and the Ales5GaelsAs layer was removed by a 30 s dip in hydrogen fluoride (HF) diluted with DI to 5% by volume. (HF removes high mole fraction AlGaAs much faster than it does low mole frac- tion AlGaAs. "J ) The sample was then unmounted by soaking in trichloroethane. The thin film was still attached at the periphery to the substrate, so the sample was easily handled with tweezers. Where the substrate was removed, the thinner DHs (w <4 ym) exhibited a slight bowing possibly due to the lattice mismatch of the GaAs-AlGaAs interfaces, but no evidence of strain was observed in the results. Figure 2 shows a block diagram of the experimental apparatus. The output of a 1000 W halogen lamp was focused onto the input slit of a Q m scanning monochromator. The slit widths were set to 0.3 mm which allowed a bandpass of less than 2 nm full width at half-maximum at 545 nm. (This was measured by observing the output of the monochromator illuminated with a mercury vapor lamp.) A long-pass filter with a 50% cutoff at A=630 nm was used to block higher-order wavelengths transmitted through the monochromator. The output of the monochromator was collimated using a fused silica plano convex lens and an aluminum mirror with a radius of curvature of 1.0 m. The focusing mirror had a 0.1 m radius of curvature, narrowing the light beam to an area about 2 mm in diameter. Light detection was by an Sl photomultiplier used at room temperature. The measurements were taken while the room temperature was 18-20 "C. The output wavelength of the monochromator was varied from 700 to 1000 nm in steps of 2.0 nm. Data were taken over all wavelengths with the sample illuminated from the back side, and then data were recorded with the sample removed.
Ill. DEDUCING ABSORPTION COEFFICIENT FROM TRANSMITTANCE
This section describes the general technique we use to analyze the transmittance data, and then as an aid to understanding we detail the analysis for the samples with no=3.7X 101' cmm3 . The transmittance T( hv), or fraction of light transmitted through a three-layer absorbing structure, is a complicated function of the complex indices of refraction and thicknesses of the three layers.20S" For strongly absorbed light, interference effects are minimal, which greatly simplifies the expression for T(hv). Additional simplifications result because there is no absorption in the AlssGas7As cladding layers for the wavelength range of interest, and because the reflectivity at the AlssGaeTAs-GaAs interfaces is less than 1 %.22-24 Sell and Casey used these simplifications to write the transmittance of a three-layer Al,Ga,-&/GaAs/Al,Ga, -As structure as25
For our work, R is the reflectance of a single air-AlejGao.-IAs interface (not the reflectance of the threelayer structure), and w is the thickness of the GaAs active layer. Equation ( 1) ignores interference effects, which only affect measurements with weakly absorbed light. In Eq.
( 1) both T(hv) and w are determined experimentally so only R is needed to deduce a(hv).
For very low-energy photons the DHs are nonabsorbing Fabry-Perot cavities; the well-known relationship between the transmittance of a Fabry-Perot cavity and R is written as26
where 0 =2nwn,s/L, and neK is the index of refraction. Equation (2) shows that there is no unique value of T' (hv) from which we can deduce a value for R. We can, however, define a quantity T,,, which is the average of T' (hv) for photons below the band gap. T' (hv) in Eq. (2) peaks in intervals of 0=mr, where m is an integer, so to find T,", theoretically one integrates Eq. (2) for one period between 0 = rnr and 0 = (m + 1) rr [two arbitrary peaks in T'(hv)] and divides by the length of the integrand n-(this is detailed in the Appendix).
The result of this integrationz7 is that (3) which directly relates TaV, and R. T, can be computed from experiment by averaging the T(hv) data over the range of photon wavelengths where 0.9<d<l.O ,um and a(hv) =O. For all electron concentrations, T,,, of the thickest DH was within *O.Ol of 0.54. Equation (3) yields R=0.30*0.01 and Eq. (4) below gives-values of 3.4&O. 1 for the index of refraction of the Alo.sGae7As layers. Previous authors22923 obtained n-3.4 in nominally undoped Alc3Gae,As for this range of photon energies.
An issue which arises in using Eq.
( 1) to relate T( hv) and a (hv) is that Eq. ( 1) where data for n, the index of refraction of the nonabsorbing Ale3GaeTAs layers, are taken from the literature for nominally undoped Alo.3Gae7As.23 We find that R=0.31 AO.01 for the photon energies of interest, which is similar to that deduced from T,,,. The reason we deduce R from T,,, rather than from the literature data for n of the Als3Gae,As is that our Alc3Gac7As layers are highly doped and the literature data are for nominally undoped Ab.3Gao.7As. 23
Using Eq. (1)) we have the greatest confidence in the a (hv) deduced from the measured transmittance for O.OOS<T(hv)<0.35.
T(hv) ~0.005 is the limit of our experimental accuracy, and for T( hv) > 0.35, multiple internal reflections can cause increased uncertainty. Figure 3 shows the transmittance for two of the DHs with ~2~~3.7~ 1017 cmw3. The oscillations for photon energies below the band-gap energy are due to interference effects which one can model by treating the DH as a Fabry-Perot cavity. The transmittance of the sample with w=2.32 pm peaks near 1.0, which indicates that the surfaces are specular. By noting the regions of the plots of Fig. 3 where O.O05(T(hv) ~0.35, it is observed that each of the two DHs has a different wavelength range for which a (hv) can be deduced. Each DH thickness, therefore, contributes to a different region of the final plot of a (hv) . Overlap between two regions provides a check for self-consistency. An illustration of this is shown in Fig. 4 which plots the contribution from each of the three DHs used to deduce a(hv) for no=3.7 X lOi cmm3. The broken and solid lines delineate the contributions of each DH to the deduced a (hv) .
The low-energy region of the curve shows how the interference effects seen in Fig. 3 can generate oscillations in the results if T(hv) >0.35. [Only for the thickest DH at each electron concentration were data for T(hv) > 0.35 used.] The phase of a photon is highly sensitive to the index of refraction and thickness of each layer; we could not model the phase for our structures, because we do not know the precise thicknesses of the Alo.,Gae7As layers and because there are no data for the index of refraction for contributes to determining a(hv) for no=3.7X lOI cm-". The region of the curve with smallest a(hv) also shows how the interference effects seen in Fig. 3 can generate oscillations in the results. The line drawn through the oscillations is the result of a least-squares fit to the log of a(hv). This was done for all doping concentrations in a like manner to produce the tinal results.
heavily doped Alo.3G%.-IAs. We therefore "draw" a line through the oscillations by performing a least-squares fit to the log of a(hv) deduced from the T(hv) data of that particular DH. This was done for all electron concentrations in a like manner to produce the final results. Interestingly, we found that the magnitude of the Fabry-Perotlike oscillations in T( hv) increased with increasing selenium concentration, making it increasingly difficult to deduce a(hv) for weakly absorbed light. Figure 5 illustrates this by showing a (hv) deduced from Eq. ( 1) for the 8.7 pm DH with no=3.8X 10" cme3 and also shows the least-squares fit for a(hv) of that DH. Although the oscillations are much stronger than those depicted in Fig. 4 , the least-squares fit describes the data nicely. 10' -9 ' r I 
IV. RESULTS
Figures 6 and 7 show the results for the six electron concentrations. For ~1~ <1.0X lo'* cme3, the data displayed in Fig. 6 show behavior that is qualitatively similar to that of previous authors.2v '2"4 The data show the expected exponential absorption tail known as the Urbach tai1.28 Blakemore has reviewed possible causes of the Urbath tail seen in previous studies. In accordance with previous concentration-dependent works,212*14 the slope of the absorption tails in Figs. 6 and 7 is observed to decrease with increasing electron concentration; this effect is typically attributed to tails in the density of states, caused-by the impurity atoms. 4'30 As no increases, the absorption tail is shifted to higher energies, which is due to the filling of electron states, known as the Burstein shift.31 Of special note is the fact that the value of a(hv) at hv= 1.7 eV for IZ,,= 1.0 X lOi cmw3 (see Table II ). A similar effect was also observed by Casey and co-workers for n,-,=5.9X IO" cms3 . As shown in Fig. 7 , the slope of the absorption tail continues to decrease with increasing electron concentration for no> 10" cmw3, and the magnitude of the Burstein shift continues to increase. At high energies a( hv) approaches nearly the same value for those four electron concentrations depicted in Fig. 7 , and with the exception of 4,=3.7X lOI' cmm3, the values of a(hv) at hv= 1.7 eV for all concentrations are within 2.32 ht.07 X lo4 cm-'. Table  II lists the values of a(hv) for five of the six electron concentrations; the data for no=2.4X lOI8 cme3, omitted because they are inconsistent with the others, are discussed in Sec. V.
A significant aspect of these results is that a(hv) for n,=2.2X 1Or8 crnm3 and n,-,=2.4~ lOI8 cm-s are quite dissimilar while a(hv) of 2.4 and 3.8X 10" cmh3 are nearly indistinguishable.
Remember that the films with no = 2.4 X lOI cm-3 were grown at a slower rate by adjusting the III-V flow ratio. In Sec. V we discuss results of SIMS measurements which show that the actual concentration of selenium in the films with the electron concentration of no=2. 4X10'8 cmm3 was Ns,=4.1X101* atoms/cm3, far greater than the free-electron concentration given by the van der Pauw technique.
Uncertainty in the results for extracted a(hv) arises largely from uncertainty in T(hv), R, u), and the interference effects. Measured values for T(hv) and w should be accurate to within l%, and Sec. III showed that R is accurate to within about 3%-which leads to ~3% uncertainty in the quantity ( 1 -R) 2. This means that the expected uncertainty of a(hv) deduced from data within the range for which 0.005<T(hv) <0.35 is about 3%, and this is consistent with the results for hv= 1.7 eV.
V. DISCUSSION
We now quantitatively compare our results to the often-cited data reported by Casey and co-workers," which is the most comprehensive study of a (hv) in n-type GaAs. Casey and co-workers combined transmission measurements on thick samples to determine a(hv) for values less than lo3 cm-' and a Kramers-Kroenig3' analysis of reflection measurements to determine higher a (hv) . Since the carrier concentrations of our samples differ from those of Casey and co-workers, the "results" we present from their work are actually interpolated to the electron concentrations we measured in our samples. Also, Casey and coworkers did not measure the absorption tail of their sample with no=5.0x lOi cmh3, but instead used Sturge's data33 to complete the plot. Finally, to quantitatively compare the results in the absorption edge, one must first account for the expected change in the band gap due to differences in the measurement temperatures [about 0.5 meV/K near our measurement temperature of T~r292 K (Ref. 29) ]. Casey and co-workers' data, measured at T=297 K and shown in Figs. 8 and 9 , do not include the -2.5 meV shift because it is not observable for the scale used in those figures.
For our ~ze= 1.3 X 10" cme3 samples, we find a steeper absorption tail than did Casey and co-workers, but a slope similar to that of Sturge. Our a(hv) above the band gap are larger than the data of Casey and co-workers by about 20%-25%. For n,=3.7~10'~ and 1.0~ lOI8 cmm3, our results agree with those of Casey and co-workers for a (hv) < 3000 cm-', as represented in Fig. 8 for n0=3 . 7X101' cme3; but, again, our a(hv) above the band gap are larger than the data of Casey and co-workers. Thus, we do find strong quantitative agreement with Casey and co-workers, but only in a narrow range of electron concentration and only in the region where they relied on transmission experiments for deducing a(hv). Casey and Stern felt that the Kramers-Kroenig analysis would be less accurate on n-type GaAs than on p-type GaAs,4 so the discrepancy for high-energy photons is not surprising.
At higher electron concentrations, we find that our data differ substantially from those of Casey and coworkers for no=2.2 and 3.8 x 10" cms3, but are similar in the absorption edge for n0=2.4X 1018 cme3. Figure 9 compares our results for n,,=3.8~ 1018 cmm3 to those of Casey and co-workers interpolated to n,=2.4 and 3.8X 1018 cm -'. For n0=3.8X 1018 cmm3, our data show a steeper Urbach tail and the absorption edge occurs at a lower photon energy, as evidenced by the fact that a= 1000 cm-' at hv= 1.43 eV for our data and at hv= 1.47 eV for that of Casey and co-workers, after the band-gap shift. The ratio of a for hv= 1.42 eV of this work to Casey and co-workers at no=3.8X 10" cmm3 after the band-gap shift is about four. Although our results for no= 3.8 X lOi cmv3 do not agree with Casey and co-workers' for no=3.8X 1018 cms3, our results for no=3.8X 10" cmm3 agree quite well with their a(hv) for no=2.4X lOi cmw3. Remembering that our a(hv) for no=2.4X lOI8 and 3.8X lOi cmw3 are quantitatively similar, we conclude that our a(hv) for no=2.4X 1018 cmw3 agree reasonably well with Casey and co-workers' interpolated data. We discuss below the fact that our films with na=2.4 and 3.8X 1018 cm-3 and their wafers with no interpolated to no=2.4X lOi cmM3 all have similar dopant or impurity concentrations although varying electron concentrations. We conclude that it is the similarity of the impurity concentrations that leads to the similarity in a (hv) among the three samples with data plotted in Fig. 9 . Figure 10 shows the SIMS data for our films grown by MOCVD. Each sample was probed in several different areas and the measured dopant concentrations averaged to determine the selenium concentration in each sample. The data that were averaged for each sample were within -i: 15% of each other in all cases and within f 10% for all but the sample with no=2.2X lOI8 cmp3. Since SIMS is more accurate when trying to find relative concentrations rather than absolute concentrations, the SIMS results were then scaled using the lowest electron concentration measured by the van der Pauw technique to produce the data points in Fig. 10 . The abscissa of Fig. 10 is the electron concentration as measured by the van der Pauw technique, the ordinate is the selenium concentration as measured by SIMS, and the line represents the expected electron con- centration if all the impurities were ionized with no compensation (no=ND). The data suggest that the impurities were fully ionized with no compensation in all the films with the exception of those with no=2.4x lOi cmF3, for which the actual selenium concentration deduced from SIMS was N,,-4.1 x 101* cme3. The mass spectra of the two most highly doped films (these have similar selenium concentrations) reveal no other impurities that could cause compensation. Finally, Table III shows the measured mobilities of the samples. These mobilities are consistent with data previously reported for n-GaAs;34*3' this includes the mobility of the sample with no=2.4x 1018 cmm3. We therefore see no evidence of compensation in any of these films. 7." There is agreement at the absorption edge, but significant differences exist at photon energies greater than the band gap.
SIMS measurements showed that the actual selenium concentration was Ns,-4. 1 x 10'" cm-3 for our reducedgrowth-rate films in which no=2.4x lOI8 cm -3, and that Ns,-3.7x1018 cmw3 for the films with no=3.8x1018 cmP3. This similarity of N,, could explain the similarity in a (hv) between these two electron concentrations, which is depicted in Fig. 7 . Note also that Casey and Stern estimated that NL/N-; =5 for the samples used by Casey and co-workers. If they had had a sample with a free-electron concentration of no-2.4X 1018 cmm3, the ionized impurity concentration would correspond to NJ + N; u 3.6 X lOI cme3, nearly the same concentration as our no= 3.8 X 1018 cmM3. Such similarity in Nse could explain why our a(hv) for no=3.8x 1018 cms3 is so similar to the results of Casey The data suggest that the impurities were fully ionized in all the films with the exception of those with %=2.4x 10" cm 3 for which the actual selenium concentration was Ns,=4.1 X lo'* cmW3.
and co-workers, interpolated to n,-,=2,4x 10" cm-'. As a Anal comparison, we found that Casey's data interpolated to na=lSx lOI8 cm-', which corresponds to ND+ +A5 ~2.2 X lOI cmA3, agrees in the absorption tail with our results for nc=2.2~ lOi cm-'. The additional impurities in Casey and co-workers' melt-grown material and ours with n,=2.4~ 10" cmW3 apparently further disturbed the density of states making comparison of results as a function of free-electron density difficult.
VI. SUMMARY AND CONCLUSIONS
We have measured the near-band-edge opticalabsorption coefficient for n-type GaAs with a large range of electron concentration. For a(hv) < 3000 cm-', our results agree with the classic work of Casey and co-workers for no < 10" cmY3. For photon energies above the bandgap energy, however, our results as determined from transmission experiments are 20%-25% greater than Casey and co-workers' a (hv) which were deduced from a KramersKroenig analysis. Since our a(hv) (excepting those of no=3.7~ 1017 cmm3) approach the same value at high en- ergies (to within *3% at hv=1.7 eV>, and Casey and co-workers' results showed similar self-agreement ( f 15% at hv= 1.6 eV>, the relative differences at high energy between the studies are likely due to a systematic difference related to the two measurement techniques or to the two material growth methods. For n > 1018 cm-' our results for a (hv) < 3000 cm-l differ su&antially from the results of Casey and coworkers and this difference becomes more significant with increasing electron concentration. The differences was as much as a factor of 4 for a(l.42 eV) at no=3.8x1018 cms3 . The results presented here provide an accurate characterization of the concentration-dependent, near-bandedge absorption coefficient in high-quality, uncompensated, n-type GaAs. As such, they should prove useful for modeling optoelectronic devices as well as for more fundamental band-structure studies.
