Abstract. An optimal model-based neural evaluation algorithm and an iterative gradient optimization algorithm used in image restoration and statistical filtering are presented. The relationship between the two algorithms is studied. We show that under the symmetric positive-definite condition, a condition easily satisfied in restoration and filtering, intra-pixelsequentialprocessing (IPSP) of model-based neuron evaluation is equivalent to the iterative gradient optimization algorithm. We also show that although both methods provide feasible solutions to fast spatial domain implementation of restoration and filtering techniques, the iterative gradient algorithm is in fact more efficient than the IPSP neuron evaluation method. Visual examples are provided to compare the performance of the two approaches.
Introduction
Bayesian estimation and regularization approaches are two well-known classical techniques in image restoration and statistical 12 The solutions for the two approaches require very high dimensional optimizations for which spatial domain implementation is impractical.' Although the application of the fast Fourier transform (FFT) has achieved high-processing speed, the use of the frequency domain algorithms is limited by conditions such as space invariance and stationarity.
The applications of the Kalman filter5'6 in restoration were probably the first attempt to resolve the dimensionality problem in the space domain by local processing techniques. HowPaper 94-034 received Oct. 4, 1994 ; revised manuscript received July 5, 1995;  accepted for publication July 21, 1995. 1017-9909/95/$6.00.
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ever, Kalman-filter-based algorithms are inherently serial processing techniques that have little in common with the parallel processing nature enjoyed by the human visual system.
Since its return to popularity in the mid-1980s, neural computing has been recognized as an effective means of image processing due to its inherent parallel processing structures. In early visual information processing, a biologically plausible silicon model was proposed. 7 Neural computing has been utilized in a variety of tasks in early vision such as segmentation,8'9 edge 1 and enhancement.'2 Image restoration based on the Hopfield neural computing architecture was introduced by Zhou et and Paik and Katsaggelos.'4 This approach provided the first feasible spatial domain implementation of Bayesian estimation and regularization problems. Restoration using simulated annealing and mean field theory (MFT) has also been reported in the lit- I 5,16 A more sophisticated neural computing model for image restoration was proposed recently by the The model was later generalized to statistical
The method is based on a neural network with hierarchical cluster architecture (NNHCA)'9 and a model-based local neuron evaluation algorithm. Because the model is well mapped to the local structure of image formation, it provides a highly parallel architecture for image processing.
In this paper, a model-based neural evaluation algorithm and an iterative gradient optimization algorithm used in image restoration and statistical filtering are presented. The relationship between the two algorithms is investigated. We
show that under the symmetric positive-definite (SPD) conEach tjk 5 fed back to the corresponding neuron after threshdition, a condition satisfied by restoration and statistical fluolding: tering in terms of Bayesian estimation and regularization, the two are equivalent ifprocessing ofthe image pixels is carried S1k Z(t,k) ' (4) out following exactly the same order. We also demonstrate that the iterative gradient method is able to more efficiently where implement the massive parallel processing structure of neural computing in restoration. Visual examples are provided to compare the performance of the two methods.
.
In a digital image, each image pixel is described by a gray- 
g=Tf+n , 
2j1 j=1 k=1 1=1 i=1 k=1 toration, T is a block Toeplitz matrix representing the effect of a linear point spread function H, and in statistical noise
The interconnection strengths Tk, ji and the bias inputs 1tk are filtering T is the identity matrix I.
determined by comparing Eqs. (2) and (7): A number of Bayesian estimation and regularization criteria have been applied to restoration and statistical filtering. In most cases, the optimization procedure is represented by 
M2
3 Neuron Evaluation and Gradient Optimization where A is a matrix, b is a vector, c is a constant, f1 is an element in f, and L is the maximum value of the gray-level
In this section, a very efficient model-based neuron evaluation functions. Depending on the optimization criterion used, A, algorithm and an iterative gradient optimization algorithm b, and c are functions of T and n. The quadratic structure in are presented. The relationship between the two algorithms (2) may be derived directly or indirectly. The structure of is analyzed.
Eq. (2) is in general SPD.
The most popular neural computing architecture used in 3.1 Optimal Neuron Evaluation Algorithm restoration and statistical filtering is the Hopfield network.2°S everal neural evaluation algorithms were introduced in the The formation of the network is based on the degradation previous literature.13 '6 These algorithms can be replaced by model in (1) . The topology of the network was given in Refs. a very efficient model-based intra-pixel sequential processing 13 and 14. In Refs. 15 and 16, a neural network with hier-(IPSP) algorithm for the following reasons: archical architecture for restoration and filtering was presented. The local architecture in the processing level was also
In theory, the evaluation of neurons is done randomly based on the Hopfield network. In general, the processing and asynchronously. However, the SPD structure of structure based on the Hopfield network consists of M2 X L the Eq. (2) model implies that the optimization problem mutually interconnected neurons, where L is the maximum is convex and there is only one global optimum. Therevalue of the gray-level function. Let S = {s,k ; 1 i M2, fore, the order of neuron evaluation should not affect 1 k < L} be a set of binary states of the neural network, the final outcome. Let the gray-scale value for f be with Sik U for firing and 0 for resting) denoting the state of N then a physically meaningful ordering of the neuthe (i,k)'th neuron. Let TkJ/ denote the strength of the interrons Sik is as follows:
connection between neuron (i,k) and neuron (j,l). The network is symmetric and is permitted to have self-feedback.
I1 if 0 k N
Each neuron receives input from all neurons and a bias input S,k = tO otherwise (9) term uk: M2 L
Thus the neurons with a nonzero value are consecutik = Tj/(J/Sfl + Ij/ .
(3) tively numbered first followed by the neurons with a j 1 zero value.
408/Journalof Electronic Imaging / October 1995 / Vol. 4 (4) 2. The dimension of the optimization problem represented by Eq. (2) is M2, the size of the image. Each pixel represents an axis in the multidimensional space. Since Eq. (6) implies that each image pixel comprises L neurons, the change of a neuron state is equivalent to moving the current point one unit value along the axis represented by the pixel that contains the neuron. Expression (9) suggests that only neurons with index k close to N, may change their states during neuron evaluation.
Let the change in E caused by the change in Sik be zEk, then the IPSP of the model-based neuron evaluation algorithm can be defined as follows.
Algorithm 1: intra-pixel sequential neuron evaluation 1. Take the distorted image g as the initial estimate of f, and record N, for eachf,. 2. In each iteration for each image pixelf,: visit the neurons Sik sequentially, in the order of k = N, N -1, 0. The procedure is shown in Fig. 1(a) .
3. Until the state transition of a neuron 5ik 0 k1
causes EkIO, set Skf-Skl Fig. 1(b) . 6 . Until the state transition of a neuron 5jk2 N, + 1 k2 rL, causes L\Ek2'O, set 7. Once k2 is identified, no more state transitions are needed. Then N, is set to N-k2-1 (13) From algorithm 1 and Fig. 1 , the IPSP algorithm searches for the minimum in E along f,, i = 1 M2. Because E does not always decrease monotonically with a state transition,3 both directions along f, may need to be searched step by step, with the step size being unity. Note that the sequential processing is an intra-pixel operation. For inter-pixel processing, due to the SPD structure of the problem, the order of processing is arbitrary.
Iterative Gradient Optimization Algorithm
The traditional method to the restoration and statistical fil- • Differentiate E with respect to f:
=ATAf+b. af
• Set (14) equal to zero and solve for f:
The mathematics of (15) Ii structure, the search is done in a single step. The following describes the iterative gradient optimization algorithm. Similar to the argument given for the model-based neural evaluation, the SPD structure of the problem implies that the order of pixel processing is arbitrary.
By comparing the two algorithms, it can be seen that Algorithm 2 is more efficient because the minimum with respect to each coordinate is guaranteed to be reached in one step. If sequential processing is restricted to intra-pixel neurons, and inter-pixel processing is carried out in parallel, Algorithm 2 can be regarded as a continuous implementation of the neural computing scheme. Here each pixel is considered as a neuron, the state of which takes continuous values between 0 and L.
Experimental Results
In this section, simulation examples are provided to demonstrate the performance of the proposed algorithms. The experiments were carried out on a SUN Sparc LX workstation.
Restoration
The first example is a restoration problem. In the experiment, a constrained optimization function was used: E= (18) where X is a constant and C is a second order difference operator.
By rearranging the terms in (18) , it may be seen that
. (19) Comparison of (19) with Eq. (2) yields ATA=CTC+XHTH, (20) bT=XgTH and (22) respectively. From Ref. 5 it is known that the structure of (18) is SPD.
The image "Lena" shown in Fig. 2(a) is of size 256 X 256. The image was degraded by convolving with a point spread function of Gaussian shape given by h11 = C exp(i2 +j2) (23) (1 6) where C is a constant to ensure energy conservation in restoration >h11=l .
(24)
The image was further corrupted by adding 20-dB white (17) Gaussian noise after convolution. Table 1 .
Statistical Filtering
The second example used in the experiments is the statistical filtering of noisy images by a recently proposed scaled mean 
where Rf and R are the correlation matrices of f and n after the deemphasis operation ofthe correlation, respectively. The SMSE filter does not fit into the quadratic model specified by Eq. (2) directly, however the solution to it is equivalent to resolving the following problem:
where ATA=R1+Rfl (27) following the definition given in Eq. (2), b=-g
and the value of c is arbitrary because it is irrelevant to the solution of (26). 2. Solve (26) for x by either the model-based neural evaluation algorithm or the iterative gradient optimization algorithm. 3. Then the output of the SMSE filter is given by f=R1x .
(29)
Image ' 'Artery' ' shown in Fig. 3(a) is used in this experiment. This is a slice from a three-dimensional ultrasonic image of a human artery. The size of the image is 256 X 256. Due to the nature of ultrasonic imaging, strong speckle noise is observed in the figure. To use the SMSE filter to clear the noise, the noise correlation R was estimated in a relatively flat background area. The signal correlation Rfwas obtained from an estimated version of the original image by a simple heuristic filtering technique such as the median filter or the runfling mean filter. 2 The results of the statistical filtering of Fig. 3(b) using the SMSE filter, implemented by the proposed algorithms, are illustrated in Fig. 3(b) and 3(c) , respectively. As expected, no visible visual differences can be observed in the two images. However, 
Conclusions
A model-based neural evaluation algorithm and an iterative gradient optimization algorithm are presented in this paper, which are suitable for fast spatial domain image restoration and statistical filtering. The relationship between the two algorithms is studied. We show that the two algorithms are equivalent in terms of effectiveness if the former is implemented by an IPSP scheme. However, the iterative gradient optimization method is more efficient than the neuron computing algorithm. Visual examples are provided to compare the performance of the proposed algorithms. Although both algorithms produce the same high-quality outputs, the iterative gradient optimization method is more efficient. 
