Likelihood methods have been developed to partition individuals in a sample into full-sib and half-sib families using genetic marker data without parental information. They invariably make the critical assumption that marker data are free of genotyping errors and mutations and are thus completely reliable in inferring sibships. Unfortunately, however, this assumption is rarely tenable for virtually all kinds of genetic markers in practical use and, if violated, can severely bias sibship estimates as shown by simulations in this article. I propose a new likelihood method with simple and robust models of typing error incorporated into it. Simulations show that the new method can be used to infer full-and half-sibships accurately from marker data with a high error rate and to identify typing errors at each locus in each reconstructed sib family. The new method also improves previous ones by adopting a fresh iterative procedure for updating allele frequencies with reconstructed sibships taken into account, by allowing for the use of parental information, and by using efficient algorithms for calculating the likelihood function and searching for the maximum-likelihood configuration. It is tested extensively on simulated data with a varying number of marker loci, different rates of typing errors, and various sample sizes and family structures and applied to two empirical data sets to demonstrate its usefulness.
K NOWLEDGE of the genealogical relationships lar relationship is calculated as the likelihood of the relationship, and the inferred relationship is the one among individuals in a population (sample) is important in many research areas in behavioral, ecological, with the maximum likelihood (e.g., Thompson 1975; Boehnke and Cox 1997; Epstein et al. 2000 ; McPeek and evolutionary genetics and in conservation biology. It is crucial in studying the social behavior, mating sysand Sun 2000). These methods can potentially infer any possible relationships in data, although they have difficultem, and sex and reproductive allocations in social insect and other species (Queller and Strassmann 1998); in ties in distinguishing relationships similar in identityby-descent (IBD) sharing, such as half-sibs, grandparentmanaging the conservation of populations of endangered species (Frankham 1995) ; and in assessing the grandchild, and avuncular (Epstein et al. 2000; McPeek and Sun 2000) . Pairwise methods are also simple to genetic variation and inheritance of quantitative traits (Lynch and Walsh 1998) . In practice, relationships implement because all individuals (and their potential impact) other than the pair under consideration are can be estimated easily from pedigree records. Unfortunately, however, detailed pedigree information is rarely ignored. However, valuable information may be lost in breaking the sampled individuals into pairs and considavailable for most natural populations. Genetic markers can be used, instead, to infer the relationships among ering each in isolation (Thomas and Hill 2000; Sieberts et al. 2002) . All individuals in a sample may proindividuals without pedigree information. Recent developments of highly polymorphic markers, such as mivide direct and indirect information concerning the relationship of a dyad, especially those closely related crosatellites, have greatly increased the power of relato the dyad. In diploid species, for example, exclusion tionship inference from markers and enabled many of sibships is impossible for pairs but is possible for fine-scaled analyses across various species.
trios of individuals using autosomal markers, and more Numerous methods have been advanced for inferring accurate relationship inferences are achieved from trios relationships among individuals solely from marker inforthan from pairs of individuals (Sieberts et al. 2002) . In mation (Blouin 2003) . They can be classified broadly addition to a possible loss of power due to the insufinto two categories, the pairwise and group approaches. ficient use of data, pairwise approaches infer relationPairwise approaches infer the relationship of a pair of ships directly at the lowest level, between a pair of indiindividuals (dyad) using their marker genotypes, ignorviduals only. Such pairwise relationships suffice in some ing the other individuals in the sample. Typically, the instances when they are used, for example, to avoid probability of the marker data of a dyad under a particumating between relatives (Herbinger et al. 1995) . In most cases, however, knowledge of higher-order relationships is desirable, which requires all the individuals 1 of a variable size (Smith et al. 2001) . Further informaal. 1998; Neff et al. 2002) and other relationships (e.g., Douglas et al. 2000; Epstein et al. 2000) . Several empirition may be lost in subsequent analyses, such as estimating heritability (Thomas and Hill 2000) , if only paircal studies verified the importance of typing errors in affecting parentage determinations (e.g., Blouin et al. wise relationships are inferred and used. Some methods consider trios of individuals for the candidate relation-1996; O'Reilly et al. 1998) . In contrast, all previous group-likelihood approaches ship of a parental pair and an offspring ( Jones and Ardren 2003) or combinations of candidate relationignored typing errors and mutations completely. This is unfortunate because, on one hand, typing errors are ships of full-and half-sibs, unrelated individuals, and identical twins (Sieberts et al. 2002) . These share essenexpected to have a much more devastating consequence on relationship inference for group approaches than tially the same properties (e.g., fixed group size) as pairwise methods and are thus loosely categorized into pairfor pairwise approaches. For the former, a typing error may not only cause the individual carrying it to be incorwise approaches.
Group-likelihood approaches consider all individuals rectly assigned into a genetic group, but also affect the assignment of the sibs of this individual. When the indiin the entire sample and partition them simultaneously into distinctive genetic groups of variable sizes (Painter vidual with a typing error is assigned incorrectly to a sib family, it may drag along with it some of its sibs with 1997; Hill 2000, 2002; Smith et al. 2001) . Currently, they are applicable to a sample of individuals similar genotypes into the same false family. On the other hand, typing errors can be potentially identified coming from a single cohort consisting of full-and halfsibships only (e.g., tadpoles in a pond). In such circumand accounted for more effectively by group approaches than by pairwise approaches. This is because the multistances, group approaches are expected to be more powerful than pairwise approaches because the former locus genotypes of a group of individuals serve as mutual references and collectively they provide information uses information of the multilocus genotypes of all sampled individuals in assigning them simultaneously into about both a given relationship and possible typing errors. The larger the group, the more effectively groupsib groups. Group approaches can also refine allele frequency estimates by accounting for the estimated relalikelihood approaches can detect and account for typing errors in relationship determination. tionships in a sample, which are then used to improve relationship inference Hill 2000, 2002;  It is possible to accommodate typing errors in marker data in group-likelihood approaches to sibship recon- Smith et al. 2001) . Such an iterative procedure is expected to improve estimates of both relationships and struction. If a typing error occurs at a locus of an individual and leads to a genotype incompatible with those of allele frequencies from a sample.
The accuracy of both pairwise and group approaches its full-sibs, then the likelihood of the full-sib family is zero no matter how many other loci are correctly typed relies heavily on the reliability of marker information used in relationship inference. The exclusion of a given and thus support the full-sib relationship. When typing errors are allowed for in an appropriate model, however, relationship because of its incompatibility with the observed genotypes is legitimate only when the genetic the likelihood of this full-sib family is always greater than zero and the family can be correctly recovered if data are perfect. Unfortunately, however, genotype errors can be quite common in practice and are difficult genotypes at most loci of most individuals support the full-sib relationship even though one or more individuto avoid. Even in the most favorable situation where a large amount of high-quality DNA is available for reals are incorrectly typed at one or more loci. In this article, I propose two simple models of typing errors peated genotyping under optimized PCR conditions, relationship inference can still suffer from mutations and incorporate them into a group-likelihood approach to sibship reconstruction. I use simulations to show that that may occur at a rate as high as 1.4 ϫ 10 Ϫ2 for microsatellites (Talbot et al. 1995) . In practice, typing errors typing errors can cause severe biases in sibship inference if they are ignored. Yet, sibships can be inferred may occur frequently, especially when repeated typing is limited or even impossible due to the constraint of accurately from data in which typing errors occur at high rates, if typing errors are taken properly into account in DNA amount or typing cost, when the quality of DNA is poor and/or PCR is not optimized. Such typing errors estimation. I also propose a novel method based on Bayes' theorem to estimate allele frequencies from samand mutations could have a devastating effect on relationship inference if they are not accounted for. A single ples using the inferred relationships, a method to identify typing errors at each locus of each reconstructed scoring error (mutation) at just one locus of an individual may lead to its exclusion from being assigned the family, and a method to infer parental genotypes. The performance of these methods and their robustness to correct relationship with others no matter how many other loci of the individual are correctly scored. Some the violation of some assumptions are checked by extensive simulations. Finally, I apply the proposed methods pairwise approaches have been developed to account for typing errors and mutations in inferring parentage to two empirical data sets to infer the sibship structures and mating systems. (e.g., SanCristobal and Chevalet 1997; Marshall et METHODS is difficult or impossible to provide a universal model that reflects the detailed patterns of all kinds of typing First, I briefly review the factors affecting sibship infererrors in all marker data sets. Here I focus on microsatelence from markers. In particular, the effects of genotype lite markers, which are used widely in ecological, behaverrors and how to correct for them in sibship reconstrucioral, and evolutionary studies, and categorize their tion are described. Second, the likelihood functions of common typing errors into two classes that are modeled a nested half-sib family given population allele frequenseparately. cies are derived for both diploid and haplo-diploid speClass I includes allelic dropouts only. An allelic dropcies. Third, an algorithm to search for the maximumout occurs when PCR fails to amplify one of an individulikelihood configuration of sibship structures for an al's two homologous genes (one from each parent) at a entire sample is presented. Fourth, a method to estimate locus. If the individual is a heterozygote, then a dropout population allele frequencies from a sample with the yields a false homozygote. When dropouts are the sole reconstructed sibships accounted for is described. Fifth, source of typing errors, an observed heterozygote is I propose a method to detect typing errors at each locus always correct but an observed homozygote can be eiwithin each reconstructed family in data and a method ther correct or incorrect. If incorrect, the actual (true) to infer parental genotypes. Last, I describe the simulagenotype can be any heterozygotes containing the obtion procedures employed to generate simulated data served allele. For microsatellites, allelic dropouts seem sets and the statistics used to measure the accuracy and to be the most serious problem (Gagneux et al. 1997 ) precision of the proposed methods in inferring relationand could occur at an extremely high rate with low DNA ships, typing errors, and allele frequencies.
concentration in PCR (Taberlet et al. 1996) . Because of Assumptions and models of typing errors: To infer their common occurrence and the special error pattern sibships from genetic markers without parental informa-(affecting heterozygotes only), allelic dropouts are contion, several assumptions are necessary in either pairsidered individually. To account for allelic dropouts in wise- (Smith et al. 2001) or group- (Painter 1997;  sibship inference, I assume that each of the two alleles Almudevar and Field 1999; Thomas and Hill 2000, in any heterozygote at a locus is equally likely to drop 2002; Smith et al. 2001) likelihood approaches.
out, at rate ε 1 . Ignoring double dropouts at the same A sample of individuals is assumed to be taken from locus and individual (which rarely occurs and, if it does, a single cohort in a large random-mating population.
can be easily detected and thus rectified by regenotyping This assumption implies that the genotype frequencies in practice), we obtain the probabilities of 1 Ϫ 2e 1 , e 1 , and of the parents of sampled individuals can be calculated e 1 [where e 1 ϭ ε 1 /(1 ϩ ε 1 )] for an actual heterozygote, say from population allele frequencies under Hardy-Wein-A 1 A 2 , being observed as A 1 A 2 , A 1 A 1 , and A 2 A 2 , respecberg equilibrium and that the probability of a given tively. Error rate ε 1 is allowed to vary across loci. mating type is just the product of the frequencies of Class II includes all kinds of stochastic typing errors the two parental genotypes. It is possible to relax this other than allelic dropouts. These errors can come from assumption and incorporate nonrandom mating into mutations, false alleles (polymerase errors rendering the framework, if information about mating system (e.g., an allele other than the true one), miscalling (allele selfing rate) is available. identification error), contaminant DNA, and data entry. All genetic markers used in sibship inference are asSystematic typing errors, such as misplacing or admixing sumed to be neutral, unlinked between loci, and in samples during DNA extraction, which may cause the linkage equilibrium. Each marker locus is assumed to entire multilocus genotype of an individual to be erronehave two or more codominant alleles and to follow Menous, are excluded. Compared with class I, class II errors delian segregation. All of the observed genotypes in a are usually less frequent and can affect any homozygous sample are free of errors and mutations, so that they or heterozygous genotype. To account for class II errors can be trusted completely in inferring sibships.
in data, I assume that the two homologous genes in any Here, I follow previous studies in adopting the above individual genotype at a locus are independently and assumptions, except for typing errors. In this study, typequally likely to be incorrectly observed, with rate ε 2 . I ing errors are broadly defined as any changes in a genoalso assume that, for a locus with k codominant alleles, type that could potentially cause incorrect relationship any allele is observed to be any one of the other alleles inference. They can come from the inheritance process with an equal probability, e 2 ϭ ε 2 /(k Ϫ 1). This error (e.g., mutations), the genotyping procedure (e.g., mismodel is similar to that of Sieberts et al. (2002) 
of both classes into account, I obtain the transitional probability from a genotype G w,x to a phenotype R u,v , In (3), the probability of observing an offspring phenotype r i,j (i ϭ 1, . . . , d j ) given parental genotypes G w,x and G y,z is derived from Mendelian segregation:
(
For a given offspring phenotype r i,j ϭ A u A v , each term on the right side of (4) is calculated by (1) or (2) . Although (1-4) are complete for calculating the likeliif G w,x is a heterozygote (w ϶ x), and hood of a half-sib family, they require substantial computation. This problem becomes especially important when Monte Carlo techniques are used in searching for the sibship configuration with the maximum likelihood (below) and the markers are highly polymorphic (k (2) large). Computation can be reduced dramatically by considering just the observed alleles and an "allele" pooled over all the unobserved alleles for a putative if G w,x is a homozygote (w ϭ x). In (1) and (2), ␦ u,v is family. Kronecker delta variable with values 1 and 0 when u ϭ Suppose a number of m j distinctive alleles are obv and u ϶ v, respectively. In deriving the first two equaserved in the jth full-sib family in a given putative halftions in (1), I assumed that class II errors occur after sib family. We pool the k Ϫ m j unobserved alleles as class I errors, because the latter are generally more allele A kϩjϩ1 , whose population frequency is the sum of frequent than the former. A reversed sequence of error those of the unobserved alleles. Denote the set of inevents leads to a different formulation of but little nudexes of the m j observed alleles and the pooled unobmerical difference in Pr [R u,v |G w,x ] when ε 1 and ε 2 are not served allele by ⍀ j . Similarly, for the entire half-sib famhigh, as is expected because the probability of both error ily, the set of indexes of the m 0 observed alleles and the events occurring to a single-locus genotype is minute.
single allele (A kϩ1 ) pooled over all unobserved ones is The likelihood of a putative half-sib family: I assume denoted by ⍀ 0 . By these arrangements, the likelihood a population of a dioecious species with one sex monogfunction (3) reduces to amous and the other sex polygamous. The polygamous sex can be either males or females. A sample of individu-
(5) als taken from a single cohort in the population may thus contain full-sib families nested within half-sib families. I derive the likelihood of such a half-sib family for
The computational cost of (5) can be a tiny fraction of a single locus. If markers are statistically independent, that of (3) because generally only a small subset of the multilocus likelihood of a putative sib family is simalleles is observed in a sib family. ply the product of the single-locus likelihoods.
Note that (3) and (5) are derived for a family with f For a locus with k codominant alleles, denote the (f Ն 1) full-sibships nested within a half-sibship. Obvipopulation frequency of allele A w by p w (w ϭ 1, . . . , k) ously, they apply to pure half-sib and pure full-sib famiand the population frequency of the parental diploid lies, which are just two special cases when f Ͼ 1 and genotype G w,x ϵ A w A x by Q w,x . Under Hardy-Weinberg each full-sibship has just one offspring and when f ϵ equilibrium, Q w,x ϭ (2 Ϫ ␦ w,x )p w p x , where ␦ w,x is the Kro-1, respectively. For a pure full-sib family (f ϵ 1 and ⍀ 0 ϵ necker delta variable with values 1 and 0 when w ϭ x ⍀ 1 ), the likelihood computational load can be further and w ϶ x, respectively.
Consider a putative half-sib family consisting of a reduced by using For a given offspring phenotype g i,j ϭ A u A v , the right-
side terms of (7) are calculated by (1) and (2) . A phenotype of a diploid parent, if available, can be used in sibship inference in the same way as the diploid case. Any phenotype of a haploid parent can also be
incorporated in sibship inference after considering its possible typing errors. Suppose the haploid phenotype (5Ј) of the parent of the jth full-sib family is observed as A u ; then the sum over all possible genotypes of this haploid instead of (5). The computational burden of (5Ј) is parent in (6), ͚ zʦ⍀ j p z , should be replaced by approximately half of that of (5).
Group-likelihood methods can use the phenotype sizes in the sample, if available, can be readily incorpoSuppose the phenotype of the parent in the monogarated into the likelihood function. mous sex of the jth full-sib family is observed as R u,v ϵ There are many possible configurations even for a A u A v . Given R u,v , the posterior probability of genotype small sample size (N). With N ϭ 10 and possible relation-G s,t (s Յ t ʦ ⍀ j ) of the parent is calculated as Q* s,t ϭ ships constrained to either full-sibs or unrelated, for . In fact, the feasible configuof that parent in calculating (5) should then be replaced rations quickly become too numerous to enumerate by ͚ yʦ⍀ j ͚zʦ⍀ j zՆy Q* y,z . A known phenotype of a parent of the with an increasing N. Our task is to search for, through polygamous sex can be treated similarly.
this vast configuration space, the best configuration with Likelihood of a sib family in haplo-diploid species:
the maximum likelihood without considering all the For haplo-diploid species, there are two possible scenarpossible configurations. This is accomplished by the ios for the hierarchical sibship structure of full-sib famialgorithm described below, based on the simulated anlies nested within a half-sib family: the polygamous and nealing technique (Kirkpatrick et al. 1983) . monogamous sexes are diploid and haploid, respec-1. Generate an initial configuration by allocating those tively, or are haploid and diploid, respectively. Here I offspring known to be full-sibs to a full-sib family, consider the first scenario only since the second one those known to be half-sibs to a half-sib family, and can be treated similarly. Assuming sampled offspring those with unknown relationships each to a single are all diploids, the likelihood of a nested half-sib famhalf-sib family (Thomas and Hill 2000; Smith et al. ily is 2001) . Calculate and store the likelihood of each sib family in the initial configuration.
2. Generate a proposal configuration by changing part of the old one. Changes within and between half-sib families are allowed to occur with an equal probaIn (6), Q w,x is the probability of the diploid parent's bility. For a within-half-sib-family change, a full-sib genotype being G w,x ϵ A w A x calculated as above, and p z family, F 1 , is drawn uniformly from the filled ones is the probability of the haploid parent's genotype being (containing at least one individual) in the current G z ϵ A z , which is the population frequency of allele A z .
configuration. If F 1 is known to be a genuine full-sib The probability of observing the ith distinctive offspring family (whether the parents' phenotypes are availphenotype in the jth full-sib family (r i,j ) given parental able or not) from another source of information, genotypes G w,x and G z is derived from Mendelian segregathen it is replaced by another draw. Repeat this protion:
cess until a full-sib family, F 1 , without prior information is obtained. Then, draw an integer number uni- (7) formly from [1, n F,1 ] (where n F,1 is the number of process is stopped and the best configuration with the maximum likelihood is reported. individuals in F 1 ) and choose at random that number of individuals from F 1 . These chosen individuals are Estimating population allele frequency: Sibship reto be moved to another family, F 2 , selected at random construction must use the allele frequencies in the pafrom the full-sib families (including an empty one rental population, which are assumed known above. with no individual in it) within the half-sib family
In practice, however, population allele frequencies are from which F 1 comes. Like F 1 , F 2 must not be a fullgenerally unavailable and have to be estimated from sib family known to be genuine from prior informathe sample in which sibships are to be inferred. In other tion. For a between-half-sib-family change, a half-sib words, usually the only information available is the samfamily, H 1 , is chosen uniformly from the filled ones.
ple from which we have to deduce population allele Draw an integer number uniformly from [1, n H,1 ] frequencies necessary for sibship reconstruction. To bet-(where n H,1 is the number of filled full-sib families in ter estimate population allele frequencies, sibships in a H 1 ) and choose at random that number of full-sib sample should be taken into account, especially when families from H 1 to be moved into another half-sib a sample is dominated by a few large families. Ignoring family, H 2 , chosen at random from the half-sib famisibships in a sample leads to overestimates of population lies (including an empty one with no individual in frequencies for the alleles present in large families, it) in the current configuration. Similar to withinwhich results in the likelihoods of large families being half-sib-family changes, both H 1 and H 2 must not be too small and those of small families being too large. A half-sib families known to be authentic from prior possible consequence is that large families tend to split information.
into smaller ones (Thomas and Hill 2000) . 3. Calculate the old likelihood (L old ) of the parts of the Thomas and Hill (2000) used a weighted leastconfiguration proposed to be changed. For a withinsquares approach to estimating allele frequencies, with half-sib-family change, L old is the likelihood of the the sample's family structure accounted for by the relahalf-sib family from which F 1 and F 2 come. For a tionship matrix based on current inference of sibship between-half-sib-family change, L old is the product of structure. Smith et al. (2001) proposed a simpler method the likelihoods of half-sib families H 1 and H 2 .
to estimate allele frequencies using weights inversely 4. Calculate the new likelihood (L new ) of the parts of proportional to the estimated sibship size. In spirit, the the proposal configuration that have been changed. two methods are similar, both weighting the informaFor a within-half-sib-family change, L new is the likelition from a (putative) sib family inversely to its size. The hood of the half-sib family that has been altered. For weighted least-squares approach, however, is computaa between-half-sib-family change, L new is the product tionally intensive because the N ϫ N relationship matrix of the likelihoods of the two half-sib families that must be inverted repeatedly over the iterative procehave been changed. dure. 5. Determine whether to accept or reject the new conHere, I propose a simple method to estimate allele
, 1], where frequencies of the parental population by using likeli-T is the annealing temperature governing the rate hood rather than family size as the weight. Consider, at which a new configuration is accepted. Generate as an example, a half-sib family consisting of f full-sib a random number uniformly distributed between 0 families in a diploid species and the phenotypes of the and 1, and compare it with . If it is smaller than , f ϩ 1 parents are unavailable. The count of an allele, the new configuration is regarded as successful and A u , in parent s (indexed as s ϭ 0 for the polygamous is thus accepted; otherwise, the new configuration is parent and s ϭ 1, . . . , f for the sth parent of the rejected and the old one is recovered. monogamous sex) can be estimated from Bayes' theo-6. Repeat steps 2-5 a sufficiently large number of times.
rem as This iterative procedure ensures the likelihood to go uphill in general, but allows it to go downhill
occasionally to avoid it being stuck on a local maximum. The probability of a downhill tour is controlled by T, which is decreased as the annealing process
proceeds so that a new configuration with a smaller likelihood than the old one becomes less and less (8) frequently accepted. T is set initially at a value of one and reduced in multiplicative steps, each amounting where L is calculated by (5). For an unobserved allele, to a 10% decrease. Each new value of T is held con-A v , pooled into allele A kϩsϩ1 , we first estimate the count stant for 5000N reconfigurations or for 100N success-(c ៣ kϩsϩ1(s) ) of the pooled allele by (8). The count of A v ful reconfigurations, whichever comes first. When in the sth (s ϭ 0, 1, . . . , f) parent is then estimated by efforts to improve configurations (increase likelihood) become sufficiently discouraging, the iterative c
where p v and p kϩsϩ1 are the estimated population fre-
quencies of A v and A kϩsϩ1 before updating. Estimate allele counts for each parent in each putative half-sib family in the current configuration, and update popula-
tion allele frequencies by the mean of the estimated allele counts across parents. The computational load of for the sth parent of the monogamous sex, where L is (8) and (9) is minimal, because all quantities in them the family likelihood calculated by (3). The maximumare already known from the calculation of L.
likelihood estimate of a parental genotype is the one For half-sib families with partially known parental gewith the maximal posterior probability. For a parent notypes, and for the case of haplo-diploid species, popuwith observed phenotypes, its actual genotypes can be lation allele frequencies are estimated similarly, using inferred similarly. Bayes' theorem and the corresponding likelihood funcAs is intuitively obvious, parental genotype inference tions.
relies heavily on the correctness of sibship reconstrucPopulation allele frequencies are estimated initially tion. It is likely to be inaccurate for an incorrectly reconby the method from the initial configuration and upstructed sib family. Even for a correctly reconstructed dated periodically after a certain number of successful family, the inferred parental genotypes are not guaranreconfigurations. Because of the minimal computational teed to be correct, especially when family size is small. cost of the proposed method, it is possible to update For a pure full-sib family (f ϭ 1) in a diploid species, it allele frequencies after each reconfiguration. However, is impossible to resolve the male and female parental it is usually unnecessary to update so frequently because genotypes no matter how much marker information is a few improvements on the configuration do not change available. The parental genotype combination (& ϫ (), allele frequencies much (Thomas and Hill 2000) .
A 1 A 2 ϫ A 3 A 4 , has exactly the same posterior probability Identifying possible typing errors: The group-likelias A 3 A 4 ϫ A 1 A 2 , for example. In such situations, one has hood approach shown above also allows us to identify to genotype one of the parents to infer accurately the possible typing errors in data that occurred at each locus genotypes of both. For a pure full-sib family in haplowithin each reconstructed sib family. From the best condiploid species, the power of parental genotype inferfiguration with the maximum likelihood that is finally ence is also reduced if the diploid parent is homozygous rendered by the method, we can calculate, for each at a locus. In any case, the reliability of an inferred family and each locus, the likelihoods considering both parental genotype is indicated by its posterior probabilclass I and II errors (L), class I errors only (L 1 , setting ity. The higher this value is in comparison with those ε 2 ϭ 0), class II errors only (L 2 , setting ε 1 ϭ 0), and no of alternative genotypes, the higher the confidence we typing errors (L 3 , setting ε 1 ϭ ε 2 ϭ 0). A likelihood-ratio have in it. test can then be carried out to screen the most likely Simulations: To assess the precision and accuracy of hypothesis. Allelic dropouts are inferred to have octhe proposed methods and their robustness when some curred at a locus in a family when L 1 calculated for the assumptions are violated, I generate simulated data with given locus and family is significantly larger than L 3 , for known parameters by Monte Carlo, reconstruct sibships example.
from the simulated data by the proposed methods, and Obviously, not all typing errors are identifiable. If a measure (below) the fit between the true and estimated typing error causes little change in family likelihood, sibships. Different combinations of parameter values then it is unlikely to be detected. The power of error are used in simulations to check the performance of detection also depends critically on family size. In the the methods and to investigate the effects of different extreme case of a family containing just a single individfactors on the estimation. Full-sib family sizes in a sample ual, it is impossible to ascertain typing errors. Therefore, are assumed to follow either a Poisson distribution with the typing errors identified should be treated as conserparameter or a negative binomial distribution with vative.
parameters (probability of success) and ␥ (number Inferring parental genotypes: From the offspring pheof successes). For both distributions, families with no notypes and the reconstructed sibships, we can also infer offspring are obviously not represented in a sample. the parental genotypes using Bayes' theorem. As an
The mean and variance of full-sib family sizes in a sample example, consider a half-sib family consisting of a numare therefore /(1 Ϫ e , respectively, for the negative binomial distribution. The number of full-sib families nested within a half-sib family is also assumed to follow a Poisson
For a given family, parental genotypes are generated using population allele frequencies under for the polygamous parent and is when their actual relationship is b (Thomas and Hill 2002) . In samples containing half-sib families consisting of full-sib families, full-sib (FS), half-sib (HS), and nonsib (NS) relationships are possible so that a, b ϭ FS, HS, or NS.
To assess the accuracy of allele frequency estimates, I use the square root of mean-squared deviation (RMSD) of estimates from true frequencies of all alleles within and between loci. The power of the method for detecting typing errors is measured by the proportion of typing errors being correctly identified ( 1 ϭ number of correctly detected errors/total number of detected errors) and the proportion of typing errors being detected ( 2 ϭ total number of detected errors/total actual number of errors) across loci and reconstructed families in a sample. For parental genotype inference, I use the average proportion of parental genotypes being correctly inferred (⌿) to measure the accuracy of the method. For a single diploid parent, ⌿ ϵ 1, 1 ⁄ 2 , and 0 if 2, 1, and 0 of its alleles at a locus are correctly inferred, respectively. For a haploid parent, ⌿ ϵ 1 and 0 when Simulation results: Number of loci: Assuming typing errors of both classes occur at rate 0.05 at each locus, random mating and Hardy-Weinberg equilibrium, and I generated simulated data that were then analyzed comoffspring genotypes are generated from parental genoparatively with typing errors ignored and taken into types following Mendelian segregation. These parents account, respectively. The proportions of correctly asand offspring genotypes are then changed, at a given signed full-sib pairs (P[FS|FS] ) are shown in Figure 1 rate, following the models of class I and II typing errors as a function of the number of loci used in estimation. to give their corresponding phenotypes. The phenoThe proportions of correctly assigned unrelated pairs types are then taken as observed data, which are used (P[NS|NS]) are not shown because they are always close in sibship reconstruction. For a given parameter combito 1 regardless of the number of loci and whether typing nation, 50 independent data sets are generated and errors are ignored or not. Typing errors, if ignored in analyzed.
sibship reconstruction, lead to true full-sibs showing sibStatistics measuring the performance of the estimaincompatible phenotypes and thus to a full-sib family tion: Several statistics can be employed to measure the being broken up into several smaller ones. With an fit of the reconstructed to the actual sibships in simuincreasing number of loci used in sibship inference, lated data. A stringent measurement of the overall fit both information and noise due to typing errors inis the number of full-sib ( FS ) and half-sib ( HS ) families crease. However, the impact of typing errors overwhelms being completely recovered relative to the actual numthat of information, and, as a result, sibship inference bers in a sample. Obviously FS ϭ 1 and HS ϭ 1 for becomes increasingly inaccurate with an increasing a sample containing full-sib families only and half-sib number of marker loci used in estimation. This is underfamilies, respectively, mean the reconstructed sibships standable because no matter how many loci are correctly are perfect, with no individual being incorrectly astyped and thus support a true sib family, it still breaks signed a relationship with any other individual. To gain up into two families in reconstruction if one typing error insight into the causes of an imperfect sibship reconoccurring at a single locus in a single individual leads struction ( FS Ͻ 1 or HS Ͻ 1), I examine the statistic to a phenotype incompatible with others as sibs. The total multilocus likelihood for a group of individuals as P(a|b), the proportion of dyads assigned relationship a a sib family is the product of single-locus likelihoods and is zero if a single-locus likelihood is zero. When typing errors are accounted for in estimation, P [FS|FS] increases rapidly with an increasing number of loci and the full-sib relationships of a sample are completely reconstructed ( FS ϭ 1) once the number of loci is approximately equal to eight. The large impact of typing errors shown in Figure 1 highlights the importance of accounting for typing errors of data in group-likelihood approaches to relationship inference.
Rate of typing errors: The effect of the rate of typing errors in data on relationship inference is shown in Figure 2 . When typing errors are ignored in estimation, P [FS|FS] declines rapidly with an increasing rate of typing errors in data. An error rate as low as 0.001, which is possible from mutations alone for microsatellites (e.g., Talbot et al. 1995) , can affect sibship reconstruction for a haplo-diploid species when typing errors are accounted for. In contrast, P [FS|FS] and FS are only 2 and 4%, respectively, when typing errors are ignored ing procedure in estimating allele frequencies also increases with an increasing variance in family size (Figin estimation. The rate of typing errors that the method can tolerate ure 3B).
Robustness of the models of typing errors:
In the above, to yield satisfactory estimation depends on the amount of information available from data (number of marker the rates of typing errors (ε 1 and ε 2 ) actually employed in generating simulated data are used in sibship inferloci and alleles per locus) and actual family sizes. With an increasing amount of marker information and/or ence. In application, usually ε 1 and ε 2 are unknown but are guessed from prior information or estimated by family size in data, the method can cope with an error rate Ͼ0.256 as shown in Figure 2 . In practice, probably repeated genotyping (Gagneux et al. 1997) . How robust the method is to sampling errors of ε 1 and ε 2 is obviously no data are so dirty.
From Figures 1 and 2 , we can see that typing errors of concern for practical applications. In Figure 4 , the data are generated with ε 1 ϭ ε 2 ϭ 0.05 but are analyzed have a greater impact on sibship inference for haplodiploid species than for diploid species. This is because assuming various values of ε 1 and ε 2 . As can be seen, the accuracy of sibship inference (indicated by P[FS|FS] typing errors result in a larger probability of false exclusion of sibships in haplo-diploid than in diploid species. and FS ) is quite high even though the assumed values of ε 1 and ε 2 deviate over several orders from their true Updating allele frequencies: Figure 3 depicts the impact of updating allele frequencies on estimating relationvalue (0.05) used in simulation. Full-sibs tend to be assigned as unrelated and unrelated individuals tend to ships and allele frequencies. As is expected, the benefit from updating allele frequencies increases with an inbe assigned as full-sibs when the assumed error rate is much smaller and much larger than the actual value, creasing imbalance (variance) in family sizes ( Figure  3A ). When allele frequencies are not updated, large respectively. All such incorrect assignments occur at a very low frequency, however, even if the assumed error families tend to split into smaller ones, resulting in some full-sibs being incorrectly assigned as unrelated. With a rates are many times greater or smaller than the true values. It seems that accurate sibship inference can be variance of family size of 50 in Figure 3 , for example, the proportions of full-sib pairs being inferred as unreobtained using a wildly guessed, rather inaccurate rate of typing errors provided sufficient information is conlated are 2.0 and 6.4% when allele frequencies are and are not updated, respectively. The gain from the updattained in data. A similar conclusion was reached by be erroneous than correct at each locus. The proporThe error model assumed that typing errors occur tions of such individuals are ‫3.3ف‬ and 27% for ϭ 0.1 independently across loci within an individual. This asand ϭ 0.2, respectively, in the simulated data sets. sumption can be violated if DNA quality, quantity, or
With miscalling or mutations in the single-stepwise both vary considerably among individuals. When DNA model for microsatellites, a typing error usually involves is extracted from noninvasive sources such as hair and a single tandem repeat change and an allele is more feces or from ancient material such as bones and scales, likely to be observed if its size is closer to that of the for example, both its quantity and quality can be highly actual allele. In heterozygotes, larger alleles may be variable among individual samples, resulting in signifimore likely than smaller alleles to drop out. Such sizecantly different error rates between individuals (e.g., Gagneux et al. 1997) . Such variation implies that if a dependent dropouts may bias allele frequency estima-tion, which may further affect sibship inference. Families with partially known parental genotypes may suffer a smaller rate of typing errors than families with no parental information available, because in the former case some typing errors may be identified and corrected using the known parent-offspring relationship before the genotype data are analyzed for sibship inference. Simulated data were generated following these error patterns but analyzed using the proposed simple error models. In all cases considered, accurate inference of sibships was obtained (results not shown) when typing error rate was not very high (say, Ͻ0.15), indicating that the proposed models of typing errors are quite former is due to the fact that allele frequencies used in sibship inference are less accurately estimated with a smaller sample size. The latter is caused mainly by the increasing probability with sample size that individuals number of loci used in sibship inference is Յ2 and Ͼ2, respectively, in Figure 1 . 1 Ͼ 0.99 is obtained even in a sibship could have, by chance, disparate albeit compatible genotypes and thus the sibship may be split in though the assumed error rate is several orders larger or smaller than the actual value (Figure 4) or the error reconstruction. The magnitude of the effect of sample size on sibship inference depends on the amount of model assumptions are violated ( Figure 5 ). On the other hand, the proportion of overall typing errors detected marker information and family size.
Overall, sibships are quite accurately inferred for ( 2 ) by the likelihood method is generally low, being Ͻ80% in simulations shown in Figures 1-5 . This is not haplo-diploid species using only five microsatellites, with at least 95% full-and half-sib pairs being correctly insurprising because some typing errors cause no or little change in likelihood and are thus not detectable. These ferred when sample size is ‫.008-05ف‬ Even if the sample size is as large as 1600, P(FS|FS) and P(HS|HS) are results indicate that a typing error identified by the method is highly likely to be genuine, but not all typing still Ͼ92% in the examples shown in Figure 6 . Sibship inference is much less accurate for diploid than for errors are identifiable. The inference of parental genotypes is generally less haplo-diploid species, as expected. The contrast is especially evident when the sample size is very large or small. accurate than sibship inference and typing error detection ( 1 ). This is because it relies on correct sibship Obviously, the amount of marker information (five microsatellites, each with 10 alleles at equal frequency) is reconstruction and sometimes male and female parental genotypes are unresolved for full-sib families. In Figinsufficient for accurate sibship inference in diploid species. In Figure 6 , P(FS|FS) and P(HS|HS) are 0.51 ure 1, for example, the proportion of parental genotypes being correctly inferred (⌿) is ‫08ف‬ and 50% for and 0.38, respectively, when N ϭ 1600 for a diploid species. When the number of loci used in the estimation haplo-diploid and diploid species, respectively, when three to six loci are used in estimation. The accuracy is increased to 10 loci, the corresponding values are 0.97 and 0.98, respectively. of parental genotype inference improves with nested half-sib families, larger family sizes, and more marker Identifying typing errors and inferring parental genotypes: The proportion of typing errors being correctly deinformation. When eight loci, each having 10 alleles of equal frequency and a typing error rate of 0.05, are tected ( 1 ) by the likelihood method is generally high. For example, 1 Ͼ 0.99 for various error rates assumed used in estimating the relationships of 100 offspring coming from nested half-sib families with the numbers in Figure 2 , 1 Ϸ 0.91-0.92 and 1 Ͼ 0.96 when the Figure 6. -The effect of sample size on relationship inference. Samples of various sizes containing full-sib families nested within half-sib families are simulated, assuming a diploid species or a haplo-diploid species with the polygamous and monogamous parents being diploid and haploid, respectively. The number and size of full-sib families within a half-sib family are drawn from Poisson distributions with parameters 2 and 5, respectively. Each sampled diploid offspring is genotyped for five loci, each having 10 codominant alleles of equal frequency. Typing errors of both classes occur at rate 0.05 for each locus and individual and are accounted for in sibship reconstruction. Lines marked by FS, HS, and NS show the proportions of actual full-sib (top) or half-sib (bottom) pairs being inferred as full-sib, half-sib, and non-sib relationships, respectively.
and sizes of full-sib families being in Poisson distribuchecking the accuracy of parental genotype inference. The rates for both allelic dropouts and other kinds of tions with parameters of 3 and 5, respectively, ⌿ is 96 and 80% for haplo-diploid and diploid species, respecerrors in this data set are unknown and are assumed to take various values in the analyses. Allele frequencies tively.
Applications: The method developed in this study has are updated using reconstructed sibships every 1000 successful reconfigurations. been applied to estimating the number of colonies of two bumble bee species (Bombus terrestris and B. pascuThe likelihood method completely reconstructed the sibships of the sampled 377 workers, using their phenoorum) whose workers visit and use a given foraging site (Chapman et al. 2003) . As further demonstrations of its type information only, without a single worker being assigned an incorrect relationship with any other worker. usefulness, the method is applied to two empirical data sets.
The 100% successful assignments ( FS ϭ 1) were obtained with a wide range of possible typing error rates Analysis on an ant data set: The data set is from a study on the mating frequency of an ant species, Leptothorax ‫)04.0-100.0ف(‬ assumed in the analyses. However, if typing errors are ignored by setting the error rate as zero, acervorum (Hammond et al. 2001) . It consists of 377 ant workers (diploid) sampled from 10 known colonies, only 6 colonies are fully recovered ( FS ϭ 60%) and each of the remaining 4 colonies is split into 2 colonies, with each of 6 colonies contributing 45 workers and the remaining 4 colonies contributing 47, 44, 9, and 7 resulting in a total number of 14 reconstructed colonies and P[FS|FS] ϭ 0.96. The split of the four colonies is workers to the sample. Each sampled colony is headed by a single (diploid) queen mated with a single (hapdue to typing errors. Indeed, a typing error at a single locus in each of the four colonies is identified and reloid) male. Therefore, the sampled workers are either full-sibs from the same colony or non-sibs from different ported by the analysis when typing errors are accounted for. Among the four typing errors identified, three can colonies. These 377 workers are genotyped at up to six microsatellite loci, which have a number of observed be verified because the observed data show Mendelian inconsistency (e.g., four or more alleles at a locus are alleles varying between 3 and 22. Genotypes at the six loci of nine queens and four of their mates from the observed among workers from a single colony). The other typing error is highly supported by the original 10 sampled colonies were also partially ascertained. The phenotypes of the sampled workers are used alone in data, if Mendelian segregation applies to the locus and colony. estimating the allele frequencies of the population and reconstructing the sibships (colonies) of the sample.
The analysis also inferred the parental genotypes at each locus for each reconstructed family. In total, 67 The observed parental phenotypes are used only for mum-likelihood estimates from an arbitrary initial configuration. As can be seen, all runs converge to the same configuration with the same maximum likelihood after only ‫01ف‬ 6 iterates, indicating the annealing procedure adopted is powerful and well converged. The same results are obtained assuming different values of error rate in the range of ‫.4.0-100.0ف‬ This differs from Smith et al. (2001) who found a great deal of run-to-run variability in both the maximum likelihood and configuration finally obtained from their likelihood method.
Analysis on a turtle data set: The data set comes from a study on detecting multiple paternity in the Kemp's ridley sea turtle (Kichler et al. 1999) . DNA from 26 mother and offspring groups were analyzed at three microsatellite loci to estimate the number of males that mate and contribute to the offspring of each mother. The population allele frequencies at the three loci were ascertained from another larger sample containing individuals with no known close relationships among them. The original analysis of Kichler et al. (1999) inferred the number of males mated with a mother by deducing the number of paternal alleles present in the offspring of the mother. The number of mates thus obtained the maximum-likelihood estimates that all females are multiply mated, three-quarters of the offspring in a clutch are fathered by a single male, and there are no single-locus parental phenotypes are available from this mutations (typing errors) in data. data set. If these observed phenotypes are completely Kichler et al.'s (1999) data were reanalyzed by Neff correct, the numbers of correctly, incorrectly, and paret al. (2002) , using their Bayesian method that requires tially (i.e., only one allele correctly inferred for a queen) that both the reproductive skew and the number of recovered single-locus parental genotypes are 63, 2, and mates per female be constrained, a priori, to some prede-2, respectively. The two incorrectly inferred genotypes termined values. The frequency of multiple mating for are at the same locus of a queen and its mate, and the females was estimated to be ‫,%18-07ف‬ depending on queen is a homozygote. The posterior probability of the particular values of the number of sires contributing these two inferred genotypes is 0.54, and that of the to a clutch and the reproductive skew assumed in the alternatively inferred genotypes, which are in full agreeanalysis. ment with observations, is 0.46. The two partially recovAssuming an error rate of 0.02 for each locus and ered parental genotypes occur in the smallest family individual, I apply the current likelihood method to containing seven offspring in the sample. partition the offspring sampled from each clutch (mother) The changes in log-likelihood and the number of into full-sib families. Among the 26 sampled females, 5, full-sib pairs as a function of the number of iterates 10, 8, and 3 females are inferred to have clutches sired (reconfigurations) during the annealing process are by 1, 2, 3, and 4 males, respectively, giving an estimated shown in Figure 7 for five independent analyses on the rate of polyandry of 81%. This estimate is halfway bedata set. The five replicate runs are carried out in the tween Kichler et al.' s estimates using the paternal allele same conditions using an error rate of 0.05 for both (58%) and likelihood (100%) methods, and is similar classes of errors at each locus, except that different seeds to Neff et al.'s estimates ‫.)%18-07ف(‬ Among the 21 for the random number generator and different initial multiply mated mothers, the average proportion of offconfigurations are adopted. When typing errors are alspring contributed by a single dominant male is 58%, lowed for at each locus, it is possible to start the simuwhich is lower than Kichler et al.'s likelihood estimate (75%) . This is expected because the number of potenlated annealing algorithm in searching for the maxi-tial fathers for a clutch of offspring is limited to a maxiis the first attempt made to incorporate typing errors in group-likelihood approaches to inferring sibships. mum of two in their analysis. Under this constraint, offspring from three or more fathers must be allocated Allowing for typing errors in group-likelihood approaches not only improves relationship inference drato two of them. Assuming an offspring whose father is not inferred is equally likely to be assigned to the two matically, but also enables the detection of such errors in data so that one can regenotype those genotypes alternative false fathers, then reproductive skew must be overestimated due to the constraint. From the current identified as incorrect. Simulations show that not all typing errors are detectable, and therefore only conseranalysis, 11 (52%) of the 21 polygamous females are mated with three or four males.
vative estimates of errors can be obtained. A typing error identified by the method, however, is highly likely to The current likelihood analysis has not detected any typing errors in this data set, and analysis assuming a be genuine, even though relationships are poorly reconstructed due to insufficient marker information and nil error rate gives essentially the same results as that assuming an error rate of 0.02. This is in agreement small family size. For the ant data set, the four identified typing errors are all verifiable by checking the original with Kichler et al.' s conclusion that mutations are not important as the cause of multiple paternal alleles demarker data and known colony structures. With large families and sufficient marker information in a sample tected from the sample.
The current likelihood analysis partitioned the offsuch as the ant data set, the likelihood method acts as a reliable error detector to pinpoint possible typing spring from each mother into full-sib groups without constraining the number of mates and the reproductive errors at each locus in each reconstructed family. Unlike previous methods inferring relationships and typing erskew. The results can be used in further analyses, such as calculating the effective number of mates per female; rors jointly from marker data (e.g., Douglas et al. 2000; Epstein et al. 2000; Sieberts et al. 2002) , the current inferring the distribution of full-sib family sizes within a half-sib family; inferring sperm competition (e.g., Jones one can consider any number of individuals in a family so that some typing errors, which do not cause (Figure 4 ) show that the current pect little effect of typing errors, except when they are extremely frequent so that changes in allele frequency likelihood method is quite robust to sampling errors of error rate. To be safe, it is better to assume a small error incurred by them are substantial compared with those caused by other factors (e.g., drift, migration, and samrate in the analysis when we have no information about the reliability of data. pling). When individual genotypes are employed in analyses such as estimating relatedness and relationThe calculation of family likelihood largely determines the overall computational load of group-likeliships, the consequences of ignoring typing errors critically depend on whether exclusion of an estimate based hood approaches. This is because family-likelihood function involves summing over all possible parental on genotypes exists in the analyses. For relatedness estimation and sibship inference in diploid species by pairgenotype combinations and is thus not trivial in computation. Furthermore, it must be calculated repeatedly wise likelihood approaches, no estimate is excluded for any possible combination of genotypes, and therefore in searching for the maximum-likelihood configuration of the entire sample. When relationships are restricted typing errors should have a small effect in such analyses. In contrast, both parentage inference in pairwise-likelito either full-sibs or unrelated, family likelihood for a single locus can be calculated by one of several polynohood approaches and sibship reconstruction in grouplikelihood approaches involve exclusions of a particular mial functions of allele frequencies. These polynomial functions are used by Painter (1997) /4], each term being a product of several factors, for the likelihood calculastudy). Can these methods infer sibships in data sets containing relationships other than sibships and unretion of a diploid full-sib family and a single locus with k alleles. In comparison, my method needs summing lated? Some simulations show that my group-likelihood method applies to data containing background relationover (m ϩ 1)(m ϩ 2)(m 2 ϩ 3m ϩ 4)/8 terms if m distinctive alleles are observed in a full-sib family and ships ignored by the method. The power of the method could be reduced substantially, however. For the case all the k Ϫ m unobserved alleles are pooled (see Equation 5a). For a true full-sib family, m Յ 4 and can be of haplo-diploid species shown in Figure 1 , for example, P [FS|FS] s are 99.3 and 100% when typing errors are much smaller than k for typical microsatellites. When m ϭ 1, 2, 3, and 4, and when approximately k Ն 3, 6, accounted for and 6 and 10 loci are used in estimation, respectively. However, if half of the mothers of the sam-10, and 15, respectively, my method is more efficient than Thomas and Hill's method. More importantly, pled 100 offspring are from a single full-sib family (thus ‫%42ف‬ pairs of the sampled offspring assumed to be their method is not applicable to accounting for typing errors in data.
unrelated are actually first cousins), P [FS|FS] s are reduced to 79.1 and 94.9% when 6 and 10 loci are used My simulated annealing algorithm in searching for the maximum-likelihood configuration is well behaved in estimation, respectively. Similar results are obtained for nested half-sib families and for diploid species. It and converged as verified by the analyses of both simulated and real data sets. In simulations, I calculated the seems that the method is applicable to sibship inference from data containing unaccounted relationships not too likelihood of the true configuration and compared it with the maximum likelihood of the best configuration close in relatedness coefficient to sibships and having a reasonable amount of marker information. found for each replicate. For all simulations conducted that are only partly shown in Figures 1-6 , the maximum Although my group-likelihood approach is based on the models of typing errors commonly found in microsalikelihood is always not smaller than the likelihood of the true configuration. Convergence is well evidenced tellites, it can also use other codominant markers (such as allozymes and proteins, single-nucleotide polymoreven for very large samples (say, 1600 individuals). Multiple runs on a single data set (e.g., Figure 7 ) using phisms, and RFLPs) in sibship reconstruction. In such cases, allelic dropouts may be omitted and only class II independent random number series and different initial configurations give identical results. All these sugtyping errors need to be considered. Given the robustness of the error models as verified by both simugest the convergence of the proposed algorithm. The computational time required by the current algorithm lated and empirical data, any small deviations in error patterns between different markers should have little is determined mainly by sample size, family structure (full-or nested half-sib family), and number of marker effect on the power of the method. Obviously, these less polymorphic markers necessitate more loci to loci. For each of the two empirical data sets, the analysis takes ‫51ف‬ min on a Pentium4 PC.
achieve the same power of inference as microsatellites.
In Figure 1 , P[FS|FS] is 0.955 for a diploid species when Mating patterns (monogamous vs. polygamous) and reproductive allocations (skew) in social insects and 6 loci, each with 10 alleles of an equal frequency and each with an error rate of 0.05, are used in sibship other species are of interest in the fields of ecology, evolutionary genetics, and conservation. Numerous methinference. When 20, 30, and 40 loci, each having 2 alleles of an equal frequency and an error rate of 0.0190, ods have been developed (e.g., Harshman and Clark 1998; Kichler et al. 1999 ; Pedersen and Boomsma 0.0131, 0.0095, respectively, to give the same probability of an erroneous multilocus genotype, are used in infer-1999; Neff et al. 2002; Jones and Clark 2003) to estimate the number of sires and their reproductive skews ring sibships, P [FS|FS] s are 0.674, 0.897, and 0.970, respectively. It is difficult to determine exactly how many from the marker genotypes of a brood of offspring and their mother. Most of these methods require constraining loci are necessary to achieve a certain level of power in sibship inference. In parentage analysis, one can use either the number of sires or the reproductive skew to estimate both. Group-likelihood methods (Thomas and the exclusion probability of a marker to quantify its ability to exclude a random individual from paternity. Hill 2002; this study) make it possible to partition sampled offspring into full-sib families nested within halfSuch a probability depends solely on the number and frequencies of alleles for a given locus and can be calcusib families, using their genotypes solely or together with the information about brood structure and maternal lated for multiple loci (e.g., Gerber et al. 2000) . In practice, such probabilities help to choose marker loci genotypes. Without any constraint to the quantities of interest, such as actual and effective numbers of mates and to determine the power of parentage inference.
Although a similar exclusion probability can be defined are inferred conditional to an estimated sibship structure. A full Bayesian approach to the joint estimation and calculated for sibship inference, it would be highly dependent on both size and structure (full-and halfof all the parameters in the model would account for the uncertainty related to point estimates of each nuisance sibs) of sib families, in addition to marker properties. For a given marker, higher accuracy of sibship assignparameter and allow for the incorporation of any prior information about the parameters. ment is obtained from samples with larger sibship sizes. In diploid species, exclusion of sibships is impossible A software package, COLONY, implementing the likelihood method described in this article, is available for for pairs of individuals or for diallelic markers. Furthermore, the inclusion of typing errors makes the calculafree download from http://www.zoo.cam.ac.uk/ioz/ software.htm. tion of exclusion probability even more problematic. As a rough guide, one may characterize the amount of I thank Andrew Bourke and Rob Hammond for providing me with information from a marker locus by the heterozygosity their original data and Andrew Bourke, Rob Hammond, Bill Hill, Bill Jordan, and two anonymous referees for constructive comments on in sibship inference.
earlier versions of this manuscript.
With slight modification, my group-likelihood method can use dominant markers, such as random amplified polymorphic DNA and amplified fragment length LITERATURE CITED polymorphism, separately or in conjunction with codominant markers in sibship inference. These domi-
