Abstract. We characterize bounded simply-connected planar W 1,p -extension domains for 1 < p < 2 as those bounded domains Ω ⊂ R 2 for which any two points z1, z2 ∈ R 2 \ Ω can be connected with a curve γ ⊂ R 2 \ Ω satisfying
Introduction
In this paper we study those planar domains Ω ⊂ R 2 for which there exists an extension operator E : W 1,p (Ω) → W 1,p (R 2 ). Here the Sobolev space W 1,p , 1 ≤ p ≤ ∞, is
where ∇u denotes the distributional gradient of u. The usual norm in W 1,p (Ω) is ||u|| W 1,p (Ω) = ||u|| L p (Ω) + ||∇u|| L p (Ω) . More precisely, E : W 1,p (Ω) → W 1,p (R 2 ) is an extension operator if there exists a constant C ≥ 1 so that for every u ∈ W 1,p (Ω) we have
and Eu| Ω = u. Notice that we are not assuming the operator E to be linear. However, for p > 1 there always exists also a linear extension operator provided that there exists an extension operator, see [15] and also [32] . Finally, a domain Ω ⊂ R 2 is called a W 1,p -extension domain if there exists an extension operator E : W 1,p (Ω) → W 1,p (R 2 ). For example, each Lipschitz domain is a W 1,p -extension domain for each 1 ≤ p ≤ ∞ by the results of Calderón [6] and Stein [34] .
In this paper we prefer to use the homogeneous norm ||u|| L 1,p (Ω) = ||∇u|| L p (Ω) . This makes no difference because we only consider domains Ω with bounded (and hence compact) boundary; for such domains one has a bounded (linear) extension operator for the homogeneous norms if and only there is one for the non-homogeneous ones; see [17] . In what follows, the norm in question is always the homogeneous one, even if we happen to refer to it by ||u|| W 1,p (Ω) .
The main result of our paper is the following geometric characterization of simply-connected bounded planar W 1,p -extension domains when 1 < p < 2. Theorem 1.1. Let 1 < p < 2 and let Ω ⊂ R 2 be a bounded simply-connected domain. Then Ω is a W 1,p -extension domain if and only if for all z 1 , z 2 ∈ R 2 \ Ω there exists a curve γ ⊂ R 2 \ Ω joining z 1 and z 2 such that γ dist (z, ∂Ω) 1−p ds(z) ≤ C(Ω, p)|z 1 − z 2 | 2−p .
(1.1)
Both the necessity and sufficiency in Theorem 1.1 are new. Notice that the curve γ above is allowed to touch the boundary of Ω even if the points in question lie outside the closure of Ω. This is crucial: there exist bounded simply-connected W 1,p -extension domains for which R 2 \ Ω has multiple components, see e.g. [20] , [7] .
When combined with earlier results, Theorem 1.1 essentially completes the search for a geometric characterization of bounded simply-connected planar W 1,p -extension domains. The unbounded case requires extra technical work and it will be discussed elsewhere.
The condition (1.1) on the complement in Theorem 1.1 appears also in the characterization of W 1,q -extension domains when 2 < q < ∞. For such domains a characterization using condition (1.1) in the domain itself with the Hölder dual exponent q/(q − 1) of q was proved in [33, Theorem 1.2] , see also earlier results [5, 21] . Theorem 1.2 (Shvartsman). Let 2 < q < ∞ and let Ω be a bounded simply-connected planar domain. Then Ω is a W 1,q -extension domain if and only if for all z 1 , z 2 ∈ Ω there exists a rectifiable curve γ ⊂ Ω joining z 1 to z 2 such that γ dist (z, ∂Ω) (1.
2)
The above two theorems leave out the case p = 2. This is settled by earlier results [12, 13, 14, 18] , according to which a bounded simply-connected domain is a W 1,2 -extension domain if and only if it is a quasidisk (equivalently, a uniform domain). Since the complementary domain of a Jordan uniform domain is also uniform, one rather easily concludes that a Jordan domain is a W 1,2 -extension domain if and only if the complementary domain is.
Combining our characterization in Theorem 1.1 with Shvartsman's characterization stated in Theorem 1.2 (see also Lemma 2.1 for the passage between bounded domains and unbounded domains with bounded boundary) we get the following duality result between the extendability of Sobolev functions from a Jordan domain and from its complementary domain. Corollary 1.3. Let 1 < p, q < ∞ be Hölder dual exponents and let Ω ⊂ R 2 be a Jordan domain. Then Ω is a W 1,p -extension domain if and only if R 2 \Ω is a W 1,q -extension domain. Corollary 1.3 was hinted by the example in [23] (see also [26, 31] ) that exhibits such duality.
Corollary 1.4.
Let Ω ⊂ R 2 be a bounded, simply-connected W 1,p -extension domain, where 1 < p ≤ 2. Then there is q > p so that Ω is a W 1,s -extension domain for all 1 < s < q.
The case 1 < p < 2 follows from Theorem 1.1 together with the fact that (1.1) implies the analogous inequality for all 1 < s < p + ǫ. The case of smaller s is essentially just Hölder's inequality, see [24] , while the improvement to larger exponents follows from the proof of Proposition 2.6 in [33] ; see Lemma 2.10 below. Again, the case p = 2 of Corollary 1.4 was already known to hold: one then has extendability for all 1 < s < ∞.
Combining Corollary 1.4 with results from [21] and [33] we obtain an open-ended property.
Corollary 1.5. Let Ω ⊂ R 2 be a bounded, simply-connected W 1,p -extension domain, where 1 < p < ∞. Then the set of all 1 < s < ∞ for which Ω is a W 1,s -extension domain is an open interval.
Actually, the open interval above can only be one of 1 < s < ∞, 1 < s < q with q ≤ 2, or q < s < ∞ with q ≥ 2.
Let us finally comment on some earlier partial results related to Theorem 1.1. First of all, it is well known that bounded simply-connected W 1,p -extension domains are John domains when 1 ≤ p < 2, see [20, 13, 27] and references therein. The definition of a John domain is given in Definition 2.11 below. However, there exist John domains that fail to be extension domains and, even after Theorem 1.1 there is no interior geometric characterization available for this range of exponents. Secondly, in [22] it was shown that the complement of a bounded simply-connected W 1,1 -extension domain is quasiconvex. This was obtained as a corollary to a characterization of bounded simply-connected BV -extension domains. Recall that a set E ⊂ R 2 is called quasiconvex if there exists a constant C ≥ 1 such that any pair of points z 1 , z 2 ∈ E can be connected to each other with a rectifiable curve γ ⊂ E whose length satisfies ℓ(γ) ≤ C|z 1 − z 2 |. In [22] it was conjectured that quasiconvexity of the complement holds for every W 1,p -extension domain when 1 ≤ p ≤ 2. This conjecture follows from our Theorem 1.1, but again, quasiconvexity is a weaker condition than our geometric characterization.
Before going into the proof of Theorem 1.1 in Sections 3 and 4, we fix some notation and recall basic results in Section 2. The necessity of (1.1) is proved in Section 3 by first verifying this condition under the additional assumption that the domain in question is a Jordan domain. The general case is then handled via an approximation argument, for which we need to approximate Ω from inside by Jordan W 1,p -extension domains. For sufficiency, we again first deal with the Jordan case, and then use a compactness argument to pass to a limit. This is done in Section 4. The crucial point in the proof is the construction of a new version of the Whitney extension technique.
Preliminaries
Let us start this section with the following lemma stating that we can always swap an unbounded domain to a bounded domain (and vice versa) with the same extendability and curve properties. This is the minor observation needed to conclude Corollary 1.3 from Theorem 1.1 and Theorem 1.2.
Lemma 2.1. Let Ω ⊂ R 2 be a bounded domain. Take x ∈ Ω and define an unbounded domain Ω = i x (Ω) using the inversion
Then
(1) For any 1 ≤ p ≤ ∞ the domain Ω is a W 1,p -extension domain if and only if Ω is a W 1,p -extension domain. (2) For any 1 < p < 2 the domain Ω has the curves satisfying (1.1) if and only if Ω has them for some constant C( Ω, p).
Proof. Take 0 < r < R < ∞ such that ∂Ω ⊂ A(x, r, R) := B(x, R) \B(x, r), where R = 2 diam (Ω) and 2r = dist (x, Ω). Notice that i x is a biLipschitz map when restricted to A(x, r, R), with the biLipschitz constant only depending on r and R. Hence for any function u ∈ W 1, p ( Ω), the pull-backed function u • i x | A(x, r, R)∩Ω ∈ W 1, p (Ω \ B(x, r)). Since annuli are W 1, p -extension domains for any 1 ≤ p ≤ ∞, and B(x, r) is compactly contained in Ω, we can extend u • i x | A(x, r, R)∩Ω to a function v ∈ W 1, p (Ω), and then apply the operator E to extend v as a global W 1, p function Ev, whose norm is less than the norm of u up to a multiplicative constant.
Next we use the diffeomorphism i x to push the global function v forward into the image side and restrict it on the set i x (A(x, r, R)), namely let w = Ev • i −1
x | ix(A(x, r, R)) . Again by the biLipschitz property of i x on A(x, r, R), we know w ∈ W 1, p (i x (A(x, r, R))) whose norm is less than the norm of u up to a multiplicative constant, and by definition w| Ω∩ix(A(x, r, R)) = u.
Therefore we can additionally define w(z) = u(z) for all z ∈ Ω.
Since complementary domains of disks are also W 1, p -extension domains for any 1 ≤ p ≤ ∞, we can extend the function w globally to R 2 , which coincides with u on Ω. Hence finally we construct an extension operator for u with the norm depending only on the norm of E, p, R and r. The other direction follows from a similar argument.
Additionally, the fact that i x is biLipschitz when restricted to A(x, r, R) and the fact that outside A(x, r, R) and its image one can always connect using curves satisfying (1.1), imply claim (2). Indeed, if Ω has the curves satisfying (1.1), then let x 1 , x 2 be any two points in Ω, and let z 1 = i −1
x (x 1 ) and z 2 = i −1 x (x 2 ). If z 1 , z 2 ∈ Ω, and the curve γ ⊂ Ω connecting them lies in A(x, r, R), then the bi-Lipschitz property of i x directly gives the desired inequality for the curve i x • γ up to a multiplicative constant depending only on p, r and R.
Next if z 1 , z 2 ∈ A(x, r, R) but the corresponding curve is not contained in A(x, r, R),
, then we can replace the part of curve inside B(x, r) by the shorter subarc of the circle S(x, r) connecting the corresponding points on the circle S(x, r), which changes the inequality (1.1) for the corresponding part up to a multiplicative constant. We still call the new curve γ, and the desired inequality for the curve i x • γ also holds by the argument in the previous case. The case where z 1 , z 2 ∈ B(x, r) is trivial, since now x 1 , x 2 are contained in a (generalized) ball whose boundary is compactly contained in Ω. The case z 1 ∈ B(x, r) while z 2 ∈ A(x, r, R) follows easily from the combination of previous cases, and by symmetry we finish the proof of one direction. The other one is similar.
Let us then fix some notation. When we make estimates, we always write the constants as positive real numbers C(·) with the paranthesis including all the parameters on which the constant depends. The constant C(·) may vary between appearances, even within a chain of inequalities. By a ∼ b we mean that b/C ≤ a ≤ Cb for some constant C ≥ 2. If we need to make the dependence of the constant on the parameters (·) explicit, we write a∼ (·) b. The Euclidean distance between two sets A, B ⊂ R 2 is denoted by dist (A, B). By D we always mean the open unit disk in R 2 and by S 1 its boundary. We call a dyadic square in R 2 any set
where m i , m j , k ∈ Z. We denote by ℓ(Q) the sidelength of the square Q.
Recall that any open set in R n admits a Whitney decomposition.
Lemma 2.2 (Whitney decomposition).
For any U ⊂ R 2 open there exists a collection W = {Q j } j∈N of countably many closed dyadic squares such that
is called a λ-Whitney-type set in Ω with some constant λ ≥ 1 if the following holds.
(i) There exists a disk with radius
For example, the Whitney squares in Lemma 2.2 are 4 √ 2-Whitney-type sets. Now let us recall some terminology and results from complex analysis that will be needed in what follows.
First let us recall the fact that conformal maps preserve conformal capacities. To be more precise, for a given pair of continua E, F ⊂ Ω ⊂ R 2 , define the conformal capacity between E and F in Ω as
Cap(E, F, Ω) = inf{ u 2 W 1, 2 (Ω) : u ∈ ∆(E, F )}, where ∆(E, F ) denotes the class of all u ∈ W 1, 2 (Ω) that are continuous in Ω ∪ E ∪ F and satisfy u = 1 on E, and u = 0 on F . By definition, we see that the conformal capacity is increasing with respect to Ω.
and the analogous estimate holds in
We will use these facts frequently to discuss, for example, the relation between the diameters of two sets. See [35] for these properties. Actually, [35] states these results for "modulus", but "modulus" is equivalent with conformal capacity (see e.g.[30, Proposition 10.2, Page 54]).
Recall that hyperbolic geodesics in D are arcs of (generalized) circles that intersect the unit circle orthogonally and that both the hyperbolic metric and hyperbolic geodesics are preserved under conformal maps, see [1, Page 37] for instance. We refer to the hyperbolic distance of a pair x, y of points in a simply connected domain by dist h (x, y). Similarly, hyperbolic geodesics in R 2 \ D are arcs of (generalized) circles that intersect the unit circle orthogonally. Observe that for any λ−Whitney-type set A contained in one of these domains, the hyperbolic diameter of A satisfies
as A is connected. Further recall that a Jordan curve divides the plane into two domains, the boundary of each of which equals to this curve; we refer to the bounded one as a Jordan domain. Given a Jordan domain Ω and a conformal map ϕ : D → Ω or f : R 2 \ D → R 2 \ Ω, our map ϕ extends homeomorphically up to the boundary by the Caratheodory-Osgood theorem [28] . Then the hyperbolic ray in Ω, ending at z ∈ ∂Ω, is the image under ϕ of the radial ray from the origin to ϕ −1 (z) under f, or in R 2 \ Ω the image of the radial half-line starting from ϕ −1 (z). We sometimes also use the hyperbolic metric in Ω = R 2 \ Ω when Ω is Jordan.
The following lemma states a distortion property of conformal maps.
By this (applied to suitable disks), condition (2.1) and the capacity estimate (2.2), one obtains the following well-known property. Also see [8, Theorem 11] for a more general statement.
Lemma 2.5. Suppose ϕ : Ω → Ω ′ is conformal, where Ω, Ω ′ ⊂ R 2 are domains so that at least one of them is the unit disk or its complementary domain and Q ⊂ Ω is a λ 1 -Whitney-type set. Then ϕ(Q) ⊂ Ω ′ is a λ 2 -Whitney-type set with λ 2 = λ 2 (λ 1 ).
Proof. Since Q is a λ 1 −Whitney-type set, for every point x ∈ Q by definition we have 1
and for some x 0 ∈ Q, the ball B(x 0 ,
Then by Lemma 2.4 we obtain that there exists a ball B(ϕ(x 0 ),
Moreover, notice that
and
Sometimes we omit the constant λ when we are dealing with the Whitney squares from Lemma 2.2. We record the following estimates, often called the Gehring-Hayman inequalities.
Lemma 2.6 ( [9] , [29] ). Let ϕ : D → Ω be a conformal map. Given a pair of points x, y ∈ D, denoting the corresponding hyperbolic geodesic in D by Γ x, y , and by γ x, y any arc connecting x and y in D, we have
where C is an absolute constant.
Above, ℓ(α) for a curve α refers to its Euclidean length. Actually, we also need a version of a step in the proof of Lemma 2.6. Lemma 2.7. Let Ω ⊂ R 2 be a Jordan domain, and let a homeomorphism ϕ :
for k ∈ Z. Furthermore, let Γ ⊂ R 2 \ Ω be the hyperbolic ray corresponding to z 1 , let z 2 ∈ Γ, and let γ ⊂ R 2 \ Ω be a curve connecting z 1 and z 2 . Set
| and let γ k be any subcurve of γ in ϕ(A(z 1 , k)) joining the inner and outer boundaries of
Here all the constants are independent of Ω and the choice of ϕ, z 1 , γ, z 2 , k.
The proof of the analog of this lemma in [4, Page 645] also gives our version with notational changes. We record another similar estimate, see [29, Corollary 4.18] , [4, Page 645] .
Then there is a curve α ⊂ R 2 \ D containing z 0 , consisting of the union of two hyperbolic geodesics from z 0 to suitable points of ∂D and so that α ∪ ∂D separates z 1 from infinity and
Moreover, given a Whitney square Q ⊂ G, there is a hyperbolic ray Γ w starting at some w ∈ ∂D so that Γ w ∩ ϕ −1 (Q) = ∅ and
for the arc [w, y] of Γ w between w and the last point y where Γ w intersects ϕ −1 (Q). Above C is independent of ϕ, z 0 , G, Q.
We record a consequence of (1.1) from [24] , also see the proof of [10, Theorem 2.15].
Lemma 2.9. Let 1 < p < 2 and let Ω ⊂ R 2 be a bounded simply-connected domain. Suppose that z 1 , z 2 ∈ R 2 \ Ω and γ ⊂ R 2 \ Ω is a curve with
The following self-improving property of (1.1) can be established by the proof of [33, Proposition 2.6]. Indeed fix z 1 , z 2 ∈ R 2 \ Ω and pick a sequence of curves γ j joining z 1 , z 2 in R 2 \ Ω that minimizes the integral in (1.1). Then Lemma 2.9 permits us to use the ArzelaAscoli lemma to conclude the existence of a minimizer for (1.1); the limiting argument is a special case of the reasoning in Section 3.3 below. This observation allows one to employ the argument of the proof of [33, Proposition 2.6] .
Indeed the condition above ensures that ℓ(γ j ) ≤ C(J, p)|z 1 − z 2 | := M by Lemma 2.9. Parametrize each γ j by arc length, γ j : [0, ℓ(γ j )] → R 2 \ Ω, starting from z 1 , and extend γ n to [ℓ(γ j ), M ] as γ j (t) = z 2 . Notice that γ j ⊂ B(z 1 , M ), and therefore by the Arzelá-Ascoli lemma we obtain a 1-Lipschitz parametrized curve γ : [0, M ] → B(z 1 , M ) \ Ω such that a subsequence of {γ j } converges to γ uniformly. Then γ is a curve connecting z 1 and z 2 .
Fix m ∈ N and ǫ >0.
Then ω (m) (z) is continuous and bounded.
Let us now show that
To this end, since M < +∞, up to choosing a subsequence and redefining γ, we may assume that ℓ(γ j ) converges to M as n → ∞. Therefore for j large enough, by Fatou's lemma we have
where we used the fact that
and by the monotone convergence theorem we finally get (2.4).
Lemma 2.10. Inequality (1.1) implies the analogous inequality for all 1 < s < p + ǫ with ǫ > 0 that only depends on p and the constant C(Ω, p) in (1.1). Namely, for all z 1 , z 2 ∈ R 2 \ Ω there exists a curve γ ⊂ Ω joining z 1 and z 2 such that
Finally, let us recall a few things about John domains.
Definition 2.11 (John domain
). An open bounded subset Ω ⊂ R 2 is called a John domain provided it satisfies the following condition: There exist a distinguished point x 0 ∈ Ω and a constant J > 0 such that, for every x ∈ Ω, there is a curve γ : [0, l(γ)] → Ω parameterized by arc length, such that γ(0) = x, γ(1) = x 0 and
The curve γ is called a John curve.
We further need the following results from [27] , see [27, Theorem 2.18, Theorem 4.5], see Lemma 2.9 for the comment regarding (1.1).
Lemma 2.12. A bounded simply-connected planar domain Ω whose complement is quasiconvex, especially if it satisfies (1.1), is a John domain, where the John constant J only depends on the constant in quasiconvexity or the constant in (1.1). Moreover, each simply connected John domain Ω is finitely connected along its boundary, we may use hyperbolic geodesics to the base point as John curves, and any given pair of points
where the infimum runs trough arcs γ that join x and y in Ω. We say that a homeomorphism ϕ : D → Ω is quasisymmetric with respect to the inner distance if there is a homeomorphism
for each triple z, x, y of points in D. To be precise, the definition of quasisymmetry with respect to the inner distance in [16] is based on another version of the inner distance, where ℓ(γ) is replaced by diam (γ). By Lemma 2.6 one may replace the arcs γ in these definitions by hyperbolic geodesics. If our simply-connected domain Ω is John with constant J it then follows from [11, Theorem 5.14] that these two distances are comparable modulo a multiplicative constant that only depends on J. Conversely, if ϕ is quasisymmetric in our sense, then it easily follows from the definitions and Lemma 2.6 that Ω is John with a constant J that only depends on the quasisymmetry function η. Hence the two distances are again comparable. Thus the statement of Lemma 2.13 holds also under our definition of quasisymmetry.
Proof of necessity
In this section we prove that a bounded simply-connected planar W 1,p -extension domain necessarily has the property that any two points z 1 , z 2 ∈ R 2 \ Ω can be connected with a curve
We will first prove the case where Ω is additionally assumed to be Jordan.
Theorem 3.1. Let 1 < p < 2 and let Ω be a Jordan domain. Suppose that there exists an extension operator E :
where C(||E||, p) depends only on p and the norm of the extension operator.
After this, based on inner uniformity (see Definition 3.7 below), we prove that, if Ω is a bounded simply-connected W 1,p -extension domain, then, for n ≥ 2, the Jordan domains Ω n = ϕ(B(0, 1 − 1 n )) are also W 1,p -extension domains with extension operator norms only depending on p and the norm of the extension operator for Ω. Here ϕ : D → Ω is a conformal map. Finally by approximation and a limiting argument we obtain the result for the general case.
3.1. Necessity in the Jordan case. In this section we will prove Theorem 3.1. Recall that the existence of our extension operator guarantees that Ω is a John domain with a constant J only depending on p and the norm of E. In what follows, J refers to this constant. For notational simplicity, we first consider the case z 1 , z 2 ∈ ∂ Ω = ∂Ω.
Since Ω is Jordan, the two points z 1 , z 2 separate the boundary into two open curves P 1 and P 2 . Without loss of generality we assume that diam (P 1 ) ≤ diam (P 2 ). For the following four lemmas let Ω, z 1 , z 2 , P 1 and P 2 be fixed.
We need the following general lower bound on the Sobolev norm.
Lemma 3.2. Let Q be a square, 1 ≤ p < 2 and let h ∈ W 1,1 (Q) be absolutely continuous on almost all lines parallel to the coordinate axes. Write
for some δ > 0, where the notation H 1 means the 1-dimensional Hausdorff measure, and π i stands for the projection to the x i −axis for each i = 1, 2. Then
, and our claim follows by Fubini's theorem. Similarly, the claim holds if for
. If both of the above two conditions fail, we find
. Then the claim again follows by using the fundamental theorem of calculus, Hölder's inequality and the Fubini's theorem.
If
, the argument from the previous paragraph applies with obvious modifications. We are left with the cases where
By symmetry, it suffices to consider the first one. As above, we get reduced to the case in which there exist x 1 ∈ π 1 (A 0 ) and x 2 ∈ π 2 (A 1 ) such that for all t ∈ π 2 (Q) and s ∈ π 1 (Q) ,
. Since u is absolutely continuous along these two line segments, this is impossible as these segments intersect. Now we are ready to state the existence of a suitable test function. We remark again that the two curves P 1 and P 2 are open. 
Here the neighborhoods are defined with respect to the topology of Ω.
Proof. Recall that a bounded W 1,p -extension domain Ω is a John domain with a constant only depending on p and the norm of the extension operator when 1 < p < 2. Let J be the John constant and x 0 the distinguished point as in Definition 2.11. Denote by γ 1 a John curve connecting x 0 and z 1 . By Lemma 2.12 we may assume that γ 1 is a hyperbolic geodesic. Similarly we define γ 2 for x 0 and z 2 , and let γ 0 = γ 1 ∪ γ 2 . The existence of John curves is actually only guaranteed by the definition for points inside the domain, but the general case follows easily from this. Observe that P 1 and γ 0 give a Jordan subdomain Ω 1 ⊂ Ω. Define a function φ : Ω → R by setting
for x ∈ Ω, where the infima are taken over all the rectifiable curves γ(x, P 2 ) ⊂ Ω from x to some point of P 2 .
Since Ω is a Jordan domain, γ, P 1 and P 2 are disjoint. From the John condition we have for every w ∈ γ 1 , dist (w, ∂Ω) ≥ J|w − z 1 |. Therefore for w ∈ γ 1 , we get
Next we define a cut-off function by setting
for z ∈ Ω. Using this cut-off function we define
when z ∈ Ω. By our construction, we know that, for any 0 < ǫ < 1 9 , Φ ≥ 1 − ǫ in some neighborhood of the set P 1 ∩ B(z 1 , c 1 |z 1 − z 2 |), and Φ ≤ ǫ in some neighborhood of P 2 ∩ B(z 1 , c 1 |z 1 − z 2 |). This follows easily from the fact that Ω and Ω 1 are both Jordan.
Moreover, we have
Since Ω is Jordan, ϕ extends homeomorphically up to the boundary. We refer to this extension also by ϕ. Given z 1 , z 2 ∈ ∂ Ω, let Γ j be the hyperbolic ray starting at ϕ −1 (z j ), where j = 1, 2. Pick y j ∈ Γ j with
and let α be the curve obtained from the arcs [ ϕ −1 (z j ), y j ] together with a shorter one of the two circular arcs between y 1 , y 2 . Set γ = ϕ(α). Let W be a Whitney decomposition of Ω and set
We index the squares in W γ according to sidelength: Q i1 , · · · , Q in i are those with sidelength 2 i when i ∈ Z, if there are such squares. Notice that each n i is necessarily finite.
Lemma 3.4. For the curve γ defined above, we have
where C = C(J) is independent of z 1 , z 2 , ϕ.
Proof. Since Ω is John, Lemma 2.12 gives us a curve β ⊂ R 2 \ Ω that joins z 1 , z 2 and so
We claim that z ∈ B(z 1 , N C(J)|z 1 −z 2 |) for some absolute constant N. Let Q be a Whitney square containing z. If Q ∩ β = ∅, the desired conclusion follows. Otherwise, notice that ϕ −1 (Q) is a Whitneytype set by Lemma 2.5 and hence the definition of Γ together with the lower bound on the capacity obtained via (2.1) and the conformal invariance of the capacity show that the capacity of Q and β inΩ is bounded away from zero by an absolute constant. Hence (2.2) shows that Q must intersect B(z 1 , N C(J)|z 1 − z 2 |), where N is an absolute constant. Since z ∈ Q, the sidelength of Q is no more than dist (Q, ∂Ω) and since z 1 ∈ ∂Ω, the asserted inequality follows. Lemma 3.5. For W γ defined above, we have
Proof. Let Φ be defined as in Lemma 3.3 for the choice c 1 = cC, where C is the constant in Lemma 3.4, and c will be determined momentarily.
Since Ω is a W 1, p −extension domain, we have EΦ ∈ W 1, p (R 2 ), where E is the corresponding extension operator. Therefore by denoting by M the Hardy-Littlewood maximal operator and by fixing c 2 ≥ 1 to be determined momentarily and 1 < s < p, we get
By Lemma 2.8, there is a constant c 2 such that, for every Q ij ∈ W γ , c 2 Q ij ∩ P 1 = ∅ = c 2 Q ij ∩ P 2 . This determines the value of c 2 in the above estimate. We now choose an absolute constant c so that 2c 2 Q ij ⊂ B(z 1 , cC|z 1 − z 2 |) for each Q ij ; this determines the constant c in the definition of c 1 in the beginning of our proof. Notice that for any Q ij ,
for subcurves γ 1 ⊂ 2c 2 Q ij of P 1 and γ 2 ⊂ 2c 2 Q ij of P 2 by Lemma 3.4 and our construction. Then, by Lemma 3.2 applied to a representative of EΦ that is absolutely continuous on almost every line segment parallel to the coordinate axes, relying on the values of Φ on P 1 , P 2 from Lemma 3.3 we have
Therefore we have established the asserted inequality.
Proof of Theorem 3.1. For each Q ij , its diameter is comparable to dist (Q ij , ∂Ω), which means for the points w ∈ γ ∩ Q ij that dist (w, ∂Ω) ∼ diam (Q ij ). Therefore the claim of Lemma 3.5 is equivalent to the condition:
Hence we have proven the existence of the desired curve when z 1 , z 2 ∈ ∂Ω. Suppose now that z 1 ∈ ∂Ω and z 2 lies on the hyperbolic ray Γ starting at z 1 . Then the arguments above show that the desired estimate holds for the arc of Γ between z 1 and z 2 ; a bit more work via Lemma 2.5 is needed to handle those possible squares Q ij with 2 i ≥ 3 diam (Ω).
, we may choose γ to be a line segment between z 1 , z 2 . Otherwise, Lemma 2.8 allows us to pick hyperbolic rays Γ j starting at some w j , j = 1, 2 so that Γ j intersects B(z j , dist (z j , ∂Ω)) at some y j and the length of the arc [w j , y j ] of Γ j is no more than C dist (z j , ∂Ω). Now one obtains the curve γ by joining w 1 , w 2 by the first part of our proof, applying the beginning of this paragraph to the arcs [w j , y j ] and using additional line segments inside B(z j , dist (z j , ∂Ω)) if necessary. The case when only one of the points is in Ω is similar.
3.2. Inner extension. We prove the following inner extension theorem in this subsection. 
Fix ǫ, and notice that Ω ǫ is a Jordan domain. Let Ω ′ ǫ = R 2 \ Ω ǫ , and Ω ǫ = Ω ′ ǫ ∩ Ω. Since a John domain is finitely connected along its boundary, see Lemma 2.12, by [27, Theorem 2.18] we may extend ϕ continuously to the boundary ∂Ω; we denote the extended map still by ϕ. We are going to modify the method of P.W. Jones from [18] to prove Theorem 3.6.
First, recall a concept introduced in [36] , also see [2] .
Definition 3.7 (Inner uniform domain).
A domain Ω is called inner uniform if there exists a positive constant ǫ 0 such that for any two different points x, y ∈ Ω, there exists a rectifiable curve γ ⊂ Ω joining x, y and satisfying
3)
where γ xz is the the part of γ joining from x to z, and γ zy corresponds to z and y.
By [2] , [36] we know that each simply-connected J-John domain Ω is an inner uniform domain, with ǫ 0 depending only on J. Moreover, one can require γ xy to be the hyperbolic geodesic between x and y.
Proof of Theorem 3.6. We wish to construct a suitable cover for Ω ǫ inside Ω and an associated partition of unity. Towards this, recall that Ω is John and that, by Lemma 2.13, so is Ω ǫ , with a constant only depending on J. From the discussion after Definition 3.7, we may further assume that Ω ǫ is inner uniform, and that we may use hyperbolic geodesics of Ω ǫ as curves referred to in the definition, with constant ǫ 0 only depending on J.
Fix 2 −k 0 −1 < ǫ ≤ 2 −k 0 for some k 0 ∈ N. We begin by constructing a decomposition of the preimage A = D \ B(0, 1 − ǫ), of Ω ǫ under ϕ, and then obtain a decomposition of Ω ǫ with the help of the map ϕ.
For each k ≥ 1, the collection of the 2 k+k 0 − 1 radial rays obtained by diving the polar angle 2π evenly and by starting with the zero angle subdivides A k into Whitney-type open sets. We refer to these sets by Q i . According to Lemma 2.13, ϕ is quasisymmetric with respect to the inner metrics, and it follows from this and the geometry of the sets Q i that each S i = ϕ( Q i ) is a John domain with the John constant only depending on J. Set W = { S i }. Moreover, according to Lemma 2.4, when Q i ⊂ A k with k ≥ 1, the corresponding set S i is a Whitney-type set with respect to Ω ǫ .
We first claim that diam (
This follows from the fact that ϕ is quasisymmetric with respect to the inner metric of Ω, see Lemma 2.13. Now for each S i ∈ W , define
We then claim that there exists a constant c > 1 depending only on J such that, these sets U i have uniformly finite overlaps. This easily follows from the quasisymmetry of ϕ with respect to the inner metric and the fact that W forms a cover of Ω ǫ . Given S i ∈ W , we construct a locally Lipschitz (with respect to the inner metric of Ω) function φ i whose support is bounded and relatively closed in Ω, and contained in U i , such that |∇φ i | diam ( S i ) −1 and φ i (x) = 1 for any x ∈ S i . Indeed, simply set
Since we have uniformly finite overlaps for U i , our collection of the functions φ i give rise to a partition of unity, still denoted by {φ i }, such that φ i (x) = 1 for every x ∈ Ω ǫ . We are now ready to construct the extension operator. First, let us associate to each
where W is the corresponding Whitney decomposition of Ω ǫ . To see that a Whitney square of desired size can be chosen, trace back towards ϕ(0) along any hyperbolic ray that intersects S i and recall that ϕ is quasisymmetric with respect to the inner distance. By the fact that Ω is inner uniform, we know that the inner distance between S i and S i with respect to Ω is no more than a constant times diam (
Given such S i , S j and corresponding S i , S j , consider the hyperbolic geodesic in Ω between the centers of S i , S j . From Lemma 2.6 we conclude that the Euclidean length of this geodesic is no more than constant times diam ( S i ). Since Ω ǫ = ϕ(B(0, 1 − ǫ)), it follows that this geodesic is contained in Ω ǫ . We use Lemma 2.6 a second time to conclude that the Euclidean length of the hyperbolic geodesic with respect to Ω ǫ is also bounded from above by a constant times diam ( S i ). Let us define G( S i , S j ) to be the union of all Whitney squares of Ω ǫ that intersect this geodesic.
Define
for a given Lipschitz (with respect to the Euclidean metric) function u ∈ W 1, p (Ω ǫ ). Here
where S i ∈ W is the square associated to S i ∈ W . Therefore for each S ∈ W , by letting
we obtain
where G(S, S k ) is the union of squares along a suitable hyperbolic geodesic connecting S and S k , as defined in the previous paragraph, with
Since S i has uniformly finitely many neighbors and Ω ǫ is inner uniform,
for all x, and we finally obtain
, with the constant only depending on p and J.
Since u is Lipschitz, the above procedure gives us an extension of u to the entire Ω with the desired norm bound. The general case of u ∈ W 1, p (Ω ǫ ) follows by density of Lipschitz functions in this class: even C ∞ (R 2 ) is dense in W 1, p (G) for 1 < p < ∞ if G is a planar Jordan domain [25] .
3.3.
Proof of the general case. In this subsection, we prove the necessity in the more general case, where Ω is a bounded simply connected W 1,p -extension domain.
Fix z 1 , z 2 ∈ R 2 \ Ω. Let Ω n = ϕ(B(0, 1 − 1 n )) for n ≥ 4, where ϕ : D → Ω is a conformal map. By Theorem 3.6 we know that each Ω n is also a W 1,p -extension domain with the norm of the operator only depending on p, the John constant of Ω, and the norm of the extension operator for Ω. Denoting by Ω n the complementary domain of Ω n , we know that
Moreover, by Theorem 3.1, there is a curve γ n ⊂ Ω n connecting z 1 and z 2 so that
We proceed to find a curve γ such that (1.1) holds. Notice that the condition above ensures that ℓ(γ n ) ≤ C(J, p)|z 1 − z 2 | := M by Lemma 2.9. Parametrize each γ n by arc length, γ n : [0, ℓ(γ n )] → Ω n , starting from z 1 , and extend γ n to [ℓ(γ n ), M ] as γ n (t) = z 2 . Notice that γ n ⊂ B(z 1 , M ), and therefore by the Arzelá-Ascoli lemma we obtain a 1-Lipschitz parametrized curve γ : [0, M ] → B(z 1 , M ) \ Ω such that a subsequence of (γ n ) converges to γ uniformly. Then γ is a curve connecting z 1 and z 2 .
Fix m ∈ N and ǫ >0. For z ∈ R 2 and n ∈ N set
n (z) is continuous and
To this end, since M < +∞, up to choosing a subsequence and redefining γ, we may assume that ℓ(γ n ) converges to M as n → ∞. Therefore for n large enough, by Fatou's lemma we have
and by the monotone convergence theorem we finally get (3.5).
Proof of sufficiency
In this section we prove the sufficiency of the condition (1.1) in Theorem 1.1, but begin with a weaker version. Namely, let 1 < p < s < 2 and suppose that Ω is a bounded simplyconnected Jordan domain with the property that there exists a constant C such that for every pair of points z 1 , z 2 ∈ R 2 \ Ω one can find a curve γ ⊂ R 2 \ Ω joining them with
We claim that Ω is a W 1,p -extension domain. Write Ω for the complementary domain of Ω.
Proposition 4.1. Let 1 < p < s < 2 and let Ω ⊂ R 2 be a Jordan domain. Suppose that for all z 1 , z 2 ∈ Ω there exists a curve γ ⊂ Ω joining z 1 and z 2 such that (4.1) holds. Then Ω is a W 1,p -extension domain and the norm of the extension operator only depends on p, s and the constant C in (4.1).
The proof of Proposition 4.1 is given in three steps. In the first step, in the following subsection, we show that (4.1) also holds for initial arcs of hyperbolic rays Γ ⊂ Ω, up to a multiplicative constant. In the second subsection we then assign a Whitney square of the domain Ω to each such Whitney square Q of its complementary domain that satisfies ℓ( Q) ≤ 3 diam (Ω). In the third subsection we use the relation between the Whitney squares to construct our extension operator.
In the final subsection of this section we prove Theorem 1.1 via Proposition 4.1 and an approximation argument. For this, it is crucial that the norm of the extension operator in Proposition 4.1 only depends on s, p and C in inequality (4.1) and that (4.1) for some s > p follows from (1.1) by Lemma 2.10.
4.1.
Transferring the condition to hyperbolic geodesics. According to the Riemann mapping theorem there is a conformal map ϕ : R 2 \ D → Ω. Since Ω is a Jordan domain, we can extend ϕ continuously to the boundary as a homeomorphism. We denote the extension still by ϕ. Recall the definition of a hyperbolic ray from Section 2.
Lemma 4.2. Assume that (4.1) holds and that Ω is Jordan. Let z 1 ∈ ∂Ω and [z 2 , z 3 ] be an arc of the hyperbolic ray Γ ⊂ Ω corresponding to z 1 . Then
where C ′ depends only on p and the constant in (4.1).
Proof. Let γ be a curve from Proposition 4.1 for the pair z 1 , z 2 . We use the notation from Lemma 2.7 and assume that z 3 is after z 2 on Γ when one moves towards infinity. Especially, we let γ k be a subcurve of γ that joins the inner and outer boundaries of ϕ(A(z 1 , k)), provided that [z 2 , z 3 ] hits at least three such annuli. If [z 2 , z 3 ] is contained in the union of two of these annuli, our claim follows from Lemma 2.4. For each k ∈ Z with
k is the circle centered at ϕ −1 (z 1 ) with radius 3 × 2 k−2 .
Fix k ≤ 2 as above. According to Lemma 2.8, we know that there is a curve α k of length no more than Cd(Z k , ∂Ω) so that α k contains Z k and α k intersects both γ k and ∂Ω. Then
According to Lemma 2.7,
By Lemma 2.7 ℓ(γ k ) ℓ(Γ k ). Combining this with (4.3), (4.4) and (4.5), gives
We are left to consider the remaining values of k. If k ≥ 2, then A(z 1 , k) is a full annulus and the analogs of (4.6) and (4.7) easily follow from Lemma 2.4. The only remaining values of k to consider are those potential k with
For such k, (4.6) still holds and Lemma 2.4 shows that dist (Z k , ∂Ω) ∼ dist (Z k−1 , ∂Ω). By our assumption [z 2 , z 3 ] is not contained in the union of two of our annuli, an hence these additional terms are controlled by the other terms. The claim follows by summing over k.
Assigning Whitney squares for reflection.
Let Ω be a Jordan domain. We will assign "reflected" squares in the Whitney decomposion W = {Q i } of Ω to squares Q i in the Whitney decomposition W = { Q i } of the complementary domain Ω. This will only be done for those Q i for which ℓ( Q i ) ≤ 3 diam (Ω). The construction of our extension operator will then rely on these squares. We continue under the asumption that Ω satisfies (4.1). In what follows we usually use the notation A to remind the readers that the set in question is contained in Ω. Given a set A ⊂ Ω, we consider all the hyperbolic rays in Ω starting from ∞ and passing through A, and define the shadow S( A) as the set of all points where these rays hit the boundary ∂Ω.
Similarly, we define S(A) for all A ⊂ Ω, with the difference that the hyperbolic rays are now starting from ϕ(0), where ϕ : D → Ω is a conformal map. If Ω happens to be John, we require that ϕ(0) is the distinguished point of Ω and otherwise the center of one of the largest Whitney squares in Ω. Notice that the shadow of a connected set is connected. Moreover, for Whitney squares, or even connected Whitney-type sets, we have following properties. Lemma 4.3. For each Q i ∈ W , we have that S(Q i ) is connected and diam (S(Q i )) ℓ(Q i ) for some absolute constant. The same holds for each
, where the constant J here is the John constant.
Proof. Consider a conformal map ϕ : D → Ω and extend it continuously to the boundary as a homeomorphism. Then ϕ −1 (Q i ) is connected. Therefore, by the fact that ϕ maps hyperbolic geodesics to hyperbolic geodesics, ϕ −1 (S(Q i )) is connected, and so is S(Q i ).
Additionally, by Lemma 2.5, ϕ −1 (Q i ) is a Whitney-type set and hence the conformal capacity between ϕ −1 (S(Q i )) and ϕ −1 (Q i ) in D is bounded from below by a positive absolute constant; see (2.1). Since ϕ preserves conformal capacity, we obtain diam (S(
and hence
The connectivity of S( Q i ) and the analogous estimate for Q i follows similarly; notice that
If Ω is John, then we know by Lemma 2.12 that the hyperbolic rays are in fact John curves. Then diam (S(Q i )) ℓ(Q i ), and hence we can find a constant C(J) > 2 such that 1
We need to associate a square Q i ∈ W to each square 
where C(J) depends only on J.
Proof. We only need to show the existence for those γ that satisfy diam (γ) ≤ of all Whitney squares that intersect ϕ(B). Since ϕ(B) is a Whitney-type set, this collection has no more than N elements for some universal N. By quasisymmetry, the shadow of ϕ(B) has diameter at least diam (ϕ(α))/C(η). Since the shadow of ϕ(B) is contained in ϕ(α) = γ, the shadow of one of the N Whitney-squares, call it
The remaining inequality follows from quasisymmetry; notice that ϕ −1 (Q i ) ∩ B = ∅ and that ϕ −1 (Q i ) is a Whitney-type set.
Lemma 4.4 allows us to associate a Whitney square in Ω to each Whitney square Q i ∈ W . Indeed, simply choose γ = S( Q i ) in the lemma; observe that Lemma 4.3 ensures that S( Q i ) is a subarc of ∂Ω.
Notice that there may be many possible candidates of Q i for a given Q i , namely satisfying (4.8) and (4.9), and we just choose one of them. Since Ω is John, the Euclidean distance between any two of these candidates is no more than C diam (S( Q i )), where C depends only on C(J). However, a single Q i may well be chosen for many distinct Q i , of different sizes: S( Q i ) can be much larger in size than Q i . Even though the previous lemma does not require that ℓ( Q i ) ≤ 3 diam (Ω), the estimate from Lemma 4.3 does. Because of this, we only consider such squares.
Let us relabel those Q i ∈ W with ℓ( Q i ) ≤ 3 diam (Ω) that have the same associated square via Q i ∈ W . To be more specific, for each Q i that is an associated square for some square in W , consider all those squares Q ij from W whose associated square is Q i . We order them so that for every 1 ≤ j ≤ k, we have
where ϕ : R 2 \D → Ω is our fixed conformal map. Since ϕ is homeomorphic up to the boundary there are only finitely many Q ij corresponding to a fixed Q i . Given Q i ∈ W set Q * i := ∪ j Q ij , where Q ij are as above. Observe that Q * i and Q * j have no common squares when i = j. Next we prove an important estimate related to Q * i .
Lemma 4.5. For each i ∈ N, we have
In order to prove this, we need two auxiliary lemmas.
Lemma 4.6. Given C, there are no more than
The bound N depends only on the C and the John constant of Ω.
Proof. Let γ 1 , . . . , γ n be pairwise disjoint as in the statement. In order to bound n it suffices to associate to each γ j a disk B j of radius r ≥ diam (S(Q i ))/C ′ so that these disks are pairwise disjoint and all have distance to S(Q i ) no more than C ′ diam (S(Q i )), for a constant only depending on C, J.
Given k, let x
k and x (2) k be the two end points of γ k . First of all, observe that we may assume that |x
, and we replace x k ∈ γ k comes from the triangle inequality. Namely if there is no such a point, then for all x, y ∈ γ k , we have
Let ϕ : D → Ω be a conformal map with ϕ(0) = x 0 , the distinguished point in the John condition. Then ϕ is quasisymmetric with respect to the inner distance by Lemma 2.13 with η only depending on J. Let w be the midpoint of ϕ −1 (γ k ), set z = (1 − diam (ϕ −1 (γ k ))/2)w and set B k = B(z, diam (ϕ −1 (γ k ))/4). Then the sets ϕ(B k ) are pairwise disjoint and of Whitneytype. From quasisymmetry it follows that
The claim follows by recalling that a λ-Whitney-type set A contains a disk of radius (Q i )) ; the sets ϕ(B k ) are λ-Whitney-type for an absolute λ.
For a Whitney square Q ⊂ Ω and a hyperbolic ray Γ with Γ ∩ Q = ∅, corresponding to a point z ∈ ∂Ω, we define the tail of Γ with respect to Q as the arc of Γ between z and Q. Denote this set by T (Γ, Q). Then the tail of Q is
Lemma 4.7. Let Q 0 ⊂ Ω be a Whitney square with ℓ( Q 0 ) ≤ 3 diam (Ω). Then for any Whitney square Q ⊂ Ω satisfying Q ∩ T ( Q 0 ) = ∅, we have
The constant here is absolute.
Proof. Let ϕ be a conformal map ϕ :
then by the John property of R 2 \ D and the assumption ϕ −1 ( Q) ∩ ϕ −1 (T ( Q 0 )) = ∅, there exists a constant c > 0 such that
and so dist h ( Q 0 , Q) ≤ c. Therefore we have ℓ( Q) ℓ( Q 0 ) by Lemmas 2.4 and 2.5. By Lemma 4.3 we conclude that ℓ( Q) diam (S( Q 0 )). Now let us consider the case where diam (
, the geometry of ϕ −1 (T ( Q 0 )), gives us the existence of a Whitney square Q ′ ⊂ Ω such that dist h ( Q ′ , Q) ≤ 10, and ϕ −1 ( Q ′ ) ⊂ ϕ −1 (T ( Q 0 )). For this, notice that ϕ −1 (T ( Q 0 )) is the union of the parts of the hyperbolic rays between ϕ −1 ( Q 0 ) and ∂D. Now Q ′ ⊂ T ( Q 0 ) and similarly as above we obtain the desired estimate by Lemma 4.3.
Proof of Lemma 4.5. First of all let us consider the conformal map ϕ : R 2 \ D → Ω. Let ρ 0 be a hyperbolic ray that intersects Q * i . Denote by ρ the tail of ρ 0 with respect to the square in { Q ij ⊂ Q * i | ρ 0 ∩ Q ij = ∅} whose preimage under ϕ is furthest away from the origin, that is, the last square of these that ρ 0 hits towards infinity. Let Q 0 be this square.
We claim that ℓ(ρ) ℓ(Q i ). First we prove that, for every square Q intersecting ρ, we have
By Lemma 4.3 and (4.8), we know that
for all j. For the rest of the squares Q k satisfying Q k ∩ ρ = ∅, we have Q k ∩ T ( Q 0 ) = ∅. By Lemma 4.7, Lemma 4.3 and (4.8) we get
as desired. Therefore, by Lemma 4.2 we have Recall that our finite collection of the squares Q ij is ordered with respect to j, say 1 ≤ j ≤ k, so that the diameters of ϕ −1 (S( Q ij )) decrease when j increases. We choose
Otherwise we consider Q ij with j = k − 2 as a candidate for Q 2 i and continue inductively. This gives us Q 1 i , · · · , Q n i with pairwise disjoint shadows. Since these squares come from Q * i , Lemma 4.6 gives us a universal bound on n in terms of C(J); see (4.8) and (4.9) .
Let Q ij ⊂ Q * i . By the construction in the previous paragraph, there is an index l so that S( Q ij ) ∩ S( Q l i ) = ∅. Suppose that Q ij is not one of the chosen squares Q l i . Since shadows are connected, at least one of the end points of S( Q l i ) is contained in S( Q ij ); otherwise S( Q ij ) is strictly contained in S( Q l i ) since these shadows are closed and connected, which means
contradicting our selection of the squares Q l i . Therefore by assigning two hyperbolic rays to each Q l i we obtain a collection of 2n hyperbolic rays that intersects all of our squares Q ij contained in Q * i . Our claim follows by combining the estimate from the previous paragraph on the number of hyperbolic rays necessary to catch our squares Q ij with (4.12).
4.3.
Constructing the extension operator. We define
Here
where Q j is the square associated to Q j with ℓ( Q j ) ≤ 3 diam (Ω) and φ j ∈ C ∞ ( Ω) is compactly supported in for all x ∈ Ω contained in a Whitney square of side length no more than 3 diam (Ω). Especially, Eu is defined in a disk B Ω containing Ω. We will prove that Eu W 1, p (B Ω \Ω) u W 1, p (Ω) . Let us first estimate the norm of the extension inside such a square Q ∈ W . Denote by |∇u| the zero extension of |∇u|, and by M the maximal function operator. Before going to the general case, we first show the estimate in a special case.
we have
Proof. Let ϕ : D → Ω be a conformal map. Recall that it extends homeomorphically up to the boundary. We further assume that ϕ(0) = x 0 , the distinguished point in the definition of a John domain; recall that Ω is John with constant only depending on p and the constant in (4.1). Additionally, ϕ is quasisymmetric with respect to the inner distance by Lemma 2.13. Figure 3 . The shadows of neighboring squares Q 1 and Q 2 can differ significantly in size from each other. Consequently the reflected squares Q 1 and Q 2 may be of very different size.
, it follows from the above quasisymmetry that
By Lemma 2.6 we deduce that the length of the hyperbolic geodesic between the centers of Q 1 and Q 2 is comparable to ℓ(Q 1 ). Moreover, since a simply connected John domain is inner uniform (see Definition 3.7) by [2] , [36] it follows that this hyperbolic geodesic provides us with a John subdomain Ω Q 1 , Q 2 ⊂ Ω ∩ CQ 1 of diameter no more than Cℓ(Q 1 ) containing both Q 1 and Q 2 , where C only depends on the John constant J. Notice that the John constant of Ω Q 1 , Q 2 also only depends on J.
By the Sobolev-Poincaré inequality on Ω Q 1 , Q 2 from [3] and the fact ℓ(Q 1 ) ∼ ℓ(Q 2 ),
This estimate together with Hölder's inequality, the definition of our extension and Lemma 4.5 gives us the desired control for the case of those squares that satisfy the assumption of this lemma.
Unfortunately, the reflected squares of neighboring Whitney squares need not have comparable size (see Figure 3) , and hence we cannot directly rely on Lemma 4.8. To fix this problem, we need to find a chain of suitable squares connecting Q 1 and Q 2 inside Ω to be able to use our estimate. Without loss of generality, we may assume that 8 diam (S( Q 1 )) ≤ diam (S( Q 2 )), and hence ℓ(Q 1 ) ℓ(Q 2 ). As usual we only consider the squares Q satisfying ℓ( Q) ≤ 3 diam (Ω).
Take a connected closed set F 1 (a fake square) such that
The existence of F 1 is clear since ϕ : R 2 \ D → Ω is a homeomorphism and conformal outside D. Notice that F 1 is a Whitney-type set since ℓ(
where C(J) depends only on J; notice that Lemma 4.3 also holds for connected Whitney-type sets.
Next we pick a connected closed set
and select a Whitney square
where C(J) depends only on J. We continue this process until we get
Denote by G( Q 1 , Q 2 ) the collection of the Whitney squares containing Q 1 , Q 2 and the squares {Q l } defined above. If Q m ⊂ Ω is the associated Whitney square of F l , we denote the set F l by F 1, 2 m . Here the upper indices 1, 2 are used to remind that
Define the index set I(m) as
Now we need a stronger version of Lemma 4.5.
Lemma 4.9. For each m ∈ N, we have
Proof. There are two kinds of Whitney-type sets taken into account in the summation: the associated Whitney squares of Q m in Ω, and the sets F i, j m or F j, i m for some i ∈ I(m) and
We only need to discuss the sets in the latter category, because Lemma 4.5 gives the estimate for the squares belonging to the former one. By symmetry it suffices to consider F First of all let us consider the conformal map ϕ : R 2 \ D → Ω. Let ρ 0 be a hyperbolic ray that intersects at least one of the Whitney-type sets { F i, j m } i∈I(m) . Denote by ρ the tail of ρ 0 with respect to the Whitney-type sets in
whose preimage under ϕ is furthest away from the origin, that is, the last Whitney-type set of these that ρ 0 hits towards infinity. Let F 0 be this set.
We claim that ℓ(ρ) ℓ(Q m ). First we prove that, for every Whitney-type set F intersecting ρ, we have
By Lemma 4.3 and the construction of these sets, we know that
By a version of Lemma 4.7 for connected Whitney-type sets, Lemma 4.3 and the definition of these sets we get
as desired. Therefore, by Lemma 4.2 we have Re-denote all the Whitney-type sets F i, j m by F n respect to n, say 1 ≤ n ≤ k so that the diameters of ϕ −1 (S( F n )) decrease when n increases. We choose
Otherwise we consider F n−2 as a candidate for F 2 m and continue inductively. This gives us F 1 m , · · · , F n 0 m with pairwise disjoint shadows. By the construction of these sets Lemma 4.6 gives us a universal bound on n 0 in terms of C(J); see (4.8) and (4.9).
Let F i be some set which is not chosen. By the construction in the previous paragraph, there is an index l so that S( F i ) ∩ S( F l m ) = ∅. Notice that F i is not one of the chosen sets F l m . Since shadows are connected, at least one of the end points of S( F l m ) is contained in S( F i ); otherwise S( F i ) is strictly contained in S( F l m ) since these shadows are closed and connected, which means diam ( ϕ −1 (S( F l m ))) > diam ( ϕ −1 (S( F i ))), Towards this, recall that C ∞ (R 2 ) is dense in W 1, p (Ω) for 1 < p < ∞ if Ω is a planar Jordan domain, see [25] . By our norm estimate above, it thus suffices to show that, for u ∈ W 1, p (Ω)∩C ∞ (R 2 ), by defining the extension in B Ω \Ω as above and setting Eu(x) = u(x) when x ∈ Ω, we obtain a function in W 1, p (B Ω ). For this, it suffices to show that our extended function is continuous at every point of B Ω . Indeed, since Ω is a John domain, [19, Theorem 4] then guarantees that the above definition gives a Sobolev function. Notice that Eu is clearly continuous (even smooth) in B Ω \ Ω and smooth in Ω. Hence we are reduced to show continuity at every x ∈ ∂Ω.
Recall that Ω is Jordan. This implies that diam (S( Q)) tends to zero uniformly when ℓ( Q) tends to zero. Given x ∈ ∂Ω and points x k converging to x from within Ω, pick the Whitney squares Q k containing x k . Then, by Lemma 4.3, the associated squares Q k also converge to x. It easily follows from the assumption that u is the restriction of a smooth function to Ω and from the construction of Eu that u(x k ) → u(x).
4.4.
Proving the general case by exhausting with Jordan domains. We complete the proof for the general case of a bounded simply-connected domain Ω by approximation.
Recall that we are claiming the existence of a bounded extension operator under the condition (1.1) for a given bounded simply-connected domain Ω. We have already verified a weaker version of this if Ω is Jordan.
In order to be able to prove the general case by using the result for the Jordan case, we need a sequence of approximating Jordan domains to have extension operators with uniform norm bounds. For this purpose we have stated the dependence of the norm of the extension operator in Proposition 4.1 explicitly.
From now on, Ω is a bounded simply-connected domain that satisfies (1.1) and ϕ : D → Ω is a conformal map. Towards the existence of a suitable approximating sequence, recall that (1.1) guarantees that Ω is John and finitely connected along its boundary, see Lemma 2.12. Thus we can extend ϕ continuously up to the boundary, see [28, Theorem 4.7] . We still denote the extended map by ϕ. Let B n = B(0, 1 − 1 n ) for n ≥ 2. Then Ω n = ϕ(B n ) are Jordan John domains (with constant independent of n) contained in Ω by Lemma 2.13, and converge to Ω uniformly because of the uniform continuity of ϕ up to the boundary. Actually, ϕ is even Hölder continuous [10] , [29] .
We divide the proof into two steps. First we prove that the complementary domain of Ω n satisfies condition (4.1) with a constant that is independent of n. In the second step, we apply Proposition 4.1 to Ω n and complete the proof by a compactness argument.
Lemma 4.11. Each of the complementary domains Ω n of Ω n satisfies condition (4.1) with curves γ ⊂ Ω n and a constant independent of n.
Proof. Fix n ≥ 2. First we notice that, if z 1 and z 2 are both outside Ω, then condition (4.1) follows immediately from (1.1) and the self-improving property from Lemma 2.10, since dist (z, ∂Ω) ≤ dist (z, ∂Ω n ) for z ∈ R 2 \ Ω. Hence we may assume that z 1 ∈ Ω \ Ω n .
Suppose first that ϕ −1 (z 2 ) ∈ B(ϕ −1 (z 1 ), (1 − |ϕ −1 (z 1 )|)/2) := B. Then the existence of the desired curve easily follows from Lemma 2.4. Indeed, because of the geometry of B \ B n , ϕ −1 (z 2 ) and ϕ −1 (z 1 ) can be joined in B \ B n by a curve for which the analog of (4.1) holds with a universal constant, and the image of this curve will have the desired property. The desired conclusion also follows if the roles of z 1 , z 2 above are reversed. Applying Lemma 2.4 and Lemma 2.5, we may thus assume that C|z 1 − z 2 | ≥ max{d(z 1 , ∂Ω), d(z 2 , ∂Ω)}.
Recall from Lemma 2.13 that ϕ is quasisymmetric with respect to the inner distance. We now employ Lemma 2.8, Lemma 2.13 and simple geometry to find two intersecting disks B 1 , B 2 contained in B(0, 1) \ B n so that, setting U = ϕ(B 1 ) ∪ ϕ(B 2 ), we have that z 1 ∈ U , U ∩ ∂Ω = ∅, diam (U ) ≤ Cd(z 1 , ∂Ω), and U is C-John with a constant only depending on the John constant of Ω. By connecting two John curves, we obtain a curve Γ 1 ⊂ U joining z 1 to ∂Ω so that
Analogously, if z 2 ∈ Ω \ Ω n , we find a corresponding curve for z 2 . In this case, it remains to join the two endpoints of Γ 1 and Γ 2 in ∂Ω by a curve Γ 3 outside Ω guaranteed by our assumption. It is easy to check that the curve composed from Γ 1 , Γ 2 and Γ 3 satisfies our requirements. If z 2 / ∈ Ω, we simply use Γ 1 and a curve Γ 3 joining z 2 and the endpoint of Γ 1 in ∂Ω as above.
We are now ready to complete the proof of sufficiency in Theorem 1.1. Pick a disk B with Ω ⊂ B. Fix u ∈ W 1, p (Ω), and let u n = u| Ωn for n ≥ 2. By Lemma 4.11 and Proposition 4.1, there exists an extension operator E n : W 1, p (Ω n ) → W 1, p (R 2 ). Since the norms of the extension operators E n depend only on p and the constant C in condition (4.1), E n u n W 1, p (B) is bounded inedpendently of n. Hence by the assumption p > 1, there exists a subsequence weakly converging to some v ∈ W 1, p (B). Define Eu := v. Observe that the sequence {E n u n } converges to u pointwise a.e. on Ω. Hence we know that Eu is an extension of u, and the desired norm bound over B follows from the uniform bound on the extension operators E n . Since B is a W 1, p -extension domain, this completes the proof of Theorem 1.1.
