This paper studies hybrid beamforming for active sensing applications, such as millimeter-wave or ultrasound imaging. Hybrid beamforming can substantially lower the cost and power consumption of fully digital sensor arrays by reducing the number of active front ends. Sparse arrays can be used to further reduce hardware costs. We consider phased arrays and employ linear beamforming with possibly sparse sensor configurations at both the transmitter and receiver. The quality of the acquired images is improved by adding together several component images corresponding to different transmissions and receptions. In order to limit the acquisition time of the image, we formulate an optimization problem for minimizing the number of component images, subject to achieving a desired point spread function.
I. INTRODUCTION
Phased arrays are a key technology with several applications in radar, sonar, microwave imaging, medical ultrasound, and wireless communications, to list a few [1] . The many advantages of arrays include high SNR, and the capability to reject unintentional and intentional interferences.
The resolution and ability to resolve targets improve with increasing aperture. This encourages using short carrier wavelengths, which allow for designing electrically large arrays with small form factors by packing many elements into a tiny physical area. On the other hand, the cost, power consumption, and computational load commonly associated with signal processing for many antenna elements and dedicated transceiver chains may become prohibitively large. These issues are especially pronounced for fully digital arrays, where each array element is connected to separate front end, which includes RF-IF components and an analog-to-digital converter (ADC) or digital-to-analog converter (DAC). For example, a planar antenna array operating in the THz frequencies of the radio spectrum may in principle fit hundreds or even thousands of elements in a square area with a side length of only a few centimeters. The practical applicability of such fully digital systems is limited by the number of required front ends, and the typical high sampling rates and bandwidths imposed on the DACs/ADCs. Sparse arrays can be used to reduce the cost of large arrays with a regular geometry. By utilizing a virtual array model called the co-array, the number of elements can be significantly reduced compared to a uniform array of equivalent aperture, without sacrificing the array's ability to resolve scatterers or signal sources [2] - [4] . The co-array is a virtual array structure typically consisting of the pairwise vector sums or differences of the physical array element positions. For instance, the sum co-array commonly arises in active far field imaging applications, where linear processing (delay-and-sum beamforming and matched filtering) is used at the transmitter and receiver. Sparse arrays exploit the fact that the co-array of a uniform array is redundant. Consequently, not all physical elements of the uniform array are needed to achieve a uniform co-array. The support of the co-array ultimately determines the achievable set of point spread functions (PSFs) of the imaging system. A particular PSF may be achieved by weighting the co-array using the so-called image addition technique [2] . Image addition produces a desired co-array weighting by adding together several images, which are acquired using different transmit-receive beamforming weights. Each of these component weights correspond to a separate transmission, or pulse, and reception, when transmitters operate coherently as in a phased array. In this case, it is critical to keep the number of component images as low as possible, while controlling the distortions to the PSF. If transmissions are incoherent, as in synthetic aperture radar, or orthogonal multiple-input-multiple-output (MIMO) radar [5] , the number of component images is less important. In such cases, image addition may be applied during post-processing after data acquisition [6] .
Hybrid beamforming may be used to further reduce the cost of a fully digital array. The typical application of hybrid beamforming is millimeter-wave (mmWave) communications, where linear processing is used to precode and decode multiple data streams sent over a MIMO channel, with the goal of maximizing the channel capacity [7] or improving the reliability of data transmission. Hybrid beamforming architectures reduce the number of front ends by preprocessing the transmitted or received signals by an analog beamforming network. This network usually consists of inexpensive, low power phase shifters connecting every array element to all front ends. Fig. 1 depicts this fully connected architecture. In a partially connected architecture, each front end is connected to only a subset of all the available elements, e.g., see [8] , [9] . The total power consumption and cost of the system may further be reduced by applying coarser quantization at the ADCs/DACs [7] , [10] , or by using sparse arrays.
Hybrid beamformer design may be formulated as an optimization problem. The challenges in finding optimal designs are mainly related to the non-convexity of the resulting matrix factorization problem. In particular, non-convexity results from i) decomposing the fully digital beamformer into analog and digital parts; ii) introducing phase shifters in the analog beamforming network; and iii) using quantized phase shifts [11] . Many authors have addressed these issues using both analytical [9] , [12] - [14] as well as numerical tools [8] , [9] , [14] , [15] . Most analytical methods make use of the fact that any digital beamforming vector may be implemented by a fully connected hybrid beamformer using continuous phase shifters and two front ends [12] . Actually, only a single front end per data stream is sufficient, if the number of phase shifters per front end is doubled [9] , [13] , [14] . The total number of phase shifters can also be reduced in the case of multiple data streams [9] . The aforementioned results are not applicable if the number of streams is greater than the number of front ends, or if the phase shifters are quantized. Consequently, several numerical approaches to solve the hybrid beamforming problem have been proposed, including alternating minimization [8] , quasi-Newton methods [15] , Wirtinger flow [16] , and various heuristics [9] , [14] .
The aforementioned works mainly consider hybrid beamforming in a mmWave communications context. In contrast, this paper focuses on active sensing applications. The transmitting and receiving arrays have a fully connected hybrid architecture and may be sparse. We utilize image addition to synthesize PSFs that are usually only achieved by uniform arrays employing fully digital beamforming. This work addresses the general case when the analog beamforming network consists of phase shifters with quantized phases. In related work, we study the special case of a single front end connected to phase shifters with continuous phases [17] .
The main contributions of the paper are threefold: 1) We formulate an optimization problem to find the hybrid transmit and receive beamforming weights achieving a desired PSF using as few component images as possible.
2) We develop two algorithms for approximately solving this non-convex problem: an alternating minimization method for the fully digital case, and a greedy method for the hybrid case.
3) We derive upper bounds on the number of required component images, and give the beamformer weights achieving these bounds in closed form.
The paper is organized as follows. Section II introduces the signal model and defines key concepts, such as the point spread function and the image addition method. Section III formulates the hybrid beamformer weight optimization problem. Section IV reviews key prior work that will be utilized in Section V, where we propose algorithms for approximately solving the hybrid beamforming problem in both the fully digital and hybrid cases. Section VI develops closed-form expressions for the hybrid beamforming weights, which provide upper bounds on the number of component images in the case of continuous and discrete phase shifts. Finally, Section VII demonstrates the performance of the proposed solutions via simulations using both linear and planar arrays. In particular, we show that sparse hybrid beamformers with quantized phase shifters can achieve image quality comparable to uniform fully digital beamformers, at the expense of an increase in the number of transmissions and a reduction in array gain.
Notation: Matrices are denoted in bold uppercase, vectors in bold lowercase, and scalars in unbolded letters. The (n, m)th element of matrix A is denoted A nm , or [A] nm . Furthermore, the nth row and mth column of matrix A are denoted as A n,: and A :,m . Subscripts "t" and "r" denote transmitter and receiver, respectively. We omit these subscripts, or use x ∈ {r, t} to avoid unnecessary repetition whenever possible. The N-dimensional vector of ones is denoted by 1 N , and the N × N identity matrix is denoted by I N . The standard unit vector, consisting of zeros except for the ith entry, is denoted by e i (dimension specified separately). The indicator function is denoted by ½(·). The ℓ p and Frobenius norms are denoted · p and · F , where p ≥ 1.
Operators (·) T , (·) H , (·) * , and (·) † denote the matrix transpose, complex conjugate transpose, complex conjugate, and pseudo-inverse. The Kronecker, Khatri-Rao, and Hadamard products are denoted by ⊗, ⊙, and •. The vec(·) operator stacks the columns of its matrix argument into a column vector, whereas, mat N ×M (·) reshapes an NM dimensional vector into a N × M matrix. The diag(·) operator constructs a diagonal matrix of its vector argument. We assume that basic operations, such as the exponential function exp(·), rounding to the nearest integer ⌈·⌋, the angle of a complex-valued number ∡·, or the absolute value | · | are applied element-wise to matrix arguments. Table I lists the symbols that are referred most frequently in the text.
II. SIGNAL MODEL AND DEFINITIONS
In this section, we introduce the signal model and some key definitions. In particular, we consider active narrowband sensing of coherent far field point scatterers using linear processing at both the transmitter and receiver. We first define matrix F x , which models the analog beamforming network consisting of phase shifters. We then briefly recall the key concept of the point 
A. Signal model
Consider a phased planar array imaging system that sequentially scans a scattering scene by transmitting and receiving focused beams of narrowband signals. Such systems are typically used in, e.g., medical ultrasound imaging or radar. Let N t denote the number of transmitting (Tx) and N r the number of receiving (Rx) array elements. The number of Tx and Rx front ends are reduced using analog preprocessing networks comprising of phase shifters, as shown in Fig. 1 . Specifically, we use a bank of M t < N t Tx front ends and M r < N r Rx front ends. We refer to the beamforming architecture as fully analog when M x = 1, and fully digital when M x = N x , reserving the term hybrid for the case when 2 ≤ M x < N x . Both the hybrid and analog architectures are assumed to be fully connected, whereas the digital architecture is partially connected, since each sensor has a dedicated front end.
We transmit a modulated narrowband pulse using the effective transmit beamforming weights w t = F t c t ∈ C Nt , where c t ∈ C Mt denotes the digital weight vector, and F t ∈ C Nt×Mt the analog phase shift matrix (see section II-B for details). The transmitted radiation is reflected off scatterers in the field-of-view of the transmit array and picked up at the receiver, where it is processed by a hybrid beamforming network with the effective beamforming weights w r = F r c r ∈ C Nt . Here c r ∈ C Mr denotes the digital, and F r ∈ C Nr×Mr the analog beamforming weights of the receiver.
The beamformed signal is then processing using a digital matched filter yielding
where H ∈ C Nr×Nt is the channel (or scattering scene) matrix, and n ∈ C Nr is a vector of additive noise. Furthermore, u ∈ R 3 is the scan direction with entires u = [sin ϕ sin θ, cos ϕ sin θ, cos θ] T , when the array is focused in the far-field. Here ϕ ∈ [−π/2, π/2] and θ ∈ [0, π] are the azimuth and elevation angles of the scan direction.
The magnitude of (1), i.e., |y(u)|, may be interpreted as an image of scene H in direction u.
For instance, when imaging a static, clutter-free scene consisting K line-of-sight point scatterers, H assumes the form
where
. When the kth scatterer is located in the far field of both the transmitting and receiving array, we
have v k = [sin ϕ k sin θ k , cos ϕ k sin θ k , cos θ k ] T , where ϕ k ∈ [−π/2, π/2] and θ k ∈ [0, π] denote the azimuth and elevation angles of the scatterer.
B. Analog phase shift matrix F x
The entries of the analog phase shift matrix F x ∈ F x (B) are complex exponentials with discrete phases. Specifically, let
where the exponential function in (3) is not a matrix exponential, but applied element-wise, and B denotes the number of bits used to uniformly quantize the phase of each entry of F over the interval [0, 2π). Note that (4) ensures that Φ(B + 1) ⊃ Φ(B), and thereby F x (B + 1) ⊃ F x (B).
It also follows from (4) that the phase quantization operator P Φ(B) (Ψ), i.e., the projection of the elements of some matrix Ψ ∈ [0, 2π) N ×M to set Φ(B) becomes
Letting the number of bits go to infinity yields the special case of continuous phase shifters:
C. Point spread function and image addition
The point spread function (PSF) is a key property characterizing a linear imaging system, analogously to the impulse response of a linear time-invariant system. The PSF is defined as the system response to a unit-reflectivity point scatterer, essentially determining the resolution and interference suppression capability of the imaging array. Specifically, for a scatterer in direction v ∈ R 3 , and the array focused
Omitting the explicit dependence on u and v for notational convenience, we may express the PSF as
A single Tx-Rx weight pair w t , w r , as in (6), may not always suffice to achieve a desired PSF. In this case, the image quality may be improved by image addition [2] . Image addition synthesizes a high-resolution composite image by summing together several component images of lower resolution, which are formed using different Tx-Rx weight pairs. With image addition, the rank-1 matrix w r w T t in (6) is replaced by the co-array weight matrix W ∈ C Nr×Nt [18] :
where W x = [w x,1 , . . . , w x,Q ] ∈ C Nx×Q . Each outer product w r,q w T t,q in (7) corresponds to a transmission and reception with a different pair of effective Rx and Tx weight vectors w r,q and w t,q . These vectors may be found from the singular value decomposition (SVD) of matrix W in the case of fully digital beamforming [18] . The smaller the number of component images Q is, the shorter the image acquisition time, since fewer pulses are required to form an image. In the case of hybrid beamforming, (7) becomes
Assuming that the PSF is evaluated for a set of V discrete scatterer directions {v i } V i=1 , we may express the desired PSF as ψ ∈ C V . We may then define the root-mean-squared error (RMSE) of the realized PSF over the scatterer directions as
where each row of measurement matrix A ∈ C V ×NrNt corresponds to a two-way steering vector a t ⊗ a r , that is,
D. Sum co-array and dimensions of measurement matrix A
The sum co-array is a virtual array structure consisting of the pairwise element position sums of the transmit and receive arrays. Physical arrays that are sum co-array equivalent have the same sum co-array support, which ultimately determines the set of PSFs that the arrays can achieve [2] . The support of the sum co-array is defined
where D x = {d x,1 , . . . , d x,Nx } ⊂ R 3 denotes the set of physical transmit or receive element coordinates. The utility of the sum co-array stems from the fact that it has at least as many virtual elements N Σ = |D Σ | as either of the physical arrays, since N t + N r − 1 ≤ N Σ . If the transceivers are co-located, that is, N x = N, a simple counting argument shows that N Σ ≤ N(N + 1)/2. The array is redundant if N Σ < N(N + 1)/2, which is typically the case when elements lie on a uniform grid [19] , [20] . If the transmitting and receiving elements can be placed independently of each other, the redundancy condition is N Σ < N t N r .
Explicitly considering the co-array can also have practical computational benefits. In particular, we may avoid sampling the array response in (10) by computing an upper bound on the RMSE in (9) . This is particularly useful in the case of planar arrays, since sampling the array manifold in both the azimuth and elevation angles may be expensive. The co-array based upper bound can also be used to significantly reduce the dimensionality of any optimization problem involving an error term proportional to (9) . We will consider two such problems in Section III, and apply the upper bound in the numerical experiments of Section VII-B. The upper bound is given by the following proposition:
Proposition 1 (RMSE majorizer based on sum co-array). Let an element of the array steering vector be [a x ] n = [g x ] n exp(j2πd T x,n v i /λ), where g x ∈ C Nx is a vector of element gains, and d x,n ∈ D x ⊂ R 3 is the position of the nth Tx or Rx element. If g x is constant for all scatterer
where S Σ ∈ {0, 1} N Σ ×NrNt is a sparse selection matrix and w Σ ∈ C N Σ a desired sum co-
Proof: See Appendix.
Sparse matrix S Σ only has N Σ rows and N t N r non-zero entries, which is much less than the V N t N r elements of full matrix A in (10), especially when V ∝ N t N r . We also note that
is a sufficient, but not necessary, condition for equality to hold in (12) . In practice however, the active element gain vector g x often depends on the scatterer direction v, which violates the central assumption of Proposition 1. Nevertheless, (12) may still be a reasonable alternative to (9) in any of the following cases: (i) g x is approximately constant within some sector of interest v ∈ V, (ii) the rows of A cannot be sampled sufficiently densely, or (iii) the size of A is too large with respect to the available computational resources.
III. PROBLEM FORMULATION
Next we formulate the hybrid beamformer weight optimization problem. The objective is to minimize the number of component images Q, while achieving a desired PSF. The hybrid beamforming structure imposes the additional constraint that W should be factorized as in (8).
This leads to the following non-convex optimization problem:
In (P1), A is the measurement matrix given by (10) , ε max ≥ 0 is an error tolerance parameter,
and F x denotes the analog weight matrix constraint set in (3) . The fact that Q is unknown further complicates problem (P1). If we instead fix Q, we obtain the following slightly simpler optimization problem:
We may actually recover the solution to (P1) from (P2) by decreasing Q in steps of one, until we find the smallest Q for which the objective function of (P2) does not exceed ε max . If we know the effective weight vectors w x,q ∈ C N , which may be the case when a fully digital solution is available, we may solve the even simpler optimization problem
for each q ∈ {1, 2, . . . , Q} and x ∈ {t, r} (we omit the subscripts in (P3) for simplicity). Problem (P3) recovers a solution to (P1), if a fully digital solution to (P1) is available, and if this solution satisfies both (7) and (8) for the same Q.
IV. KEY RESULTS IN PRIOR WORK
In this section, we review two key results related to solving optimization problem (P3) using hybrid and analog beamformers with continuous phase shifters. We reformulate these results as lemmas, which we will use in Section V and VI.
Zhang et al. showed that two front ends with continuous phase shifts are sufficient for factorizing any w ∈ C N as w = Fc, thus optimally solving (P3) when M ≥ 2 [12, Theorem 1].
The hybrid beamforming weights can be expressed in closed form in this case, as shown by the following lemma 1 :
Lemma 1 (Solution to (P3) using two front ends and continuous phase shifters [12] ). Let M = 2 and B → ∞. Given any w ∈ C N , the optimal solution to (P3) achieving w = Fc, where c ∈ C 2 and F ∈ F (∞) following (3), is given by
Here
m ∈ {1, 2}; |c 1 |+|c 2 | ≥ max n (|w n |); |c 1 |−|c 2 | ≤ min n (|w n |); and |c 1 | ≥ |c 2 |.
Lemma 1 may be trivially extended to the case M > 2 by appending zeros to c in (14) and columns with arbitrary phases to F in (13) [12] . Note that (13) and (14) 
, [13] , [14] . This condition is satisfied in Lemma 1, as (14) . However, a modification to the canonical fully-connected architecture is required. Namely, all MN phase shifters need to be connected to a single front end, as explained in the following remark:
Remark 1 (Analog beamformer with modified architecture [9] , [13] , [14] ). and B → ∞. Given any w ∈ C N , an optimal solution to (P3) that minimizes w−cf 2 2 , where c ∈ C and f ∈ F (∞) following (3), is given by
Furthermore, the optimal value of (P3) is w 2 
V. ALGORITHMS FOR FINDING BEAMFORMER WEIGHTS
In this section, we develop four algorithms for approximately solving optimization problems (P1), (P2), and (P3). In the fully digital beamforming case, we address (P2) using alternating minimization (Algorithm 1), and (P2) by alternating minimization and binary search (Algorithm 2).
In the hybrid and analog beamforming cases, we use a greedy approach to approximately solve both (P3) (Algorithm 3) and (P2) (Algorithm 4). Table II summarizes the proposed algorithms.
A. Digital beamformer
Digital beamformer design is substantially simplified by the fact that F x,q = I Nx in this case.
In order to find the optimal digital weights, we start by fixing the number of component images Q. This reduces (P2) to the biconvex problem
where the columns of W x = [w x,1 , w x,2 , . . . , w x,Q ] ∈ C Nx×Q are the unknown weight vectors, each corresponding to a specific component image. Problem (P4) is non-convex due to the product of the unknown matrices W r and W t . However, we may find a local minimum of (P4) in a straightforward fashion by alternating minimization [8] , [21] . The method, summarized in Algorithm 1, starts with an initial guess for W t and proceeds by computing the least squares solutions:
Algorithm 1 Digital beamformer: alternating min., (P4)
3:
{U, Σ, V} ← SVD(W) 4: {W t , k, ε} ← {V * :,1:Q , 0, ∞}
5:
while k < k max ∨ ε > ε max do 6:
Update W r and W t using (17) and (18) 7:
Equations (18) and (17) are iteratively solved until a desired error ε max or maximum number of iterations k max is achieved. Although alternating minimization is guaranteed to converge to a local minimum, which local minimum is found depends on the initialization. We choose to
) to confine the initialization to the solution subspace. We then initialize W t using the right singular vectors corresponding to the Q largest singular values of W [8] . Note that when Q = min(N r , N t ), we may simply obtain W t and W r from the SVD of the least squares solution W = mat Nr×Nt (A † ψ).
Treating variable Q as an unknown, we observe that Q = rank(W). Consequently, (P1) simplifies to the following low-rank matrix recovery problem:
In order to relax (P5) to a convex problem, the rank function can be replaced by the nuclear norm W * [22] . The nuclear norm is the tightest convex relaxation to the rank, and it is known to yield low-rank solutions to rank minimization problems [23] . The resulting semidefinite program can then be efficiently solved using a standard numerical solver, such as SDPT3 [24] . Alternatively, we may use Algorithm 1 to find an approximate solution to (P5) by performing a binary search over variable Q. As shown in Algorithm 2, we find the smallest Q satisfying the given error while Q = ∅ do ⊲ find smallest Q solving (P5) 5 :
if ε > ε max then ⊲ infeasible solution 8 :
else ⊲ feasible solution 10 :
The most expensive operation in Algorithm 1 is the computation of the pseudo-inverses on line 6, which generally has cubic complexity. The worst-case complexity of Algorithm 1 is there-
Similarly, the complexity of Algorithm 2 is O(k max max(N r N t , V ) 3 log(min(N r , N t ))), since a binary search over n numbers has a worst-case complexity of O(log n).
Assuming that N x ∝ N, V ≫ N 2 , and k max = O(1), the complexities of Algorithm 1 and 2 simplify to O(N 6 ), respectively O(N 6 log N). This may be prohibitively large for an array with hundreds of elements, even if the optimization is performed offline.
B. Hybrid beamformer
We will show in Section VI that it is possible to construct a hybrid beamformer that solves (P1) using continuous phase shifts and exactly two front ends, if a fully digital solution to (P1) is given. In case of discrete phase shifts, it may be sufficient to quantize this hybrid solution, provided that the number of bits is sufficiently large. However, poor results may follow if only a few bits are used [14] . Furthermore, this approach does not benefit from increasing M x > 2.
As a first step towards addressing the issues outlined above, we consider problem (P3), and adopt a greedy method to approximately solve it (Algorithm 3). Starting with a fully digital solution w, we initialize the residual as w ′ = w, and apply Lemma 1 to find F ∈ F (∞) ⊂ C N ×2 satisfying w ′ = F1 2 w ′ ∞ /2. Using (5), we quantize the phase of F, yielding F = exp(jP Φ(B) (∡F)) ∈ F (B) ⊂ C N ×2 . We then compute the least squares solution of the digital weights c before updating the residual on line 8. The process is repeated a total of ⌊M/2⌋ times. In case M is odd, we quantize the analog least squares solution given by Lemma 2 in the final iteration. The solution found by Algorithm 3 becomes exact, i.e., w ′ → 0, when either (i)
We note that Algorithm 3 is similar to [16, Algorithm 1], although we additionally utilize Lemma 1, and also consider a somewhat different problem to begin with. if M mod 2 = 1 then ⊲ M odd 10:
When the number of component images of the hybrid beamformer Q is no more than that of the fully digital beamformer Q d , we can directly apply Algorithm 3 to each digital weight
and find an approximate solution to (P2). However, this solution does not improve if Q is increased beyond Q d . Consequently, we propose Algorithm 4, which iteratively computes the principal singular vectors of the residual co-array weight matrix W ′ ∈ C Nr×Nt , and applies Algorithm 3 to these vectors. The residual is initialized as W ′ = W, where W ∈ C Nr×Nt is ideally low rank and achieves low RMSE in (9) . For example, we can use the fully digital solution W r W T t of Algorithm 2 to set
where the second term in (19) is the least squares residual of W r W T t , which is added to ensure that Algorithm 4 is not limited by the possibly nonzero approximation error of this solution.
After initialization, we compute the hybrid weights F x,q ∈ C Nx×Mx and c x,q ∈ C Mx by iteratively applying Algorithm 3 to the digital weights obtained from the principal left and right singular vectors of W ′ . At the end of each iteration, we update the residual as W ′ = W ′ −F r,q c r,q c T t,q F T t,q . After the final iteration, we recompute the digital weights by solving (P2), which is rewritten
Problem (P6) is biconvex, since vec(W) can be rewritten as
This directly follows from identities (i) vec(Xxy
. . , z T Q ] T after simplifying Z. A local minimum of (P6) can be found using alternating minimization, which iterates between the following least squares solutions:
The outlined procedure could also be used to update the digital weights before computing the residual on line 7 of Algorithm 4. However, numerical experiments suggest that the quality of the solutions does not improve enough to justify the roughly Q-fold increase in the complexity of Algorithm 4. 
. . , c t,Q ], 0, ∞} 10:
while k < k max ∨ ε > ε max do ⊲ alt. min.
11:
Update C r and C t using (20) and (21) 12: 
Finally, we note that initializing W ′ may also have non-negligible complexity, as in the case of (19) , where computing the digital solution requires calling Algorithm 1 with worst-case complexity O(N 6 log N). c Requires modification to the architecture in Fig. 1 (see Remark 1 in Section IV).
C. Analog beamformer
Algorithms 3 and 4 are directly applicable to analog beamformer design. We note that more efficient algorithms can also be derived, since problems (P1) and (P2) simplify significantly in the analog case [17] . However, such investigations are beyond the scope of this paper.
VI. BOUNDS ON THE NUMBER OF COMPONENT IMAGES Q
In this section, we derive closed-form solutions for F x,q , c x,q that yield upper bounds on Q Table III . We find that for any number of phase shift bits B, the number of component images required by a hybrid beamformer satisfies
is the number of component images required by the fully digital beamformer. Similarly, for the fully analog beamformer we have Q d ≤ Q ≤ 4N r N t .
A. Digital beamformer
In the case of fully digital beamforming, the SVD guarantees that any co-array weight matrix W ∈ C Nr×Nt in (7) can be factorized using Q d = rank(W) ≤ min(N r , N t ) component images.
Any hybrid or analog factorization in (8) must therefore satisfy Q ≥ Q d .
B. Hybrid beamformer
It is not evident for which values of Q factorization (8) 
Here ∡, cos −1 , and | · | are applied element-wise.
2) One-bit phase shifters:
The phases of the phase shifters may be coarsely quantized in practice [11] . In this case, Theorem 1 no longer holds even approximately. However, any coarray weight matrix W ∈ C Nr×Nt can still be achieved using only two Tx/Rx front ends and one-bit phase quantization. This is accomplished at the expense of increasing the number of component images to Q = N r N t ≫ min(N r , N t ) ≥ rank(W). The hybrid weight matrices in (8) are again obtained in closed form, as shown by the following theorem:
Theorem 2 (Hybrid beamforming weights using one-bit phase shifters and two Tx/Rx front ends). Let M x = 2 and B = 1. Any W ∈ C Nr×Nt may be factorized as W = NrNt q=1 F r,q c r,q c T t,q F T t,q , with c r,q , c t,q ∈ C 2 , and F x,q ∈ F x (1) following (3). Specifically,
where c r,q c t,q = Wn rnt 4 ; n r = 1+(q−1) mod N r ; and n t = ⌈q/N r ⌉.
Theorem 2 implies that the hybrid beamformer with at least two Tx/Rx front ends can achieve the PSF of the fully digital beamformer, regardless of the number of bits used to quantize the phase shifters. This is facilitated by image addition, which trades off an increase in the number of is achieved by appending columns with arbitrary phases to (24) , and zeros to (25) .
C. Analog beamformer
A fully analog beamformer may be constructed directly from a hybrid architecture by either increasing the number of component images Q, or by modifying the beamforming architecture as in Remark 1 of Section IV. In the latter case, the number of phase shifters is still M x N x , although only a single Tx/Rx front end is used. Actually, the number of phase shifters can be reduced to half by doubling Q. More generally, the following lemma shows that total number of phase shifters can be reduced from M t N t + M r N r to N t + N r by increasing the number of component images from Q to M t M r Q:
Lemma 3 (Analog beamforming weights from hybrid beamforming weights).
Proof: See Appendix. 
where φ x,q = ∡w x,q + (−1) ix+1 cos −1 (|w x,q | w x,q −1 ∞ );q = ⌈q/4⌉; i r = ⌈(1 + (q − 1) mod 4)/2⌉; and i t = 1 + (q − 1) mod 2.
2) One-bit phase shifters: According to Remark 1 in Section IV, we may reduce the number of Tx/Rx front ends in Theorem 2 to one, since the digital weight vector in (25) is a scaled unit vector. Similarly to Theorem 3, the number of phase shifters may further be reduced to half:
Theorem 4 (Analog beamforming weights using one-bit phase shifters). Let M x = 1 and B = 1.
Any W ∈ C Nr×Nt may be factorized as W = 4NrNt q=1 c r,q c t,q f r,q f T t,q , with c x,q ∈ C, and f x,q ∈ F x (1) following (3) . Specifically,
c r,q c t,q = W nrnt /4 (31)
where i r = ⌈(1 + (q − 1) mod 4)/2⌉; i t = 1 + (q − 1) mod 2; n r = 1 + (⌈q/4⌉ − 1) mod N r ; and n t = ⌈q/(4N r )⌉.
A direct corollary of Theorem 4 is that the number of component images of the analog beamformer is upper bounded by Q ≤ 4N r N t , since F x (1) ⊆ F x (B ≥ 1) . The gap between the bounds presented in this section and simulation results can be significant, as we will show in the next section. Establishing tighter bounds is therefore an important topic for future work.
VII. NUMERICAL EXAMPLES
This section presents numerical examples using the beamforming weight optimization algorithms developed in Section V and different closed-form beamformer designs derived in Section VI. In the first example, we study how the trade-off between the main parameters M, B, and Q affects the PSF of a uniform linear array. In the second example, we simulate a sparse planar array imaging far field scatterers. Assuming ideal array elements, we demonstrate that a sparse hybrid array with a finite number of phase shift bits can achieve comparable resolution and side-lobe levels to a fully digital uniform array.
When we consider the RMSE majorizer (12) instead of the true RMSE in (9) (see Section II-D), we simply replace ψ by w Σ , A by S Σ , and V by N Σ in Algorithms 1, 2 and 4. Also, we compute the pseudo-inverses in Algorithms 1 and 4 using diagonal loading, since the measurement matrix (A or S Σ ) may be ill-conditioned or noisy in practice. The Tikhonov regularized pseudo-inverse of matrix X is defined
where (X) † α ≈ X † holds for small enough values of the diagonal loading parameter α > 0. We choose the value of α heuristically by trial-and-error, due to the lack of a rigorous selection rule.
A. Point spread function of uniform linear array
Next, we compare the point spread function of a uniform linear array (ULA) with a digital, hybrid and analog architecture (Fig. 2) . Each beamforming architecture yields a specific co-array weight matrix W for a given desired PSF ψ. Since each element of the ULA is used for both transmission and reception, we denote N = N x and M = M x . We assume that the array consist of N = 11 identical omnidirectional elements spanning an aperture of 5λ with λ/2 inter-element spacing. No mutual coupling between the elements is assumed. The transmit and receive steering vector is thus given by
where the elements of the ULA lie on the x-axis at normalized positions d x = [−5, −4, . . . , 5] T .
We uniformly sample the measurement matrix A and desired PSF ψ (Dolph-Chebyshev window [25] with −40 dB sidelobes) at V = 99 azimuth angles between −π/2 and π/2. We evaluate the realized PSF and RMSE in (9) at 201 angles in the same interval. We set the diagonal loading parameter in (32) to α = 10 −9 , the maximum number of iterations to k max = 100, and the error tolerance to ε max = 10 −8 V . by application of Theorem 3.
We also study the trade-off between the three main parameters M, B and Q. In particular, we fix one parameter and evaluate the RMSE over a grid for two remaining variables, yielding altogether six combinations of free parameter pairs. Fig. 6 shows RMSE in these six cases.
We observe from is significantly less than the guarantee of Theorem 2, which states that perfect factorization of any W ∈ C 11×11 is achieved using Q = 11 2 = 121 components. Actually, even fewer components suffice, when the array elements are identical and ideal. Specifically, the measurement matrix A of the ULA contains the measurement matrix of the Minimun-redundancy array (MRA) [26] , which has the fewest elements among all arrays that have the same aperture and are sum co-array equivalent with the ULA [19] . In this case, the MRA has N = 7 elements [27] . By Theorem 2, the ULA therefore requires only Q = 7 2 = 49 components to achieve exactly zero RMSE, when 
B. Coherent imaging with a sparse planar array
Next, we simulate a far field imaging scenario using the two planar array configurations in Fig. 7 . We employ a square uniform rectangular array (URA) and a boundary array (BA) [2] , both with a side length of L = 16 unit inter-element spacings and an equivalent uniform sum co-array. The unit distance between elements is set to half a wavelength, and the number of elements is N = 289 in the case of the URA, and N = 64 in case of the BA. All elements are used for both transmission and reception, which means that the fully digital beamforming architecture requires N ADCs/DACs. The BA in Fig. 7 (b) also satisfies the minimum-redundancy property [20] , which implies that it has the fewest elements among all arrays that are sum coarray equivalent with the URA in Fig. 7 (a) . We ignore mutual coupling and assume that the Fig. 8 shows the scattering scene that we wish to image. We approximate a continuous reflector using K = 6424 points scatterers, and model surface roughness by letting reflectivities {γ k ∈ C} K k=1 follow a complex normal distribution γ k ∼ CN (1/K, 0.5/K 2 ). We assume zeromean spatio-temporally white measurement noise, i.e., n ∼ CN (0 Nr , 10 −4 I Nr ) in (1) . Additionally, we assume the transmitters are operated at saturation, thus normalizing the qth effective component weights as w t,q w t,q −1 ∞ and w r,q w t,q ∞ , in order to maximize the SNR. The desired (vectorized) two-dimensional co-array weighting is w Σ = w DC ⊗ w DC , where w DC ∈ R L+1 is a one-dimensional Dolph-Chebyshev window with −40 dB sidelobes. We consider the RMSE majorizer of (12) instead of the true RMSE of (9) in order to reduce the problem dimensionality 2 .
We evaluate the PSF and image at 40401 pixels where the azimuth and elevation angles are sampled uniformly at 201 points each in the respective intervals [−π/2, π/2] and [0, π]. We determine by trial-and-error that a reasonable value for the diagonal loading parameter in (32) is α = 10 −4 in case of the BA, and α = 0 in case of the URA. We set the maximum number of iterations to k max = 100, and the error tolerance to ε max = 10 −6 w Σ 2 2 . Fig. 9 (a) shows the noiseless PSF and the noisy image of the scattering scene produced by the fully digital URA. Algorithm 2 achieves the desired PSF using a single component image.
In comparison, the fully digital BA requires Q = 6 component images to attain the same PSF (the plot is omitted to avoid repetition). By Theorem 1, the hybrid BA achieves exactly the same PSF as the fully digital BA, when M = 2, B → ∞, and Q = 6. Fig. 9 (b) shows the PSF and image produced by the hybrid BA using Algorithm 4 with B = 5 bit phase shifters (M and Q remaining equal). The phase quantization slightly degrades the PSF in Fig. 9 (b) compared to Fig. 9 (a) . However, the effect on the final image is negligible, as shown in the right plot of Fig. 9 (b) . The main difference between the images in Fig. 9 (a) and (b) is the lower noise level in the former. Since the URA has more elements than the BA, it has at most 30 log 10 (289/64) ≈ 20 dB higher array gain in active phased array operation [28] .
In the case of continuous phase shifts (B → ∞), Remark 1 allows us to reduce the number 2 The true element gain vector gx depends on the scatterer direction, since the array elements are directive. However, we simplify (12) by setting gx = 1N x , thereby actually violating the central assumption of Proposition 1. proposed numerical methods for finding solutions in both the fully digital, as well as the hybrid and fully analog cases. Furthermore, we derived bounds on the maximum number of component images required by some of these hybrid and analog architectures for attaining the PSFs of their fully digital counterparts. Finally, we demonstrated in simulation that combining sparse arrays with hybrid beamforming allows for significant reductions in the number of elements and front ends. In particular, we showed that a hybrid sparse planar array can attain the PSF of a 17 × 17 element fully digital uniform square array, using 78% fewer elements and 99% fewer Tx/Rx front ends. These hardware savings come at the price of a six-fold increase in the number of component images and 20 dB reduction in array gain. We observe that increasing the number of front ends or component images generally leads to better PSFs than increasing the number of phase shift bits.
The optimal number of Tx/Rx front ends, component images, or phase shift bits will naturally depend on the performance requirements and budget constraints of the considered application.
For example, in military radar, performance is often limited by SNR, and channel conditions vary rapidly. In this case, the trade-off between array sparsity and gain, or the number of front ends and image acquisition time, may indeed be prohibitive. On the other hand, low cost and power consumption may be attractive features in, for instance, a commercial medical radar or ultrasound array. A detailed, application specific cost-analysis is unfortunately beyond the scope of this paper. However, we do note that only a few front ends seem to be necessary for a phased hybrid array to maintain the beamforming capabilities of a fully digital array. Indeed, one or two front ends are sufficient in the case of continuous phase shifters.
APPENDIX: PROOFS
Proposition 1: The steering vector can be expressed as a x = diag(g x )b x , where b x = exp(j2πD x v/λ) ∈ C Nx is a phase shift vector, and D x = [d x,1 , . . . , d x,Nx ] T ∈ R Nx×3 a matrix containing the array element position vectors d x,n ∈ D x . By properties of the Kronecker product, we have a t ⊗a r = diag(g t ⊗g r )(b t ⊗b r ). Since vector b t ⊗b r = exp(j2π(D T t ⊗ 1 Nr + 1 Nt ⊗ D T r )v/λ) contains duplicate rows when N Σ < N t N r , we may write b t ⊗ b r = S T Σ b Σ using selection matrix S Σ ∈ {0, 1} N Σ ×NrNt , and phase shift vector b Σ = exp(j2πD Σ v/λ) ∈ C N Σ . Matrix D Σ = [d Σ,1 , . . . , d Σ,N Σ ] T ∈ R N Σ ×3 contains the sum co-array element position vectors d Σ,n ∈ D Σ . The non-zero elements of the selection matrix have value [S Σ ] ln = 1, if d t,nt + d t,nr = d Σ,l , with n t = 1 + (n − 1) mod N t , and n r = ⌈(1 + (n − 1) mod N r N t )/N t ⌉. Consequently, (6) can be written as ψ = b T Σ S Σ diag(g t ⊗ g r )vec(W). Any attainable PSF can be expressed as ψ = B Σ w Σ ∈ C V , where w Σ ∈ C N Σ is a desired co-array weight vector, and B Σ = [b Σ (v 1 ), . . . , b Σ (v V )] T ∈ C V ×N Σ is a phase shift matrix. If g x is independent of v, (10) becomes A = B Σ S Σ diag(g t ⊗ g r ). Substituting these expressions for ψ and A into (9) yields ǫ = B Σ (w Σ − S Σ diag(g t ⊗ g r )vec(W)) 2 / √ V . Applying the Cauchy-Schwartz inequality and noting that B Σ 2 ≤ B Σ F = √ V N Σ yields (12) .
Lemma 1: Any point within the complex unit disk can be expressed as z = re jξ = r 1 e jφ + r 2 e jϑ , with parameters ξ, φ, ϑ ∈ [0, 2π) and r, r 1 , r 2 ∈ R satisfying |r| = |r 1 e jφ + r 2 e jϑ | ≤ 1. It follows that w n ∈ C may be decomposed as w n = c 1 e jφn + c 2 e jϑn = |c 1 |e j(∡c 1 +φn) + |c 2 |e j(∡c 2 +ϑn) , where phases φ n , ϑ n ∈ [0, 2π) are functions of index n, but complex amplitudes c 1 , c 2 ∈ C are not. Applying the law of cosines and solving for angles φ n , ϑ n yields φ n = ∡w n − ∡c 1 + cos −1 ((|w n | 2 + |c 1 | 2 − |c 2 | 2 )/(2|w n ||c 1 |)) and ϑ n = ∡w n − ∡c 2 − cos −1 ((|w n | 2 + |c 2 | 2 − |c 1 | 2 )/(2|w n ||c 2 |)). Elementary trigonometry reveals that c 1 , c 2 must satisfy conditions |c 1 | + |c 2 | ≥ max n (|w n |), and |c 1 | − |c 2 | ≤ min n (|w n |), where |c 1 | ≥ |c 2 | is assumed without loss of generality.
Lemma 2:
We seek arg min c∈C,f ∈F (∞) w − cf 2 2 , or equivalently arg min c∈C,φ∈R N J(c, φ), where J(c, φ) = N n=1 ||w n |e j∡wn −|c|e j(φn+∡c) | 2 = N n=1 |w n | 2 +|c| 2 −2|w n ||c| cos(φ n +∡c−∡w n ). The minimizer is φ n = ∡w n − ∡c, yielding b n = e j∡wn e −j∡c . The least squares solution of c is given by c = f † w = (f H f) −1 f H w, where f H f = N and f H w = w 1 e j∡c . Consequently, |c| = w 1 /N, and J = N n=1 |w n | 2 + w 2 1 /N 2 −2|w n | w 1 /N = w 2 2 − w 2 1 /N. Since ∡c is a free parameter, we may select ∡c = 0 for simplicity, which yields (15) and (16) .
Theorem 1:
We obtain (23) by setting c 1 = c 2 = w x,q ∞ /2 in (14) of Lemma 1. This simplifies (13) , yielding (22) .
Theorem 2: Each of the Q = N r N t terms in (8) contribute to exactly one element of matrix W ∈ C Nr×Nt . To see this, we substitute (24) and (25) into (8), yielding F x,q c x,q = 2c x,q e nx . Here e nx ∈ {0, 1} Nx is the standard unit vector of length N x , with a unit entry at index n x and zeros elsewhere. Consequently, the qth term in (8) becomes F r,q c r,q c T t,q F T t,q = 4c r,q c t,q e nr e T nt , where q = n r + (n t − 1)N r . Setting 4c r,q c t,q = W nrnt yields NrNt q=1 F r,q c r,q c T t,q F T t,q = Nr nr=1 Nt nt=1 e nr e T nt W nrnt = W. (22) and (23) into this expression, and properly accounting for the summation indices yields (28) and (29).
Theorem 4: By Theorem 2, we have W = NrNt q=1 F r,q c r,q c T t,q F T t,q , where F x,q ∈ F x (1) ⊂ C Nx×2 and c x,q ∈ C 2 . Lemma 3 yields W = 4NrNt q=1 c r,q c t,q f r,q f T t,q , where f x,q ∈ F x (1) ⊂ C Nx , and c r,q , c t,q ∈ C (cf. Theorem 2). Equations (30) and (31) then follow from (24) and (25) .
