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1. INTRODUCTION 
The multiquadric-biharmonic method was discovered in 1968 and partially named by this author 
as described in Hardy [1]. "Partially named" refers to the coined word "multiquadric" (MQ). 
Actually the method was also a numerical type of biharmonic analysis but this was not known until 
1980. "Biharmonic" is a well respected mathematical term of long standing, with a well defined 
mathematical meaning, which is sometimes related to physical processes. I have tended, with 
increasing frequency, to describe the complete concept as a multiquadric-biharmonic (MQ-B) 
method, which accounts for it appearing in the title of this paper. It should be understood that 
the MQ-B method provides a numerical and approximating aspect of rigorous biharmonic theory. 
This review will be presented largely in an evolutionary, chronological manner with respect o both 
the theory and applications of the MQ method. Many of the applications have been experimental, 
and were tested comparatively with other techniques that were well established and better known. 
Generally the MQ and MQ-B methods have performed exceptionally well in these comparisons, 
but there have been exceptions. To be fair I will report shortcomings in some applications as well 
as the more favorable results in others. Now I wish to acknowledge many previous review papers 
and others of importance which have referred to the MQ method, although they will not be 
discussed here except by referencing. The criterion generally used for omitting discussion of a 
referenced paper, is whether or not it contributed significantly to the theory or applications of the 
MQ or MQ-B method in its own right, beyond that otherwise known at the time of its publication. 
Generally all of these papers have recognized the importance and usefulness of the MQ method. 
The list follows: 
• Refs [2-13] pertain to applications ingeodesy, geophysics, surveying and mapping. 
• Refs [14-17] pertain to applications inphotogrammetry, remote sensing and signal 
processing. 
• Refs [18, 19] pertain to applications in geography and digital terrain models. 
• Refs [20, 21] pertain to applications in hydrology. 
As a part of my preparation for writing this review I have restudied all the literature available 
to me concerning the MQ method. I have been surprised to find that so many publications 
referenced above, and even some recent publications, have referenced only my first paper, Hardy 
[1]. Perhaps I am partially at fault for not always publishing in the most accessible or readily 
available journals. 
In any case, I am greatly honored, and deeply appreciative ofthe opportunity given by Professor 
Dey for me to present his review paper. It gives me a chance to correct a few of my own 
misconceptions of the past as well as concepts of others concerning the method. But most 
importantly it provides me with the opportunity to present in a single article what others and I 
have learned in the past twenty ears about he MQ and MQ-B methods. Hopefully it will become 
a more complete and more useful reference than my original article of 1971, Hardy [1]. 
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2. THE BASIC MQ METHOD (1968-1972) 
This method resulted from the frustrations f trying to use various trigonometric and polynomial 
series to represent topography from sparse, scattered ata, of the type collected and manually 
interpolated by skilled field topographers to produce contours. My experience as a field engineer 
with the Topographic Division, U.S. Geological Survey, 1947-1951, had kindled my interest in 
representing the profiles of stream and ridge lines with continuous one-dimensional functions, but 
I accomplished nothing at that time. Data for contouring ridge lines, as an example, consisted of 
elevations above the mean sea level at irregular spacings along the ridge line with unordered 
sequences of maximums (hilltops), minimums (saddle points), and so called significant points 
("breaks", or rapid changes in slopes). As a first approximation one could visualize linear 
interpolation along straight lines between the elevation points. Actually a skilled topographer 
would use his perception of the concave up or concave down condition of vertical curves connecting 
the elevation points to adjust his contour crossings of the ridge according to his best judgement. 
Intuitively then, he would be visualizing a smooth curve, passing through every data point exactly, 
which had zero slopes at maxima nd minima, and generally aset of unknown but visibly significant 
changes in slope at "slope breaks". Being the manager of his own data collection, he coordinated 
his skill in graphical interpolation with sparseness ofdata but generally limited himself to not more 
than one point of inflection in the curve between adjacent data points. All this is mentioned to 
clarify the differences between approximations of visible and invisible profiles. In the discrete 
mapping of a gravity anomaly profile, for example, there is generally no way of managing to collect 
data at known maxima and minima, and there is certainly no guarantee that sparse data will have 
not more than one point of inflection between data points. Hence, it should be known that there 
are special requirements associated with the mapping of visible surfaces, conforming to the 
National Map Accuracy Standards. Skilled map interpreters can easily detect, by a visual 
comparison, the lack of skill in the map maker. Consequently I believed that the most desirable 
characteristics of an interpolation method for topography should involve an exact fit of data and 
a "no nonsense" progression of the curve or surface from a data point to other data points in the 
vicinity. For more or less obvious reasons trigonometric series and polynomials do not satisfy both 
of these criteria for sparse, scattered ata. 
2.1. Collocation mode 
When I became serious about finding a solution to the problem, I discovered that a linear 
combination of absolute value functions could represent a topographic profile, considered as a 
series of straightline segments. The interpolation equation for H(X) is: 
H(X) = ~ ~j[(X-Xj)2] 1/2= ~ o~j[X-~31. 
j=l j=l 
(1) 
From Fig. 1 it is evident that a set of ordinates, H(Xi)= Hi, i = 1, 2 , . . . ,  6, measured at 
Xi, i = 1, 2 . . . . .  6, provides a set of simultaneous equations: 
H i=~j lX i -X j l ,  i= l ,2 , . . . ,n .  (2) 
j=l 
The ~js are unknown coefficients associated with n nodal ocations Xy. Theoretically the nodes could 
be located in any number of patterns, e.g. as equally spaced along the X axis, but it is easy to show 
for visible profiles that this is not a good solution. The best and simplest solution is to place the 
nodes, which we later call sources, at exactly the same X coordinates as the set of data ordinates 
H(Xi). The reason for this is that each absolute value function causes a significant slope charge 
at its particular location Xj. If the nodes are arbitrarily shifted to other locations the slope charges 
will then occur at those arbitrary locations rather than at the visually selected points along the X 
axis where slope charges actually existed. Note that the sum of straight lines between ordinates at 
nodal points i  still a straight line. This is the "no nonsense" behavior that I considered so desirable 
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Fig. 1. MQ fit to data by the summation of absolute value Fig. 2. MQ fit to data by the summation of hyperbolas with 
functions. A 2 = 1. 
in an interpolation scheme for visible surfaces. Incidentally, the interpolated ordinate at any point 
p as a function of X from a solution of the system of equations (2) is: 
H(X,) = ~ o,/X,-X/. (3) 
l=l  
It soon became apparent that the same data could be fitted with a continuously differentiable curve 
by substituting a hyperbola for the absolute value function in equation (2). Thus, 
H i = ~ ~j[(Xi - Xj) 2 + A2] 1/2, i = 1, 2 . . . . .  n, (4) 
j= l  
where A was assumed to be an arbitrary constant. Figure 2 illustrates a solution with A 2 = 1. Table 
1 shows the data for the curves in Figs 1 and 2. It was at first supposed that A had some optimum 
value and a considerable amount of time was used in trying to find a simple solution for it, but 
the main result of early tests was that using large As relative to data spacing, tended to cause ill 
conditioning of the coefficient matrix and that relatively small As were best for most cases. 
Generally A was given the same value in each term. It was not until recently, as described in later 
references, that optimum results exist for certain applications by increasing and varying A in each 
term to allow for a superposition of different geometric shapes. 
From a purely geometric point of view A simply changes the sharpness of each hyperbola in the 
scheme. If A is small we could describe the hyperbola as "sharp nosed". If A is large the hyperbola 
could be described as "broad nosed". It is worth noting that a A as small as an infinitesimal is 
sufficient to make each term infinitely differentiable. At the same time the coefficient matrix for 
a finite data set is not sensibly different than the A = 0 case. Another way to look at this is that 
A can be made arbitrarily small to the extent that the elements of the coefficient matrix are identical 
in the two cases to any given finite numbe of decimal places, for the purposes of numerical 
computation. 
Table I. Data coordinates for Figs I and 2 from information 
in Hardy [23] 
Point X Coordinate H Coordinate 
1 0 0 
2 6 2 
3 10 5 
4 16 1 
5 21 1 
6 25 4 
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Very early in the study of profiles it was observed that the coefficient ~tj in equations (1) and (3) 
with a sufficiently small A, could be determined in a very simple manner. In general 
-o.s %+;-  X _l (s) 
which shows that a coefficient at any data point, except the first and last, can be derived from the 
coordinates of three data points. 
Here we are defining the ordinate at X, orf(X) ,  as well as X as a pair of coordinates. The formula 
applies to all but the first and last data points, since there must be a slope line on both sides of 
each point where a coefficient is computed. This reduces a potentially large system of simultaneous 
equations to two simultaneous equations, one to determine the first coefficient and another to 
determine the last coefficient. Of course a more general formula exists to include the first and last 
points so that a classical solution of simultaneous equations is not at all necessary. But the form 
in equation (5) is most instructive in the light of a recent physical interpretation given to (MQ-B) 
coefficients in general, by Hardy and Nelson [22]. 
Equation (5) tells us that a coefficient ctj is equal to the negative one-half of the difference between 
the slope of the line segment coming into the point j from the left, and the slope of the line segment 
going away from point j  to the right. This change actually occurs abruptly at the pointj  but consider 
what happens if we average this change over half the line segment from the left, plus half the line 
segment to the right. Then we are determining the average rate that the slope changes in the vicinity 
(region) associated with point j. This is an average second derivative for the region and we will 
see later that this corresponds mathematically to the three-dimensional interpretation of MQ 
coefficients as being the negative one-half of the Laplacian of the density anomaly function in the 
region provided Zctj = 0. See Hardy and Nelson [22] for more details. 
Now let us consider how we may alter equation (4) to accomodate data collected at points X, Y. 
This is very simple. We convert he hyperbolas in equation (4) to circular hyperboloids with 
H, = £ ~i[(Xi - Xj)  2 + (Yi - yj)2 + A2],/2, i = 1, 2 . . . . .  n. (6) 
j= l  
This form was used early in 1968 to produce topographic maps as illustrated and described in 
Figs 3 and 4. It was at this point that I began to consider the coining of a word to describe the 
unusual properties of this type of linear combination. I chose "multiquadric", because I considered 
the superpositioning of quadric surfaces as being most representative of the principal feature of 
the method at that time. Many references have referred to the method as "multiquadratic" which 
I had considered also, but rejected. 
P 
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Fig. 3. (a) Fictitious model of topography. Used as a source of significant point data, then as a standard 
of reference for comparison with multiquadric equations oftopography. (b) Location of 13 significant data 
points. The x, y coordinates of these points were measured and the z coordinate interpolated from the 
model in Fig. 3(a). These coordinates were then used to derive an MQ equ tion of topography. (c)Contour 
map determined from an MQ equation of topography. The equation derived from data in Fig. 3(b) was 
evaluated at2601 points (51 x 51 grid) to define the location of contours as shown. 
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Fig. 4. (a) Location of 38 significant data points. These were taken from the model of topography in
Fig. 3(a). (b) Contour map from an MQ equation of pography. The equation derived from the data
in Fig. 4(a) was evaluated at 2601 points (51 x 51 grid) to define the location of contours as shown. 
To generalize, and to convert o matrix notation we let Qj represent any quadric basis function, 
let ~tj represent the associated coefficients, and Hi represent the observed (measured) quantities at 
Xj, Yi, etc. Then from equation (4) 
H~= ~ ctyQu, i=1 ,2  . . . .  ,n, (7) 
j= l  
or in matrix notation 
[Q,j] [~tj] = [Hi]. (8) 
The solution for coefficients is 
[~J] = [au]-l[Hi], (9) 
The evaluation or prediction (interpolation) at any point p is 
[np] = [Qpy] [Q,y]-'[H,]. (10) 
For contouring, many standard computing programs are available for use with gridded data. 
Hence MQ equations provided the user with an ideal method for converting a finite set of scattered 
data into a surface function for an exact fit to the most probable values of the data points, followed 
by an interpolation onto a specified grid or mesh pattern. 
Now I will quote directly from Hardy [1] concerning the geometric significance of multiquadric 
equations of topography (and other irregular surfaces). In this particular example the cone model 
was used, but the same general procedure applies regardless of the model chosen. Also the equation 
number is changed to agree with the number in this article rather than the original article. 
"An equation of topography based on multiquadric summation applies a simple geometric 
concept in a way that directly simulates the judgement, skill and accuracy of man or machine 
in selecting and measuring significant point data. As an example let us again use equation (6) 
with A 2 = 0. In this case the vertex of a right circular cone is located on the XY plane at the 
Xj, Yj coordinates of each significant point. The coefficient ~j, associated with each significant 
point, is the asymptotic slope of the cone relative to the XY plane. Its algebraic sign determines 
which surface of the cone in two sheets is to be entered into the summation. The magnitude 
of the coefficient influences the flatness or sharpness of the slope change of the surface that 
is bound to occur at the vertex of each cone. This is not the sole influence, since th  shape 
of the surface at any point, including the significant points, is influenced by the summation 
of all conical surfaces originating at the significant points. Strong influences from sharp cones 
farther away may override the weak or flat local cones to prevent occurrence of maxima or 
minima. However, every cone will cause some significant change in slope of the MQ surface, 
regardless of its flatness. This is an important feature of MQ equations of topography. The 
analytical geometry of such a summation causes significant changes in the mathematical 
surface by responding directly to the input of significant point data. In areas where there are 
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no data, i.e. between data points, the derived equation treats the surface as neutral. The 
smoothness and shape of the transition between datapoints are controlled principally by the 
characteristics of the basic quadric used in the summation." 
What has been described from Ref. [1] up to this time is a "collocation mode", i.e. the equation 
of the irregular surface fits the observations exactly at specified points. But two other modes were 
also visualized and described in that paper, namely a least squares mode and an osculatory mode. 
2.2. Least squares mode 
The least squares mode involved the concept of writing additional equations for slopes of the 
surface particularly at highs and lows where the slopes should be zero. Partially differentiating H 
in equation (5) with respect o X and Y and setting equal to zero we have 
aft(X, - Xj) 2 + (Y, - yj)2 + A2I-,/z(xi _ Xj) = 0 (11) 
j= l  
and 
aj[(Xi - Xj) ~ + (Y~ - ~)2  + A2]-,/2(y~ _ ~)  = 0. (12) 
j= l  
Notice that these two equations together with the system of equations in equation (6), would 
provide an overdetermined system for smoothing by least squares. The major purpose of this least 
squares mode was to minimize possible horizontal and vertical displacements of maximum and 
minimum points that can occur unless A 2 is small. It was not mentioned in Hardy [1] that equations 
(11) and (12) could be treated as geometric condition equations in a combined observation equation 
[equation (6)] and condition equation adjustment so that slopes would be fitted exactly while 
ordinates would not be fitted exactly. 
2.3. Osculating mode 
Instead an osculating mode was proposed which permitted zero value slope quations to be 
written which could be fitted exactly as well as the ordinate quations. A simple example was given 
based on a profile version of equation (6), i.e. equation (4). Adding a power series to equation (4) 
we have 
Y  jt(x - 2 + a21 + E K,X'= n. (13) 
j=l i=l 
Differentiating equation (13) with respect o X and setting equal to zero we have 
c%[(X - Xj) 2 + A2]-'/2(X - Xj) + ~ iK iX ' - '  = O. (14) 
j= l  i=1 
Thus (n + m) equations can be written, i.e. n coordinate quations from equation (13) with (n + m) 
unknowns and m slope equations fom equation (14) with the same (n + m) unknowns. The data 
point coordinates X,, H t , to Xn, H, are substituted for X in the MQ series and H in the absolute 
terms. The X coordinates of those data points at which additional conditions of zero slope are to 
be imposed are then substituted into the m terms of the polynomial. After solving for n~js and mKis, 
the prediction equations from equation (13) will fit ordinates and the designated slopes exactly, and 
can be evaluated at any desired X values. 
A comment was made that this principle could be extended to other quadrics and to 
three-dimensional cases, but later references will show that a more generalized and complete 
osculating mode was developed by forming a linear combination of the basic MQ summation, and 
summed partial derivatives of the MQ summation. In both cases the approaches seemed superior 
to the application of least squares ince it concerned surface geometry rather than data smoothing. 
2.4. Domain decomposition and other matters 
The problem of converting the MQ method, a so-called global method of interpolation, into 
a local method together with the associated map edge joining problems was also discussed by Hardy 
[1]. But this aspect along with approaches by other authors will be discussed later. The 1972 paper 
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on the analytical geometry of topographic surfaces by Hardy [23] was the first to refer to a possible 
physical basis for an MQ theory, and further it was the first to deal with a truly global problem 
of interpolation. As to the possible physical basis a deliberate contrast between statistical methods 
and those of geometry combined with physics was developed. This was almost prophetic, 
considering the still continuing comparison of the MQ method with least squares collocation in 
geodesy as developed by Moritz [12], kriging as developed in the mineral industry by Krige and 
Ueckermann [24], Matheron [25], David [26] and others, and optimum interpolation as developed 
in meteorology by Gandin [27]. 
Moreover it anticipated the future discovery of a physical basis for MQ equations. Hardy [23] 
is seldom, if ever, referenced ue to its publication in the rather obscure technical papers of the 
annual meetings of the American Congress on Surveying and Mapping. From rereading I do not 
think I can improve on the basic thoughts, and will therefore quote from two places in this paper. 
One is in the second paragraph under a heading of "fundamental geometric hypothesis": 
"Quadric or quadric-like surfaces have, so far, proven to be the most efficient functions in this 
method (MQ). A complete development of the hypotheses pertaining to this subject may 
eventually show that quadric surfaces or quadratic terms are best for terrain applications, for 
the same underlying reasons as can be shown in the respective applications of least squares, 
moments of inertia, minimum energy, and other principles of a related nature. More will be 
said about the possible physical significance of this, after a more detailed explanation of a 
purely geometric nature." 
Then, after several headings pertaining to an analysis of the geometry of topographic surfaces, 
the promised discussion appears under a heading of "statistics versus geometry and physics" as 
follows: 
"One of may earliest exposures to the notion of representing topography by any sort of 
improvement over manual interpolation of contours from field data, or manual contour 
tracing from stero-models was an unfortunate occurrence. Someone showed me a 'topographic 
map' that had been 'designed by a statistician' who obviously knew a lot about statistics, but 
nothing about topography. It was some sort of 'orthogonal polynomial least squares fit of 
topography to an array of fixed control points on the surface'. Its resemblance to the actual 
terrain at any point of correspondence b tween the map and the ground was purely an 
accidental occurrence, of that I am certain. Now I suppose most statisticians would not make 
a blunder of this type, and that I merely experienced an unusual case. But to avoid any possible 
misunderstanding I would like to advise those enamored with statistical approaches that it is 
only the measurements of topography that should be subjected to a least squares adjustment, 
not the topography itself . . . .  Now the question of how well the equation fits the terrain 
between points is a matter of the interaction of geometry and physics, particularly mechanics. 
A natural topographic surface is formed by natural forces . . . .  Over and over again it could 
be shown that with the natural forces of nature known in detail, such as gravity, heat, wind, 
and precipitation, coupled with the mechanical resistance of the surface itself, the shape or 
at least changes in the shape, of the surface can be reduced to an analytical problem, and 
consequently to an analytical solution. Thus the problems of analytical topography are 
considerably more complex, but are no different in principle than determining the elastic curve 
of a cantilever beam under particular loading conditions . . . .  A purely statistical approach 
tends to obscure the need for a more detailed geometric construction of the surface and moves 
too soon, to an easier, less correct, but more fashionable problem of curve fitting . . . .  Despite 
the lack of a rigorous connecting link with the physics of topographic surface formation, which 
it is hoped can be developed, this series appears to have a higher level of efficiency than the 
classical series approximations." 
2.5. A global experiment 
A global experiment with the MQ concept is illustrated in Figs 5 and 6. Seventy-seven data 
points involving ocean depths (bathymetry) and elevations above mean sea level (topography), 
irregularly spaced over the globe, were used to produce world topographic and bathymetric 
contours at a 2000 m interval. Little more than the formula used and the results as shown were 
presented in Ref. [23]. 
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Fig. 5. General outline of world land masses and location of 77 date points used in the MQ analysis. 
More details were contained in a paper presented by me at an international scientific meeting 
in Moscow, U.S.S.R., in 1971. This paper was later published in West Germany, Hardy [28]. Figure 
7, and a reference to Prey [29] concerning the development of the Earth's topography in a spherical 
harmonic series was contained in this paper. It was suggested that the 77 coefficients in the MQ 
equation provided substantially near the same amount of detail s the 289 coefficients of Prey's 
spherical harmonic representation. The map in Fig. 7 shows a 1000 m contour interval instead of 
the 2000 m contour interval in Fig. 6. 
At the time Ref. [28] was prepared, I had not recognized that A s was interpretable as the square 
of the third component of distance in a three-dimensional scheme, or equivalently that A defined 
the depth of a source below a plane surface on which X and Y were defined. Consequently, there 
had been no attempt o rigorously transform these unrecognized three-dimensional Cartesian 
coordinates into an equivalent spherical coordinates ystem involving r, O, 2. At that time, and 
perhaps for some time later, I referred to expedient type substitutions for quadric surfaces as 
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Fig. 6. Contour map of the world's topographic and bathymetric surface, determined from a 77-term MQ 
equation evaluated at the corners of an array at 4 ° quadrangles (3960 points). 
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"quadric-like surfaces". In this case the expression used for elevations above and below sea level 
on a global basis was 
I- . JO  - Oj'~ . 2 f2  - ,1,s\ ~-I ~i2 
,., '<,L t T , )  + iT )  +" / - - "  
in which O was defined as polar distance from the south pole to provide an analogous relationship 
with northward y in a plane coordinate system, and 2 was defined as east longitude from 0 ° 
Greenwich, analogous to eastward x in plane coordinates. The scheme was admittedly asymmetric 
in each term of the series, except for those located on the equator. 
In this paper [28], Hardy listed the spherical coordinates ofthe data points in rad, and the heights 
or depths in km, along with the associated MQ coefficients, as determined with A: = 0.000001, in 
case someone desired to repeat he experiment. Many years later I asked a student in surveying 
engineering to repeat his experiment with a rigorous transformation f 
Qj = [(X - ~)2 + (y  _ ys)2 + (Z - Zj)2] '/2. (16) 
into spherical coordinates which is 
Qj = [R ~ + r 2 - 2Rr cos ~kj] i/2, (17) 
where 
cos ~ss= [cos O cos Oj+ sin O sin Oj cos(2 - 2j)]. (18) 
In this case R is the mean radius of the Earth, 6371 km, and r ~< R is the radius of the sphere on 
which biharmonic sources are located. (R - r) corresponds to a single value for A. With A = 0.001 
as in the original experiment, the depth of sources is about 6 km below the surface of the Earth. 
There is no sensible difference to at least the 4th place in expressing Qj as 
Qs = x/~R[ 1 - cos ~bj] ,i~. (19) 
It was found in the repetition of the experiment with the same data, but using equations (17) and 
(18), that there was no significant difference in the graphical results. Soon after the paper on the 
analytical geometry of topographic surfaces appeared, another paper concerning analytical 
topographic surfaces by spatial intersection appeared in Photogrammetric Engineering. This paper 
by Hardy [30] with a similar sounding title is actually quite different. It shows how height differences 
as computed by analytical photogrammetry can be used to simultaneously determine ultiquadric 
coefficients. 
3. THE TRANSITION PERIOD (1972-1979) 
One of the earliest references to MQ equations by any one other than this author and his 
graduate students was by Shaw and Lynn [31] who compared areal rainfall interpolation as done 
with multiquadric equations and bicubic splines. I consider this the beginning of what I will call 
a transition period between the initial MQ formulation and the recognition that MQ is a numeral 
approximation method that should be associated with biharmonic potential theory in three 
dimensions. It was also a period in which I was joined by colleagues and many others, unknown 
to me at the time, who began to study the practical properties of the MQ method in a variety of 
applications. Some of these studies included quantitative comparisons of the MQ method with 
other methods. It was also a period of frequent speculation and experimentation with the most 
appropriate magnitude of A as introduced in equation (4). 
3.1. An application in hydrology 
The two surface fitting techniques in the title of the paper by Shaw and Lynn [31] were the 
bi-cubic spline method and the MQ method. The first part of this paper involved the continuous 
isohyetal mapping of areal rainfall from simulated data collected in a grid pattern only. 
Consideration of this case was lmost purely hypothetical of course. Real data is seldom, if ever, 
collected in this way. However, the bi-cubic spline method in use at that time was limited to gridded 
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data; and it was recognized by the authors [31] that this would not be a realistic approach to areal 
rainfall interpolation. Nevertheless a comparison of the two methods with gridded data was 
conducted to "demonstrate he potential of the methods to fit fairly complex surfaces". 
Two test surfaces, considered to be simple but typical cases of areal rainfall, were generated 
mathematically and evaluated in a grid pattern to provide data for fitting by the MQ and bi-cubic 
spline method. Figure 8 shows one of the test surfaces and the corresponding representations by 
the two methods tested. A single number, defining the areal depth (average depth of rainfall) was 
computed by numerical integration for each surface and used as a criterion for comparison. The 
areal depth computed from the MQ surface was only 0.3% different than the areal depth given 
by the test surface and the bi--cubic spline fit. 
From this it was concluded that satisfactory esults could be obtained by the MQ method with 
gridded data, and the rest of the study was concerned only with scattered ata and MQ analysis 
[31, p. 425]. Here I would like to add my personal comments hat the tests described by Shaw and 
Lynn always involved A = 0 in equation (6), i.e. a cone model, rather than one that was hyperbolic. 
They did not experiment with A ~ 0 which appears, from references to be given later, to give better 
results when evaluations are made against smooth mathematical surfaces. Also they did not use, 
nor could they have been expected to use at that time, the now known condition that the sum of 
the MQ coefficients hould be zero. Recomputation of the MQ areal depth with these later 
improvements would probably agree perfectly with the areal depth of the test surface given in 
Fig. 8, but it would not have changed their basic conclusions. 
From a practical point of view the second part of the paper by Shaw and Lynn [31] was most 
relevant. Here they used the MQ method with real scattered rainfall data, the case in which the 
bi-cubic spline could not be used. In this case they compared MQ with three classical text book 
methods of interpolating rainfall namely the Thiessen polygon, the arithmetic mean and the 
isohyetal method. Newer methods of polynomial and double Fourier analysis were also included 
in the comparison. An example of rainfall mapping with an MQ surface fitted exactly to 108 
scattered rain gauges is shown in Fig. 9. 
The conclusions of Shaw and Lynn [31] are summarized here: 
1. For real rainfall data from an irregular network of rain gauges the MQ method 
is a most practicable and efficient method of interpolation; the accuracy is 
comparable with more established techniques; the isohyetal maps are probably 
equal to those drawn by a highly skilled person and they are produced in a fraction 
of the time. 
2. For fixed networks of gauges the MQ coefficient matrix is unique and needs 
inversion only one time; matrix multiplication i volving a new vector of data is 
all that is needed for remapping of rainfall data. 
(o) 
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Fig. 8. (a) Test function, area depth = 2.133. (b) Bi-cubic sp]ine fit to g x g grid of the test function. (c) 
MQ fit to 9 x 9 grid of the test function. 
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Fig. 9. MQ fit to actual rainfall in mm at 108 rain gauges in Southwest England. From information 
provided by Shaw and Lynn [31]. 
3. For changing networks and variable distribution of data points the flexibility of 
the MQ method makes it invaluable. 
4. It is envisaged that for the derivation of the depth-area relationships from storm 
analyses, the MQ method will enable the whole procedure to be accomplished 
automatically. 
3.2. Applications in geodesy 
In 1973 in a report by Brown [32], the possibility of using the MQ method for modeling the geoid 
from satellite altimetry was suggested. This was based on the harmonic form of MQ equations as 
described by Hardy [23]. The follow-up study was done somewhat later, and published in 1977, 
by Hadgigeorge and Trotter [33]. The MQ method was used to prepare a geoid contour map in 
the North Atlantic region. The r.m.s, error of the altimeter measurements after adjustment was 
+ 1.8 m, and typical geoid profiles derived from the MQ method agreed with the more detailed 
gravimetric geoid provided by NASA in 1976. The relative shape agreement was excellent. 
The results were substantially the same as those obtained by least squares collocation i  modeling 
the geoid in the Indian and South Pacific Oceans. Least squares collocation is a stochastic process 
method developed for geodesy by Moritz [12]. 
Other applications in geodesy were given by Hardy and G6pfert [34] in 1975. A major use of 
their paper was to call attention to the fact that the MQ concept included a point mass anomaly 
model as a special case. In particular the MQ harmonic (reciprocal distance) function was defined 
as  
T = G ~ 09g[(X - Xj) 2 + ( Y - ~)2 + (Z - Zj)2] - ,/2, (20) 
j= l  
in which T is disturbing potential, G is Newton's universal constant of gravitation and the ogjs are 
point mass anomalies. The cojs, having a physical meaning, are used here to distinguish these 
coefficients from the ~js which at that time had no physical meaning. The reciprocal MQ kernel 
U'  = [(x - ~)2 + ( r  _ rj): + (z  - zj)2] -'~2, (21) 
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is simply the reciprocal distance which satisfied Laplace's equation, and is the well known 
generating function for Legendre polynomials, leading indirectly to the more general spherical 
harmonics. 
Nevertheless, on the basis of the informal tests (not reported in Hardy and Gfpfert [34]), I was 
wondering why the following: 
r = ~ ~j[(X - Xj) 2 + (Y  - r j )  ~ + (Z - Zj)~] '/2, (22) 
j= l  
was not just as valid. It would be much easier to deal with, since the summation is not singular 
when 171 tends to zero. But the obvious reason is the li +j is not harmonic, and does not satisfy 
Laplace's equation. This hang-up, i.e. a failure to recognize quation (22) as a biharmonic form 
of the potential, persisted for five more years. Thus, we [34] stayed safely at that time within the 
prestigious domain of classical potential theory, and tolerated the almost synonomous definition 
of potential and harmonic functions, which is true in free space. With this restriction in mind we 
could only call attention to the fact, as previously mentioned, that the MQ concept included point 
mass models as a special case. 
Equation (20), when transformed to spherical coordinates i
T = G ~ ogj(R 2 + r 2 - 2Rr cos d/j) -~/2 (23) 
j= l  
where cos ~bj is given in equation (18). In this case R was taken as the mean radius of the Earth, 
r as the undetermined radius of an internal sphere on which fictitious point mass anomalies are 
to be located, and O is north polar distance (0-n). For various applications, the undetermined r 
in equation (23), is a manifestation f the so-called internal Bjerhammar sphere based on his ideas 
concerning discrete geodetic boundary value problems as early as 1964. See Bjerhammar [35]. A 
variety of schemes have been used for estimating this r, but it usually amounts to a trial and error 
approach. In Hardy and Grpfert [34] a "best r"  formula for the Bjerhammar sphere for values 
of T on R, was derived by Hardy based on "reciprocal MQ" concepts. It was given in condition 
equation form: 
1 2 3 
- - +  r 2 - _ = R - r (R 2 + -- 2Rr cos ~ks) 1/2 (R 2 + r 2 2Rr cos ~k,,) I/2 0. (24) 
In this formula ~,, is the average angular side length of nearly equilateral spherical triangles formed 
from n data point locations. The quantity ~k m is the angular distance from a data point to the 
centroid of an equilateral triangle with angular side lengths ~s. Formulas for ~, and ~m as a 
function of n data points are also given in Ref. [34]. 
A plot of the results of using the best r formula is given in Fig. 10. The best r as a function of 
n nearly equidistant data points on a sphere is given up to n = 500. These formulas were used 
successfully to generate a MQ-harmonic geoid from 101 approximately equally spaced gravity 
anomalies as given by Arnold [36]. In this case a linear functional of T, namely 
Ag = G~.= (.oj(R -- r cos I/ / j l3 ~) ,  (25) 
½R 
r (n )  
m l  ~ 
f 
o I I 
loo 5oo 
Fig. 10. Interior radius r vs number of nodes n. 
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was derived from equation (23) and the spherical form of the third boundary value problem of 
physical geodesy, i.e. Ag = --dT/~R --2T/R. Then the ~oj coefficients were solved from the given 
gravity data, using equation (25). An expression for a spherical approximation of geoidal 
undulations N was derived very simply from equation (23) and Brun's equation T = NT, where 7 
is the mean theoretical gravity at the Earth's reference llipsoid. Thus, 
N = _G ~ ogjlij ~ (26) 
7j=l 
Then equation (26) was used to evaluate the geoidal undulations. They had a close resemblance 
to Arnold's 1972 geoid [36], which was developed from more sophisticated spherical harmonics. 
A year later Hardy [37] submitted a final report o NSF for Grant GK-40287 concerning eodetic 
applications. Much of the material in that report has already been described here in previous 
references to Hardy and G6pfert [34]. For other details refer to Ref. [37]. Note that geodetic science 
is an umbrella term which includes geodesy, photogrammetry, surveying and mapping. So for the 
purpose of this review parts of Ref. [37] will be described later as separate references under 
applications in photogrammetry, surveying and mapping. 
However the paper by Reilly and Herbrechtsmeier [38] clearly belongs to geodetic applications. 
They reported on the concept of concentric superpositioning of point mass anomalies, i.e. the use 
of the MQ method with a reciprocal hyperboloid (or reciprocal distance) kernel, and a sequence 
of modeling with sets of point mass anomalies at various depths to approximate the Earth's 
gravitational field and/or geoidal undulations. The data consisted of a total of 165 gravity 
anomalies which were associated with 165 point mass anomalies. Their sequential superpositioning 
lead to the placing of 16 sources at a depth of about 490 km, 49 sources at a depth of about 200 km, 
and 100 sources at a depth of about 140 km. Through the use of a functional for geoidal 
undulations as in equation (26) they recovered geoidal undulations to a standard eviation of about 
1 m, and gravity anomalies to a standard eviation of about 20 mGal. The best r formula from 
Hardy and G6pfert [34] was used at each depth. The results were compared with a method based 
on a double summation numerical approximation of Stokes' integral for measured geoidal 
undulations, in which the gravity anomalies, Agj were the unknown function. In particular 
R ~ AguS,j(~) Act. (27) 
This method recovered gravity anomalies to a standard deviation of -I-19 mGal with 961 
unknowns. When compared with the superpositioning solution of the MQ reciprocal hyperboloid 
system with 16, 49 and 100 unknowns the MQ method was considered to have a significant 
computational dvantage. 
3.3. Applications in photogrammetry 
The first application of MQ methods in photogrammetry to be discussed here is mentioned more 
because it is so unusual, than because of any contribution to theory or experimentation. Kratky 
[39] reported that an important part of close-range photogrammetry, when applied to orthopaedic 
reconstruction problems is to provide high fidelity of shapes between discrete stereo-samples of 
surface points. Interpolation, or a form of prediction, is important for automatic machining of 
replicas. Nothing was added to the theory of the MQ method here, but it is evident hat Kratky, 
being with the National Research Council of Canada, had continued a study of MQ equations 
initiated by Schut [40]. He repeated a view expressed by Schut that the MQ method is a variant 
of least squares interpolation (a statistical method), based on a different geometric interpretation. 
Its use is justifiable based on stochastic theory. He commented further that it was generally 
recognized that the MQ method (renamed multisurfacing analysis) is a powerful production 
method in digital modeling. It is perhaps worth commenting here that this application also 
illustrates the great range of mapping possibilities based on photogrammetry; one may be dealing 
at close range with orthopaedics, dentistry, and internal medicine (X-rays), or at long range one 
may be concerned with extraterrestial space probes involving photogrammetric geodesy or geodetic 
photogrammetry as one may prefer. 
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Schut in Ref. [40], described linear least squares interpolation as a method adopted by Kraus 
from Moritz. I will not use the references by Schut, but will use Assmus and Kraus [41] and Moritz 
[12]. Schut credited me, Hardy [1], with giving a geometrical interpretation to the method of least 
squares interpolation, namely prediction is accomplished by the summation of "covariance 
surfaces" centered at data points. The statement is true in a sense, but it is accompanied by a 
fundamental misinterpretation. The hyperboloid surfaces of the MQ method are not "covariance 
surfaces". But the predictions from a linear combination of data centered covariance surfaces with 
constant coefficients can beidentical with data predictions from the same centered covariance functions 
multiplied by variable weight coefficients. This will be clarified in later discussions. 
Schut did recognize that the MQ method contains monotonically increasing terms contrary to 
the usual correlation functions, but implied that the MQ method was a non-rigorous usage of 
correlation theory. In fairness, I cannot fault either Kratky or Schut for failing to discover the true 
basis for the MQ method. I myself, at about the same time, was failing to recognize the association 
of the method with potential theory, which is important in geodesy. 
The above considerations lead to a paper by Hardy [42], which was concerned with both geodesy 
and photogrammetry. This appeared in 1977 in the same photogrammetric journal as the paper 
by Schut [40]. This was the same year that Unwin [l 8] made it clear for geographers that the MQ 
method and splines are not statistical methods. It hardly seemed necessary for him, or anyone lse, 
to call attention to this. Nevertheless that was also my major motivation n providing paper [42]. 
As mentioned above, several authors in my field of geodesy and photogrammetry had taken note 
of MQ equations as an incidental aspect of studies involving covariance functions. In one case MQ 
equations had been included in the class of covariance functions without qualification by Rauhala 
[43]. In another case the MQ method was said to involve the formalism of covariance theory, but 
an ambiguity in correlation at the origin of coordinates (minimum instead of maximum) was noted 
by Schut [40]. This lead to an erronous conclusion that the MQ method was a non-rigorous 
application of covariance theory. In the third case, MQ analysis was said by Assmus and Kraus 
[41] to be identical to least squares interpolation with covariance functions (without filtering), if 
the hyperboloid was chosen as a covariance function. This was nearly the same conclusion as Schut 
[40], but they went on to say that some functions, such as the hyperboloid, do not seem to have 
a statistical basis. Then they suggested that functions for which the expression "covariance 
function" was really unsuitable, should be included as special cases in a more broadly defined 
interpolation model, which could still be called a covariance function. Needless to say the 
preceeding references stimulated a more thorough study of covariance functions on my part. My 
objectives were to discuss the similarities and dissimilarities of the MQ method as compared with 
covariance functions in my own way. 
To establish a fundamental dissimilarity I defined the absolute value function and cone in such 
a way that their ordinates dropped to zero outside of a finite area of interest for interpolation on 
a line or plane. Then I showed that the Fourier transform of these functions was partially negative 
inside the area of interest. This contradicts the famous Wiener-Khintchine r lations for correlation 
and power spectra, where power spectra must be non-negative. Thus I concluded that there could 
be no direct theoretical relationship of the quadrics I used to true covariance functions. This agrees 
with the criteria used by Yaglom [44] over and over again in determining whether a specified 
function qualified as a covariance function. I speculated that quadric kernels could be spectral 
densities in the frequency domain; then their Fourier transforms would be correlation functions 
in the time (distance) domain, but I never pursued this further, either then or later. 
As to similarities, which evidently confused many early investigators, I was able to show that 
in matrix notation the prediction formulas for error free data ("pure prediction") are in a sense 
identical, i.e. for predicting an ordinate with the covariance method, we have 
in which 
ordinates. 
= [G ,  . . . G , ]  
I Cll Ct2 . . . Cln 
C21 C22 . ' .C .2n 
L 
-1 
the Cpjs and C~s are evaluations of covariance 
22 , 
functions, and 
(28) 
the Z;s are data 
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For predicting Zp with the MQ method we have 
Q,, Q,2 . . .Q , ,  
2p=[Q,, Qp2...Q,,] Q2, Q22 . . .Q2, ]E lz2 
n 
(29) 
in which the Qpjs and Q~s are evaluations of quadric kernels and the Z~s are data. But in general, 
as proven previously 
Q :/: C. (30) 
Clearly the inverse involving the Cos as elements is not the same as the inverse involving the 
elements Q~j. And clearly the prediction vector of elements Cpi is not identical to the prediction 
vector containing elements Qp~. Yet the data ordinates are the same, and the predictions can be 
very similar. For the tests involving gravity anomalies reported by Hardy [42], the MQ predictions 
were better than covariance predictions, so claims appearing in the literature that equation (28) 
represents optimum interpolation and that equation (29) is a misused version f equation (28) does 
not seem to make much sense. 
It is rather easy here to make an additional observation concerning the nature of equations (28) 
and (29) that was not made in my original paper [42]. That is, that the product of the first two 
matrices in equation (28) produces variable coeffÉcients Wp~, dependent on the position p, since it 
is customary to start the derivation of the covariance method with an unknown kernel function 
in an expression like 
L-- w ,z, (31) 
i=l  
Then the least squares derivation leads to a solution for coefficients in the form 
[Wp,] = [Cp,] [C,j]-'. (32) 
This requires (at some point in practice) a substitution of a continuous function C to provide 
evaluations CU and Cp~. On the other hand it is the product of the last two matrices in equation 
(29) that produces constant coefficients 0tj, independently of position p. This is because the 
derivation starts with a known kernel function Q~j and unknown constant coefficients ~j, i.e. 
~p= ~ ctjQpj, p = 1,2 . . . . .  m; m >n;  m can~,  (33) 
j= l  
then for a finite number of observation Zi, there is a system of equations 
Z~ = ~ otjQgj, i = 1, 2 . . . . .  n, (34) 
j= l  
by which 
[~J] = [Qu]-~[zi]. (35) 
This comparison shows that the Wpis in equation (32) are non-constant statistical weights 
dependent on distances and an estimate of the covariance function, while the ~js in equation (35) 
are constant sources (causes) of a physical nature that are influencing the outcome at various 
distances in a manner consistent with the known kernel function. 
Perhaps the most striking feature of the paper by Hardy [42] from an applications point of view 
was the reconstruction of a coarse Lincoln image by the MQ method. This repeated an experiment 
performed earlier on a similar Lincoln image by Harmon and Julesz [45] using Fourier processing 
and filtering, which I consider to be less efficient for this particular purpose. Again the so-called 
"global" MQ method was reduced to a very local interpolation scheme of four picture elements 
involving a simple 4 x 4 matrix, which was then used many times to cover the whole picture without 
inverting a 266 x 266 matrix all at once. See Fig. 11. 
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Fig. 11. (a) A course sample of a Lincoln image. (b) An MQ reconstruction f the Lincoln image with 
a one-time 4 x 4 coefficient matrix inversion. (c) An MQ reconstruction f the Lincoln image with a 
one-time 16 x 16 coefficient matrix inversion. (d) Photograph ofoff-line TV reconstruction of the Lincoln 
image with a one-time 4 x 4 coefficient matrix inversion. 
3.4. Applications in surveying and mapping 
The paper by Hardy [46] was published in Surveying and Mapping, after its presentation as a 
review paper at an international meeting of surveyors in 1974. It gave an up-to-date report on his 
progress, and that of nine graduate students, plus that of other researchers who had made use of 
the MQ method. Much of that has already been discussed in this review paper. One major item 
of progress not previously described here pertains to a new, extended version of an osculating mode 
in MQ analysis. The earlier version in Hardy [1] was augmented with a more generalized and more 
powerful version by Hardy in Ref. [46]. The earlier version had been suggested to me by Hermite's 
formula and its application to osculating polynomials. In Ref. [46] the MQ series was combined 
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with functionals of itself in a linear combination of linear combinations,,and extended to surfaces 
in lieu of profiles. Visualizing the hyperboloid as the quadric kernel function, we adopt the 
following abbreviated form of notation: 
Qy = [(X - Xj) 2 + (Y - yj)2 + a2],/:; 
Qu = [(X; - ~)2 + (r,  - Yi) 2 + A2]'/2; 
(36) 
(37) 
aa j  _ (X  - X j )  
aX - [(X - Xj): + ( r  - yj)2 + a~],/2; (38) 
aQ, = (x , -  x:) 
ax  [(x~ - y : )  2 + (Yj - yj)2 + Az],/~ • (39) 
Then an MQ system of equations which will provide osculation through the first partial derivatives 
of Qj will be 
:=tC: - -~=Z,  i=1 ,2  . . . . .  n, 
j=l  j=l  
• v c a Q. (az'  A: + B: _ z., j~ -~ = \~-~/ ,  i = 1 ,2 , . . . ,n ,  (40) 
y=J = y=1 
LA:  = .. , B ~u 4_ X7 C d~Qu- 8Z j=l Y :-d--Y-~-:~l "j 8Y 2 - ~ i' i = 1,2, . n. 
When all terms are present, this combined symmetric system of 3n equations can be used to solve 
for a surface which will not only fit all data points exactly in their Z ordinate, but will fit the 
designated X and Y components of the slope exactly at every data point, since there are 3n 
unknowns. This principle can be extended indefinitely to higher partial derivatives, thus providing 
an osculating surface fit of much higher order than ordinary collocation. In usual practice it may 
only be required to enforce slope fits at known maxima and minima, so that many terms would 
drop out. If there are no slope conditions enforced, the system again becomes 
L AjQ~=Zi, i=1,2  . . . . .  n. (41) 
j= l  
The system in equations (40) can be expanded, of course, to include data not located at nodes, 
and to cases of more data points than nodal points, so that a least squares olution is possible. 
Notice that all differential terms exist, with no singularities, provided A ~ 0. Again for numerical 
computational purposes we can make A so small theoretically (some infinitesimal) that zero can 
be used as diagonal terms and the off-diagonal terms can be computed as though A = 0, without 
significant error for any specified finite number of decimal places. 
For topography and many other applications, data is seldom if ever collected that would enable 
one to use this with practical problems. On the other hand, I have envisioned at least one geodetic 
problem that could make use of both ordinate and slope data. This is the case of gravity anomalies 
(ordinate data) and deflections of the vertical (slope data) existing in the same region, coupled with 
the need to fit both types of data exactly in the same problem, and to improve the interpolation 
of both quantities. Since the quantities mentioned above are also physically and functionally related 
to each other through the physics and geometry of geoidal undulations, a triumvirate of hybrid 
interpolatory procedures could probably be developed. Equations (36)-(40) would have to 
modified to account for the physical relationships. A  written they apply only to the geometry of 
a single MQ surface. The given equations have been shown to produce satisfactory results with 
simulated ata. 
3.5. Applications in geophysics and crustal movement 
In 1976, Krohn [47] used MQ equations for making gravity terrain corrections. This was done 
completely independently of similar work accomplished under my supervision in 1974, by one of 
my graduate students in a non-thesis M.S. program. Morgan [48] was referenced in Hardy [46] and 
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his work was described in Hardy [37]. However, the relevant details, and results in this area of study 
are now described, based on Krohn [47]. These results are more convincing than those of Morgan 
in an applied sense because Krohn used MQ equations for more than 500 real gravity stations in 
the Mongollon Plateau of southwestern New Mexico in 1975. His experience showed the MQ 
method to be reliable and effective. The method he developed for MQ equations was compared 
with the well known Hammer [49] charts, and later methods of Kane [50] and Plouf [51] for local 
surveys. For regional surveys the MQ method was compared with Hayford and Bowie [52] and 
Plouf [51]. His results as to the number of terrain compartments needed for the corrections are 
given in Table 2. In making terrain corrections there was no need to further develop MQ theory. 
All methods simply involve the efficiency of using information from mapped topography. Evidently 
the numerical integration of volumes, and hence masses, under an equation of the surface is more 
efficient han the older graphical methods. The MQ method was said to require more computer 
time (because the other methods are more manual) but this is compensated by an increase in 
accuracy and feasibility. 
The papers by Hardy [53], Holdahl [54] and Holdahl and Hardy [55] were concerned with vertical 
crustal movement and were prepared at about he same time. The ideas of Holdahl concerning the 
strategy and procedures for analysis of vertical velocities of topographic surfaces had been 
presented earlier in Refs [56, 57]. A fundamental part of these ideas was that vertical velocities of 
the Earth's crust can be determined by time-separated r petitions of geodetic leveling in tectonically 
active areas, or in areas where industrially induced crustal movement occurs from oil, gas and water 
depletion or from other causes. Also the least squares adjustment procedures commonly used for 
geodetic leveling with observed height differences at junction points can be applied to observed 
vertical velocities of the same junction points. So it is now possible to publish the adjusted elevation 
of bench marks for a particular time, plus an estimate of the vertical velocity in mm/y. In addition 
Holdahl had experimented with the simultaneous least squares adjustment ofvertical velocities and 
the determination f polynomial or Fourier coefficients of surfaces which would fit the vertical 
velocities. The motivation for this was the graphical representation f continuous "velocity 
surfaces", in a study region, by either contouring or by perspective views. My contribution at this 
stage was simply to suggest that the MQ method be allowed to compete with the better known 
and accepted surface techniques of that time. This was done ssentially by changing Hi in equation 
(6) to Vi, where Vi is a set of least squares adjusted vertical velocities. The His were a set of observed 
height differences with respect o mean sea level. For details of the simultaneous least squares 
adjustment and MQ coefficient determination see Hardy [53]. 
The above described method was one of seven competitive methods described by Holdahl in Ref. 
[54] and the MQ method was beginning to emerge as the most favored representation f velocity 
surfaces. Other features reported by Holdahl permitted etermination of non-linear motion 
(acceleration), motions associated with earthquakes, and vertical motions of blocks where 
boundaries are prespecified. 
The paper by Holdahl and Hardy [55], featured two MQ methods almost exclusively. These were 
the hyperboloid and reciprocal hyperboloid or point mass models, as discussed by Hardy in Ref. 
[53]. The graphical results of modeling crustal movement by the two methods are given in Figs 12 
and 13, respectively. It was concluded that: 
"Multiquadric analysis when applied to leveling networks can produce superior evaluations 
and displays of vertical crustal movements. Other surface-fitting methods, which used a power 
series or Fourier series to describe a velocity surface, were less succ ful. The g ophysical 
interpretation f MQ coefficients is a subject requiring further study .. . .  Changes in gravity 
and orthometric height may also relate to redistributions of mass or changes in density. 
Table 2. Number of compartments needed for various terrain correction 
methods from information in Krohn [47] 
Method Local survey Regional survey 
Hayford-Bowie (1912) Not used 400,000 
Hammer (1939) 13,300 Not used 
Kane (1962) 3,600 Not used 
Plouff (1966) 6,800 110,000 
Hardy's MQ (1976) 2,600 50,000 
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Fig. 14. Original map of Houston-Galveston subsidence area (1942-1973); contours of subsidence are 
given in feet (1 ft = 0.3048 m). 
Therefore, it is expected that physical interpretations can be given to the MQ coefficients 
resulting from height-velocity adjustments. This would permit he mapping of the coefficients 
themselves, scaled perhaps to reveal information about mass redistribution i the Earth's 
interior." 
The other experimental work by Hardy in Ref. [53] pertained to an area of rapid subsidence in 
the Galveston, Texas area. In Fig. 14 we see the original hand contoured plot of subsidence in feet, 
as determined by geodetic leveling and releveling in 1942 and 1973. This data was recontoured by 
Holdahl as a "surface velocity model" in cm/y as shown in Fig. 15. 
Figure 16 defines a rectangular grid of 49 points which were to be the location of predicted 
velocities by each of the two MQ methods, i.e. the hyperboloid and reciprocal hyperboloid kernel. 
Fig. 15. Error-free surface velocity model (cm/y). 
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Fig. 16. Rectangular  grid over the Houston-Ga lveston  subsidence area with sample point locations. 
One control point location was chosen at a random location within each of the 36 rectangles. 
Thirteen additional point locations were chosen in an "at large" manner thus providing 49 
irregularly spaced control points as also shown in Fig. 16. These were overlaid on Holdahl's surface 
velocity model and given reasonable interpolation values by him. The grid point subsidences (not 
shown) were also interpolated by Holdahl, and withheld from me. My problem was to use the 
control data for both the hyperboloid and reciprocal hyperboloid branches of the MQ method, 
and to compare the prediction results on the unknown subsidence values at grid points. This was 
considered to be a "pure prediction" test. The model is a logical surface velocity model for a real 
subsidence problem. The interpolations were reasonable, if not explicitly perfect. The philosophy 
of this type of test dictates that "the model could be error free; therefore assume that it is". In 
other words, the assumed "error free" control points and the assumed "error free" prediction 
points define an "error free" discrete model. The contours themselves may be viewed as  relatively 
inaccurate graphical representation f the "error free" model, symbolizing continuity of the surface 
velocities. 
Both functions were given the same data and were required to predict at the same points. The 
quality of the prediction methods are to be judged by their relative capability of replicating the 
error free model. 
This test provided an opportunity to test various sizes As (depths of sources below a plane) in 
both cases, and also to check the best r (location of sources below a spherical surface of radius 
R) formula in equation (24) for the reciprocal hyperboloid. Equation (24) developed in spherical 
coordinates, becomes, 
1 2 3 
A +(A 2+s2) 1/2 / 2 s2,~1/2=0, (42) 
after transformation to a local plane coordinate system. Here s is the length of a side of 
non-overlapping equilateral triangles on a plane (or the mean side length of non-equilateral 
non-overlapping plane triangles). The smallest standard error for the reciprocal hyperboloid 
prediction was estimated a prhgri to occur at A = 7.62 km (depth of point mass anomaly) and as 
seen in Table 3 this actually occurred with a, = +0.43 cm/y. This was not significantly different 
than the a,. = + 0.44 at A = 0 for the hyperboloid kernel. The contoured results of the MQ method 
with a cone kernel and A = 0 (equivalent to a hyperboloid kernel with A = an infinitesimal) are 
given in Fig. 17. The contoured results of the MQ method with a reciprocal hyperboloid kernel 
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Table 3. Accuracy of surface velocity prediction from information i  Hardy [53] 
Standard error (6~) of a single 
Function (A kin) Maximum error (cm/yr) prediction (cm/yr) 
MQ forms 
Conic kernel + 1.63 +0.44 
Hyperboloid kernel 
(a) A = 5.62 + 1.85 +0.46 
(b) A = 12.51 +2.83 +0.60 
(c) A = 14.19 +3.02 +0.63 
(d) A = 15.90 +3.19 +0.67 
Reciprocal hyperboloid kernel 
(a) A = 3.98 +2.05 +0.56 
(b) A = 5.62 + 1.88 +0.46 
(c) A = 7.62 + 1.77 +0.43 
(d) A ~ 9.74 + 1.88 _+0.45 
and A = 7.62 km are shown in Fig. 18. Figure 19 shows that the sample points missed several 
important features (invisible). 
It was observed in the discussion of  the results on p. 52 of  Hardy's  report [53] that "the kernels 
of  the two methods are different and the coefficients are different, yet the sum of  their respective 
products at any given evaluation point result in uncannily similar predictions". We know now that 
this is due to the harmonic-b iharmonic equivalence of  the two products in the formal integrals for 
the disturbing potential. At the time of  this report (1977) the hyperboloid kernel was called 
"non-harmonic"  rather than "biharmonic".  
According to the DGK [58], the MQ method was used in a similar way, a short time later, to 
contour the height changes in mm/y of  the leveling networks in the western part of  West Germany. 
The time intervals between leveling and releveling of  various regions as a basis for plotting height 
changes was on the order of  15-25 y. The maximum surface velocities were not large, ranging from 
about -1  mm/y to +0.5 mm/y. The contour interval was 0.1 mm/y. Due to the small scale of  the 
map used to display the results (1 : 1,000, 000), only 376 data points (leveling junctions) were used. 
It was concluded that the leveling networks in West Germany are quite stable but that some of  
the height changes were non-tectonic in nature caused by mining, gas and oil pumping and 
subsidence of  water levels. 
3.6. Applications in geology and mining 
G6pfert applied MQ equations to a variety of  problems in groundwater hydrology, geology and 
mining while he was a graduate student at Iowa State University. These were not a part of  his 
) 
/! 
Fig, 17. MQ prediction (cm/y) with the cone as a kernel, A = 0. 
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Fig. 18. MQ prediction (cm/y) with a reciprical hyperboloid asthe kernel, A = 7.62 kin. 
dissertation, but consisted of a series of special topics (independent s udy) in the Department of 
Earth Sciences. Among these studies were the interpolation of ground water levels from well-logs, 
the construction of subsurface quations for boundaries between geologic strata and substrata 
based on bore-hole data, and the plotting of isopachs for coal seams. 
Some of the graphical results from this previously unpublished work appeared in the German 
literature in 1977 [59]. Except for a summary in English this article was in German. It probably 
did much more to promote the use of the MQ method in the Federal Republic of Germany than 
my earlier paper, Hardy [28], which was published in English in West Germany in 1972. G6pfert's 
summary described MQ equations as a cost effective interpolation method for which certain 
advantages would accrue to the user, and stated that its reliability and efficiency was represented 
O 
Q 
/ 
Fig. 19, Features and contour sections (cm/y) missed by the sample point location. 
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by his practical examples. This paper brought about the inclusion of the MQ method in a study 
by Hein and Lenze [60] which is described in the following section. 
3. 7. Applications in topography, and a comparative study based on topography 
A paper by Schul'min and Mitel'man [61] is included here because of their experimentation with 
A 2, and also because they report on a method of domain decomposition. I  effect his converts MQ 
from a so-called global method to a more localized one. In their abstract they comment on the 
MQ method as being unlike most approaches in which the form of the approximating surface is 
determined during the calculations. (This probably infers that stochastic process methods had been 
commonly used in their mapping problems, with the accompanying pre-processing requirements.) 
The MQ method is described as the summing of surfaces in a predefined form, and that it is 
extremely promising for automating photogrammetric and cartographic procedures for topo- 
graphic mapping. 
Their first experiment with MQ mapping was at a large (engineering) scale of 1 : 1000, in gently 
sloping terrain with 1 m contours. They mapped an area (80 x 80 m) containing 26 data points 
with four different values of A 2, namely 1, 100, 1000 and 6000. They concluded that for the given 
scale the best value for A 2 should be of the same order of magnitude as the square of the side of 
a square mapping area. Hence A2= 6000 was recommended for this case. I am skeptical of such 
a large number, which differs tremendously from that recommended byG6pfert [59]. Nevertheless 
their graphical results seem to confirm this result. Of the four values used for A% the one with 
A2= 6000 was by far the best. It appears to have minimized the undesirable edge effects that I 
commented on in Hardy [1], and for which I suggested a remedy of collecting data beyond the area 
of mapping interest to control contour shapes at the boundary. Schul'min and Mitel'man gave this 
formula 
t(xi- xj)2+(r,- 
A 2 = i- l j= I , (43) 
n(n -- 1) 
without derivation, for computing the best A s. They commented that this formula took into account 
the data density in the section to some extent. It was probably arrived at heuristically. 
For a second experiment which involved omain decomposition they divided a large area to be 
mapped into identical square sections, overlapping each section by 0.4 S, where S is the side length 
of a section. The size of the sections used in the whole project was governed by a requirement that 
no single section should contain more than 56 control points. The evaluation of each MQ equation 
in each standard section on a standard size grid mesh provides two, and sometimes four values 
at each mesh point in the overlap area. The double and quadruple computation was only done 
at the center of the 0.4 S overlap, i.e. at 0.2 S inside the boundary of each section. In this region, 
for the proper A 2, the values of the double or quadruple valuations at each point were so close 
to each other that they could be averaged and retained as a single value at each grid point for use 
in the contour outine. Obviously large areas and thousands of data points can be used to map 
in this way, without solving a system of more than 56 simultaneous equations at any one time. 
Of course the number 56 is arbitrary. It should be adjustable according to data density and accuracy 
required. But the number should be as small as possible for reasons of economy. 
Now we consider the paper by Hein and Lenze [60] which is of special interest; taken together 
with a paper by Franke in the United States in the same year (1979) it provided a comprehensive 
applied comparison of the MQ method with many other interpolation and prediction methods in 
common use. The paper by Hein and Lenze used topography as a basis of comparison, while 
Franke used mathematical surfaces. The methods tested by Hein and Lenze were linear interpo- 
lation in triangles, polynomial approximations (2 kinds), two-dimensional spline interpolation, a 
very simple correlation with n nearest neighbors, 5 ~<n ~< 8, linear prediction with global 
determination f the covariance function (two kinds--Gaussian and Hirvonen functions), linear 
prediction with local determination f the covariance function, and the MQ method. The test model 
for all methods was a section of rugged terrain in the Pressberg (Taunus) map sheet of the German 
basic 1:5000 chart series. Six-hundred and forty topographic features were chosen as control 
points. All methods were required to predict elevations in the same fine grid for contouring at a 
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10 m interval. All methods were checked against German map accuracy standards for that map 
scale and the degree of terrain roughness. The allowable standard error was _ 2.7 m. The relative 
errors of several methods was on the order of _+ 1 m, which included one of the polynomial 
approximations, spline interpolation, the two globally determined covariance function methods, 
and the MQ method. Other methods were less accurate but all were within the allowable standard 
error, so this report placed the greatest ress on the relative fficiency and economy of the methods 
based on computing time. Table 4 shows the remarkable fficiency of the MQ method for 
computation as compared with other methods, which required from four to 19 times more 
computing time. 
Hein and Lenze did not thoroughly explain this result in their paper. For MQ they may have 
used a scheme similar to that of Schul'min and Mitel'man [61], i.e. a local interpolation scheme 
in small equal size blocks with boundary overlaps of a standard mesh. They did stress that matrix 
inversion was not necessary, and that only a simple solution of simultaneous equations was used. 
With covariance functions matrix inversion is generally used because the coefficients vary with 
position, which is not true of the MQ method. But they did center the data for a zero mean in 
the MQ method as with covariances. They also used A 2 = 0.6 minimum spacing between data points 
as suggested by G6pfert [59]. Beyond this there was no preprocessing ofdata for the MQ method 
as is commonly true of other methods. There was no autocorrelation for empirical selection of 
parameters in the covariance kernels; there was no programming for tesselation or triangularization 
of data, with specifications for strength of figure, before linear prediction in triangles; and there 
was no need for MQ to provide derivatives at right angles to the side of every triangle as needed 
for two-dimensional splining of irregularly spaced data on a local basis (which resembles finite 
elements without a standard shape function). Hence some of the most simple interpolation schemes 
became inefficient with scattered ata. The MQ method seems to be a major exception. 
3.8. Applications in hydrography, and a comparative study based on mathematical surfaces 
In 1979 two important publications came from the Naval Postgraduate school, one by Franke 
[62] and another by Pickrell [63]. Pickrell's study of hydrography and ocean bottom topography 
focused upon applications of the MQ method. Professor Franke's report covered a critical 
comparison of about 30 interpolations methods with respect to their capability of replicating 
several mathematical surfaces from sparse, scattered ata. Franke was a co-advisor for Pickrell's 
M.S. thesis on oceanography (hydrography), so their papers are closely related. We will discuss 
the thesis first. 
Pickrell [63] found from a preliminary investigation that polynomials, double Fourier series, 
finite elements, Shepard's formula, and Duchon's thin plate splines [64] were not as suitable as the 
MQ method for his purposes. Examples of his references with regard to the less suitable methods 
in this case were Whitten [65], Czegledy [66], Krumbein [67], James [68], Gold et al. [69] and 
Poeppelmeier [70]. The number of references by Pickrell and Franke to the papers of Hardy, namely 
Table 4. From information in Hein a d Lenz [60] 
Computing time 
Per point Total 
Method [ms] [s] Relative 
MQ interpolation 4 3.0 1.0 
First-degree polynomial 
approximation 13 10.7 3.6 
Linear prediction (region- 
wise covariance function--l) 16 13.7 4.6 
Linear prediction (region- 
wise covariance function--2) 17 14.4 4.8 
Linear prediction (point- 
wise covariance function) 18 15.5 5.1 
Correlation procedure 20 17.0 5.6 
Second-degree polynomial 
approximation 21 17.8 6.5 
Linear interpolation 
in triangles 69 58.0 19.3 
Two-dimensional spline 
interpolation 70 58.5 19.5 
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Refs [1,23,30,31,42,46,53] and Hardy and G6pfert [34] were the most complete of any 
publications up to that time (1979). 
Pickrell's [63] preliminary results in representing ocean bottom topography with MQ and other 
competitive methods are illustrated in Fig. 20. The inverse hyperboloid (also inverse distance 
weighting method) was the poorest of those shown. In the case of reciprocal MQ this was due to 
an excessively small A 2 term (square of distance from the plane to the. point source). The best 
method was the MQ with a conic or sharp-nosed hyperboloid (A 2, infinitesimally small in the 
kernel). Duchon's and Shepard's methods produced results between the extremes just mentioned, 
and evidently the other methods were so poor they were not shown at all. 
The next phase of the study used real hydrographic survey data from four bays or coastal areas, 
as collected by survey ships of the National Oceanic and Atmospheric Administration. One of these 
areas, i.e. Auke Bay, Alaska will be used as an example for discussion here. It has the most rugged 
and interesting bottom topography. One-thousand four-hundred and seven discrete data points 
were used to interpolate the contours as shown in Fig. 21. To automate the mapping with the MQ 
method an iterative scheme was developed to eliminate many insignificant data points. For 
example, in a profile mode which is common for hydrographic data collection, the existence of more 
than two depth points on a nearly straight line is redundant. In effect the computer was 
programmed to limit data selection somewhat to significant points as I had described earlier [1]. 
l/ 
F ig .  21. Auke  Bay  data  set  contours  ( fa thoms) .  
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My scheme for fitting map sheets together at the boundary [1] was replaced by a scheme resembling 
that given by Schul'min and Mitel'man [61], with an overlap area on both sides of the boundary. 
Rather than simple averaging of values at mesh points in the overlap area, the redundant values 
were adjusted to single values by a Hermite polynomial method. 
Figure 22 shows the automated MQ contoured map of Auke Bay using 290 of the original 1407 
data points. Table 5 shows that by using only 20.6% of the available points the r.m.s, difference 
between the two maps was on the order of 0.3 fathoms and maximum differences of less than a 
fathom. In conclusion Pickrell stated: 
"The multiquadric technique with interactive selection of data points and Hermite polynomial 
junctions produced good models of four data sets. Approximately 20% of the survey data 
points were required for a model of Auke Bay, Alaska, where there is t rmendous bottom 
irregularity. Only 10% of the data points were required for a model of the Gulf Coast where 
the bottom shows little variation. Approximately 15% and 17% were required for the Morro 
Bay and Monterey Bay models where there is more irregularity and moderately sloping 
bottoms." 
Franke's voluminous report [62 (373 pp.)] was followed in 1982 with a 20-page summary in the 
journal, Mathematics of Computation [71]. These publications will be resummarized here. ButI have 
just shown some impressive graphical results from Pickrell [63], and I will not attempt tosummarize 
about 240 pages of computer graphics from Franke. Instead I will describe his approach to a very 
comprehensive comparison of methods of interpolation, and for the most part provide summarized 
results in tabular form. 
Franke's objective for his report [62] in 1979 was to answer a number of questions about the 
numerous interpolation schemes available at that time. This was basically related to a single 
question: Which of these many methods deserve further study and development, and which should 
Table 5. Auke bay model results from information in Pickrell [63] 
Number Maximum Maximum Number 
of model r.m.s, positive negative of data Model 
pointst NPPR difference difference difference points point (%) 
82 0 1.47910 4.33 -5 .52 1407 5.8 
107 0 1.05619 3.04 -3 .29 1407 7.6 
152 0 0.71656 1.91 -2 .58 1407 10.8 
94W 0 0.79445 1.89 - 3.13 863 10.9 
144W 0 0.49843 2.36 - 1.89 863 16.7 
158W 0 0.39752 1.38 - 1.88 863 18.3 
175W 0 0.32183 1.40 - 1.12 863 20.3 
94E 0 0.75379 2.34 - 2.59 825 I 1.4 
141E 0 0.42834 1.74 - 1.17 825 17.1 
161E 0 0.34607 1.47 - 1.26 825 19.5 
171E 0 0.29729 0.84 - 0.85 825 20.7 
290H 0 0.30306 0.83 -0 .95 1407 20.6 
tW--West  side of data set; E--east side of data set; H--east and west sides joined by Hermite polynomial method. 
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be discarded? Actually he did not recommend that any of them be discarded of course, but he 
obtained information by which the reader could reach his own conclusions concerning such 
matters. 
To obtain the desired information Franke generated six test surfaces which were given short itles 
of "exponential test", "cliff test", "saddle t st", "gentle test", "steep test" and "sphere test". The 
ordinates of sample points in each of these test surfaces were determined at three levels of data 
density, namely 25, 33 and 100 scattered data points within the uniform size of the test areas. This 
provided 18 sets of data, the same for each interpolation method, and each interpolation method 
was used to predict ordinates in the same fine mesh for all test areas. Then the r.m.s, deviation 
of each predicted ordinate could be computed by a comparison with the evaluated value of each 
mathematical test function. Graphically all mathematical test functions and the three correspond- 
ing numerical approximations with 100, 33 and 25 samples were displayed with perspective views 
of the surfaces. Figure 23 shows an example with the exponential test surface as approximated by 
(a) Test surface. (b) 100 point sample. 
(c) 33 point sample. (d) 25 point sample. 
Fig. 23. Hardy's MQ method. 
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Table 6. Deviations by various methods from exponential test surface (100 points) from information 
in Franke [62] 
Maximum Mean r.m.s. 
Method Number deviation deviation deviation 
Akima Mod. I 10 0.0856 0.00784 0.0133 
Nielson-Franke Q 13 0.0782 0.00741 0.0122 
Mod. Quad. Shepard 14 0.0573 0.00785 0.0128 
Akima Mod. 111 16 0.0520 0.00729 0.0117 
Franke-TPS 24 0.0940 0.00887 0.0164 
Lawson 28 0.0951 0.00783 0.0124 
Hardy Quadric 21 0.0225 0.00181 0.00357 
Duchon TPS 23 0.0518 0.00525 0.00947 
Hardy Recip. Quad. 27 0.0247 0.00283 0.00518 
Foley IV 31 0.128 0.0113 0.0204 
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Hardy's MQ method. Table 6 shows the r.m.s, deviation values for 10 of the 29 methods tested 
against the exponential test surface by Franke [62], using 100 data points. In this particular case 
the "Hardy quadric" had the least r.m.s, deviation; the "Hardy reciprocal quadric" was second 
best; the "Duchon's TPS" was third best, etc. 
A revised version of a table from Franke [62], pertaining to the method with the least deviation 
in each of the 18 test cases i presented here as Table 7. Cross referencing the "winning numbers" 
in Table 7 with the names in Table 6 we see that Hardy's quadric was best 10 times, Hardy's 
reciprocal quadric was best three times, and of the five remaining comparisons each was won by 
a different method. These were Nielson-Franke Q, one time; Akima I, one time; Lawson, one time; 
Foley IV, one time; and Akima III, one time. In three of these five cases, in which MQ was not 
the best, the MQ method was second best. 
It is little wonder that Franke was moved to write in his report, p. 81: 
"The most impressive method in these tests is the multiquadric method of Hardy. It is 
consistently best or near best in terms of accuracy, and always results in visually p easant 
surfaces." 
Still, there was doubt about the method because so little was known about it mathematically. 
Franke went on to write: 
"Nonetheless a certain skepticism persists because the method has no apparent mathematical 
basis to explain its efficacy." 
He then pointed out some similarity with the thin plate splines of Duchon which were derived 
as an optimum solution in a certain Hilbert space via construction of the reproducing kernel, and 
stated further: 
"Perhaps there is an equally elegant (but unknown) theory to explain the abilities of the 
multiquadric method." 
Franke was indeed correct in his speculation, as we will learn in more detail later. Much of the 
similarity of TPS and MQ exists because Duchon's method is biharmonic in two dimensions, 
whereas MQ is biharmonic in three dimensions. There are advantages of the three-dimensional 
biharmonic ase over the two-dimensional case and this explains the failure of Duchon's method 
to be best in any of the 18 test cases, although it was second or third best in 11 of them. 
4. MQ-B AND ITS MATHEMATICAL  JUST IF ICAT ION (1980-1988) 
The paper by Franke [62] was an important milestone in the recent history of the MQ method. 
It was published independently and almost simultaneously with the paper by Hein and Lenze [60]. 
Table 7. Methods with least r.m.s, deviation from information in 
Franke [62] 
Total surface 
Data sets (points) 1 2 3 4 5 6 
100 21 21 21 21 21 13 
33 27 l0 21 21 21 28 
25 31 21 21 27 27 16 
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These papers were similar in that they involved comparative tests of the MQ method with other 
methods. They were dissimilar in that Hein and Lenze [60] are geodesists, and used topography 
as a test surface, whereas Franke is a mathematician and used a variety of mathematical models 
as test surfaces. In a sense Hein and Lenze signaled the end of a transition period in which the 
emphasis was on applications. But at the same time there has been a struggle by some practitioners 
to explain, unsuccessfully for the most part, he fundamental theoretical basis for the MQ method. 
Others simply used the methods encouraged by Hardy in Refs [1, 23]. But Franke asked several 
important questions in Refs [62, 71], without the intent of providing immediate nswers. Because 
of these challenges, he must be credited for bringing the MQ method into the field of mathematical 
science. I personally welcomed his approach to the mathematical community to help explain the 
properties of the MQ method. 
Because of similarities of MQ and Duchon's TPS as commented on by Franke in Ref. [62], and 
some chance remarks by a visiting colleague from Europe, I recognized in 1980 that the MQ 
method is actually an MQ-B method. My first papers making ote of this appeared in 1981-1984, 
which I will discuss under applications rather than theory because they were not rigorously correct 
mathematically; but this did not change the fact that the kernel l~ being used in the MQ method 
was biharmonic. The Laplacian of lpq in three dimensions i twice the reciprocal distance, i.e. 2 x l~' 
which is harmonic. Then the Laplacian of this result, or equivalently the biharmonic operator on 
l~q is zero. But it was not until 1986, with the assistance of a mathematician, Nelson, in Ref. [22] 
that I corrected some of my previous thoughts on this subject. Meanwhile other mathematicians, 
namely Dyn and Levin in Refs [72, 73], were evidently inspired by Franke to study the MQ method. 
They were soon followed, chronologically, as far as approximate publication dates are concerned, 
by mathematicians or computer scientists Barnhill [74], Franke and Gordon [75], Madych and 
Nelson [76], Barnhill and Stead [77], Stead [78], Tarwater [79], Carlson [80], Micchelli [81], Hardy 
and Nelson [82], Micchelli [83], Franke [84], Foley [85], Madych and Nelson [86] and Buhmann [87]. 
Meanwhile practitioners in various fields are still finding new applications for the MQ method. 
A paper by Wolf [88] was concerned with gravity anomalies and the associated error analysis as 
compared with least squares collocation [12]. Hardy in Refs [89-92] has continued to present 
technical papers to surveyors and cartographers. Holdahl in Refs [93, 94] has continued to find 
applications for the MQ method in crustal movement studies. Schiro and Williams [95] have 
numerically modeled large numbers of irregularly spaced hydrographic data in oceanographic 
surveys. Vittal et al. [96] have modeled potential energy surfaces in electrical engineering, and 
provided impressive displays by computer graphics using the MQ method. Tabios and Salas [21] 
have found the MQ method to be highly competitive with kriging in the spatial interpolation of 
precipitation, even though they evidently used nothing more advanced than what was contained 
in Hardy [1]. Elghazali and Hassan [97] have expanded on the results of Tempfli and Mokarovic 
[98] to confirm the relatively high efficiency of the MQ method applied to digital elevation modeling 
in photogrammetry. Their results in generating transfer functions for the MQ method and several 
models of least squares collocation (LSC) justifies their concern that the preprocessing for LSC 
gains nothing over MQ, and hence is considered a drawback of the LSC method. In geodesy 
Priovolos [99] has compared Hardy's MQ method and Bjerhammar's methods [100] with 
inconclusive results. The originally compared methods are substantially equivalent, but when both 
were evaluated against LSC, neither were as good as LSC. Unfortunately this is also inconclusive 
since the MQ method was not used as suggested by Hardy and Nelson [22], namely without a 
Bjerhammar sphere, nor was the condition Z~tj = 0 applied. Kansa [101-103] has applied MQ-B 
to computational fluid dynamics, including derivative stimates, and to solutions of parabolic, 
hyperbolic and elliptic partial differential equations, all with excellent results. Kister and Wilhelm 
[104] have used MQ methods to represent gravity anomalies and bathymetry in the same region 
involving a seamount. The gridded ata derived from these irregular surfaces was used with Fourier 
transforms to produce a regional compensation model (isostatic) by a response function technique. 
Kelley et aL [105] have reported on the use of MQ as an important component in mesoscale 
meteorological forecasts. Hardy [106] and Hardy and Sirayanone [107] have performed volume fits 
of data, and presented the graphics in stereo-pairs, o that one may see the varying distribution 
of ore in an ore body, pollutants in fluids or the atmosphere, tc. Sirayanone [108] has compared 
MQ-B with kriging in mining and mineral resource problems. MQ-B and kriging are about equal 
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in accuracy in bivariate distributions, but MQ-B can be easily transformed to stereo-viewing of
material body distributions in three dimensions imultaneously whereas this is extremely difficult 
if not impossible for kriging. For problems which can be done equally well by MQ-B or kriging 
the MQ-B overall cost is about 25% of that for kriging. 
Some of these practical as well as theoretical developments will be described more completely 
in an applications ection and a theory section which follow, in that order. 
4.1. Applications 
The discussion in this section will be done under subheadings pertaining to either a single 
reference, or to a group of inter-related references. 
Refs [89-92]. These papers appeared after Hardy recognized that a part of the similarity of MQ 
to Duchon's TPS [64] results from the biharmonic nature of these interpolation methods. TPS is 
biharmonic in two dimensions. MQ is biharmonic in three dimensions. Superiority, in some sense, 
exists for MQ in that its fundamental behavior is energy related for line, surface, and volume 
distributions of material, whereas TPS is energy related for line and surface distributions only. 
This was perhaps the most worthwhile accomplishment of these papers, which were written 
primarily for technical meetings related to surveying and mapping. Comparisons were made with 
kriging, and other stochastic process methods, but only as to certain similarities and dissimilarities. 
Comparative tests of the methods with real data on identical problems were not conducted. The 
mathematical treatment was weak, and speculative, as admitted in the paper by Hardy and Nelson 
[22]. 
Ref. [95]. This paper by Schiro and Williams was also preparted for a surveying and mapping 
audience, particularly those interested in handling immense quantities of hydrographic data. This 
was an enlargement of the data management concepts reported by Pickrell [63]. The technique 
involved the construction of a data structure to partition the domain of the data into a set of smaller 
divisions called cells. Similar cells, adjacent to each other, could be combined in groups. An iterative 
technique was developed to fit data within cell groups to a maximum error tolerance. Tests were 
run with real data sets consisting of as many as 3000 points. For that size model it was reported 
that the partitioning and grouping required 28 s, the modeling 11.5 min and the evaluation of 
20,000 grid points (for contouring) 3min of AMDAHL 470 V/6 CPU time. 
Ref. [96]. This report is very interesting from an educational point of view because it involved 
undergraduate student participation in a computer graphics project. The MQ method was chosen 
mainly because of its simplicity and availability. As it turned out, the MQ method was not only 
suitable from a graphics tandpoint but was also ideal from a cause and effect point of view because 
of the relationship of MQ to the theory of potential surfaces. 
Refs [97, 98]. Elghazali and Hassan, authors of Ref. [97], acknowledge the cooperation of 
Tempfli, a coauthor of Ref. [98]. Both papers concern the use of transfer functions for evaluating 
interpolation methods. They define the transfer function as being the Fourier transform of an 
impulse response function, and describe how they constructed the transfer function for each of five 
different "standard covariance functions", plus the MQ kernel function. A part of this procedure 
involved the computation of interpolation surfaces by each covariance function and the MQ 
method for the same simulated ata. The need for so-called "standard covariance functions" is 
generated by the fact that a small number of data samples cannot lead to an accurate computation 
of covariances. So it is hoped that one of a set of "standard covariance functions" will prove to 
be optimum. This, of course, is the preprocessing problem of kriging, least squares collocation, etc. 
frequently mentioned in the literature. 
Elghazali and Hassan point out that the beauty of the transfer functions approach is that 
inspection of the diagonal profile curves shows clearly which frequency components of the input 
interpolation are emphasized or de-emphasized. In general the smaller the area above the profile 
the better will be the algorithm used. 
A visual inspection of the transfer function profiles given in Ref. [97] shows that the ordinates 
of the MQ transfer function profile are equal to or higher than the ordinates of the transfer function 
of the best covariance equation. See Ref. [97] for details. 
This provides an additional reason for preferring MQ over stochastic process methods in 
photogrammetry. The authors commented in the introduction of Ref. [97] that although t e MQ 
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technique is not based on stochastic processes, it is applied mainly in practice (presumably 
photogrammetry) because it does not necessitate he stationarity of input data, which is sometimes 
considered a drawback in the covariance function method. 
Ref. [101]. This paper by Kansa refers to a large variety of practical problems associated with 
hydrodynamics. In Ref. [101] Kansa applied MQ to the spherical blast wave problem of von 
Neumann. The numerical solution agreed extremely well with the exact solution, and MQ was also 
shown to be xtremely accurate, not only in the interpolating of functions, but in derivative 
estimates, particularly in areas of high curvature. Numerical integration under MQ surface fits was 
also found to be extremely accurate. 
Refs [102, 103]. In Refs [102, 103] Kansa found that MQ could even be enhanced further for 
interpolation and derivative estimation schemes. The key factor in obtaining such extremely 
accurate results was a procedure he called well-conditioning of the MQ coeJ~cient matrix. This was 
guaranteed in the following ways: 
1. Permitting the shape parameter A to vary rapidly within the MQ basis functions. 
2. Introducing transformation on the independent variables, such as scaling and 
rotation to make the MQ coefficient matrix elements more distinct. 
3. Using domain decomposition and subsequent blending to solve many small 
systems of linear equations, each with good coefficient matrix conditioning. 
These procedures resolved the difficulties encountered by Tarwater [79] and Foley [85] in their 
applications of MQ. 
Although the interpolations and derivative stimates by Kansa were extremely accurate for cases 
involving appreciable gradients, they were not very good in relatively flat regions. This was noted 
by Stead [78] also in earlier studies. Kansa advocates a hybrid scheme in applications involving 
fiat areas as well as moderate to very steep regions. He would use polynomial approximation i
flat regions, and MQ otherwise. MQ was used as the spatial discretization scheme in the numerical 
solution of implicit parabolic, explicit hyperbolic and elliptic partial differential equations. He 
showed that the results, using MQ as the spatial discretization scheme, were superior in accuracy, 
and far more efficient computationally than finite difference schemes. Kansa suggests the use of 
a hybrid MQ scheme for the numerical solutions of the governing equations in engineering and 
physics applications. He believes the outlook is very promising for MQ to replace finite difference 
and finite element schemes, although this concept is in its infancy. 
Ref. [104]. The paper by Kister and Wilhelm provides an excellent description of the deductions 
provided by a study of the correlation between gravity and topographic data associated with the 
Great Meteor Seamount, situated 1280 km west of Africa and 720 km south of the Azores. This 
seamount had been well surveyed, both bathymetricaUy and gravimetrically. Other geophysical 
data included magnetic observations and seismic reflection profiles. Kister and Wilhelm needed a
method of analysis to provide stimates of density anomalies and of flexural rigidity of an elastic 
plate floating on a liquid substratum (theory of isostasy), including the displacement and depth 
of the crust-mantle boundary below the seamount. For details refer to Ref. [104], but in brief they 
needed an "isostatic response function" which is governed by Fourier transforms of both the 
topography and the gravity anomalies. 
The response function was calculated on the basis of two maps, one of the bathymetry of the 
seamount and another of the free air gravity anomalies at the ocean surface in the vicinity of the 
seamount. Both maps were represented by the MQ method, which was then used to compute values 
in equispaced grids for obtaining the fast Fourier transforms of both the irregular topography and 
the irregular gravity anomalies. After determining the response function it was used, together with 
the surveyed topography, to calculate a free air gravity anomaly map. Determining the difference 
between the calculated anomalies and the observed anomalies produced a residual gravity anomaly 
map (isostatic anomaly). From this and other data Kister and Wilhelm reached many geophysical 
conclusions concerning the geometry and physics of the seamount. See Ref. [104] for more details. 
As a purely geometric onclusion they deduced that the maximum depth of the crust-mantle 
boundary in the vicinity of the seamount is 26 km. 
Ref. [105]. This paper by Kelley et al. reports on mesoscale meteorological forecasts by a method 
called model output enhancement (MOE). This has been used for the generation and display of 
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high resolution (order of 1 km 2) weather data in the Commonwealth of Pennsylvania. The method 
derives an enhanced output, by a modification of synoptic weather prediction models, based on 
surface geophysical nd land cover data. One of the key techniques i  to use a "simple multiquadric 
equation" (SMQE) algorithm developed by Eyton based on Hardy [1]. 
The MOE technique selects data points at an upper atmosphere l vel, as predicted from the 
synoptic output for a specified geographic area. The selected ata predictions are fitted by an MQ 
equation and interpolated to a 30 arc s grid. Then the atmospheric slopes or gradients of this 
upper-level MQ surface are extrapolated downward to the topographic surface with the aid of 
selected environmental l pse rates. Topographic data in the form of a digital terrain model (DTM), 
also in a 30 arc s grid format, is used to define the surface heights for the extrapolation. The 
forecasts at ground level are considered to be mesoscale. Many more details are given in Rcf. [105]. 
Of primary interest to me is that this paper mentions the development ofa stereo-display terminal 
for animated computer graphic representations of the volume fitted weather system data. 
Refs [106, 107]. The major emphasis in Refs [106, 107] was to inform readers that the MQ-B 
method can be used, not only for line and surface fitting of data, but also for true volume fitting 
of data. A three-dimensional MQ-B transparent model of the phosphorus content in an Iowa 
reservoir has been constructed from water samples, collected not only at the water surface, but at 
depths in three-dimensional C rtesian coordinates. Also, simultaneous isopach mapping of two or 
more coal seams eparated by 50 ft or more of "no coal" regions has been done with MQ-B. These 
cases involved "track data", which was troublesome in studies by Tarwater and Foley. The remedy 
in these cases consisted of simple one-dimensional transformations of data coordinates which are 
included within the scope of the data transformations suggested by Kansa [102]. 
At various places in these papers [106, 107], a complaint is made about the much too common 
usage in computer graphics of the expression "three-dimensional plots" or "three-dimensional 
programs." Invariably we see, as output, a two-dimensional perspective or isometric projection of 
an irregular two-dimensional surface. Such terminology falsely preempts he true three-dimensional 
or volume fitting of data, i.e. fitting a continuous three-dimensional function in a three-dimensional 
volume. 
For clarity, we can alternatively describe (without ambiguity) one of our modeling results as a 
three-dimensional stereo-pair of isarithmic surfaces. See Fig. 24. This reminds us that contour lines 
in a two-dimensional map become contour surfaces (or isarithmic surfaces) in a three-dimensional 
map, viewed stereoscopically. Figure 24 provides a basis for viewing a three-dimensional MQ-B 
function representing copper ore (simulated) in a volume. The complete model involved 64 
irregularly spaced ata observations (not shown) in a 3 x 3 cube, which were fitted exactly. Four 
of the 16 simultaneously mapped level layers in the volume are contained in Fig. 24. Fifteen data 
points, not shown, are contained in this part of the model. One should notice that the "horizontal 
slicing" of the three-dimensional function in four levels has generally produced four contours with 
the same numerical value. Let us conceptually number these levels as I-4, with the top level 
\ 
- 29 28  27 26 25 
Fig. 24. Three-dimensional stereo-pair of isarithmic surfaces (copper ore grades, simulated). 
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visualized as level 1 and the bottom level visualized as level 4. The numbers along the edge of the 
right-hand perspective view show the approximate location of groups of four contours identifying 
the % of copper (simulated), ranging from 21 to 29%. With proper visualization under a pocket 
stereoscope the observer should notice that contour lines in each two-dimensional level map have 
become connected as surfaces in the three-dimensional stereogram. Notice also that a highly 
anomalous source exists near the center at the two-dimensional map in level 3 from the top. It is 
surrounded by a circular contour at that level which may be visualized as a spherical surface of 
contour value 24% surrounding an isolated sample point with slightly less than 24, say 23.9% 
copper. This can be deduced from the fact that the spherical surface of 24% copper is surrounded 
by a distorted ellipsoidal-like formation of 25% copper which has a neck-of-the-bottle opening in 
the two-dimensional map at level two (2) from the top toward the 24% contour surface. Thus a 
saddle in two-dimensional mapping can become a "bottleneck" in three-dimensional, and in this 
case the neck leads to a three-dimensional depression of ore grade near the center of the 
three-dimensional stereomap. 
Ref. [108]. The dissertation by Sirayanone [108] describes a comparison of the MQ-B method 
with the kriging method including applications to the problems of mineral resources. The principal 
results of the study confirm that the best practical use of the MQ-B method equals or exceeds the 
accuracy of the best practical use of the kriging method. The MQ-B method avoids the costly 
preprocessing steps of kriging, and hence reduces the over-all cost to one-fourth that of the kriging 
method for mining applications. Also of possible interest to mining applications i  that the so-called 
"block variance" in kriging, assumed constant for the same size block anywhere in a deposit, is 
a serious theoretical and practical mistake. It results from an assumption of stationarity in a 
stochastic process, which seldom if ever happens in nature. To make a distinction "MQ block 
variation," without an assumption of stationarity, was developed to replace "kriging block 
variance" for the same size block. Tabular data in Ref. [108] shows highly significant differences 
in the results. This means that mill operators could use the MQ method advantageously in 
controlling the grade of ore in the mill feed. 
The kriging error of prediction formula, consistent with those used in "least squares collocation" 
in geodesy, and "optimum interpolation" in meteorology was found to be overly optimistic when 
compared with cross validation in ordinary statistics. This agrees with the experience of others, e.g. 
Franke and Gordon [75] in a general sense, even though cross validation had not been used to 
confirm this result. The cross validation method was chosen by Sirayanone [108] because it can 
be used in a comparison of results by various methods whether they are based on stochastic 
processes or not. According to Sirayanone the error of prediction formulas from stochastic process 
methods hould be used only "within the family of stochastic processes" to help choose an 
"optimum" continuous covariance or variogram function. They should not be used to predict real 
accuracies in practical work, or to claim superiority over other methods (e.g. MQ) which do not 
claim to have an infallible error of prediction formula. 
Incidentally the cross validation method itself was found to be pessimistic, i.e. stimating too 
much error of interpolation for small scattered ata sets when all points of the set were left out, 
one at a time. The reason is that a point in the original convex hull of the complete set is outside 
the new convex hull for the remaining data points when it is left out to be predicted. Thus each 
predicted point in the convex hull of the original data would involve extrapolation i stead of 
interpolation. Hence, in the final analysis by Sirayanone only points inside the convex hull of the 
complete set were left out one at a time to determine the cross validation error by comparing 
predicted values with measured values. The mean errors that were obtained were indeed smaller 
then the original case. This seems to confirm the danger associated with extrapolation, ascompared 
with interpolation. Nevertheless the errors of prediction from kriging formulas were still much too 
optimistic (error estimates oo small) when they were compared with the modified cross validation 
results at the points. This causes practitioners, who may use stochastic process error formulas on 
faith alone, to believe their prediction errors are smaller than they actually are. 
Another important, and perhaps urprising, result is that the MQ-B method yields a statistically 
unbiased estimate, when the condition is appled that the sum of the constant MQ-B coefficients 
is zero. Suppose that the MQ-B kernel which has the shape of a linear semivariogram is chosen 
as a semivariogram function, for whatever reason, and the condition that the sum of the weight 
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coefficients (varying with position) should be one (the number 1) is applied. Then Sirayanone [108] 
has shown that the simultaneous result is that the sum of the constant coefficients in the MQ-B 
method is zero. 
We demonstrate with an example involving matrices where MQ-B is assumed (on a temporary 
basis) to be a semivariogram kernel, and thus the prediction formula is 
[Qpj][Q~y]-I[zi] = ~ otpjzj = Zp. (44) 
j=l 
Note that the coefficients ~pi depend on p as well as j, which is consistent with the assumption 
above; now the statistical weight condition is added: 
[~pJ] = [Qey][Q~J] -~ and ~ ~pj = 1, (45) 
j= l  
In effect his constraints equation (32). Then the results of predicting with the usual MQ-B method 
is identical, for the same data: 
[Q~y][Qu]-I[Z~] = ~ ~jQpj= Zp. (46) 
j=l 
Note that ~j depends only on the source point j, not the prediction point p, and the sum of the 
constant coefficients of the method is automatically zero: 
[~y] = [Q~]-t[z~] and ~ ~j = 0. (47) 
j=l  
The reverse is also true. If we do MQ-B prediction with the condition E ~j = 0, then for the sum 
of variable coefficients, E ~pj = 1, is produced automatically. Hence MQ-B can yield a statistically 
unbiased result without being a stochastic method. 
The practical significance of this is that the great concern in stochastic process methods with 
finding an optimum kernel through correlation or semivariograms is omewhat of a useless exercise, 
unless it can be proven that the semivariogram, for example, provides ome useful information in 
its own right, independently of the prediction process. Alternatively it would appear that stochastic 
process methods hould prove that their prediction results are consistently better than MQ-B 
prediction by a margin adequate to justify a preprocessing expense on the order of four times 
greater than MQ-B prediction. As to these possible alternatives Sirayanone suggests that mining 
engineers and geologists will learn more by a full interpretation of completed volume mapping of 
mineral resources than they can possibly learn from a variety of possible solutions with empirical 
semivariograms. As to two-dimensional mapping itself, the best kriging and MQ-B methods were 
found to produce almost identical results in accuracy and in the graphical results. See Fig. 25. 
Sirayanone found that volume mapping of mineral resources from real scattered ata in volumes 
was not always possible with kriging, primarily because of the difficulty in developing a suitable 
three-dimensional system for semivariogram construction. On the other hand the MQ-B method 
was used successfully in the volume mapping of coal seams in Iowa, and also in a non-mineral 
resource application, concerning the phosphorus content hroughout the volume of the Red Rock 
reservoir in Iowa. This was also reported by Hardy [106]. 
4.2. Mathematical support 
Again, the discussion in this section concerning mathematical support for the MQ-B will be done 
under subheadings pertaining to either a single reference, or to a group of interrelated references. 
Refs [72, 73]. The second reference of Dyn and Levin is somewhat similar in content o their 
previous paper [72]. The goal in Ref. [72] was to overcome the ill-conditioning of the coefficient 
matrices of Duchon's TPS and the MQ method. In Ref. [73] they begin to associate the MQ and 
TPS methods with numerical solutions of Fredholm integral equations. As an incidental matter, 
I began to do this independently in 1983 because of the MQ and TPS relations to biharmonic 
potential, which was upported by references to Jaswon and Symm [109]. See Hardy [91]. 
In Ref. [73] Dyn and Levin do not claim, as previously done in Ref. [72], that subdomaining 
for edge overlapping reduces the quality of the fitted surface considerably in the overlapping zones. 
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Fig. 25. Comparison ofMQ and kriging. (a) Isarithmic map of iron grade by the MQ-B method. 
(b) Isarithmic map of iron grade by the kriging method (spherical model). 
They also recognize that the major applications of MQ and TPS are associated with scattered data, 
rather than data in a square grid as it seemed in Ref. [72]. 
Their work with integral equations suggests an additional area of research. That is, in addition 
to interpolations of unknown functions that match or fit observed ata values, perhaps one can 
become involved with continuous interpolation between point values of the computed coefficients. 
The computed coefficients represent some sort of approximation f the unknown source function. 
Consequently our contemporary capability of mapping the response to the source functions, may 
also be transformable to a continuous mapping of the unknown source functions themselves, 
subject o a minimum energy concept and other assumptions, or associated information. 
Be that as it may, Franke [84] views the value of the Dyn and Levin paper [73] as resulting from 
the application of a conditioning operator to the system of MQ equations. The idea of the 
conditioning operator is to transform the system of MQ equations into an equivalent one which 
is better conditioned, perhaps even diagonally dominant. The goal here is somewhat the same as 
Kansa [102, 103], but the procedure is different. Dyn and Levin were able to reduce the condition 
number of the MQ method, with up to 121 data points, by a factor of 200. In addition to the MQ 
method the ideas here are applicable to TPS and other radial functions, and results were reported 
on these as well. 
Ref [74]. Barnhill's paper [74] was a review of what he considered, at that time, to be the most 
relevant methods for smooth interpolation of scattered ata. The methods pecifically discussed 
in some detail were MQ and two of Shepard's, namely the so-called triangular Shepard and 
Shepard's formula. A third method by Alfeld, not referenced, was said to be undergoing tests at 
that time. Multistage methods as described by Stead [78] were used with both MQ and Shepard's 
methods. Impressive color coded graphics were presented in Figs 4-13 of Ref. [74]. Figures 4-9 
show comparative r sults of MQ and Shepard for representing temperature inside a cubical volume. 
A tri--cubic polynomial was used as the test function, and 216 randomly selected points of this 
function were used as temperature data to be replicated by the interpolation methods, in the form 
of four contour surfaces imbedded in the cube. There was no visual difference between the contour 
surfaces provided by the test function and those provided by the MQ multistage method, which 
was not true of those provided by the Shepard multistage methods. The graphics consisted of 
perspective views of the cube and the surfaces imbedded in it. The most important echnical 
accomplishment of this paper was to demonstrate he effectiveness of the MQ method as a 
three-dimensional interpolant. Three-dimensional interpolation later became an important part of 
papers by Hardy and/or Sirayanone [106-108]. At the end of his paper Barnhill [74] suggested 
improved graphics and several other items as "open research problems". 
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Refs [77, 78]. The paper by Barnhill and Stead [77] is so closely related to the paper by Barnhill 
[74] that there is no need for further discussion here. The paper by Stead [78] is based on 
comparative r sults for estimating gradients from scattered data. Her report defines three different 
mathematical models, and gives five xamples of comparative evaluations involving five different 
interpolants. Two data distributions were used with each of the first and third mathematical 
models. Details of the mathematical models will not be given here, but they were chosen to generate 
steep gradients and a variety of other conditions, as recommended in consultation with the 
Department of Geological Sciences at Brown University. These were considered to be relevant to 
problems in meteorology, relief mapping and paleontology. The applications of gradient estimation 
are more or less obvious in meteorology and relief mapping. Rapid changes in warm or cold fronts 
call for capability of dealing with steep temperature gradients. In shaded relief mapping there is 
a need to know the direction and magnitude of slopes to determine the density of shading within 
given grid cells. In paleontology the relevant gradients appear to be somewhat more complex. It 
is said that gradients of the abundance of modern species of vegetation versus temperature or
precipitation are needed to locate regions of climatic sensitivity with respect o the distribution of 
a given species. Such maps make it easier to interpret what may have caused past changes in the 
abundances of species in given areas. 
The test functions and the results of a prediction (interpolation) by each interpolant are 
represented similarly to the graphics used by Franke [62, 71]. For details see Stead [78]. 
The interpolants compared by Stead involved two methods not previously investigated for 
gradient analysis in the literature. These were Shepard's method and Hardy's MQ method. Three 
other methods were used in the comparison which had been previously used by other authors for 
gradient analysis. Two of these were called "least squares plane", and "least squares quadratic" 
from papers by Franke. The third was a method used by Little, although Little himself had called 
it "triangular Shepard". The tables for Stead's five examples of comparative valuations in 
estimating radients how quite conclusively that the MQ method is generally the best. Only 
Example 3 of Stead produced results by another method, namely the least squares quadratic, that 
was better than MQ. In that example, the mathematical surface used for gradient generation was 
a relatively simple surface which could have been represented by a low order polynomial. Stead 
writes in her conclusion, 
"In these tests a  well as others run but not given here the multiquadric hyperboloid... 
consistently produced reasonable gradients. Particularly important is its ability to provide 
good gradient estimates for structured data as in Examples 2 and 5. These are very difficult 
cases and none of the other methods performed well for them." 
Then she comments on example three, as I have above, and notes that of the five methods used 
in Example 3 only MQ and the "least squares quadratic" (Q) produced acceptable r sults. She then 
suggests that the handling of gradients in relatively flat reas such as Example 3, would perhaps 
be best handled by the Boolean sum, MQ ~9 Q. 
Refs [79, 80]. Tarwater's thesis [79] was largely concerned with optimizing A 2. She also 
experimented with elliptical hyperboloids in lieu of the usual circular hyperboloids, and with 
varying A 2 in different subdomains of the interpolated region. She prescribed no particular 
formulas, but made some important observations and comments. 
She concluded that the shape of the surface being interpolated is a factor, in addition to data 
density and the array of data points. The use of "track data" instead of truly scattered data, which 
sometimes leads to distorted surfaces, can be improved with a modified basis function. Another 
important conclusion is that the MQ method is even better than previously thought due to 
improvements that are possible by varying A 2 as a whole, or varying A 2 in subdomains. However, 
more experimentation needs to be done in order to predict in advance the changes that will improve 
the results. 
Carlson [80] reports on the software developed for Hardy's MQ algorithm. He describes it as 
an excellent general purpose subroutine for small to moderate size problems, n ~< 200. How to 
choose the value of A 2 is still very much of an open question and the software user is allowed the 
option of varying this quantity. Fortunately, there is usually a broad range of values for A 2 which 
produce a reasonable interpolant. 
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Refs [76, 81, 83, 84, 86]. According to Ref. [84] Franke conjectured in 1983 at the International 
Symposium on Surface Approximation, in Gargano, Italy that 
( -  1) N-1 det{Bj(xi, Yt)} > 0, 
where Bj is the quadric basis function 
Bj = (d 2 "Jr- A2) I/2, (48) 
associated with jth data point. Here dj is the distance in a plane from the field point (x, y) to the 
planar location of the jth data point, and A is a parameter. Alternatively the square root of the 
summed squares of d and A, is the three-dimensional distance from the field point (x, y, 0) in an 
x, y plane to a source point (xj, y:, z:) outside the plane where A = Zj ~ 0 [89-91]. 
MicchelIi [81] promptly heard of Franke's conjecture, and subsequently proved it, which means 
that MQ surface interpolation is always solvable. This was accompanied by other theorems of more 
general application to sets of radial basis functions. Some of these radial basis methods, such as 
Duchon's TPS, were known to lead to non-singular systems of equations from other results [64]. 
These were generally based on semi-Hilbert space settings. Franke, in Ref. [84], also credited a 
Madych and Nelson manuscript [76] with developing an extension of Duchon's TPS theory [64] 
to include MQ.  Hence Madych and Nelson, independently of Franke and Micchelli, reached the 
same conclusion as Miccelli concerning the conditionally positive definiteness of the MQ basis 
function. The Madych and Nelson manuscript [76] relied heavily on Fourier analysis in quite a 
different manner than Micchelli. Through an unfortunately deficient review process manuscript [76] 
was never published. A later version by Madych and Nelson [86], now in press, presents an 
alternative treatment that avoids the use of Fourier transforms. In both developments the TPS and 
MQ interpolants s(x), X E R" are characterized as solutions of a variational problem in which an 
energy functional is minimized, subject to constraints s(xj)= v:. 
In an applied sense the solutions of such an interpolation problem represent minimum 
expenditure of energy in arriving at a condition of equilibrium, while at the same time fitting given 
or observed values exactly. 
As in Duchon's theory for TPS the MQ functional is associated with a Hilbert space norm and 
a reproducing kernel k(x, y)= h(x-y) .  
For TPS: 
and forMQ: 
where 
h(x) = Ix[ 2 log x, (49) 
hCx) = + A:, (50) 
n 
Ixl 2= Z (x*) 2" (51) 
k- I  
The conditionally positive definiteness of h(x) in equation (50) was established in Ref. [76] by 
calculating the (distributional) Fourier transform of h(x) and checking to see if it was positive. 
Madych and Nelson [86] acknowledge that Micchelli's generalization fa theorem by Sehoenberg 
provides aconsiderable simplification for special cases uch as MQ [81]. The paper [86] also includes 
an introduction to obtaining point wise error estimates in terms of the described semi-norm. A third 
manuscript, expected to be in press oon but not referenced here, continues the study of certain 
spaces that provide a variational framework for multivariate interpolation. In this third manuscript 
Madych and Nelson obtain error estimates of arbitrarily high order for a class of interpolation 
methods that includes MQ. 
It can be seen from the above discussion that Franke in Refs [62, 71, 84] has played a key role, 
among mathematicians and others, to generate interest in providing a mathematical explanation 
for the advantageous properties of MQ interpolation. For this I am very grateful. Franke's 
mathematical review paper [84], covers several topics other than MQ which will not be discussed 
here. But it is interesting to note that mathematical developments provided by Madych and Nelson 
[76, 86], Micchelli [81], Dyn and Levin [73], and perhaps others as referenced by Franke provide 
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explanations for MQ and then are found to apply to more general mathematical relationships as 
well, especially radial basis functions, and integral equations. As a related matter Micchelli, in Ref. 
[83] has prepared a more specialized mathematical review paper, almost simultaneously with 
Franke. In this publication [83] both TPS and MQ are treated as the capstones of optimal 
interpolation in a part concerned with multivariate interpolation. 
Refs [22, 82]. The papers by Hardy and Nelson [22, 82], provide both theoretical and practical 
results. Here the emphasis will be somewhat more on the theoretical. It is shown in Ref. [22], by 
a short derivation for which details will not be given here, that the classical integral equation for 
disturbing potential T in which the unknown function is the density anomaly function 6q has an 
equivalent counterpart integral in which the unknown function is the Laplacian of the density 
anomaly. Thus 
r .  = o dr.  = o J J v J  2 
Since Poisson's equation is 
It follows that 
V2Tq = -41rG t~q. (53) 
WTq (54) 
•q = - 4zcG 
and, assuming 6, has second partial derivatives 
V 2 6q = V4Zq (55) 
2 - 8riG" 
Then equation (52) can be re-expressed in the form 
V2T -1 V4T 1 
T ,=f fv f ( -~n) ,  ~ dvq=f fv f ( -~n)~dv q. (56, 
This shows that solutions to these integral equations are respectively equivalent to a solution 
of Poisson's differential equation and to a solution of the non-homogenous biharmonic equation 
for a field point p. 
It is also shown that the numerical approximations of these integral equations may be found, 
respectively, from 
T,=G ~BJ , ; ' ,  i= l ,2  . . . . .  n, (57) 
j=J 
in which Bg is a point mass anomaly, and l~ ~ is a reciprocal MQ kernel; also 
T~ = G ~ u~lo, i = 1, 2 . . . . .  n, (58) 
j=l  
which is the MQ method with each ctj representing a regional value of one half of the Laplacian 
of the density anomaly function. It is left as an exercise for the reader to determine which of the 
optional representations in equations (57) and (58) is most convenient for the interpolation of 
disturbing potential inside a material body or surface. 
Paper [22] also gave practical results in a comparative study of the MQ method, Bjerhammar's 
method, and of Moritz' method for interpolating real gravity anomalies in Canada. The results 
were substantially the same for all methods, but only the MQ method gave optimum results for 
sources collocated with data points. In other words the MQ method used, in effect, regional values 
of the Laplacian of the surface density anomaly which was in the same equipotential surface to 
which the free air gravity anomalies were reduced. The other methods required the empirical finding 
of the optimum Bjerhammar sphere inside the Earth. 
The paper [82] was substantially the same as [22], but was presented in a more formal 
mathematical way. It also gave more details concerning an error bound for the MQ approximation, 
while omitting the practical results described above. 
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Ref. [85]. Foley [85] describes the development ofa subroutine package which includes Hardy's 
MQ interpolant and multistage methods with several options available to the user. Conditions of 
usage are described for which corresponding recommendations of one or more options are 
provided. The MQ method is said to be effective with smooth, accurate and fairly uniformly 
distributed ata, but is inefficient with large values of n and is not effective on some data such as 
track data. Subroutines BIHASH and TRIHASH, for bivariate and trivariate multistage methods 
respectively are described which includes MQ as the first stage followed by piecewise bi-cubic 
Hermite interpolation as a second stage. This can be followed optionally by some third stage 
interpolant. This is said to overcome difficulties with a particular set of temperature data in the 
Monterey Bay area which was collected ensely along widely spaced tracks. See Ref. [85] for details. 
Pickrell [63], Schiro and Williams [95], Sirayanone [108] and Kansa [102] have provided other 
options for dealing with "track data" but these have been described elsewhere in this review. 
Ref. [87]. In this most recent publication Buhmann has studied MQ and reciprocal MQ methods 
in one dimension to learn more about their fundamental mathematical properties. Among other 
results, he reports that with a choice of the MQ kernel [O(r)= (r2+ c2) " and c2~> 0] and his 
definition of a quasi-interpolant, including the sum of coefficients equal zero, then the MQ 
approximant to a linear polynomial can be the polynomial itself, i.e. an exact reproduction of 
polynomials with MQ. There are conditions concerning c 2, for which the interpolant does not 
converge. See Ref. [87] for details. Another esult is that for all ~b which vanish at infinity but are 
not integrable over R, there are no finite linear combinations of the given base function allowing 
construction of admissable quasi-interpolants. This includes the case of the inverse MQ method. 
This appears to confirm mathematically what I have believed intuitively about he relative merits 
of the MQ and reciprocal MQ methods for representing potential. Buhmann states that his result 
confirms Franke's observation [71] that approximation methods using unbounded radial basis 
functions perform better than those using bounded functions, although unboundedness means that 
the basis function in the interpolant has more influence far away than at its center. Here I would 
like to make a comment. 
I cannot express it in mathematical terms but I believe now that the above condition (often 
described as counter intuitive) results from misplaced emphasis on the role of the kernel function. 
The MQ kernel is a geometric quantity which of course increases with distance (since it is the 
distance). But it is the sum of products of elements (points) of an unknown function (e.g. the 
negative one half of the Laplacian of the source or generating function inside a bounded region), 
and the distance which produces a potential that decreases with distance, both inside and outside 
the bounded (material) region. 
Buhmann indicates that he is keenly interested in the question of convergence orders of 
interpolation with the MQ method and is currently pursuing research on this topic. 
5. CONCLUDING REMARKS 
With the recent acceleration of attention by mathematicians i  the study of the MQ-B method, 
I feel certain that other interesting discoveries will be made in the future, in theory as well as in 
practice. 
I made the observation at the beginning of this review paper that my first paper on MQ is 
frequently the only one referenced by users of the method. But considerable progress has been made 
since 1971, and now I would like to summarize the discoveries or near discoveries that have been 
made in the past 20 years which should be used or considered for use by practitioners in the future, 
or for study by mathematical theorists. 
1. The MQ method has evolved from a two-dimensional method to a three-dimensional 
MQ-B method. Theoretically the method can be applied to any number of dimensions, and is 
infinitely differentiable (Foley [85], Kansa [102]). This should suggest applications that cannot be 
handled by other methods. 
2. Accompanying the discovery that MQ is related to the biharmonic potential, was the 
discovery that the solution of the MQ-B system of equations should be accompanied by a condition 
that the sume of the coefficients representing biharmonic sources hould be zero (Hardy and Nelson 
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[22, 82], Miccelli [81]). This is necessary in disturbing potential theory and is probably helpful in 
other applications due to least energy relations whether potential is involved or not; if in doubt, 
try it. 
3. MQ and MQ-B methods are not foolproof but the mathematical proofs (Miccelli [81], 
Madych and Nelson [76, 86]) that the MQ system of equations i always solvable, should encourage 
those who may have problems with solutions to try again; coupled with the good news is the fact 
that ill-conditioning and "track data" can be a problem for MQ; Dyn and Levin [73], Foley [85], 
Schiro and Williams [95], Pickrell [63], Sirayanone [108], Tarwater [79] and especially Kansa [102] 
have dealt with these problems in a variety of ways; more work is anticipated in this area. 
4. The MQ method has been found to be very effective in estimating radients, especially steep 
gradients (Stead [78] and Kansa [102]). This suggests the choice of MQ for a large variety of 
applications in steep gradient problems involving differential equations (Kansa [101-103]) or 
integral equations (Hardy and Nelson [22, 82]). 
5. Sirayanone [108] and Hardy and Sirayanone [107] have reported on comparisons of MQ-B 
with kriging; this uggests that any application for which kriging or any other stochastic process 
is being used should be reconsidered by practitioners in those areas for replacement by the MQ-B 
method. MQ-B has been shown to be more economical and yields a statistically unbiased result 
(by kriging standards) without being a stochastic method. 
6. The osculating mode, Hardy [46], has only been used with simulated ata, but there are 
applications involving real hybrid data which could make use of this approach; it was described 
as collocation of a higher order, i.e. the simultaneous fitting of ordinates and derivatives. I hope 
someone will experiment in this area. 
7. Sirayanone [108] has experimented successfully with MQ-B as a means of interpolating 
vector information, particularly wind speed and direction; MQ-B should be experimented with 
more extensively in the handling of vector data. 
8. Hardy and Sirayanone [107] and Hardy [108] have experimented with stereo-viewing of 
functions of three variables inside volumes. This can bring normally invisible phenomena, such as 
iron ore, water pollution, atmospheric disturbances, etc. into the light of day, figuratively speaking; 
however, there are serious computer graphics problems associated with it which should receive 
more attention. 
9. Last but not least is the still troublesome value for A as defined in this review paper. In 
a spherical potential setting, and in a formal integral sense, A has to have all values of a vertical 
component of distance from zero to the radius of the material sphere. Here we assume second 
derivatives of the density anomaly exist throughout the entire sphere. This possibly explains the 
wide range of As that are possible, without affecting the results very much. On the other hand 
ill-conditioning can be a problem in a numerical setting. The problem seems to be a matter of 
understanding how to use various As to provide an optimum result for a variety of problems. These 
may have a variety of steep gradients or almost no gradients at all. More work is needed in this 
area, but I believe Kansa [101-103] has taken the lead in solving this problem. 
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