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Abstract. In this paper we consider closed loop two-echelon repairable item sys-
tems with repair facilities both at a number of local service centers (called bases)
and at a central location (the depot). The goal of the system is to maintain a number
of production facilities (one at each base) in optimal operational condition. Each
production facility consists of a number of identical machines which may fail inci-
dentally. Each repair facility may be considered to be a multi-server station, while
any transport from the depot to the bases is modeled as an ample server. At all
bases as well as at the depot, ready-for-use spare parts (machines) are kept in stock.
Once a machine in the production cell of a certain base fails, it is replaced by a
ready-for-use machine from that base’s stock, if available. The failed machine is
either repaired at the base or repaired at the central repair facility. In the case of local
repair, the machine is added to the local spare parts stock as a ready-for-use ma-
chine after repair. If a repair at the depot is needed, the base orders a machine from
the central spare parts stock to replenish its local stock, while the failed machine
is added to the central stock after repair. Orders are satisfied on a first-come-first-
served basis while any requirement that cannot be satisfied immediately either at
the bases or at the depot is backlogged. In case of a backlog at a certain base, that
base’s production cell performs worse.
To determine the steady state probabilities of the system, we develop a slightly
aggregated system model and propose a special near-product-form solution that
provides excellent approximations of relevant performance measures. The depot
repair shop is modeled as a server with state-dependent service rates, of which the
parameters follow from an application of Norton’s theorem for Closed Queuing
Networks. A special adaptation to a general Multi-Class Marginal Distribution
Analysis (MDA) algorithm is proposed, on which the approximations are based.
All relevant performancemeasures canbe calculatedwith errorswhich are generally
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less than one percent, when compared to simulation results. The approximations
are used to find the stock levels which maximize the availibility given a fixed
configuration of machines and servers and a certain budget for storing items.
Keywords: Multi-echelon systems – Repairable items – Spare parts inventory –
Closed queueing networks – Near-product form solutions
1 Introduction
Repairable inventory theory involves designing inventory systems for items which
are repaired and returned to use rather than discarded. The items are less expensive
to repair than to replace. Such items can for example be found in the military, avi-
ation, copying machines, transportation equipment and electronics. The repairable
inventory problem is typically concerned with the optimal stocking of parts at bases
and a central depot facility which repairs failed units returned from bases while pro-
viding some predetermined level of service. Different performance measures may
be used, such as cost, backorders and availability.
Over the past 30 years there has been considerable interest in multi-echelon
inventory theory.Much of thiswork originates fromamodel calledMETRIC,which
was first reported in the literature by Sherbrooke [9]. The model was developed for
the US Air Force at the Rand Corporation for a multi-echelon repairable-item
inventory system. In this model an item at failure is replaced by a spare if one is
available. If none are available a spare is backordered. Of the failed items a certain
proportion is repaired at the base and the rest at a repair depot, thereby creating
a two-echelon repairable-item system. Items are returned from the depot using a
one-for-one reordering policy. The METRIC model determines the optimal level
of spares to be maintained at each of the bases and at the depot.
A shortfall of the METRIC model is that it assumes that failures are Poisson
from an infinite source and that the repair capacity is unlimited. Therefore, others
have continued the research to gain results more useful for real life applications.
Gross, Kioussis andMiller [5], Albright and Soni [1] and Albright [2] focused their
attention on closed queuing network models, thereby dropping the assumption of
Poisson failures from an infinite source. The intensity by which machines enter the
repair shops depends on the number of machines operating in the production cell.
In case of a backlog at a base, this intensity is therefore smaller than in the optimal
case where the maximum number of machines is operating in the production cell.
Also the assumption of unlimited repair capacity is dropped in Gross et al. [5] and
Albright [2].
This paper deals with similar models. It handles closed queuing network mod-
els with limited repair. However, the approximation method differs considerably.
The approximation method builds on the method by Avsar and Zijm [3]. Avsar and
Zijm considered an open queuing network model with limited repair. By a small
aggregation step, the system is changed into a system with a special near-product-
form solution that provides an approximation for the steady state distribution. From
the steady state distribution all relevant performance measures can be computed.
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We will perform a similar aggregation step in this paper and again a special near-
product-form solution will be obtained. However, as opposed to open systems, in a
system with finite sources, the demand rates to the depot also become state depen-
dent; moreover, these demand rates are clearly influenced by the efficiency of the
base repair stations. Nevertheless, we are able to develop relatively simple approxi-
mation algorithms to obtain the relevant performancemeasures. These performance
measures can ultimately be used within an optimization model to determine such
quantities as the optimal repair capacities and the optimal inventory levels.
The organization of this paper is as follows: In the next section we consider
a very simple two-echelon system, consisting of one base, a base repair shop and
a central repair shop. The repair shops are modeled as single servers. This model
mainly serves to explain the essential elements of the aggregation step. We present
the modified systemwith near-product-form solution and numerical results to show
the accuracy of the approximation. Next, in Section 3, we turn to more general re-
pairable item network structures, containingmultiple bases and transport lines from
the depot to the bases. The repair shops are modeled as multi-servers. The approx-
imation method leading to an adapted Multi-Class MDA algorithm is presented
and some numerical results are discussed. In Section 4, an optimization algorithm
based on this approximation method, is given which finds the stock levels that max-
imize the (weighted) availibility under a given cost constraint. In the last section,
we summarize our results and discuss a number of extensions that are currently
being investigated.
2 Analysis of a simple two-echelon system with single server facilities
In this section a simplified repairable item system is discussed to explain how a
slight modification turns this system into a near-product form network that can be
analyzed completely. In the next section we turn to more complex systems.
2.1 The single base model without transportation
Consider the system as depicted in Figure 1. The system consists of a single base
and a depot. At the base a maximum of J1 machines can be operational in the
production cell.
Operational machines fail at exponential rate λ1 and are replaced by a machine
from the base stock (if available). Both at the base and at the depot there is a repair
shop. Failed machines are base-repairable with probability p1 and consequently
depot-repairable with probability 1 − p1. The repair shops are modeled as single
servers with exponential service rate µ0 for the depot and exponential service rate
µ1 for the base. In addition to the J1 machines another group of S1 machines is
dedicated to the base to act as spares.When amachine fails, the failedmachine goes
to a repair shop while at the same time a request is sent to place a spare machine
from the base stock in the production cell. This request is carried out immediately,
if possible. In case no spare machines are at the base, a backlog occurs. As soon
as there is a repaired machine available, it becomes operational. A number of S0
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Fig. 1. The single base repairable item system
machines is dedicated to the depot to act as spares. When a failed machine cannot
be repaired at the base and hence is sent to the depot, a spare machine is shipped
from the depot to the base to replenish the base stock, or - in case of a backlog
- to become operational immediately. When no spares are available at the depot,
a backorder is created. In that case, as soon as a machine is repaired at the depot
repair shop, it is sent to the base. In this simple model, transport times from the
base to the depot and vice versa are not taken into account.
In Figure 1 (and subsequent figures), requests are indicated by dotted lines. The
matching of a request and a ready-for-use machine is modeled as a synchronization
queue, both at the base and at the depot. At the base however, some reflection reveals
that the synchronization queue can be seen as a normal queue where machines
are waiting to be moved into the production cell. This is only possible when the
production cell does not contain the maximum number of machines, that is, if a
machine in the production cell has failed. This leads to the model in Figure 2.
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Fig. 2. The modified single base system
In this figure the variables n1, n2, k, m11 and m12 indicate the lengths of the
various queues in the system. The number of machines in (or awaiting) depot repair
is denoted by the random variable n1, the number of spare machines at the depot
is denoted by the random variable n2 and the backlog of machines at the depot
is denoted by k. At the base there are m11 machines waiting for repair or being
repaired and m12 machines are acting as spares. In the production cell j1 machines
are operational. As a result of the operating inventory control policies, for n1 = n1,
n2 = n2, k = k, m11 = m11, m12 = m12 and j1 = j1 the following equations
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must hold:
n1 + n2 − k = S0, (1)
n2 · k = 0, (2)
k + m11 + m12 + j1 = S1 + J1, (3)
m12 · (J1 − j1) = 0, (4)
where Equations (2) and (4) follow from the fact that it is impossible to have a
backlog and to have spare machines available at the same time. If spare machines
are available, a request is satisfied immediately. In case of a backlog, a request is
not satisfied until a repair completion. The repaired machine is merged with the
longest waiting request.
From these relations it follows immediately that n1 and m11 completely deter-
mine the state of the system, including the values of n2, k, m12 and j1. Therefore,
the system can bemodeled as a continuous timeMarkov chainwith state description
(n1,m11). The corresponding transition diagram is displayed in Figure 3.
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Fig. 3. Transition diagram for state description (n1,m11)
Let P (n1,m11) = P (n1 = n1,m11 = m11) be the steady state probability of
being in state (n1,m11). This steady state probability can be found by solving the
global balance equations of the system. These can be deduced from the transition
diagram. Nevertheless, it is not possible to find an algebraic expression for the
steady state probabilities. Moreover, for larger systems with e.g. multiple bases,
the computational effort becomes prohibitive. Therefore the system will be slightly
adjusted in the next subsection, in order to arrive at a near-product form network.
Note that the analysis presented in this paper, is partly similar to the one given in
Avsar and Zijm [3], where the equivalent open two-echelon network is considered.
For this open network, an algebraic and easily computable product form approxi-
mation is found. In the current paper, a closed network is considered, and an easily
computable algebraic approximation could not be found. However, the aggregated
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network has a product form steady state distribution, and we can use MDA-like
algorithms to find numerical approximations for performance measures.
An alternative approach is to model the number of machines at the depot and
the bases as a level dependent quasi birth death process. This method may yield an
algebraic solution but, here too, the finite state space makes the analysis more com-
plex. Moreover, the transition rates in a given state, do not only depend on the phase
but also on the level. Together, this makes the alternative method computationally
very demanding, if not intractable.
2.2 Approximation
Afirst step towards an approximation for the steady state probabilities is to aggregate
the state space. The most difficult parts of the transition diagram are regions I and
II, that is, the parts with n1 ≤ S0 or, equivalently, the parts with k = 0. The parts
with k > 0 are equivalent to the states with n1 = k + S0. A natural aggregation of
the system is a description through the states (k,m11). The states (n1,m11) with
n1 = 0, 1, . . . , S0 are then aggregated into one state (0,m11). Denote the steady
state probabilities for the new model by P˜ then the following holds for any m11:
P˜ (k = 0,m11 = m11) =
S0∑
n1=0
P (n1 = n1,m11 = m11), (5)
P˜ (k = k,m11 = m11) = P (n1 = S0 + k,m11 = m11). (6)
The transition diagram corresponding to the alternative state space description is
displayed in Figure 4.
The rates only differ from the transition diagram in Figure 3 for the case k = 0.
Let q(m11) be the steady state probability that an arriving request for a machine
at the depot has to wait, given that it finds no other waiting requests in front of it
(k = 0) and m11 = m11. Given the (aggregated) state (0,m11), the state does not
change in case of an arriving requestwith probability 1−q(m11), because spares are
available.With probability q(m11) no spares are available and the state changes into
(1,m11). The transition rate from (0,m11) to (1,m11) equals j1(1−p1)λ1q(m11).
To determine q(m11) one needs
q(m11) = P (n1 = S0|n1 ≤ S0,m11 = m11). (7)
However, to compute this, one needs to know the steady state distribution of the
original system, which is exactly what we attempt to approximate. Therefore, we
approximate the q(m11)’s by theirweighted average, i.e.we focus on the conditional
probability q defined by
q =
∑
m11
q(m11)P (m11 = m11|n1 ≤ S0) = P (n1 = S0|n1 ≤ S0) (8)
and for every m11 we replace q(m11) in the transition diagram by this q. In the
next section it will be explained how a reasonable approximation for this q can be
obtained by means of an application of Norton’s theorem.
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Lemma 1 The steady state probabilities for the model with state description
(k,m11) and transition rates as denoted in Figure 4 with q(m11) replaced by
arbitrary q have a product form.
Proof. To find the steady state probabilities, consider both the original model in
Figure 2 and the alternative model in Figure 5.
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Fig. 5. Typical-server Closed Queuing Network (TCQN)
In Figure 5 the depot repair shop with synchronization queue is replaced by
a typical server. For jobs that find the server idle the server has infinite service
rate with probability 1 − q (the case spares are available) and service rate µ0 with
probability q (the case no spares are available). Let b1 be the random variable equal
tom12 + j1, then by looking at the system with the typical server, and conditioning
on the fact that the network contains exactly J1 + S1 jobs, it is easily verified that
the following expression for P˜ (k = k,m11 = m11, b1 = b1) satisfies the balance
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equations of the TCQN:
P˜ (k,m11, b1) =


G˜q
(
p1
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)m11 (1 − p1
µ0
)k ( 1
λ1
)b1
J1!Jb1−J11
, b1 > J1, k > 0
G˜q
(
p1
µ1
)m11 (1 − p1
µ0
)k ( 1
λ1
)b1
b1!
, b1 ≤ J1, k > 0
G˜
(
p1
µ1
)m11 ( 1
λ1
)b1
J1!Jb1−J11
, b1 > J1, k = 0
G˜
(
p1
µ1
)m11 ( 1
λ1
)b1
b1!
, b1 ≤ J1, k = 0
(9)
with k + m11 + b1 = J1 + S1 and G˜ the normalization constant. unionsq
Expressed in terms of the state variables (k,m11), this result immediately leads
to:
Lemma 2 The steady state distribution for the aggregate model is given by
P˜ (k,m11)=


Gq
J1!JS1−k−m111
(
p1λ1
µ1
)m11 ( (1−p1)λ1
µ0
)k
,
k+m11≤S1, k>0
Gq
(S1+J1−k−m11)!
(
p1λ1
µ1
)m11 ( (1−p1)λ1
µ0
)k
,
k+m11>S1, k>0
G
J1!JS1−m111
(
p1λ1
µ1
)m11
,
m11 ≤ S1, k = 0
G
(S1 + J1 − m11)!
(
p1λ1
µ1
)m11
,
m11 > S1, k = 0
(10)
with G = G˜λ−(J1+S1)1 the normalization constant.
The previous lemma gives an explicit expression for the steady state probabili-
ties. For large systems it may be difficult to calculate the normalization constant G.
However, since we are dealing with a product form network, Marginal Distribution
Analysis (see e.g. Buzacott and Shanthikumar [4]) can be used to calculate the
appropriate performance measures directly.
The results presented so far hold true for any value of q ∈ [0, 1]. In the derivation
of the lemmas above the interpretation of q as the conditional probability that a
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request at the depot has to wait given that it finds no other requests in front of it
(see (8)), has not been used. Therefore any q ∈ [0, 1] will do, but it is expected that
a good approximation will be obtained by using a q that does correspond to this
interpretation. In the next subsection Norton’s theorem will be used to find a q with
a meaningful interpretation that gives good results.
2.3 Applying Norton’s theorem to approximate q
Although we have stated in the previous section that the product form does not
depend on q, it is still needed to find a q that gives a good approximation for the
performance measures. In this section, the basic idea of Norton’s theorem (see
Harrison and Patel [6] for an overview) is used to find an approximation for q that
gives good results. This basic idea is that a product form network can be analyzed
by replacing subnetworks by state dependent servers. Norton’s theorem states that
the joint distributions for the numbers of customers in the subnetworks and the
queue lengths at the replacing state dependent servers are the same.
To use this idea, first recall the original model as shown in Figure 2. We want
to find q, the conditional probability that a request corresponding with a machine
failure finds no spare parts in stock at the depot, although there was no backlog so
far. The base, consisting of the production cell and the base repair shop, is taken
apart and replaced by a state dependent server.
Depot repair
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k
1n 2n
)(1 iTH
1p
11 p−
1µ
Base repair
1λ
1λ
1λ
1j     machines
operational
Production cell
11m
12m)(1 iTH
ba
Fig. 6. a The new network with state dependent server. b The short circuited network
The new network with the state dependent server is displayed in Figure 6a. In
order to find the service rates for this state dependent server, the original network is
short circuited by setting the service rate at the depot repair facility to infinity. This
short circuited network is also depicted in Figure 6b. The service rate for the new
state dependent server with i jobs present is equal to the throughput of the short
circuited network with i jobs present, denoted by TH1(i).
The evolution of n1 = n1, the number of machines in or awaiting depot re-
pair, can be described as a birth-death process. The transition diagram is shown in
Figure 7.
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Fig. 7. Transition diagram for n1
Note that this is just an approximation due to the fact that Norton’s theorem is
only valid for product form networks. In case S0 = 0, we would have a product
form network and the results would be exact. From the diagram one can observe
that
P (n1 = n1) TH1(J1 + S1 − (n1 − S0)+) = P (n1 = n1 + 1) µ0 (11)
for n1 = 0, . . . , J1 + S1 + S0 − 1. In principle one can derive an approximation
of the distribution of n1 from this. However, by the definition of q (see (8)), we
only need to study the behavior for n1 ≤ S0. For these states, the service rate of
the state dependent server is equal to TH1(J1 + S1). Let δ = TH1(J1 + S1)/µ0.
From (11) we observe that P (n1 = n1) = δn1P (n1 = 0) for n1 = 0, . . . , S0 so
q =
P (n1=S0)
P (n1 ≤ S0)
=
δS0P (n1=0)∑S0
n1=0 P (n1=n1)
=
δS0P (n1=0)∑S0
n1=0 δ
n1P (n1=0)
=
δS0
1−δS0+1
1−δ
= δS0
1 − δ
1 − δS0+1 . (12)
It remains to find the throughput of the short circuited network in Fig-
ure 6b with J1 + S1 jobs present. A simple observation reveals that P (b1 =
b1) min(b1, J1) λ1 p1 = P (b1 = b1 − 1)µ1 for b1 = 1, . . . , J1 + S1 from
which the steady state probabilities of b1 are immediately deduced. Moreover, the
throughput satisfies
TH1(J1 + S1) = (1−p1)
J1+S1∑
b1=1
P (b1=b1) min(b1, J1)λ1
=
1 − p1
p1
µ1(1 − P (b1=J1+S1)). (13)
We can determine q with (12) and (13). This q can be used to approximate the steady
state distribution using (10) or usingMarginal Distribution Analysis. Results of this
approximation are presented in the next section.
2.4 Results
In this section numerical results obtained by the approximation described above
will be presented. To be able to judge the approximation the results are compared
to exact results. The exact results are obtained by solving the balance equations for
the original model.
The performance measures we are interested in are the availability, i.e. the
probability that the maximum number of machines is working in the production
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cell, denotedbyA, and the expected number ofmachines operating in the production
cell (Ej
1
). These are defined as follows:
A = P (j
1
= J1) = P (b1 ≥ J1) = P (k + m11 ≤ S1), (14)
Ej
1
= E(J1−[k+m11−S1]+) =
∑
k,m11
(J1−[k+m11 − S1]+)P (k,m11). (15)
The performancemeasures are computed for several values of J1, S0, S1, p1, λ1, µ0
and µ1. The results are given in Table 1 and in Tables 5 and 6 in the Appendix.
Also, the percentage deviation is given.
The numbers reveal that in these systems, the approximation gives an error of
at most 1 %. In all other cases that we tested, we got similar results. The largest
errors are attained in the cases with only a small number of spares (S0 > 0) in the
system. For the case S0 = 0 the results are exact.
3 General two-echelon repairable item systems
In this section the simple system from Section 2 will be extended to a more realistic
one. The system will contain multiple bases and transport lines. Furthermore, the
single servers that are used in the repair shops are replaced by multiple parallel
servers. These adjustments will make the analysis of the system more complicated.
Nevertheless, the basic idea of the aggregation step will be the same.
3.1 The multi-base model with transportation
The system in this section consists of multiple bases, where the number of bases is
denoted by L. A graphical representation of the system is given in Figure 8 for the
case L = 2.
As in the simple system described before, at base  = 1, . . . , L at most J
machines are operating in the production cell. The machines fail at exponential rate
λ and are always replaced by a machine from the corresponding base stock (if
available). Failed machines from base  are base-repairable with probability p and
depot-repairable with probability 1− p. In contrast to the simple model described
before, the repair shops are modeled as multi-servers. That is, at the repair shop of
base  = 1, . . . , L R repairmen are working, each at exponential rate µ. At the
depot repair shopR0 repairmen are working at exponential rate µ0. Consistent with
the simple model S machines are dedicated to base  to act as spares and S0 spare
machines are dedicated to the depot. Broken machines at a certain base  that are
base-repairable are sent to the base  repair shop. After repair they fill up the spares
buffer at base  or, in case of a backlog at that base, become operational immediately.
Broken machines from base  that are considered depot-repairable are sent to the
depot repair shop. When depot spares are available, a spare is immediately sent to
the stock of base . In case there are no spares available a backlog occurs. Machines
that have completed repair are sent to the base that has beenwaiting the longest. That
is, an FCFS return policy is used. In this model the transportation from the depot to
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Table 1. Results for the simple single base model, p1 = 0.5, λ1 = 1, µ0 = 2J1, µ1 = J1
J1 S0 S1 Aexact Aappr % dev Ej1exact Ej1appr % dev
3 1 0 0.5651 0.5674 0.4185 2.4225 2.4246 0.0853
3 3 0 0.5889 0.5892 0.0543 2.4572 2.4576 0.0145
3 5 0 0.5901 0.5901 0.0041 2.4589 2.4590 0.0012
3 1 1 0.7945 0.7952 0.0934 2.7283 2.7286 0.0098
3 3 1 0.8110 0.8111 0.0154 2.7506 2.7507 0.0036
3 5 1 0.8120 0.8120 0.0014 2.7518 2.7518 0.0004
3 1 3 0.9506 0.9506 0.0012 2.9349 2.9348 0.0057
3 3 3 0.9554 0.9554 0.0000 2.9412 2.9412 0.0006
3 5 3 0.9557 0.9557 0.0000 2.9416 2.9416 0.0000
3 1 4 0.9755 0.9754 0.0012 2.9677 2.9676 0.0036
3 3 4 0.9779 0.9779 0.0004 2.9709 2.9709 0.0005
3 5 4 0.9781 0.9781 0.0000 2.9711 2.9711 0.0000
5 1 0 0.5369 0.5387 0.3314 4.3147 4.3160 0.0318
5 3 0 0.5625 0.5628 0.0461 4.3581 4.3584 0.0064
5 5 0 0.5639 0.5639 0.0037 4.3604 4.3604 0.0006
5 1 1 0.7759 0.7765 0.0761 4.6703 4.6704 0.0006
5 3 1 0.7940 0.7941 0.0127 4.6978 4.6979 0.0012
5 5 1 0.7950 0.7950 0.0012 4.6994 4.6994 0.0002
5 1 3 0.9453 0.9453 0.0012 4.9198 4.9196 0.0041
5 3 3 0.9506 0.9506 0.0000 4.9276 4.9276 0.0005
5 5 3 0.9510 0.0000 0.0000 4.9281 4.9281 0.0000
5 1 4 0.9727 0.9727 0.0009 4.9601 4.9600 0.0025
5 3 4 0.9755 0.9755 0.0003 4.9641 4.9640 0.0004
5 5 4 0.9757 0.9757 0.0000 4.9643 4.9643 0.0000
10 1 0 0.5091 0.5102 0.2178 9.1830 9.1837 0.0073
10 3 0 0.5363 0.5365 0.0328 9.2375 9.2377 0.0017
10 5 0 0.5379 0.5379 0.0028 9.2406 9.2406 0.0002
10 1 1 0.7565 0.7569 0.0507 9.5979 9.5977 0.0016
10 3 1 0.7762 0.7762 0.0087 9.6321 9.6321 0.0000
10 5 1 0.7774 0.7774 0.0008 9.6341 9.6341 0.0000
10 1 3 0.9395 0.9395 0.0006 9.9006 9.9004 0.0020
10 3 3 0.9455 0.9455 0.0001 9.9104 9.9104 0.0003
10 5 3 0.9458 0.9458 0.0000 9.9110 9.9110 0.0000
10 1 4 0.9698 0.9698 0.0007 9.9504 9.9503 0.0012
10 3 4 0.9728 0.9728 0.0002 9.9554 9.9554 0.0002
10 5 4 0.9730 0.9730 0.0000 9.9557 9.9557 0.0000
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Fig. 9. The modified multi-base system for L = 2
the bases is taken into account explicitly. The transport lines are modeled as ample
servers with exponential service rate γ for the transport to base  = 1, . . . , L. The
number of machines in transport to base  is denoted by the random variable t.
The transport from the bases to the depot is not taken into account.
As in the simple model, the synchronization queues at the bases can be replaced
by ordinary queues as is depicted in Figure 9.
The vector m1 = (m11,m21, . . . ,mL1) denotes the number of machines in
base repair ( = 1, . . . , L) and the vector m2 = (m12,m22, . . . ,mL2) denotes
the number of spares at the bases ( = 1, . . . , L). The variable n1 stands for the
number of machines in depot repair and n2 is the number of spare machines at the
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depot. The vector k0 = (k01, k02, . . . , k0L) denotes the backorders at the depot,
originating from base  ( = 1, . . . , L). The total number of backorders at the depot
equals k =
∑L
=1 k0. The machines in transit to the bases are given by the vector
t = (t1, t2, . . . , tL) and the numbers of machines operating in the production cells
are expressed in vector j = (j1, j2, . . . , jL). The sum of the number of machines in
base stock and the number of machines operating in the production cell is denoted
in the vector b = (b1, b2, . . . , bL), where b = m2 + j.
As a result of the operating inventory control policies, for n1 = n1, n2 = n2,
k0 = k0, t = t , m1 = m1, m2 = m2 and j = j the following equations must
hold:
n1 + n2 − k = S0, (16)
n2 · k = 0, (17)
and for  = 1, 2, . . . , L :
k0 + t + m1 + m2 + j = S + J, (18)
m2 · (J − j) = 0. (19)
From these relations it follows immediately that k0, n1, t and m1 completely
determine the state of the system. Therefore, the system can be modeled as a
continuous time Markov chain with state description (k0, n1, t,m1).
Remark 3 In the vector that denotes the number of backorders originating from the
bases, k0 = (k01, k02, . . . , k0L), it is not taken into account that the order of the
backorders matters. Since an FCFS return policy is assumed, this order should be
known. Nevertheless, in this model all states with similar numbers of backorders
per base, are aggregated into one state. This aggregation step will not have a big
influence on the results, but it will considerably simplify the analysis.
3.2 Approximation
In correspondence with the simple model as described in Section 2 a similar aggre-
gation step is performed to tackle this extended model. Once more, all states with
0 ≤ n1 ≤ S0 are aggregated into one state. The aggregation step is performed as
follows
P (k0 = 0, k = 0, t = t,m1 = m1)
=
S0∑
n1=0
P (k0 = 0, n1 = n1, t = t,m1 = m1) (20)
P (k0 = k0, k = k, t = t,m1 = m1)
= P (k0 = k0, n1 = S0 + k, t = t,m1 = m1) (21)
The aggregated system can be described by (k0, k, t,m1). Furthermore, because
k =
∑L
=1 k0 the state space can also be described by (k0, t,m1).
Define q as before, that is q is the conditional probability that an arriving request
at the depot cannot be fulfilled immediately, given that there are no other requests
Closed loop two-echelon repairable item systems 383
waiting. In a formula it says q = P (n1 = S0|n1 ≤ S0). So, given there is no
backlog at the depot, an arriving request has to wait with probability q. The waiting
time depends on the number of spares already in the queue.
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Fig. 10. The Typical-server Closed Queuing Network
The first spare that finishes repair will fulfill the just arrived request. With
probability 1−q spares are available and the arriving request does not have to wait.
This aggregated network is depicted as a Typical-server Closed Queuing Network
in Figure 10. The depot repair shop is modeled as a typical server. In case of no
backlog (k = 0) the service rate equals infinity with probability 1 − q and equals
min(S0, R0)µ0 with probability q. In all other cases (k > 0) the service rate equals
min(k + S0, R0)µ0.
To determine q Norton’s theorem is used once more. As in Subsection 2.3 each
base (the transport line, the base repair shop and the production cell) is replaced by a
state dependent server. Todetermine the transition rate of this state dependent server,
each base-part of the network is short circuited and its throughput is calculated.
This throughput operates as the service rate of the state dependent server. The
new network with the state dependent servers and the short circuited networks are
depicted in Figure 11.
Once again the evolution of n1 can be described as a birth-death process. The
(approximated) transition diagram for n1 = 0, . . . , S0 is given in Figure 12.
LetTH(i)be the throughput of the subnetwork replacing base  ( = 1, . . . , L)
with i jobs present. As in the simple model only the behavior for n1 ≤ S0 needs to
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be studied to determine q. Take δ =
∑
 TH(J + S)/µ0, then
P (n1 = n1) = δ
n1
1∏n1
k=1 min(k,R0)
P (n1 = 0) for n1 = 0, . . . , S0
(22)
and
q =
P (n1 = S0)
P (n1 ≤ S0)
=
P (n1 = S0)∑S0
n1=0 P (n1 = n1)
=
δS0 1∏S0
k=1 min(k,R0)
P (n1 = 0)∑S0
n1=0 δ
n1 1∏n1
k=1 min(k,R0)
P (n1 = 0)
=
δS0 1∏S0
k=1 min(k,R0)∑S0
n1=0 δ
n1 1∏n1
k=1 min(k,R0)
. (23)
The throughputs can be obtained by applying a standard MDA algorithm (see [4])
on the short circuited product form networks as shown in Figure 11.
The steady state marginal probabilities as well as the main performance mea-
sures for the aggregated system can be found by using an adapted Multi-Class
Marginal Distribution Analysis algorithm (see Buzacott and Shanthikumar [4]
for ordinary Multi-Class MDA). To see this, introduce tokens of class  with
Closed loop two-echelon repairable item systems 385
 = 1, . . . , L that either represent machines present at base  (in the produc-
tion cell, in the base repair shop, in the base stock or in transit to this base) or
represent requests to the depot stock emerging from a failure of a machine at base 
that cannot be repaired locally. Recall that machines that have to be repaired in the
depot repair shop, in fact lose their identity, i.e. after completion they are placed
in the depot stock, from which they can in principle be shipped to any arbitrary
base. However, the request arriving jointly with that broken machine at the depot,
maintains its identity, meaning that it is matched with the first spare machine avail-
able, after which the combination is transported to the base the request originated
from. Therefore, a token can be seen as connected to a machine as long as that
machine is at the base (in any status) and connected with the corresponding request
as soon as the machine is sent to the depot. This request matches with an available
machine from stock (which generally is different from the one sent to the depot,
unless S0 = 0) and the combination returns to the base that generated the request.
Hence, in this way, a multi-class network arises in a natural way.
The adapted algorithm is given below. An important aspect of an MDA algo-
rithm is the computation of the expected sojourn time in the stations. Since the depot
repair shop is modeled as a typical server, the standard sojourn time as described in
[4] will not do for this station. As denoted before, in case of no backlog (k = 0) the
service rate equals infinity with probability 1 − q and equals min(S0, R0)µ0 with
probability q. In all other cases (k > 0) the service rate equalsmin(k+S0, R0)µ0.
The expected sojourn time of an arriving request is the time it takes until all re-
quests in front of it (k) are fulfilled and the request itself is fulfilled. That is, the
time until k + 1 machines come out of repair. In case k = 0 with probability 1 − q
the sojourn time equals 0 because a spare fulfills the request. The adaptations to
the sojourn time reveal themselves in the algorithm in step 4. Another adaptation to
the ordinary algorithm is found in step 6. The transition rates from the states with
0 machines in depot repair to the states with 1 machine in depot repair now equal
q times the throughput, instead of just the throughput.
Algorithm 4 The depot repair shop is defined as station 0 and all other stations
are defined as station i, where  denotes the number of the base ( = 1, . . . , L)
and i denotes the specific station associated with that base. The production cell is
denoted by i = b, the base repair shop by i = m and the transport line from the
depot to the base by i = t.
Let V (r)j be the visit ratio of station j for class r type machines. Let z denote
the number of machines in the system and z = (z1, . . . , zr, . . . , zL) the vector
denoting the state that indicates the number of machines per class. The steady state
probability that y machines are in station j, given vector z is denoted by pj(y|z).
The expected sojourn time for type r machines arriving at station j given that z
machines are wandering through the system is given by EW (r)j (z) and TH
(r)
j (z)
denotes the throughput of type r machines given state z. The algorithm is executed
as follows:
1. (Initialization) For  = 1, . . . , L set V ()0 = 1, V ()lb = 11−p , V
()
lm =
p
1−p and
V
()
lt = 1. For  = 1, . . . , L, r = 1, . . . , L, r /= , i ∈ {b,m, t} set V (r)i = 0.
Set z = 0 and pj(0|0) = 1 for j ∈
⋃
{lb, lm, lt} ∪ {0}.
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2. z:=z+1.
3. For all states z ∈ {z|∑L=1 z() = z and z() ≤ J + S} execute steps 4
through 6.
4. Compute the sojourn times for  = 1, . . . , L for which z() > 0 from:
EW
()
0 (z) =
z−1∑
k=1
k + 1
min(R0, S0 + k + 1)µ0
p0(k|z − e)
+
q
min(R0, S0 + 1)µ0
p0(0|z − e),
EW
()
lb (z) =
z−1∑
b=J
b − J + 1
Jλ
plb(b|z − e) + 1
λ
,
EW
()
lm (z) =
z−1∑
m1=R
m1 − R + 1
Rµ
plm(m1|z − e) + 1
µ
,
EW
()
lt (z) =
1
γ
.
5. Compute TH()0 (z) for  = 1, . . . , L if z() > 0 from:
TH
()
0 (z) =
z()
V
()
0 EW
()
0 +
∑
i∈{b,m,t} V
()
i EW
()
i
,
and if z() = 0 then TH()0 (z) = 0. Compute TH()i (z) for  = 1, . . . , L and
i ∈ {b,m, t} from:
TH
()
i (z) = V
()
i TH
()
0 (z).
6. Compute the marginal probabilities for all stations from:
µ0 min(R0, S0 + 1) p0(1|z) =
L∑
=1
TH
()
0 (z) q p0(0|z − e),
µ0 min(R0, S0 + k) p0(k|z) =
L∑
=1
TH
()
0 (z)p0(k−1|z−e) for k=2, . . ., z,
and for  = 1, . . . , L from:
λmin(J, b)plb(b|z) = TH()lb (z)plb(b − 1|z − e)
for b = 1, . . . , z,
µ min(R,m1) plm(m1|z) = TH()lm (z) plm(m1 − 1|z − e)
for m1 = 1, . . . , z,
γ t plt (t|z) = TH()lt (z) plt(t − 1|z − e)
for t = 1, . . . , z.
Compute pj(0|z) for j ∈
⋃
{lb, lm, lt} ∪ {0} from:
pj(0|z) = 1 −
z∑
y=1
pj(y|z).
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7. If z =∑L=1 J + S then stop; else go to step 2.
With the adapted Multi-Class MDA algorithm presented above, the marginal
probabilities of the system as well as the throughputs and the sojourn times can be
approximated. From these, various performance measures can be computed. In the
next section some results obtained by the algorithm will be compared with results
from simulation.
Remark 5 Opposite to the simple problem discussed in Section 2 (which merely
served to illustrate the basic steps of the aggregation procedure), an exact solution
approach for the current extended problem already proves to be computationally
intractable, due to the curse of dimensionality. The aggregation procedure, on the
other hand, yields no essential computational difficulties. This is due to two reasons.
First of all, the aggregation and subsequent small changes on some border transition
rates allow us to come up with a near-product form solution for the approximated
system. Second, as a result of that, we are able to apply Norton’s theorem, which
allows for an exact decomposition of the remaining approximated model. Although
for large problems the adapted Multi-Class MDA algorithm becomes slower, stan-
dard approximation techniques for multi-class systems are available to speed up
these algorithms further, without losing much accuracy (see also our final remarks
in Sect. 5).
3.3 Results
In this section results obtained by the adapted Multi-Class MDA algorithm from
the previous section will be presented. Theywill be compared to results obtained by
simulation. For each base we are interested in the availability, that is the probability
that the maximum number of machines is operating in the production cell. For base
 this is denoted by A for  = 1, . . . , L. Furthermore we are interested in the
expected number of machines operating in the production cell, denoted by Ej

for
base =1, . . . , L. For =1, . . . , L the performance measures can be computed by
A = P (j = J) = P (b ≥ J) = P (k0 + m1 ≤ S), (24)
Ej

= E(J − [k0 + m1 − S]+)
=
∑
k0,m1
(J − [k0 + m1 − S]+)P (k0,m1). (25)
In Table 2 and Table 7 in the Appendix, the parameter settings for some repre-
sentative test problems are given. In this section, we consider dual base systems
(L = 2); in the appendix we also have examples of systems with three (L = 3) and
four bases (L = 4). The other parameters in this case are given in Table 2 with
J, the maximum number of working machines at base ,
S, the maximum number of stored items at base  (or at the depot),
λ, the breakdown rate of individual machines at base ,
µ, the repair rate of individual machines at base  (or at the depot),
R, the number of repairmen at base  (or at the depot),
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p, the probability that a machine can be repaired at base ,
γ, the transportation rate to base  and
ρ, the traffic intensity at the base  (or at the depot).
The first 10 models are symmetric, that is the same parameter values apply to both
bases. The other 10 problems concern asymmetric cases. It is obvious that a large
number of input parameters is required to specify a given problem. This makes it
difficult to vary these parameters in a totally systematic manner. In Albright [2] it is
shown that traffic intensities are good indicators of whether a systemwill work well
(minimal backorders) and are better indicators than the stock levels. Therefore we
selectedmost of the test problem parameter settings by selecting values of the traffic
intensities, usually well less than 1, and then selecting parameters to achieve these
traffic intensities. For the base  repair facility, the traffic intensity ρ is defined as
ρ = Jλp/Rµ, (26)
the maximum failure rate divided by the maximum repair rate. Similarly, the depot
traffic intensity ρ0 is defined as
ρ0 =
L∑
=1
Jλ(1 − p)/R0µ0. (27)
The results are given in Table 3 and Table 8 in the Appendix. The simulation leads
to 95 % confidence intervals. The simulation method was the so called replication
deletion method where the warmup period was found by Welch’s graphical proce-
dure (cf. Law and Kelton [7]). To compare the approximations with the simulation
results, the deviation from the approximation to the midpoint of the confidence
interval is calculated. These percentage deviations are given as well.
From the results it can be concluded that the approximations are very accurate.
The maximum deviation for the availability as well as the relative deviation for the
expected number of working machines, is well less than 1% and all approximat-
ing values lie within the confidence intervals. Furthermore, all types of problems
exhibited similar levels of accuracy.
4 Optimization
In the preceeding sections an accurate approximation for several performance mea-
sures of closed two-echelon repairable item systems has been obtained. These ap-
proximation methods can be used to find an optimal allocation of spares in the
system, in order to achieve the best performance. In this section we give algoritms
to find the optimal allocation.
At first, we formulate the optimization problem. Subsequently, we present a fast but
reliable greedy approximation scheme for the optimization problem. The section
is concluded with some numerical results.
Closed loop two-echelon repairable item systems 389
Table 2. Parameter settings for test problems multi-base model with transportation (1)
depot
Problem S0 µ0 R0 ρ0 base J S λ µ R p γ ρ
1 1 20 1 0.5 1/2 10 2 1 10 1 0.5 ∞ 0.5
2 1 10 1 0.5 1/2 5 2 1 5 1 0.5 ∞ 0.5
3 1 10 2 0.25 1/2 5 2 1 5 2 0.5 ∞ 0.25
4 1 10 1 0.5 1/2 5 2 1 5 1 0.5 10 0.5
5 1 10 1 0.5 1/2 5 2 1 5 1 0.5 2 0.5
6 1 10 2 0.25 1/2 5 2 1 5 2 0.5 2 0.25
7 1 2 5 0.5 1/2 5 2 1 1 5 0.5 2 0.5
8 7 2 5 0.5 1/2 5 2 1 1 5 0.5 2 0.5
9 5 6 1 0.83 1/2 5 5 1 3 1 0.5 ∞ 0.83
10 5 10 1 0.5 1/2 5 5 1 5 1 0.5 ∞ 0.5
11 1 20 1 0.5 1 10 2 1 10 1 0.5 ∞ 0.5
2 10 2 1 3 1 0.5 ∞ 1.67
12 1 20 1 0.38 1 10 2 1 10 1 0.5 ∞ 0.5
2 10 2 1 3 1 0.75 ∞ 2.5
13 1 20 1 0.38 1 10 2 1 10 1 0.5 1 0.5
2 10 2 1 20 1 0.75 ∞ 0.375
14 2 20 1 0.25 1 10 5 1 10 1 0.5 2 0.5
2 10 2 1 20 1 0.5 2 0.25
15 2 10 1 0.5 1 10 1 1 12 1 0.5 ∞ 0.42
2 10 4 1 3 4 0.5 ∞ 0.42
16 1 10 1 0.5 1 5 2 1 5 1 0.5 ∞ 0.5
2 5 2 1 5 1 0.5 300 0.5
17 1 10 1 0.5 1 5 2 1 5 1 0.5 ∞ 0.5
2 5 2 1 5 1 0.5 5 0.5
18 1 10 1 0.5 1 5 2 1 5 1 0.5 ∞ 0.5
2 5 2 1 5 1 0.5 2 0.5
19 1 6 1 1.67 1 10 2 1 5 1 0.5 ∞ 1
2 10 2 1 5 1 0.5 2 1
20 1 10 1 1 1 10 2 1 5 1 0.5 ∞ 1
2 10 2 1 5 1 0.5 2 1
4.1 The optimization problem
The aim is to maximize the overall performance of the system under a budget con-
straint for stocking costs. For the overall performance of the two-echelon repairable
item system, the total availability Atot, defined by
Atot =
∑L
=1 JλA∑L
=1 Jλ
,
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Table 3. Results for test problems from Table 2
Problem base Asim Aappr % dev Ej

sim EJappr % dev
1 1/2 (0.8529,0.8563) 0.8542 0.05 (9.7533,9.7615) 9.7562 0.01
2 1/2 (0.8638,0.8750) 0.8683 0.13 (4.7957,4.8161) 4.8043 0.03
3 1/2 (0.9695,0.9714) 0.9701 0.04 (4.9626,4.9655) 4.9633 0.02
4 1/2 (0.8311,0.8403) 0.8353 0.04 (4.7461,4.7640) 4.7543 0.02
5 1/2 (0.6548,0.6639) 0.6605 0.18 (4.4542,4.4737) 4.4672 0.07
6 1/2 (0.7490,0.7539) 0.7514 0.00 (4.6463,4.6545) 4.6521 0.04
7 1/2 (0.2938,0.3008) 0.2978 0.17 (3.6284,3.6497) 3.6445 0.15
8 1/2 (0.3781,0.3883) 0.3800 0.83 (3.8866,3.9096) 3.8907 0.19
9 1/2 (0.8165,0.8361) 0.8234 0.34 (4.6622,4.7032) 4.6770 0.12
10 1/2 (0.9854,0.9894) 0.9875 0.01 (4.9785,4.9851) 4.9817 0.00
11 1 (0.8631,0.8703) 0.8663 0.05 (9.7672,9.7864) 9.7782 0.01
2 (0.0739,0.0830) 0.0797 1.54 (5.8615,5.9716) 5.9036 0.22
12 1 (0.8733,0.8785) 0.8753 0.07 (9.7915,9.8028) 9.7940 0.03
2 (0.0078,0.0100) 0.0082 8.06 (3.9778,4.0665) 3.9965 0.64
13 1 (0.1252,0.1367) 0.1303 0.49 (7.5031,7.5736) 7.5390 0.01
2 (0.9423,0.9455) 0.9452 0.14 (9.9154,9.9219) 9.9208 0.02
14 1 (0.8466,0.8565) 0.8512 0.04 (9.7283,9.7524) 9.7408 0.00
2 (0.4846,0.4995) 0.4895 0.52 (9.0411,9.0802) 9.0602 0.00
15 1 (0.4413,0.4647) 0.4382 3.27 (8.6368,8.7362) 8.6387 0.55
2 (0.7007,0.7231) 0.7012 1.50 (9.3273,9.3925) 9.3375 0.24
16 1 (0.8617,0.8694) 0.8693 0.43 (4.7934,4.8076) 4.8043 0.08
2 (0.8625,0.8717) 0.8673 0.02 (4.7938,4.8113) 4.8028 0.00
17 1 (0.8644,0.8734) 0.8691 0.03 (4.7985,4.8139) 4.8057 0.01
2 (0.7899,0.8005) 0.7957 0.06 (4.6831,4.7016) 4.6928 0.01
18 1 (0.8690,0.8752) 0.8707 0.16 (4.8049,4.8158) 4.8082 0.05
2 (0.6514,0.6618) 0.6579 0.20 (4.4494,4.4689) 4.4620 0.06
19 1 (0.0742,0.0837) 0.0769 2.60 (6.2112,6.2972) 6.2354 0.30
2 (0.0277,0.0338) 0.0301 2.15 (5.5644,5.6682) 5.5946 0.39
20 1 (0.3298,0.3430) 0.3354 0.29 (8.0845,8.1484) 8.1002 0.20
2 (0.1417,0.1492) 0.1472 1.20 (7.2625,7.3228) 7.2967 0.06
is taken. It can be considered as the weighted average of the availabilities per
base. The total availability is considered as a function of the maximal stock sizes
S0, S1, · · · , SL; the other parameters that influence the total availability are given.
The constraint for the optimization problem is an upperbound C for the total
stocking costs. The stocking costs are linear in the maximum stock sizes. Let c be
the storage cost for keeping one spare at stockpoint . The (non-linear) optimization
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problem can now be formulated as:
max Atot(S0, . . . , SL),
s.t.
L∑
=0
cS ≤ C,
S ≥ 0, for  = 0, . . . , L.
In the next subsection a greedy approximation scheme will be given to approximate
the optimal values for S0, . . . , SL.
4.2 Optimization algorithm
The most straightforward solution method to find optimal stock levels, is the brute
force method. This method simply checks all feasible allocations and picks the one
which gives the highest total availability. By assuming that Atot is an increasing
function, the brute force can be improved by considering only allocations on the
boundary of the feasible region, that is those allocation where adding another spare
part would lead to an infeasible allocation. Even this improved brute force approach
turns out to be rather time consuming.
In Zijm and Avsar [10], a greedy approximation procedure is given to find the
optimal allocation of stocks for an open two-indenture model. This method can
also be applied on closed two-echelon repairable item systems.
At the start of the heuristic algorithm no spares are allocated. One repeatedly allo-
cates one spare to the location that leads to themaximum increase in total availability
per unit of money invested, under the constraint that the allocation is feasible. The
heuristic continues as long as this maximum increase is positive; it can be presented
as follows:
Algorithm 6 Approximative optimization method (greedy approach)
1. (Initialization) Set Sˆ = 0, for  = 0, 1, . . . , L, and set Cˆ = 0.
2. (Repetition) Define ∆ for  = 0, 1, . . . , L, by
∆=


Atot(Sˆ0, . . . , Sˆ+1 . . . , SˆL)−Atot(Sˆ0, . . . , Sˆ . . . , SˆL)
c
if Cˆ+c≤C,
0, otherwise.
Let ˆ = arg max∆. If ∆ˆ ≤ 0 then stop; otherwise repeat this step after setting
Sˆˆ = Sˆˆ + 1 and Cˆ = Cˆ + cˆ.
3. (Solution) The resulting stock allocation (Sˆ0, Sˆ1, . . . , SˆL) is the approximative
solution to the optimization problem.
The greedy heuristic presented above builds on the observation that
Atot(S0, . . . , SL) tends to behave as an increasingmulti-dimensional concave func-
tion, in particular for not too small values of Si, i = 1, . . . , L. This observation
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Table 4. Optimal stock sizes for test problems
Problem base J λ µ R p γ c C Atot,bf S,bf Atot,greedy S,greedy
1 depot 5 1 1 10 0.7513 2 0.7513 2
1 5 1 5 1 0.5 10 1 4 4
2 5 1 5 1 0.5 10 1 4 4
2 depot 5 1 1 20 0.8668 6 0.8662 7
1 5 1 5 1 0.5 10 1 7 7
2 5 1 5 1 0.5 10 1 7 6
3 depot 5 1 1 20 0.8328 9 0.8328 9
1 5 1 5 1 0.5 10 2 3 3
2 5 1 5 1 0.5 10 1 5 5
4 depot 5 1 1 20 0.7977 8 0.7977 8
1 5 1 5 1 0.5 10 2 3 3
2 5 1 5 1 0.5 10 2 3 3
5 depot 5 1 1 20 0.6487 4 0.6438 2
1 5 1 5 1 0.5 1 2 4 5
2 5 1 5 1 0.5 1 2 4 4
6 depot 5 2 1 20 0.9716 4 0.9716 4
1 5 1 5 1 0.5 10 2 4 4
2 7 1 5 2 0.5 10 2 4 4
7 depot 5 2 2 20 0.9987 0 0.9987 0
1 5 1 5 1 0.5 10 1 10 10
2 7 1 5 2 0.5 10 1 10 10
8 depot 5 3 1 20 0.9144 4 0.9144 4
1 10 1 5 2 0.5 10 2 4 4
2 10 1 5 2 0.5 10 2 4 4
9 depot 5 3 1 20 0.6327 6 0.6234 6
1 10 2 5 4 0.5 10 2 5 4
2 10 1 5 2 0.5 10 2 2 3
10 depot 3 2 1 20 0.6976 2 0.6976 2
1 3 1 3 1 0.2 1 2 3 3
2 7 1 3 2 0.8 1 2 6 6
of concavity is strongly supported by empirical evidence. In addition, we note that
in the uncapacitated case, a formal proof of the concavity of the availability func-
tion can be given, based on convexity properties of backorder probabilities as a
function of the base stock levels (see e.g. Rustenburg et al. [8]), at least when the
values of Si, i = 1, . . . , L, exceed certain (low) thresholds. In other words: a law
of diminishing added value is valid here, and is again very likely to hold in the
capacitated case as well. If Atot is an increasing function, the heuristic will stop
when the boundary of the feasible region is reached. In the next section the greedy
approach is numerically compared with the brute force approach.
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In this section results are obtained for several test problems. The results ob-
tained by the brute force approach are compared to the results found by the greedy
approach. Even when the greedy approach gives a different allocation for spare
items, the total availability only decreases slightly.
In Table 4 several test problems are presented. The parameters in this case are
J, the maximum number of working machines at base ,
λ, the breakdown rate of individual machines at base ,
µ, the repair rate of individual machines at base  (or at the depot),
R, the number of repairmen at base  (or at the depot),
p, the probability that a machine can be repaired at base ,
γ, the transportation rate to base ,
c, the costs to store an item at base  (or at the depot),
C, the available budget for storing items.
Note that the the maximal stock sizes S0, S1, . . . , SL and the total availability Atot
are not given but computed by either the brute force approach (Atot,bf and S,bf )
or by Heuristic 6 (Atot,greedy and S,greedy). The numerical results indicate that
the greedy approach yields good results.
5 Summary and possible extensions
In this paper we have analyzed a closed loop two-echelon repairable item system
with a fixed number of items circulating in the network. The system consists of
several bases and a central repair facility (depot). Each base consists of a production
cell and a base repair shop. There are transport lines leading from the depot to the
bases. Transport from bases to the depot is not taken into account. The repair shops
are modeled as multi-servers and the transport lines as ample servers. Repair shops
at the depot as well as at the bases are able to keep a number of ready-for-use
items in stock. Machines that have failed in the production cell of a certain base
are immediately replaced by a ready-for-use machine from that base’s stock, if
available. The failed machine is sent to either the base repair facility or to the depot
repair facility, in the latter case a spare machine is sent from the depot to the base,
to deplete the base’s stock of ready-for-use items. Once the machine at the depot is
repaired, it is added to the central stock. Orders are satisfied on a first-come-first-
served basis while any requirement that cannot be satisfied immediately either at a
base or at the depot is backlogged. In case of a backlog at a certain base, that base’s
production cell performs worse. This also means that the expected total rate at
which machines fail at the production cell is smaller than in the case of no backlog.
The exact analysis of a Markov chain model for this system with multiple bases
and many machines or with large inventories, is difficult to handle. Therefore, we
aggregated a number of states and adjusted some rates to obtain a special near-
product-form solution. The new system can be observed as a Typical-server Closed
Queuing Network (TCQN). The notion typical comes from modeling the central
repair facility together with the synchronization queue, as a typical server with state
dependent service rates. These state dependent service rates follow from an appli-
cation of Norton’s theorem for Closed Queuing Networks. An adapted Multi-Class
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Marginal Distribution Analysis algorithm is developed to compute the steady state
probabilities. From these steady state probabilities several performance measures
can be obtained, such as the availability and the expected number of machines op-
erating in the production cells. Numerical results show that the approximations are
extremely accurate, when compared to simulation results. The approximations are
used in an optimization heuristic to determine inventory levels at both the central
and local facilities with a maximal total availability under a cost constraint.
A disadvantage of the adapted Multi-Class Marginal Distribution Analysis al-
gorithm is the computational slowness. Especially for large systems with multiple
bases, many machines and large inventories, the algorithm is not very fast. Here,
further aggregation steps may speed up the system evaluation considerably, unfor-
tunately at the cost of some accuracy.
Furthermore, the model considered is quite a realistic model. However, it could
be more realistic by including transport from the bases to the depot and to allow
for more complicated networks in the repair facilities. In the model described in
this paper, each repair shop is modeled as a multi-server. An interesting extension
to this, is to consider the repair facility to be a job shop and model it as a limited
capacity open queuing network, as has been done in [3] for the case of an open
multi-echelon repairable item system. Then, it is easy to include transport to the
depot repair facility as just an additional node in the job shop. Last but not least, it
is interesting to find a heuristic to optimize inventory levels at the central and local
facilities in combination with optimal repair capacities. This will be the subject of
future research.
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Appendix
In this appendix, numerical results are given for various parameter settings in our
model. In most cases, the availability is high as desired in practical situations. In
Table 5 and Table 6 the focus is on the single base model. Multiple base models
are considered in Table 7 and Table 8.
Table 5. Results for the simple single base model, p1 = 0.5, λ1 = 1, µ0 = J1, µ1 = J1
J1 S0 S1 Aexact Aappr % dev Ej1exact Ej1appr % dev
3 1 0 0.5056 0.5100 0.8575 2.3178 2.3225 0.2037
3 3 0 0.5749 0.5771 0.3784 2.4338 2.4368 0.1227
3 5 0 0.5874 0.5880 0.1066 2.4544 2.4553 0.0379
3 1 1 0.7322 0.7340 0.2516 2.6331 2.6345 0.0545
3 3 1 0.7948 0.7961 0.1590 2.7264 2.7279 0.0531
3 5 1 0.8082 0.8087 0.0578 2.7463 2.7469 0.0217
3 1 3 0.9171 0.9172 0.0114 2.8875 2.8873 0.0061
3 3 3 0.9465 0.9466 0.0106 2.9287 2.9287 0.0005
3 5 3 0.9535 0.9536 0.0055 2.9385 2.9385 0.0014
3 1 4 0.9538 0.9538 0.0008 2.9376 2.9374 0.0058
3 3 4 0.9722 0.9722 0.0001 2.9630 2.9629 0.0022
3 5 4 0.9766 0.9766 0.0006 2.9691 2.9691 0.0003
5 1 0 0.4690 0.4722 0.6947 4.1654 4.1688 0.0817
5 3 0 0.5452 0.5470 0.3263 4.3224 4.3250 0.0595
5 5 0 0.5602 0.5607 0.0987 4.3529 4.3538 0.0209
5 1 1 0.7045 0.7059 0.2070 4.5407 4.5416 0.0187
5 3 1 0.7748 0.7758 0.1318 4.6643 4.6654 0.0237
5 5 1 0.7905 0.7909 0.0486 4.6915 4.6920 0.0108
5 1 3 0.9068 0.9069 0.0094 4.8573 4.8570 0.0059
5 3 3 0.9403 0.9404 0.0078 4.9111 4.9110 0.0016
5 5 3 0.9484 0.9484 0.0040 4.9240 4.9240 0.0001
5 1 4 0.9480 0.9480 0.0007 4.9207 4.9205 0.0045
5 3 4 0.9689 0.9689 0.0006 4.9537 4.9536 0.0022
5 5 4 0.9740 0.9740 0.0002 4.9617 4.9617 0.0005
10 1 0 0.4318 0.4339 0.4703 8.9658 8.9676 0.0206
10 3 0 0.5150 0.5162 0.2363 9.1819 9.1836 0.0182
10 5 0 0.5329 0.5333 0.0756 9.2279 9.2286 0.0073
10 1 1 0.6746 0.6756 0.1407 9.4175 9.4177 0.0023
10 3 1 0.7535 0.7542 0.0907 9.5842 9.5848 0.0057
10 5 1 0.7718 0.7721 0.0336 9.6225 9.6228 0.0031
10 1 3 0.8953 0.8953 0.0058 9.8165 9.8161 0.0036
10 3 3 0.9335 0.9335 0.0043 9.8880 9.8879 0.0017
10 5 3 0.9428 0.9428 0.0021 9.9054 9.9053 0.0004
10 1 4 0.9414 0.9414 0.0009 9.8980 9.8978 0.0024
10 3 4 0.9652 0.9652 0.0011 9.9415 9.9414 0.0015
10 5 4 0.9711 0.9711 0.0002 9.9522 9.9522 0.0004
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Table 6. Results for the simple single base model, p1 = 0.25, λ1 = 1, µ0 = 2J1, µ1 = J1
J1 S0 S1 Aexact Aappr % dev Ej1exact Ej1appr % dev
3 1 0 0.5348 0.5383 0.6612 2.3402 2.3436 0.1475
3 3 0 0.6743 0.6783 0.5878 2.5726 2.5777 0.1978
3 5 0 0.7282 0.7310 0.3796 2.6619 2.6658 0.1468
3 1 1 0.7201 0.7208 0.0913 2.5951 2.5956 0.0176
3 3 1 0.8384 0.8394 0.1194 2.7746 2.7757 0.0405
3 5 1 0.8906 0.8914 0.0958 2.8537 2.8548 0.0381
3 1 3 0.8705 0.8705 0.0007 2.8110 2.8109 0.0007
3 3 3 0.9311 0.9311 0.0019 2.8999 2.8999 0.0001
3 5 3 0.9613 0.9613 0.0023 2.9442 2.9443 0.0007
3 1 4 0.9075 0.9075 0.0001 2.8649 2.8649 0.0003
3 3 4 0.9505 0.9505 0.0000 2.9278 2.9278 0.0002
3 5 4 0.9726 0.9726 0.0002 2.9602 2.9602 0.0000
5 1 0 0.4900 0.4923 0.4515 4.1493 4.1514 0.0483
5 3 0 0.6429 0.6455 0.4015 4.4641 4.4675 0.0762
5 5 0 0.7066 0.7085 0.2621 4.5946 4.5975 0.0620
5 1 1 0.6814 0.6818 0.0605 4.4558 4.4560 0.0042
5 3 1 0.8147 0.8154 0.0774 4.6983 4.6990 0.0142
5 5 1 0.8761 0.8767 0.0617 4.8098 4.8105 0.0149
5 1 3 0.8477 0.8477 0.0002 4.7371 4.7370 0.0005
5 3 3 0.9182 0.9182 0.0007 4.8597 4.8596 0.0003
5 5 3 0.9540 0.9540 0.0011 4.9219 4.9219 0.0001
5 1 4 0.8904 0.8904 0.0002 4.8106 4.8106 0.0002
5 3 4 0.9409 0.9409 0.0002 4.8980 4.8980 0.0002
5 5 4 0.9672 0.9672 0.0000 4.9436 4.9436 0.0001
10 1 0 0.4390 0.4401 0.2503 8.8481 8.8489 0.0094
10 3 0 0.6051 0.6064 0.2198 9.2890 9.2906 0.0176
10 5 0 0.6807 0.6817 0.1415 9.4891 9.4906 0.0158
10 1 1 0.6338 0.6340 0.0316 9.2282 9.2282 0.0000
10 3 1 0.7843 0.7846 0.0387 9.5703 9.5706 0.0024
10 5 1 0.8574 0.8576 0.0300 9.7364 9.7367 0.0032
10 1 3 0.8177 0.8177 0.0001 9.6112 9.6112 0.0003
10 3 3 0.9007 0.9007 0.0001 9.7898 9.7898 0.0002
10 5 3 0.9440 0.9440 0.0002 9.8828 9.8828 0.0001
10 1 4 0.8675 0.8675 0.0002 9.7170 9.7170 0.0001
10 3 4 0.9277 0.9277 0.0002 9.8460 9.8460 0.0001
10 5 4 0.9597 0.9597 0.0001 9.9146 9.9146 0.0001
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Table 7. Parameter settings for test problems multi-base model with transportation (2)
Problem Depot Base J S λ µ R p γ ρ
S0 µ0 R0 ρ0
21 5 10 1 0.5 1/2 5 5 1 5 1 0.5 10 0.5
22 3 10 1 0.8 1/2 5 2 1 2 1 0.2 ∞ 0.5
23 3 10 2 0.4 1/2 5 2 1 2 2 0.2 ∞ 0.25
24 3 10 2 0.4 1/2 5 2 1 2 2 0.2 5 0.25
25 2 5 1 1 1/2 5 1 1 5 1 0.5 ∞ 0.5
26 2 3 3 0.56 1/2 5 3 1 2 3 0.5 5 0.42
27 4 2 10 0.25 1/2 5 2 1 5 1 0.5 10 0.5
28 8 5 3 0.33 1/2 5 2 1 5 1 0.5 10 0.5
29 8 1 8 0.63 1/2 5 2 1 5 1 0.5 10 0.5
30 3 10 1 1.05 1/2 7 3 1 5 1 0.25 ∞ 0.35
31 3 10 1 0.75 1 5 1 1 5 1 0.5 ∞ 0.5
2 10 3 1 10 1 0.5 ∞ 0.5
32 3 5 1 0.68 1 2 1 1 2 1 0.5 ∞ 0.5
2 8 3 1 8 1 0.7 ∞ 0.7
33 1 10 1 0.6 1 5 2 1 5 1 0.5 ∞ 0.5
2 7 2 1 5 1 0.5 ∞ 0.7
34 8 5 3 0.5 1/2/3 5 2 1 5 1 0.5 10 0.5
35 1 4 8 0.23 1/2/3 5 1 1 2 3 0.5 10 0.42
36 3 4 8 0.25 1 2 1 2 3 1 0.5 5 0.67
2 5 1 1 2 3 0.5 10 0.42
3 7 1 1 5 3 0.5 10 0.23
37 5 3 7 0.9 1 7 5 1 3 3 0.5 10 0.39
2 7 5 2 3 3 0.2 10 0.31
3 7 5 3 3 7 0.8 10 0.8
38 5 5 2 1.05 1 7 0 1 5 2 0.5 10 0.35
2 7 5 1 5 2 0.5 10 0.35
3 7 10 1 5 2 0.5 10 0.35
39 2 5 2 0.45 1 3 2 1 5 1 0.5 5 0.3
2 3 2 1 5 2 0.5 5 0.15
3 3 2 1 5 3 0.5 5 0.1
40 2 5 4 0.5 1/2/3/4 5 2 1 5 2 0.5 10 0.25
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Table 8. Results for test problems from Table 7
Problem Base Asim Aappr % dev Ej

sim EJappr % dev
21 1/2 (0.9826,0.9854) 0.9840 0.00 (4.9737,4.9792) 4.9765 0.00
22 1/2 (0.8151,0.8266) 0.8192 0.20 (4.7062,4.7304) 4.7129 0.11
23 1/2 (0.9720,0.9742) 0.9731 0.01 (4.9650,4.9690) 4.9669 0.00
24 1/2 (0.8559,0.8607) 0.8563 0.23 (4.8108,4.8181) 4.8118 0.05
25 1/2 (0.5462,0.5522) 0.5526 0.61 (4.1962,4.2112) 4.2061 0.06
26 1/2 (0.8487,0.8510) 0.8493 0.06 (4.7788,4.7833) 4.7804 0.01
27 1/2 (0.8567,0.8614) 0.8594 0.04 (4.7882,4.7982) 4.7931 0.00
28 1/2 (0.8704,0.8752) 0.8714 0.16 (4.8103,4.8195) 4.8113 0.08
29 1/2 (0.8526,0.8606) 0.8555 0.13 (4.7798,4.7945) 4.7851 0.04
30 1/2 (0.6480,0.6813) 0.6608 0.58 (6.2491,6.3370) 6.2806 0.20
31 1 (0.7250,0.7325) 0.7305 0.25 (4.5786,4.5933) 4.5884 0.05
2 (0.8776,0.8871) 0.8813 0.12 (9.7689,9.7944) 9.7783 0.03
32 1 (0.7985,0.8068) 0.8019 0.09 (1.7560,1.7676) 1.7607 0.06
2 (0.7977,0.8020) 0.7994 0.05 (7.6077,7.6190) 7.6096 0.05
33 1 (0.8511,0.8587) 0.8561 0.14 (4.7765,4.7885) 4.7849 0.05
2 (0.6898,0.6971) 0.6933 0.02 (6.4198,6.4366) 6.4237 0.07
34 1/2 (0.8676,0.8718) 0.8711 0.25 (4.8051,4.8128) 4.8109 0.08
35 1/2/3 (0.5041,0.5130) 0.5109 0.46 (4.2436,4.2618) 4.2558 0.07
36 1 (0.6456,0.6538) 0.6525 0.43 (1.5538,1.5658) 1.5638 0.26
2 (0.5754,0.5821) 0.5790 0.04 (4.3828,4.3952) 4.3883 0.02
3 (0.7056,0.7089) 0.7070 0.04 (6.5989,6.6031) 6.6016 0.01
37 1 (0.9577,0.9617) 0.9599 0.02 (6.9352,6.9433) 6.9400 0.01
2 (0.7820,0.7903) 0.7859 0.03 (6.5683,6.5911) 6.5778 0.03
3 (0.4492,0.4542) 0.4510 0.15 (5.8151,5.8303) 5.8196 0.05
38 1 (0.1745,0.1807) 0.1766 0.59 (5.0709,5.1143) 5.0859 0.13
2 (0.8530,0.8624) 0.8575 0.03 (6.7166,6.7389) 6.7280 0.00
3 (0.9845,0.9862) 0.9848 0.05 (6.9731,6.9760) 6.9738 0.01
39 1 (0.9430,0.9450) 0.9443 0.04 (2.9308,2.9337) 2.9326 0.01
2 (0.9649,0.9671) 0.9670 0.10 (2.9595,2.9624) 2.9622 0.04
3 (0.9674,0.9686) 0.9686 0.07 (2.9627,2.9644) 2.9644 0.03
40 1/2/3/4 (0.9250,0.9273) 0.9268 0.07 (4.9047,4.9083) 4.9074 0.02
