This paper reports on the use of machine learning systems for modeling existing engineering decision procedures. In this activity, various models of an existing decision procedure are constructed by using di erent machine learning systems as well as by changing their operational parameters and input. Individual models serve to focus on di erent aspects of the decision procedure and their combined use thus improves the understanding of the decision procedure which, in turn, can assist in its evaluation and subsequent debugging and improvement. This important modeling role of machine learning systems is exempli ed by modeling an existing decision procedure that is used by engineers in selecting among available techniques for modeling groundwater ow and contaminant transport in a process of environmental decision making. This decision procedure was corrected and improved in the course of this work. The example demonstrates the practical utility of the modeling role of machine learning for engineering applications.
Introduction
A decision procedure (DP) can be de ned as a sequence of actions executed for arriving at some nal decision. Most often, the nal decision is the selection among competing alternatives. A DP can be represented as a graph whose nodes are the actions or choices and its branches connect between consecutive actions. The leaf nodes of the graph are the nal decisions. The actions may range from simple choices between several options presented by the system, to costly experiments followed by choices (e.g., \What is the actual soil structure in a contaminated site? Select next step based on measurements augmented by judgment."), and the nal decision may be which model to select for a particular analysis. DPs are often developed manually by engineers and researchers without the utilization of tools from decision theory or from other disciplines. DPs are developed for various purposes such as recording regulations or transferring some expertise between individuals or organizations. When such regulations or expertise evolve, DPs are modi ed manually. As with any other manual activity, the construction of DPs is prone to errors. Indeed, many aws may exist in DPs including a wrong or incomplete structure of the decision graph. Solutions to these problems can be approached by 2 ML systems as modeling tools A model of an object (physical such as a beam or conceptual such as a procedure) can be de ned as an abstract description of it that attains all the important features of the actual object and is constructed for some prede ned purpose. The purposes of modeling may be divided into two interrelated and overlapping categories: understanding and utilization. The purpose of understanding is to gain insight about the original object (i.e., to learn additional knowledge about it). The purpose of utilization is to use the model instead of the original object for decision making. Of course, improved understanding allows for better utilization and vice versa. Our purpose of evaluating a given DP belongs to the understanding category. Thus, ML systems are not meant to generate knowledge for decision making; rather, the goal of their use is to create models that capture some properties of the DP in a comprehensible form that can be inspected and be useful for making observations about the DP. Since the knowledge structure must be comprehensible, subsymbolic learning methods such as neural networks are inappropriate for this role. Many ML systems produce comprehensible knowledge structures, the common forms being rules or decision trees. Increasing the number of modeling tools improves understanding because each learning system provides a di erent perspective of the DP under study due to its inherent bias toward a particular knowledge representation. Furthermore, for each system, di erent parameters can yield di erent models. We begin the study with the most common type of learning: symbolic, supervised, concept learning methods. These methods can utilize input in several forms. The rst source is a set of examples of decision scenarios created by an actual DP where each scenario consists of the selections made at various nodes of the algorithm and the nal decision, all described by a list of attribute-value pairs. This source can be readily used by concept learning techniques, supervised and unsupervised, the former being able to use the nal decision of a scenario as the label. The second source of input to a learning system consists of a formal logical model of the structure of the DP, e.g., a decision tree whose structure is as close as possible to the structure of the DP. This model can be used in conjunction with the rst source by various ML systems to di erent degrees. Some systems may perform a search in the space of possible knowledge structures using both sources of input (e.g., hierarchy correction scheme in Ecobweb (Reich and Fenves, 1991) or the dgraphpawn option in IND (Buntine and Caruana, 1992; Oliver, 1993) ). The third source consists of user preferences that can be supplied interactively or a priori. For example, IND allows the user to intervene in the learning process by selecting an attribute to branch o , di erent from the one the algorithm proposes. In addition, preferences can be supplied as ordering between attributes (e.g., CN2 (Boswell, 1990; Clark and Niblett, 1989) or IND). When a learning program is chosen, the selection of its operational parameter values have a great impact on the results. As indicated before, in the modeling role, this is an advantage. Therefore, in the course of modeling, many parameters should be experimented with. When ML systems are used for knowledge creation, the main performance measure is constituted by various quantitative statistical performance tests. In such tests, the knowledge created by the ML system is used to classify new cases. These tests can assess the accuracy of models but cannot tell whether the models are useful for understanding the source of the data. Thus, it is not necessary that better understanding of the original DP is facilitated by more accurate ML models; sometimes, crisp and concise insight can be derived from primitive or inaccurate models. Since the goal of the modeling process is to understand the original DP so as to uncover potential aws in its structure, we focus on manual qualitative evaluations of the knowledge structures that di erent ML systems generate. Next, we discuss how the above steps are operationalized through an example of modeling a particular DP.
A case study: Modeling the CHOICE Algorithm
This section explores ML systems as a means of modeling and analyzing an algorithm, CHOICE, that assists engineers in the proper selection of mathematical models within a comprehensive groundwater quality modeling and management advisory system. These models are based on analytical, semi-analytical and numerical solutions to solute transport in one to three-dimensional saturated groundwater ow.
An overview of the CHOICE Algorithm
CHOICE is part of an interactive, menu-driven management program that executes a large number of supporting decision algorithms and mathematical models. The models currently incorporated into CHOICE are listed in Table 1 . The mathematical details of the models and the theoretical aspects of the management modules are presented elsewhere (Medina et al, 1988a; Medina et al, 1988b; Marin et al, 1989; Medina et al, 1989) . Criteria for choosing among transport models have also been a topic of regulatory interest (U.S. EPA, 1988) , but without guiding the user to a speci c model. Several authors have compared the performance of numerical codes to analytical solutions, using benchmark data sets and real site data (e.g., Kinzelbach, 1987; Kinzelbach, 1988; Lobo Ferreira, 1988) . The algorithm for choosing among the numerical codes is based in part on such comparisons and in part on the expertise of its developers in groundwater modeling. CHOICE was initially developed to aid regulators in the selection of transport models to be used for evaluating groundwater discharge permit applications (Medina et al, 1988b) . It is currently undergoing modi cation for the U.S. Air Force and the U.S. Army Corps of Engineers, to include selection of transport models used to predict the e ectiveness of alternative remediation schemes, optimizing for cost/e ectiveness. Its development process followed common program development practices with no reference to AI techniques in general or ML techniques speci cally. In retrospect, there are not enough empirical data available that can support the (semi-)automated generation of knowledge for selecting between groundwater models by ML programs. The structure of the algorithm is shown in Figure 1 . A summary of CHOICE's attributes is given in Appendix III. The algorithm can be roughly subdivided into 3 branches: branch I which allows experienced users to select the model of their choice, branch II which deals with analytical models, and branch III which deals with numerical models. The user responds to screen queries about whether analytical solutions are known to be appropriate or inappropriate (in the latter case, whether the region modeled is homogeneous or heterogeneous). If the complexities require a numerical model, the algorithm then jumps to the branch depicted in Figure 1( b) , to select between the two available numerical codes. The model recommended depends upon various site conditions input by the user.
A general outline of the modeling activities
Three types of modeling techniques are reviewed among those that have been conducted with CHOICE and that demonstrate the modeling role of ML techniques (for a more complete description see (Shieh, 1993) ): (1) naive modeling | based solely on frequency counts, (2) modeling with CN2 (Boswell, 1990; Clark and Niblett, 1989 ) | a rule creation program, and (3) modeling with IND (Buntine and Caruana, 1992 ) | a suite of decision-tree creation programs. Appendix II brie y describes these two programs. Both CN2 and IND are symbolic, supervised, concept learning programs. The selection of programs was based on functionality, availability, and diversity in knowledge representation (i.e., rules and decision trees). The input to these ML systems, consisting of a collection of DP examples, was created by simulating CHOICE such that at each decision point, all branches were traversed with equal probability. If the DP was a balanced tree, each leaf would have also been selected with equal probability. This is a reasonable default strategy for modeling a \black box" DP, and we employed it here although we know exactly that CHOICE is not a balanced tree. Each training example was created by recording as a list of attribute-value pairs the sequence of choices made while traversing the algorithm. The recommendation of CHOICE, encoded as the value of the nal decision attribute, was considered as the category of the example. Since there are altogether 32 distinct choices, each example was described by 32 attributes and belonged to one of 9 classes which are the models depicted in Table  1 . Nevertheless, since in a particular simulation only the attributes on a particular path were visited, the remaining attributes were assigned an immaterial value. In this study, 500 examples were created by 500 simulations of the algorithm. (We note in passing that modeling with 5000 examples gave comparable results. This can be explained in the context of ML programs' learning curve: for our purpose, 500 examples were su cient to generate good models of the DP.) Most ML systems have several operational parameters that govern their behavior. These may include threshold values for handling noise in data or types of criteria for selecting how to search in the space of rules or trees that the programs generate. Di erent parameter values give rise to di erent models. While diversity of models is useful for providing di erent perspectives of the data, an exhaustive combination of all di erent parameter values is not feasible. Therefore, we decided to select the operational parameters that lead to the best results in performance tests of the ML programs. The performance test we used is the standard 10-fold cross-validation (CV), an excellent test when the input contains more than 100 examples (Weiss and Kapouleas, 1989) . In the following sections, naive modeling, modeling with rules, and with decision trees that demonstrate the potential of ML techniques for modeling and debugging DPs are reviewed. Table 2 shows the number of times each model appeared as the nal recommendation in the 500 examples. The table clearly shows the bias of CHOICE towards selecting numerical or semianalytical models over analytical models. This bias can be contrasted with the detailed part of the algorithm dealing with analytical models (branch II in Figure 1 ) and the relative simplicity of selecting between the non-analytical models (branch III in Figure 1 ). The bias re ects an intention (even if implicit at the time of development) of the developers (i.e., Medina, Marin, and Butcher, 1988b) that the analytical models are rarely suitable for modeling realistic groundwater ow. Table 3 displays the frequencies in which each attribute is speci ed in the 500 examples. Notice that four attributes were never used and others used very infrequently, indicating branches never or hardly ever visited. The results reported in the table raise several issues. First, problems might arise from such data due to its di ering nature from common input for ML systems (which consist of almost completely speci ed attributes). Further, in our case the unspeci ed attributes are not unknown; rather, they are known to be immaterial for the speci c example. Such attributes require special treatment by ML techniques. The second observation is that it is expected that attributes whose frequency is close to 500 are placed close to the root of the algorithm or placed at di erent relevant locations inside the decision process. If this is not the case, attributes may be immaterial to the decision or may be placed wrongly throughout the decision process. Attribute A24 (see Appendix III for a description of the attributes) appears so frequently because of the aforementioned bias towards more complex numerical models. Several attributes irrelevant to the nal decision have been observed in this activity. Since the data were generated by running CHOICE under the assumption that no preliminary analysis using a simpli ed groundwater screening model had been undertaken, the two attributes dealing with such analysis (A17 and A18, which were omitted from Figure 1 ) could be removed. Attribute A25 (which was also omitted from Figure 1 ) appears near leaf nodes, yet appears in many examples, suggesting it may be immaterial to the nal decision. In fact, A25 merely di erentiates between an environmental standard and human exposure and was indeed immaterial to model selection. Attributes A11-A13, A14, A16, A19, or A23 should not have ranked as immaterial to the nal decision as they appear to be from their infrequent appearance. This infrequency was due to the method of example generation and the relative placement of the attributes in CHOICE. This points to the need to employ multiple ways of input generation as well as examine whether any of these attributes should be promoted to higher nodes at CHOICE.
Naive modeling with frequency counts

Modeling with CN2
In this case, the 500 examples were used by CN2 for creating rules. In the frequency count modeling the present data di er signi cantly with common input to ML systems. In the initial runs with CN2, the rules created often did not have any physical meaning because they included tests on attribute values that were meaningless to the nal decision of the rules. In its natural way of operation, CN2 tried to di erentiate between the 9 example categories (denoted by the models' names). CN2 included in some category descriptions, attributes immaterial to those categories de nitions only because these attributes were used for the de nition of other categories. We call this problem, the`don't-care' value problem. (This is di erent from the`don't-know' problem in which some of the attribute values are not known because here, they are known to be immaterial.) For example, the rule:
IF
Aquifer can be characterized as not drastically inhomogeneous in the region of interest, but may be affected by constant head boundaries or pumping AND Aquifer can be characterized as approximately infinite. AND Perimeter of interest is located close to the edge of the source, so that source can be treated as approximately horizontally infinite. AND Regional flow regime is important to the transport of contaminant(s). AND A22 = 7 (i.e., User selects the model RESSQ.) AND Type of impact standard is human exposure. THEN model=RESSQ 0 0 0 0 0 0 221 0 0] includes the A22 attribute which is meaningless in the context of the other attributes. A close comparison of this rule with Figure 1 reveals that choices relevant to two di erent branches of the DP (i.e., the sequences (A3, RESSQ) and (A1, A24, A4, A5, A15, A9, RESSQ)) were incorporated into a single rule that explained 221 out of the 500 examples with 100% accuracy. There are several approaches to solving the don't-care value problem. The rst, improving the particular ML system employed in the modeling, is not relevant to the context of this paper, even though this would be an important undertaking. A second option is using the facilities available in CN2 to try to circumvent the problem. The approach selected|a way of using background knowledge in the learning process|introduces ordering relationships between the attributes as they appear in the decision process to compensate for the inability of the attribute-value pair representation to capture the order relationship. For example, given that A1 precedes A2, A4, and the A5 attributes, we could force CN2 to include a condition with A1 whenever a condition with either A2, A4, or A5 was considered. The ordering was based on the precedence of choices as they appear in the CHOICE owchart. A steep decline in the performance measure calculated by the 10-fold CV test occurred when introducing an improper precedence constraint through a statement that enforces a constraint that is true locally (in one branch) on the whole DP. For example, A6 is before A9 only when traversing the sequence of choices (A1, A24, ratio, A6, A9) but not (A1, A24, A5, A15, A9). With the exclusion of such constraints, the results converged, albeit never got, to 100%. Note that such a decline in accuracy can also be the result of a discrepancy between the algorithm owchart and its computer implementation. The ordering that causes the decline focuses attention on a particular branch of the algorithm and can thus be used to help to debug it. The 100% accuracy was not approached due to CN2 inability to accept ordering constraints not only between attributes but also between attribute values and the lack of provision for specifying conditions on orderings. Nevertheless, ordering overcame much of the don't-care value problem. Another modeling activity involved a detailed examination of the ability of rules induced to classify the training examples after removing the category attribute (also called a resubstitution test). When the DP as in owchart (a) (see Figure 1 ) was used in generating the examples and enforcing some ordering constraints on attributes, CN2 created an ordered set of rules that when used to classify the examples gave the results in Table 4 . (CN2 can create an ordered set of rules that must be executed sequentially or an unordered set which can be run in parallel. See Appendix II.) The entry in row i, column j of the matrix is the number of examples of class i classi ed by the rules induced by CN2 as belonging to class j. In the matrix only 38 classi cations of MOC examples match the actual examples and up to 77 (2+41+34) examples constitute a mismatch for MOC. The classi cations of these 77 examples into the RESSQ or R W classes demonstrate that the rules induced for MOC cannot di erentiate well between RESSQ, MOC or R W. The ordered rule set model had better accuracy in the 10-fold CV test than the unordered set of rules, but its comprehensibility was signi cantly inferior to the unordered set because ordered rules are executed in sequence and are therefore dependent on each other, whereas the unordered rule set is decomposable into single rules such that each could be inspected independently. Thus, not necessarily is a more accurate model for prediction better for comprehension. Based on the previous discussion, several modi cations were performed to the modeling activity. (1) The exercise of ordering that applies to the whole DP; and (2) interpreting the DP as in owchart (b) of Figure 1 , rather than as in (a). These were meant to lead to models that better resemble the structure of CHOICE. (3) Performing modeling with unordered rules. This was aimed at obtaining more comprehensible rules. Finally, (4) modeling without user selection (eliminating branch I). This was employed to eliminate obvious algorithm branches from consideration in the modeling. (If we divided these and performed them one at a time it was hard to tell which contribute more to the subsequent results.) Item (4) required us to generate 500 new examples from the DP without branch I. Table 5 shows the matrix obtained from the resulting activities. The matrix shows signi cant improvement in di erentiating between MOC and R W: both accuracies of MOC and R W are higher than 95%. There are several explanations for the better separation. First, in the 500 examples, no example whose nal decision was the MOC model was generated from the sequence of choices, A20 to A31. This left the MOC, R W and RESSQ models quite distinct. This raises the question whether this was the intended behavior from the algorithm: rarely or almost never select MOC when arriving at choice A20.
As it turns out, this was not the intended behavior of CHOICE: a choice between deterministic or Monte Carlo simulation (i.e., node A20) should only be made after the appropriate mathematical model has been selected. In other words, it refers to the mode under which that model is to be executed. Thus choice A20 was wrongly placed in the sequence of choices. This is an excellent example of how the ML technique focused us on a semantic aw in the algorithm that might not have been otherwise found. Second, the elimination of the user selection alleviated some of the problem as well, since choices emanating from branch I are arbitrary and may act as noise to the other examples. This points to the bene t from separately modeling di erent parts of a DP to gain better local insight.
Modeling with IND
IND can create decision trees by using di erent algorithms such as BAYES, C4, or CART. Two decision trees created by the CART and C4 algorithms on data generated from CHOICE without branch I and with owchart (b) are presented here. The rst tree ( Figure 2 ) was created with the CART algorithm. The bold lines in Figure 3 in the area enclosing the word`CART' approximately display the choices in the tree graphically. The accuracy of the model estimated by a 10-fold CV test is about 94.0%. Compared to Figure 1 or Figure 3 , the rst branch in the tree which starts with A3=1 represents a small portion of the analytical branch II that deals with the semi-analytical model RESSQ, combined with the corresponding part from branch III. Note that according to Figure 3 , A3 is immaterial to this branch. The second branch, which starts with A3=2, deals with the numerical models. It is a perfect re ection of the data from branch III since, as noted before, no MOC example was generated randomly from the path A26 to A31. No analytical model was incorporated into the tree. The second tree is created based on the C4 algorithm (see Figure 4 and the area enclosing the word C4 in Figure 3 ) and its accuracy estimated by a 10-fold CV test is about 95.8%. This tree is signi cantly more elaborate than the one created by CART: it is deeper and contains more branches and decision nodes. The R=b ratio is again induced as a node in both branches of A3 and is thus considered more important by C4 than as re ected in the CHOICE owchart. The placement of the ratio attribute in the trees induced may provide some insight about its importance for selecting among groundwater ow models. Its role will be re-examined once more experience in the use of CHOICE is acquired. Equally probable, the importance of the ratio attribute may point to the common di culty of combining numeric (i.e., the ratio attribute) with nominal attributes (i.e., all the remaining attributes describing the training examples: A1, ..., A31) in learning programs. The mix between the di erent branches, including placing attributes in branches not applicable is apparent. For example, A4 and A5 should not be in the branch of A3=2; A4 can lead to the use of the EPAGW model directly, and A5 needs more information to indicate the speci c model recommendation. These two attributes may not have a strong direct relationship with RESSQ, MOC and R W. It seems from the modeling results obtained by applying both the CART and C4 algorithms to CHOICE, that CHOICE can be streamlined without signi cantly a ecting the nal model selection decision. The C4 algorithm appears to have eliminated several choices (PLUM2D, TDAST, DUPVG, LTIRD) as shown in Figure 4 , while CART eliminated more. It appears appropriate to re-design CHOICE, and subject it to further testing, particularly since other numerical models are currently being added to the advisory system: a bioremediation model, and a nite element code that will allow for more sophisticated boundary conditions. We are currently in the process of incorpoating selection criteria between these and the other grounwater ow models into CHOICE and testing CHOICE with ML systems using the same procedure described in this paper.
Summary of experimental results
The results of learning can be subdivided into three categories: (1) errors, (2) theoretical ambiguities, and (3) practical implications. Several errors have been detected in our study. First, several inconsistencies between the algorithm owchart and the computer code were detected and corrected. The owchart in Figure 1 and the DP used to generate the examples for the modeling activities reported re ect these corrections. Second, one attribute (A20) was detected in a wrong location in CHOICE. Third, two attributes, A23 and A25, were observed as immaterial to the algorithm recommendations, thus could be removed from the analysis (and maybe from the algorithm, at least for presentation and training purposes). There were several theoretical ambiguities detected. First, some of the attributes that were modeled as irrelevant to the algorithm recommendation are not considered as such. These ndings require further investigation. Second, while developing CHOICE the developers did both implicitly and in some cases explicitly bias the selection of the more complex codes since groundwater modeling is a relatively complex undertaking. It is also important to point out that experience is also important in applying the simpler codes. These algorithm biases were made very explicit through simple frequency modeling. Other biases detected, for example, favoring R W over MOC were not intended: Although R W is able to handle more complex ow circumstances than MOC, MOC is easier to apply for inexperienced users. This may require elaborating CHOICE. Third, some attributes (ratio) that were often used in the knowledge structure generated (mainly decision trees) may prove important beyond their explicit role in the algorithm (or in the way they are understood). These theoretical ambiguities must be studied further to guide the action needed in relation to the algorithm. There are also some practical implications that were detected in the modeling activities. The simplicity of the models created by ML techniques focus on potential simpli cations of the algorithm. That is, simple models (rules of decision trees) could replicate the algorithm recommendations with accuracy of close to 97%. One can use these simpli cations, while losing slightly accuracy, or one can use them while augmenting/correcting them locally to almost perfectly simulate the original algorithm by studying the discrepancies between the algorithm and its ML model's recommendations. In doing so, pragmatic issues such as, how is the algorithm comprehensible to users versus its sophistication, are critical.
Summary and Conclusions
In this study, we demonstrated a practical application of ML methods. We used available ML systems for the modeling and evaluation of DPs. We illustrated how modeling a particular DP| CHOICE|with ML systems has led to insight about it and described how this insight has already resulted in modi cations and improvements of CHOICE. These modi cations corrected some errors in the original algorithm. Additional re-ordering of choices, elimination of redundancies, and incorporation of other models will necessitate further testing by users and will bene t from ML modeling. We intend to monitor the algorithm and perform such tests (as part of the groundwater management advisory system) after its deployment in the U.S. Air Force. We also discussed some of the issues involved in using ML systems to model DPs for the purpose of evaluation. These issues also contain guidelines for using ML programs for modeling DPs.
1. Evaluation bene ts from modeling with multiple tools; therefore, the use of several ML systems, with di erent inputs, and by varying the systems' operational parameters is advantageous. The systems should match the modeling task at hand. For modeling a DP, the appropriate ML technique is supervised concept learning. It is recommended to use at least one system that creates decision rules (e.g., CN2) and one that creates decision trees (e.g., IND). 2. The comprehensibility of models created by ML is critical rather than their prediction performance accuracy as compared to the actual DP. Therefore, programs that are geared toward comprehensible knowledge structures are preferred for modeling DPs. 3. Nevertheless, since the combination of several ML techniques, their inputs and operational parameters, can lead to creating many models, a good heuristic for focusing on a subset of them is to select parameters that lead to better results in a 10-fold CV performance test. 4. Di erent insight about the DP emerges from modeling it as a whole and also its parts separately. Similarly, when modeling a complex DP, several interpretations of the DP followed by generating di erent sets of input to the ML programs can display di erent properties of the DP. It is recommended to generate one data set by simulating the DP with the default equal probability strategy used in this paper. In subsequent modeling activities other data sets can be generated for focusing on speci c particular branches of the DP. 5. Some properties of DPs may lead to creating input that is inappropriate for use by most ML systems. While some issues can be addressed by facilities available in some ML systems, such as the solution of the don't-care problem by using prior knowledge, additional work on ML is required to provide adequate support for this modeling task.
The modeling of a complex DP with ML is not only useful for debugging. A series of simpli ed models can improve the presentation of the DP or the training of engineers in using it. Such models can also guide future research by focusing on branches that were less developed compared to others. Finally, ML modeling can help evaluate several competing DPs for selecting among them. Future work involves testing the modeling ability of ML techniques, those used in this study and others, on other DPs. We plan to start with a DP that recommends remediation activities for contaminated sites. This DP is more complex than CHOICE in that it deals not only with simulations but also with collection of actual eld measurements. Consequently, the cost of using the algorithm modeled becomes critical as a modeling parameter for the ML programs. This, in turn, increases the potential bene ts from using ML as modeling and feedback tools in the design of the algorithm. The future goal of this study is to make ML modeling an integral part of DPs development. This entails addressing the following issues:
1. Understand the usefulness of di erent ways of modeling: A critical issue in light of the variety of techniques available.
by passing a predictive and reliability evaluations that are governed by operational parameters that the user controls. Once a rule it created, the training examples it covers are removed from further consideration and another rule is sought. This process continues until the training set is exhausted. The product of this process is an ordered set of rules; that is, in classi cation, the rule set is used in the order in which is was created. CN2 can also create an unordered rule set in which all rules are matched in classi cation. In this case, con icting classi cation can arise from di erent rules. This is resolved by preferring the rule that covers more positive training examples. IND is a suite of reimplementations of several decision tree and decision graph ML programs. IND integrates the CART, C4.5, Bayesian, and minimum encoding techniques. While CN2 uses a bottom-up strategy, IND implement methods that work top-down in a divide and conquer strategy. There are several ways to select how to devide the training examples and how to grow the tree (e.g., minimum entropy or gain using single or multi-ply look ahead search) as well as di erent methods for stopping the growth and trimming the tree to account for noisy data. All these are goverened by operational parameters.
Appendix III. A subset of the attributes used by CHOICE 
