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ABSTRACT 
The present research consisted of two investigations using computational fluid dy-
namics ( CFD) to simulate the hemodynamics of arterial systems. In the first investiga-
tion, numerical simulations of fl.ow in an intracranial side-wall aneurysm were performed. 
The resulting velocity vectors and vorticity contours compared very favorably with data 
from microPIV experiments on an equivalently-sized aneurysm geometry. However, 
there was evidence to suggest that the elastic walls in the microPIV experiments (which 
were not modeled in the numerical simulations) played a role in sustaining primary vor-
tex development within the aneurysm, particularly during pulse phases of high velocity. 
Successful reproduction of the experimental velocity field allowed the simulations to be 
used to quantify other important variables, such as wall shear and pressure, within the 
aneurysm. A region of high wall shear stress oscillation and large pressure gradients 
were found near the distal aneurysm neck. 
In the second investigation, stent reconstruction of an aorta-iliac bifurcation was 
simulated using CFD. The effects of stent presence, alignment, and permeability were 
investigated. Stent presence lowered wall shear stress along stented artery walls and 
elevated streamwise vorticity near the stent inlets and outlets. When reconstruction 
featured two mis-aligned stents, wall shear stress decreased and streamwise vorticity in-
creased, proportional to the degree of mis-alignment. Low permeability stents magnified 
the fl.ow abnormalities seen in the stent presence simulations. The modeling technique, 
representing stents by a porous jump boundary condition, is novel and its results agree 
well with the cited literature on experimental and numerical stent research. 
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CHAPTER 1 INTRODUCTION 
1.1 Background Information 
The majority of deaths in developed countries worldwide result from cardiovascu-
lar disease. It is the single leading cause of death in the United States, killing over 
900,000 people in 2002, a number that accounted for 383 of all deaths that year. In the 
same year, an estimated 70,100,000 Americans suffered from either high blood pressure, 
coronary heart disease or stroke [1]. 
Cardiovascular disease is often caused by irregular blood flow due to the development 
of abnormalities in the circulatory system. Two dangerous types of abnormalities are 
stenosis of the aorta-iliac bifurcation and intracranial aneurysms on carotid arteries. 
These two abnormalities are introduced below. 
1.1.1 Intracranial carotid aneurysms 
Cardiovascular disease can cause a stroke when the brain does not receive an adequate 
supply of oxygenated blood. Stroke today is one of the leading causes of death and long-
term disability in the United States. A common cause of stroke mortality is subarachnoid 
hemorrhaging due to the rupture of a small balloon-like sac, known as an aneurysm, that 
forms on the cerebral arteries at the base of the brain. Figure 1.1 shows a sketch of a 
typical aneurysm. 
One surgical technique to prevent subarachnoid hemorrhaging is endovascular sur-
gical occlusion (ESO) in which platinum coils placed within the aneurysm sac occlude 
,, ..... 
I ' I \ 
I 
__.,_... I 
I 
I ' 
' ..... 
2 
Aneurysm 
Artery 
,-, 
~~ 
\ I 
\ I 
' I 
Figure 1.1 Sketch of an artery with an aneurysm. Arrows indicate direction of flow. 
blood flow into the region. In the ESQ procedure, the surgeon makes a small incision in 
the patient's groin and guides a small catheter through an artery into the blood vessel 
containing the aneurysm. The catheter is carefully guided into the aneurysm sac where 
the coils detach. The coils conform to the sac's shape and pack it tightly to cut off blood 
flow and prevent rupture. ESO is considerably less invasive than other techniques and 
has been used successfully in recent years. However achieving complete occlusion can 
be difficult and the procedure requires considerable care and skill to avoid rupturing the 
aneurysm sac [11, 12]. 
Another technique for preventing aneurysm rupture is the application of stent grafts, 
in which a stent inserted into the diseased artery crosses over the aneurysm neck and 
occludes blood flow into the sac. The difficulty lies in creating stents with fiber arrange-
ments that are dense enough to prevent flow into the sac yet still porous enough to allow 
the exchange of nutrients between the artery wall and the blood. Stent treatment of 
aneurysms has been safe and effective in recent years [13, 14] but long-term patency and 
success rates have yet to be determined. 
3 
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Figure 1.2 Sketch of an aort-iliac bifurcation. Arrows indicate direction of flow. 
1.1.2 Bifurcation stenosis 
The aorta is the largest artery in the human body. It carries oxygenated blood away 
from the heart to other organs. Near waist level, the aorta bifurcates into two iliac 
arteries, the major arteries of the legs. Figure 1.2 shows a sketch of a typical aorta-
iliac bifurcation. Stenosis occurs when plaque builds up along the artery walls causing a 
narrowing of the iliacs near the bifurcation. Severe stenosis is a serious medical condition 
that can be fatal when it results in inadequate blood supply to the heart or brian. 
The three most frequent surgical treatments for severe stenosis are bypass grafting, 
angioplasty, and stent reconstruction. Bypass grafting circumvents the stenosed artery 
section by transplanting a healthy artery. The process is highly invasive and requires 
4 
considerable recovery and hospital care. Angioplasty and stent reconstruction are mini-
mally invasive and are often coupled together to treat stenosis. Stents are small circular 
tubes made of multiple intersecting metallic fibers. Surgeons collapse a stent and fit it 
around a small deflated balloon attached to a catheter. Upon insertion into the diseased 
artery, the catheter inflates and deflates the balloon, stretches the artery wall, and clears 
it of blockage. During inflation the stent is pressed firmly against the artery wall where 
it remains as a scaffold to reinforce the weakened artery after the catheter is removed. 
Before stenting became popular in the last decade, the balloon expansion angioplasty 
procedure was used alone. While stenting is currently considered an effective method 
with acceptable long-term patency rates, even in cases of complete artery occlusion 
[2, 3, 4], some debate still exists over the ability of stents to reduce rates of restenosis 
(the re-narrowing of the treated artery within a few months of surgery) versus angio-
plasty without stenting. While studies on the restenosis-reducing capabilities of stents 
have been promising [5, 6, 7, 8], stent reconstruction is still a complicated and expen-
sive procedure, and restenosis rates remain as high as 30-403 in patients of particular 
subgroups [9, 10]. 
1.2 Advantages of Numerical Simulations 
In order for surgical treatments such as bifurcation stenting, stent grafting, and ESO 
to become more reliable in the long-term, a more complete understanding of blood flow 
phenomena (commonly termed hemodynamics) within stented bifurcations and intracra-
nial aneurysms is required. The fluid mechanics of blood flow in the human cardiovas-
cular system can be difficult to completely capture in vitro or in vivo due to restrictively 
small vessel sizes, difficulties in measuring flow phenomena near vessel walls, and the cost 
and precision needed to accurately reproduce the system with an in vitro model. The 
term in vitro refers to an experiment conducted in artificial environment constructed to 
5 
represent the cardiovascular system. In vivo refers to an experiment conducted on an 
actual human cardiovascular system. 
Unlike many in vivo and in vitro methods, numerical simulations can be relatively 
inexpensive to conduct and allow for detailed observations of system locations where 
experiments may have difficulty gathering accurate data. Computational fluid dynamics 
( CFD) allows for the modeling of flow phenomena based on the governing equations of 
fluid mechanics. Progress in modeling techniques and computational power have pro-
vided a promising role for CFD in observing the complex flow regimes in biological sys-
tems. CFD simulations also provide a means of comparing and validating experimental 
work without the often difficult process of observing a real physiological system. Addi-
tional knowledge will allow surgeons and medical professionals to predict the responses 
of individual patients to particular treatments and lead to more individually-optimized 
treatments, higher long-term success rates, fewer post-operative complications, and lower 
medical costs. 
1. 3 Research Goals 
The primary goal of this research is to demonstrate the capability of CFD simulations 
to represent blood flow in the cardiovascular system and acquire detailed information 
about flow patterns within the system. This goal will be accomplished principally by a 
comparison between the numerical results from the intracranial aneurysm simulations 
and the flow fields in an in vitro experimental model of equivalent geometry. In addi-
tion, simulations of the stented bifurcation will demonstrate the ability to predict flow 
phenomena seen in the literature on in vitro and in vivo research. 
A secondary goal is to demonstrate the success of the computational modeling tech-
nique used to represent the stent geometries, which is unique in comparison to other 
numerical simulations of flow in stented arteries, as a valid method of capturing the 
6 
hemodynamics in such a system. This goal will be accomplished by comparing the flow 
patterns from stented bifurcation simulations to patterns reported in literature on in 
vivo, in vitro, and other numerical models. 
Finally, it is desired to conclude on an optimal stent configuration that will lead 
to reduced restenosis rates. This goal will be accomplished by investigating changes 
in flow phenomena introduced by the presence of stents of various configurations and 
permeability within the bifurcation system. 
7 
CHAPTER 2 LITERATURE REVIEW 
Blood fl.ow in arteries is a complex phenomena dominated by unsteady fl.ow. The 
cardiovascular system transports nutrients and wastes while the heart delivers blood 
throughout the body with a network of veins and arteries. Blood fl.ow under normal and 
diseased conditions is an extensive field of study with many opportunities for problem 
solving in engineering disciplines. 
Research on the fluid dynamics of blood fl.ow, or hemodynamics, has focused on 
qualitatively describing fl.ow properties using in vivo and in vitro measurements, as 
well as numerical simulations. When considering the presence of stents or aneurysms, 
experimental models have focused on qualitatively observing regions of abnormal fl.ow in 
comparison to healthy systems. Numerical models have focused on detailed analyses of 
fl.ow patterns very near stented walls and within aneurysm sacs. This chapter presents 
relevant research related to blood fl.ow, aneurysms, and stent reconstruction. 
2.1 Blood Behavior and Hemodynamics Modeling 
Before attempting to simulate blood fl.ow, it is important to understand the compo-
sition and behavior of blood within the body. Blood is a complex mixture of plasma, 
platelets, and cells. Red blood cells typically comprise about 403 of blood by volume. 
Red blood cells are small, semisolid particles that increase the viscosity of blood from 
one centipoise (water viscosity) to approximately four centipoise, however the viscos-
ity of blood varies between one and six centipoise depending on the size of the artery 
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Pulse phase 
Figure 2.1 A generic profile of velocity versus pulse phase for arterial blood flow. 
through which the flow travels [15]. Consequently, blood exhibits non-Newtonian behav-
ior, especially in small arteries where the suspended cells must squeeze through narrow 
passages. 
The non-Newtonian behavior of blood has been investigated extensively. Dutta and 
Tarbell [16] compared the effects of non-Newtonian blood flow in large elastic arteries 
using a power law model, a generalized Maxwell model, and a basic Newtonian model. 
They concluded that if the pressure gradients between Newtonian and non-Newtonian 
models were matched, the influence of non-Newtonian effects on the flow field were 
not significant. Most researchers assume Newtonian behavior for blood flow unless the 
arteries under consideration are very small. 
The pulsatile nature of blood flow plays a dominant role in the fluid mechanics of 
the system. As the heart pumps blood throughout the body, the velocity and pressure 
of the flow field are unsteady in time. Figure 2.1 shows a generic velocity profile in 
an artery over the course of one complete pulse cycle. The initial phase of rapid flow 
acceleration and deceleration, during which the heart's ventricles contract and send 
blood to the body, is termed "systole." During the later phase, termed "diastole," the 
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ventricles relax and fill with blood. Taylor et al. [17] investigated the effects of pulsatile 
flow rate using magnetic resonance imaging to make in vivo quantifications of flow rate 
and wall shear stress (WSS) in the abdominal aorta during lower limb exercise on a 
stationary bicycle. Results showed that increasing heart rate during exercise reduced 
flow oscillations linked to the onset of arterial disease. 
Wall shear stress is an important variable in artery hemodynamics. Bonert et al. [18] 
measured WSS in a 3D CAD-generated model of a normal human abdominal aorta to 
determine the relationship between WSS and intimal thickening (IT). The investigation 
focused on the infrarenal aorta and the aorto-iliac bifurcation. The model was based 
on a computer tomography scan of a healthy 35 year-old adult male. For visualization 
purposes, the model's inlet diameter was scaled up. A metallic replica of the computer 
model was then constructed using stereolithography. Steady flows of a fluid mimicking 
the viscosity of blood were pumped through the system under both resting and mild 
exercise conditions. Flow fields and WSS were measured using laser photochromic dye 
tracing, and IT was measured at 32 key locations from recent aortic autopsies. Results 
showed a positive correlation between high IT and low WSS, for both resting and exercise 
conditions, due to deposition of cells near regions of low WSS. This study was the first to 
look at patient-specific hemodynamics throughout the entire infrarenal aorta. Medical 
evidence has shown IT to be a predictor for arterial disease, including stenosis. 
It has been suggested that steady flow might be used to depict the average behavior 
of pulsatile flow. Lee and Chen [19] performed a numerical simulation of steady flow 
in the abdominal aorta and its peripheral branches. Results were generally consistent 
with those obtained from pulsatile flows averaged over time. The study also found a 
link between regions of reversed flow and typical sites of stenosis, particularly in the 
infrarenal aorta. Experimental models of the abdominal aorta under various pulsatile 
flows have supported this link, showing flow abnormalities such as separation and vortices 
in frequently diseased areas. The abnormalities diminished or disappeared under exercise 
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conditions [20]. 
Experimental studies using pulsatile flow versus steady flow have revealed significant 
time-dependent variations in the hemodynamics of the abdominal aorta [21]. Conditions 
such as low wall shear stress, oscillating shear direction, and high particle residence 
times have been linked to plaque localization and consequently stenosis. Buchanan et 
al. [22] used a control-volume numerical model to investigate the effects of varying the 
pulse rate of a sinusoidal flow in straight axisymmetric arteries. They found that while 
vortices appeared in the flow regardless of the pulse rate, secondary vortices appeared 
downstream of the primary vortices for high pulse rates. Marques et al. [23] found 
similar results when keeping the pulse rate constant but varying the degree of stenosis 
in a CFD model of straight stenosed arteries. Severely stenosed arteries (70% closure) 
developed secondary vortices downstream. In light of these findings, it seems wise to 
include pulsatile flow when modeling the cardiovascular system, as in most modern 
in-depth numerical studies. 
2.2 Intracranial Aneurysms 
2.2.1 Medical findings 
Surgical occlusion has been shown to be a safe and efficient technique for patients 
with intracranial aneurysms. Henkes et al. [24] evaluated early angiographic and clinical 
outcomes for 1811 patients who underwent ESO. Over 90% of the surgeries acheived high 
rates of occlusion, and over 80% of the patients encountered no complications. However, 
endovascular occlusion of aneurysms with unfavorable geometries, such as wide sac necks, 
remains a challenge. Kwon et al. [25] noted success in the treatments of 16 patients with 
wide-necked aneurysms (neck width> aneurysm height) using a unique ESO procedure 
involving two microcatheters. All patients but one showed excellent clinical outcomes 
during the follow-up period. Unfortunately the procedure's effectiveness could not be 
11 
compared to other aneurysm treatments due to a lack of angiographic follow-up data. 
Stent graft treatment of intracranial aneurysms is currently a fairly immature field. 
No large-scale or long-term clinical trials have been conducted on human subjects. While 
early success has been achieved with a variety of stent configurations and vascular ge-
ometries, most of this research has dealt with animal trials [26, 27] or case studies of 
single human subjects [28, 29]. A greater understanding of the general flow phenomena 
in human subjects will be needed for stent grafting to become a reliable and mature 
treatment option. 
2.2.2 In vitro studies 
Intracranial aneurysms typically cause strokes via subarachnoid hemorrhaging, in 
which the aneurysm sac ruptures and fills the surrounding space with blood, compress-
ing nearby tissue and vessels. As blood flow persists within the diseased artery, a vortex 
develops within the aneurysm sac during systole and grows in strength as regions of recir-
culating flow roll back upon themselves after running into the distal (most downstream) 
sac wall (30]. 
Gobin et al. [31] constructed an in vitro model of an aneurysm to study the effects 
of vessel flow dynamics and ESQ on flow patterns within the aneurysm during pulsatile 
flow. Vortices formed near the distal neck of the aneurysm during systole and varied 
in strength and location throughout the pulse cycle. Flow tended to stagnate at the 
center and along the top wall of the aneurysm. Surgical occlusion greatly increased fluid 
stagnation along the top wall, however the coils did not fully pack the aneurysm sac. 
Pressure measurements within the sac did not differ greatly from pressure in the vessel. 
This study demonstrated the dependency of aneurysm flow patterns on flow pulsatility, 
as well as the detrimental effects of poor compliance matching in coil occlusion. 
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2.2.3 CFD studies 
Numerical simulations have been used in the last decade to analyze blood flow in 
aneurysms. Bluestein et al. [32] performed the first numerical simulations of steady 
flow in an aneurysm model. The aneurysm was modeled as a simple sphere-and-tube 
geometry. A recirculation region formed within the aneurysm sac, and regions of elevated 
wall shear stress correlated with regions that promoted blood platelet deposition and 
sac rupture taken from in vitro PIV measurements. The location of the recirculation 
region varied with the flow rate of the simulation. As the Reynolds number increased 
to near-turbulent conditions, the recirculation region migrated towards the distal end of 
the aneurysm sac. While Bluestein et al. demonstrated viable attempts to use CFD, the 
condition of steady flow is not realistic and the aneurysm geometry was very simple. 
More recent numerical simulations have used more physiologically accurate geome-
tries and flow parameters that demonstrate the capability of CFD to represent real 
blood flow. Fatouraee and Amini [33] combined medical imaging and CFD by using a 
commercial CFD package (FLUENT) to simulate the geometry and flow patterns found 
from magnetic resonance angiography (MRA) of an in vitro abdominal aortic aneurysm 
model based on phase contrast MRI. Streamlines constructed from the CFD results 
agreed well with the MRA results, demonstrating the ability of CFD to reproduce in 
vitro flow patterns. Steinman et al. [34] made a highly realistic carotid aneurysm model 
by combining CFD and high-resolution medical imaging. They based the numerical 
geometry on computed rotational angiography scans of a patient with a large internal 
carotid aneurysm and imposed a pulsatile inlet velocity profile based phase-contract 
MRI measurements of another patient. The model predicted pulse cycle-averaged wall 
shear stress to be highest near the aneurysm neck. Although the study did not make 
comparisons with in vivo or in vitro flow fields, it presented the possibility of using CFD 
to study patient-specific geometries to predict the outcomes of interventional therapies. 
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2.3 Aortic Stent Reconstruction 
2.3.1 Medical findings 
Treatment of cardiovascular disease is a major area of research and funding in today's 
medical community. Erbel et al. [8] conducted a clinical study to determine if stenting 
reduced rates of restenosis in comparison to angioplasty. Restenosis rates dropped from 
323 to 183 when stenting was used. This study was one of the first to demonstrate the 
effectiveness of stenting in reducing restenosis. A more recent long-term study by Reyes 
et al. [2] followed up on iliac wallstent placement in 303 legs of elderly patients treated 
between 1988 and 1998. The study reported complications in 183 of the legs during the 
follow-up period, with restenosis accounting for the majority of complications. 
Restenosis rates remain a serious problem with room for improvement. While the 
exact causes and mechanics of restenosis are unclear, clinical studies have discovered 
many predictors. Diabetics and patients with high body mass indices face a particularly 
elevated risk of restenosis [35]. Stent geometry has also been correlated with restenosis 
rates. Mauri et al. [36] analyzed angiographic follow-ups on over 1000 patients from 
bare metal stent trials in coronary arteries. They found that restenosis rates rose when 
stent length exceeded arterial lesion length and recommended a conservative approach 
to matching stent and lesion lengths. Lower restenosis rates have been observed when 
lesions and stents are located remotely from any artery bifurcations. Unfortunately, 
bifurcations are common sites for plaque build-up and nearby stenting is often unavoid-
able. 
Restenosis has also been linked to the size of the stented artery. Elezi et al. [37] 
investigated the influence of vessel diameter (D) on long-term clinical and angiographic 
outcomes after stenting. Patients were divided by stented vessel diameter into small 
(D < 2.8 mm), medium (2.8 mm < D < 3.2 mm), and large (D > 3.2 mm) groups. 
Event-free survival rates at the end of one year for the small, medium, and large groups 
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were 69.5%, 77.5%, and 81.0%, respectively. The small diameter group also had the 
highest rate of restenosis (38.6%) and the highest rate of major adverse cardiovascular 
events during the first 30 days after surgery (4.5%). 
Two recent advancements in restenosis reduction are drug elution and radiation 
therapy. Drug-eluting stents today frequently feature sirolimus, a drug with both anti-
inflammatory and anti-proliferative properties. A recent study [38] compared the success 
of sirolimus-eluting stents and standard stents in the treatment of native coronary artery 
blockage. Results showed a reduction in restenosis from 17% in the standard group to 
4% in the sirolimus group. 
The second advancement, radiation therapy, usually follows an angioplasty in which a 
stent is not implanted. The treatment is notable for suppression of neointimal formations 
following angioplasty. Radiation has the added benefit of not depending on uptake and 
metabolism by target cells, as is the case with drug elution. However, radiation can result 
in incomplete healing of arteries and usually requires prolonged anti-platelet therapy [39]. 
In any case, both radiation and drug elution have shown promising results in reducing 
restenosis, and the future of stenting treatments likely lies in these two directions. 
2.3.2 In vitro studies 
The majority of previous studies on flow patterns in stented arteries have been per-
formed on in vitro environments. Berry et al. [40] constructed an artery model of elas-
tomeric silicone and visualized flow patterns within the model using dye injection and 
a pumping system to supply a pulsatile flow. They investigated the disturbances intro-
duced by two types of stents: Palmaz stents (an older design with a lattice network of 
fibers) and a prototype stent with axial-aligned fibers. Flow visualization for the Palmaz 
stent revealed flow stagnation between stent fibers and regions of reversed flow during 
systole. Vorticies formed approximately 1.5 vessel diameters upstream from the stent 
during diastole. Dye washout time between the stent fibers increased from 4-5 pulse 
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cycles to 14-15 pulse cycles. The prototype stent also produced stagnation and vortex 
formation, but because it had fewer fibers and stronger diastolic fluid movement, the 
magnitudes of disturbances were smaller in comparison to the Palmaz stent. A pro-
nounced region of reversed flow occurred with the Palmaz stent, even though the inlet 
waveform had no negative components. 
The Berry et al. study was one of the first to qualitatively examine the fluid me-
chanical effects of stenting compliant vessels. A follow-up study several years later [41] 
investigated the dependence of flow disturbances on fiber spacing by inserting either 
12-fiber or 18-fiber wallstents into the same silicone artery model with dye injection. 
The fiber counts refer to the number of fibers present in a set stent length. The 18-
fiber stent therefore had a denser fiber configuration, and less inter-fiber spacing, than 
the 12-fiber stent. Both stent designs showed dye accumulation between fibers imme-
diately upstream and downstream of the stent. The 12-fiber stent allowed for greater 
radially-inward wall movement during pressure drops in the pulse cycle. This motion 
may have important clinical implications. Reducing the number of stent fibers and fiber 
intersections has been linked to reduced restenosis in iliac arteries [42]. 
Robaina et al. [43] studied the effects of stent fiber spacing on platelet adhesion. The 
experimental setup was unique for using actual human blood with radioactively labeled 
platelets as a working fluid. They constructed a parallel plate flow chamber that essen-
tially modeled 2D blood flow over stent fibers near the artery wall. Platelet adhesion 
both between fibers and on the fibers themselves was lowest when the spacing between 
stent fibers was smallest. The researchers attributed this finding to constantly recir-
culating flow and low WSS. While these phenomena may be beneficial to low platelet 
deposition, they represent deviations from normal physiological flow, and should gen-
erally be avoided. Even so, some controversy exists over whether small or large fiber 
spacings are more appropriate. 
The orientation of stents within the arteries also plays a role in flow variations. Walsh 
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et al. [44] performed an experimental study of blood flow in an abdominal aorta model 
using dye injection. They created a glass-blown aorta model based on angiographic data 
that included the renal, iliac, and mesenteric arteries. Two stents with D-shaped cross-
sections, similar to SMART stents, filled the infrarenal aorta and projected into the iliac 
arteries. With no stents present in the model, vortices formed directly beneath the renal 
arteries during diastole. With stent deployment, the vortices appeared slightly earlier in 
the diastolic phase, and were smaller in scale, but also more chaotic, in comparison to flow 
when the stents were absent from the model. The researchers attributed the increased 
vorticity to the division of the aorta passage by the stents. They also investigated the 
effects of varying the orientation of the stents within the aorta. Flow disturbances when 
the stents were aligned to touch the anterior-posterior or medial-lateral aortic walls were 
not appreciably different. Oblique configurations also failed to produce any detectable 
differences. 
2.3.3 CFD studies 
During the last decade, researchers in engineering and medical science have used 
computational models to study stented arteries. Berry et al. [41] simulated pulsatile 
flow very near the wall of a stented artery using the CFD-ACE code. Their model was 
a 2D flat plate with seven stent fibers represented as semicircles along the wall. The 
fibers greatly reduced the nearby flow velocity. The flow separated from the wall after 
encountering the first fiber, and re-attached to the wall between fibers when fiber spacing 
was less than 6 fiber diameters. Otherwise, regions of flow separation were continuous 
from fiber to fiber, thereby demonstrating the flow field's dependence on fiber spacing. 
Early stent simulations suffered from a lack of computational power needed to run 
more complicated geometries. The great majority of notable CFD simulations on stent 
design featured only two-dimensional flow and geometries [45]. Previous research has 
shown it is important to consider full three-dimensional flow when modeling blood flow 
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over stent fibers. Jou [46] simulated steady 3D flow over stented walls using an artificial 
compressibility method to solve the N avier-Stokes equations. The model consisted of a 
fiat wall with rounded criss-crossing ridges representing stent fibers. Streamlines near 
the artery wall showed that fluid particles moved around fibers in the cross-streamwise 
direction, along with moving perpendicular to the wall, indicating that three dimensions 
are needed to fully capture the hemodynamics of the flow. 
Berry also investigated the effects of newer compliance-matching (CMS) stents [47]. 
The compliance mismatch between stent ends and the artery wall disturbs hemodynam-
ics and WSS distributions. Compliance matching (CMS) stents smooth the transition 
between stent and wall. Finite element analysis was used to compare the hemodynamics 
and wall mechanics in a pigs superficial femoral artery between CMS and Palmaz stent-
ing. Both stents were assigned material properties of 316L stainless steel. Geometric 
modeling was performed using PATRAN software, and the stress/strain solution was 
found using the ABAQUS finite element solver. Compliance was quantified as the ratio 
of change in cross-sectional area to change in pressure at the cross-section. In the rigid 
region of stent and artery intersection, the CMS reduced compliance by 603 compared 
to 903 for the Palmaz stent. The CMS also produced a gradual transition in compli-
ance, while the Palmaz transition was more abrupt. Peak circumferential stress was 
about four times higher in the Palmaz stent than in the CMS. In vivo measurements 
on CMS stenting in pig arteries of similar diameters showed the CMS was effective in 
compliance matching and did not dampen downstream flow or pressure waveforms. 
Schachter and Barakat [48] modeled pulsatile flow in straight and curved stented ar-
teries using FLUENT. Their models represented stents with series of concentric circular 
rings. Results showed a separation zone downstream of the stent that increased in size 
when fiber diameter increased. The separation zone oscillated in magnitude as the inlet 
velocity varied, and produced oscillating WSS gradients. 
More recently, LaDisa et al. [49] investigated the effects of stent design on WSS 
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patterns in a single straight artery. The stented vessels were generated using a custom-
built Matlab algorithm. Flow was simulated using the CFD-ACE code. Their results 
showed that WSS distributions linked to stent failure were reduced when the number of 
fibers, fiber intersections, and fiber diameters were minimized. The simulations used a 
steady flow velocity corresponding to the average velocity of blood flow during a pulse 
cycle. 
2.4 Summary 
The preceding sections summarized relevant research and previous findings in studies 
on the hemodynamics of intracranial aneurysms and aortic stent reconstruction. Both 
systems will benefit from a greater understanding of the flow phenomena present during 
both healthy and diseased conditions. The next chapter details the numerical method-
ologies used in the present research to model the fluid mechanics of these two systems. 
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CHAPTER 3 NUMERICAL METHODOLOGIES 
To address the research goals, numerical models of an intracranial aneurysm and a 
stented aorta-iliac bifurcation were created using GAMBIT version 2.0.4 [50], a com-
mercial CFD preprocessor that creates grids. Flow simulations were conducted using 
FLUENT version 6.1 [51], a commercial CFD code. The following sections detail the 
governing equations of fluid flow and how they are discretized in space and time within 
FLUENT. The numerical formulation and the FLUENT solution loop are also outlined. 
Finally, the methods of mesh generation and the construction of the numerical geometry 
are presented. 
3.1 Governing Equations 
The three-dimensional N avier-Stokes equations for flows without heat and mass 
transfer are the continuity and momentum equations. The system of equations in-
eludes four primitive variables: pressure and three velocity components corresponding 
to a coordinate system. For laminar flows, the mass conservation (continuity) equation 
is: 
(3.1) 
where p is the fluid density, v is the velocity vector, and Sm is the mass source term. 
The momentum conservation equations are: 
8 ( __,__,) n (-) .... __, at pvv = - v p + V · 7' + pg + F (3.2) 
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where p is the static pressure, r is the stress tensor, pg is the gravitational body force, 
_, 
and F is an external body force. The stress tensor r is given by: 
(3.3) 
where µ is the fluid dynamic viscosity and I is the unit tensor. For the research herein, 
blood flow is assumed incompressible and Sm = 0. The hemodynamic analyses do not 
involve forces, therefore the last two terms of Eq. 3.2 are zero. Furthermore, based 
on reported literature [15], blood in the arteries investigated for this research can be 
modeled as a Newtonian fluid, reducing Eq. 3.3 to: 
(3.4) 
3.2 Numerical Methodology 
3.2.1 Spatial discretization 
FLUENT uses a finite-volume technique to discretize Eqs. 3.1 and 3.2 into algebraic 
equations that can be solved numerically. FLUENT integrates each equation about each 
cell and yields discrete equations that conserve mass and momentum for each control-
volume cell. Discretization of the governing equations is illustrated by considering the 
conservation equation for transport of a scalar quantity</> for an arbitrary control-volume 
V: 
(3.5) 
where A is the surface area vector, r cf> is the diffusion coefficient for ¢, and s<f> is the 
source of </> per unit volume. 
Figure 3.1 illustrates an arbitrary control volume for tetrahedral cells for scalar trans-
port. Once discretized, Eq. 3.5 becomes: 
Nfaces Nfaces 
L PfVJ</>J. A1 = L ref> (\71>)n. A1 + s<f>v (3.6) 
f f 
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Figure 3.1 Control volume illustrating discretization and transport. 
where Ntaces is the number of faces enclosing the cell, <Pt is the value of ¢ convected 
through face f, At is the area of face f, (''V<P)n is the magnitude of '1¢ normal to face 
f, and V is the cell volume. The equations solved by FLUENT take the same general 
form as Eq. 3.6 and apply readily to the three-dimensional unstructured grids used in 
this research. 
By default, FLUENT stores values for ¢ at cell centers (cO and cl in Fig. 3.1). 
However, the convection terms in Eq. 3.6 require the face values ¢1 which must be 
interpolated from center values. Interpolation is accomplished using an upwind scheme 
in which values for <Pt are derived from quantities in the upstream cell relative to the 
direction of the normal velocity . For improved accuracy, the simulations used a second-
order upwind scheme which achieved higher-order accuracy at cell faces through a Taylor 
series expansion of the cell-centered solution about the cell centroid. The face value <Pt 
is computed by as: 
(3.7) 
where 68 is the displacement vector from the upstream cell centroid to the face centroid. 
Equation 3. 7 requires the gradient '1 ¢ which is computed using the discrete form of the 
divergence theorem: 
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1 Njaces """" _ 
V¢ = v L ¢1A 
f 
(3.8) 
The face value J> f is computed by averaging ¢ from the two cells adjacent to the face. 
The gradient is also limited so that no new minima or maxima are introduced. 
The diffusion terms in Eq. 3.6 are discretized using a second-order accurate central-
difference scheme that calculates the face values ¢ r 
¢J,CD =~(<Po+ ¢1) + ~ (V<Pr,O. To+ V¢r,1. ri) (3.9) 
where the indices 0 and 1 refer to cells that share the face f, V <Pr,o and V ¢r,l are the 
reconstructed gradients at cells 0 and 1, respectively, and r is the vector directed from 
the cell centroid to the face centroid. 
It is well known that central-differencing schemes can lead to unbounded solutions 
and non-physical "wiggles," which can cause numerical stability issues. FLUENT avoids 
these stability problems by using a deferred approach for central-differencing in which 
the face value is calculated as follows: 
</JJ = </JJ,UP + (</JJ,CD - ¢J,UP) (3.10) 
where UP stands for upwind and CD stands for central-difference. The UP terms in Eq. 
3.10 may appear redundant, however the first term (¢J,UP) is treated implicitly while the 
second term (¢J,CD - ¢J,UP) is treated explicitly. Provided that the solution converges, 
the scheme in Eq. 3.10 will lead to pure second-order central-differencing. 
3.2.2 Temporal discretization 
The simulations in this research model pulsatile flows that vary in intensity over 
time. To account for this variation, the governing equations are discretized in space as 
well as time. A general expression for the time evolution of a variable ¢ is given by: 
8¢ = F (¢) 
at (3.11) 
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where the function F ( </>) incorporates any spatial discretization. For this research the 
time derivative was discretized using a second-order backward difference: 
(3.12) 
where n represents the current time level and ~t is the specified time step. Once the time 
derivative is discretized, a choice remains for what time level of </> to use in evaluating 
F. The method for these simulations uses an implicit time integration to evaluate Fat 
a future time level by initializing </>i to (pn and iterating the second-order equation: 
(3.13) 
until </>i converges, at which point ¢n+l is set to </>i. 
3.2.3 Evaluating gradients 
The gradient \7 </> is used to discretize the convection and diffusion terms of the 
governing equations. The gradient is computed using the Green-Gauss theorem: 
(3.14) 
By default the face value ¢ f is the arithmetic average of the values at the neighboring 
cell centers. For this research, ¢ f is alternatively computed as an arithmetic average of 
the nodal values on the face: 
1 N1 
(ff= -N L<fin 
f n 
(3.15) 
where N1 is the number of nodes on face f. The nodal values <fin are computed from 
the weighted average of the cell values surrounding the nodes [52]. The node-based 
averaging scheme of Eq. 3.15 is known to be more accurate than the cell-based scheme 
for unstructured meshes, most notably for triangular and tetrahedral meshes. 
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3.2.4 Linearization 
The discretized general transport equation (Eq. 3.6) contains the unknown scalar 
variable 1> at the cell center along with the unknown values in surrounding neighbor 
cells. Equation 3.6 is generally nonlinear with respect to these variables. A linearized 
form of Eq. 3.6 can be written as: 
ape/> = I: anb</>nb + b 
nb 
(3.16) 
where the subscript nb refers to neighbor cells and ap and anb are the linearized coeffi-
cients of 1> and <f>nb, respectively. The term b is the linearized source term. With the 
exception of boundary cells, the number of neighbor cells typically equals the number of 
faces enclosing the cell. Equations similar to Eq. 3.16 can be written for each cell in the 
domain, resulting in a system of algebraic equations with a sparse coefficient matrix. For 
scalar equations FLUENT solves this matrix using a point implicit (Gause-Seidel) linear 
equation solver in conjunction with an algebraic multigrid (AMC) method (Appendix 
A). 
3.3 The Segregated Solver 
FLUENT allows the choice of a segregated solver which solves Eqs. 3.1 and 3.2 se-
quentially, or a coupled solver which solves both equations simultaneously. The coupled 
solver was designed to solve high-speed compressible flows, and requires much more 
memory and CPU time than the segregated solver. Since the flows in this research were 
low-speed and assumed incompressible, the segregated solver was used for all simula-
tions. 
In this section, the discretization of the momentum and continuity equations and 
their solutions by the segregated solver are addressed. Consider the steady-state mo-
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mentum and continuity equations in integral form: 
f pvv · A = - f pl · dA + f 7 . dA + fv ff dV 
f pv· dA = o 
where F is the force vector. 
3.3.1 Discretization of the momentum equation 
(3.17) 
(3.18) 
The discretization scheme described earlier for a scalar transport equation is also 
used to discretize the momentum equation. For example, the u-momentum equation 
can be obtained by setting¢= u: 
apu = L:anbUnb + LP!A · i + S (3.19) 
nb 
If the pressure field and face mass fluxes are known, Eq. 3.19 can be solved to obtain a 
velocity field. However, the pressure field and face mass fluxes are not known beforehand 
and must be obtained as a part of the solution. FLUENT uses a co-location scheme 
whereby pressure and velocity are both stored at cell centers. However, Eq. 3.19 requires 
the pressure value at the face between two cells cO and cl shown in Fig. 3.1. An 
interpolation scheme is required to compute the face values of pressure from the cell 
values. 
3.3.2 Pressure interpolation 
The default scheme in FLUENT interpolates the pressure values at the faces using 
momentum equation coefficients [53]. The procedure works well as long as the pressure 
variation between cell centers is smooth. When there are large gradients between cells, 
the scheme produces inaccurate velocities. An alternate pressure interpolation method, 
the PREssure STaggering Option (PRESTO!) scheme, uses the discrete continuity bal-
ance for a staggered control volume about the face to compute the staggered, or face, 
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pressure. This procedure is similar to the staggered-grid schemes used with structured 
meshes [54]. The PRESTO! scheme is particularly beneficial for flows involving porous 
media that introduce large pressure changes between cells, and was selected for these 
simulations [51]. 
3.3.3 Discretization of the continuity equation 
Integrating Eq. 3.18 over a control volume yields the following discrete equation: 
(3.20) 
where 11 = pvn is the mass flux through face f. As mentioned earlier, the momentum 
and conservation equations are solved sequentially. The continuity equation is used as 
an equation for pressure. However, for incompressible flows, pressure does not appear 
explicitly in Eq. 3.20 since density is not directly related to pressure. The Semi-Implicit 
Method for Pressure-Linked Equations (SIMPLE) family of algorithms [54] is used to 
introduce pressure into the continuity equation. This procedure is detailed in the next 
section. 
To proceed further, the face values of velocity Vn must be related to the stored 
velocities at cell centers. To prevent the checker-boarding in the pressure solution when 
cell-centered velocities are interpolated onto faces, FLUENT uses a procedure similar 
to that of Rhie and Chow [53]. Momentum-weighted averaging, using weighting factors 
based on the coefficient aP from Eq. 3.19 is performed. Using this procedure, the face 
flux 11 is: 
(3.21) 
where Pco and Pel are the pressures within the two cells on either side of the face. The 
term 11 contains the influence of velocities in the two cells on either side of the face f. 
The term d 1 is a function of the average of the momentum equation coefficient aP for 
these cells. 
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3.3.4 Pressure-velocity coupling 
Pressure-velocity coupling is achieved using Eq. 3.21 to derive an equation for pres-
sure from the discrete continuity equation using the SIMPLE family of algorithms. The 
basic SIMPLE algorithm uses a relationship between velocity and pressure corrections 
to enforce mass conservation and to obtain the pressure field. If the momentum equation 
is solved with a guessed pressure field p*, the resulting face flux Jj computed from Eq. 
3.21 does not satisfy the continuity equation. Consequently, a correction flux J~ is added 
to the face flux Jj to obtain the corrected face flux J1, which satisfies the continuity 
equation. The SIMPLE algorithm postulates that J~ may be written as: 
I ( I I ) Jf = d1 Pco - Pel (3.22) 
where p 1 is the cell pressure correction. The SIMPLE algorithm substitutes Eqs. 3.16 
and 3.22 into Eq. 3.20 to obtain a discrete equation for the pressure correction p1 in the 
cell: 
app1 = L anbP~b + b (3.23) 
nb 
where ap is the cell center coefficient, anb are the influence coefficients of neighbor cells, 
the source term b is the net flow rate into the cell: 
Nfaces 
b = L JjA1 
f 
(3.24) 
Equation 3.23 may be solved using the AMG method. Once a solution is obtained, the 
cell pressure and face flux are corrected using Eqs. 3.25 and 3.26: 
* I p = p + app (3.25) 
(3.26) 
where aP is the under-relaxation factor for pressure. The corrected face flux J1 satisfies 
the discrete continuity equation during each iteration. 
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Within the SIMPLE family of algorithms, the Pressure-Implicit with Splitting of 
Operators (PISO) algorithm [55] is highly recommended for transient flows. PISO adds 
two additional corrections to the basic SIMPLE algorithm: neighbor correction and 
skewness correction. PISO can dramatically reduce the number of iterations needed 
for convergence in transient flows, and is also recommended for calculations on highly 
skewed meshes. Therefore PISO was employed in these simulations. 
3.3.5 Time-dependent calculations 
For the time-dependent flows seen in these simulations, the discretization of the 
general transport equations has the following form: 
(3.27) 
The temporal discretization of the transient derivative in Eq. 3.27 was described in Sect. 
3.2.2. The segregated solver uses an implicit discretization of Eq. 3.27, and as a default 
approach, all convective, diffusive, and source terms are evaluated from the fields for 
time level n + 1. 
3.3.6 Residuals in the segregated solver 
The discretization using the segregated solver for the conservation equation of a 
scalar variable ¢ at a cell P can be written as: 
apef>p = L anmef>nb + b 
nb 
(3.28) 
Here the source term b is the contribution of boundary conditions and the constant part 
of the source term Sc in S = Sc+ Sp¢. In Eq. 3.28 the center coefficient ap is defined 
as: 
ap = L:anb -Sp 
nb 
(3.29) 
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The residual R<P is the imbalance in the conservation of</> that exists and cell P and 
summed over all computational cells P. This residual is written as: 
R<P =LIL anb</>nb + b - ap</>pl 
P nb 
(3.30) 
To scale the residuals in Eq. 3.30, a scaling factor representative of the flow rate of 
</> is introduced: 
R<P - LP ILnb anb</>nb + b - ap</>pl 
scaled - LP lap</>pl (3.31) 
For the momentum equation the denominator term ap</>p of Eq. 3.31 is replaced by 
apvp, where Vp is the magnitude of velocity in cell P. The unscaled residual for the 
continuity equation is defined as: 
Re= L !rate of mass creation in cell Pl 
p 
(3.32) 
To scale the continuity residual Re, the right-hand side of Eq. 3.32 is divided by the 
largest absolute value of the continuity residual in the first five iterations: 
(3.33) 
3.3. 7 Solution loop 
To reach a converged solution for the nonlinear discretized equations, FLUENT per-
forms multiple iterations of a solution loop. A single iteration for the segregated solver 
consists of the following steps: 
1. Fluid properties are updated based on the current solution. If the calculation has 
just begun, fluid properties are updated based on the initial conditions. 
2. The momentum equation is solved using the current values for pressure and cell 
face mass fluxes to update the velocity field. 
No 
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Update properties 
Solve momentum equations 
Solve continuity equation; update 
pressure and face mass flow rate 
Solve other equations 
(energy, species, turbulence, etc.) 
Check for convergence Yes 
Figure 3.2 The FLUENT segregated solver solution loop. 
3. Since the velocities obtained in step 2 may not satisfy the continuity equation 
locally, a Poisson-type equation for pressure correction is derived from the conti-
nuity equation and the linearized momentum equations. This pressure correction 
equation is solved to obtain the necessary corrections to the pressure and velocity 
fields and the cell face mass fluxes such that continuity is satisfied. 
4. A check for convergence is made. The loop returns to step 1 and continues until 
convergence criteria are met. 
Figure 3.2 summarizes the segregated solver solution loop graphically. 
In the segregated solver, Eqs. 3.1 and 3.2 are linearized implicitly with respect to 
each equation's dependent variable, resulting in a system of linear equations with one 
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Figure 3.3 Geometry for the carotid artery and aneurysm. 
equation in each cell in the domain. A point implicit (Gause-Seidel) linear equation 
solver is used in conjunction with an AMG method to solve the system of equations for 
the unknown variable in each cell. The AMG method is detailed in Appendix A. 
In summary, the segregated solver computes a single primitive variable, such asp or 
u, by considering all cells simultaneously. The solver then calculates the next variable 
field and so on until it has solved for all unknown variables in the domain. 
3.4 Mesh Generation 
The model geometries are created and meshed using GAMBIT version 2.0.4 [50]. 
The cylindrical and radial volumes of the aneurysm, bifurcation, and stents require the 
use of GAMBIT's TGrid scheme for successful meshing. The TGrid scheme specifies 
that the mesh be composed of primarily tetrahedral mesh elements (cells). The TGrid 
meshing algorithm first meshes all faces with a Tri-Pave scheme consisting of triangular 
face elements. The volume is then meshed with tetrahedral elements. The scheme 
also utilizes hexahedral, pyramidal, and wedge elements where appropriate, however 
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Figure 3.4 Mesh for the aneurysm geometry at the x - y centerplane (z = 0). 
these elements are only needed in volumes that contain attached boundary layers or 
quadrilateral face elements. Meshes for this research consist entirely of triangular face 
elements and tetrahedral volume elements. 
The aneurysm geometry was based on a realistically-sized elastic wall model of an 
intracranial side-wall aneurysm used in microPIV experiments (see Appendix B). Figure 
3.3 shows the aneurysm geometry built using GAMBIT. The artery diameter is appox-
imately 5 mm and the aneurysm diameter varies between 7-8 mm. The artery was 60 
mm long from entrance to exit. To emphasize the tetrahedral grid cells, Fig. 3.4 illus-
trates an enlargement of the mesh geometry near the aneurysm at the x - y centerplane 
(z = 0). 
The aorta-iliac bifurcation geometry was built by junctioning three cylinders together 
with a sphere. A large cylinder (diameter = 19 mm, length = 40 mm) representing the 
aorta runs parallel to the vertical y-axis. A sphere (diameter = 19 mm) was placed 
at the base of the large cylinder. Two small cylinders (diameter = 9 mm, length = 30 
mm) representing the iliacs project at angles of 150° and 210° from the y-axis, which 
create a bifurcation angle of 60° between the iliac arteries. The intersections of the iliac 
arteries and the sphere are smoothed using fillets. Figure 3.5 shows the final bifurcation 
33 
\ \ 
Figure 3.5 Geometry for the unstented aorta-iliac bifuraction. 
geometry. 
Stent geometries were created by junctioning two cylinders together with a sphere 
with the same diameter. Figure 3.6 shows a wireframe of the aorta-iliac geometry with 
two stents inserted. Stents are oriented such that the portion of the stent in the aorta 
is parallel to the y-axis with a sphere placed at the base. A second stent cylinder 
projects into the iliac at and angle of either 150° or 210° from the y-axis, dependent 
on if it is placed in the left or right iliac artery. Initially stents were modeled as having 
the same 9-mm diameter as the iliac arteries. However, stents and iliac arteries with 
equivalent diameters imposed two boundary conditions at the diameter faces, thus over-
specifying the solution (and FLUENT crashed). To fix this problem, stent diameters 
were reduced by two cell widths (L}.x = 0.4 mm) and the final stent diameter is 8.2 mm. 
The total length of every stent modeled in this research is 25 mm. Figure 3. 7 illustrates 
an enlargement of the mesh geometry for the stented bifurcation at the x - y centerplane 
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Figure 3.6 Wireframe of the stented aorta-iliac bifuraction. 
Figure 3.7 Mesh for the stented bifurcation geometry at the x - y centerplane 
(z = 0). 
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(z = 0). 
The next two chapters detail the boundary conditions, initial conditions, grid reso-
lution tests, and final results of the intracranial aneurysm simulations (Chapter 4) and 
the stent reconstruction simulations (Chapter 5). Details on the cell size, time step size, 
working fluid, and computational performance are also included. 
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CHAPTER 4 SIMULATION OF THE INTRACRANIAL 
ANEURYSM 
In this chapter, aneurysm simulations are compared to experiments performed for 
flow in an actual-sized flexible-wall model of a human carotid artery with a side-wall 
aneurysm. A pumping device that supplied approximately the same pressure waveform 
found in an actual aneurysm over a complete pulse cycle replicated flow through the 
model. Instantaneous velocity fields within the aneurysm at various phases in the pulse 
cycle were measured using microscopic particle image velocimetry ( microPIV). Details 
on the microPIV system used in these experiments are given in Appendix B. 
4.1 Boundary and Initial Conditions 
The aneurysm simulations used three types of boundary conditions. The aneurysm 
inlet, shown on the far left of Fig. 3.3, specified a velocity field. The artery length was 
sufficiently long so that the plug flow develops into parabolic flow before reaching the 
aneurysm. Additional details on the form of the inlet velocity profile will be addressed 
for specific simulations. 
The aneurysm outlet, shown on the far right of Fig. 3.3, specified an outflow condi-
tion. Outflow boundaries in FLUENT are used to model flow exits where the details of 
velocity and pressure are not known prior to the solution of the problem. No properties 
are defined and FLUENT extrapolates pressure and velocity from nearby interior cells. 
The radial surface of the artery and the aneurysm sac walls were specified as rigid walls 
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with a no-slip condition. All aneurysm simulations were initialized to quiescent flow 
conditions; pressure and and all velocity components were initialized to zero. 
4.2 Grid Resolution and Working Fluid 
The aneurysm geometry was created using GAMBIT as discussed in Sect. 3.4. The 
model was meshed with approximately 33,000 cells. The mesh was validated using the 
grid converge index method [56, 57] to quantify discretization error. A comparison 
for extrapolated errors and grid convergence indices for aneurysm neck pressures and 
downstream u-velocities on three successively finer meshes is shown in Table 4.1. The 
GCI results indicate that a 33,000-cell mesh was sufficient for relatively grid-independent 
solutions, with error less than 0.4 %. 
Table 4.1 Mesh convergence studies for coarse (3), medium (2), and fine (1) 
aneurysm meshes. Superscript notation refers to a comparison between 
two meshes. </>A= pressure at (x, y, z) = (10.4,2.4,0) mm. ¢8 = u-velocity 
at (x, y, z) = (17.0,0,0) mm. 
Grid Ncells </>A (Pa) cPB (m/s) 
Coarse (3) 6682 84.29 0.0448 
Medium (2) 16706 90.58 0.0669 
Fine (1) 33209 91.37 0.0659 
Apparent order (p) 6.43 10.69 
Approximate (a) relative error 
e32 
a 6.94% 32.93% 
e21 
a 0.86% 1.44% 
Extrapolated (ext) relative error 
32 
eext 1.12% 1.29% 
21 
eext 0.26% 0.14% 
Grid convergence index 
GCJ~ediurn 1.41% 1.63% 
GCiztne 0.32% 0.17% 
Aneurysm meshes were created running GAMBIT on Iowa State University's College-
Level Unified Environment Network on a SunFire V 480 with four 900 MHz UltraSparc 
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III-Cu processors and 16 GB of memory [59]. The system required approximately five 
minutes to generate the 33,000-cell aneurysm mesh. 
The working fluid for the aneurysm simulations was liquid water (p = 1000 kg/m3 , 
µ = 1 centipoise). Blood properties were not used for these simulations in order to 
match the working fluid used in the microPIV experiments (see Appendix B). 
4.3 Computational Performance and Post-Processing 
Fluid dynamics simulations were performed on an Intel Xeon cluster at Iowa State 
University's High Performance Computing Center. The cluster features 44 nodes each 
with dual 2.8 GHz Intel Xeon processors and 2 GB of memory. Each processor has 
a 400 MHz front-side bus for a maximum memory bandwidth of 3.2 GB/s [60]. All 
simulations in this research were performed by running FLUENT in parallel on one 
node of this cluster. The cluster required approximately three hours of CPU time to 
reach converged solutions for the aneurysm simulations. Convergence within each time 
step was attained for all simulations when scaled residuals for pressure and velocity each 
dropped by at least four orders of magnitude. A time step of 6.t = 1/360 s was used so 
that one time step represented one degree of a pulse cycle. Note that the stability of the 
segregated solver is independent of the time step and 6.t may be chosen arbitrarily [51]. 
The output data files for each simulation were re-loaded into FLUENT. Since FLU-
ENT stores a very large amount of information in its data files, the output data was 
post-processed to include only the pressure, velocity, and wall shear stress in surfaces 
of interest. Post-processed data files were visualized using Tecplot version 10 (Tecplot 
Incorporated, Bellevue, WA) 
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Figure 4.1 Inlet boundary conditions used in the numerical simulations for the pump 
flow (dashed line) and the physiological flow (solid line) conditions. 
4.4 Simulation Results 
An important flow phenomenon observed in the microPIV experiments was the for-
mation and decay of a vortex within the aneurysm. The magnitude and position of the 
vortex varied with the phase of the pulse cycle. Numerical simulations were performed 
to determine if the CFD aneurysm model accurately predicted the physics observed in 
the microPIV experiments. In the aneurysm simulation results, the term "vorticity" 
refers to the spanwise vorticity component in the x - y plane, given by: 
av au 
Wz = -- -ax ay (4.1) 
4.4.1 Constant inlet velocity 
The first aneurysm simulation used a fixed velocity of 0.11 m/s at the artery inlet 
such that a steady flow field developed and persisted over the course of the simulation. 
A small vortex developed near the center of the aneurysm and remained constant in 
both magnitude and position. This first simulation demonstrated that variations in 
40 
.010 .010 
! .005 ! .005 
;;:.... ;;:.... 
.000 
.000 .005 .010 .015 .020 
x(m) 
(a) 
.010 .010 
! .005 ! .005 
;;:.... ;;:.... 
.000 .005 .010 .015 .020 .000 
x(m) 
(b) 
Figure 4.2 Velocity vectors superimposed on spanwise vorticity contours (1/s) for 
aneurysm simulations using the "pump" (left) and "physiological" (right) 
inlet waveforms at pulse phases of (a) 120° and (b) 130°. 
vortex magnitude and position were not present when the inlet velocity was constant. 
Furthermore, although the governing equations of flow were discretized in both space 
and time, the result was a steady-state solution, demonstrating that the pulsatile nature 
of flow impacts vortex development. 
4.4.2 Pump flow versus physiological flow 
Experiments were performed for flow in an actual-sized flexible-wall model of a hu-
man carotid artery with a side-wall aneurysm (see Appen_dix B). A pumping device that 
supplied approximately the same pressure waveform found in an actual aneurysm repli-
cated flow through the artery model. The velocity waveform generated for an entire pulse 
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cycle is shown in the dashed curve labeled "pump" in Fig. 4.1. Figure 4.1 demonstrates 
that the velocity waveform varies as a function of the phase of the pulse cycle, where a 
full pulse cycle is 360°. The slight negative velocity near 120° was due to limitations of 
the reciprocity pump used to produce the waveforms. In actual physiological systems, 
velocity should remain at or above zero for the entire pulse cycle. 
The following set of aneurysm simulations was conducted to determine if the small 
negative velocities that occur for a slight duration in the microPIV pump's waveform 
(shown in Fig. 4.1 and labeled "pump") resulted in unrealistic flow patterns compared 
to actual carotid artery flows, whose velocities remain at or above zero over the entire 
pulse cycle (shown in Fig. 4.1 and labeled "physiological"). Figure 4.2 compares veloc-
ity vectors superimposed over vorticity contours for simulations using the "pump" and 
"physiological" inlet boundary conditions. At the pulse cycle phase of 130° (Fig. 4.2b), 
the velocity and vorticity data are nearly equivalent, with a maximum percent differ-
ence of less than 13. The only significant disagreement in the two simulations was for 
phases ranging from 115° to 125° owing to the fact that the "pump" waveform reversed 
flow at the inlet during this phase range. Figure 4.2a illustrates the differences between 
the two simulations at the 120° phase where the reversed flow in the "pump" condition 
induces fluid to move upstream (from right to left). Otherwise all other phase compar-
isons showed virtually identical velocity and vorticity irrespective of the imposed inlet 
condition. Based on the observation that the brief negative velocities in the "pump" 
waveform did not adversely affect the overall transient flow field, the aneurysm simula-
tion using the "pump" waveform was compared directly to the microPIV results. The 
Reynolds number for the "pump" waveform was defined as: 
Re = puD 
µ 
(4.2) 
where p and µ are the fluid density and viscosity, u is the magnitude of fluid velocity 
at the artery inlet, and D is the artery diameter. For the "pump" waveform Re varied 
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between zero and 1585. 
Figure 4.3 presents velocity vectors superimposed on vorticity contours at pulse 
phases of 40°, 60°, 240°, and 360° for the numerical simulations (left frames) and the 
microPIV experiments (right frames). Each set of frames depicts the flowfield for the 
x - y centerplane ( z = 0) of the aneurysm. 
During both the numerical simulations and the experiments, vorticies formed during 
the systolic phase of the pulse cycle and were located near the distal aneurysm neck. 
This finding was consistent with the experimental results of Gobin et al. [31] and the 
numerical simulation by Blustein et al. [32]. Both of these studies observed vortex 
migration towards the distal wall during flow acceleration. At 40° (Fig. 4.3a) the velocity 
is near the maximum in the pulse cycle (refer to Fig. 4.1). The numerical results show 
a stronger and more clearly developed vortex near the aneurysm neck. At this phase, 
the flow is primarily through the artery although a small vortex eddy does form within 
the aneurysm. Figure 4.3b presents results at 60° which corresponds to a phase on the 
descent of the pulse cycle. The flow tends to travel straight through the artery. It is 
during this deceleration phase that the strength of the vortex in the aneurysm peaks. A 
large vortex eddy is present near the distal wall of the aneurysm, and the simulations 
agree well with the experiments. Figures 4.3c and 4.3d show results during the diastolic 
phase and at the initial phase of the pulse cycle, respectively. The flow field travels 
straight through the artery, and there is a small vortex near the center of the aneurysm 
sac. The experiments and the numerical simulations also agree well for these two phases. 
In addition to the velocity vectors and vorticity contours for the entire field in Fig. 
4.3 , Fig. 4.4 compares local experimental and numerical u-velocity profiles in the x - y 
centerplane (z = 0) at x-locations of 3 mm, 10 mm, and 17 mm, representing locations 
upstream of, at the center of, and downstream of the aneurysm. Pulse phases of 40°, 
60° , 240°, and 360° are shown. All four phases show very good qualitative agreement 
between the profiles at all three locations and demonstrate the ability of CFD simulations 
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Figure 4.3 Velocity vectors superimposed on spanwise vorticity contours (1/s) for 
simulations (left frames) and microPIV experiments (right frames) at 
pulse phases of (a) 40°, (b) 60°, (c) 240°, and (d) 360°. 
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Figure 4.4 u-velocity profiles for simulations and experiments downstream of, at the 
center of, and upstream of the aneurysm at pulse phases of (a) 40°, (b) 
60°, ( c) 240°, and ( d) 360°. 
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to accurately reproduce experimental flow. 
Small discrepancies between between the experimental and numerical profiles are 
likely due to difficulties in measuring the experimental velocity data. Even with mi-
croPIV it is difficult to accurately measure data near the system's walls. The large 
curvature of the aneurysm model may have caused optical distortions, and the indices of 
refraction of the working fluid (water) and the aneurysm model did not match exactly. 
Additionally, the microPIV data was originally captured in four separate pieces that 
were later joined together. This process may have introduced some errors in properly 
aligning the vectors for each piece. 
The discrepancy at 40° as shown in Fig. 4.3a is most likely due to a difference in wall 
conditions between the experiments and the numerical simulations. The experiments 
featured a model with elastic walls capable of stretching and temporarily deforming. 
During the experiments, the diameter of the aneurysm sac expanded and contracted by 
a few percent over the course of the pulse cycle. The numerical simulations were unable 
to reproduce this conditions because FLUENT constrains boundaries as rigid walls. In 
spite of the observed discrepancy, the velocities and vorticities are in good agreement 
at other pulse cycle phases. More importantly, the numerical simulations were able to 
recreate the motion of the primary vortex seen in the experimental model, leading to 
the conclusion that the variation in vortex position over time is a function of pulsatile 
flow conditions, and not the presence of elasticity in the wall material. These findings 
are in agreement with the results of previous numerical simulations [61, 62, 63, 64] that 
also showed the development of a vortex that varied in position and intensity during the 
pulse cycle. 
Oscillating wall shear stress is an important phenomenon in intracranial aneurysm 
flow that correlates with aneurysm rupture [33]. Finol and Amon [63] used a numerical 
model to show that the temporal evolution of the vortex influenced oscillatory wall 
shear stress (WSS) and WSS gradients along aneurysm sac walls. The highest levels 
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of WSS and WSS gradients were obtained along the distal end of the sac wall when 
the arterial flow velocity was at its peak. Although Finol and Amon's model used a 
two-aneurysm geometry, other researchers have noted similar results in single-aneurysm 
geometries. Fukushima, Matsuzawa, and Homma [62] noted that the distal end is the 
most frequent site of rupture. They supported this conclusion by demonstrating high 
vorticity-induced WSS along the distal sac wall with a numerical model and suggested 
that fluctuations in wall shear and pressure may be associated with aneurysm growth in 
the distal direction. The present research correlates well with Fukushima's conclusions 
by showing cyclical vortex position and intensity accompanied by a strong vortex near the 
distal aneurysm sac wall during peak arterial velocity. Figure 4.5 shows WSS contours 
within the aneurysm and artery at various pulse phases. As the arterial inlet velocity 
increases, WSS along the distal sac wall rises, reaching a maximum of 0.52 N /m2 during 
the pulse cycle's peak inlet velocity at 40°. 
The variations in vortex intensity within the aneurysm can be explained by the 
pressure gradients between the artery and the aneurysm. Figure 4. 6 displays pressure 
contours in the x - y centerplane (z = 0) at 40°, 60°, 240°, and 360°. Figure 4.7 
shows local pressure profiles and v-velocity profiles across the aneurysm neck for these 
same four phases. The weaker vortices in the aneurysm at 240° and 360° correspond to 
small pressure gradients, while the strong vortex at 40° corresponds to a much larger 
gradient. The profiles in Fig. 4. 7 show that the phases with strong vortices have greater 
neck pressure gradients and elevated v-velocity near the distal aneurysm wall. At low 
velocities, the pressure gradient is small and flow tends to enter the aneurysm and form 
a vortex near the center of the sac. At higher velocities, the large pressure gradients 
between the sac and the artery cause the vortex to move towards the distal sac wall. 
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Figure 4.5 Contours of wall shear stress (N /m2) near the distal aneurysm sac wall 
at pulse phases of (a) 40°, (b) 60°, (c) 240° , and (d) 360°. 
4.4.3 Summary of aneurysm results and conclusions 
Overall , the numerical simulations compare well with the microPIV experiments 
and provide confidence that simulations can be used to further examine flow behavior 
within intracranial side-wall aneurysms. Of particular interest is the potential use of 
numerical simulations to predict the success of ESQ procedures. The use of simulations 
is a relatively inexpensive , safe, and nonintrusive method that can be used as a diagnostic 
tool. Furthermore , simulations can provide continuous, detailed flow field information 
that is often difficult to obtain from in vitro experiments. For example, the full three-
dimensinoal velocity and pressure fields can be predicted via numerical simulations, 
whereas traditional experiments only provide velocity fields in two-dimensional planes. 
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Figure 4.6 Pressure contours (Pa) at pulse phases of (a) 40°, (b) 60°, (c) 240° , and 
( d) 360°. 
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Figure 4. 7 (a) Pressure profiles and (b) v-velocity profiles across the aneurysm neck 
at pulse phases of 40°, 60°, 240°, and 360°. 
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CHAPTER 5 SIMULATIONS OF STENT 
RECONSTRUCTION 
The following sections detail the boundary conditions, initial conditions, grid resolu-
tion tests, and final simulation results of the aorta-iliac bifurcation simulations. Details 
on the cell size, time step size, working fluid, and computational performance are also 
included. 
To investigate the effects of stent geometry on flow patterns in the aorta-iliac bifurca-
tion, simulations were conducted to examine stent presence (no stents, one stent, or two 
stents), stent mismatch, and stent permeability. For each of these simulations, pressure 
and velocity data for the full computational domain were acquired every 10 time steps 
for one complete pulse cycle. 
5.1 Boundary and Initial Conditions 
The stent reconstruction simulations used five types of boundary conditions. The 
aorta inlet, shown at the top of Fig. 3.5, was specified by a velocity inlet. All simulations 
featured the pulsatile inlet velocity shown in Fig. 5.1. The waveform in Fig. 5.1 was based 
on data provided by The University of Iowa Hospital (Iowa City, IA). The profile in Fig. 
5.1 was constructed from 37 discrete phase-velocity points. The left and right iliac 
outlets, shown as the outlets of the smaller vessels in Fig. 3.5, were specified as outflow 
boundaries. The radial aorta and iliac surfaces were specified as stationary walls with a 
no-slip condition. 
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Figure 5.1 Inlet boundary condition used in the numerical simulations of blood flow 
in the bifurcation. 
The Reynolds number for the velocity waveform in Fig. 5.1 was defined as: 
Re= pvD 
µ 
(5.1) 
where p and µ are the fluid density and viscosity, v is the magnitude of fluid velocity at 
the aorta inlet, and D is the aortic diameter. For the waveform in Fig. 5.1, Re varied 
between zero and 602. 
Preliminary stent reconstruction simulations using the outflow iliac boundaries re-
vealed that the flow reversed at the iliac outlets beginning near the pulse phase of 30°. 
Initially the flow only reversed on a few cell faces of the outlets. As the pulse cycle slowed 
from its peak at 30°, the number of cell faces exhibiting reversed flow increased until 
the reversal was eliminated when inlet velocity became relatively steady during the last 
half of the pulse cycle. Altering the inlet velocity profile to include more discrete points 
failed to eliminate or reduce the reversed flow. Flow reversal also appeared irrespective 
of the inlet velocity profile being either plug or fully developed flow. 
After further investigation, the reversed flow was attributed to the outflow boundary 
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conditions as they attempted to compensate for instantaneous changes in mass flow rate 
at the aorta inlet. Post-processing of the preliminary data boundaries revealed that flow 
reversal occurred only along artery walls. The magnitude of the reversed flow velocity 
was at least one order of magnitude smaller than the velocity at other outlet faces. 
In a real aorta-iliac bifurcation, it is unlikely that the flow would reverse, especially 
because real iliacs are significantly longer (approximately 700 mm) and diverge into many 
smaller arteries. To determine if the reversed flow at the iliac outlets would influence 
flow near the stents, a simulation was run with the iliac lengths extended to 300 mm. 
Recall that the original iliac length was 30 mm. Figure 5.2 shows velocity profiles across 
the left iliac exit cross-section at z = 0 for the short iliac and long iliac simulations. 
The velocity profiles in Fig. 5.2 match almost identically (maximum difference is less 
than 0.1%). It was therefore concluded that the reversed flow at the iliac outlets did 
not adversely affect upstream flow. The original iliac length (30 mm) was used for all 
following simulations. Also, because other researchers have also noted reversed flow in 
stented arteries even when using inlet velocity waveforms that never drop below zero 
[40], the reversed flow in these simulations may not be entirely unrealistic. 
In addition to the presence of reversed flow, preliminary stent reconstruction simu-
lations were very computationally expensive and required nearly a week of real time to 
converge over an entire pulse cycle. The simulations also required considerable memory 
for data storage due to the large number of cells present in the model. To reduce com-
putational expense, the presence of symmetric flow was investigated. Figure 5.3 shows 
contours of velocity normal to the x -y centerplane, time-averaged over a complete pulse 
cycle. 
Figure 5.3 demonstrates that the normal velocity in this plane was very nearly zero. 
Normal velocity magnitudes were on the order of 10-5 m/s. Since flow symmetry requires 
zero normal velocity in the plane selected for symmetry, the use of symmetry in the 
3D model at the x - y centerplane was therefore appropriate and was employed in 
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Figure 5.2 Profiles of normal velocity across the left iliac diameter at z = 0 for the 
30 mm (short) and 300 mm (long) iliac length simulations. 
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in the full 3D bifurcation model. 
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Figure 5.4 Geometry for the aorta-iliac bifuraction with symmetry in the x - y 
centerplane. Created using GAMBIT. 
all following simulations to reduce CPU expense and data storage requirements. The 
bifurcation geometry with symmetry imposed, shown in Fig. 5.4, also featured symmetry 
in the x - y centerplanes for the stent volumes. 
Finally, the surfaces of the stent geometries, shown by the small darkened tubes in 
Fig. 3.6, were specified as porous jump boundaries. Porous jumps are used to model 
thin membranes through which fluid pressure and velocity change. The membrane has 
a finite thickness over which the pressure change is defined by a combination of Darcy's 
Law and an additional inertial loss term [51]: 
( µ 1 2) ~p = - ~v + 2c2pv ~m (5.2) 
where a is the permeability of the medium, C2 is pressure-jump coefficient, and ~m is 
the thickness of the medium. In laminar flows through porous media, the pressure drop 
is generally proportional to velocity; C2 can be set to zero and Eq. 5.2 reduces to: 
(5.3) 
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FLUENT incorporates Eq. 5.3 on the faces of cells by using the velocity component 
normal to the medium face to calculate the pressure drop across the cell face, which in 
turn influences the pressure and velocity in cells surrounding the medium. Determination 
of a is an important step in ensuring the accuracy of the flow model. Using tabulated 
experimental data for fibrous metallic mats , a was defined as a function of the solid 
volume fraction and fiber diameter of the stent. Jackson and James [58] compiled a 
list of dimensionless permeabilities for laminar flows through fibrous porous media. The 
dimensionless permeability was defined as: 
~ = f (B) 
a 
(5.4) 
where a is the stent fiber diameter and B is the volume fraction of solid material in 
the porous medium. Jackson and James [58] presented f (B) as a set of experimental 
data points and listed B values for many variations in fiber material, fiber diameter, 
flow rate, and working fluid. Typical B values for stents range between 0.2 and 0.4 
and corresponded to a permeability on the order of 10-8 m2. Stent inlet and outlet 
boundaries were specified with a very large permeability (a = 1010 m2 ) such that the 
flow did not experience a pressure drop of any significant degree as it crossed these 
boundaries. 
All stent reconstruction simulations were initialized to quiescent flow conditions; 
pressure and all velocity components were initialized to zero. 
5.2 Grid Resolution and Working Fluid 
Stented bifurcation geometries were created with GAMBIT and meshed with ap-
proximately 700,000 cells. Stent reconstruction meshes were created using GAMBIT 
on Iowa State University's College-Level Unified Environment Network on a SunFire 
V 480 with four 900 MHz UltraSparc III-Cu processors and 16 GB of memory [59]. The 
system required approximately 45 minutes to generate the 700,000-cell aneurysm mesh. 
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Table 5.1 Mesh convergence studies for coarse (3), medium (2), and fine (1) bifur-
cation meshes. Superscript notation refers to a comparison between two 
meshes. ¢A = velocity magnitude at (x, y, z) = (0,-30.0,0) mm. </>B = 
velocity magnitude at (x, y, z) = (15.6,-59.6,0) mm. 
Grid Ncells ¢A (Pa) </>B (m/s) 
Coarse (3) 13508 0.1146 0.2918 
Medium (2) 103138 0.1175 0.3065 
Fine (1) 714503 0.1179 0.3106 
Apparent order (p) 2.76 1.82 
Approximate (a) relative error 
e32 
a 2.47% 4.79% 
e21 
a 0.36% 1.34% 
Extrapolated (ext) relative error 
32 
eext 0.42% 1.86% 
21 
eext 0.06% 0.53% 
Grid convergence index 
cc1:;edium 0.53% 2.36% 
GCizlne 0.08% 0.66% 
The mesh was validated using the same GCI method as used for the aneurysm mesh. 
Table 5.1 compares flow velocity upstream and downstream of a stent for three succes-
sively finer meshes and indicates that the 700,000-cell mesh was sufficient for relatively 
grid-independent solutions. 
The working fluid in the stent reconstruction simulations was based on properties 
representative of human blood (p = 1060 kg/m3 , µ = 4 centipoise). The density, viscos-
ity, and Newtonian assumption were consistent with aortic blood properties indicated 
in the reviewed literature [15]. 
5.3 Computational Performance and Post-Processing 
Fluid dynamics simulations were performed on an Intel Xeon cluster at Iowa State 
University's High Performance Computing Center. The cluster features 44 nodes each 
with dual 2.8 GHz Intel Xeon processors and 2 GB of memory. Each processor has 
a 400 MHz front-side bus for a maximum memory bandwidth of 3.2 GB/s [60]. All 
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simulations in this research were performed by running FLUENT in parallel on one 
node of this cluster. 
Because the computers used to run the simulations limited jobs to 144 CPU hours 
per job, a time step size of 0.002 s was used for all bifurcation simulations to allow for 
time-averaged data from a full 1-s pulse cycle to be contained within a single output 
data file. The stability of FLUENT's implicit solution method is independent of time 
step size and it can be arbitrarily selected. The cluster required approximately 120 hours 
of CPU time to reach converged solutions for the bifurcation simulations. Convergence 
within each time step was attained for all simulations when scaled residuals for pressure 
and velocity each dropped by at least three orders of magnitude. 
The output data files for each simulation were re-loaded into FLUENT. Since FLU-
ENT stores a very large amount of information in its data files, the output data was 
post-processed to include only the pressure, velocity, and wall shear stress in surfaces 
of interest. Post-processed data files were visualized using Tecplot version 10 (Tecplot 
Incorporated, Bellevue, WA) 
5.4 Simulation Results 
The results of the stent reconstruction simulations are presented in this section. 
Figure 5.5 shows a sketch of the stent reconstruction geometry with the five planes 
selected for data analysis. "Stent inlet" is an x - z plane at y = -30.5 mm. It is located 
just above the stent inlets. "Thru stent inlet" is an x - z plane at y = -35.5 mm that 
passes through the portions of the stents that protrude into the aorta. "Thru stent 
base" is an x - z plane at y = -47.5 mm, located near the aortic bifurcation. "Thru 
stent outlet" is offset 5 mm upstream from the stent outlet plane. "Stent outlet" is 
aligned with and located near the stent outlet in the right iliac. These five planes will 
be referenced frequently in the following discussions. 
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Figure 5.5 Sketch of the stent reconstruction geometry with five planes of interest 
labeled. 
Two additional definitions are needed before proceeding further. "Spanwise vortic-
ity" will refer to the z-component of vorticity (in the x - y plane) and will be defined 
by: 
av au 
Wz = - - -ax By (5.5) 
"Streamwise vorticity" will refer to the y-component of vorticity (in the x - z plane) 
and will be defined by: 
au aw 
w =---
y az ax (5.6) 
5.4.1 Unstented simulation 
The initial simulation featured an aorta-iliac geometry with no stents. This simu-
lation was used to determine the general fluid mechanics present in the system. The 
unstented results were used as a baseline for comparison with further simulations. 
The key flow phenomena of the unstented aorta-iliac system were variations in wall 
shear stress (WSS) and vorticity. The transient velocity inlet induced oscillations in 
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Figure 5.6 Peak values for (a) WSS and (b) spanwise vorticity, plotted versus the 
pulse phase. Peak values occurred along the artery wall near the bifur-
cation. 
WSS and vorticity near the artery walls. Both maximum WSS and maximum spanwise 
vorticity were located near the artery wall where the aorta bifurcates into the two iliacs , 
medial to the iliac openings, in the x - y centerplane (z = 0) irrespective of the pulse 
phase. This location is circled for one iliac in Fig. 5.6. In relation to the pulse phase 
cycle, maximum WSS ranged from a peak of 5. 70 N /m2 at 30° to a minimum of 0.30 
N /m2 at 150°. Maximum spanwise vorticity showed a similar relationship , with a peak 
of 726 s-1 at 30° and a minimum of 41 s- 1 at 150°. Figure 5.6 shows maximum vorticity 
and WSS values plotted for each phase of the pulse cycle. Each plot followed a trend 
similar to the velocity inlet profile (Fig. 5.1). 
Figure 5. 7 shows contours of WSS and spanwise vorticity along the bifurcation wall 
near the peak inlet velocity phase of 30°. Note that both peak WSS and peak spanwise 
vorticity occurred at approximately the same location along the artery wall. Although 
only the 30° phase is shown, the peak values occurred at nearly the same location shown 
in Fig. 5. 7 for all phases 
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Figure 5.7 Contours of (a) WSS (N/ m2 ) and (b) spanwise vorticity (s- 1 ) near the 
bifurcation wall of the left iliac for a pulse phase of 30°. 
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Figure 5.8 Sketches of the x - y centerplanes for (a) no stents , (b) one stent , and 
( c) two stents. 
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5.4.2 Effects of stent presence 
After the fundamental flow phenomena of an unstented aorta-iliac bifurcation were 
established, further simulations were conducted to determine how the presence of stents 
altered the flow. One simulation featured a stent inserted only in the right iliac while 
an additional simulation featured stents in both iliacs. Figure 5.8 shows a sketch of the 
unstented, one-stent, and two-stent cases. 
It should be noted that many of the changes shown and discussed for the stent 
presence simulations were all taken from the pulse phase of 30° at which the inlet velocity 
was near its peak. It was during this phase of the pulse cycle that the most significant 
magnitudes of flow phenomena discrepancies appeared in comparison to the unstented 
case. 
Data from the unstented, one-stent, and two-stent cases were analyzed in the five 
planes shown in Fig. 5.5 as well as the x - y centerplane. The variables that best illus-
trated the differences in flow phenomena between the three cases were WSS , stream wise 
vorticity, and spanwise vorticity. Figure 5.9 displays the peak WSS in each of the six 
planes for the unstented, one-stent , and two-stent cases at four important pulse phases. 
As demonstrated by Fig. 5.9, changes in peak WSS due to stent presence were very 
small. Peak WSS in the stent inlet plane at 145° (Fig. 5.9a) increased by 5.96% between 
the unstented and two-stent cases, however the magnitude of the increase (0.0031 N /m2 ) 
was very small. Changes in peak WSS at other planes and pulse phases were less than 
1 %. Peak WSS in the stent outlet plane (Fig. 5.9b) tended to decrease slightly (less than 
1 % change) at most pulse phases. The greatest change was seen in the x - y centerplane 
at 90° (Fig. 5.9f), where peak WSS increased from 0.574 N/m2 in the unstented case to 
0.592 N / m2 in both the one-stent and two-stent cases , an increase of of 3.14 %. In all 
three cases, the WSS peak was located near the bifurcation wall of the right iliac (see 
Fig. 5.7). 
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Figure 5.9 Peak WSS at four phase locations for the unstented, one-stent, and two-s-
tent cases. Planes shown are (a) stent inlet , (b) stent outlet , (c) thru 
stent inlet , (d) thru stent base, (e) thru stent outlet , and (f) x - y cen-
terplane. 
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Figure 5.10 Contours of WSS (N /m2) in the x - y centerplane near the outer right 
iliac wall for (a) no stents and (b) two stents. 
When in contact with the artery, stents are known to reduce WSS along the artery 
wall, a condition that promotes thrombus formation . Figure 5.10 displays contours of 
WSS along the right iliac wall in the x - y centerplane for the unstented and two-stent 
cases. Note that the red region of maximum WSS is noticeably smaller in the two-stent 
simulation. Figure 5.10 demonstrates that the stent reconstruction simulations were 
successful in modeling the reduced wall shear condition observed in in vivo research [65] . 
Stent presence also had a small effect on spanwise vorticity. In most planes and pulse 
phases, changes in peak spanwise vorticity between the unstented and the one-stent and 
two-stent cases were less than 1%. In the :r-y centerplane, however , changes in spanwise 
vorticity were more significant. The greatest change in peak spanwise vorticity occured 
in the x - y centerplane near the 145° pulse phase. Peak negative spanwise vorticity 
decreased from 102.4 s- 1 in the unstented case to 96. 7 s- 1 in the one-stent and two-stent 
cases , a decrease of 5.65%. At the 90° pulse phase, peak negative spanwise vorticity in 
the x - y centerplane rose from 85.4 s- 1 in the unstented case to 89.4 s- 1 in the two-
stent case , an increase of 4.68%. At other planes and pulse phases, changes in spanwise 
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Table 5.2 Summary of peak streamwise vorticity and changes in peak streamwise 
vorticity for unstented, one-stent, and two-stent simulations in the "thru 
stent inlet" plane at 30°. Percent changes are in relation to the unstented 
case. 
Sim. Peak CCW wy (s- 1) change Peak CW wy (s- 1) change 
Unstented 19.60 -16.25 
One stent 19.68 0.41% -17.88 10.03% 
Two stents 21.31 8.72% -17.97 10.58% 
vorticity were typically under 2%. 
Unlike the small changes seen in WSS and spanwise vorticity, stent presence intro-
duced more significant changes in streamwise vorticity. Figures 5.11 and 5.12 display 
the peak negative (clockwise, CW) and positive (counter-clockwise, CCW) spanwise 
vorticity in each of the six planes for the unstented, one-stent, and two-stent cases at 
four important pulse phases. The most significant changes were found in the "thru stent 
inlet" plane (Figs. 5.llc and 5.12c) at a pulse phase of 30°. Table 5.2 summarizes the 
changes in peak streamwise vorticity at this plane and phase for each of the three stent 
presence cases. In the planes of the stent inlets and outlets, vorticies initially formed 
during diastole (around 145°) and varied in magnitude over the rest of the pulse cycle. 
Figure 5.13 compares contours of streamwise vorticity in the "thru stent inlet" plane 
for the unstented (Fig. 5.13a), one-stent (Fig. 5.13b), and two-stent (Fig. 5.13c) simula-
tions. The first row shows the entire plane and stent cross-sections. Due to the symmetry 
boundary condition discussed in Sect. 5.1, the data in the first row of Fig. 5.13 were 
mirrored about the x-axis in order to depict the entire cross-section. The second row of 
Fig. 5.13 shows enlargements of the section near the right iliac to emphasize regions of 
high vorticity; this region is indicated by the small box on the right sides of frames in the 
first row. Similarly, the third row shows enlargements of the section near the left iliac; 
this region is indicated by the small box on the left sides of the frames in the first row. 
The presence of stents elevated both the magnitude of maximum vorticity and the size 
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Figure 5.11 Peak negative streamwise vorticity in six planes of interest at four im-
portant phase locations for the unstented, one-stent, and two-stent sim-
ulations. Planes shown are (a) stent inlet, (b) stent outlet, (c) thru 
stent inlet, ( d) thru stent base, ( e) thru stent outlet, and ( f) x - y 
centerplane. 
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Figure 5.12 Peak positive streamwise vorticity in six planes of interest at four im-
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centerplane. 
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Figure 5.13 Contours of streamwise vorticity (s- 1) in the "thru stent inlets" plane at 
a pulse phase of 30° for (a) unstented, (b) one-stent, and ( c) two-stent 
simulations. 
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Figure 5.14 Contours of streamwise vorticity (s- 1 ) in the plane of the stent inlets at 
a pulse phase of 30° for (a) unstented, (b) one-stent , and ( c) two-stent 
simulations. 
of the region featuring high vorticity. Another notable feature in Fig. 5.13 is the lack 
of symmetry between the contours in the second and third rows for the no-stents and 
two-stent cases. While the magnitudes of streamwise vorticity in these frames were very 
similar, they were not identical as expected. The discrepencies between these frames 
were likely due to the unstructured grid required to mesh the 3D model. 
Stents also introduced small changes in the maximum streamwise vorticity near stent 
inlets and outlets. Figures 5 .14 and 5 .15 display contours of stream wise vorticity in the 
planes of the stent inlets and outlets , respectively. In the plane of the stent inlets (shown 
in 5.14, located at y = -30.5 mm) , maximum streamwise vorticity at 30° increased from 
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Figure 5.15 Contours of streamwise vorticity (s- 1) in the plane of a stent outlet at 
a pulse phase of 30° for (a) unstented, (b) one-stent , and ( c) two-stent 
simulations. 
4.88 s- 1 in the unstented artery to 5.09 s- 1 in the two-stent artery, an increase of 4.3%. 
The presence of one stent caused a very small (less than 13) increase in maximum 
streamwise vorticity. In the plane of the stent outlets (5.15) , both one-stented and two-
stented arteries indicated a decrease in the maximum streamwise vorticity at 30°, from 
5.25 s- 1 in the unstented case to 5.11 s- 1 in the stented cases, a change of 2.6%. As 
mentioned in the beginning of this subsection, the streamwise vorticity formed at the 
stent inlets and outlets during the diastole phase of the pulse cycle, near 145°. 
Unfortunately, the implications of stent presence on vorticity in cardiovascular hemo-
dynamics have not been well-documented. In general, stents have been shown to induce 
regions of elevated vorticity and flow separation near both the stent inlets and outlets 
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Figure 5.16 Velocity streamlines near the bifurcation wall for (a) unstented, (b) 
one-stent, and ( c) two-stent simulations. 
and form during diastole [41, 48]. The present results for streamwise vorticity appear to 
support the vorticity trends shown in these earlier studies, however the present results 
on spanwise vorticity are somewhat inconclusive. 
Although many of the noted changes in WSS, streamwise vorticity, and spanwise 
vorticity introduced by the stents were small in magnitude, they may still be physio-
logically significant. A heart that pumps blood at a rate of 60 beats per minute will 
beat 3,600 times per hour and 86,400 times a day, meaning that any abnormalities will 
also appear 86,400 times a day. Therefore while a small change in a WSS peak at a 
particular instance in time may appear insignificant, it is important to understand that 
any change in a system with such frequent cycling can become significant over time. 
Another phenomena introduced by the stents was an increase in aortic "dead space." 
Dead space is the medical term used to describe the tendency for stents to discourage 
blood flow from reaching the artery wall near the bifurcation (at the distal end of the 
aorta). Over time, too much dead space will result in inadequate nutrient supply to the 
aortic bifurcation. Figure 5.16 shows velocity streamlines near the aortic bifurcation for 
simulations with no stents, one stent, and two stents. The region of dead space, taken 
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(a) (b) 
Figure 5 .17 Sketches of the x - y centerplanes for (a) small mismatch and (b) large 
mismatch. 
here as the region untouched by a streamline, was increased by the presence of stents. 
Figure 5.16b clearly illustrates the effect of stent presence on flow near the bifurcation 
wall. Flow through the stented right iliac was further separated from the wall near the 
bifurcation and followed the curvature of the stent to a greater degree than flow through 
the unstented left iliac. 
5.4.3 Effects of stent mismatch 
Placing a stent in an artery is a delicate medical procedure. When placing a stent 
in each of the iliac arteries, aligning the stents so that they protrude equally into the 
aorta can be difficult even for an experienced surgeon. Simulations were conducted to 
determine the effects of stent mismatch, here defined as the level of mis-alignment of the 
stent protrusions into the aorta. One simulation featured a small mismatch where the 
stents were mis-aligned by only 1 mm, such that the right was inserted 1 mm further into 
its target iliac than the left stent into its target iliac as shown in Fig. 5. l 7a. A second 
simulation featured a large mismatch where the stents were mis-aligned by 5 mm, shown 
in Fig. 5. l 7b. Results were compared to the perfectly aligned two-stent case (Fig. 5.8c). 
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Figure 5.18 Contours of WSS (N /m2 ) in the x - y centerplane near the right bifur-
cation wall, at 30° , for (a) perfect alignment, (b) small mis-match, and 
( c) large mis-match. All three simulations featured two stents. 
The most significant finding in the mismatch simulations was an elevation of WSS 
in the x - y centerplane, along the wall closest to the bifurcation on the side of the right 
iliac, where the right stent was further inserted than the left stent. Figure 5.18 shows 
contours of WSS in the x - y centerplane for the no mis-match, small mis-match, and 
large mis-match cases. Along this plane, peak WSS at 30° rose from 5.64 N /m2 in the 
no mis-match case to 5.91 N/m2 in the large mis-match case, an increase of 4.75%. The 
small mis-match case did not show a significant deviation in WSS from the no mis-match 
case. There was also no change in WSS along the wall closest to the bifurcation on the 
side of the left iliac, for either the small or large mis-match cases. 
Figures 5.19 and 5.20 show contours of WSS and vorticity, respectively, in the stent 
inlet plane for the mis-match simulations. The small and large mis-match cases lowered 
maximum WSS at 30° from 1.18 N/m2 in the no mis-match case to 1.15 N/m2 and 1.13 
N /m2 , respectively, corresponding to change of 3.25% and 4.50%. Maximum streamwise 
vorticity in the stent inlet plane increased from 5.09 s- 1 in the no mis-match case to 
5.78 s- 1 in the small mis-match case (an increase of 13.67%) and 6.20 s- 1 in the large 
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Figure 5.19 Contours of WSS (N/m2 ) in the stent inlet plane (y = -30.5 mm) at 30°, 
for (a) no mis-match, (b) small mis-match, and (c) large mis-match. 
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Figure 5.20 Contours of streamwise vorticity (s- 1 ) in the stent inlet plane (y = -30.5 
mm) at 30°, for (a) no mis-match, (b) small mis-match, and (c) large 
mis-match. 
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mis-match case (an increase of 21. 913). In the stent outlet plane, the small and large 
mis-match cases lowered maximum WSS at 30° from 3.34 N /m2 in the no mis-match case 
to 3.16 N /m2 and 3.19 N /m2 , respectively, corresponding to changes of 5.393 and 4.493. 
These changes were most likely due to the stent outlets being further downstream in the 
mis-matched cases than in the aligned case; in the unstented case, maximum WSS in 
cross-sectional planes of the iliacs decreased as the flow proceeded deeper into the iliacs. 
Unlike the data at the stent outlets, the data at the stent inlets were all acquired from 
the same plane location. Therefore, the deviations in maximum WSS and streamwise 
vorticity in the stent inlet plane (y = -30.5 mm) must be due to the level of stent 
mis-match. 
5.4.4 Effects of low-permeability stents 
The final stent reconstruction simulation featured the same geometry as the two-
stent case, but with the permeability (a) of the stent walls lowered to 10-9 m2 . Recall 
that the original two-stent case had stent walls with a = 10-8 m2 . It is worthwhile to 
note that an actual stent with a = 10-9 m2 would have extremely dense fiber spacing. 
It is unlikely that such a stent would ever be used in a real-world surgical treatment. 
Rather, the low-permeability simulation was conducted for comparative purposes to 
validate that the original stent with the higher permeability was representing realistic 
fluid mechanics. 
Figure 5.21 compares velocity streamlines near the bifurcation wall between two-stent 
simulations with a = 10-8 m2 (high permeability) and a = 10-9 m2 (low permeability). 
The region of aortic dead space was greatly increased in the low permeability case. 
This result demonstrates that the fluid mechanics of the stented system were behaving 
realistically. A less permeable stent , represented by the case where a = 10-9 m2 , should 
have denser fiber spacing and should allow for less fluid to pass through the stent wall. 
Streamlines through a less permeable stent should therefore follow trajectories that 
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Figure 5.21 Velocity streamlines near the bifurcation wall for (a) two stents, 
a = 10-8 m2 , and (b) two stents, a = 10-9 m2 . 
conform to the curvature of the stent, which is exactly the case shown in Fig. 5.21b. 
Figure 5.22 shows contours of spanwise vorticity in the x -y centerplane for the high 
and low permeability cases at 30°. The maximum vorticity in this plane decreased from 
714 s-1 in the high-permeability case to 654 s-1 in the low-permeability case. However, 
the region of maximum vorticity extended much further along the inner left iliac wall in 
the low-permeability case. The inner right iliac wall showed a similar result. 
The results shown in Figs. 5.21 and 5.22 demonstrate that utilizing stents with 
larger fiber spacing (lower permeability) produced flow phenomena more similar to the 
unstented case. These results are in agreement with the findings of Robaina et al. 
[43], who suggested that larger fiber spacings promote flow that is more similar to the 
physiological norm. The contours of Fig. 5.22 also support the findings of Berry et 
al. [41], who demonstrated that large fiber spacings produce continuous regions of flow 
separation along stented artery walls. 
As a general summary, the low-pereability stent magnified the fluid mechanical dis-
turbances introduced by the high-permeability stent. For example, in the plane of the 
stent inlets at 30° , the high-permeability stent increased maximum streamwise vorticity 
by 7.6% in comparison the unstented case; the low-permeability stent increaed max-
imum streamwise vorticity by 55.9%. Table 5.3 lists the magnitudes of and changes 
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Figure 5.22 Contours of spanwise vorticity (s- 1 ) in the x - y centerplane near the 
left bifurcation wall for (a) two stents, a= 10- s m2 , and (b) two stents, 
a = 10- 9 m2 . Pulse phase = 30°. 
in WSS, span wise vorticity, and stream wise vorticity for the unstented , one-stent , two-
stent , and low-permeability simulations. These magnifications in changes introduced by 
the low-permeability stents lend support to the conclusion that the small changes in 
flow phenomena introduced by the more permeable stents were in fact due to the stent 
presence. 
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Table 5.3 Summary of peak WSS, spanwise vorticity, streamwise vorticity, and 
changes in these variables for unstented, one-stent, two-stent, and low-per-
meability simulations at a pulse phase of 30° and in the stent inlet plane, 
stent outlet plane, and the x - y centerplane. Percent changes are in 
relation to the unstented case. 
WSS (N/m2) No stents One stent Two stents Low perm. 
Stent inlet 1.18 1.18 (0.513) 1.18 (0.473) 1.30 (10.053) 
Stent oulet 3.34 3.34 (-0.103) 3.34 (-0.113) 3.31 (-0.963) 
x - y center 5.70 5.70 (-0.023) 5.64 (-0.953) 6.07 (6.573) 
Wy (s-I) No stents 1 stent 2 stents Low perm. 
Stent inlet -487 -487 (-0.083) -486 (-0.243) -470 (-3.523) 
Stent oulet -1263 -1265 (0.103) -1265 (0.103) -1278 (1.183) 
x - y center 727 727 (-0.01%) 713 (-1.80%) 654 (-9.95%) 
Wz (s-1) No stents 1 stent 2 stents Low perm. 
Stent inlet 4.88 4.90 (0.48%) 5.09 ( 4.273) 7.61 (55.91%) 
Stent oulet 5.25 5.11 (-2.633) 5.11 (-2.65%) 4.26 (-18.903) 
x - y center -19.7 -19 .4 ( -1. 73 % ) -19.4 (-1.733) -24.4 (23.60%) 
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CHAPTER 6 CONCLUSIONS, IMPACT, LIMITATIONS, 
AND FUTURE WORK 
The present research consisted of two major investigations using computational fluid 
dynamics to simulate the hemodynamics of arterial systems. In the first investigation, 
numerical simulations of flow in an intracranial side-wall aneurysm were performed. The 
resulting velocity vectors and vorticity contours compared very favorably with data from 
in vitro microPIV experiments on an equivalently-sized aneurysm geometry. However, 
there was evidence to suggest that the elastic walls present in the microPIV experiments 
and absent from the numerical simulations played a role in sustaining primary vortex 
development within the aneurysm, particularly during pulse phases of high velocity. 
In the second investigation, numerical simulations of stent reconstruction of an aor-
tic bifurcation were performed. The geometry consisted of the aorta and its two iliac 
branches. The effects of stent presence, stent alignment , and stent permeability were 
investigated. Stent presence lowered wall shear stress along stent artery walls and ele-
vated streamwise vorticity near the stent inlets and outlets. When reconstruction fea-
tured two mis-aligned stents ( stent inlets were not in the same plane in the aorta), wall 
shear stress decreased and streamwise vorticity increased, proportional to the degree of 
mis-alignment. Low permeability stents had the general effect of magnifying the flow 
abnormalities seen in the stent presence simulations. 
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6.1 Conclusions and Impact 
Three major conclusions can be drawn from the results of the aneurysm and stent 
reconstruction simulations. First, the CFD simulations appeared to be capable of rep-
resenting real blood flow in the cardiovascular system. The results of the aneurysm 
simulations matched very closely with the microPIV experiments that they were based 
upon. The aneurysm and stent reconstruction simulations also demonstrated many of 
the same flow phenomena seen in earlier in vitro and in vivo research on similar geome-
tries. The impact of these results, perhaps in the distant rather than the near future, lies 
in the realm of predictive medicine. Doctors today have limited means of determining if 
patients who undergo surgeries such as ESQ and stenting will encounter post-operative 
complications. With continued progress in computational power, biomedical imaging, 
and successful numerical methods, patient-specific numerical models with be able to pre-
dict the outcomes of surgeries by simulating post-operative conditions before actually 
performing the surgery. These models will ultimately lead to higher surgical success 
rates and improved quality of life for people with cardiovascular disease. The present 
research provides a basis for future efforts in this direction. Numerical simulations can 
also provide data for variables that can be difficult to capture in vivo or in vitro, such 
as pressure and wall shear, that will lead to a greater understanding of blood flow in the 
cardiovascular system. 
Second, the method of representing the stent geometries with porous jump bound-
ary conditions was successful in producing realistic fluid mechanics within the stented 
arteries. This method is a novel technique that has not been previously documented in 
numerical simulations of stent reconstruction. It provides a means of representing stent 
geometry (and realistic hemodynamics within the geometry) without the often tedious 
process of modeling each individual stent fiber. It should be noted, however, that the 
stent model in this research is not capable of capturing flow phenomena around individ-
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ual stent fibers. If detailed flow fields very near the wall of a stented artery are desired, 
an alternative model will be needed. 
Third, the level of stent alignment and the stent permeability play a dominant role in 
the fluid mechanics of two-stented aorta-iliac bifurcations. Both the large (5 mm) mis-
match case and the low-permeability case produced significant deviations from the flow 
phenomena seen in the unstented case. Any biomedical implant, such as a stent, that 
greatly alters the physiological conditions within the body will be treated as an invader 
by the immune system, and will fail. Therefore, it is concluded from this research that to 
achieve optimal flow conditions in two-stent reconstruction of the aorta-iliac bifurcation, 
the stent protrusions should be matched as closely as possible, and the stent fiber spacing 
should be as large as possible. Further simulations considering a wider range of mis-
matches and permeabilities could test the validity of these conclusions. 
6.2 Limitations and Future Work 
The greatest limitation of the aneurysm simulations was the use of water as a working 
fluid. Water, rather than blood, was selected in order to match the fluid used in the 
microPIV experiments and allowed the simulations to closely match the experimental 
results. In order to more realistically model physiological blood flow, future simulations 
should consider using a working fluid representative of blood rather than water. 
The stent reconstruction simulations were also limited by the simplicity of the work-
ing fluid. Blood was modeled as a single-phase fluid. In reality blood is a multi-phase 
fluid consisting of plasma and numerous types of cells in suspension. Preliminary stent 
reconstruction simulations modeled blood as a two-phase fluid consisting of 60% plasma 
and 40% red blood cells by volume. The resulting velocity field displayed subtle but 
significant differences in the iliac arteries in comparison to the single-phase simulations. 
Ultimately, the simulations were unable to model blood as a multi-phase fluid due to the 
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increased computational cost required; multi-phase simulations needed twice the CPU 
time and data storage of single-phase simulations. Future research efforts in stent recon-
struction would be wise to consider a more realistic multi-phase model for blood, rather 
than the simplified single-phase model. Such work would require greater computational 
resources than those available for the present research. 
Another limitation of the stent reconstruction simulations was the use of a plug 
velocity profile at the aorta inlet. Fully-developed velocity profiles in FLUENT require 
user-defined functions that specify the velocity as a function of both space and time. 
Although the spatial equations for fully-developed pipe flow were readily available, the 
transient profiles shown in Figs. 4.1 and 5.1 were not well-represented by polynomial 
functions. FLUENT also allows for the input of custom boundary conditions in tabular 
form. Efforts were made to create a transient paraboloid inlet profile using this method. 
Specifying the velocity at all inlet coordinates for all 500 time steps of one complete pulse 
cycle required a prohibitively large number of data points, and failing to update the inlet 
velocity at every time step introduced longer periods of the reversed flow discussed in 
Section 5.1. In light of these complications, a simple plug profile was specified at the 
aorta inlet. While blood flow in the aorta may not be entirely fully developed, it is most 
certainly not plug flow. Future simulations could be made more realistic by attempting 
to represent the transient profiles of Figs. 4.1 and 5.1 with more complex equations. 
The stent reconstruction simulations were also limited by the specified pulse rate, 
which was set at 60 beats per minute for all simulations. A rate this low is probably 
not representative of people who suffer from cardiovascular diseases. Future simula-
tions should consider using higher pulse rates and investigating how the systems' flow 
phenomena change. 
Finally, both the aneurysm and stent reconstruction simulations were limited by the 
CPU time required to reach convergence. In vitro experiments of pulsatile blood flow 
often run hundreds of pulse cycles or time-average many pulse cycles in an effort to 
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reduce transient effects. While the aneurysm simulations were run for five pulse cycles 
before collecting data, the stent reconstruction simulations were only able to include 
data from the initial pulse cycle. Running one complete stent reconstruction pulse cycle 
required roughly two days of real time and approached the limit of CPU time allowed for 
single jobs on the Xeon cluster. Future research should consider running simulations for 
a larger number of pulse cycles to determine if a quasi-steady solution can be achieved. 
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APPENDIX A THE ALGEBRAIC MULTIGRID 
FLUENT uses a multigrid scheme to accelerate the convergence of the solver by 
computing corrections on a series of coarse grid levels. This scheme can greatly reduce 
the iterations and CPU time required to reach convergence, particularly in models with 
large numbers of cells. 
A.1 The Basic M ultigrid Concept 
Consider the set of discretized (or linearized) equations given by Eq. A.l: 
(A.1) 
where <l>e is the exact solution. Before the solution has converged, there will be a defect 
d associated with the approximate solution ¢: 
Ac/>+ b = d (A.2) 
The solution seeks a correction 'lj; such that the exact solution is given by: 
(A.3) 
Substituting Eq. A.3 into Eq. A.l gives: 
A'lj; +(Ac/>+ b) = O (A.4) 
Substituting Eq. A.2 into Eq. A.4: 
A'lj; + d = 0 (A.5) 
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Equation A.5 gives the correction in terms of the original fine level operator A and the 
defect d. Assuming the local (high-frequency) errors have been sufficiently damped by 
the relaxation scheme on the fine level, the correction 'ljJ will be smooth and therefore 
more effectively solved on the next coarser level. 
A.2 Restriction and Prolongation 
Solving for corrections on the coarse level requires transferring the defect down from 
the fine level (restriction), computing corrections, and then transferring the corrections 
back up from the coarse level (prolongation). The equation for coarse level corrections 
'l/JH is: 
(A.6) 
where AH is the coarse level operator and R is the restriction operator responsible for 
transferring the fine level defect down to the coarse level. The solution of Eq. A.6 is 
followed by an update to the fine level solution given by: 
(A.7) 
where P is the prolongation operator used to transfer the coarse level corrections up to 
the fine level. 
A.3 Unstructured Multigrid 
The primary difficulty with using multigrid schemes on unstructured grids is the 
creation and use of the coarse grid hierarchy. On a structured grid, the coarse grids can 
be formed simply by removing every other grid line from the fine grid. Prolongation 
and restriction operators are subsequently simple to formulate. FLUENT overcomes 
the difficulties of applying multigrid schemes on unstructured grids with an algebraic 
multigrid (AMG) scheme. 
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The AMG algorithm is referred to as an "algebaic" multigrid scheme because it 
generates coarse level equations without the use of any geometry of re-discretization 
on the coarse levels, a feature that makes AMG useful for calculations on unstructured 
meshes. The advantage of using AMG is that no coarse grids have to be constructed 
and stores, and no fluxes or source terms have to be evaluated on the coarse levels. 
A.3.1 AMG restriction and prolongation operators 
The restriction and prolongation operators used in AMG are based on the additive 
correction (AC) strategy described for structured grids by Hutchinson and Raithby [66). 
Inter-level transfer is accomplished by piecewise constant interpolation and prolongation. 
The defect in any coarse level cell is given by the sum of defects from the fine level cell 
it contains, while fine level corrections are obtained by injection of coarse level values. 
In this manner, the prolongation operator is given by the transpose of the restriction 
operator: 
(A.8) 
The restriction operator is defined by a coarsening (or grouping) of fine-level cells into 
coarse-level cells. Each fine-level cell is grouped with one or more of its "strongest" 
neighbor cells, with a preference given to currently ungrouped neighbor cells. The algo-
rithm attempts to collect cells into groups of fixed size, typically two or four, but any 
number of cells can be specified. In the context of grouping, "strongest" refers to the 
neighbor cell j of the current cell i for with the coefficient Aij is largest. For sets of 
coupled equations, Aij is a block matrix and the measure of its magnitude is taken to be 
the magnitude of its first element. In addition, the set of coupled equations for a given 
cell are treated together, and not divided between different coarse cells, to give the same 
coarsening for each equation in the system. 
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A.3.2 AMG coarse level operator 
The coarse-level operator AH is constructed using a Galerkin approach and requires 
that the defect associated with the corrected fine-level solution vanishes when transferred 
back to the coarse level: 
Rdnew = Q (A.9) 
Upon substituting Eqs. A.2 and A.7 for dnew and ¢new: 
(A.10) 
Rearranging Eq. A.10 and substituting Eq. A.2 again: 
RAP'lj;H +Rd=O (A.11) 
Comparing of Eq. A.11 with Eq. A.6 gives the following expression for the coarse level 
operator: 
AH= RAP (A.12) 
The construction of coarse level operators thus reduces to a summation of diagonal 
and corresponding off-diagonal blocks for all fine level cells within a group to form the 
diagonal block of that group's coarse cell. 
A.3.3 Residual reduction rate criteria 
The AMG procedure invokes calculations on the next coarser grid level when the 
error reduction rate on the current level is insufficient, as defined by: 
(A.13) 
Here Ri is the absolute sum of residuals computed on the current grid level after the 
ith relaxation on this level. If the residual present in the iteration solution after i 
relaxations is greater than a fraction (3 (between 0 and 1) of the residual present after 
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the (i-1) relaxation, the next coarser grid level should be visited. Thus {3 is referred to 
as the residual reduction tolerance. It determines when to move from one grid to the 
next. The value of {3 therefore determines the frequency at which coarser grid levels are 
visited. FL UENT's default {3 is 0. 7. A larger {3 will result in less frequent visits, and a 
smaller {3 will result in more frequent visits. 
A.3.4 Termination criteria 
Provided that the residual reduction rate is sufficiently rapid, the correction equations 
will converge on the current grid level and the result will be applied to the next finer 
grid level. 
The correction equations on the current grid level are considered sufficiently con-
verged when the error in the correction solution is reduced a fraction Q (between 0 and 
1) of the original error on this grid level: 
(A.14) 
Here Ri is the residual on the current grid level after the ith iteration on this level, and 
Ro is the residual initially obtained on this grid level at the current global iteration. 
The parameter lX, referred to as the termination criterion, has a default value of 0.1. 
Equation A.14 is also used to terminate calculations on the finest grid level during 
multigrid procedures. Thus, relaxations are continued on each grid level (including the 
finest grid level) until the criterion of Eq. A.14 is met, or until a maximum number of 
relaxations has been completed. 
88 
APPENDIX B MICROPIV EXPERIMENTS OF 
ANEURYSM FLOW 
The data collected in this research's simulations of flow in an intra-cranial side-wall 
aneurysm of the carotid artery were compared to data from an in vitro experiment on 
flow of an aneursym of equivalent size. This chapter details the microscopic particle 
image velocimetry ( microPIV) system used to acquire the experimental data. 
B.1 Introduction to MicroPIV 
MicroPIV is a recently-developed method of studying fluid flow on the microscale. 
Briefly, flow in a microsystem is kept objective over an inverted epi-fluorescent. Light 
from a laser enters a microscope from behind and is expanded and focused on a small 
region of the flow. Images of the flow are then taken with a CCD camera. The working 
fluid contains small tracer particles that are illuminated by the laser light. When the 
CCD camera takes two pictures in close temporal proximity, the instantaneous velocity 
of the fluid local to a tracer particle can be calculated based on tracer particle positions. 
Next the experimental setups of the microPIV system, including the circulatory sys-
tem, test section, and camera system, are described. Additional details on the microPIV 
system and its use in an experimental model of aneurysm flow can be found in Saurabh 
Pande's M.S. thesis [67]. 
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Figure B. l Schematic of the in vitro circulatory system for the microPIV experi-
ments. 
B.2 Experimental Setup 
B.2.1 Circulatory system 
Experiments were performed for flow in an actual-sized flexible-wall model of a human 
carotid artery with a side-wall aneurysm. The artery diameter was approximately 5 mm 
and the aneurysm diameter varied between 7 and 8 mm. A pumping device supplied 
approximately the same pressure waveform found in an actual aneurysm. The u-velocity 
waveform approximately 10 mm upstream of the aneurysm sac was given in Fig. 4.1. 
The reciprocating pump consisted of 3 elements: an actuator, an electronic control 
module, and a command system. The pump was connected to a closed loop of tubes 
and valves that modeled the circulatory system near a carotid artery. The loop consisted 
of two parallel flow circuits. The first circuit contained the aneurysm test section, and 
the second circuit acted as a bypass that added flow control to modulate the waveform 
within the test section. Figure B.1 shows a schematic of the experimental circulatory 
system [67]. Figure B.2 shows the experimental test section containing the aneurysm. 
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Figure B.2 Experimental test section and aneurysm for the microPIV experiments. 
B.2.2 Working fluid 
The working fluid used in the experiments was a mixture of deionized water and 
7-µm tracing particles with a mixture concentration of 3.12 particles per mL of water. 
At such low particle concentrations, the volume fraction of particles in the water was 
less than 2% and the working fluid could be considered a single-phase Newtonian fluid. 
B.2.3 MicroPIV camera system 
The microPIV camera system is shown in Fig. B.3. The aneurysm model was im-
mersed in a water/glycerin mixture in a clear-bottomed container to reduce refraction. 
The container was placed on the stage of an inverted microscope (Nikon model T-300 
Inverted Microscope). Light from a laser (New Wave Research Gemini Nd:YAG PIV 
laser) was expanded before entering the microscope through an aperture in the back. 
The laser light was then directed towards the aneurysm by a dichroic mirror and passed 
through a microscopic objective that illuminated the tracer particles. 
The laser was capable of producing up to 120 mJ per laser pulse, however less than 
3 mJ per pulse was needed for the microPIV experiments. An optical attenuator was 
used to reduce the laser energy to approximately 3 mJ per pulse. 
The tracer particles were excited by the laser light and emitted light at a peak 
excitation wavelength of 612 nm. A beamsplitter ensured that only the emitted particle 
light reached the CCD camera. Two images per realization were captured and analyzed 
CCD 
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Figure B.3 Schematic of the laser and optics for the microPIV system. 
using a cross-correlation technique to produce instantaneous velocity fields. The camera 
was a Flowmaster 38 PIV Camera (La Vision, Inc.) with a resolution of 1280 x 1024 
pixels square and pixel size of 6. 7 x 6. 7 µm2 • 
The microPIV measurement depth, or depth of correlation, can be determined using 
an equation derived by Olsen and Adrian [68]: 
- [1 - JE ( #2 2 5.95 (M + 1)2 ,\2j#4)]1;2 
Zcorr - VE J dp + Af2 (B.l) 
where E = 0.01, j# is the focal number of the lens, dp is the tracer particle diameter, M 
is the magnification, and ,\ is the wavelength of light emitted by the tracer particles. An 
alternative equation for Zcorr derived by Meinhart, Werely, and Gray [69] yields a similar 
result. In the microPIV experiments, a 20X 0.45 NA objective was used and yielded a 
depth of correlation Zcorr = 8.3 µm. The interrogation windows measured 0.0565 mm2. 
Adjacent interrogation windows overlapped by 503 for a spatial resolution of 0.119 
mm and allowed for 34 vectors to be measured across the width of the microchannel. 
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Achieving this resolution required a volumetric particle concentration of 0.0567%. 
The timing between laser pulses was set so that the particles moved approximately 
one quarter of an interrogation window between pulses. Since the interrogation windows 
measured 64 camera pixels square, particles moved approximately 16 pixels between 
pulses. The particle image size projected onto the CCD sensor was approximately 4 
pixels. Assuming that the measured velocity was accurate to within a tenth of a particle 
image diameter, the experimental uncertainty in the microPIV setup was less than 2.5%. 
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