Visual attention is biased by both visual and semantic representations activated by words. We investigated to what extent language-induced visual and semantic biases are subject to task demands. Participants memorized a spoken word for a verbal recognition task, and performed a visual search task during the retention period. Crucially, while the word had to be remembered in all conditions, it was either relevant for the search (as it also indicated the target) or irrelevant (as it only served the memory test afterwards). On critical trials, displays contained objects that were visually or semantically related to the memorized word. When the word was relevant for the search, eye movement biases towards visually related objects arose earlier and more strongly than biases towards semantically related objects. When the word was irrelevant there was still evidence for visual and semantic biases, but these biases were substantially weaker and similar in strength and temporal dynamics without a visual advantage. We conclude that language-induced attentional biases are subject to task requirements.
When hearing or reading a word, people direct their gaze to the object in the visual environment that the word refers to. Various studies, including by Glyn Humphreys and colleagues, have shown that such language-induced orienting occurs for different levels of representation, resulting in either visually or semantically driven biases in visual selection (e.g., Belke, Humphreys, Watson, Meyer, & Telling, 2008; Dahan & Tanenhaus, 2005; Huettig & Altmann, 2005 , 2007 Huettig & McQueen, 2007; Moores, Laiti, & Chelazzi, 2003; Rommers, Meyer, Praamstra, & Huettig, 2013; Soto & Humphreys, 2007; Telling, Kumar, Meyer, & Humphreys, 2010) . The present study combines two of Glyn Humphreys' research legacies: the type of representation that is available for attentional selection (visual or semantic), and the extent to which observers' task requirements determine selection.
The first and by far strongest demonstrations of language-induced visual orienting come from the field of psycholinguistics. Studies have made use of the visual world paradigm (Cooper, 1974; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995 ; for a recent review, see Huettig, Rommers, & Meyer, 2011) , in which observers are first presented with a number of pictures of objects, and then hear a word or a phrase. Observers have been found to spend more time fixating on objects that are visually, semantically, or phonologically related to a critical word. For example, when hearing the word banana, observers fixate more on a picture of a canoe (visually related) and a monkey (semantically related) relative to unrelated objects (e.g., a hat or tambourine). Because of the reliance on world knowledge, such languagemediated attentional biases are typically driven by overlearned associations and can occur relatively rapidly (within a few hundred milliseconds from word onset, although exact timing is difficult as the linguistic input develops across time). Moreover, such biases have been found in studies using a passive viewing paradigm where language was not directly relevant (e.g., Huettig & Altmann, 2005; Rommers et al., 2013; see Huettig, Rommers, et al., 2011 , for a review), or where it was even irrelevant for the task (e.g., Salverda & Altmann, 2011) . As such, these biases fit most of the criteria of an automatic process (cf. Logan, 1988; Mishra, Olivers, & Huettig, 2013; Moors & De Houwer, 2006) . Indeed, existing models of language-induced orienting either explicitly or implicitly assume that activation automatically spreads to associated representations, thus resulting in automatic orienting biases (Huettig & McQueen, 2007; Mayberry, Crocker, & Knoeferle, 2009; Mirman & Magnuson, 2009; Smith, Monaghan, & Huettig, 2013; Spivey, 2008) . For example, the cascaded activation model of visual-linguistic interactions (Huettig & McQueen, 2007) assumes that incoming words first activate phonological representations, after which activation spreads to both visual and semantic representations. Incoming pictures first activate visual representations, after which activation spreads to associated semantic and phonological representations. Consistent with this, we have recently shown that the relative timing of visual and semantic biases is strongly affected by whether the linguistic or the visual stimulus is presented first (de Groot, Huettig, & Olivers, 2016a) . However, in that study we did not manipulate task requirements, as observers were required to look for the referred-to object in all conditions.
Language-induced semantic biases in visual orienting have also been found in the field of visual attention research (Belke et al., 2008; Moores et al., 2003; Telling, Kumar, et al., 2010 ; see also Soto & Humphreys, 2007 , for a related finding). These researchers have made use of the visual search task, where observers receive, prior to object presentation, a linguistic instruction as to which target to look for among distractors. As in the visual world paradigm, one of the distractors could be semantically related to the sought-for target. Belke et al. (2008) as well as Moores et al. (2003) reported biases in overt attention towards such semantically related distractors. However, whereas psycholinguistic models of language-vision interactions allow for orienting on the basis of semantic representations, and assume these representations to become automatically available for guiding attention, current models of visual search postulate the exact opposite. To date, semantic information associated with individual objects has not been incorporated in any formal models of visual search (e.g., Navalpakkam & Itti, 2005; Zelinsky, 2008) , or has even been explicitly excluded from being available for attentional guidance (Wolfe, 2007) .
1 At the same time, these models do not assume attentional orienting to be driven by automatically activated representations. Instead, they assume orienting to be based on the activation of task-relevant representations, leading to top-down guidance towards likely target candidates, while task-irrelevant objects are ignored.
In the present study, we show evidence that further bridges the fields of psycholinguistics and visual attention and argue that crucial aspects of psycholinguistic and visual attention models are best combined. Orienting can be driven by semantic as well as visual properties, but the absolute and relative strength of such biases is to a large extent subject to task relevance. We adopted the combined memory and visual search task illustrated in Figure 1 . Participants were instructed to memorize a spoken word for a subsequent verbal recognition task at the end of each trial. During the retention period, they performed a search task. Both the memory task and the search task had to be completed in all conditions. Importantly, participants either searched for the object referred to by the memorized word, or they searched for a different target object. In the first case, the word would have to be transformed into a template for search; in the latter case, it had to be remembered but shielded from the search task in what we will refer to as the accessory state (Olivers, Peters, Houtkamp, & Roelfsema, 2011) . Critical were the target absent trials, where search displays contained an object that was semantically (but not visually) related, an object that was visually (but not semantically) related to the memorized word, and two unrelated objects. These target absent displays were the same for the template condition and the accessory condition; all that differed was the task structure. We measured overt orienting biases towards the visually and semantically related objects (relative to unrelated objects) as a proxy for which type of representation was activated by the word.
Our predictions were as follows. If languageinduced attentional biases are subject to task requirements, then stronger biases should occur when the word is relevant for the search (in the template condition) for both visual and semantic representations. Moreover, following de Groot et al. (2016a) , observers are expected to rely more on visual representations than on semantic representations when the word is relevant for the visual search task (again in the template condition). The specific predictions for the accessory condition were a priori more difficult to make. Although we expected overall weaker biases, how one type of bias would relate to the other in terms of timing or strength was less obvious. Accessory memories must be prevented from interfering with the current visual task, and thus we might expect them to be especially less strongly instantiated at the visual level than at a more semantic level (Bae & Luck, 2016; Christophel, Klink, Spitzer, Roelfsema, & Haynes, 2017) , which would predict a relative dominance of semantic over visual biases.
Method
Participants A planned number of 24 Dutch native speakers (four male, aged 17-37, average 21.6 years) participated for course credits. Sample size was based on our previous studies (de Groot et al., 2016a; de Groot, Huettig, & Olivers, 2016b) . No participant was replaced or left out of the analyses. None reported to suffer from colour blindness and/or language disorders or had participated in our earlier studies. The study was conducted in accordance with the Declaration of Helsinki and approved by the Scientific and Ethical Review Board of the Faculty of Behaviour and Movement Sciences at the Vrije Universiteit Amsterdam.
Stimuli, apparatus, design, and procedure
Participants were tested on a HP ProDesk 600 G1 CMT computer with a Samsung Syncmaster 2233RZ monitor (refresh rate of 120 Hz, resolution 1680 × 1050). The distance between the monitor and the chin rest was 70 cm. Stimuli were presented using OpenSesame (Mathôt, Schreij, & Theeuwes, 2012) version 2.9.7. An Eyelink 1000 Desktop Mount with a temporal and spatial resolution of respectively 1000 Hz and 0.01°was used to track the left eye. On all trials, participants memorized a spoken word for a verbal recognition test at the end of the trial. During the retention period, they performed a visual search task. Panel A) illustrates target present trials, where in the template condition, people searched for the object referred to by the word, while in the accessory condition, the word was not relevant for the search, but was still needed for the memory test. Here, observers searched for a member of a set of plastic figurines instead. The crucial trials were the target absent trials, illustrated in Panel B). These contained an object that was semantically related (in this example the monkey), an object that was visually related (here the canoe) and two objects that were unrelated (here the hat and the tambourine) to the memorized word. In terms of stimulus sequence, these trials were identical for both template and accessory conditions. However, as for the present trials, the task set differed per block, as in the template condition observers were searching for the spoken word, while in the accessory condition they were searching for a figurine, while still remembering the word for the memory test.
Words were presented through headphones (Sennheiser HD202) connected via a USB Speedlink soundcard.
The stimuli were based on Gunseli, Olivers, and Meeter (2016) and de Groot et al. (2016a) , and we refer to those studies for full details. There were 240 search displays, each consisting of four objects. The crucial trials were the 120 target absent trials, which contained one object that was semantically (but not visually) related, one object that was visually (but not semantically) related, and two objects that were unrelated to a spoken word as independently rated by 61 Dutch natives. In the rating study participants indicated on a 11-point scale how much the depicted object and the object that the spoken word was referring to "had something to do with each other, i.e., shared something in meaning or function" (semantic rating study) or how much they "looked alike" (visual rating study). Raters were instructed to focus only on the relationship of interest, and to ignore any other relationships as much as possible. The mean semantic word-picture similarity rating for the semantically related picture was 6.74 (SD = 1.29), and 0.98 (0.58) for the visually related picture (a reliable difference at p < .001). Conversely, the mean visual wordpicture similarity rating for the semantically related picture was 1.17 (1.02), and 5.01 (1.65) for the visually related picture (again reliable at p < .001). The average similarity word-picture ratings for the neutral distractors were 0.40 and 0.71 for semantic and visual similarity, respectively. In addition, the different object categories were controlled for several visual and psycholinguistic factors, including luminance, visual complexity, and naming agreement. An overview of all target absent trials can be found in Appendix A. Objects on the target absent trials had an average overall surface size of 39,292 pixels (SD = 22302 pixels) and the average radius of the smallest fitting circle around the object was 181 pixels (4.17°; SD = 15 pixels, 0.35°). In the other 120 search displays, the target was present. All pictures were scaled to 346 by 346 pixels (8°) and were presented on a grey background (RGB: 230, 230, 230) , one in each quadrant (randomized per trial and per participant; 8°horizontal distance, 6°vertical distance).
Apart from the visual and semantic word-picture relationships on target absent trials, the study employed a 2 × 2 within-participant design with Trial Type (target absent/target present) and Task Relevance (template/accessory) as factors. Participants were instructed to remember a word for a verbal recognition task at the end of each trial. In the template condition, this word was also relevant for the search as it directly indicated the target object. In the accessory condition, the word was not relevant for the search but only for the subsequent memory test. The search target was a picture of a plastic figurine, randomly drawn from a set of nine instances. The figurines differed in shape and colour, but were all recognizable as belonging to the same target category. These plastic figurines were chosen because, although a distinct category, they varied in colour and shape similar to the other objects in the stimulus set and did not pop out as such. Appendix B shows the set of figurines used as the targets in the accessory condition. By using the same target category throughout, plus the fact that the figurines were repeated across trials, we minimized the working memory load for the target, leaving sufficient working memory capacity for the tobe-remembered, but accessory, word (Gunseli et al., 2016; Olivers, 2009) . Except for the plastic figurines, each picture and spoken word was only presented once. Trial Type was mixed within blocks, whereas Task Relevance was blocked in a counterbalanced ABABAB design, with six blocks × 40 trials per block. Target presence was randomly mixed within blocks (50% present and 50% absent). The memory test at the end of the trial showed the memory item on 50% of the trials (same response), and a different item on the other 50%. Written instructions before each block indicated whether the search target was the spoken word or the plastic figurine. Displays were counterbalanced such that if for participant A a random set of stimuli was shown in the template condition, the same set was shown in the accessory condition for participant B. Participants received one practice trial of each condition. Feedback was given only during the practice trials.
The trial started with a drift correction triggered by the space bar, and followed by a blank screen for 600 ms. Then the to-be-memorized word was presented through headphones. The search display followed 2000 ms after word onset. Participants used the keyboard to indicate whether the target was present ("J") or absent ("N"). After the response they heard a click, and the search display stayed on the screen for another 1000 ms. Then, as a memory test, a spoken word was presented again. Participants had to indicate whether this word was similar ("S") or different ("D") than the word they had heard before the search display. After a blank screen for 600 ms, a new trial started (see Figure 1 ).
Results

Manual responses
Average search reaction times (RTs) of the correct trials (i.e., correct responses on both the search and the memory task) were entered in a repeated measures analysis of variance (ANOVA) with Trial Type (target absent/present) and Task There was no interaction, F(1,23) = 0.31, p = .584. The proportion of memory errors was low on both target absent (both accessory and template condition: M = 2%, SD = 2%) and target present trials (accessory condition: M = 2%, SD = 2%; template condition: M = 2%, SD = 3%). There were no effects on memory errors, Fs ≤ 1.10, ps > .305.
Eye movement data: proportion fixation time
The primary measure of interest was which objects were being fixated on target absent trials as a function of their visual or semantic relatedness and task relevance. Only trials with a correct response on both the search and the memory task were included. Regions of interest (ROIs) were defined as 8°squared areas, centred on the middle of each picture completely covering all objects.
Overall biases. We conducted a repeated measures ANOVA on the overall mean absolute proportion fixation time: the proportion of time spent fixating objects, from 150 ms after search display onset until the response time of each trial) with Task Relevance (template/accessory) and Object Type (semantically related/visually related/unrelated) as factors. Greenhouse-Geisser corrected values are reported when sphericity was violated. All subsequent pairwise comparisons were planned. Nevertheless, we will indicate when p-values do not hold under a Bonferroni correction. The ANOVA revealed main effects for Task Relevance, F(1,23) = 65.53, p < .001, h 2 p = 0.740, Object Type, F(1.518,34.903) = 66.04, p < .001, h 2 p = 0.742, and, importantly, a highly significant interaction, F (2,46) = 77.63, p < .001, h 2 p = 0.771. To trace the source of this interaction, we conducted follow-up ttests, which showed that in the template condition participants spent more time fixating the visually (M = 0.22, SD = 0.05) and semantically (M = 0.16, SD = 0.04) related objects than the unrelated objects (M = 0.11, SD = 0.03), t(23) = 12.74, p < .001, r = 0.936 and t (23) = 8.77, p < .001, r = 0.877 respectively. Moreover, people spent overall more time fixating visually related than semantically related objects, t(23) = 6.37, p < .001, r = 0.799. In the accessory condition, effects were much reduced. The overall time spent on visually related objects (M = 0.14, SD = 0.05) was reduced to such an extent that it did not differ significantly anymore from the time spent on unrelated objects (M = 0.13, SD = 0.04), t(23) = 1.66, p = .11). Observers still spent overall more time fixating semantically related (M = 0,14, SD = 0.04) than unrelated objects (M = 0.13, SD = 0.04), t(23) = 2.15, p < .05, r = 0.409, although this effect does not hold under Bonferroni correction. In addition, there was no longer a difference between time spent on visually and semantically related objects (M = 0.14, SD = 0.04), t(23) = 0.053, p = .96.
Time course analyses. A drawback of looking only at overall biases is that it may hide more complex underlying dynamics of such biases. Following de Groot et al. (2016a), we therefore investigated the time course of the visual and semantic biases more closely. A period of 2000 ms from search display onset was divided into twenty 100 ms bins. For each time bin, we computed the proportion of time that people spent fixating a particular object in a bin (proportion fixation time or "P(fix)"), together with withinsubjects 95% confidence intervals (Figure 2A and 2B) . Proportion fixation time for the two unrelated objects was averaged. Figure 2C and 2D then show the difference in proportion fixation time between the related and the average of the unrelated objects ("dP(fix)"), together with 95% confidence intervals (which we take as the indicator of reliability). These graphs show that, in the template condition, the visual bias is stronger and arises earlier than the semantic bias. The visual bias reliably starts around 200-300 ms and peaks around 500-600 ms, whereas the semantic bias emerges from 300-400 ms and peaks around 600-700 ms. Individual t-tests comparing the bias for each bin against zero confirmed this pattern, showing significant visual biases from bin 200-300 to bin 900-1000, and significant semantic biases from bin 400-500 to bin 900-1000 (all Bonferroni corrected for the number of bins up to the one including the average response time, i.e., α = 0.05/13 = 0.0038). The graphs also show clearly that both the visual and the semantic bias were weaker in the accessory condition. Interestingly, the strength and time course of the semantic and the visual bias now appeared quite similar. Importantly, the biases in this condition were within the same time window as in the template condition (and as in similar conditions in our previous work; de Groot et al., 2016a) : both visual and semantic biases emerged from 400-600 ms, and peaked at 500-700 ms. Individual t-tests comparing the bias for each bin against zero revealed significant visual biases from bin 500-600 to bin 700-800, and significant semantic biases in bin 500-600 (again Bonferroni corrected for Figure 2 . Target absent trials. The proportion fixation time, P(fix), towards visually related, semantically related, and unrelated objects for every 100 ms time bin for the template (A) and the accessory (B) condition and the difference in proportion fixation time, dP(fix), for the semantically and visually related objects relative to the average of the unrelated objects (C for template condition and D for the accessory condition). The grey vertical lines mark the average search times for each condition. Error bars reflect 95% confidence intervals (two-tailed) for within-participants designs (Cousineau, 2005; Morey, 2008) . The red and blue horizontal bars mark the bins for which there was a significant semantic (red) and visual (blue) bias as indicated by t-tests for each bin, corrected for multiple comparisons using Bonferroni correction (correcting for the number of bins up to the one including the response, i.e., α = 0.05/13).
the number of bins up to the one including the average response time, α = 0.05/13 = 0.0038).
To assess these patterns more formally, we applied a cubic spline interpolation (Matlab R2014a) to fit a curve through the data points of the semantic and visual difference scores, for each participant separately. This allowed us to estimate the average time point at which the biases were the strongest (t peak ) and their strength at that time point (peak amplitude), within a period of 150 ms after visual display onset (as eye movements below 150 ms were expected not to be meaningful) and the average response time for that particular participant in each condition separately. A repeated measures ANOVA on t peak with Task Relevance (template/accessory) and Object Type (semantically/visually related) as factors revealed a main effect of Object Type, F(1,23) = 6.17, p < .05, h Thus, biases were reduced when the word was irrelevant for the search compared to a condition where the word was relevant. At the same time, there was still evidence, albeit relatively weak, for visual and semantic biases even in the accessory condition. To provide further evidence that the biases in this condition were not just random fluctuations, we conducted an additional correlation analysis (see also de Groot et al., 2016b) . If the observed biases are nonrandom, they are likely to be driven by partly the same mechanisms in the template and accessory conditions. If so, the dynamics of the biases in the template condition should be predictive of the biases in the accessory condition. To test this, we correlated the biases between the template and the accessory conditions across time bins for the two types of bias. To test the reliability of these correlations, we estimated a distribution using a bootstrapping procedure, which randomly resampled the time bin data 10,000 times, with participant as index. The analyses were confined to the time period from 0 to 1300 ms after picture onset (bins 1-13), as the average response for the slowest condition (i.e., the template condition) fell in bin 13, and we did not consider any postresponse biases as a priori meaningful. For each bootstrap sample, the correlation across time bins between the sample average time series data for the template and accessory conditions was computed, using Pearson correlations (r). The ensuing distributions of r-values were Fisher Z-transformed (using hyperbolic arctangent transformation) to correct for skewedness. From this transformed distribution, the two-tailed 95% confidence intervals were computed, which were inverse transformed back to the original r-space (-1 to 1). We report the median r together with these confidence intervals. These analyses showed that the time course of the visual bias in the template condition was indeed predictive of the visual bias in the accessory condition, r = 0.66 (CI: 0.20; 0.89). Similarly, the time course of the semantic bias in the template condition was moderately predictive of the same bias in the accessory condition, r = 0.50 (CI: -0.03; 0.81), although here confidence intervals just failed to exclude 0. Furthermore, within the accessory condition itself, the semantic bias was predicted by the visual bias, r = 0.66 (CI: 0.08; 0.91). These results suggest that the time course of modulations in accessory condition carried non-coincidental information on the visual and semantic relationships between the word and the pictures.
Target present trials
For the sake of completeness, Figure 3A shows the proportion fixation time towards the target and the VISUAL COGNITIONaverage of the non-targets as a function of time for the template (solid lines) and accessory (dotted lines) condition. Figure 3B depicts the difference in proportion fixation time between the target and the average of the non-targets. In both conditions there are clear orienting biases towards the target, although somewhat less strong for the accessory than for the template condition.
Additional eye movement measures: attentional capture and delayed disengagement Table 1 lists, for the target absent trials for the time window from 150 ms after search display onset until the response time of each trial, the proportion of attracted fixations (i.e., the proportion of fixations that went towards a specific object from elsewhere at any time during this window), average fixation duration (i.e., how long did each individual fixation on an object last), and the average length of the fixation sequence (i.e., on average how many fixations in a row were made on an object). Whereas the first can be considered as a measure of attentional capture, the latter two can be seen as measures of delayed disengagement. A repeated measures ANOVA on proportion of attracted fixations, with Task Relevance (template/accessory) and Object Type (semantically related/visually related/average unrelated) as factors revealed an effect of Task Relevance, F(1,23) = 21.29, p < .001, h 2 p = 0.48, Object Type, F(2,46) = 33.38, p < .001, h 2 p = 0.592, and a significant interaction, F (2,46) = 32.59. p < .001, h 2 p = 0.586. Subsequent t-tests showed that in the template condition the proportion of attracted fixations was higher for the visually and semantically related objects than for the average of the unrelated objects, t(23) = 8.35, p < .001, r = 0.867 and t(23) = 3.45, p < .01, r = 0.584, respectively. Additionally, the proportion of attracted fixations was also higher for visually than for semantically related objects, t(23) = 8.99, p < .001, r = 0.882. For the accessory condition there was no significant difference between the different object types, ts ≤ 1.608, ps ≥ .121. The same analysis performed on fixation duration revealed no reliable effects, Fs ≤ 0.802, ps ≥ 0.400. Finally, the same analysis on the average length of the fixation sequence showed main effects Figure 3 . Target present trials. A) The proportion fixation time, P(fix), towards the target and the average of the non-targets for every 100 ms time bin. B) The difference scores, dP(fix), for the target relative to the average of the non-targets. The template condition is indicated with a solid line, whereas the accessory condition is indicated with a dotted line. The grey vertical lines mark the average search times for each condition. Error bars reflect 95% confidence intervals (two-tailed) for within-participants designs (Cousineau, 2005; Morey, 2008) . = 0.643. Subsequent paired t-tests showed that for both conditions the fixation sequence was longer for semantically and visually related objects than for the unrelated objects (template condition: t(23) = 5.41, p < .001, r = 0.748 and t(23) = 11.61, p < .001, r = 0.924 and accessory condition: t(23) = 2.69, p < .05, r = 0.489 and t(23) = 2.86, p < .01, r = 0.512, respectively, with the last two t-tests arriving at respectively p = .08 and p = .05 under Bonferroni correction. But only in the template condition was the fixation sequence longer for the visually than for the semantically related picture, t(23) = 7.63, p < .001, r = 0.847. Thus, in the template condition the visual and the semantic biases were caused by both attentional capture and delayed disengagement, while the accessory condition there was, if anything, predominantly an effect on disengagement.
Discussion
Previous research has shown that visual attention can be driven by both visual and semantic representations activated by spoken words, resulting in orienting biases. Here we assessed to what extent such biases are subject to task requirements, or are driven automatically by the maintained memory representations.
In the condition where the spoken word was relevant for search (the template condition) we observed strong visual and semantic biases, consistent with our earlier work (de Groot et al., 2016a) . Consistent with our earlier work, we found that the visual biases arose earlier, and more strongly, than the semantic biases, indicating that the top-down guidance of attention occurred foremost, though not solely, on the basis of visual representations. The fact that semantic biases occurred later is furthermore predicted by the cascaded activation model of Huettig and McQueen (2007) . First, at the auditory input end, the word activates both associated visual and semantic representations -here before the appearance of the visual objects. Then, at the visual input end, representations of visual properties such as shape and colour will be activated first, before any associated semantic representations. However, the cascaded activation model does not specify whether or how task demands affect such biases and whether observers can put more weight on one type of information than the other.
The condition where the word was irrelevant (the accessory condition) becomes informative. We found that in this condition both the visual and the semantic biases were substantially reduced. Moreover, visual biases no longer prevailed over semantic biases. This implies that the larger biases in the template condition, plus the dominance of the visual over the semantic bias, were largely caused by task requirements: the word was directly relevant for the search. Thus, when observers actively look for an object, they rely relatively more on visual than on semantic representations.
Although, in the accessory condition, the word was irrelevant for the search, it was still relevant for the task as a whole, since it still needed to be remembered for the memory test at the end of the trial. As such, the results are compatible with the idea that working memory can be divided into representations that are relevant for the current task versus representations that are still maintained, but for a prospective task, in a state detached from the current perceptual task . A number of authors recently proposed that memories that need to be carried across an interfering stimulus or task (as in our current accessory condition) will be represented more categorically/ semantically, rather than at a detailed sensory level (Bae & Luck, 2016; Christophel et al., 2017) . If this was the case here too, we might have expected semantic biases to become stronger than visual biases in the accessory condition. However, even though, relative to the visual bias, the semantic bias showed a smaller reduction when becoming temporarily task-irrelevant, it turned out no stronger than the visual bias. One question for the future is therefore whether the recruitment of semantic representations over visual representations can be boosted by changing the task requirements further, for example by asking observers to make a categorical decision on the memorized word. In any case, the reduction in both the absolute strength and relative difference when the word is irrelevant for search demonstrates that the weight with which an active memory representation drives attention varies with task demands, pointing to an active role for working memory in language-induced attentional biases (Huettig, Olivers, & Hartsuiker, 2011 ).
The conclusion that visual and semantic biases in visual search are subject to task demands is consistent with an earlier study from Glyn Humphreys' lab (Belke et al., 2008) . They found increased interference from semantically related distractors during visual search under conditions where a high working memory load was imposed compared to conditions with a low working memory load (i.e., additionally remember a string of five numbers vs. one number). Belke et al. argued that increased cognitive load leads to a reduced target weighting, and hence longer lingering on the related distractor. A similar pattern was reported recently by Walenchok, Hout, and Goldinger (2016) , who found that search suffered from interference from distractors that were phonologically similar to the verbally instructed targets (e.g., a picture of a beaver when observers were instructed to look for a "beaker"), but only when observers had to search for multiple targets at the same time (not when they looked for just a single target). No interference was found for when instructions were pictorial rather than verbal. Walenchok et al. argued that, with increased target sets and verbal instructions, observers may revert to broader levels of representation, rather than deploying a specific visual template. Furthermore, found that frontal lobe patients were more disrupted by semantically related distractors, to the extent that they sometimes even responded to these objects rather than the search target. This is consistent with the strong role of the frontal lobes in cognitive control. Taken together, these studies thus support the idea that not only visual but also semantic biases in attention are subject to task control.
We believe the results are important for computational models of top-down driven visual orienting. On the one hand, within the field of psycholinguistics, a number of models have been developed to simulate language-induced phonological, semantic, and/or visual orienting. Most of these use a connectionist architecture, and involve automatic activation of associated representations (Mayberry et al., 2009; Mirman & Magnuson, 2009; Smith et al., 2013; Spivey, 2008) . Although these models account for the influence of different levels of representation on visual orienting, in their current form they appear unable to accommodate task demands. On the other hand, within the field of visual attention, there are models of visual search that assume that top-down guidance of attention changes with task demands (e.g., Navalpakkam & Itti, 2005; Wolfe, 2007; Zelinsky, 2008) . However, these models in turn do not include object semantics as information that is available for attentional guidance, nor do they have the connectionist network architecture that would facilitate the spread of activation between associated representations. What is needed is a type of model that can use multiple levels of representation for guiding attention (including semantic), and also selectively weigh those levels according to task demands.
Importantly, task demands also influenced which type of associated representation was being activated the strongest. The visual bias arose earlier in time and was stronger than the semantic bias when the word was relevant for search, but this visual dominance no longer held when the word was irrelevant for search. It makes sense to have a stronger visual representation when the word is relevant for search, as visual search has been shown to be more efficient on the basis of visual representations compared to semantic representations (e.g., Schmidt & Zelinsky, 2009 Wolfe, Horowitz, Kenner, Hyle, & Vasan, 2004) . A remaining question for future studies is whether working memory enhances such languageinduced visual representations when task-relevant, or suppresses such activation when irrelevant, or both (McQueen & Huettig, 2014) .
While the data of the current study indicate a strong influence of task requirements on the occurrence of word-driven visual and semantic biases, they do not exclude an additional automatic component, as we also found evidence for such biases when the word was irrelevant for the search (in the accessory condition). Observers showed a small but reliable preference for visual and semantic matches, especially around the time when in the task-relevant (template) condition such biases were very strong, and the dynamics of the modulation across time in the template condition was predictive of the dynamics in the accessory condition. Although we believe this provides evidence for a bias also in the accessory condition, a number of issues preclude too strong conclusions. First, one might argue that even these biases could have been driven by an active task set, if observers accidentally confused the tasks and occasionally searched for the referred to object even in the accessory condition. Thus, the difference between template and accessory conditions could then reflect a difference in degree of template activation, or a handful of trials in which the template is fully activated, rather than a qualitative difference. Although we do not exclude a difference in terms of degree of activation, we think that it is unlikely that the bias in the accessory condition is caused by observers actively searching for the mentioned object. If so, we would have expected the visual bias to exceed the semantic bias (resembling the pattern in the template condition), which was not the case. Second, one might argue that biases had a reduced chance of developing because responses were overall faster in the accessory condition than in the template condition, due to the consistent and repeated target category (figurines) in the search task. However, although search RTs on target absent trials were indeed about 150 ms faster in the accessory condition than in the template condition, any modulation of visual and semantic biases clearly occurred well before the response (see Figure  2D ). Finally, one potential reason why in the accessory condition the biases were small may be that the word onset preceded the visual search display by 2000 ms. Hearing the word may initially send an automatic surge of activation through associated visual and semantic representations even in the accessory condition, but by the time the visual search display appears the activity is reduced and maintained at levels sufficient for the memory task. Under this scenario, both automatic and controlled processes could contribute, but at different time points. To investigate this further, future studies would have to systematically vary the SOA between the word and the visual display.
Note that visual and semantic biases have also been found in passive viewing studies where observers have no task other than to look and listen (Huettig, Rommers, et al., 2011) , further supporting some automaticity to the process. A study by Soto and Humphreys (2007) also indicates an automatic component to attentional guidance by active working memory representations. In their study, observers memorized either a coloured shape or a word describing that coloured shape (e.g., "red square"). When the actual coloured shape returned as a distractor in the search display that was presented during retention, search times increased, suggesting that irrelevant items in working memory can automatically attract attention. We note though that in their study the memory item and the distractor in the search display matched on both visual and semantic levels of representation, and it therefore remains unclear which type of match is responsible for the bias. Second, the relevance of the memory for the search was not manipulated (i.e., the memorized item was always irrelevant). Our study allowed us to look at the influence of visual and semantic representations separately and directly compared conditions where the memorized word was either task relevant or task irrelevant.
In sum, task demands clearly modulated both the strength and the relative balance of semantic and visual orienting biases. Language-induced attentional biases are thus not simply caused by an automatic cascade of activation, but are subject to task-specific priority settings.
Notes
1. Not all visual search models completely exclude meaning. Some allow for the influence of spatial statistics associated with the context provided by entire scenes. For example, when looking for a person in an urban scene, attention may be biased to the middle areas of the picture, or areas where one is likely to find pavements. However, such overall statistical spatial biases are different from the biases we refer to here, which are driven by individual object meaning. 2. Note that estimated peak times from the curve fitting deviate somewhat from those suggested by the graphs. A closer examination of the individual fits revealed that some participants showed multiple peaks, some of which had a later maximum than the overall group.
Appendix A. Description of the target absent trials
The last four columns are the intended names of the pictures in Dutch (and within parentheses the English translation). The trials with an asterisk are an extension of the 100 trials of the stimulus set described in de Groot, Koelewijn, Huettig, and Olivers (2016) . 
