Abstract. In this text we give a decomposition result on polynomial polyvector fields. This generalizes the decomposition of homogeneous Poisson structures given by Z. Liu and P. Xu as well as F. Malek and A. Shafei Deh Abed.
[P1] The map {f, .} : C ∞ (M ) → C ∞ (M ) is a derivation for all f ∈ C ∞ (M ).
[P2] The Jacobi identity is fulfilled, i.e. {f, {g, h}} + {h, {f, g}} + {g, {h, f }} = 0 for all f, g, h ∈ C ∞ (M ).
Due to [P1] a Poisson structure is equivalent to a bi-vector field Π ∈ X 2 (M ). The Poisson bracket and the bi-vector field are related by {f, g} = Π(df, dg). This may be generalized to maps of degree higher than two, i.e. {·, . . . , ·} : × 2l C ∞ (M ) → C ∞ (M ). If we impose conditions similar to [P1,2] we arrive at the so called generalized Poisson structures due to [1] .
In this way the poly-vector fields come into the play. We denote the vector fields on M by X(M ) so that T poly (M ) has a graded Lie algebra structure. Furthermore, the bracket is compatible with the product on T poly (M ) of degree 1 given by ∧ :
The symmetry of the wedge product is given by U ∧ V = (−) (Ũ +1)(Ṽ +1) V ∧ U . To distinguish the degrees in T poly (M ) and the natural grading we add a tilde in the first case. Of interest to us are the polynomial poly-vector fields, i.e. poly-vector fields which coefficients are polynomials. For the Poisson bi-vectors this means we have a decomposition Π = Π ij ∂ i ∧∂ j with polynomial coefficients Π ij . For two poly-vectors σ 1 and σ 2 which are homogeneous of degree k and l the bracket [σ 1 , σ 2 ] is homogeneous of degree k + l − 1. This yields that for a polynomial bi-vector field to obey [P2], it is necessary that its highest homogeneous part is a Poisson structure itself. For this reason, the restriction to homogeneous polynomial poly-vector fields is natural.
In the case of Poisson structures, the following holds. For degree zero all constant bi-vectors provide Poisson structures. In degree one we write Π ij = f are the structure constants of a Lie algebra. Up to now the higher Poisson structures resist such a nice description and the only chance is to find an explicit way to construct them. This has been done for quadratic Poisson structures in [3] and [6] and used in [8] . In [2] it was claimed true that the quadratic Poisson structures are in 1-1 correspondence to classical R-matrices, r ∈ Λ 2 g, which obey the classical Yang-Baxter equation [r, r] = 0. The bracket here is the Gerstenhaber bracket on g = k≥0 Λ k g[−k] [1], i.e. the extension of the Lie-bracket on g = g (0) to g. The correspondence between R-matrices and Poisson structures is given by r = r ijkl E ij ∧ E kl → ı 1 (r) = r ijkl x i x k ∂ j ∧ ∂ l . This claim on the connection between R-matrices and Poisson structures is true for n = 2. In higher dimensions the graded components, ı k , of the map of Gerstenhaber algebras ı : g → T poly have non trivial kernels, in particular for k = 2, 3. There are elements r ∈ g (1) = Λ 2 g such that [r, r] = 0 and ı 1 (r) = 0 but ı 2 [r, r] = [ı 1 (r), ı 1 (r)] = 0. The map ı 0 is injective and yields the linear vector fields on M , i.e. g ∋ A = A i j → ı 0 (A) = A i j x j ∂ i ∈ X(M ).
The trace operator
The volume form Ψ on M induces an isomorphism between poly-vector fields and differential forms. A k-vector field U ∈ X k (M ) is mapped to an (n − k)-form Ψ(U ) ∈ Ω n−k (M ) by Ψ(U )(W ) := Ψ(U ∧ W ). In local coordinates with Ψ = dx
We use this isomorphism to define a derivation D : T poly (M ) → T poly (M ) of degree −1 by
This is in fact a differential, i.e. D 2 = 0. We note that if we restrict D to vector fields we recover the divergence with respect to the volume form Ψ. We will recall this soon. In local coordinates the action of D is given by (4) D
where we used ǫ i1...i ℓ a1...a n−ℓ ǫ j1...j ℓ a1...a n−ℓ = ℓ!(n − ℓ)!δ i1...i ℓ j1...j ℓ .
With respect to the non-shifted grading of poly-vector fields, D is compatible with the wedge product and the Schouten bracket in the following sense.
Proposition 2.1. For all poly-vectors U and U ′ we have
as well as
When we compare these terms we see that the signs in (5) are chosen exactly in the right way.
In the next remark we collect some relations between the bracket and D. 
We mentioned before that if we restrict D to vector fields we recover the divergence with respect to the volume form Ψ. In this case (5) reads as
A connection to the notion of divergence induced by a connection ∇ on the manifold M is given by the next proposition.
Proposition 2.3. [4, Prop. App. 6] Let Ψ be a volume form on the manifold M . Consider a connection ∇ on M with vanishing torsion T = 0 which is compatible with the volume form, i.e. ∇Ψ = 0. Then the two notions of divergence of vector fields given by
coincide.
The existence of the differential D does not depend on whether the manifold is orientable or not, although in our case it will be. This is due to (5) and which coincides for vector fields X with the divergence associated to ∇.
We will next concentrate on polynomial poly-vector fields P ⊂ T poly . These are poly-vector fields whose coefficients in a local coordinate system are polynomials in the coordinates. The space P is bi-graded, because every subspace
admits a further -grading due to the degree of its coefficient polynomial. We denote these spaces by
• totally symmetric in its lower indices and totally skew symmetric in its upper indices. A •
• transforms like a tensor with the given index picture, if we restrict to linear coordinate transformations. In this case we identify
The restriction of the differential on T poly to the polynomial poly-vector fields is part of the next proposition.
Proposition 2.5. The differential D on T poly , cf. (3), restricted to the polynomial poly-vector fields P is the trace operator. In particular, with respect to the bi-grading of P the differential D is of degree (−1, −1). I.e.
Corollary 2.6. For linear vector fields A, i.e. for elements in Ω(M ) ⊗ X(M ) = End(X(M )), the differential D is the usual trace for endomorphisms, i.e. D(A) = trA.
Proof. We write the poly-vector field in the form
We recall (4) which yields
The decomposition of poly-vector fields
Let V be an n dimensional real vector space. We decompose
into its irreducible representation spaces with respect to sl n Ê. Therefore we recall the isomorphism of representations
is itself irreducible and its weight is given by λ = kλ n−1 = (0, . . . , 0, k). To get the decomposition of P (k,ℓ) we calculate
The dimension of the representation space V k,ℓ is
We note that
The trace operator D :
gives rise to an exact sequence. For m > 0 it is
We denote the representation space to the weight λ by V λ . Furthermore, we denote by λm the weight (0, . . . , 0, 1
or for m = 0
The kernel and the image of the sl n -invariant trace are representation spaces, too. Due to the irreducibility of the decomposition (8) this yields
We recall the wedge product
to describe the inclusion
Consider the element
properties collected in the next lemma.
If furthermore DA = 0, we have
Proof. The trace of the identity is n, so the first part is obvious. The second part
We plug A and e (k,ℓ) into (5) and with DA = 0 we get
The vector e (k,ℓ) does only depend on the difference (k − ℓ) and so is fixed for the sequence (9) . This discussion proves the following theorem. Theorem 3.3. Every polynomial poly-vector field A ∈ P (k,ℓ) admits a unique de-
We want to write the bracket of two polynomial poly vector field in terms of the poly vector fields we get by applying the decomposition with respect to (14).
Proof. Let A and B as above as stated. We write e = e (k,ℓ) ,
, and
. From the symmetry properties of the wedge product and the bracket and from the compatibility of the bracket with the wedge product we get
For V = e and Y = e ′ this is
We make use of the decompositions of A and B and formulas (18) as well as (12) and get
To get the trace of this expression we use remark 2.2.
Rearranging the summands proves the proposition.
If we restrict to the case A = B we easily get the following consequence Corollary 3.5. Let A ∈ P (k,ℓ) with ℓ even. The bracket of A in terms of its decomposition with respect to (14) is given by
In the last two summands we may replace A 0 by A.
From corollary 3.5 we may conclude some more results on even homogeneous polynomial poly vector fields, e.g. (generalized) Poisson structures. Let A ∈ P (k,ℓ) with ℓ even. We recall the decomposition
where
. The bracket of A with itself is given by (19). We get 
a). and b). together yield Theorem 3.7. Let A ∈ P (k,ℓ) and ℓ even with A = A 0 + DA ∧ e (k,ℓ) cf. theorem 3.3.
(1) Suppose k = ℓ. Then A, A] = 0 if and only if [7] .
Theorem 3.7 has a nice consequence in the case k ≥ 3. Let A ∈ P (k,2) be a Poisson structure with non vanishing trace. Furthermore suppose that its trace free part A 0 is a Poisson structure, too. Due to the vanishing of the expression DA ∧ A 0 , the trace free part has the form A 0 = DA ∧ C for a trace free vector field C with rational coefficients. This yields Proposition 3.9. A homogeneous polynomial Poisson structure of degree ≥ 3 with non vanishing trace which trace free part is a Poisson structure, too, has rank two. Notation 3.10. We call rank two Poisson structures cf. proposition 3.9 with C ∈ P (1,1) simple.
At the end of this section we will make a short remark on diffeomorphisms and what their effect is on the decomposition cf. theorem 3.3. A diffeomorphism which respects the polynomial structure as well as the degree has to be linear. For a linear diffeomorphism L(x) j = L i j x i and a polynomial poly-vector field we write L * A for the induced action. E.g. for a linear vector field A ∈ gl n we have (2) is compatible with this diffeomorphism in the way that for poly-vector fields A and B we have
This yields Proposition 3.11. Let A,Â ∈ P (k,ℓ) be polynomial poly-vector fields with trace decomposition A = A 0 + B ∧ e andÂ =Â 0 +B ∧ e, respectively. Then A andÂ are diffeomorphic iff there exist a linear diffeomorphism L such that A 0 = L * Â0 and B = L * B .
Consequences on Poisson and Jacobi structures
Bi-vector fields in dimension two. For V = Ê 2 we have V * ≃ V as representation spaces and V m−1,1 ≃ S m (V ). In particular, [A, A] = 0 for all A ∈ P (m,2) (V ). The sequence (9) is written as
and we have kerD = {0}.
Let us consider m = 2. We have
which is the ( 1) . This yields the result mentioned in the introduction, namely that every quadratic Poisson structure is obtained by an element in Λ 2 gl 2 . This, of course, may be generalized to arbitrary m ≥ 2. Every homogeneous polynomial Poisson structure of degree m in dimension two is obtained by
Linear bi-vector fields. Consider linear bi-vectors and the splitting
(1) The bi-vector with trace
This algebra has structure constants A 12 2 = α, A 13 3 = β and trace DA = (α+β)e 1 . The decomposition (14) together with the discussion above yields
we have a decomposition of g (α,β) into a pair of Lie algebras g (
(3) Consider a semi simple Lie algebra and its decomposition g = h ⊕ α g α .
The roots α ∈ h * fulfill [H, X] = α(H)X for all H in the Cartan algebra h and X in the one dimensional subspace g α . The α(H) are the only nonvanishing diagonal elements of the structure constants and with α(H) the element −α(H) is present, too. So the sum over these elements vanish and so does the trace of g which is given by
for a basis {H i } of h. (4) Let g = g 0 ⊕ g 1 be the vector space decomposition of the Lie algebra g into its semi simple and solvable parts with basis {E i } and {F j }, respectively. We have [g 0 , g 1 ] ⊂ g 1 so that the trace of g decomposes like
A similar but not so strong decomposition of the trace may be obtained by
. It is not so strong in the way that g 1 ⊂ g/g (1) and g 0 ⊃ g (1) .
Homogeneous Jacobi structures
A Jacobi structure on a manifold M is pair (
) and E ∈ P (k−1,1) are homogeneous of degree k and k − 1, respectively.
We call a k-homogeneous Poisson structure Π and a k-homogeneous Jacobi structure (Λ, E) associated, if
Proposition 4.2. a) For every homogeneous Jacobi structure (Λ, E) of degree k = 2 a k-homogeneous Poisson structure is defined via its decomposition with respect to theorem 3.3
be a k-homogeneous Poisson structure, k = 2, which admits a splitting DΠ = F 0 +Ẽ 0 such that there exists a polynomial ξ of degree k − 2 with
This defines a Jacobi structure given by
Of course, this includes the case E = 0. c) In the case k = 2 the Jacobi structure of each associated pair of Jacobi-and Poisson structure has vanishing vector field.
Proof. Let Λ = Λ 0 + DΛ ∧ e and E = E 0 + DE ∧ e form a k-homogeneous Jacobi structure with decompositions with respect to theorem 3.3. We use the notations e = e (k,2) , e ′′ = e (2k,4) , and ∆ = k − 2. We reformulate the Jacobi conditions (25) in terms of the fields Λ 0 , E 0 , DΛ and DE by using proposition 3.4. We plug in A = E, B = Λ and ∆ = ∆ ′ = k − 2. This yields
. So the first Jacobi condition is written as
Furthermore, we know
So the two Jacobi conditions together translate as follows (20) . This proves a). b) is almost the same up to the fact that we have to make sure the compatibility ( * ) of Λ and E 0 with the trace DE which we called ξ. In c) the vanishing of E 0 follows from the definition, and the vanishing of the constant trace from ( * ).
Remark 4.3. The content of the preceding proposition extends without essential changes to generalized Jacobi structures cf. [9] . The exceptional value in this case is k = ℓ.
Explicit examples
In this section we provide the tools to give the lists of quadratic Poisson structures in dimension four and simple cubic Poisson structures in dimension three. This supplements the list of quadratic Poisson structures in dimension three which may be found e.g. in [6] or [3] .
5.1. Quadratic Poisson structures in dimension four. In this particular dimension we handle with quadratic bi-vectors and their trace given by linear vector fields. A Poisson structure Π is described by a pair (Π θ , A) where Π θ is a trace free Poisson structure and A is linear vector field which is compatible with Π θ in the way that L A Π θ = [A, Π θ ] = 0 holds, cf. theorem 3.7. The linear vector field encodes the trace of Π and so is trace free, i.e. A ∈ sl 4 . Furthermore, because Π θ is trace free, there exists a cubic tri-vector field L such that Π θ = DL. If we consider the isomorphism (2) we may write L = Ψ −1 θ with a cubic one-form θ. The trace free bi-vector is then given by Π θ = Ψ −1 dθ, cf. (3). This explains the notation for the trace free part of Π. The compatibility condition may be reformulated by
and so reads as
The Poisson condition on Π θ translates to θ in the following way. The commutator of Π θ with itself is a tri-vector field and via Ψ a one-form. We look at its components
The function Ψ(Π θ ∧ Π θ ) which is the only coefficient in dθ ∧ dθ is a homogeneous bi-quadratic polynomial. Its derivative vanishes iff it vanishes itself. So the Poisson condition on Π θ can be written as
To characterize all quadratic Poisson structures in the four-dimensional case we have to look for pairs of one-forms θ with cubic coefficients and trace free matrices A such that (i) and (ii) are fulfilled. We write Π θ,A for the resulting Poisson structure. We call a one-form and a matrix which fulfills condition (i) compatible. This is a linear condition on the coefficients of the 1-form. Because of remark 5.1, which is an easy consequence of proposition 3.11 and (22) as well as (i) and (ii), we may restrict ourself to matrices A which are in Jordan form. Condition (ii) is non-linear and yields algebraic relations of degree two for the coefficients. 
and L A θ = 0 is a system on the 80 coefficients θ k;mno .
We write the coefficients of the respective 1-forms as vectors in the basis of the cubic polynomials as given in (28).
In view of (29) and the restriction to the Jordan form of the matrix A we need the following vectors 
Cubic Poisson structures in dimension three. We follow the idea of the preceding subsection. Theorem 3.3 provides a decomposition of the bi-vector field Π into a pair (Π 0 , A 0 ). Here Π 0 denotes the trace free part of Π and depends on a biquadratic polynomial f , via the isomorphism (2). The vector field A 0 = A − DA ∧ e (3, 2) is the trace free part of a quadratic vector field A and encodes the trace of Π. For Π 0 being a two-form, the last equality forces it to be of the form Π 0 = A 0 ∧ C for a trace free vector field C with rational coefficients (compare proposition 3.9) and the Poisson structure is of course of rank ≤ 2. If we translate the Poisson condition with respect to these data, we get To gain a list of all simple Poisson structures, i.e. those for which C is in P (1,1) , we may restrict to C in Jordan form due to proposition 3.11. We write the components of the vector field A = A k ∂ k with respect to the basis of quadratic polynomials, i.e.
The bracket of A with the vector field
Because of the restriction to the Jordan form of C, we will need the following vectors.
list of quadratic Poisson structures in dimension four
In this appendix we use the notations developed in subsection 5.1. We examine the different possibilities of the Jordan form of the matrix A. We list the compatible one-forms, i.e. the one-forms which fulfill (i). In most cases we furthermore give the algebraic relation for the coefficients c.f. condition (ii). For special solutions we write down the Poisson structure associated to the one-form. After all we have to distinguish 43 different cases.
[A]:
In this case L A θ = 0 can be rewritten as In this case the only 1-form compatible with A is (32) Θ A = ϑ 0 xyz dt + ϑ 1 tyz dx + ϑ 2 txz dy + ϑ 3 txy dz This 1-form also obeys dΘ A ∧dΘ A = 0 such that Π A := Π ΘA is a quadratic Poisson structure, explicitly
with ϑ ij := ϑ j − ϑ i . In particular, only the coefficients Π ij ij are present.
[A.1.1.2]: |a|, |b|, |c|, |d| distinct, nonzero, and b = −3a.
This is the exceptional case where at least one more coefficient in L A θ vanishes although all entries in A have different absolute values. This coefficient is of the type (3a + b). Because the problem is symmetric in a, b, c, d this is the only possibility. We write A = a · diag(1, −3, k, 2 − k). To stay in the case of nonzero eigenvalues of distinct absolute values we have to exclude k = ±1, ±3, 5, 0, 2.
In this case the Lie derivative of θ with respect to A is given by 
We have to consider two subcases. 
and the two possibilities are
• 3α = α and Π θ = Π A .
• ϑ 23 = 0, i.e. ϑ 2 = ϑ 3 and
3 , −7, 9} These cases are the same up to renaming the variables, so we choose k = 9. In this case the 1-form compatible with A = a · diag(1, −3, 9, −7) is given by
The quadratic relations which singles out the Poisson structures are given by
We assume ϑ 23 = ϑ 30 = 0, i.e. ϑ 3 = ϑ 2 = ϑ 0 . With α := 3α − α and β := 3β − β this yields the Poisson structure
[A.1.2]: a = b and |a|, |c|, |d| distinct and nonzero 
: a = b and |a|, |c|, |d| distinct and nonzero and no further entries in L A θ vanish.
The 1-form compatible with A is given by
To yield a Poisson structure the coefficients have to satisfy the following equations
Two sample Poisson structures are:
a. β =β, γ =γ, and ϑ 23 = 0 with
b. ϑ 2 = ϑ 3 = 0, ϑ 0 = −ϑ 1 , γ = β,γ =β and α =α with
where ξ :=α − 2γ, η := α − 2β andη := α − 2β
[A.1.2.2]: a = b and |a|, |c|, |d| distinct and nonzero and a = −3c
As in case [A.1.1.2] the additional coefficient which may be zero is of the type a + 3c the symmetry in the entries a and c (resp. d) is broken so that we also have to consider the case 3a + c. But the vanishing of the latter would let the matrix be A = a · diag(1, 1, −3, 1) which contradicts a = d. So we are really left with a = −3c or 2 A = c · diag(−3, −3, 1, 5) with compatible 1-form
+ t 2 (βz dy +βy dz) + x 2 (γz dy +γy dz) + y 2 (δy dt + δt dy) + y 2 (ǫy dx + ǫx dy)
In addition to (37) condition (ii) yields
We get a new solution forβ = β,γ = γ, ϑ 32 = 0, and ξ = −ϑ 21 , η = −ϑ 20 as well as ǫ := ǫ − 3ǫ = δ − 3δ =: δ (compare [A.1.2.1]):
[A. 
In this case we have two new solutions which are related by interchanging the connected pairs of variables (t, x) ↔ (y, z). E.g. β −β = ϑ 23 = 0:
As before the remaining possibilities are symmetric to this one. The matrix is 
The 1-form compatible with A is given by θ = Θ A + yz(α 1 t dt +α 1 x dx) + t 2 (β 1 z dy +β 1 y dz) + x 2 (γ 1 z dy +γ 1 y dz)
+ tx(α 2 y dy +α 2 z dz)
+ ty(δ 1 y dt +δ 1 t dy) + tz(δ 2 z dt +δ 2 t dz)
+ xy(δ 3 y dx +δ 3 x dy) + xz(δ 4 z dx +δ 4 x dz)
The Poisson structures are due to (ii) singled out by the following system on the coefficients:
The 1-form compatible with A is given by θ = Θ A + yz(α 1 t dt +α 1 x dx) + t 2 (β 1 z dy +β 1 y dz) + x 2 (γ 1 z dy +γ 1 y dz) + xz(α 2 t dt +α 2 y dy)
+ tz(α 3 x dx +α 3 y dy) 
+ yz(δ 1 z dy +δ 1 y dz) + xt(δ 2 x dt +δ 2 t dx)
Two solution with associated Poisson structures are given by a. β 1 =β 1 , β 2 =β 2 and ϑ 1 = ϑ 0 with
The compatibility condition is empty in this case, which means that all 1-forms are compatible with A = 0.
[B]:
This is the case of one Jordan block of size 2. The coefficients which belong to the variables t and x are coupled and the symmetry which could be seen in [A] is broken.
The Lie derivative of a one form with cubic entries in direction A is given by This is the case where no further coefficient which involve a, b, c in the Lie derivative vanishes. The compatible 1-form is given by
The derivative of this 1-form is
obeys dΘ B ∧ dΘ B = 0, and the associated Poisson structure is 
Remark A.1.
Here and in what follows we always get new solutions by sending the coefficients to zero which come with the coupled terms and we will discuss these cases in particular.
[B.
The compatible 1-form is
We get the following equations from (ii)
with the two sample solutions a.α = α = ϑ 1 = 0, i.e.
b.γ = γ,β = β and ϑ 2 +θ 2 −ϑ 0 = 0. (i.e. 2θ 2 −ϑ 0 =θ 2 −ϑ 2 and 2ϑ 2 −ϑ 0 = ϑ 2 −θ 2 ), i.e.
The relations which single out the Poisson structures read
with the particular solutions
with β = β − 3β and γ = γ − 3γ. 
As before we have two special solutions a. α = ϑ 1 = 0 with
This is the case of one Jordan block of size three. The Lie derivative is given by 
The coefficients which vanish non trivially are derived by evaluating
which has to fulfill the following condition to yield a Poisson structure
We have one solution (β = 0) where the term which couples x and t is missing. This is given by
with α := 3α − α and Γ 1 = 2ǫ + δ as well as Γ 2 = 2ǫ + δ A second solution is given by 3ǫ − ǫ + δ = 0 which is the same as 3Γ 1 − Γ 2 = 0. The associated Poisson structure is now
In the case of one Jordan block of maximal size the Lie derivative is 
The 1-form compatible with this matrix is 
In this case the compatible 1-form is θ = ty(αy dt +αt dy) + ty β(z dt − y dx) +β(t dz − x dy) + (tz − xy)(γy dt +γt dy)
Due to condition (ii) the Poisson structures must obey
δ =δ eliminates the derivative of the last summand in (67) so that it does not enter into the Poisson structure. A sample poisson structure is given byγ = β −β − γ:
withα := 2(α −α), η := β − γ, ξ := 3β − 2β − γ, and ζ := 2β − β − γ.
[E.2]: a = 0
The compatible 1-form is θ = ty(α 1 y dt +α 1 t dy) + yt(α 2 t dt +α 2 y dy)
+ (tz − xy)(γ 1 y dt +γ 1 t dy)
This is the case of one pair of complex eigenvalues. Without loss of generality we may assume, that the imaginary part of this eigenvalue is equal to 1. We will see that in this case the symmetry in most cases is barely broken, i.e. we will not add as many solutions to the generic case [F.1.1.1] as we did before. The compatible 1-form is
and obeys dΘ F ∧ dΘ F = 0 so that the associated Poisson structure is given by
In the case of one complex eigenvalue with nonzero imaginary part there is no further contribution to the compatible 1-form.
[F. (70) θ = Θ F + y 2 (ǫz dy +ǫy dz).
Condition (ii) implies
(71) (ǫ − 3ǫ)(ϑ 2 −θ 2 ) = 0 and a new Poisson structure is given by ϑ 2 =θ 2 :
Inserting this into dθ ∧ dθ = 0 yields
Two sample solutions are
[F.2]: a = − The compatible 1-form is
The last term is a multiple of the derivative of (t 2 + x 2 ) 2 so that it does not enter the Poisson structure. the latter are singled out by the following equations
There are two new solutions, namely a. δ = ϑ 0 = 0 which yields
The system on the coefficients obtained by (ii) is
and two Poisson structures are due to the following choices: 
The compatible 1-form which obeys dΘ G ∧ dΘ G = 0 is given by
The Poisson structure determined by Θ G is
The compatible 1-form in this case has four additional terms, of which two have vanishing derivative. The compatible 1-form is given by θ = Θ H+ + Θ 0 + (t 2 + x 2 ) δ 1 (z dt − y dx) + δ 2 (y dt + z dx)
+ ǫ 1 (xz + ty) + ǫ 2 (xy − tz) (x dt − t dx) + (y 2 + z 2 ) δ 1 (x dy − t dz) +δ 2 (t dy + x dz) + ǫ 1 (xz + ty) +ǫ 2 (xt − yz) (z dy − y dz) + (y 2 + z 2 ) ζ 1 (z dt − y dx) + ζ 2 (y dt + z dx) + (t 2 + x 2 ) ζ 1 (x dy − t dz) +ζ 2 (t dy + x dz)
[H.2.2.2]: a = 0 and d = −e
The compatible 1-form is given by θ = Θ H− + Θ 0 + (t 2 + x 2 ) δ 1 (z dt + y dx) + δ 2 (y dt − z dx) + ǫ 1 (xz − ty) + ǫ 2 (xy + tz) (x dt − t dx) + (y 2 + z 2 ) δ 1 (x dy + t dz) +δ 2 (t dy − x dz) + ǫ 1 (xz − ty) +ǫ 2 (xt + yz) (z dy − y dz) + (y 2 + z 2 ) ζ 1 (z dt + y dx) + ζ 2 (y dt − z dx) + (t 2 + x 2 ) ζ 1 (x dy + t dz) +ζ 2 (t dy − x dz)
[H.2.3]: a = 0 and e 2 = 9d
We obtain the case d 2 = 9e 2 by renaming the coordinates.
[H.2.3.1]: a = 0 and e = 3d
The compatible 1-form is θ = Θ H + Θ 0 + α (tz − xy)(t dt − x dx) − (xz + ty)(x dt + t dx)
+ β (tz − xy)(x dt + t dx) + (xz + ty)(t dt − x dx) +α (x 2 − 3t 2 )x dy + (t 2 − 3x 2 )t dz
[H.2.3.2]: a = 0 and e = −3d
The compatible 1-form is θ = Θ H + Θ 0 + α (tz + xy)(t dt − x dx) − (xz − ty)(x dt + t dx)
+ β (tz + xy)(x dt + t dx) + (xz − ty)(t dt − x dx) +α (x 2 − 3t 2 )x dy − (t 2 − 3x 2 )t dz
To get the Poisson structures from θ in the cases d = ±3e the coefficients have to obey
(α ∓ 3α)(ϑ 1 ± ϑ 2 ) − (β ∓ 3β)(θ 2 −θ 1 ) = 0 (β ∓ 3β)(ϑ 1 ± ϑ 2 ) + (α ∓ 3α)(θ 2 −θ 1 ) = 0
From the last two equations we get that β = β ∓ 3β and α = α ∓ 3α can only be chosen non trivial if ϑ 1 ± ϑ 2 =θ 2 −θ 1 = 0. We are left with [H. The only new Poisson structure is given by ϑ 1 ± ϑ 2 =θ 2 −θ 1 = ξ = 0 and ηϑ 2 ≷ 0 with α 2 + β 2 = ±ϑ 2 η Π θ = −ϑ 2 (t 2 + x 2 )∂ t ∧ ∂ x − ϑ 1 (y 2 + z 2 ) + η(t 2 + x 2 ) ∂ y ∧ ∂ z + ϑ 1 (ty ∓ xz) + 2βtx + α(t 2 − x 2 ) ∂ t ∧ ∂ z − ϑ 1 (xz ∓ ty) + 2βtx + α(t 2 − x 2 ) ∂ x ∧ ∂ y − ϑ 1 (tz ± xy) + 2αtx − β(t 2 − x 2 ) ∂ t ∧ ∂ y + ϑ 1 (xy ± tz) − 2αtx + β(t 2 − x 2 ) ∂ x ∧ ∂ z 
