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ABSTRACT
Choi, Chul Hun Ph.D., Purdue University, May 2018. Sustainable Supply Planning
of By-Product Minerals: A Case Study on Indium. Major Professors: Seokcheon
Lee. Associate Professor, Fu Zhao. Associate Professor.
Clean energy technologies represent a promising solution to the global warming
challenge. However, many clean energy technologies depend on some rare materials,
and concerns about demand of the materials have been raised recently. To make the
concerns getting even worse, the materials are usually by-products of base metals,
thus the supplies highly rely on the demand and production of the base metals.
Indium is one of these materials. It is critical for two emerging clean energy applications, that is, copper indium gallium selenide photovoltaic, and light-emitting diode
lighting. Like other rare materials, indium is also a by-product of base metal, mainly
zinc. Therefore, demand and supply analysis of indium is essential for sustainable
deployment of the clean energy technologies. In this dissertation, supply and demand
of indium is analyzed for continuous supply of the material and supply planning of
the material is proposed.
First, supply and demand gap is analyzed under diﬀerent energy and technology
development scenarios using a dynamic material ﬂow system approach. An advanced
system dynamics model is constructed by considering: i) current and future indium
demand sources; and ii) market/price mediated supply and demand relationships of
both zinc and indium.
Having recognized the imbalance of indium supply and demand, global strategic
level production planning of the materials is proposed using a mixed integer linear
programming model. In addition to production and capacity expansion planning,

xvi
other operational decisions in the supply chain, such as transportation and inventory
are also considered.
Finally, indium production quantity decision is analyzed in producer’s perspective
under competitive market condition. A Cournot competition model is developed, and
equilibrium quantities are drawn in four cases, which exclusively capture all possible
scenarios. The equilibrium is analyzed numerically and compared with the decision
under monopoly market condition.
The ﬁndings from this dissertation contribute to suggesting a guidance to the
stakeholders for the sustainable supply of indium, and ultimately to lead the stable
deployment of cleaner energy technologies.

1

1. INTRODUCTION
1.1

Critical Materials
Energy is one of the most important utilities for modern society and its demand

is continuously increasing as the world becomes more industrialized. According to
the International Energy Agency (IEA) 2015 report, global energy consumption has
been increased by 99% since 1973, and the annual growth rate has been continuously
increasing for past 10 years [1], [2]. In addition, a majority of (87%) global energy
consumption relies on fossil fuels [2]. As a result, the enormous energy consumption
brings signiﬁcant greenhouse gas along with carbon dioxide (CO2 ) emission increase,
which ultimately leads to global climate change that we have faced over the last
decade. A promising solution to this issue is to use clean energy technologies, which
aim at utilizing renewable energy sources or improving energy eﬃciency. However,
many of the clean energy technologies rely on rare minerals for their core technologies and their supply and demand balance issue may threaten the rapidly increasing
deployment of the clean energy technologies [3].
Many international and governmental agencies reported the criticality of the rare
materials and United States Department of Energy (U.S. DOE) and European Commission (EC) are among them. The U.S. DOE analyzed 16 minerals (Li, Mn, Co,
Ni, Ga, Y, In, Te, La, Ce, Pr, Nd, Sm, Eu, Tb, Dy) in the report, ‘Critical Materials Strategies’, in 2011 [3]. In their report, the criticalities of the 16 minerals
were analyzed in two dimensions, which include supply risk and importance to clean
energy technologies encompassing wind turbines, electric vehicles (EVs), thin-ﬁlms
(TF) photovoltaic (PV), and energy-eﬃcient lighting. The materials used in these
technologies are reported at risk of supply disruption in the short term, but the risk
will decrease in the medium and long terms. Among the 16, ﬁve metals (dysprosium,
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neodymium, terbium, europium and yttrium) are reported as critical materials in
both short and medium terms. The criticality matrix in the medium term for all 16
materials are graphically shown in Figure 1.1.

Fig. 1.1. Medium term (2015-2025) criticality matrix [3]

EC also reported the criticalities of 41 raw materials in the ‘Critical Raw Materials
for the EU’ in 2010 [4]. This report analyzed not only rare materials necessary
for clean energy technologies but also common commodity minerals necessary for
the general advanced technologies in the European Union (EU). Diﬀerent from U.S.
DOE report, the criticalities in this report were studied in three dimensions, which
include economic importance, supply risk, and environmental country risk. Among
the 41 materials, 14 materials (Antimony, Beryllium, Cobalt, Fluorspar, Gallium,
Germanium, Graphite, Indium, Magnesium, Niobium, Platinum group, Rare earths,
Tantalum, Tungsten) fall into the critical group, which is categorized upper right side
of Figure 1.2. Since environmental country risk does not change the list of critical

3
materials, materials criticalities in only two dimensions, economic importance and
supply risk, are show in Figure 1.2.

Fig. 1.2. Criticalities matrix for 41 materials in EC report [4]

Each report resulted in slightly diﬀerent conclusions about mineral criticalities,
because of the diﬀerences of the dimensions used in the matrix, and evaluation criteria.
However, the bottom line is that many of the key minerals to clean energy technologies
are exposed to supply risk, and this supply risk may threaten the wide deployment
of emerging clean energy technologies as Eggert pointed out [5]. In this regard, it is
time to reconsider the availability or supply and demand balance issue of the critical
materials to support the increasing demand in near future.
Among the many materials studied for their criticalities, this dissertation focuses
on indium in three reasons, one of which is to verify the discrepancy of the criticality
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categorization in both reports. It is reported as ‘near critical’ material in the short
term and even becomes to be ‘not critical’ one in the U.S. DOE report [3]. On the
other hand, EC categorized it as a ‘critical’ material [4]. Secondly, it is an important
key material required for two emerging clean energy technologies, TF solar PV and
light emitting diode (LED) lightings. The complexity in the supply system is the last
reason. In other words, the supply of this material is dependent on the demand and
production of zinc, which is a base metal. All of these reasons will be explained in
detail in the following subchapters.

1.2

Indium
Indium is a post-transition metallic element that has an atomic number of 49, and

has characteristics of being malleable, soft, and easily fusible. With these characteristics, it is primarily (up to 85% of total consumption) used for manufacturing indium
tin oxide (ITO), a key composition for manufacturing liquid crystal display (LCD)
panels [6]. Because ITO had been responsible for a majority of indium consumption,
and the demand for clean energy technologies has been minimal in the past, indium
was reported as a near critical material in the U.S. DOE report [3]. However, two
emerging markets in clean energy applications will require large amount of indium
in near future. One of them is TF solar PV which utilizes sun light as an energy
source [6].
Solar PV is one of the technologies that utilize sun light as its energy source, and it
is distinguishable from concentrated solar power (CSP) in that it converts the sun light
directly to energy, while CSP converts the sun light to heat before its conversion to
energy. The solar PV technology is reported to be one of the key sources for electricity
generation in 2050 [7]. More speciﬁcally, ten percent of electricity generation in the
world, which is equivalent to 4,000 TWh, will be generated from solar PV in the
conservative (2DS) scenario in IEA report, and the contribution may even jump
up to 16 percent (6,300 TWh) in their aggressive (hi-Ren) scenario (Figure 1.3).

5
Among many solar PV technologies, TF solar PV is recently renowned technology,
and compete with conventional type silicon based ones. The conventional types of
solar PVs, which are based on mono crystalline silicon (c-Si) and poly crystalline
silicon, dominated the solar PV market over 81% in 2009 with their higher energy
conversion eﬃciency [8]. However, TF solar PVs recently become to expand their
market shares with improved eﬃciencies and lighter weights [8]. Indium is mainly
used for one of the TF solar PV technologies, which is called copper indium gallium
selenide (CIGS) type solar PV. Although it has higher energy conversion eﬃciency, the
other types (i.e. amorphous-silicon (a-si) type and cadmium telluride (CdTe) type)
dominated the TF solar PV market in the past, because of their lower manufacturing
costs. However, recently, CIGS type becomes more popular with its competitive
manufacturing cost, and non-usage of harmful material, cadmium.

Fig. 1.3. PV market projection [7]

Another indium application in clean energy technologies is LED lightings, which
has improved energy eﬃciency compared to conventional types of light bulbs [9].
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Although LED technology has very minimal market share (6.3%) in lighting industry,
it is noted as one of the key candidate lighting technologies to substitute incandescent
lightings due to its higher energy eﬃciency [10]. McKinsey and Company reported
that LED lighting market is under exponential growth phase and its high growth rate
is expected to persist at least up to 2020 with compound annual growth rate (CAGR)
of 24%. And the market scale will be 64 billion Euros, which is seven times larger than
the one in 2012 [11]. U.S. DOE also expected that the market share of LED will grow
almost 8 times larger in 2030 than the one in 2015. Overall LED market contribution
to lighting applications will be 74% (of lumne-hour) in 2030, and the contribution
is even higher in outdoor stationary lighting sector [12] (Figure 1.4). Both of these
applications in clean energy technologies will require tremendous amount of indium
compare to the present demand. However, unfortunately, indium cannot be produced
as much as the society requires, because of the complexities embedded in supply side.

Fig. 1.4. LED market projection
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Indium is so called by-product material of some base metals. Traditionally, the
by-product minerals are deﬁned to neither determine the extraction strategy, nor
inﬂuence the price of the associated base metals [13]. Therefore, the supply of byproduct material is limited by the demand and production quantity of base metal.
Under current economical and technical condition, the main base metal of indium
is zinc. Sulﬁdic lead, tin, copper and iron, are also base metals of indium, but are
not economically feasible at this moment [14]. Accordingly, the remaining of this
dissertation considers only zinc as the base metal of indium. In entire zinc reﬁning
processes, indium is further processed to be reﬁned at the puriﬁcation step [15]. For
this reason, entire zinc reﬁning processes need to be initiated in order to reﬁne indium
from the ore, and the driving force to initiate the entire process is the zinc demand.
Furthermore, indium is very less concentrated in the ore than the base metals, thus
the reﬁning production decision highly relies on the price of indium. With this issue
in supply side, indium supply (production amount) is not an easy decision. Simpliﬁed
zinc and indium reﬁning processes are presented in Figure 1.5.
The above-mentioned demand increase may restrict the deployment of the clean
energy technologies, because indium is not abundant in the ore as it will be required.
Adding supply limitation to the demand issue makes the system more complicated
to predict, and may trigger supply and demand imbalance, which is the motivation
of this dissertation.

1.3

Research Problems and Contributions
This dissertation aims at: i) understanding dynamic behavior of supply and de-

mand of indium; ii) proposing global level optimal strategy for continuous indium
supply to meet the rapidly growing demand; and iii) investigate the behavior or production decision of the indium producers under competitive market condition.
In Chapter 3, for better understanding of supply and demand of indium, dynamic
material ﬂow model is developed by considering market mediated supply and demand
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Fig. 1.5. Simpliﬁed ﬂow chart of zinc smelting process and indium reﬁning
process [15]

of indium. Two emerging clean energy technologies along with the largest current
indium demand are considered for its demand sources. Beside the demand side, zinc
market is also incorporated to the model to account for its supply complexity. The
contributions of this study are:
• Development of an advanced dynamic indium material ﬂow model by considering market mediated supply and demand of both indium and its base metal,
zinc
• Analyzing yearly supply and demand balance of indium in diﬀerent scenarios
• Motivation of the following research topics by showing the supply and demand
imbalance
In Chapter 4, based on the recognized indium supply and demand imbalance
from the ﬁrst research, the this study develops a capacity expansion decision model
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to increase indium supply. Global strategic level capacity expansion decisions for both
zinc and indium are made. In addition to the capacity expansion decision, production
quantity, transportation, inventory decisions are also incorporated in the model. The
contributions of this research are:
• Proposing a mathematical model for capacity expansion along with other related
decisions in both zinc and indium supply chain
• Finding key parameters in deciding location, quantity, and timing of expansion
and production
• Suggest global strategic level indium production decision to ﬁll the gap between
the demand and supply
In Chapter 5, production quantity decisions for both zinc and indium are analyzed
using game theory. The model is based on well known Cournot competition model and
the closed-form equilibria for zinc and indium production are numerically analyzed.
The contributions of this study are:
• Development a Cournot competition model to ﬁnd equilibrium production quantities for both zinc and indium
• Analyzing behaviors of producers under diﬀerent market conditions and scenarios
• Suggesting directions in decision making for production of indium

Overall, this dissertation will contribute to the stakeholders in the following ways:
• Re-examining the indium supply and demand imbalance issue by developing an
advanced dynamic material ﬂow model
• Analyzing or suggesting potential directions in decision making to improve indium supply under rapid growing indium demand
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• Supporting sustainable deployment of clean energy technologies for environmentally friendly development of the world

1.4

Organization of Dissertation
The remaining of this dissertation is organized as following sequences. In Chap-

ter 2 literature relevant to each of research topic is reviewed. Chapter 3 presents
dynamic indium material ﬂow model, and indium supply and demand balance is analyzed under some scenarios. Chapter 4 develops a capacity expansion model and
it is numerically analyzed with industry data. In Chapter 5, equilibrium production
quantity decisions under competitive market are proposed using Cournot competition model, and they are numerically analyzed. Finally, Chapter 6 concludes this
dissertation and proposes future research directions.

Fig. 1.6. Dissertation organization
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2. LITERATURE REVIEW
Understanding indium supply chain is not an easy task because of the complexity
embedded in both supply and demand sides in the system as described in Chapter 1.
In this chapter, literature is reviewed to understand the past works relevant to each
research topic, and ﬁnd the gaps to be studied in this dissertation. The literature will
be reviewed in four categories: i) supply and demand of indium; ii) system dynamics
modeling of indium material ﬂow; iii) deterministic capacity expansion planning;
iv) game theoretic approach in production decisions. Past studies in each of these
topics are reviewed in the following. Each of the sub-chapters in this chapter is
relevant to the research problem that this dissertation addresses except the content
in Chapter 2.1.

2.1

Supply and Demand of Indium
Supplying indium in timely manner as it is required begins with an adequate

expectation of its demand and accurate understanding of its supply source. In this
regard, indium demand, relevant to solar PV technology, is closely studied by many
researchers. Andersson pointed out that high demand of the materials (Te, Ga,
and In) due to higher dependency on solar energy, and the limited availability of
those materials may constrain the wide deployment of CdTe and CIGS type solar PV
technologies [16]. Among many materials he concerned about the availability, indium
is one of them and the availability limitation of the material may constrain the wide
deployment of CIGS type solar PV. Compared to the gigawatt level deployment of
solar PV in the Andersson’s work, Feltrin and Freundlich studied the availabilities of
the materials at more aggressive terawatt level deployment [17]. Under this elevated
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scale of solar PV market projection, indium is again the material that may restrict
the deployment of CIGS type solar technology.
In 2010’s, indium received more attention as TF type solar PV market was expected to expand more aggressively, because of additional technical and economical
competitivenesses. Goe and Gaustad identiﬁed critical materials for solar PV technology in the United States using multi-metric approach [18]. Indium was reported
as one of the critical materials in large deployment of solar PV by Zuser and Rechberger [19]. Grandell et al. also concluded that cumulative demand for indium until
2050 will be 170% of current reserve, and the unmet demand should be complemented
by end of life recycling [20]. Zimmerman studied stocks and ﬂows of indium along
with other materials (Ga, Cd, and Te) necessary for CIGS and CdTe solar PV technologies based on three global PV deployment scenarios until 2050, and discussed
the shortages of indium [21]. The key contribution in his research was to include
secondary ﬂow, which is recycling from end of life (EOL) product, as one of the potential sources to stock. Zuser and Rechberger studied material (resource) availability
in solar PV technology deployment [19]. They calculated the demand of all materials
necessary for four diﬀerent PV technologies (i.e. cSi, a-Si, CdTe, and CIGS) and
observed whether these technologies are feasible to be deployed in terms of material
availability under given PV deployment scenarios. In their study, indium was one
of the critical materials constraining CIGS technology. Stamp et al. studied indium
demand under diﬀerent clean energy market penetration scenarios using a system
dynamics modeling technique [22]. They concluded that it can be diﬃcult to support CIGS type TF solar PV deployment if indium production environment stays the
current condition. Grandell and Höök also identiﬁed constraint materials for wide
deployment of solar PV technologies and indium was one of the materials in their
study [23]. All of the studies claimed that signiﬁcantly large amount of indium will
be in demand in the next several decades due to clean energy technologies, especially
solar PV, and it will be an issue in the technology deployment unless the demands
are met in the timely manner.
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Linking supply issue with demand increase is more advanced research by reﬂecting
the fact that indium is a by-product of base minerals. Compared to the demand side
analysis of indium, not many studies integrated supply issue. Stamp et al. pointed
out this in their discussion of potential sources for indium supply [22]. Grandell and
Höök also considered the base and by-product material relationship in ﬁnding constraint materials for wide deployment of solar PV technologies [23]. They concluded
that indium along with gallium may constrain the deployment of CIGS type solar
PV. Elshkaki and Graedel studied the impact of demand increase of by-product minerals, used mainly for TF solar PV, on the (over)supply of base metals and their
environmental implications in the productions.

2.2

System Dynamics Modeling of Indium Material Flow
Analyzing the supply and/or demand and gap between them is the ﬁrst step to

propose strategic level decisions in the supply chain of indium. In general, material
ﬂow analysis (MFA) is one of the tools that can be used to analyze the complex
scenarios aiming at sustainable development, which is dependent on the existence of
stable material [24]. It is an analytical methodology that quantiﬁes the ﬂow of a
material of interest in a deﬁned system. MFA has found applications in a wide range
of applications, ranging from resource conservation, environmental management to
regional material management [24], [25]. Many studies in materials management,
especially for metals, used MFA as a tool in various temporal and spatial boundaries [26], [27], [28], [29].
MFA of indium has also been conducted in several researches. For example, Goonan performed an analysis on indium material ﬂows within the United States for
year 2008 [30]. There are also MFA studies on indium with focuses on ﬂat panel
display [31], [32]. Traditional MFA analyses are largely static, that is, they only show
a snapshot of material ﬂows within a determined boundary for a speciﬁed time period
in the past. To study the future supply and demand of indium and how the material
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ﬂows are aﬀected by the wide deployment of clean energy technologies, a dynamic
MFA is needed.
According to a review done by Müller et al. [33], the methodology of dynamic
MFAs was ﬁrst developed by Baccini and Bader in 1996 [34] with the ﬁrst studies
on metals published in 1999 for copper in the United States [35] and for aluminum
in Germany [36]. To date, there are more than 60 dynamic MFA studies on metals
published [33]. No standard methodology or protocol for dynamic MFA of metals,
however, has been established: modeling approach, spatial/temporal scale, and system boundary vary from study to study. In general, stock and ﬂow models are used
for dynamic MFA and system dynamics (SD) simulation seems to be a powerful tool
for this purpose.
SD can model complex dynamic systems for better understanding of non-linear
behavior over time in a deﬁned system [37], [38], [39], [40]. A handful of eﬀorts have
been made to adopt SD in dynamic MFA. Glöser et al. studied global copper ﬂow
using SD methodology [41]. Pruyt developed a SD model for generic scarce minerals
and performed sensitivity analysis to explore system behavior over time [42]. Recently,
Houari et al. developed SD model to predict tellurium availability for CdTe PV [43].
It should be pointed out that this study did not consider the eﬀects of market price
on the supply and demand.
Dynamic MFA studies on indium have been rare. Zuser and Rechberger [19] and
Zimmerman [21] analyzed the material demand and resource availability for metals
(including indium) critical for PV industries, while considering PV market growth,
material intensity, and material eﬃciency in production. Although being discussed,
the issues of indium as a by-product from zinc mining and the competitive usage
from electronics industry and other emerging technologies are not modeled. The
most advanced (and most recent) study is the one by Stamp et el., in which indium
demands related to the implementation of diﬀerent energy system transition scenarios were simulated using SD [22]. The study considered the indium demands from
ﬂat panel display and other applications, as well as the possible responses from the

15
supply system to the increasing demands, including improving extraction eﬃciency,
increasing production of carrier metal zinc, mining indium with other carrier metals,
and accessing historic residues. As noted by the authors, however, the SD model
developed is a much simpliﬁed one. That is, the model does not internally generate
dynamics via feedback loops. Instead, the dynamics is externally driven by the PV
market penetration scenarios and the factors aﬀecting the supply and demand are
simulated separately.
In this dissertation, a more integrated SD model is developed to include market/price mediated supply and demand responses of both zinc and indium, and other
emerging clean energy technology (i.e. LED) that contributes to increased indium
demand.

2.3

Deterministic Capacity Expansion Planning
With the supply and demand imbalance of indium in next several decades, contin-

uous and timely supply planning of the material is required for sustainable deployment
of clean energy technologies. Either supply increase or demand reduction or both may
resolve this supply and demand imbalance issue to some extent. Increasing reﬁnery
production capacity for the mineral and material recycling from EOL products may
contribute to supply increase. On the other hand, material intensity reduction and
development of substitutable materials can reduce the demand of the materials. All
of the strategies have technical and/or economical obstacles to overcome. Among
these, increasing reﬁnery production capacity is the most intuitive strategy to balance the supply and demand of indium. The capacity and production planning has
been extensively studied since the pioneering work done by Manne in 1961 [44]. Many
researchers developed advanced or domain speciﬁc models with wide applications, not
only to manufacturing systems, but also complex networks including electric power
grids, water systems and other public services networks [45]. This topic also has been
studied in mine production industry [46].
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Production planning for mining industry has been studied thoroughly over the
last several decades. In general, operation research technique is mainly used for
development and exploitation stages in mine production [47]. Example decisions are
ore blending for mine operation, cutoﬀ grade optimization, machine type or number
selection and allocation of the machines etc. [48]. In these decisions, wide range of
time horizon is applied depending on the purpose of the research. The time horizon
can be categorized into three levels: long-term (strategic), medium-term (tactical)
and short-term (operational).
Long-term decisions usually ranges the time horizon of 20-30 years [46]. Since
they deal with the problem for a longer duration, a wide range of uncertainties is embedded. To capture these uncertainties, several uncertainty-based approaches have
been proposed. Dowd considered stochastic distributions of variables in developing
dynamic programming model for risk assessment of the project [49]. Godoy and Dimitrakopoulos incorporated ore body uncertainty and economic condition to generate
optimal mining rates using meta-heuristic algorithm [50]. Another study done by
Ramazan and Dimitrakopoulos also took into account ore grade uncertainty along
with equipment mobility and block access in mining scheduling [51].
However, conventional deterministic approach is still more popular for long-term
production planning. Common methodologies include linear programming, (mixed)
integer programming, dynamic programming and meta-heuristic. More detailed reviews on deterministic long-term production planning in mining industry can be found
in the work done by Osanloo et al. [46] and Newman et al. [47].
Contrary to production planning researches, studies focusing on capacity expansion decisions for minerals are very rare. This is because of the complexities embedded
in decisions on transportation and inventory control [52]. One recent research is done
by Fung et al. [52]. They developed hybrid model of mixed integer linear programming and simulated annealing based scheduling and tested the model using the data
from Hunter Valley Coal Chain.

17
Usually, in the earlier works in general manufacturing domain, these capacity
and production planning decisions were independently made [53]. However, other
decisions, such as inventory or transportation, began to be incorporated recently
since they are closely related and inﬂuential each other [54]. Production decisions
and distribution decisions are simultaneously made in Uhlemair et al. [55]. A decision
model on manufacturing capacity expansion and production along with inventory
management was proposed by Rajagopalan and Swaminathan [56]. A more complex
model suggested by Bhutta et al. integrated the production decision with location
and distribution one [57].
In spite of these numerous past studies in the ﬁeld of capacity and production
planning, to the best of the knowledge, no research was dedicated to the analysis of
capacity and production planning along with other relevant decisions in the supply
chain for by-product materials (speciﬁcally indium in this dissertation).

2.4

Game Theoretic Approach in Production Decision
As addressed in the previous sections, production capacity of by-product material

(indium) is constrained by the production quantity of base metal (zinc). Because of
this constraint, determining the quantity of indium is not an each task for reﬁning
companies. Additional indium production to meet the rising demand may need extra zinc production, which will impact the price drop of zinc, and ultimately proﬁt
decrease for the companies. The decisions become to be more complicated under
competitive market, in which a decision of one player inﬂuence on the one for other
players. One common research methodology to observe the behavior of the ﬁrms under competitive condition is game theory. Game theory is ﬁrst proposed by John Von
Neumann and applied many research areas including economics, politics, psychology
and biology etc. [58]. Later, the game theory drew a signiﬁcant attention in 1994,
when Nobel prize was awarded to three economists, one of who is John F. Nash [58].
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Among many well established models in game theory, Cournot competition model
illustrates that each player seeks to ﬁnd the output quantity to maximize its proﬁt
independently at the same time. It is distinct with Bertrands duopoly model, another popular model, in which sellers choose a price of the product and produce the
quantities to meet the demand [58]. For over two centuries, these models have been
studied extensively with wide applications. This study uses Cournots duopoly model
since it has better ﬁt in this industry that has diﬃculty to change outputs.
Many economic researches used the Cournot model and researches on resources
are not an exception. Hotelling ﬁrst discussed economies of exhaustible resources in
1931 [59]. Later, his work was referred by many studies on nonrenewable resources.
In 1976, Salant used Cournot model to analyze both the cartel and the competitive
fringe markets in oil industry [60]. Loury, Sadorsky, Salo and Tahvonen and many
others also used Cournot model in their studies [61], [62], [63]. Along with these
numerous deployments of Cournot model in resources domain, Aﬄerbach et al. recently applied Cournot duopoly model to mineral industry. They showed a negative
price relationship between base and by-product materials in case of demand shock.
The ﬁnding was empirically validated using monthly metal prices of both base and
by-product materials [64].
In addition to these studies on the price and production quantities, some researches
focused on the ﬁrms’ decisions under capacity constraints. Willems introduced transmission capacity constraint in observing the behavior of two players in electricity
market by using the Cournot model [65]. Laye and Laye also used Cournot model
to demonstrate unique Nash Equilibrium in capacity constraint asymmetric oligopoly
market setting, where price and capacities are not identical [66]. van den Berg et
al. derived optimal sales strategies, and welfare implications for the strategic ﬁrms,
which have limited amount of products in the situations of capacity constraint [67].
In spite of these numerous studies, to the best of the knowledge, game theoretic
approach (Cournot model) has not been applied to the production quantity decisions of by-product materials (indium) under capacity constraint stemming from the
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production quantity of base metal (zinc). This study develops a generic model to represent this market characteristic, and equilibrium quantities are derived to maximize
proﬁt. Additionally, the model is numerically analyzed with realistic parameters values of both zinc (base metal) and indium (by-product) to demonstrate the modeling
approach.
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3. SYSTEM DYNAMICS MODELING OF INIUM
MATERIAL FLOW
A part of this chapter is published in Resource, Conservation, and Recycling:
Choi, Chul Hun, Jinjian Cao, and Fu Zhao. “ System dynamics modeling of
indium material ﬂows under wide deployment of clean energy technologies.”
Resources, Conservation and Recycling 114 (2016): 59-71.

3.1

Introduction
With the back ground of indium explained in Chapter 1.2 and Chapter 2.2, more

integrated indium material ﬂow needs to be studied for better projection of its supply
and demand. The main purpose of this chapter is to explore the dynamic balance
between global supply and demand of the material under diﬀerent clean energy technology adoption and economic growth scenarios over next 50 years. The time period
encompasses market saturation of both LED and solar PV as well as the phase-out
of LCD. Analysis of results from these scenarios could provide insights on whether
indium supply will be a limiting factor for wide deployment of clean energy technologies and the possible root causes. For this purpose, standard system dynamics
(SD) modeling approach is followed. System boundary is ﬁrst deﬁned, followed by
constructing causal loop diagram (CLD), which visualizes how variables (stocks and
ﬂows) in the model are inﬂuencing each other. The stock and ﬂow diagrams are then
constructed for simulation, using commercial software Powersim Studio 10. Model
validation is performed before implementing diﬀerent scenarios.
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3.2

Model Description

3.2.1

System Boundary of the Model

For SD simulation, including all factors that play a role in the system being
studied could be very challenging (and costly), although the accuracy or reliability of
the results could be increased by including more entities in the model. Therefore, a
common practice is to deﬁne a reasonable system boundary and analysis is conducted
within that boundary. Figure 3.1 shows the system boundary considered in this
research. Because indium is a by-product of zinc mining and reﬁning, demand and
supply of zinc have to be included. Zinc supply relies on both primary production
(i.e. mining from the earth) and secondary production (i.e. recycling from end of life
products). Zinc demand is mainly inﬂuenced by economic growth since the major
demand for zinc is steel galvanization in construction and automobile industry [9].
As with other commodity, market price also aﬀects its demand.
On the demand side, ITO manufacturing accounts for 80% of indium consumption,
followed by alloys and solders [68]. Here the demands of indium for alloys and solders
are grouped with all other minor demands and are assumed to be constant over time.
TF solar PV and LED (in ﬂat panel display and lighting) account for less than 2% of
global indium consumptions per each [69], but they represent potential major demand
sources of indium in the future.
It should be noted that there are three major TF solar PV technologies under development, that is, Cadmium Telluride (CdTe), amorphous silicon (a-Si), and Copper
Indium Gallium Selenide (CIGS), with CdTe dominating the TF market now [70].
Compared to the other two types of TF technologies, CIGS has higher conversion efﬁciency along with lower manufacturing cost and also does not require toxic material
such as cadmium [71]. A-Si technology and CdTe system are excluded from system
boundary of this research because of their lack of mandatory indium requirement
during module manufacturing.
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Fig. 3.1. System boundary of indium material ﬂow analysis

3.2.2

Causal Loop Diagram

The CLD for indium material ﬂow along with zinc supply and demand in this
research is shown in Figure 3.2. Zinc demand is positively inﬂuenced by economic
growth. High demand reduces zinc slab stock in the world, resulting in price increases
of the mineral commodity, which in turn decrease the demand. This relationship is
called negative (balancing) feedback in system dynamics, which represents a closed
causal loop that has odd number of negative signed links. Zinc slab stock in the global
market is also positively inﬂuenced by mine production as well as recycling from end
of life products. The mine production is positively inﬂuenced by both zinc price and
economic growth. In addition, mining (i.e. primary production) depletes remaining
resources. However, depletion time of zinc reserve stay the same as 20 years during
the past 50 years [72]. This implies that new reserve is kept added through mine
exploration and development. Therefore, it is reasonable to assume the zinc resource
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is far from depletion during the simulation period and zinc reserve has no eﬀect on
zinc price.
Diﬀerent from zinc, current indium supply is almost exclusively from primary
production and pre-consumer recycling. Indium production could lead to accumulation of indium stock while decreasing remaining indium sources (i.e. indium reserve).
Indium reserve and indium stock are in reverse relationships with indium demands,
which includes ITO, LED, and CIGS thin-ﬁlm PV in this model. All these three
indium demands are positively related with demand of the ﬁnal products. Similar to
zinc, there is also a negative (balancing) feedback loop consisting of indium demand,
indium price, and supply/demand ratio. The supply and demand ratio also gives
negative feedback to the supply of indium.

Fig. 3.2. Causal loop diagram of the SD model
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The diagonal dotted line divides zinc and indium loop. Links with arrows show
the direction of impacts. Positive signs indicate changes of variables connected by
the links move in same directions and negative signs represent changes in opposite
directions.

3.2.3

Stock and Flow Diagram

Generally, system dynamics model consists of stock, ﬂow, and other auxiliary variables or constants that inﬂuence stocks or ﬂows. All these components except ﬂows
are connected with single lined arrows (called connectors), while ﬂows are shown as
double lined arrows. Directions of arrows depend on inﬂuences and the relationships
between the two nodes connected with each other. With these building blocks in SD
model, a stock ﬂow diagram (SFD) is constructed in Figure 3.3, 3.4, and 3.5 based
on the generic commodity SD model proposed by Sterman (2000) [73] and Pruyt
(2010) [42] to show dynamic behavior of variables of interests. SD model in this research can be described in two separate yet interconnected parts which include zinc
supply/demand and indium supply/demand.

Zinc Supply and Demand
The annual supply of zinc to the market is determined as the sum of ‘reﬁned zinc
production’ and zinc ‘recycling’. The amount of zinc that is available for mining
is represented as ‘remaining resource’. In this model, zinc recycling is assumed to
account for 15% of total supply and the percentage stays unchanged [74].
In a general commodity market, ‘annual extraction’ of a commodity is limited
by the extraction capacity, and actual amount of production is aﬀected by many
factors,including market conditions. For simplicity, the level of ‘zinc mine production’
in this study is modeled based on historical data. Zinc mine production increased
gradually with a cumulative average growth rate (CAGR) of 2.6% since 1990 and
this is very similar to the world economic growth rate for last 20 years (around
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3%) [75], [76]. Therefore, ‘zinc production increase rate’ is modeled to be linked
with ‘global economic growth rate’ (3%, base case) in this model. To make it more
realistic, ‘zinc mine production’ is set to be increased with the rate of ‘global economic
growth rate’ only when the ‘zinc market price’ is greater than ‘zinc production cost’
and no growth is projected otherwise.
On the other hand, in the shorter term, annual zinc mine production has been
stable in the past ﬁve years [9], [77] and world economy is also suﬀered from staggered
growth after economic crisis in 2009. The report from World Bank supports this and
the global economic growth rate is less than 2.5% in 2010s [78]. To capture this recent
staggered economic growth and conservative zinc mine production projection in the
future, ‘zinc production increase rate’ (global economic growth rate) is set to be 2%
in an alternative case.
The level of global ‘zinc slab stock’ is increased by ‘reﬁned zinc production’ and
‘recycling’, and decreased by ‘production of goods’, which is a representative of zinc
demand.
On the demand side, annual ‘demand increase’ is set as a ﬂow into ‘zinc annual
demand’ and is linked to ‘global economic growth rate’ that is assumed to be 3%
(base case) in this research. Another variable that impacts ‘zinc annual demand’ level
is ‘zinc demand losses due to price elasticity’. In microeconomics, price elasticity of
demand characterizes the demand changes in response to price changes and the higher
the value of elasticity the more sensitive to the change of price the product or service
is [79]. Zinc price elasticity is assumed to be 0.07 in this model [80].
One notable point in this model is that the price adopted in ﬁnding demand loss
is ‘zinc market price’, not ‘zinc price’. Zinc price is calculated as the product of
‘traders’ expected zinc price’ and ‘eﬀect of stock on price’. ‘Zinc market price’ is
the larger between the ‘zinc price’ and ‘zinc production cost’ because market price
of a commodity, in general, will not drop below the production cost. In order to
reﬂect market condition, zinc production cost is modeled to increase with an ‘average
inﬂation rate’ of 3% [78]. The ‘eﬀect of stock on price’ in this price setting model
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reﬂects sensitivity of price change to the mineral commodity stock in the market.
Plotting yearly change rates of zinc price and stock from 2005 to 2008 suggests an
inverse exponential relationship between the two and this relationship is applied to
the ‘eﬀect of stock on price’ [81]. Moreover, ‘traders’ expected zinc price’ is a stock
variable with the diﬀerence between ‘zinc market price’ and ‘traders’ expected zinc
price’ of previous year as an inﬂow.
In addition to this price setting process in this model, commodity price is also
inﬂuenced by several other factors, for example, new technology, substitute products,
and changes in the macro economy [73]. For simplicity, however, only traders price
expectation and inventory of zinc stock are taken into account in this research. Zinc
stock and ﬂow diagram is depicted in Figure 3.3. Detail explanations of zinc supply
and demand along with price setting process are described in A.1.1 and A.1.2 of
Appendix A.

Indium Supply and Demand
Indium supply is determined by ‘zinc mine production’ and ‘operation of indium
circuit (nominal indium concentration)’ and the amount of ‘yearly indium supply’ is
the product of the two variables. Here the ‘operation of indium circuit’ is designed
to have inverse linear relationship with ‘supply and demand ratio’. More detail description of this relationship is presented in A.1.3 of Appendix A.
The demand, which is the outﬂow from ‘indium cumulative balance’, consists of
four components, that is, ITO, LED, TF solar PV, and others. Since the goal of this
research is to see the impact of three demands (ITO, LED, TF solar PV), all other
demands are grouped as one which is ‘demand for others’, with annual consumption
assumed to stay the same over the simulation period.
The S shaped curve, that is, logistic function (Equation 3.1) can be used to simulate diﬀerent stages of market growth of a new product or new technology [82]:
Market share =

L
(1 + a × exp(−bt) )

(3.1)
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Fig. 3.3. System dynamics model of zinc supply and demand

where L is maximum value of the curve, a is time to reach the maximum value and
b represents curves steepness, and t is the time.
Here, growths of three indium demands are assumed to follow the S shaped curve
but the three technologies are at diﬀerent stages. According to an industrial report [83], LCD market has entered saturation phase. With this fact and global LCD
market share trend, the S shaped curve is constructed, assuming that market share
will increase ﬁve more percent than the current level. The S shaped curve also describes that indium demand from the ITO manufacturing will decline after 15 years.
Here the decline is modeled with a ﬂipped S curve symmetric to its growth phase,
assuming that either a new display technology or substitute for ITO in LCD display
will emerge.
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In considering ITO manufacturing for LCD market, there is another factor that
needs to be considered. A key process in ITO manufacturing, sputtering, has relatively low material eﬃciency: only 30% of indium is sputtered on the panel and
the rest (70%, recycle ratio) is sent to recycle with a ‘recycle eﬃciency’ of about
90% [84], [30].
LED market is at the exponential growth stage as per the 2012 report from McKinsey and Company and its growth rate is expected to persist at least up to 2020
with compound annual growth rate (CAGR) of 24%. For this LED market share
expansion, the S shaped curve is constructed based on the data suggested by Yole
development [85].
Finally, solar PV market/CIGS market is assumed to be at the stage of infancy
and the S shaped curves for both markets are constructed based on the data obtained
from International Energy Agency (IEA) annual report [7] and industrial report by
Cenergy Maxpower [86], respectively. According to IEA report, solar PV market can
be simulated in two diﬀerent scenarios, one of which is called 2DS and the other
is ‘hi-Ren’ scenario (See Table A.1 in the A.1.3 of Appendix A). The 2DS scenario
is a strategic scenario that reduces global temperature rise to 2◦ C using renewable
energy by 2050. The hi-Ren scenario, as a variant of 2DS scenario, is the most
aggressive one that projects solar PV electricity as the largest among all renewable
energy sources. This hi-Ren scenario expects solar PV system to generate 6,300
TWh of total electricity and it accounts for 16% of total electricity generation in
2050, comparing 4,000 TWh and 10% in 2DS scenario. In this research, 2DS scenario
is used for solar PV market penetration because hi-Ren scenario would lead to even
worse indium shortage. In contrast to the availability of projections on total solar PV
market up to 2050, CIGS market information is limited to the past thus assumption
was made that the share of CIGS power generation will be 25% of total solar PV
electricity in 2050 [22], [19]. Additionally, it is reported that solar PV system has life
span of 28 years [87]. Replacement of old PV system requires additional solar PV
module manufacturing and this is reﬂected in this model.
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Factors that aﬀect indium demand to support the CIGS penetration discussed
above include ‘irradiation per year’, ‘performance ratio’, ‘CIGS module eﬃciency’,
and material intensity (i.e. ‘indium content per square meter of CIGS ﬁlm’ which
is calculated from ﬁlm thickness). This Indium demand can be calculated using
Equation 3.2 below.
Demand by CIGS =

(CSES) (ICP CF )
(IP R) (P R) (CM E)

(3.2)

where CSES, ICPCM, IPR, PR, CME, represent CIGS Solar Electricity Supply, Indium Content Per m2 CIGS Film, Irradiation Per Year, Performance Ratio, CIGS
Module Eﬃciency, respectively.
Range of ‘irradiation per year’ varies depending on the location of installation
but is set to be constant in this model assuming all solar PV system will be installed
under a favorable irradiation condition. The other three parameters are modeled with
diﬀerent scenarios to see how these factors aﬀect indium demand by CIGS technology.
The market price of indium also has an impact on indium demand and the relationship is implemented in the model similar to zinc. That is, ‘indium price’ is
calculated as the product of ‘traders’ expected indium price’ and ‘eﬀect of shortage
on price’. ’Actual indium demand’, that represents expected indium demand after
price consideration, is set as a stock variable for which inﬂow is annual change of ‘primary production demand’ and outﬂow is ‘indium demand loss due to price elasticity’.
That ‘actual indium demand’ is used to calculate ’supply demand ratio’ and eventually contributes to indium price setting process loop. Inverse exponential function is
assigned to the ‘eﬀect of shortage on price’ to represent the relationship between the
price change and the change of ‘supply demand ratio’ [88], [89].
Finally, ‘indium market price’ is set to be the larger between the ‘indium price’
and ‘indium production cost’. Indium production cost is also assumed to increase
with an average inﬂation rate of 3% [78]. Figure 3.4 shows stock and ﬂow diagram
for supply and demand of indium and Figure 3.5 depicts stock and ﬂow diagram for
indium price setting process. Detail explanations of indium supply and demand along
with price setting process are described in A.1.3 and A.1.4 of Appendix A.
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Fig. 3.4. System dynamics model of indium supply and demand

3.3

Model Validation and Scenario Design

3.3.1

Model Validation

SD models can be categorized as causal-descriptive models since it seeks to explain the dynamics of complex systems. Explanation of the behavior of the system
and providing alternatives to achieve desired system behavior are the major goals
of SD study [90]. SD models validity highly relies on ‘internal structure’ of the
model rather than ‘outputs’ on which correlational models emphasize the most [91].
In addition to ‘internal structure’, ‘behavior’ of the model is also important in SD
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Fig. 3.5. System dynamics model of indium price setting

models. ‘Structure validation’ needs to be conducted ﬁrst in order to give a meaningful ‘behavior validation’ (i.e. ‘right behavior for the right reasons’). Moreover,
point-by-point comparison between the model behavior and real system behavior is
not as meaningful when compared to correlational models [91], [90].
To validate both structure and behavior of the SD model developed in this study,
the formal validation procedures and tests proposed by Barlas (1996) are followed [91].
To validate the structure, Barlas introduced two tests: direct structure test and
structure-oriented behavior (indirect structure) test [91]. SD model developed in
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this research is based on previous studies done by Sterman (2000) [73] and Pruyt
(2010) [42] on generic mineral commodity. Furthermore, trends for all relationships
between variables turned out to be consistent. Although these direct structure tests
can validate the model structure in this study, they are neither objective nor quantitative [90]. To compensate this disadvantage, indirect structure tests, i.e. extreme
condition test and behavior sensitivity test are also performed.

Extreme Condition Test
There are two extreme conditions in the supply and demand ratio. One is inﬁnite
ratio and the other is zero ratio. The former one can be caused by either extremely
high supply or very low demand and the latter due to the opposite cases. ‘Global
economic growth rate’ and ‘Indium price elasticity of demand’ are chosen to control
indium supply and demand, respectively. When high economic growth rate is applied
indium supply spikes very high. The indium demand approaches zero with very
high price elasticity of demand. Both lead to inﬁnite supply-demand ratio. The
antipodal trends are observed in the opposite cases. Here, only the cases that the
ratio converges to zero are shown in the Figure 3.6 (left) because inﬁnite supply and
demand ratio cannot be visualized. Low economic growth rate of 0.1% and price
elasticity of demand zero are used to represent very low supply and high demand
cases, respectively.

Quantitative Sensitivity Analysis
Before behavior sensitivity test, a quantitative sensitivity analysis is performed
to see what parameters have the most signiﬁcant impact on indium demand. All
parameters (total 23 and shown in Table 3.1) that have potential impacts on the
indium supply and demand are analyzed. They can be grouped into two categories,
i.e. parameters related to indium supply and demand and parameters included in the
indium price setting process.
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Fig. 3.6. Extreme condition test (left) and behavior sensitivity test (right)

Model is run by varying all parameters individually by 10% from their original
values. Among 23 parameters, only 13 lead to changes of greater than 1% in total
indium demand over 50 years. The majority of higher impacting parameters are those
involved in the solar PV market penetration and CIGS technology advancement.
On the other hand, parameters involved in demand for LED and ITO are ranked
low. Since majority of indium demand is due to deployment of CIGS technology
in near future, it is expected that signiﬁcant changes in indium demand could be
made mainly by changing parameters related to the solar PV market penetration and
CIGS technology advancement. For simplicity, only 13 parameters that have impacts
greater than 1% are shown in Figure 3.7.
Among the 13 parameters, seven show inverse relationships with indium demand
and the rest have positive/direct relationships. One notable point is that parameters
having inverse relationships are not linearly related to indium demand (i.e. changes
are non-symmetric about the vertical axis). In addition, it is observed that indium
price setting mechanism (i.e. price elasticity of demand) and indium supply (i.e.
zinc production increase rate and zinc recycle content) also play signiﬁcant roles in
determining indium demand.
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Table 3.1.
Parameters for sensitivity analysis

Parameters aﬀecting indium supply and demand
Zinc mine production increase rate (Global economic growth rate)
Zinc price elasticity of demand
Zinc recycle content
L, a, and b in logistic function (Equation 1) of ITO, LED, Solar PV and CIGS PV market
Performance ratio of CIGS technology
Irradiation per year
CIGS module eﬃciency
Indium content per m2 CIGS ﬁlm (Module thickness)
ITO recycle eﬃciency
ITO recycle ratio
Parameters aﬀecting indium price setting process
Indium production cost increase rate (Global average inﬂation rate)
Indium price elasticity of demand

Behavior Sensitivity Test
Among those parameters that lead distinguishable indium demand changes, indium price elasticity of demand is chosen for behavior sensitivity test because it is the
most signiﬁcant one playing a role in internal feedback loop of indium demand. 200%
and 50% of initial value (0.2) are assigned and simulated. Higher price elasticity of
demand leads to lower demand (due to greater demand reduction) and consequently
shows higher supply and demand ratio. Lower price elasticity of demand demonstrates
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Fig. 3.7. Sensitivity analysis of total indium demand

the opposite trend (Figure 3.6, right). The above indirect structure tests demonstrate
the validation of the model to implement scenarios to compare.

3.3.2

Scenario Design

After model validation, scenarios are made to see how changes on parameters lead
to diﬀerent dynamic behavior of indium supply and demand from the base scenario
over the simulation time period. On the supply side, global economic growth rate
eventually determines the growth rate of zinc mine production and thus indium supply. On the demand side, solar PV market penetration and technologies development
in CIGS ﬁlm are chosen because sensitivity analysis shows that they have the most
signiﬁcant impacts on the indium demand.
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Beside 3% of growth rate in Global economic growth rate (base case), 2% of growth
rate is chosen as an alternate case to capture more conservative case in the future.
If it is assumed to be the case in the next 50 years, a smaller level of indium will be
supplied each year thus demonstrate less optimistic indium supply and demand ratio.
For solar PV market penetration, an alternate case, which is more conservative, is
considered. It is based on Annual Energy Outlook (AEO) 2015 data from Energy Information Administration (EIA) [92]. AEO 2015 expects that U.S. solar PV demand
will increase from 8 TWh in 2013 to 47.1 TWh in 2040. By assuming 15% of global
solar PV electricity will be generated in the U.S. (based on global solar PV capacity
from IEA, 2014 [7]), the global solar PV electricity demand is calculated (denoted as
AEO in solar PV market column in Table 3.3).
Technology advancement in CIGS can signiﬁcantly reduce indium demand. An
alternative case is considered where module eﬃciency and indium material intensity of
CIGS ﬁlm are modeled to be improved as suggested by Fthenakis [93]. Conservative,
most likely, and optimistic cases in Fthenakis are applied at 10, 20 and 30 year,
respectively, in this study [93]. In addition, performance ratio of CIGS unit is assumed
to increase 5% in every 15 year and reach 90% eventually. Details about parameters
adopted for technology advancement are described in the Table A.2 of Appendix A.
Total eight scenarios are made by combination of those control parameters, each
of which has two cases and thus total eight scenarios are made, and the time varying
supply and demand ratios are investigated. Base scenario is set to be 3% of global
economic growth rate with no technology development in 2DS solar PV market prediction and this scenario represents the highest demand with the most plausible supply
of indium. The values used for each parameter for each case are shown in Table 3.2.

3.4

Result
The simulation time period is set to be 50 years (2008-2047). This is selected

based on data availability and in agreement with similar dynamic MFA studies. This
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Table 3.2.
Values adopted to make eight scenarios

Control

Base case

Alternative case

Indium supply growth rate

Historic data

Conservative Assump.

3%

2%

‘2DS’ from IEA

‘AEO’ from EIA

4,000 TWh*

608 TWh*

No

Yes

Module eﬃciency

11.2%*

16.3%*

Material intensity

4.2g / m2 *

2.1g / m2 *

Performance ratio

80%*

90%*

Global economic growth rate
Solar PV market
Generated electricity
Technology advancement

*indicate the values in 2050.

time period covers the market saturation point of both LED and solar PV as well as
the phase-out of LCD technology. Before analyzing scenarios made in Chapter 3.3.2,
some quantitative studies regarding predictions on indium supply/demand are also
performed. These correlational studies may not be as accurate as outputs from the
real system but may be helpful in giving estimate and suggesting the overall trend at
the least.

3.4.1

Quantitative Analysis of Indium Supply and Demand

Shortage of indium occurs when the demand exceeds the supply. Model results
indicate that even under favorite case (base case) of indium supply, that is, economic
growth rate of 3%, growth of indium demand overwhelmingly exceeds growth of zinc
mine production thus an indium supply shortage will occur in a short time period.
The annual supply and demand ratio under diﬀerent scenarios are explored in details
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and the results are compared with literature in the following chapters (Chap. 3.4.2
and 3.4.3).
It is interesting to see how diﬀerent applications contribute to the total indium
demand over time. Figure 3.8 and 3.9 show the breakdown of total indium demand
from each application in the base scenario over the simulation period. It can be seen
that indium demand is mainly driven by CIGS market penetration, which dominates
after 14 years. This is expected since LCD market is already saturated so the growth
rate is much slower than CIGS market.
On the other hand, the other emerging demand, LED market, does not present
a signiﬁcant impact on indium demand compared to other two demands even if its
market dramatically expands in next decade. LED market contributes no more than
4% of annual indium demand during entire simulation period. Therefore, future
indium demand will most likely be dominated by solar PV market, especially CIGS
technology, as long as solar PV market grows as IEA predicted and other impacts on
the market growth such as political or economic issues are in favor of supporting the
solar PV market prediction. One noteworthy point is that annual indium demand
rebounds around Year 2045 (Figure 3.9). This is because current solar PV systems
will begin to enter end of life and need to be replaced.
Shortage of supply will drive up commodity price, which in turn will aﬀect demand.
The total demand of indium during the simulation period can be reduced by 32%
after including price and demand relationship of indium. Even with this demand
loss, longer term supply shortage cannot be avoided in the base scenario.

3.4.2

Scenario Analysis

Table 3.3 shows the scenarios considered and the corresponding supply and demand balance (shown as the ratio between supply and demand) over time. Shortage
occurs when the ratio is below 1.
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Fig. 3.8. The change in contribution to total indium demand per each
technology in the base scenario

Although all eight scenarios show supply shortage in short term period, scenarios 4
and 8 show improved supply and demand balance in the middle of simulation period.
These two scenarios correspond to conservative projection on solar PV penetration
while signiﬁcant advancement on CIGS technology. Even in these two scenarios,
however, toward the end of simulation period there could be indium supply shortage.
It should be noted that, however, these two scenarios may not be realistic because
it is generally expected that technology advancement will lead to cost reduction and
increased market penetration.
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Fig. 3.9. Annual indium demand change from each demand source with
demand reduction due to market condition in the base scenario

For other scenarios, indium supply shortage persists over the time period simulated. These include all scenarios with aggressive projection on solar PV market share,
that is, 2DS scenario. Technology development and increasing zinc mine production
could alleviate the shortage to some degree but cannot solve the issue completely.
With conservative solar PV market projection, it seems that technology development
plays a more important factor than growth of zinc mine production (scenarios 3 versus
8).
As suggested by sensitivity analysis, solar PV market penetration has the largest
eﬀect on the results. Similar results are observed from scenario analysis. Overall,
in the scenarios with solar PV market penetration based on the EIA data, relatively
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Table 3.3.
Indium supply and demand ratio in each scenario
Solar PV

Technology

Economic growth

Supply demand ratio

market

advancement

rate increase

(Supply/Demand)

1 (Base)

2DS

No

3%

2

2DS

Yes

3%

3

AEO

No

3%

4

AEO

Yes

3%

5

2DS

No

2%

6

2DS

Yes

2%

7

AEO

No

2%

8

AEO

Yes

2%

Scenario

well balanced supply and demand is observed when compared to the scenarios with
2DS projection. Since zinc demand is de-coupled with indium demand, moderate
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increase of indium demand due to CIGS will not drive oﬀ the balance between supply
and demand. Rapid expansion of CIGS market, however, such as in 2DS scenarios
outruns the growth of zinc mining production, breaks the supply and demand balance
and results in signiﬁcant shortage of indium.

3.4.3

Comparison with Previous Researches

It is interesting to compare the results from this study to those reported in the literature. Since no research analyzed indium supply and demand balance, only indium
demand obtained in this study is compared to the results from previous researches
(Figure 3.10). Annual indium demand (not supply and demand ratio) from selected
scenarios (1, 4, 5 and 6 from Table 3.3), are plotted along with demand projection
in the literature. Because of diﬀerences in the time frame, results from the literature
are only plotted in some speciﬁc years.

Fig. 3.10. Results comparison with past literature
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Indium demand calculations from previous studies show large variations due to
diﬀerent scenarios considered and assumptions made. Among them, the result from
Moss et al. has the lowest indium demand, because only PV installation within
European Union (EU) was included and CIGS technology was assumed to account
for only 5% of total solar PV market by 2030 [94]. US DOE calculations are based
on much higher CIGS market share but higher module eﬃciency was assumed [3].
Zuser and Rechberger only considered photovoltaic industry in their indium demand
analysis [19]. They developed three diﬀerent scenarios based on assumptions in module eﬃciency, layer thickness, and material utilization rate in production process.
Although they only considered demand from PV, higher percentage of solar PV electricity in power generation was assumed. Diﬀerent from other researches, Zimmerman
included secondary ﬂow (EOL recycling) of indium in the demand calculation [21].
More recently, Stamp et al. analyzed indium demand from CIGS under several
energy scenarios [22]. In their conservative scenario, i.e. solar PV only accounts for
less than 1% of total energy generation in 2050 as projected by IEA in 2004, very low
indium demand is projected. A much higher indium demand is projected in the most
aggressive scenario where PV produces more than 17% of total electricity in 2050.
Although this is much higher than what is projected in 2DS scenario adopted in this
study (i.e. 10%), the indium demands from Scenarios 1 and 5, which are based on 2DS
scenario, are higher than the projection by Stamp et al. This is because the estimation
from Stamp et al. accounted technological progress in the reference scenario, whereas
scenarios 1 and 5 in this study do not include technical advancement in CIGS ﬁlm.
The higher demand in scenario 1 than 5 attributes to the higher supply and thus
reduced price.

3.5

Chapter Summary
This research develops a system dynamics model to investigate the behavior of

supply and demand of indium under diﬀerent clean energy technology deployment
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scenarios. Compared with published studies on indium material ﬂows, this study
takes a broader perspective by considering: i) competitive demands of indium from
technologies (i.e. ﬂat panel display manufacturing, CIGS TF solar PV, and LED
lighting) at diﬀerent growth stage; ii) eﬀect of primary zinc production and zinc
demand in indium supply as indium is a by-product of zinc reﬁning; and iii) price
elasticity of both zinc and indium.
The model suggests annual indium demand will be dominated by CIGS PV technology in near future. Quantitative sensitivity analysis indicates that parameters
associated with CIGS technology advance and market penetration are among the
most inﬂuential on indium demand. Furthermore, annual supply and demand ratio
is analyzed under diﬀerent scenarios. Increased indium price due to high demand
results in demand reduction to some extent but supply shortage in longer term cannot be avoided under current market prediction. Technology advancement may help
alleviating the supply shortage risk to some degree. More conservative PV market
projection, decreased material intensity, and increased zinc production can contribute
more to well-balanced supply and demand in longer term.
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4. GLOBAL STRATEGIC LEVEL SUPPLY PLANNING
OF INDIUM
A part of this chapter is published in Energy:
Choi, Chul Hun, Joonyup Eun, Jinjian Cao, Seokcheon Lee, and Fu Zhao.“Global
strategic level supply planning of materials critical to clean energy technologies
– A case study on Indium” Energy 147 (Mar): 950-964.

4.1

Introduction
As observed in the previous chapter, indium supply and demand may not be

balanced in the future. This is attribute to either supply or demand, thus either supply
increase or demand reduction or both may contribute to reduce the imbalance of
supply and demand as explained in Chapter 2.3. Among many strategies, expanding
the production to catch up the fast growing demand seems the most intuitive and
direct solution to balance the supply and demand. However, indium production
capacity expansion is not simple or easy, because of its capacity limitation stemmed
from zinc production quantity. Therefore, both indium and zinc production decisions
need to be considered at the same time. This chapter proposes a genetic mathematical
programming model for both base metal and by-product material production capacity
expansion decisions. Other relevant decisions in the supply chain of both materials
are also included in the model and the model is implemented to indium to show how
the decisions are made using speciﬁc parameters.
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4.2

Model Description

4.2.1

Macro Level Decision Model

The main goal of this study is to develop an eﬀective and timely supply plan of
both zinc and indium as their demands increase. For the big picture of sustainable
supply of the materials, macro level planning is considered ﬁrst. Macro level planning
is distinguished from micro level planning in the temporal and spacial perspectives.
The model in this study proposes global and strategic level decisions for spacial and
temporal perspectives, respectively.
Meeting the goal by stable supply of these materials is not a local or national
issue, but a global one for two reasons. First, domestic base metal productions for
all countries are not suﬃcient to satisfy internal demands. In addition, only several
countries produce the majority of global production amount. Example materials
are zinc [95], copper [96], and tin [97]. Therefore, trading among the countries is
unavoidable. Another reason lies on technical barriers when manufacturing clean
energy related products. Because of the barrier, only small number of manufacturing
companies (thus very limited number of countries) are involved in producing products.
Additionally, many of the rare material productions are geologically very concentrated
in small number of countries [98]. Therefore, the majority of the companies require
importing critical raw materials from other countries. These reasons support the
necessity of global level decisions of the system for spacial perspective.
In addition, since the model deals with longer term supply decisions for the sustainable supply of rare materials, the temporal decisions can be categorized as strategic level ones as explained in Chapter 2.3. Beside capacity and production planning,
this model also captures transportation and inventory decisions to support all relevant decisions in entire supply chain of both base and by-product materials. For this
purpose, mixed integer linear programming is used among many operational research
techniques listed in Chapter 2.3.
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4.2.2

Notations and Deﬁnitions of Decisions Variables

All the notations relevant to index sets, costs, parameters, inputs, and decision
variables used in the mathematical model in this study are explained as follows.

Index Sets
u : Set of supply countries
v : Set of demand countries
t : Set of time(year) horizon

Costs
γ : Unit transportation cost ($/km/ton)
cZu : Base metal main production facility capacity expansion cost in country u
cIu : By-product main production facility capacity expansion cost in country u
oZu : Pollutant treatment unit capacity expansion cost of base metal production in
country u
oIu : Pollutant treatment unit capacity expansion cost of by-product production in
country u
bIu : New by-product circuit infrastructure cost in country u
pZu : Base metal main product production cost in country u
pIu : By-product main product production cost in country u
aZu : Pollutant treatment unit operation cost for base metal production in country u
aIu : Pollutant treatment unit operation cost for by-product production in country u
λZ : Environmental remediation cost scale for base metal production facility
λI : Environmental remediation cost scale for by-product production facility
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Parameters
δuv : Distance between production country u to demand country v
αu : Inﬂation rate in country u
βu : Discount rate in country u
rZ : Minimum acceptable rate of return of base metal
rI : Minimum acceptable rate of return of by-product
sZu : By-product content in the ore in country u
yuZ0 : Existing base metal reﬁnery production capacity in country u at time 0
yuI0 : Existing by-product reﬁnery production capacity in country u at time 0
hZu0 : Existing base metal inventory level in country u at time 0
hIu0 : Existing by-product inventory level in country u at time 0
M : Very large number

Inputs
dZvt : Base metal demand in country v at time t
dIvt : By-product demand in country v at time t

Decisions Variables
xZuvt : Amount of base metal transported from country u to country v at time t
xIuvt : Amount of by-product transported from country u to country v at time t
Z
yut
: Amount of capacity expansion for base metal production in country u at time t
I
: Amount of capacity expansion for by-product production in country u at time t
yut
Z
wut
: Amount of base metal production in country u at time t
I
wut
: Amount of by-product production in country u at time t

hZut : Level of base metal inventory in country u at time t
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hIut : ⎧
Level of by-product inventory in country u at time t
⎪
⎨1, If decide to install new by-product circuit in country u at time t
I
qut :
⎪
⎩0, Otherwise
⎧
⎪
⎨1, If env. remediation cost occurs once base metal is produced in country u at time t
Z
θut :
⎪
⎩0, Otherwise
⎧
⎪
⎨1, If env. remediation cost occurs once by-product is produced in country u at time t
I
θut :
⎪
⎩0, Otherwise

4.2.3

Model Formulation

Objective function that minimizes total system cost is set below and followed by
constraints.


φ
ψ 
τ X
X
X

γδuv (1 + αu )t � Z
I
M in
xuvt + xuvt
t
(1
+
β
)
u
t=1 u=1 v=1

 I
 
φ  Z
τ
XX
cu (1 + αu )t oZu (1 + αu )t
cu (1 + αu )t oIu (1 + αu )t
Z
I
+
yut +
yut
t +
t
t +
t
(1 + βu )
(1 + βu )
(1 + βu )
(1 + βu )
t=1 u=1
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τ X
X
pu (1 + αu )t aZu (1 + αu )t
pu (1 + αu )t aIu (1 + αu )t
Z
I
+
+
wut +
+
wut
(1 + βu )t
(1 + βu )t
(1 + βu )t
(1 + βu )t
t=1 u=1
 X
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φ 
τ X
τ X
X

bu (1 + αu )t I
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I I I
+
t qut +
t r pu hut + r pu hut
(1
+
β
)
(1
+
β
)
u
u
t=1 u=1
t=1 u=1


φ 
φ 
τ
τ X
t
t
X
XX
Z Z (1 + αu ) Z
I I (1 + αu ) I
+
au λ
au λ
t θut +
t θut
(1
+
β
)
(1
+
β
)
u
u
t=1 u=1
t=1 u=1
Subject to the following constraints:
Z
wut

≤

t
X

Z
yuk

∀u, t

(4.1)

I
yuk

∀u, t

(4.2)

k=0

I
wut

≤

t
X
k=0
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M

t
X

!
I
quk

+

I
yu0

t
X

≥

k=1

M

I
yuk

∀u, t

(4.3)

k=1

1−

τ
X

!
I
qut

I
≥ yu0

∀u

(4.4)

t=1
τ
X

I
≤ 1 ∀u
qut

(4.5)

t=1
t
X

I
Z
yuk
≤ suZ wut

∀u, t

(4.6)

k=0

hZut

=

Z
wut

−

ψ
X

Z
xZuvt + hu(t−1)

∀u, t

(4.7)

I
xIuvt + hu(t−1)

∀u, t

(4.8)

v=1

hIut

=

I
wut

−

ψ
X
v=1

φ

X

xZuvt = dZvt

∀v, t

(4.9)

xIuvt = dIvt

∀v, t

(4.10)

u=1
φ
X
u=1
τ
X

Z
wut

≤M

t=1
τ
X

I
wut
≤M

∀u

(4.11)

I
θut

∀u

(4.12)

Z
wut

∀u

(4.13)

I
wut

∀u

(4.14)

τ
X
t=1

Z
θut

≤M

t=1
τ
X

Z
θut

t=1

t=1
τ
X

τ
X

τ
X
t=1

I
≤M
θut

t=1

τ
X
t=1

τ
X

Z
≤ 1 ∀u
θut

(4.15)

I
θut
≤ 1 ∀u

(4.16)

t=1
τ
X
t=1
Z
Z
wut
≥ yu0

∀u, t

(4.17)
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I
Z
I
wut
, hZut , hIut , xZut , xIut , yut
, yut
≥ 0 ∀u, t
I
Z
I
qut
, θut
, θut
∈ {0, 1}

∀u, t

(4.18)
(4.19)

The objective function captures all the costs incurred in
transportation of both base and by-product materials
P Pφ Pψ
( τt=1 u=1
v=1

γδuv (1+αu )t
(1+βu )t

� Z

I
xuvt + xuvt
),

capacity expansions of both materials
P Pφ
( τt=1 u=1

t
cZ
Z
u (1+αu )
t yut
(1+βu )

and

Pτ

t=1

Pφ

u=1

I (1+α )t
cu
u
I
yut
),
(1+βu )t

new by-product material circuit installation
P Pφ
( τt=1 u=1

bIu (1+αu )t I
q ),
(1+βu )t ut

productions for both materials
P Pφ
( τt=1 u=1

t
pZ
Z
u (1+αu )
wut
(1+βu )t

and

Pτ

t=1

Pφ

u=1

pIu (1+αu )t I
wut ),
(1+βu )t

inventory holdings
P Pφ
( τt=1 u=1

(1+αu )t
(1+βu )t

�


rZ pZu hZut + rI pIu hIut ),

pollutant treatment cost while production
P Pφ oZu (1+αu )t Z Pτ Pφ oIu (1+αu )t I
( τt=1 u=1
yut , t=1 u=1 (1+βu )t yut ,
(1+βu )t
Pτ Pφ aZu (1+αu )t Z
Pτ Pφ auI (1+αu )t I
t=1
u=1 (1+βu )t wut and
t=1
u=1 (1+βu )t wut ),
and environmental remediation
t
t
P Pφ
Pτ Pφ
u)
Z
I I (1+αu ) I
( τt=1 u=1
auZ λZ (1+α
a
λ
θ ).
t θut +
t
u
t=1
u=1
(1+βu )
(1+βu ) ut

Constraint (1) limits the amount of production to the sum of total expanded
capacity for base metal, and (2) for by-product material. Formula (3) forces that
by-product material reﬁnery facility capacity expansion occurs when either facility
already exists or new circuits are installed. Inequality constraint (4) prevents the new
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circuits from being installed in the countries that already have by-product material
reﬁnery facilities. The new by-product material reﬁning circuits can be installed in
new countries only once in the entire time horizon by (5). In the constraint formula
(6), base metal production amount limits the by-product material production capacity
with the ratio of by-product material content in the ore in each country. Equality
equations (7) deﬁnes the amount of inventory for base metal, and (8) for by-product
material. The demand for base metal in each year is met by the transportation
amounts from the production countries in constraint (9), and by-product material in
(10). Single environmental remediation cost for base metal and by-product material
occurs only when they are produced by constraints (11) to (16). The minimum base
metal production amount is restricted by the existing reﬁnery capacity in constraint
(17). All non-negative decision variables are listed in (18). Variables listed in (19)
are binary ones.

4.3

Model Implementation to the Case of Indium

4.3.1

Assumptions

In order for the generic model to be implemented to indium speciﬁc case, several
practical assumptions need to be made. Followings are the assumptions that this
study made.
(1) The current market projections of both zinc and indium are given as deterministic inputs, and the number of supply and demand countries for both materials
are ﬁxed. 35 countries are selected to represent entire zinc supply market (φ in
the model = 35). This is reasonable since the production amount from those
countries accounts for more than 99% of world zinc production [99]. Five out
of them are reported to reﬁne indium at this time [6]. For the demand side, 25
countries are selected for zinc demand (ψ for zinc in the model = 25) and 8 for
indium (ψ for indium in the model = 8). They are selected to represent current
market circumstance. The geological distribution of the supply and demand
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countries is presented in Figure 4.1. Zinc supply and demand countries are
colored with yellow and red, respectively. Indium supply and demand countries
are colored with lighter blue and darker blue, respectively. Two yellow arrows
show sample transportation from one supply country to demand country for
both zinc and indium. The list of countries for supply and demand of both
materials are provided in Table 4.1 and Table 4.2, respectively.

Fig. 4.1. Geological distribution of supply and demand countries for both
zinc and indium

(2) The beginning year is modeled to be 2013 because of the data availability. Time
horizon is 38 years and the simulation ends in the Year 2050 (τ in the model =
38). It captures market saturation of both clean energy technologies products
and phase out of existing products that require indium.
(3) It is assumed that materials are delivered by maritime transportation in the reference scenario since it is responsible for over 90% of cargo transportation [100].
Same unit transportation cost is applied for both zinc and indium and total
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Table 4.1.
List of supply countries along with relevant parameter values
Cost of
Country

Supply

ID

Country

Nominal concentration of

Existing

Env.
Inﬂation

Discount

rate

rate
1.58

1.00

living

indium relative to zinc

index

content in the ore (ppm)

reﬁning capa. (ton)
Zinc

Indium

1

528.13

4,860,000

685

2.88

regulation
index

1

China

2

Australia

1.7

33.85

1,541,000

0

2.63

3.98

1.83

3

Peru

0.69

40.00

1,281,230

5

3.07

16.16

0.99

4

India

0.44

3.13

730,000

0

8.52

4.22

0.93

5

U.S.A.

1.32

0.16

738,000

0

1.96

2.62

1.66

6

Mexico

0.72

29.43

660,349

0

4.02

1.48

1.04

7

Canada

1.27

192.41

641,260

75

1.69

1.68

1.65
0.94

8

Bolivia

0.66

25.00

389,911

0

6.28

3.97

9

Kazakhstan

0.81

2.08

369,700

0

8.54

2.57

1.07

10

Ireland

1.52

29.43

337,500

0

1.22

2.76

1.53

11

Turkey

0.79

29.43

196,000

0

8.32

2.57

1.06

12

Russia

1.05

21.88

180,000

20

9.49

0.09

1.10

13

Namibia

0.71

29.43

194,380

0

6.11

2.32

0.99

14

Sweden

1.59

15.63

188,209

0

1.14

2.76

1.77

15

Brazil

0.99

78.13

164,258

20

5.69

30.79

1.08

16

Iran

0.74

29.43

140,000

0

19.64

0.10

1.01

17

Poland

0.77

29.43

76,700

0

2.23

3.60

1.10

18

Portugal

0.98

753.91

30,008

0

1.57

2.57

1.21

19

Mongolia

0.80

29.43

59,550

0

10.75

5.79

0.97

20

Morocco

0.67

29.43

45,800

0

1.71

5.43

0.95

21

Argentina

0.93

3.13

39,602

0

9.44

0.10

1.10

22

Finland

1.4

29.43

51,504

0

1.79

2.76

1.60

23

Korean, North

0.62

29.43

35,000

0

2.24

5.43

0.91

24

Uzbekistan

0.65

54.69

25,000

0

6.06

5.43

0.93

25

Burkina Faso

0.62

29.43

32,215

0

2.24

5.43

0.91

26

South Africa

0.86

503.91

37,034

0

6.17

3.60

1.01

27

Thailand

0.76

29.43

31,000

0

2.48

3.90

0.99
1.12

28

Chile

0.86

29.43

26,762

0

3.48

4.01

29

Spain

1.1

7.81

28,634

0

1.83

2.57

1.32

30

Macedonia

0.67

29.43

29,000

0

2.4

6.23

0.98

31

Honduras

0.65

29.43

26,000

0

6.06

12.46

0.94

32

Greece

1.2

29.43

20,912

0

1.71

2.57

1.23

33

Saudi Arabia

0.92

29.43

15,000

0

4.38

2.57

1.26

34

Tajikistan

0.63

29.43

20,000

0

9.14

7.57

0.92

35

Vietnam

0.59

29.43

30,000

0

9.39

1.29

0.93

55

Table 4.2.
Zinc and indium demand countries and demand ratios for each country
Country ID

Indium demand ratios (%)
Demand country

Zinc demand ratios (%)

Zinc

Indium

1

4

U.S.A.

8.0

LCD market

LED market

Thin-ﬁlm market

N/A

4

37.5

2

2

China

42.0

10

47

12.5

3

N/A

India

5.0

N/A

N/A

N/A

4

1

Japan

4.0

40

15

9.7

5

7

Germany

3.9

N/A

2

5.6

6

N/A

Russia

3.7

N/A

N/A

N/A

7

N/A

Brazil

2.5

N/A

N/A

N/A

8

N/A

France

2.7

N/A

N/A

N/A

9

N/A

United Kingdom

2.6

N/A

N/A

N/A

10

N/A

Indonesia

2.7

N/A

N/A

N/A

11

N/A

Italy

2.2

N/A

N/A

N/A

12

N/A

Mexico

1.5

N/A

N/A

N/A

13

3

Korea, Rep.

4.0

40

13

1.4

14

N/A

Saudi Arabia

1.7

N/A

N/A

N/A

15

N/A

Spain

1.6

N/A

N/A

N/A

16

N/A

Canada

2.0

N/A

N/A

N/A

17

N/A

Turkey

1.5

N/A

N/A

N/A

18

N/A

Iran

1.4

N/A

N/A

N/A

19

N/A

Thailand

1.1

N/A

N/A

N/A

20

N/A

Australia

2.0

N/A

N/A

N/A

21

N/A

Nigeria

0.5

N/A

N/A

N/A

22

N/A

Egypt, Arab Rep.

0.5

N/A

N/A

N/A

23

N/A

Pakistan

1.0

N/A

N/A

N/A

24

N/A

Poland

0.9

N/A

N/A

N/A

25

N/A

Netherlands

0.9

N/A

N/A

N/A

N/A

5

Taiwan

N/A

10

19

2.8

N/A

6

Malaysia

N/A

N/A

N/A

29.2

N/A

8

Thailand

N/A

N/A

N/A

1.4

100

100

100

100

Total

transportation costs are assumed to be proportional to the delivery distance.
The ‘crow ﬂies’ distances are measured between the capitals of supply and demand countries. The unit transportation cost is calculated using the information from the United Nations (UN) after taking into consideration of the size and
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weight of the containers [101]. Detail explanation on how unit transportation
cost is calculated is provided in Appendix B.
(4) All cost parameters except transportation costs and inventory costs are based on
the real cost data from a reﬁnery facility in China [102]. A few parameters were
not directly provided in that report, thus derived from the values in the report.
The estimation procedures are provided in Appendix B. In the report, the values
are given as Chinese currency in 2006, thus they are appropriately converted to
the values of US dollars in 2013 by using annual inﬂation rates and exchange
rates. They are all shown in Table 4.3. The costs (except transportation costs)
for all other supply countries are obtained by multiplying cost of living index
(from World Bank) to the Chinese cost. The cost of living indexes for each
country are listed in Table 4.1.

Table 4.3.
Cost parameters
Cost in the

Reference

reference country (2013)

country

$0.006/ton/km

N/A

Main production facility capacity expansion cost

$335.02/ton

China

Main product production cost

$2617.85/ton

China

Pollutant treatment unit capacity expansion cost

$142.57/ton

China

Pollutant treatment unit operation cost for zinc production

$16.21/ton

China

Zinc mining remediation cost scale

3,000,000

N/A

Transportation cost

$0.006/ton/km

N/A

Cost parameters
Transportation cost

Zinc

Main production facility capacity expansion cost

$81,391.3/ton

China

Main product production cost

$307,076.05/ton

China

New indium circuit infrastructure cost

$697,557.88

China

Indium
Pollutant treatment unit capacity expansion cost

$159,289.39/ton

China

Pollutant treatment unit operation cost for indium production

$17,048.04/ton

China

Indium mining remediation cost scale

50,000

N/A

(5) Mining and reﬁning processes cause strong acid water, leachate, and dust to
be treated. The costs to treat those pollutants and to expand the treatment
facility may vary among the countries due to diﬀerent severity of regulations.
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Therefore, they are additionally discerned by multiplying environmental regulation index. The index, which is tabulated in Table 4.1, is created by modifying
the information from Dasgupta et al. [103].
(6) Main product production costs include all costs occurred in the production
except pollution treatment costs. Pollutant treatment costs are separated from
main product production costs due to the reason described in (5).
(7) Indium productions in new countries need new indium reﬁning circuits and they
require ﬁxed costs. These costs are modeled to occur only once for each country
in the entire time horizon.
(8) Inventory holding costs include opportunity costs, insurance costs, and storage
costs etc. Here, only opportunity costs are considered neglecting all other costs,
and the opportunity costs are modeled to be linear to the production costs by
multiplying minimum acceptable rate of return (MARR). More detail explanation on the production cost can be found in Appendix B. Five percent of
MARR is used for zinc and ﬁfteen for indium in the reference scenario. The
impact of the MARR on the total cost are further analyzed in Chapter 4.3.2.
(9) Either accidental discharge of pollutants or leaving the sites without cleaning
up upon exhaust of minerals may cause site remediation [104]. Here, onetime remediation cost is considered for both zinc and indium. Due to lack of
standard remediation cost data, they are assumed to be proportional to the
pollutant treatment unit operation costs. Here, the remediation cost for indium
is assumed to be the same as rare earth materials, of which data is available,
thus a scale factor (reversely calculated) is multiplied to the pollutant treatment
unit operation cost. Remediation cost for zinc is assumed to be smaller than
indium and a diﬀerent scale factor (reversely calculated) is multiplied to the
pollutant treatment unit operation cost of zinc.
(10) All the demands are assumed to be met in each year.
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(11) The characteristics of ores bearing the materials are diﬀerent among the countries, and thus indium content in the ore also varies. Therefore, diﬀerent nominal
concentrations of indium relative to zinc content are applied to all countries.
The data are obtained from Schwarz-Schampera and Herzig and the values are
provided in Table 4.1 [105].
(12) Levels of inventory for both zinc and indium are not restricted. Initial inventories, however, are considered in the model if there exist. Total global zinc
inventory in 2013 is assumed to be 1,500,000 tons from the Teck Resources.
LTD. On the other hand, indium inventory is not reported publicly. Only
China has around 3,000 tons of stock [106].
(13) All the costs are converted to present values using inﬂation rates and discount
rates from the World Bank for each country. The rates are provided in Table 4.1
in.

4.3.2

Model Analysis

Among many possible scenarios with multiple combinations of parameters, one
reference scenario is made with basic parameters and given inputs. In the reference
scenario, 3%/year of cumulative average growth rate (CAGR) is applied for zinc
demand increase rate, and 2DS scenario from from Chapter 3.2.3 is used for the
values for indium demand. Since zinc demand is linked to economic scale, historical
economic growth rate data from the World Bank are used for zinc demand increase
rate. Indium demand values represent one of the most aggressive indium demand
increase scenarios. The model was run using CPLEX 12.4.0. solver.

Reference Scenario Analysis
The optimal solution is compared with current market practice ﬁrst to avoid
any misleading from this study. Decisions for zinc are simple to analyze. Since
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global existing zinc inventory is only 11% of total demand, additional production is
necessary. Moreover, continuous increase of demand requires capacity expansion as
well. All countries are resulted in producing zinc, but capacity expansion is limited to
only two countries, country ID 12(Russia) and 15(Brazil). The remaining countries
keep the current capacities for the entire time horizon. Between the two, Brazil
expands the capacity almost every year, whereas Russia expands only once. This is
mainly due to the ratios between inﬂation and discount rates of the countries.
On the other hand, decisions for indium are relatively more complex than zinc.
Existing inventory is consumed for the ﬁrst four years while production is minimized.
Then, inventory is increased for the next ten years because of the over production. The
accumulated inventories are all consumed in the following four years. Contrary to the
case of zinc, only ﬁve countries produce indium, and they need capacity expansion
in appropriate years. Among the ﬁve, only three (China, Peru, and Brazil) have
existing facilities, and the remaining two (Greece and Tajikistan) need new facilities.
One notable point is that Canada and Russia, that produce indium currently, are not
involved in indium production in the model. This is due to a composite combination
of all the parameters involved in the model. The two countries are not optimal
countries to produce indium in a global perspective. Production, capacity expansion
and inventory decisions for indium are depicted in Figure 4.2. Production decisions
with demand, capacity expansion decisions, and inventory decisions are provided in
(a), (b), and (c), respectively. The countries are discerned by diﬀerent colors.

Sensitivity Analysis
The model suggests many decisions and the decisions are inﬂuenced by the parameters used in the model. To see how the changes of parameters inﬂuence the decisions,
sensitivity analysis is performed. ±10% of changes are applied to each parameter,
and the changes in the objective values are compared for all 17 parameters. Only
four parameters show changes of greater than one percent in the objective values.
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(a) Indium production decision

(b) Indium expansion decision

(c) Indium inventory decision

Fig. 4.2. Decisions for indium in the reference scenario

The four parameters include inﬂation rate, zinc main product production cost,
discount rate, and indium content in the ore. It is reasonable that the zinc production
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cost is of importance, since the amount of zinc production is relatively very large. One
notable point here is that the inﬂation and discount rates are included in the four
inﬂuential parameters. This is because of the time horizon considered in the problem.
The model captures long term decisions and the relevant costs are converted to the
present values. Therefore, it is recommended that countries with larger inﬂation rate
and discount rate ratios need to be avoided for materials productions or new reﬁnery
facility installations. Another meaningful point is that indium content in the ore is
also very critical parameter. Those countries that have richer indium content should
have top priorities when capacity expansion and production decisions are made.
On the other hand, transportation costs, inventory costs, environmental related
costs, capacity expansion costs are determined not to have signiﬁcant impact on the
decisions. However, transportation cost and inventory cost are further analyzed in
the following chapters because signiﬁcant changes in the result are observed when
large changes of the parameters are made. Tornado diagram showing the changes of
the objective values are provided in Figure 4.3. Blue colors indicate the changes with
+10% and red colors show the changes with −10%.

Production Decision Analysis
Production and capacity expansion decisions are the major concern in this problem, and looking at how the two materials productions are linked together to meet the
increasing demands is interesting. In the reference scenario, zinc inventory is accumulated dramatically toward the end of the time horizon (not displayed in Figure 4.2).
This is linked to the fact that indium demand increase rate is overwhelmingly higher
than the one for zinc. Excessive zinc is produced since both materials are modeled
to be produced simultaneously. Therefore, this chapter analyzed what indium demand increase rate (as a CAGR) drives excessive zinc production under diﬀerent zinc
demand increase rates scenarios.

62

Fig. 4.3. Sensitivity analysis
.

Total indium production capacity and actual indium production in the entire
time horizon are compared in four diﬀerent zinc demand scenarios (zinc demand
CAGR of 2,3,4, and 6%). Since zinc production determines upper limit of indium
production capacity, the total indium production capacity indirectly indicates the
total zinc production. In this way, we can compare zinc and indium production.
In Figure 4.4, total indium production capacity and actual indium production are
illustrated in diﬀerent indium demand increase rates. Blue and red bars are shown to
indicate total indium production capacity and actual production amount, respectively.
The ﬁgures are drawn under diﬀerent CIGS technology demand growth rates (x-axis)
in four diﬀerent zinc demand cumulative average growth rate (CAGR) scenarios.
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In this analysis, indium demand is assumed to be mainly driven by CIGS type
solar PV technology (see Chapter 3.4.1), and its growth rate, as a CAGR, is applied
for indium demand increase rate. In Figure 4.4(a), total indium production capacity
remains the same until indium demand increase rate reaches to 10%. This indicates
that 10% of indium demand increase rate forces excessive zinc production under 2%
of zinc demand increase rate. The remaining three ﬁgures show that 12, 14, and 17%
of indium demand increase rate is allowed without forcing excessive zinc production
in 3,4, and 6% of zinc demand increase rate scenario, respectively. Indium demand
increase rate in the reference scenario (noted as 2DS) is comparable to the CAGR of
18%, and CAGR of 13% is applicable to hi-Ren scenario from Chapter 3.2.3 (noted
as EIA). These cases are also illustrated in the scenario of zinc demand increase rate
of 3% for the reference (Figure 4.4(b)).
This analysis is informative to give a broad idea which indium demand increase
rates would be endurable without causing additional zinc production under diﬀerent
zinc demand increase rates.

Transportation Decision Analysis
In the reference scenario, transportation (distribution) decisions for both materials
are relatively complex to analyze. Some countries import large portion of the materials from the closer countries, whereas other countries meet their signiﬁcant ratios
of the demands from the further countries. This is because the transportation cost
is relatively very small in the total cost for each country. With the average distance
from all production countries to all demand countries, the transportation cost is less
than 3% of the total cost. Therefore, transportation decisions are not the major ones,
and they are highly aﬀected by other decisions.
In order to see how the transportation decisions change as unit transportation cost
changes, the number of countries (y-axis in Figure 4.5(a)) from which each demand
country import zinc is plotted in diﬀerent unit transportation cost cases (distinguished
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(a) Zinc demand CAGR 2%

(b) Zinc demand CAGR 3%

(c) Zinc demand CAGR 4%

(d) Zinc demand CAGR 6%

Fig. 4.4. Production decision analysis
.

with diﬀerent colors). Here, the x-axis is presenting all demand countries as country
ID.
The unit transportation cost is varied from $ 0.006/ton/km (reference case) to $
600/ton/km by increasing one order of magnitude. When the unit transportation cost
is smaller or comparable to the other costs (for the case of $0.006, $0.06 and $0.6) the
number of countries involved in the transportation are relatively large and even vary
from country to country (Figure 4.5(a)). This is because transportation decision is
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not independent but highly relies on the other decisions. However, as transportation
cost becomes to dominate the other costs, the number of supply countries for each
demand country is signiﬁcantly reduced, and the variations among the countries are
decreased as well. This is because transportation decision becomes to be the most
meaningful decision among others, and thus is made ﬁrst before other decisions are
made. Apparently, inventory in each supply country signiﬁcantly increases in the
larger unit transportation cost cases.
This trend is also manifest when comparing the sum of transportation distances
from each zinc demand country to all supply countries (y-axis in ﬁgure 4.5(b)). With
smaller unit transportation costs, the sums of distances are larger than the ones with
larger transportation cost. Moreover, the number of countries that satisfy their demands domestically (i.e. the countries that have the sum of transportation distances
to be 0) increases to six when unit transportation cost is $ 600 (Figure 4.5(b)).
In the reference scenario, both materials are assumed to use maritime transportation. However, if the materials are transported through air, in which unit transportation cost lies between $0.6 and $6, the transportation cost becomes to be more critical
one among all other costs, and thus all the decisions in the model will be signiﬁcantly
changed accordingly.

Inventory Cost Analysis
This model considers inventory cost to be linear to the production cost by multiplying minimum acceptable rate of return (MARR) as described in Chapter 4.3.1. In
the reference scenario, MARR for zinc is assumed to be 5%, and the one for indium
is set to be 15%. They are due to the fact that indium production is more proﬁtable
because of its market price volatility. However, since the numbers are not precise
to capture real practice, more extensive sensitivity analysis is performed to see the
relationship between the two MARRs. Here, MARR for zinc is varied from 1% to
10%, whereas the one for indium is changed from 5% to 30% with a increment of
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(a) Number of supply countries

(b) Sum of transportation distances

Fig. 4.5. Transportation decisions analysis

5%. One reason that MARR for indium has wide variation up to 30% is related to
the price volatility of the material. Indium price change is very volatile compared
to the one for zinc because its market is not secured, and no common inventory is
controlled as does in the zinc market. For this reason, rate of return can be high
through additional indium production if the price suddenly becomes to be very high.
In Figure 4.6, the total cost (objective value, y-axis) is plotted according to the
MARR values of zinc (x-axis) in all MARR cases for indium (distinguished with
diﬀerent shapes and colors). Since the inventory cost is linear to the production cost,
the plotted graph (total cost) is also linear to MARR of both zinc and indium. The
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graph is informative when drawing a horizontal line to x-axis. That line tells us what
combination of MARRs for zinc and indium has the same total cost and ultimately
will have the same beneﬁt. For example, zinc MARR of 3% and indium MARR of
20% has similar total cost of 3.956 ∗ 1012 with zinc MARR of 4% and indium MARR
of 10% and zinc MARR of 5% and indium MARR of 5%. Each production country
may take advantage of this information to decide MARRs for the project of expansion
or production of both materials.

Fig. 4.6. Inventory cost analysis

4.4

Chapter Summary
Supplying critical materials required for cleaner energy technologies in timely man-

ner under ﬂourishing demand is not an easy task because i) many of them are byproduct minerals; and ii) it is very hard to predict the uncertainties in the market.
This model suggests a direction to plan where, when and how much of the minerals
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need to be produced with minimal costs in a longer term global perspective. Among
many parameters, inﬂation rate and discount rate play critical roles in temporal decisions and indium content in the ore is important in spacial decisions. All other
parameters have minimal impact on the total cost. However, if air transportation is
chosen as delivery method instead of maritime transportation, the entire system decisions may be signiﬁcantly changed. In addition, how capacity expansion, production,
and inventory decisions are controlled by relevant inputs and parameters are also
studied in this research. Although the key parameters are estimated as realistic as
possible based on the referred facility report, a few of the cost parameters are derived
based on assumptions and the authors experiences. If more recent and more accurate
production cost data become available, one can tune the parameters following the
same approach described in this study.
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5. GAME THEORETIC APPROACH IN PRODUCTION
DECISION OF INDIUM
5.1

Introduction
In the previous chapter, indium production capacity expansion planning was pro-

posed, and the approach was based on the assumption that zinc production can also
be increased to support the increasing indium demand. In other words, the global
long term plan to meet the indium demand was the primary goal, and all relevant
decisions, such as zinc production, zinc and indium inventory, and distribution of the
materials are considered in order to support the primary goal. This chapter investigates the problem in the perspective of each country. Each country will decide how
much of indium they will produce when the demand is overwhelmingly large. In this
situation, each country may want to produce more indium to make more proﬁt from
indium but they have to admit the loss from additional production of zinc. In this
circumstance, what level of production should be made to balance this trade oﬀ, and
how the competitions among the countries may aﬀect the decisions are of interest
in this chapter. Under this framework, a generic game model is proposed, and the
model is implemented with parameters tailored for indium.

5.2

Model Description
The goal of this study is to observe the by-product material production decision

or behavior of the producer under competitive market condition. Two producers
(players) are included in this model by following the conventional model setting in
duopoly market analysis, and for the sake of analysis tractability. One of them is
considered as a ‘big player’ which has larger market share, and another player is set
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to be ‘small player’, representing all the other players. Here, all the other players
are assumed to make same decisions, thus have same behaviors for simplicity. Detail
explanation of the model and involved parameters/decisions are explained in the
following chapter.

5.2.1

Notations

Parameters:
pZ : Price of base metal
ki : Base metal production cost adjustment parameter for player i
aI : Y intercept of price and production relationship of by-product material
bI : Sensitivity of by-product material price change to indium production
mIi : Marginal by-product material production cost for player i
αi : Production quantity ratio between base and by-product materials for player i
With these parameters, the decisions are
πiZ : Proﬁt from base metal production for player i
qiZ : Base metal production quantity of player i
πiI : Proﬁt from by-product material production for player i
qiI : By-product material production quantity of player i
Z
qM
: Base metal production quantity in monopoly market
I
qM
: By-product material production quantity in monopoly market

where,
i ∈ {b, s} (b: big player, s: small player)

5.2.2

Proﬁt Function Description

Economic decision is usually very complex thus requires some basic assumptions
in order to have descriptive conclusions. The production quantity decisions under
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constrained production capacity can not be exceptional, and the model is constructed
based on some assumptions.
Throughout this research, the base metal is assumed to be traded in a complete
market. The base metal is produced in many countries, and traded in open trading
markets. Therefore, base metal price is usually inﬂuenced by the stock in the market,
and the stock change is very steady. In other words, price of base metal is not directly
inﬂuenced by the players’ decisions in the market. Consequently, base metal price
is assumed to be a given parameter pZ ∈ R+ , and the revenue from base metal
production becomes pZ qiZ , where qiZ > 0.
Regarding cost structure of base metal market, quadratic cost function is applied
in this research by following Aﬄerbach et al. and Campbell [64], [13]. For simplicity,
� 2
the cost function is set as ki qiZ where ki > 0. Therefore, the proﬁt function from
the base metals, πiZ , becomes
� 2
πiZ = pZ qiZ − ki qiZ

(5.1)

where,
i ∈ {b, s}
On the other hand, by-product material is assumed to be traded in the oligopoly
market. The number of production countries are very limited compared to the one
of base metal market, and only several of countries occupy the majority of the production. One special case of oligopoly market is duopoly, where two players exist
in the market. This research assumes that the indium market is a duopoly market
for simplicity, thus the price of by-product material is inﬂuenced by the production
quantities of both players. Linear price demand relationship is applied to calculate
price of by-product material. Therefore, the price, pI , is set to be

�

pI = aI − bI qbI + qsI

(5.2)
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Here, aI ∈ R+ is a y axis intercept, describing the price of the materials, and bI ∈ R+ ,
is a slop of the linear relationship, and it represents the sensitivity of indium price.
�

�
With this price, the revenue from indium production becomes to be aI − bI qbI + qsI qiI .
Contrary to the cost function of base metal, a constant marginal cost, mIi , is used for
the by-product material, thus the cost function becomes to be mIi qiI . Therefore, the
proﬁt function from by-product material, πiI , is
�
�

πiI = aI − bI qbI + qsI qiI − mIi qiI

(5.3)

where,
i ∈ {b, s}
Since the proﬁts for reﬁnery production companies are from both base metal
and by-product material, the overall proﬁt for each player is the sum of two proﬁts
calculated above. Both base and by-product material production quantities are nonnegative, and by-product material production quantity should be less or equal to the
production quantity of base metal multiplied by base metal and by-product material
production quantity ratio (αi ). Therefore, problem for each player seeks to solve is:
M ax πi = πiZ + πiI

(5.4)

where,
i ∈ {b, s}
s.t.
qiZ and qiI ≥ 0
qiI ≤ αi qiZ

5.2.3

Cournot Competition

This study adopted Cournot competition model, thus the two players (the big and
small players) make production quantity decisions simultaneously for both base and
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by-product materials and lead to Cournot (Nash) Equilibria. The players take into
consideration of the by-product when making decisions for base metal. In addition,
since both decisions for each material are made simultaneously, by-product quantity
decision may alter the decision of base metal if necessary.

5.3

Mathematical Analysis

5.3.1

Best Response Functions

According to the overall proﬁt function in Equation 5.4, big player proﬁt function
is

πb = πbZ + πbI

(5.5)

where,
� 2
πbZ = pZ qbZ − kb qbZ

�
�
πbI = aI − bI qbI + qsI qbI − mIb qbI
Since players do not always decide to produce by-product material even when
they produce base metal, optimal production quantities for each material is calculated independently ﬁrst. Derivatives of the overall proﬁt function for big player
(Equation 5.5) with respect to production quantities of each material (qiZ and qiI )
lead to the optimal production quantities of either material without considering the
other material.
The optimal quantity for by-product material produces a best response function
of the big player (BRFbI ) because the decisions of the two players are interconnected.
BRFbI =

aI − mIb − bI qsI
2bI

(5.6)

Diﬀerent from by-product market, the optimal production quantity decision for
base metal by each player is independent each other, because it works under complete
market. Therefore, a derivative of big player’s proﬁt function (πb ) with respect to base
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metal production quantity (qbZ ) leads an optimal production quantity of the big player
for base metal (qbZ∗ ), which is equal to be:
qbZ∗ =

pZ
2kb

(5.7)

For small player, the overall proﬁt function becomes:

πs = πsZ + πsI

(5.8)

where,
� 2
πsZ = pZ qsZ − ks qsZ
�
�

πsI = aI − bI qbI + qsI qsI − mIs qsI
Similar way to big player, the best response functions of small player for byproduct material production (BRFsI ), and an optimal production quantity of base
metal production (qsZ∗ ) can also be derived as follows.
BRFsI =

aI − mIs − bI qbI
2bI

qsZ∗ =

pZ
2ks

(5.9)

(5.10)

The best response functions will be used to derive the Nash Equilibrium, which
will be discussed later.
As noted, the best response functions of both players for by-product material production quantities are dependent of each other. In order to get the Nash Equilibrium
using these best response functions, an underlying assumption is that the diﬀerence
between aI and mIb is greater than the one between mbI and msI . If this condition does
not hold, the best response function of small player (red line in Figure 5.1) always lies
above the one for big player (blue line in Figure 5.1), thus no intersection exists. In
this situation, the market becomes to be similar to monopoly, which is contradictory
with the original model setting of this study.
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5.3.2

Case Separation and Nash Equilibria

Since base metal production quantity capacitate the possible production quantity
of indium, the model becomes to be two stage game, ﬁrst of which is base metal
production quantity decision and followed by by-product material production quantity
decision. Equilibria of each material production quantity can be calculated by using
the backward induction method in game theory.
Assuming that base metal is produced large enough to produce indium, the equilibria for both materials are independent each other. The Cournot (Nash) Equilibrium
point for by-product material production quantity, (qbI∗ , qsI∗ ), becomes (

aI −2mIb +mIs aI −2mIs +mIb
,
),
3bI
3bI

which is an intersection of the best response functions of each player. For base metal
production quantity, qbZ∗ and qsZ∗ are the optimal quantities for each player, and they
are

pZ
2kb

and

pZ
,
2ks

respectively.

The equilibrium is only available when base metal production quantity is large
enough to produce by-product material for both players. This is categorized as Case
1 in this research. This case is called ‘decoupling’, because both base and by-product
materials productions decisions are independent. However, in some situations, base
metal production quantity can not support to produce enough amount of by-product
material. Theses cases are categorized as Case 2,3,4 in this study. In Case 2 and
3, by-product material production is constrained by the production quantity of base
metal in small player and big player, respectively. In Case 4, base metal production
limits the production of by-product material in both players. In each of these cases,
there exists diﬀerent Nash Equilibria, and the new equilibria are derived using similar
approach (backward induction method) with Case 1. Diﬀerent from the four distinctive cases, there also exist two transition cases, which are Case 2.4 and Case 3.4 in
Figure 5.1. They describe the cases in which by-product material production by one
player is constrained by base metal production, while by-product material production
is unbounded by base metal production in another player at the ﬁrs time. Therefore,
they seem to be categorized either Case 2 or Case 3. However, both of these cases
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eventually belong to Case 4, since the new equilibria after taking into consideration
of other player’s decision are bounded by both players, thus they are exactly same
as Case 4. All of these six cases are depicted in Figure 5.1, and the Nash Equilibria corresponding to each case are provided in Table 5.1. A and B in Figure 5.1
represent the original Nash Equilibrium and corresponding values are
aI −2mIs +mIb
3bI

aI −2mIb +mIs
3bI

and

, respectively.

Notable point in Figure 5.1 is that the new Nash Equilibria in Case 2,3 and 4 do
not lie on the original zinc optimal quantity (αq Z∗ ). The new equilibria are slightly
above the original zinc optimal quantity, and this is due to the following reason. In
traditional capacity constraint production quantity decision problem, the capacity
represents the physical facility capacity, and thus can not be changed once it is forced
before the production decision. However, in this problem, the capacity represents
the capable production amount that is stemmed from the production decision of the
base material, thus it is allowed to be changeable when making production decision of
by-product material. For this reason, base metal production (production capacity of
by-product material) is resulted to be increased if the by-product material production
quantity is bounded to the original base metal production quantity. This is well
explained and proved in Chapter 5.3.4
Another point that can be discussed in this chapter is the sensitivity of the equilibrium to the parameters in each case. Each of the equilibria shown in Table 5.1 have
distinctive equations, in other words, they are inﬂuenced by diﬀerent set of parameters deployed in this study. Therefore, there are disparities of sensitivities of each
equilibria to the parameters. Among the four cases, case 1, in which the production
decisions of base and by-product materials are separate, is the least insensitive. This
is because the production decision of one material does not inﬂuence on the decision
of the other, thus the equilibrium is represented to be much simpler than the ones
in other cases. However, in other three cases, the production decisions of one material have impacts on the decisions on the other material, so the equilibria are more
sensitive to the change of the parameters. The price change due to demand increase
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of by-product material is the key driving force to change the equilibrium and this is
numerically analyzed in the case of indium in Chapter 5.4.3. The scenarios that make
the equlibria to stay in Case 1 are also numerically analyzed in the case of indium in
Chapter 5.4.4.

(a) Case 1

(b) Case 2

(c) Case 2.4

(d) Case 3

(e) Case 3.4

(f) Case 4

Fig. 5.1. Case separation and equilibria

5.3.3

Production Quantities in the Case of Decoupling (Case 1)

As explained in Chapter 5.3.2, the Case 1 describes the case of ‘decoupling’ in the
production of both materials. Each material can be produced individually without
aﬀecting the production quantity of another material. In other words, under this
‘decoupling’ condition, the optimal production quantity of each material without
consideration of other material is still the optimal decision for each material.
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Table 5.1.
Nash equilibria for each case
Case

Product

Player

Equilibrium point

Big

pZ
2kb

Small

pZ
2ks
aI −2mIb +mIs
3bI
aI −2mIs +mIb
3bI

Base
Case 1
Big
By-product
Small

pZ
2kb
(aI αs +αs mIb −2αs mIs +2pZ )
(3α2s bI +4ks )
(aI α2s bI +2aI ks −2α2s bI mIb −2ks mIb +αs2 bI msI −αs bI pZ )
(bI (3α2s bI +4ks ))
αs (aI αs +αs mIb −2αs mIs +2pZ )
3α2s bI +4ks
(aI αb −2αb mIb +αb mIs +2pZ )

Big
Base
Small

Case 2

Big
By-product
Small
Big

(3α2b bI +4kb )

Base

pZ
2ks
αb (aI αb −2αb mIb +αb mIs +2pZ )

Small
Case 3

Big
By-product
Small
Big
Base
Small

Case 4
Big
By-product
Small

(3α2b bI +4kb )
(aI α2b bI +2aI kb +αb2 bI mbI −2αb2 bI msI −2kb mIs −αb bI pZ )
(bI (3α2b bI +4kb ))
aI αb ((αs )2 bI +2kb )+2((αs )2 bI +ks )pZ −αb (2ks mIb +(αs )2 bI (2mIb −mIs )+αs bI pZ )
4kb ((αs )2 bI +ks )+(αb )2 bI (3(αs )2 bI +4ks )
2 I
I
a αs ((αb ) b +2kb )−αb αs bI pZ +2kb (−αs mIs +pZ )+(αb )2 bI (αS mIb −2αs mIs +2pZ )
4kb ((αs )2 bI +ks )+(αb )2 bI (3(αs )2 bI +4ks )
αb (aI αb ((αs )2 bI +2kb )+2((αs )2 bI +ks )pZ −αb (2ks mIb +(αs )2 bI (2mIb −mIs )+αs bI pZ ))
4kb ((αs )2 bI +ks )+(αb )2 bI (3(αs )2 bI +4ks )
αs (aI αs ((αb )2 bI +2kb )−αb αs bI pZ +2kb (−αs mIs +pZ )+(αb )2 bI (αS mIb −2αs mIs +2pZ ))
4kb ((αs )2 bI +ks )+(αb )2 bI (3(αs )2 bI +4ks )

In this case, big player produces larger amount of both materials at the equilibrium. Assuming the production cost of base metal by small player (ks ) is greater than
Z

the one for big player (kb ), production quantity for big player ( 2pkb ) is always greater
Z

than the one for small player ( 2pks ). For the case of by-product material, big player
production quantity (
(

aI −2mIs +mIb
3bI

aI −2mbI +msI
)
3bI

is also always greater than the one for small player

) because the parameters are non-negative, and mIs can be also assumed

to be greater than mIb due to economies of scale.
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5.3.4

Production Quantities in Other Cases (Case 2,3,4)

Proﬁt functions for both base and by-product materials in this study are quadratic
functions, thus can be generalized {cx − dx2 } and {ay − by 2 } for base metal and byproduct material, respectively. With these generalized forms, the production quantities for both materials will have following characteristics.
Proposition 1. Let x∗ =

c
2d

and y ∗ =

a
,
2b

the optimal solutions for max {cx − dx2 }

and max {ay − by 2 }, respectively (a,b,c,d > 0). With the objective function max
π(x, y) = ay − by 2 + cx − dx2 with a constraint, y ≤ αx, the optimal solutions of x
and y, xopt and y opt will be

(i) If y ∗ ≤ αx∗ , y opt = y ∗ and xopt = x∗
(ii) If y ∗ ≥ αx∗ , y opt = αxopt and x∗ ≤ xopt ≤

y∗
α

Proof.
(i) If y ∗ ≤ αx∗
Since y ∗ is unbounded by αx∗ , x and y are decoupled. Both x and y can reach
their own unconstrained optimal values. This represents Case 1, and this is
already explained in Chapter 5.3.3.
(ii) If y ∗ ≥ αx∗
The y is bounded by αx∗ , thus y opt = αxopt unless xopt ≥

y∗
.
α

Then,
π(x, y) = π(x) = αax − α2 bx2 + cx − dx2
By ﬁrst order condition,

∂π
∂x

=0
xopt =

To see

y∗
α

≥ xopt ,

αa+c
2(α2 b+d)
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y∗
α

− xopt =

It is because of the condition

a
2αb

a
2b

−

αa+c
2(α2 b+d)

=

ad−αbc
2αb(α2 b+d)

≥0

c
≥ α 2d
, which is equivalent to ad ≥ αbc, and α,

b, and d are all non-negative.
Proposition 1 ii) tells that when the optimal production quantity of by-product
material without consideration of base metal production is greater than the production capacity constraint stemmed from the optimal production quantity of base metal
without consideration of by-product, the optimal quantity of base metal with consideration of by-product will not be as much so that the quantity of by-product can be
unbounded. In other words, once the quantity of by-product is bounded by the optimal quantity of base metal without consideration of by-product, it will stay bounded
even after by-product production quantity is taken into account.

5.4

Numerical Analysis

5.4.1

Case of Indium

To demonstrate the modeling approach in detail, indium, a by-product material
of zinc, is selected for a case study. Detail explanation of indium demand and supply
can be found in Chapter 1.2.

5.4.2

Parameters Description

As introduced in Chapter 5.2.1, nine parameters are involved in the model, and
they all impact on the choice of equilibrium decisions of production quantities for
both zinc and indium. Default values for those parameters are calculated based on
the industry report and experiences [102].
Current market price of zinc is applied to the default value for pZ . Since China is
the largest producer for both zinc and indium, the big player in this study is assumed
to be China for the purpose of parameter setting. Therefore, the values for kb and mIb
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are derived using the production costs from a zinc reﬁning company in China [102].
The production costs for zinc and indium provided in that report are Chinese currency
in 2006, thus they are converted to US dollars in 2016 using annual inﬂation rates and
currency exchange rates. With the converted zinc production cost, kb value is derived
� 2
based on the cost function for zinc market, kb ∗ qbZ , and zinc production quantity of
China, qbZ , in 2016. Similarly, mIb value is also calculated based on the cost function
for indium market, mIb ∗ qbI , and indium production quantity of China, qbI , in 2016.
With these values, both zinc and indium production costs for small player (ks and
mIs ) are assumed to be 20% greater than the ones for big player (default scenario).
The aI and bI values, which are related to indium price and production quantity,
are rather complex to derive. Indium price is very volatile, and a general negative
linear relationship between the price and production quantity cannot be drawn from
price data for the past 15 years. However, if the time frame narrows down from
2005 to 2010, a negative relationship can be made between the indium price and
production quantity. Therefore, the default values for aI and bI are drawn from the
linear regression graph using those data from 2005 to 2010. Because of the wide
variation of the aI and bI values depending on the data, decisions were analyzed
based on the wide changes of those values in later chapters.
The α values, which are indium content relative to zinc production quantity, are
also picked to represent the market condition. It is reported that the nominal ratio
between zinc and indium production quantity is 50 ppm, thus used for the α value
for small player (αs ) [107]. Since big player may have richer indium concentration,
αb is assumed to be 100 ppm. All the default values for each parameter are provided
in Table 5.2.
However, since the parameters are subject to change depending on the market
circumstances, numerical analysis is shown to demonstrate diﬀerent situations in the
following chapters.
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Table 5.2.
Default values for parameters
Parameters

Value

pZ
Zinc
k

Indium
m

α

5.4.3

$2,800/ton
kb

0.00057/ton2

ks

0.00069/ton2

aI

$2,000,000/ton

bI

2,500/ton2

mbI

$316,000/ton

mIs

$380,000/ton

αb

0.0001 (100ppm)

αs

0.00005 (50ppm)

Indium Production Quantity Decisions with Demand Increases

For better understanding of model demonstration, the cases which are explained
in Chapter 5.3.2 are distinguished with diﬀerent colors in the ﬁgures in the following chapters. Red, green, blue, and yellow colors represent, Case 1, 2, 3, and 4,
respectively.

Analysis with Default Parameters
Indium production quantities for both players are the major concern in this study.
Therefore, how the production quantities decisions are changing as indium demand
increases are observed ﬁrst. The aI is a parameter aﬀected by the demand of indium,
and its value is very volatile depending on the demand, and production quantity
of indium. To reﬂect this fact, aI is varied from 25% to 1,000% of the original
value to observe indium production quantities changes by both players. With smaller
indium demand, which is equivalent to smaller aI value, indium production and zinc
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production are decoupled thus the decision falls into Case 1 (red). As indium demand
increases (i.e. price, (aI ), increases), the indium production by small player is ﬁrst
constrained by zinc production, thus becomes to be Case 2 (green). Finally, with
very large indium demand and increased price, indium productions for both players
are constrained by zinc productions (Case 4, yellow). Figure 5.2 shows how each
player decides its indium production while its price increases. While zinc and indium
productions are decoupled (Case 1), small player much rapidly increases its indium
production as price increases. However, as soon as indium production by small player
is constrained by zinc production (Case 2), the production quantity increase in small
player diminished signiﬁcantly, and the increase speed does not recover when indium
production is constrained in both players. Note that the slope of Case 2 (green) and
Case 4 (yellow) in small player (Figure 5.2.(b)) is moderate compared to the ones in
big player (Figure 5.2.(a)). The reduced contribution by small player to total indium
production quantity in the market is complemented by the accelerated production
increase by big player in Case 2 and 4.

Analysis with Zinc and Indium Production Ratio (αb ) change
Relative mineral concentration in the ore varies at each of mining location due
to diﬀerent ore characteristics [105]. As shown in Chapter 5.4.3, indium productions
for both players quickly fall into Case 4 with very short decoupling period with the
default values of the parameters. In addition, it is observed that the production
quantities by both players are also comparable. These indicate that available indium
is very limited, thus both players need to expand their zinc production as indium
price increases due to demand increase. This is well observed in the zinc production
quantities by both players (both players increased their zinc production in Case 4 not shown here). However, this is not the case when diﬀerent indium content relative
to zinc production quantity (α), which is varied from site to site, is applied. For
example, the Chinese zinc and indium mining facility, that this study refers, has
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(a) Indium production for big player

(b) Indium production for small player

Fig. 5.2. Indium production quantities as indium price increases with
default values for other parameters

1,000 ppm of indium content relative to zinc production quantity. Therefore, that
values is applied to αb value to see how the decisions are changing (Figure 5.3). With
that very high αb value compared to αs , production quantity by big player (Figure 5.3
(a)) is signiﬁcantly higher than the one by small player (Figure 5.3 (b)) (note that the
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digits of production quantities are diﬀerent). Moreover, the point where they fall into
Case 4, in which zinc productions of both players constrain indium productions, is
also signiﬁcantly delayed. This tells us that total available indium quantities by both
players are enough to meet the increased indium demand to further extent although
indium production by small player is restricted. These are all because of large indium
content in the ore in big player.

Constraint of Indium Production by Big Player
Under current default parameters setting, small player is always ﬁrst constrained
its indium production by zinc production as indium price increases. Three parameters
attribute this observation, ﬁrst of which is zinc and indium production quantity ratios
(α values), and second, zinc production cost adjustment parameters (k values), and
ﬁnally, marginal indium production costs (mI values). This chapter analyzes how
each of these parameters impact the decisions for both players. With all other default
parameters, big player begins to be constrained its indium production when zinc and
indium production quantity ratio for big player is less or equal to the one for small
player (αb ≤ αs ). However, the reality of this scenario is questionable, because of the
feasibility that those countries which have poorer indium content in the ore can be a
big player in the market.
Secondly, indium production by big player is ﬁrst constrained when small player
produces zinc more cost eﬀectively, thus has lower production cost adjustment parameter (ks < kb ). It is observed that big player is ﬁrst constrained its indium production
when ks is roughly smaller than half of kb with other default parameters (ks ≤ 0.5kb ).
This case may be applicable when the small player has much less severe environmental
regulation, thus has much lower zinc production cost. However, pollutant treatment
cost while zinc production is relatively very small compare to the net cost to produce
the material (see Table 4.3). In this regard, this scenario may not be realistic as well.

86

(a) Indium production for big player

(b) Indium production for small player

Fig. 5.3. Indium production quantities as indium price increases with
extremely large zinc and indium production ratio for big player (αb )

Finally, indium production by big player is ﬁrst constrained by zinc production
when marginal indium production cost for small player (mIs ) is 2.2 times larger than
the one for big player (mIb ). Contrary to the previous two scenarios, this scenario
might be realistic since small player usually is less cost eﬀective in production, thus
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has higher unit production cost. This analysis may guide us that how much of cost
ineﬃciency may trigger the indium production by big player to be constrained ﬁrst.
Figure 5.4 shows the border line scenarios, in which big player indium production
begin to be constrained ﬁrst. Case 3 represents these situations, and they are colored
with blue in Figure 5.4. Since the ﬁgures are border line scenarios, the period that
Case 3 is depicted is very short. For simplicity, only indium production decisions by
big player are shown here.

5.4.4

Equilibria with Diﬀerent Parameters Combinations

Among the parameters listed in Chapter 5.4.2, the default values for two cost
parameters for both players, which are zinc production cost adjustment parameter
and marginal indium production cost, were calculated based on the production costs
data from Chinese zinc reﬁning facility. However, the values are changeable with
diﬀerent available data and the equilibria may change depending on the values.
First, Zinc production cost adjustment parameters for both players (kb and ks )
are varied from 0 to 0.001 to see how the equilibria fall into diﬀerent cases. Figure 5.5
(a) shows combinations of the two parameters to decide the equilibria. When both
parameters are small (bottom left of the ﬁgure), decoupling happens in production of
both materials (Case 1), and indium production by both players are constrained by
zinc production (Case 4) when both parameters are large (upper right of the ﬁgure).
In the case of only either of the parameters is relatively large, equilibria are made in
either Case 2 (green, when ks is large) or Case 3 (blue, when kb is large).
Note that each case is exclusively separated, but the border lines between Case
2 and 4, and between Case 3 and 4 are not linearly distinctive but curved. This is
because Case 4 includes the cases in which indium production of one player is not
constrained by zinc production at the ﬁrst time but restricted later. In detail, when
small player can only produce very small amount of indium due to the constraint
posed by zinc production, big player increases indium production signiﬁcantly, and

88

(a) Indium production by big player with reduced
αb

(b) Indium production by big player with reduced
ks

(c) Indium production by big player with increased
mIs

Fig. 5.4. Three diﬀerent scenarios that indium production by big player
is constrained ﬁrst
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consequently exceeds the original capacity. In this case, both players are constrained
by zinc productions although big player could produce plenty amount of indium at
the ﬁrst time. Therefore, this is not Case 2 anymore but falls into Case 4 (Case 2.4 in
Figure 5.1 also belongs to Case 4). The curved area captures these cases. Same logic
applies to the curved border between Case 3 and 4 (Case 3.4 in Figure 5.1 belongs to
Case 4).
The shape of the ﬁgure does not change even when the other parameters values are
changed. Only the location of the borders are moving depending on the parameters
values. Finally, since it is assumed that small player is less cost eﬃcient in production,
thus has higher k values (ks ≥ kb ), realistic part of Figure 5.5 (a) is only the top left
part which is separated by the diagonal line in the ﬁgure.
Marginal indium production costs for both players are also varied up to 5 times
larger values, which are equivalent to 1,500,000, to draw equilibrium decisions with
diﬀerent combinations of mI values (Figure 5.5 (b)). The ﬁgure shape is distinguishable from the one with combinations of k values. Here, Case 4 equilibria are made
when both mI values are small and Case 1 equilibria are made with larger mI values.
Like the analysis with k values, the marginal production cost for small player is higher
than the one for big player (mIs ≥ mIb ), thus the equilibria may fall above the diagonal
line as shown in Figure 5.5 (b).
Indium content in the ore relative to the production amount of zinc (α) is stretched
to 1,000ppm to see how the equilibrium decisions are made (Figure 5.5 (c)). The
border lines between Case 1 and 2 and Case 1 and 3 are straight rather than curved
because α values are not directly linked to case decisions (although they are involved
in calculating equilibria). Because of the diagonal line, under which area is only
practical scenario, Case 3 equilibrium (blue) may not be realistic in this situation.
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(a) Equilibria with k values

(b) Equilibria with mI values

(c) Equilibria with α values

Fig. 5.5. Equilibria with diﬀerent parameters combinations

5.4.5

Market Share Analysis

This chapter analyzes the indium market share of the two players in diﬀerent
scenarios.
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Market Share Change as Indium Price Increases
Indium market shares of the two players are observed as indium price increases
(Figure 5.6). With very low indium price (in the case of decoupling, Case 1 (red)),
the majority of indium is produced by big player (although market share of zinc is
comparable by both players - not shown here). However, its market share dramatically
decreases as soon as indium price increases, because small player begins to interrupt
the market as proﬁtability from indium market becomes more feasible (Figure 5.6 (a)).
The market share of big player rebounds once small player is restricted its indium
production by zinc production quantity (Case 2, green). If indium price continues to
increase, and indium production by both players are constrained by zinc productions
(Case 4, yellow), the market share change of each player becomes stable. In this Case
4, big player keeps expanding its market share while the market share of small player
shrinks although both players increase the production quantities. This is because big
player has richer indium content in the ore.

Market Share Change with Changes in Other Parameters
Compared to the signiﬁcant market share changes while indium price increases,
minimal changes in the market shares of both players are observed in the scenarios
with changes in other parameters (Only market shares of big player are shown in
Figure 5.7). Two cost parameters, marginal indium production cost (mI ), and zinc
production cost adjustment parameter (k), are varied to see the market share changes.
Since, in general, small player is less cost eﬃcient in production, thus has higher cost
parameter, the values for small player is assumed to be greater than the one for big
player. As show in Figure 5.7 (a) and (b), the market share of big player does not
change signiﬁcantly although the production cost eﬃciency of small player becomes
even worse.
Indium content in the ore for big player is varied from 25ppm (half of the one for
small player) to 1,000ppm (representing the Chinese indium reﬁning facility) to see
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(a) Market share of big player

(b) Market share of small player

Fig. 5.6. Market share changes as indium price increases

the market share change. Both players are constrained to produce indium (Case 4,
yellow) when indium content in the ore for both players are comparable. In these
scenarios, the indium content in the ore signiﬁcantly inﬂuence on the market share
(dramatic change of market share in Case 4). However, much higher indium content in
the ore for big player restricts only small player’s indium production (Case 2, green).
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In these scenarios, the market share change is minimal, even when the indium content
for the big player becomes much richer. This indicates that the market is controlled
mainly by big player.

(a) With ratio changes between mI values (mIs /mbI )

(b) With ratio changes between k values (ks /kb )

(c) With ratio changes α values (αb /αs)

Fig. 5.7. Market share of big players with changes in other parameters
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5.4.6

Proﬁt Analysis

Observing each material contribution to the total proﬁt in each player is also
interesting. Proﬁt is mainly inﬂuenced by the price and the production quantity of
the material. First, contribution of zinc to total proﬁt while indium price increase is
analyzed (Figure 5.8). In the decoupling case (Case 1, red), the majority of proﬁt
comes from zinc. However, the zinc contribution to total proﬁt becomes to be weaker
as indium price increases triggered by high demand, because of the additional proﬁt
from indium production. When indium production by either player is constrained by
zinc production, additional indium production requires extra zinc production, and it
needs extra cost which decreases the proﬁt from zinc. This attributes to the decrease
of zinc contribution to total proﬁt in Case 2 and 4. Under the condition in which both
players are constrained in indium production (Case 4, yellow), the amount of indium
production by small player is much less than the one by big player. This makes less
contribution of indium to total proﬁt as shown in Figure 5.8 (b). In addition, the
dependency of zinc on the total proﬁt is always higher in small player than the one in
big player under current parameters setting. This tells us that the indium production
decision by small player is more sensitive to the price change than the one by big
player.
In contrary to this dramatic proﬁt ratio change while indium price increases, the
contribution of zinc to total proﬁt does not change signiﬁcantly with changes of the
production quantities, which are controlled by production costs and indium content
in the ore relative to zinc production quantity (α). As demonstrated in Figure 5.9, the
contribution of zinc to total proﬁt in big player does not change much even when other
parameters are varied. The players rely the majority of its proﬁt on zinc production
in all three scenarios. Only changes in α value show some increased contribution
of indium to total proﬁt (Figure 5.9 (c)). However, the change is not signiﬁcant
compared to the changes with indium price increases. This tells us that necessary

95

(a) Proﬁt ratio by selling zinc in big player

(b) Proﬁt ratio by selling zinc in small player

Fig. 5.8. Contribution of zinc to total proﬁt with indium price (aI ) increases

condition for the players to make more proﬁt out of indium production is indium
price increase rather than production quantity control.
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(a) With ratio changes between mI values (mIs /mbI )

(b) With ratio changes between k values (ks /kb )

(c) With ratio changes α values (αb /αs)

Fig. 5.9. Contribution of zinc to total proﬁt with changes in other parameters (in big player)

5.4.7

Comparison with Monopoly

The decisions under competitive market are compared with the decisions in the
monopoly market, in which the market is controlled by only one player. New optimal
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decisions under monopoly market condition are derived using the same model set
up. When indium demand does not exceed the producible amount (decoupling case,
I
Z
Z
qM
≤ αb q M
), the optimal zinc quantity (qM
) is obtained as
I
quantity (qM
) is derived as

aI −mIb
2bI

pZ
,
2kb

and optimal indium

. However, if indium production is constrained by

I
Z
zinc production quantity (qM
≥ αb qM
), the optimal zinc production quantity becomes
pZ +αb aI −αb mIb
,
2(k+(αb )2 bI )

Z
and indium quantity is bounded by the zinc quantity (αb qM
).

Table 5.3.
Equilibria under monopoly market
Case

Product

Quantity

Case 1

Z
Zinc (qM
)

(decoupling)

I
Indium (qM
)

pZ
2kb
aI −mIb
2bI
Z
p +αb aI −αb mIb
2(kb +(αb )2 bI )
αb (pZ +αb aI −αb mbI )
2(kb +(αb )2 bI )

Case 4

Z
Zinc (qM
)
I
Indium (qM
)

With these new optimal decisions, production quantity of indium is plotted as
indium price increases. It is observed that the player under monopoly always produce
larger amount of indium compared to the one by either player in the competitive
(duopoly) market. However, total market size in the competitive market (i.e. sum
of the production quantity by the two players) is always greater than the quantity
produced by the sole player in the monopoly market, because dropped price through
the competition leads the demand (and production) increases (not shown here).
The diﬀerence of size between the two markets attributes the parameters used in
the model. The competitive market behaves close to the monopoly market (i.e. the
market size diﬀerence between the two markets reduces) in 4 scenarios (Figure 5.10):
i) if the gap of zinc production costs between the two players increases (a); ii) if the
small player in the competitive market becomes less cost eﬃcient in the production
(b); iii) if the small player indium content in the ore is poorer (i.e. the diﬀerence
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with the one in big player becomes to be larger) (c); and iv) if indium price change
becomes to be more sensitive (d).
The plateau areas at smaller aI values in these ﬁgures show the scenarios, in
which small player in the competitive market is constrained to produce indium while
the player in the monopoly still can produce indium as much as it wants (decoupled).
However, as soon as the player in the monopoly also becomes to be limited to produce
indium while indium production in the competitive market is constrained only in small
player, the market size diﬀerence between the two markets again rapidly increases.
Finally, with very high indium price, if both players cannot produce indium as much
as they want, the gap between the two markets increases very steadily.
One other notable point here is that the plateau area becomes indistinguishable
when indium production by small player is very costly (Figure 5.10 (b)). In this case,
the indium production in the monopoly ﬁrst constrained due to zinc production, while
both players in the competitive market still free to produce enough amount of indium,
thus the diﬀerence becomes even steeper. The gap between the two markets rapidly
reduces as soon as both players in the competitive market have restriction to produce
indium. Similar trend is also observed when small player has comparably richer
indium content in the ore (Figure 5.10 (c)). Finally, by looking at all four ﬁgures
in Figure 5.10, indium production cost (mI ), and indium price change sensitivity
(bI ) have little inﬂuence on the production quantity decisions compared to the other
two parameters (k and α), since the changes of diﬀerence with monopoly market is
insigniﬁcant when the two parameters are varied.

5.5

Chapter Summary
Many minor materials, critical for emerging clean energy technologies, are by-

products of base metals, thus their production quantity decisions are complex. The
decisions become even more complicated in a competitive market where multiple
players make decisions at the same time. Cournot duopoly model is a popular model
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(a) Zinc production cost adjustment parameter

(b) Indium marginal production cost (mIs )

(ks ) change

change

(d) Indium price change sensitivity (bI ) change

(c) Indium content in the ore (αs ) change

Fig. 5.10. Market size diﬀerence between complete and monopoly market
with parameters changes
.

to represent the competitive market circumstance. This study develops a generic
Cournot duopoly model by including both base and by-product materials. Since base
metal production quantity may constrain the production of by-product materials,
diﬀerent Nash Equilibria are drawn at four diﬀerent cases, at which none, either or
all of the players have limitation to produce enough by-product materials. The model
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is then applied to zinc and indium, which are one of the topical base and by-product
materials, respectively.
Key ﬁndings from this study are: i) big player always produce more base and
by-product materials than small player under decoupling condition, in which both
players produce far enough base metal to produce by-product material; ii) if byproduct material production in either of the players or both players are constrained
by the production quantity of base metal, the optimal quantity of by-product material
is always bounded by the production quantity of base metal and once it is bounded it
stays bounded even after by-product material production quantity is considered; iii)
under decoupling condition, small player rapidly expands its market share as soon as
indium price increases. However, once the production becomes constrained by base
metal production quantity, big player begins to retake the market, and its expansion
persists even when both players have limitation in by-product material production.
Overall market share is always dominated by big player; iv) only large changes in
marginal production cost of by-product material may lead the by-product material
production by big player to be constrained. However, the cost diﬀerence between the
two players has to be very large under the other parameters being kept unchanged;
v) proﬁts changes of each player always attribute to the production of by-product
material, and the changes are mainly determined by the price of by-product material;
vi) total production quantity in the competitive market is always larger than the one
in the monopoly market, and the market size diﬀerence between the two markets are
analyzed at various scenarios.
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6. CONCLUSION AND FUTURE WORK
This dissertation analyzed supply and demand on indium, a critical material for
emerging clean energy technologies. Indium is a material required for two clean
energy technologies applications including TF solar PV and LED lighting. First,
advanced dynamic material ﬂow analysis model is developed using system dynamics
modeling, and resulted in supply and demand of indium is expected to be imbalanced
in next several decades. Either supply increase and demand reduction can reduce
this supply and demand gap. Among the strategies, this dissertation proposed global
strategic level supply planning of indium by expanding the production capacity. The
research adopts a conventional deterministic mathematical programming approach,
and relevant decisions, such as distribution, inventory, and production control, are
also integrated in the model. In the last chapter, indium production decision is analyzed in the producer’s perspective. Because indium is a by-product material while
zinc production, its production quantity cannot be decided alone, and the decision
becomes to be even more complex when producers are competing in the market. A
simple Cournot duopoly model representing this market condition is proposed, and
equilibrium quantities of both zinc and indium are drawn under four diﬀerent cases.
Then, the equilibria are analyzed numerically with practical parameter values from
industry. The ﬁndings from this dissertation may contribute to guide stakeholders to
make better decisions in indium production, and ultimately to sustainable wide deployment of clean energy technologies. However, there are still room for improvement
of each chapter, and they are brieﬂy discussed in the following.
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6.1

System Dynamics Modeling of Indium Material Flow
Explaining behavior of future supply and demand of a material is not an easy task

because of complexities embedded in both supply and demand. It is even more complicated in the case of indium because its supply is dominated by other materials (i.e.
zinc) demand. This research has some advantages by including more variables that
may impact on indium demand and supply, in particular price elasticity of material
demand along with other factors. Although SD model developed in this research have
those merits, there are still room for improvement in the future study since accuracy
or reliability of simulation result does rely on the complexity and detail of the system
included in the model. In this model, indium supply is exclusively from zinc mining.
Currently recovering indium from post-consumer products is not economically viable
given the indium price and material intensity in consumer products, and this may not
change in the foreseeable future. For example, with current indium price at $745 per
kg, considering current indium material intensity in CIGS ﬁlm, the worth of indium
is only $3.1/m2 . This number may decrease if the material intensity decreases by
technology development (assuming that indium price does not hike rapidly).
However, producing primary indium from other ores such as sulﬁdic lead, tin,
copper and iron [14] as well as past reﬁning residues may become viable as shortage
of indium drives up price. According to the research done by Stamp et al., some
mining sites recently began to explore the feasibility of indium production from other
materials [22].
In addition, one of the variables that determine the amount of indium supply,
i.e. operation of indium circuit (nominal indium concentration), can be improved.
Indium concentration varies by zinc mine location and types of the ores. According
to the report by Moss et al., Peruvian and Bolivian zinc concentrate have relatively
richer indium content (187 ppm and 630 ppm, respectively) [94]. Some Chinese
zinc mines have indium content as high as 1,000 ppm [102]. Increased indium price
due to supply shortage may lead the sites with richer indium concentration to expand
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indium circuits. To make it more complicated, any new installation requires long lead
time and decisions have to be made based on long term prediction while considering
environmental and political issues.
As sensitivity and scenario analysis suggested projection on solar PV market penetration has signiﬁcant eﬀects on indium demand. It might be beneﬁcial to consider
other scenarios and projections. In addition, it has been seen that price elasticity of
demand could aﬀect indium demand to some degree. In this model, price elasticity
of indium demand is assumed to be a constant for all technologies and stay constant
over time. Unfortunately, neither of these is true in reality. For example, the material cost of indium in LCD panel only occupies 1% of total LCD price [108] and
the manufacturers have the option to pass the increased material cost to consumers.
Therefore, the impact of indium price volatility due to the demand increase might be
negligible to LCD manufacturers. This may not be the case for LED and CIGS as
they are trying to gain market share against existing technologies.
Another factor that may inﬂuence on indium demand is substitute. Currently,
there are not competitive materials that show similar technical performance with indium at comparable price. This leads price volatility of indium when it is in the
shortage of supply. However, if substitutable material emerges in the market drastic
price change may be buﬀered. In the longer term, technical and economic competitiveness of the new material will drive up its market share and eventually decrease
indium demand. For example, there are some new materials being developed as a
replacement for ITO, and one of them is graphene [109].

6.2

Global Strategic Level Supply Planning of Indium
The model observes the system in a long term global perspective, and thus as-

sumed the system to be deterministic at this moment. Demands may be ﬂuctuated
according to the interactions with prices and supplies of the materials. The demand
countries for both materials may also be changeable based on the cost competitiveness
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and technology availability. Additionally, all the other cost parameters may also be
changed accordingly. For these reasons, as mentioned in Chapter 4.2.1, shorter term
analysis considering the dynamics in the system may be interesting research topic in
the future. And comparing the result with the decisions from this study will be more
informative to the stake holders.
Another key research direction is to consider the interactions among the countries.
The capacity expansion or production decisions of one country may have an impact
on the decisions of another country. The impact may be even more powerful if one
country is a major supply country of the material, for example, China. In reality,
Chinese export quota limitation in 2008 triggered shortage of rare earth material
supply in the world and this sparked a perception of importance of the materials.
It was, of course, obvious that other countries began to have counter reaction at
that time. Game theoretic modeling or agent based modeling approaches would be
good methodologies to have signiﬁcant ﬁndings in that problem setting. Shorter
term or more tactical strategies can be proposed through this future research and the
suggested decisions will be also comparable to the ones obtained from this study.
Finally, looking at this problem with multi-objectives would also be an interesting research topic. The main goal of wide deployment of clean energy technologies
is to reduce energy consumption or greenhouse gas emission. However, additional
mining and reﬁning of the minerals to meet the growing demand may generate an
increased amount of pollutants that need to be treated. Furthermore, transportations
of the expanded amount of materials among the countries also produce greenhouse
gas emissions. All of these incidents are contrary to the original intent of clean energy
technologies deployment. To consider this issue, the proposed model in this study included pollution treatment costs in addition to material production costs, treatment
facility expansion costs, and transportation costs. However, minimizing environmental related indicator, such as emissions and energy consumption, may give us diﬀerent
production and capacity expansion decisions due to disparate environmental regulations among the countries as described in Chapter 4.3.1. Additionally, it should also
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be noted that the system cost in this study is for indium production, not the cost
of making clean energy products containing indium. Ideally one may want to consider the life cycle energy consumption and life cycle environmental impacts of these
indium-containing clean energy products. However, this represents a very complicated
problem thus is left for future research.

6.3

Game Theoretic Approach in Production Decision of Indium
First, this study considers only production costs for both base and by-product

materials, and does not include the costs for the capacity expansion of the reﬁning
facility. In order to meet the growing demand of minor metals, reﬁnery facilities need
to be expanded. Since production capacity of by-product material is determined by
the production quantity of base metal, additional production of by-product material
requires expanded capacity of base metal. However, extra capacity of base metal
is costly and may negatively impact the total proﬁt, if the facility is unreasonably
expanded. Moreover, the capacity decision also becomes more complex under competitive market. Considering all of these will make the production quantities decisions
of by-product materials more complicated, and it is worth of further study.
Another potential future research is to consider other by-product materials. Usually, the reﬁnery residues from a base metal contains more than two by-product
materials. For example, zinc, the base metal that this study used, can be reﬁned
along with tellurium, germanium, selenium, and indium [110]. The decision which
material to be produced along with zinc is mainly based on the ore characteristic (i.e.
the content of the by-product material in the ore), and the price of each material in
the market. Since each by-product material has distinct market, thus the proﬁtability
from the material might be diﬀerent. Therefore, if the model includes more than one
by-product materials, diﬀerent decisions will be made, and they become even more
complex if the players complete for each material they produce.
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A. APPENDIX
A.1
A.1.1

SD Model (Chapter 3.2.3 )
Zinc Supply and Demand Model

Zinc supply consists of two components, i.e. direct reﬁning after mining (‘reﬁned
zinc production’) and ‘recycling’ from end of life product. Both contribute to the
amount of annual ‘zinc slab stock’ as inﬂows. Demand for ‘production of goods’ is set
as an outﬂow from ‘zinc slab stock’. The ‘zinc slab stock’ cannot be negative in real
practice. For this reason, an auxiliary variable, ‘actual zinc slab stock’ is introduced
and minimum stock is given as 1 ton for the technical purpose. Thus, annual zinc
slab stock is modeled as follows;
Z
‘Zinc Slab Stock’ = ‘Current Zinc Stock’ + ‘Reﬁned Zinc Production’
Z
Z
0
+ ‘Recycling − ‘Production of Goods’
‘Actual Zinc Slab Stock’ = Min (‘Zn Slab Stock’, 1 ton)

(A.1)

(A.2)

Recycling is the amount of zinc recovered from end of life products. It is assumed
that the recycled content in total zinc production is 15% and it stays unchanged [74].
Therefore, the amount of recycling of zinc for inﬂow to the ‘zinc slab stock’ is modeled
as:
‘Recycling’ = ‘Recycle Content(15%)’
(A.3)
× ‘Recycling’ + ‘Reﬁned Zinc Production’
The ‘reﬁned zinc production’ is calculated as the product of the amount of ‘annual
extraction’ and ‘reﬁnery eﬃciency’ (taken as 85%). ‘Zinc mine production’, which is
directly linked to ‘annual extraction’, is annual amount of zinc mined from the ground.
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Annual ‘zinc production increase rate’ is linked with ‘global economic growth rate’
and the relationship is well explained in the main document and Table A.2.
‘Reﬁned Zinc Production’ = ‘Annual Extraction (equal to Zinc Mine Production)
× ‘Reﬁnery Eﬃciency(85%)0
(A.4)
‘Zinc Mine Production’ = ‘Current Mine Production
Z
+ ‘Zinc Production Increase’

(A.5)

‘Zinc Production Increase’ = ‘Zinc Mine Production’
(A.6)
× ‘Zn Production Increase Rate’
For the zinc demand, ‘production of goods’ is representative of zinc demand and is
directly linked with stock variable, ‘zinc annual deman’. Global economic growth contributes to the increase of ‘zinc annual demand’. ‘Demand loss due to price elasticity’
is set to be outﬂow from ‘zinc annual demand’.
Z
‘Zinc Annual Demand’ = ‘Current Zinc Demand’ + ‘Demand Increase’
Z
(A.7)
− ‘Zinc Demand Losses due to Price Elasticity’
‘Demand Increase’ = ‘Zinc Annual Demand’ × ‘Global Economic Growth Rate’
(A.8)

A.1.2

Zinc Price Setting Model

Zinc price in this model is mainly determined by the amount of ‘zinc slab stock’.
The relationship between price and zinc slab stock (‘eﬀect of stock on price’) is obtained through stock and price data from 2005 to 2008 [81]. Year-to-year change
rates of price and stock are plotted and an inverse exponential relationship is drawn.
The relationship is expressed in Table A.2. With this relationship, ‘zinc price’ is
determined by multiplying ‘traders expected zinc price’ and ‘eﬀect of stock on price’.
‘Zinc Price’ = ‘Eﬀect of Stock on Price’ × ‘Traders Expected Zinc Price’

(A.9)
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The calculated ‘zinc price’ is compared to the ‘zinc production cost’ and the larger
between the two is used as the ‘zinc market price’, which eventually impacts ‘zinc
demand losses due to price elasticity’. Here it is assumed that reﬁning companies
will not sell the material under their production cost. ‘Zinc price elasticity of demand’ is assumed to be 0.07 in this model [80]. Zinc production cost is assumed
to increase 3% every year to reﬂect global inﬂation [78]. Variables and parameters
relationships in the zinc price setting model are listed in Figure A.1. All names of
variables and parameters in this ﬁgure are the same as those in the stock and ﬂow
diagram (Figure 3.3) in the main document.

‘Zinc Market Price’ = Max (‘Zinc Production Cost’, ‘Zinc Price’)

(A.10)

‘Zinc Demand Losses due to Price Elasticity’ =
Max (0, (‘Zinc Price Elasticity of Demand’
×

‘Last Yr Zinc Market Price’ − ‘This Yr Zinc Market Price’
× ‘Last Yr Zn Demand’))
‘Last Yr Zinc Market Price’
(A.11)

A.1.3

Indium Supply and Demand Model

‘Zinc mine production’ is multiplied by ’operation of indium circuit’ (nominal indium concentration) to give an amount of annual indium supply. Indium concentration varies by zinc mine location and types of the ores. For simpliﬁcation, a nominal
concentration is commonly used and is calculated by dividing total indium production
with total zinc production. Please note this nominal concentration is not the indium
concentration in the zinc ores. When indium price drops, it is likely that indium
circuits that process residue streams with relatively lower indium concentration (proportional to indium concentration in zinc ore) will be shut down ﬁrst. As a result, the
nominal indium concentration will change. This change is reﬂected in the ‘operation
of indium circuit’ with inverse linear relationship with supply and demand ratio assuming indium supply and demand will not aﬀect zinc production. Considering that
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Fig. A.1. Description of zinc price setting model

the current nominal indium concentration is 50ppm, the range of possible nominal
concentration is set to be from 10ppm to 100ppm and the nominal concentration
(thus the indium supply) is selected using the linear relationship for supply-demand
ratio between 0.5 and 1.5. The relationship between the concentration and supply
demand ratio is depicted in Table A.2.
‘Yearly Indium Supply’ = ‘Current Zinc Mine Production’
× ‘Initial Nominal Indium Concentration in Zinc Ore (50ppm)’
Z
+ ‘Yearly Supply Increase’
(A.12)
‘Yearly Supply Increase’ = ‘Zinc Production Increase’
× ‘Operation of indium circuit (Nominal Indium concentration)’
(A.13)
‘Actual Indium Supply’ = ‘Indium Supply’ × ‘Yearly Indium Supply’

(A.14)
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Indium in ITO demand is ﬁrst calculated based on the S-curve obtained from
data reported by Semenza in 2010 [83]. Then recyclable amount of indium in the
sputtering process is subtracted to get ‘primary demand for ITO’. Two parameters
required to calculated recyclable amount of indium are ‘recycle ratio’ and ‘recycle
eﬃciency’. Recycle ratio represents the percentage of indium that is not deposited
on the substrate during the sputtering process and recycle eﬃciency is how much of
indium can actually be recycled from non-sputtered residue. They are reported as
70% and 90% in 2008, respectively [84], [111], [112], [30].
‘Primary Demand for ITO’ = ‘Demand for ITO’ − ‘Recycle to ITO Production’
(A.15)
Demand for LED is simply calculated by applying S-curve obtained from the data
suggested by Yole development in 2012 [85].
Indium required for CIGS thin ﬁlm technology is calculated in two steps. First Scurve for entire solar PV market growth is constructed using market penetration data
proposed by the IEA and EIA. The two scenarios from IEA are compared in Table A.1
and only ‘2DS’ scenario from IEA is used for this study. Among them, the portion
of CIGS thin ﬁlm technology is assumed to be 25% in 2050 [22], [19] and S-curve
of the technology is built based on the past market share data reported by Cenergy
maxpower [86]. Using expected power generation obtained from the CIGS market
penetration, indium demand for CIGS technology is calculated based on Equation 3.2
in the main document. Sources of the parameters used in Equation 3.2 are shown
in Table A.2. Overall, total indium demand and primary production demand are
obtained using following equations:
‘Total Demand’ = ‘Demand for ITO’ + ‘Demand for LED’ + ‘Demand for CIGS’
(A.16)
‘Primary Production Demand’ = ‘Total Demand’ − ‘Recycle to ITO Production’
(A.17)
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Table A.1.
Two solar PV market scenarios from IEA

Solar PV electricity
Scenarios

Target global

Strategy

generation by 2050,

temperature rise
(% in total elec. generation)
‘2DS’

2◦ C

Expand renewable

4,000 TWh (10%)

energy usage

scenario

Maximize solar PV
‘Hi-Ren’

2◦ C

usage beyond

6,300 TWh (16%)

scenario
2DS scenario

A.1.4

Indium Price Setting Model

In the indium price setting model, ‘actual indium demand’, which presents more
realistic indium demand expectation, is calculated after considering ‘eﬀect of shortage
on price’ and ‘indium price elasticity of demand’. Inverse exponential function is
obtained between indium price change and indium ‘supply/demand ratio change’
from the historical data [88], [89] and used for ‘eﬀect of shortage on price’. And
this is multiplied by ‘traders’ expected indium price’ to calculate ‘indium price’. The
parameters used to calculate ‘eﬀect of shortage on price’ is listed in Table A.2.
‘Indium Price’ = ‘Eﬀect of Shortage on Price’ × ‘Traders’ Expected Indium Price’
(A.18)
‘Supply Demand Ratio Change’ =
(‘Actual In Supply‘)
(‘Actual In Demand’)
(‘Last Year Actual In Supply‘)
(‘Last Year Actual In Demand’)

(A.19)

‘Indium market price’ is taken as the larger between the calculated ‘indium price’
and the ‘indium production cost’, assuming reﬁning companies will not sell the material under their production cost. ‘Indium market price’ eventually impacts ‘indium
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demand loss due to price elasticity’. Lost demand due to price increase is reﬂected
in calculated ‘actual indium demand’. And this ‘actual indium demand’ is not allowed to be negative since demand cannot be negative. ‘Indium price elasticity of
demand’ is assumed to be 0.2, which shows moderate price elasticity among the mineral commodities studied in Stuermers work [80]. Connections among variables and
parameters in the indium price setting model are depicted in Figure A.2. All names
of variables and parameters in this ﬁgure are the same as those in the stock and ﬂow
diagram (Figure 3.5) in the main document.

‘Indium Market Price’ = Max (‘Indium Production Cost’, ‘Indium Price’) (A.20)
‘Indium Demand Losses due to Price Elasticity’ =
Max (0, (‘In Price Elasticity of Demand’
‘Last Yr Indium Market Price’ − ‘This Yr Indium Market Price’
×
‘Last Yr Indium Market Price’

(A.21)

× ‘Last Yr Actual Indium Demand’))
Z
‘Actual Indium Demand’ = ‘Demand Change’
− ‘Indium Demand Losses due to Price Elasticity’
(A.22)
‘Demand Change’ =‘Primary Production Demand’
(A.23)
− ‘Previous Year Primary Production Demand’

A.2

Model Parameters

All sources and assumptions, if necessary, for the parameter values are listed in
Table A.2.
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Fig. A.2. Description of indium price setting model

Table A.2.: Model parameters
Parameter

Value

Source

Zinc
Current reserve

250 million ton

[72]

Current reserve base

480 million ton

[113]

Current zinc slab stock

764,000 ton

[81]

economic growth rate,
Zn production increase rate

If (‘Zn market price’)
≥

[75], [76]
(‘Zn

production

cost’), 0, otherwise
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Table A.2 continued from previous page
Calculated
Zn reﬁnery eﬃciency

85%

using data
in [81]

Global economic growth rate

3%, 2%

[78], [114]

Global average inﬂation rate

3%, 2%

[78], [114]

Current zinc demand

11.437 million ton

[81]

Current mine production

11.690 million ton

[81]

Price elasticity of demand

0.07

[80]

Eﬀect of stock on price

(‘Yearly

zinc

change

rate’)

price
=

6.7447 x EXP(-1.781

[81]

x (‘Yearly zinc stock
change rate’)) - 0.13
Current traders expected price

$1874.70/ ton

[81]

Current average production cost

$1,787 / ton

[102]

0.005 %

[88]

Indium
Initial nominal indium concentration
in zinc ore
Current indium demand

[112], As1,535 ton
sumptions

Recycle eﬃciency in ITO production

90%

[30]

Recycle ratio in ITO production

70%

[30]

Current indium demand in ITO

1,289 ton / year

[108]

123
Table A.2 continued from previous page
Assumption
(All semiCurrent indium demand in LED

conductor
30.7 ton / year
usage

are

dedicated
to LED)
Current indium content in CIGS ﬁlm

4.2g / m2

[115], [116]

Current thickness of CIGS ﬁlm (∼10 yrs)

1.6 um

[93]

Conservative

1.2 um

[93]

Most likely

1.0 um

[93]

Optimistic

0.8 um

[93]

Future thickness of CIGS ﬁlm (10 yrs ∼)

1.2 um (∼20 yrs)
1.0 um (21 ∼ 30 yrs)
Combination

Assumption
0.8 um
(31 yrs ∼)

Current CIGS module eﬃciency
11.2%

[93]

Conservative

14 %

[93]

Most likely

15.9 %

[93]

Optimistic

16.3 %

[93]

(∼10 years)
Future CIGS module eﬃciency
(10 years ∼)

14 %,(∼20 yrs)
Combination

15.9 %,(21 ∼ 30 yrs)

Assumption

16.3 %,(31 yrs ∼ )
Irradiation per year

1,700 kWh / m2

[115], [117]

124
Table A.2 continued from previous page
Performance ratio
Current ( ∼15 years)
Increase (15 years ∼)

80 %

[70]

5% point increase evAssumption
ery 15 year up to 90%

Solar PV lifespan

28 years

[87]

Current traders expected price

$650/kg

[4]

Current indium production cost

$220 / kg

[102]

Indium price elasticity of demand

0.2

[80], Assumption
(‘Yearly indium price
change’)

Eﬀect of shortage on price

x

=

25.289

EXP(-3.056

x
[88], [89]

(‘Yearly indium supply/demand

ratio

change’)) - 0.19
Operation of indium circuit
[94], [102]
(Nominal indium concentration)
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B. APPENDIX
Unit transportation cost: Maritime transportation cost varies from departure and
destination locations. Maritime container freight costs data in the Review of Maritime Transport Report by United Nations in 2014 were used in this study [101]. Here,
all freight costs from Shanghai to all major continents are reported in Twenty-foot
Equivalent Unit (TEU). Since TEU is not the unit of mass, we converted it to mass
unit. Maximum gross mass that a 20-foot dry cargo container can hold is approximately 22 ton [118]. With this number, unit transportation cost was calculated by
dividing all the transportation costs with the mass that a dry container can hold and
distances from the origin to destination for each cost data entry. The average over
all cost data entries in the report, which was 0.006/ton/km, was used in this study.
Inventory holding cost: Inventory holding cost was assumed to be the same as
opportunity cost by neglecting all other inventory related costs. The opportunity cost
is generally linear to production cost and the production cost is directly given in the
report we referred [102]. Then, the opportunity costs were obtained by multiplying
minimum acceptable rate of return (MARR) with the production cost.
Other cost parameters: Other cost parameters are explained in Part (4) of Section 4.3.1 and they are adapted from a report on a Chinese zinc and indium mining
facility [102]. All the costs were reported with Chinese Yuan in 2006 in that report,
and we converted them to US dollars in 2013 using annual exchange rates and inﬂation rates. Production costs for both zinc and indium are directly reported in this
report.
However, other costs related to capacity expansion and pollution treatment were
not given directly, thus are derived as following. The total construction cost which
was presented in the report was subtracted by the construction cost for pollutant
treatment unit to get the construction cost corresponding to the production of zinc
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and indium only. Out of this production only construction cost, 30% was assumed
to be ﬁxed cost and the remaining 70% was assumed to be variable cost (which is
proportional to the production amount). The latter was used to estimate the capacity
expansion cost in this study. Since this variable cost includes the costs for both zinc
and indium, it was allocated to each material based on the revenues from selling zinc
and indium. 80% was allocated to zinc capacity expansion cost and 20% was allocated
to indium capacity expansion cost. The ﬁxed cost for new indium circuit is obtained
with similar approach. That is, 20% of the ﬁxed cost is assumed to be the ﬁxed cost
for new indium circuit. Figure B.1 below shows the procedure to estimate these cost
parameters.

Fig. B.1. Procedure used to estimate capacity expansion costs for both
materials and ﬁxed cost for new indium circuit

Construction costs related to pollutant treatment unit are estimated as following.
Total pollutant treatment unit construction cost was given in the report. Pollutant
treatment relies on both indirect (supporting) equipment and direct pollution abatement equipment. Costs for the indirect equipment are evenly allocated to zinc and
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indium and costs for direct equipment are allocated based on the amount of pollutants to be treated. The pollutant treatment unit capacity expansion costs for zinc
and indium can then be calculated by adding up the allocated indirect and direct
equipment costs. Similar approach can be used to estimate pollutant treatment unit
operation costs for zinc and indium production. The total pollutant treatment unit
operation cost is given in the report. This again can be broken down to indirect and
direct operation costs which are then allocated to zinc and indium. The procedures
are shown in Figure B.2 and Figure B.3.

Fig. B.2. Procedure to estimate pollutant treatment unit capacity expansion costs for both materials
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Fig. B.3. Procedure to estimate pollutant treatment unit operation costs
for both materials production
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