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1 Introduction
E. Witten proposa dans [25] de localiser les formes equivariantes fermees sur les points
critiques du carre de l'application moment (dans le cas d'une action hamiltonienne). Cette
idee est la motivation principale de ce travail. Nous developpons dans cet article un procede
de localisation en cohomologie equivariante qui va nous permettre de realiser le programme
de Witten.
Soit G un groupe de Lie compact, d'algebre de Lie g, operant sur une variete M .
Notons par H

G
(M) la cohomologie du complexe de de Rham G-equivariant sur M . Nous
considerons dans cet article des objets cohomologiques plus generaux tels que l'algebre
H
1
G
(M) de cohomologie equivariante a coecients C
1
, et l'espaceH
 1
G
(M) de cohomologie
equivariante a coecients generalises qui est un module pour H
1
G
(M) [11, 12, 19].
Le procede de localisation que nous etudions dans cet article correspond a une factori-
sation du morphisme naturel I : H
1
G
(M)!H
 1
G
(M).
Cette factorisation apparait deja dans la formule cohomologique d'Atiyah-Bott [2] dans
le cas ou le groupe G est un tore T et la variete M est compacte. Rappelons brievement
ce resultat. L'espace de cohomologie H

T
(M) est un module sur l'algebre S(t

) des fonc-
tions polynomiales a valeurs complexes sur t. Notons R le corps de fraction de S(t

)
et considerons le morphisme I
0
: H

T
(M) ! H

T
(M) 

S(t

)
R. La formule d'Atiyah-Bott
correspond a la factorisation suivante
H

T
(M)
''
I
0
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O
O
//

H

T
(M
T
)

S(t

)
R

i

H

T
(M)

S(t

)
R;
(1:1)
ou M
T
designe la sous-variete des points xes de l'action de T . Dans ce diagramme
on note i : M
T
! M l'inclusion canonique et i

le morphisme \image directe" associe.
Decomposons M
T
en somme de composantes connexes F . Notons Eul
o
(N
F
) 2 H

T
(F ) la
classe d'Euler equivariante du bre normal N
F
de F dans M et Eul
o
(N
F
)
 1
son inverse
dans H

T
(M)

S(t

)
R.
2
Le morphisme  est deni par l'equation
() =
X
F
i

F
() Eul
o
(N
F
)
 1
;
pour toute classe  2 H

T
(M), ou i

F
: H

T
(M)! H

T
(F ) est le morphisme de restriction a
la sous-variete F .
Dans un cadre analytique H
 1
T
(M) est l'analogue de H

T
(M) 

S(t

)
R. Considerons
l'egalite P: =  dans H

T
(M), ou P est un polyno^me non nul sur t. Dans H

T
(M)

S(t

)
R
cette egalite devient  =
1
P
 , tandis que dans H
 1
T
(M) elle s'ecrira  = P
 1
:, ou P
 1
designe une fonction generalisee telle que P
 1
:P = 1
Pour un groupe compact G, le morphisme I : H
1
G
(M) ! H
 1
G
(M) joue le ro^le de
I
0
: H

T
(M)! H

T
(M) 

S(t

)
R deni pour un tore T .
La section 2 est consacree a un rappel des denitions en cohomologie equivariante, et
a l'introduction des classes de Thom et d'Euler equivariantes.
Dans la section 3, nous obtenons la forme generale de notre formule de localisation. Le
resultat principal est le theoreme suivant.
Theoreme 3.7 Considerons une sous-variete compacte C de M qui est G-invariante,
et notons i
C
: C ! M l'inclusion canonique. Supposons que la sous-variete C verie les
deux conditions suivantes:
1) Il existe une 1-forme  sur M , G-invariante, telle que
C = fm 2M j h
m
; vi = 0; 8v 2 T
m
(G:m)g
1
.
2) Le bre normal de C dans M , N
C
, est oriente.
Nous avons alors le diagramme commutatif suivant
H
1
G
(M)
%%
I
L
L
L
L
L
L
L
L
L
L
L
L
L
L
L
//

H
 1
G
(C)

(i
C
)

H
 1
G
(M) ;
ou  : H
1
G
(M) !H
 1
G
(C) est deni par l'equation
() = i

C
() (1
M
);  2 H
1
G
(M):
La forme (1
M
) 2 H
 1
G
(C) verie 1
C
= Eul
o
(N
C
) (1
M
), ou Eul
o
(N
C
) est la classe d'Euler
equivariante du bre normal N
C
.
Pour demontrer ce theoreme, nous avons remplace le procede de limite de Bismut-
Witten [6, 25] par une partition de l'unite en cohomologie. Nous montrerons que ce procede
de localisation implique a la fois les formules de localisation \abelienne" (d'Atiyah-Bott,
Berline-Vergne) et \non-abelienne" (de Jerey-Kirwan-Witten).
1
T
m
(G:m) est l'espace tangent en m a l'orbite G:m.
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Il sera important d'avoir une expression explicite de la classe equivariante (1
M
), en
fonction de . Nous le ferons dans les sections 5 et 6.
Si M est compacte et orientee, l'integration
R
M
est une application de H
 1
G
(M) dans
l'espace des fonctions generalisees G-invariantes sur g. Cette application envoie H
1
G
(M)
dans le sous-espace des fonctions C
1
et G-invariantes de g.
Un corollaire immediat a ce theoreme est la formule integrale suivante.
Corollaire 3.10 Supposons la variete M orientee. Les orientations de M et des bres
de N
C
determinent une orientation de C. Au moyen du diagramme precedent, on voit que
pour tout  2 H
1
G
(M) a support compact sur M , on a l'egalite de fonctions generalisees
G-invariantes sur g suivante
Z
M
 =
Z
M
(i
C
)

(())
=
Z
C
() =
Z
C
i

C
()(1
M
) :
Soit E !M unG-bre vectoriel reel oriente. Supposons qu'il existe un element 2 g tel
que E

=M : le champ de vecteurs sur E engendre par  s'annule exactement sur M . Soit
G() le sous-groupe de G stabilisateur de . Nous denissons dans la section 3 une forme
G()-equivariante a coecients generalises Eul
 1

(E) telle que Eul
 1

(E):Eul
o
(E) = 1.
Cet inverse de la classe d'Euler est dans l'esprit du procede de polarisation des poids de
Guillemin-Lerman-Sternberg et Guillemin-Prato [13, 14]: on \polarise" ici avec  2 g.
La forme Eul
 1

(E) est utilisee dans les sections suivantes ou nous explicitons notre
procede de localisation. Dans le cas ou le groupe G est un tore tel que E
G
= M , nous
montrons que la transformee de Fourier de Eul
 1

(E) est une mesure localement poly-
nomiale, supportee par le demi-plan f 2 g

; h; i > 0g, et a valeurs dans les classes
caracteristiques du bre E.
Dans la section 4, nous obtenons une formulation du theoreme d'Atiyah-Bott et Berline-
Vergne [2, 4] dans le cadre donne par Bismut [6] comme une realisation du Theoreme 3.7.
Theoreme 5.1 Considerons l'action d'un groupe de Lie compact G sur une variete
compacte M . Pour  2 g, notons M

les points xes du sous groupe engendre par .
Decomposons la sous-variete M

en somme de composantes connexes F . Nous avons le
diagramme commutatif suivant
H
1
G()
(M)
((
I
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
//


H
 1
G()
(M

) = 
F
H
 1
G()
(F )

(i

)

H
 1
G()
(M)
ou i

= 
F
i
F
:M

!M est l'inclusion, et


() = 
F
i

F
() Eul
 1

(N
F
) ;
4
ou N
F
est le bre normal de F dans M .
A la sous-section 5.2, nous appliquons ce theoreme au calcul de la mesure de Duistermaat-
Heckman [10] dans le cas d'une action symplectique d'un tore. Notre resultat est similaire a
celui de Canas da Silva-Guillemin dans [8] (voir Theoreme 2). Nous exprimons la mesure de
Duistermaat-Heckman en termes de convolutions de mesures de Heaviside, et generalisons
ainsi un resultat de Guillemin-Lerman-Sternberg [13].
Dans la section 6, nous utilisons notre procede de localisation pour mettre en oeuvre
l'idee de localisation de Witten dans le cas d'une action hamiltonienne [25].
Considerons un groupe compact G munie d'une action hamiltonienne sur une variete
symplectique compacte (M;
). On note  : M ! g

l'application moment. On mu-
nit l'espace vectoriel g

d'un produit scalaire G-invariant. Soit H le champ de vecteurs
hamiltonien associee a la fonction kk
2
.
Considerons en suivant Witten la 1-forme G-invariante  := (H; :)
M
, ou (:; :)
M
designe
une metrique riemannienne G-invariante sur M . On a alors
fm 2M j h
m
; vi = 0; 8v 2 T
m
(G:m)g = fm 2M j H
m
= 0g
= fm 2M j dkk
2
m
= 0g:
Pour eectuer la localisation une diculte demeure: l'ensemble Cr(kk
2
) des points
critiques de la fonction kk
2
ne forme generalement pas une sous-variete de M . Cette
diculte peut e^tre contournee dans le cas d'une action d'un tore.
Nous supposons maintenant que le groupe G est un tore T , d'algebre de Lie t, et on
note j : t

! t l'isomorphisme associe au produit scalaire sur t

. L'action de T sur t

etant
triviale, les applications 
"
= ," sont encore des applications moment, et nous montrons
que pour " generique, Cr(k
"
k
2
) est une sous-variete lisse de M .
Nous consacrons la premiere partie de cette section a l'etude de l'ensemble Cr(k
"
k
2
).
Nous introduisons une collection B de sous-espaces anes de t

qui va parametrer une
subdivision de cet ensemble (Denition 6.7). Pour chaque  2 B, notons T

le sous-tore
d'algebre de Lie le sous-espace de t orthogonal a la direction du sous-espace ane .
Notons t

l'algebre de Lie de T

.
D'apres [18], nous avons
Propositions 6.8, 6.9 Les points critiques de k
"
k
2
se mettent sous la forme
Cr(k
"
k
2
) =
[
2B
M
T

\ 
 1
((";));
ou (";) est le projete orthogonal de " sur . Pour " generique, l'ensemble Cr(k
"
k
2
) est
une sous-variete de M , l'union precedente est disjointe, et le groupe T=T

agit localement
librement sur C
"

=M
T

\ 
 1
((";)).
En appliquant notre procede de localisation dans ce contexte nous obtenons le theoreme
suivant.
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Theoreme 6.16 Soit " 2 t

generique. Nous avons le diagramme commutatif suivant
H
1
T
(M)
&&
I
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
//



H
 1
T
(C
"

)

i

H
 1
T
(M)
(1:2)
ou i = 

i

: [

C
"

!M est l'inclusion. Le morphisme  est deni par
() = 
2B
i


()

;
avec 

2 H
 1
T
(C
"

).
La forme 
t

apparait deja dans la formule de Jerey-Kirwan [16]: elles se placent sous
l'hypothese d'une action libre de T sur 
 1
(0), ce qui impose t

2 B.
La n de la section 6 est consacree a l'etude des formes a coecients generalises 

.
Comme le groupe T=T

agit localement librement sur la variete C


, on peut denir la
V-variete quotient M
"

:= C
"

.
T=T

[17]. Nous avons le morphisme de Kirwan [18] k

:
H
1
T
(M) ! H
1
T

(M
"

), deni comme le compose du morphisme de restriction H
1
T
(M) !
H
1
T
(C
"

) et de l'isomorphisme de Chern-Weil W

: H
1
T
(C
"

)

!H
1
T

(M
"

).
Notons m

: H
 1
T

(M
"

)

! H
 1
T
(C
"

) l'isomorphisme compatible avec le morphisme de
Chern-Weil: pour  2 H
1
T
(C
"

) et  2 H
 1
T

(M
"

) nous avons :m

() = m


W

():

(voir [19], Theoreme 91).
Soient 

:= j
 1
((";), ") 2 t

et N

le bre normal de M
T

dans M restreint a
C


. Notons E

= N

.
T=T

le V-bre vectoriel T

-equivariant surM
"

. Pour " generique,
le champ de vecteurs sur E

engendre par 

s'annule exactement sur M


. Ces donnees
permettent de denir une forme T

-equivariante fermee a coecients generalises sur M
"

:
Eul
 1


(E

) 2 H
 1
T

(M
"

).
Proposition Nous avons, dans H
 1
T
(C
"

), l'egalite
i


()

= m


k

() Eul
 1


(E

)

; 8  2 H
1
T
(M):
Comme corollaire de ces resultats nous obtenons une formule integrale qui complete
l'expression obtenue par Vergne dans [23] (voir le Theoreme 19).
A chaque composante connexe F de C
"

on associe le groupe S

(F ) qui est le stabilisa-
teur generique de T=T

sur F et on note jS

j(F ) son cardinal. L'application F ! jS

j(F )
determine une fonction localement constante sur M
"

qui sera notee jS

j.
Theoreme 6.22 Soient " 2 t

generique et  2 H
1
T
(M). Pour toute fonction  2
C
1
(t) a support compact, nous avons
Z
Mt
(X)(X)dX =
X
2B
c

Z
M
"

t

1
jS

j
k

(:)(X
1
) Eul
 1


(E

)(X
1
)dX
1
:
6
avec c

= (2i)
dim
vol(T=T

; dX
2
) et dX = dX
1
dX
2
avec X
1
2 t

et X
2
2 t=t

.
Aumoyen de ce theoreme et de l'etude eectuee sur la transformee de Fourier des classes
Eul
 1


(E

), nous avons donne dans [21] une description du comportement asymptotique des
fonctions de partition introduites par Witten [25] qui precise les resultats de Jerey-Kirwan
[16].
Remerciements. Je suis particulierement reconnaissant a M. Vergne pour les conseils
et les encouragements qu'elle m'a prodigues depuis plusieurs annees. Je la remercie aussi
pour l'aide apportee dans la redaction de ce manuscrit.
2 Cohomologie equivariante - Denitions
Les principales references pour cette section sont [3, 19, 20].
Considerons un groupe de Lie compact G, d'algebre de Lie g, agissant de maniere C
1
sur une variete dierentielleM . On note A(M) l'algebre sur C des formes dierentielles et
d la derivation exterieure. Soit A
cpt
(M) la sous-algebre des formes a support compact sur
M . Si  est un champ de vecteurs sur M , on note c() : A(M) ! A(M) la contraction
par le champ de vecteurs .
L'action de G surM determine un morphismeX ! X
M
de g dans l'algebre des champs
de vecteurs de M .
2.1 Denitions
Rappelons les dierents complexes de de Rham G-equivariants sur M . Nous avons trois
espaces de formes dierentielles equivariantes A

G
(M)  A
1
G
(M)  A
 1
G
(M), respective-
ment a coecients polynomiaux, C
1
et generalises. Le modele des formes equivariantes a
coecients polynomiaux est du^ a H. Cartan, tandis que les formes equivariantes a coe-
cients C
1
et generalises ont ete etudiees par Berline, Duo, Kumar et Vergne [3, 4, 12, 19].
Rappelons leurs denitions.
Soit C
1
(g;A(M)) l'algebre des formes (X) sur M dependant de maniere C
1
de
X 2 g. Nous noterons A
1
G
(M) la sous-algebre de C
1
(g;A(M)) formee des elements
G-invariants: ces elements sont appeles formes equivariantes a coecients C
1
. Soit S(g

)
l'espace des fonctions polynomiales sur g. On note A

G
(M) := (S(g

)
A(M))
G
la sous-
algebre de A
1
G
(M) des formes equivariantes a coecients polynomiaux. La dierentielle
D sur A
1
G
(M) et donnee par l'equation
8  2 A
1
G
(M); (D)(X) := (d , c(X
M
))((X)); X 2 g:
On verie que D laisse A

G
(M) stable et que D
2
= 0 sur A
1
G
(M). Les cohomologies
associees a (A
1
G
(M);D) et (A

G
(M);D) sont appelees respectivement la cohomologie G-
equivariante a coecients C
1
et polynomiaux deM , et sont notees respectivementH
1
G
(M)
et H

G
(M).
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L'algebre A
1
G
(M) admet une sous-algebre A
1
G;cpt
(M) = C
1
(g;A
cpt
(M))
G
, stable par
rapport a la dierentielle D. La cohomologie associee a (A
1
G;cpt
(M);D) est appelee la
cohomologie G-equivariante a support compact H
1
G;cpt
(M).
L'operation de localisation que nous allons developper dans la prochaine section necessite
l'utilisation des formes equivariantes a coecients generalises.
Soit C
 1
(g;A(M)) l'espace des fonctions generalisees sur g a valeurs dansA(M). C'est,
par denition, l'espace des applications C -lineaire continues Hom(m(g);A(M)) de l'espace
des densites C
1
a support compactm(g) de g dans A(M), oum(g) et A(M) sont munis
de la topologie C
1
.
On note A
 1
G
(M) le sous-espace des elements G-invariants de C
 1
(g;A(M)). On a
une inclusion canonique A
1
G
(M)  A
 1
G
(M) et la dierentielle D denie sur A
1
G
(M) se
prolonge a A
 1
G
(M). Soit fE
1
;    ; E
r
g une base de g, alors pour tout  2 A
 1
G
(M) on a
8  2m(g); < D();  >:= d < ;  > ,
r
X
k=1
c(E
k
M
) < ; :X
k
> ;
ou X
1
;    ;X
r
sont les fonctions coordonnees sur g. On montre que D
2
= 0 sur A
 1
G
(M)
[19]. La cohomologie du complexe (A
 1
G
(M);D) est appelee la cohomologie G-equivariante
a coecients generalises de M , et est notee H
 1
G
(M). Le sous-espace A
 1
G;cpt
(M) =
C
 1
(g;A
cpt
(M))
G
est stable par rapport a la dierentielle D, et on note H
 1
G;cpt
(M) la
cohomologie associee a (A
 1
G;cpt
(M);D).
Si M est un point, on voit d'apres la denition que H

G
(point) = S(g

)
G
, H
1
G
(point) =
C
1
(g)
G
et H
 1
G
(point) = C
 1
(g)
G
. L'algebre H
1
G
(M) est munie d'une structure naturelle
de C
1
(g)
G
-module, tandis que l'espace H
 1
G
(M) est un module pour H
1
G
(M).
L'inclusion A
1
G
(M)  A
 1
G
(M) induit en cohomologie le morphisme naturel
I : H
1
G
(M)! H
 1
G
(M):
Remarque: Le morphisme I n'est pas injectif en general. A la section 5, on verra que
si M est une variete munie d'une action libre d'un tore G, ce morphisme est nul.
Si  : M ! N est une application G-equivariante entre deux G-varietes, l'image
reciproque par  des formes dierentielles sur N denit un morphisme
 

: A
 1
G
(N)! A
 1
G
(M)
qui commute avec la dierentielle equivariante. On note encore par  

le morphisme induit
en cohomologie.
Soit C
 1
(g)
G
l'espace des fonctions generalisees sur g et invariantes par G. Si M est
une G-variete orientee, l'integration sur M determine une application
Z
M
: A
 1
G;cpt
(M) ,! C
 1
(g)
G
 7,!
Z
M
(X) ;
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denie par l'equation <
R
M
(X); (X)dX >:=
R
M
< (X); (X)dX >, pour toute densite
a support compact (X)dX.
Cette application d'integration envoie le sous-espace A
1
G
(M) dans l'algebre C
1
(g)
G
des fonctions C
1
sur g qui sont G-invariantes. On verie que cette operation d'integration
annule toutes les formes exactes, et determine le morphisme
R
M
: H
 1
G
(M)! C
 1
(g)
G
.
Nous avons le diagramme commutatif suivant
H
1
G
(M)

R
M
//
I
H
 1
G
(M)

R
M
C
1
(g)
G
//
C
 1
(g)
G
;
(2:3)
ou le morphisme C
1
(g)
G
! C
 1
(g)
G
correspond a l'inclusion canonique. Dans le reste
de cet article on se servira implicitement de la commutativite de ce diagramme qui peut
se resumer par l'egalite:
R
M
 =
R
M
I() pour tout  2 H
1
G
(M).
2.2 Classes de Thom et d'Euler equivariantes
Considerons p : E !M un bre vectoriel reel muni de l'action d'un groupe de Lie compact
G. Pour simplier les notations, on suppose que la variete M est compacte.
Denition 2.1 Le bre vectoriel p : E ! M est dit G-oriente si les bres de p sont ori-
entees, avec une orientation qui varie continu^ment, et si l'action de G preserve l'orientation
des bres.
Fixons une G-orientation o sur les bres de E. On note indieremment p

ou
R
E=M
l'application de A
cpt
(E) dans A(M) d'integration le long des bres. C'est un morphisme
de A(M)-module a gauche: pour tout  2 A(M) et  2 A
cpt
(E)
Z
E=M
p

() ^  =  ^
Z
E=M
 :
Cette integration peut e^tre etendue aux formes equivariantes, on verie qu'elle commute
avec la dierentielle et induit un morphisme en cohomologie:
Z
E=M
: H
1
G;cpt
(E)! H
1
G
(M):
Suposons le bre vectoriel E ! M G-oriente. Il existe une seule classe u 2 H
1
G;cpt
(E)
telle que
Z
E=M
u = 1
M
;
ou 1
M
designe la fonction constante egale a 1 sur M . Cette classe, notee Thom
o
(E), est
appelee la classe de Thom equivariante du bre E.
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Un representant explicite de Thom
o
(E) est donne dans [20]. Notons i : M ! E la
section nulle. La multiplication par Thom
o
(E) induit l'application \image directe" i

:
i

() = Thom
o
(E)^ p

() de H
1
G
(M) dans H
1
G;cpt
(E). Puisque Thom
o
(E) est a coecients
C
1
, on peut denir de la me^me facon l'application i

: H
 1
G
(M)! H
 1
G;cpt
(E).
Rappelons l'isomorphisme de Thom en cohomologie equivariante a coecients C
 1
(Proposition 11 de [19]).
Proposition 2.2 Soit G un groupe de Lie compact et soit p : E ! Mun bre vectoriel
reel G-equivariant et G-oriente sur une base M compacte. Les applications
i

: H
 1
G
(M)! H
 1
G;cpt
(E)
et
Z
E=M
: H
 1
G;cpt
(E)! H
 1
G
(M) ;
sont des isomorphismes, inverses l'un de l'autre.
Denition 2.3 La classe d'Euler equivariante du bre E ! M , notee Eul
o
(E), est par
denition egale a la restriction a M de la classe de Thom equivariante:
Eul
o
(E) := i

(Thom
o
(E)) :
On se xe pour la suite un produit scalaire (:; :) sur les bres et une connexion euclidi-
enne r
E
, tous deux G-invariants. Ceci permet la construction d'un representant explicite
de Eul
o
(E) (voir [3], chapitre 7).
A partir du bre E, on denit les bres End(E) := E 
 E

, E

, et so(E): pour tout m
dans M , so(E)
m
:= fA 2 End(E
m
); (Ay; y) = 0 8y 2 E
m
g. Les formes dierentielles sur
M a coecients dans E, E

et so(E) seront notees, respectivement,A(M; E), A(M;E

)
et A(M; so(E)).
L'application det
1=2
o
: A
pair
(M; so(E)) ! A(M) est denie au moyen de l'integrale de
Berezin T
o
: A(M;E

) ! A(M). Considerons l'isomorphisme j : so(E) ! 
2
(E

)
tel que pour tout A 2 so(E
m
) et y
1
; y
2
2 E
m
, j(A)(y
1
; y
2
) = (Ay
1
; y
2
)
m
. On a alors
det
o
1=2
= T
o
 exp j .
On note R
E
la courbure associee a la connection r
E
. Le moment d'un element
X 2 g est l'endomorphisme 
E
(X) 2 A
0
(M;End(E)) deni par

E
(X) = L
E
(X),r
E
X
M
ou L
E
(X) represente l'action innitesimale de X sur A
0
(M; E).
On denit la courbure equivariante du bre E par l'equation R
E
(X) = R
E
+ 
E
(X).
Comme le produit scalaire et la connexion sont G-invariants, on constate que l'application
X ! R
E
(X) de g dans A(M; so(E)) est G-equivariante.
Denition 2.4 On denit la forme d'Euler equivariante par la formule
Eul
o
(E;r
E
)(X) = det
1=2
o

,1
2
R
E
(X)

:
C'est un element de l'algebreA
1
G
(M) qui estD-ferme. De plus, sa classe de cohomologie
dans H
1
G
(M) ne depend pas de la connexion choisie initialement (voir [3], chapitre 7) et
est egale a la classe d'Euler equivariante [20].
10
3 Procede de localisation
Considerons un groupe de Lie compact G agissant de maniere C
1
sur une variete M .
Nous developpons dans cette section un procede general de localisation en cohomologie
G-equivariante.
3.1 Localisation
Considerons une 1-forme  sur M , G-invariante et non nulle. On note 

: M ! g

l'application G-equivariante denie par l'equation
h

(m);Xi = 
m
(X
M
(m)); m 2M; X 2 g ;
ou h:; :i designe le crochet de dualite entre g

et g.
La forme equivariante D se met sous la forme: D(X) = d , h

;Xi. Dans cette
section, nous \inversons" (dans un sens qu'il reste a preciser) la forme D, et, moyennant
quelques hypotheses, nous \localisons" les formes equivariantes sur l'ensemble
C := fm 2M; 

(m) = 0g :
Lemme 3.1 Pour toute forme 
ext
2 A(M)
G
qui est nulle au voisinage de C, les formes
equivariantes 
ext
(
R
a
0
i e
 itD
dt) convergent lorsque a ! +1 vers une forme equivariante
a coecients generalises 
ext

R
1
0
i e
 itD
dt

2 A
 1
G
(M) ; qui verie

ext

Z
1
0
i e
 itD
dt

D = 
ext
dans A
 1
G
(M) : (3:4)
Demonstration: Considerons, pour f 2 C
1
(g) a support compact et m 2M , l'egalite
< 
ext

Z
a
0
i e
 itD(X)
dt

; f(X)dX >
m
=
X
2kdimM
(,i)
k 1
(d
m
)
k

ext
jm
Z
a
0
t
k
^
f (,t

(m))dt ;
ou
^
f designe la transformee de Fourier de f par rapport a dX. Puisque
^
f est a decroissance
rapide et que la forme 
ext
s'annule au voisinage de f

= 0g, la limite de l'integrale

ext
jm
R
a
0
t
k
^
f(,t

(m))dt lorsque a! +1, existe pour tout m 2M , et denit une forme
sur M .
On constate que, pour tout a > 0, 
ext
(
R
a
0
i e
 itD
dt)D = 
ext
(1,e
 iaD
). En utilisant
les me^mes arguments que precedemment, on verie que
lim
a!+1

ext
e
 iaD
= 0 dans A
 1
G
(M) ;
ce qui demontre l'egalite (3.4). 2
Considerons un voisinage ouvert U de C. Les formes dierentielles a support com-
pact dans U sont de maniere canonique des formes dierentielles sur M . On a donc une
application I
U
: A
 1
G;cpt
(U)! A
 1
G
(M) qui induit le morphisme
I
U
: H
 1
G;cpt
(U) ,! H
 1
G
(M) :
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Hypothese 3.2 L'ensemble C est une partie compacte de M .
Soit 
o
2 C
1
(M)
G
egale a 1 au voisinage de C. Considerons la forme equivariante
p

2 A
 1
G
(M) suivante:
p

:= 
o
+ d
o

Z
1
0
i e
 itD
dt

 : (3:5)
Elle est bien denie car d
o
= 0 au voisinage de C, et par denition on a p

= lim
a!1
p
a

avec
p
a

= 
o
+ d
o

Z
a
0
i e
 itD
dt


= 
o
e
 iaD
+D


o

Z
a
0
i e
 itD
dt



: (3.6)
Proposition 3.3 1) La forme equivariante p

est fermee, et p

= 1
M
dans H
 1
G
(M), ou
1
M
designe la fonction constante egale a 1 sur M . Plus precisement,
p

, 1
M
= D

(
o
, 1)

Z
1
0
i e
 itD
dt



:
2) Supposons la fonction 
o
a support compact dans U (ce qui est possible d'apres
l'Hypothese 3.2). La forme p

est alors a support compact dans U , et sa classe de coho-
mologie dans H
 1
G;cpt
(U) ne depend pas du choix de la fonction 
o
.
Demonstration: Les points 1) et 2) se demontrent de la me^me maniere; toutefois pour
le premier point l'Hypothese 3.2 n'est pas utilisee.
Considerons deux fonctions 
o
et 
0
o
, G-invariantes, egales a 1 au voisinage de C, et
p

; p
0

les formes equivariantes qui leur sont associees. La fonction 
o
, 
0
o
est nulle au
voisinage de C, ainsi, d'apres le Lemme 3.1 (
o
, 
0
o
)

R
1
0
i e
 itD
dt

 2 A
 1
G
(M) et
D

(
o
, 
0
o
)

Z
1
0
i e
 itD
dt



=
d(
o
, 
0
o
)

Z
1
0
i e
 itD
dt

 + (
o
, 
0
o
)

Z
1
0
i e
 itD
dt

D() = p

, p
0

:
Le point 1) est demontre en prenant 
0
o
= 1
M
. Pour le point 2), nous choisissons des
fonctions 
o
et 
0
o
a support compact dans U . Les formes p

et p
0

sont dans A
 1
G;cpt
(U) et
leur dierence est egale a la dierentielle d'une forme de A
 1
G;cpt
(U). 2
Pour la suite de cette section, on designe par 
o
une fonction G-invariante a support
compact dans un voisinage U de C, et on note p

2 A
 1
G;cpt
(U) la forme equivariante associee.
Au moyen de la forme p

nous denissons l'application de localisation
 : A
1
G
(M) ,! A
 1
G;cpt
(U) (3.7)
 7,!  p

:
Comme la forme p

est paire et fermee, le morphisme  commute avec la dierentielle
D et induit donc un morphisme en cohomologie note encore  : H
1
G
(M)! H
 1
G;cpt
(U).
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Remarque 3.4 L'egalite p

= 1
M
+D(a) avec a 2 A
 1
G
(M) (demontree a la Proposition
3.3 ) montre que pour toute forme  2 A
1
G
(M) fermee et a support compact dans U on a
p

=  +D(a) avec a 2 A
 1
G;cpt
(U), c'est a dire () =  dans H
 1
G;cpt
(U).
Theoreme 3.5 Le diagramme suivant
H
1
G
(M)
%%
I
K
K
K
K
K
K
K
K
K
K
K
K
K
K
K
//

H
 1
G;cpt
(U)

I
U
H
 1
G
(M)
(3:8)
est commutatif, ou I : H
1
G
(M)! H
 1
G
(M) est le morphisme naturel.
Demonstration: La commutativite du diagramme precedent vient du fait que la classe de
la forme p

est egale a la classe de 1
M
dans H
 1
G
(M): on a I
U
(p

) = I(1
M
), ce qui implique
I
U
(p

) = I() pour toute classe  2 H
1
G
(M). 2
Au moyen d'hypotheses supplementaires sur , nous allons preciser le diagramme (3.8).
Hypothese 3.6 L'ensemble C est une sous-variete compacte de M telle que les bres du
bre normal N
C
de C dans M soient G-orientees.
Dans ce cas, quitte a restreindre U , on peut supposer l'existence d'un voisinage G-
invariant V de la section nulle dans N
C
, et d'un isomorphisme G-invariant  : V ! U , tel
que
 (m; 0) = m pour m 2 C
L'isomorphisme  determine un isomorphisme au niveau des formes equivariantes
 

: A
 1
G;cpt
(U) ,! A
 1
G;cpt
(V) :
Les bres de N
C
etant orientees, l'application
R
N
C
=C
d'integration le long des bres
Z
N
C
=C
: A
 1
G;cpt
(N
C
) ,! A
 1
G
(C)
induit un isomorphisme en cohomologie (cf. Proposition 2.2). En particulier, si s : C ! N
C
est la section nulle, pour toutes formes  2 A
1
G
(N
C
) et  2 A
 1
G;cpt
(N
C
), fermees, on a dans
H
 1
G
(C) l'egalite
Z
N
C
=C
 = s

()
Z
N
C
=C
 : (3:9)
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Notons  =
R
N
C
=C
 

 le morphisme de A
1
G
(M) dans A
 1
G
(C). Il commute avec la
derivation, et on notera encore
 : H
1
G
(M)!H
 1
G
(C)
le morphisme de C
1
(g)
G
-modules.
Soit i
C
: C !M l'inclusion canonique et i

C
: H
1
G
(M)!H
1
G
(C) le morphisme d'algebres
associe. L'espaceH
 1
G
(C) est munie d'une structure deH
1
G
(M)-module a gauche en posant
pour  2 H
1
G
(M) et  2 H
 1
G
(C):   := i

C
() ^ .
Considerons la classe de Thom equivariante Thom
o
(N
C
) 2 H
1
G;cpt
(N
C
) associee a l'orien-
tation o des bres N
C
, et a support dans V. Nous noterons encore Thom
o
(N
C
) la classe
( 
 1
)

(Thom
o
(N
C
)) 2 H
1
G;cpt
(U). Cette classe realise le morphisme \image directe" (i
C
)

:
H
 1
G
(C)! H
 1
G
(M);  7! I
U
(Thom
o
(N
C
)).
Nous pouvons preciser le diagramme (3.8) par le
Theoreme 3.7 1) Le diagramme suivant
H
1
G
(M)
%%
I
K
K
K
K
K
K
K
K
K
K
K
K
K
K
//

H
 1
G
(C)

(i
C
)

H
 1
G
(M)
(3:10)
est commutatif.
2) Le morphisme  : H
1
G
(M)! H
 1
G
(C) est un morphisme de H
1
G
(M)-module, ou dit
autrement
() = i

C
() (1
M
) (3:11)
pour tout  2 H
1
G
(M). La classe (1
M
) 2 H
 1
G
(C) verie
1
C
= Eul
o
(N
C
) (1
M
) : (3:12)
ou Eul
o
(N
C
) est la classe d'Euler equivariante du G-bre vectoriel oriente N
C
! C.
Demonstration: Le diagramme (3.10) est une modication du diagramme (3.8) au
moyen de l'isomorphisme
R
N
C
=C
 

: H
 1
G;cpt
(U) ! H
 1
G
(C): la commutativite du premier
entraine celle du second. L'isomorphisme de Thom
H
 1
G
(C) ,! H
 1
G;cpt
(U)
 7,! :Thom
o
(N
C
)
est l'inverse du precedent isomorphisme. On voit nalement que I
U
(
R
N
C
=C
 

)
 1
= (i
C
)

.
Le point 1) est ainsi demontre.
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L'egalite (3.9) donne immediatement (3.11). Appliquons l'egalite (3.11) a la classe
de Thom. Cette classe etant a support compact, on sait d'apres la Remarque 3.4 que
(Thom
o
(N
C
)) = Thom
o
(N
C
), ce qui entraine
Z
N
C
=C
Thom
o
(N
C
) = i

C
(Thom
o
(N
C
)) (1
M
) :
L'egalite (3.12) est demontree car par denition
R
N
C
=C
Thom
o
(N
C
) = 1
C
et i

C
(Thom
o
(N
C
)) =
Eul
o
(N
C
). 2
Remarque 3.8 Pour ce theoreme, on peut remplacer l'hypothese de compacite de la sous-
variete C par celle de l'existence d'un voisinage tubulaire G-invariant de C dans M .
Remarque 3.9 L'egalite 1
C
= Eul
o
(N
C
) (1
M
) peut e^tre triviale dans certain cas. Par
exemple, si la classe d'Euler est nulle sur une composante connexe C
i
de C, ceci implique que
la classe 1
C
i
= 0 dans H
 1
G
(C
i
), ou dit autrement que le morphisme canonique H
1
G
(C
i
)!
H
 1
G
(C
i
) est nul.
Corollaire 3.10 Supposons la variete M orientee. Les orientations de M et des bres de
N
C
determinent une orientation de C. Au moyen du diagramme (3.10), on voit que pour
toute forme fermee  2 A
1
G
(M) a support compact, on a l'egalite de fonctions generalisees
G-invariantes sur g suivante
Z
M
 =
Z
M
(i
C
)

(())
=
Z
C
() =
Z
C
i

C
()(1
M
) :
3.2 Calcul de la forme (1
M
)
Considerons deux 1-formes 
0
et 
1
, G-invariantes sur M , telles que C = f

0
= 0g =
f

1
= 0g, avec C compact. Soient U un voisinage de C et  2 C
1
(M)
G
a support
compact dans U , egale a 1 au voisinage de C. Notons p

0
, p

1
les formes equivariantes
associees a ces donnees (cf. egalite (3.5)).
Proposition 3.11 Supposons qu'il existe une application f :M ! g telle que les fonctions
h

0
; f i et h

1
; f i soient strictement positives sur M , C. Alors
p

0
= p

1
dans H
 1
G;cpt
(U). Les localisations denies au moyen de 
0
et 
1
sont donc identiques.
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Demonstration: Posons pour u 2 [0; 1], 
u
:= u
1
+(1,u)
0
: on a 

u
= u

1
+(1,
u)

0
. La fonction f permet de s'assurer que pour tout u 2 [0; 1], f

u
= 0g = C. On peut
donc denir les formes p

u
:= + d

R
1
0
ie
 itD
u
dt


u
et on verie que
@p

u
@u
= d

Z
1
0
t e
 itD
u
dt

D(
1
, 
0
)
u
+ d

Z
1
0
ie
 itD
u
dt

(
1
, 
0
)
= D

d

Z
1
0
t e
 itD
u
dt


0

1

; (3.13)
puisque d'une part D

,d(
R
1
0
t e
 itD
u
dt)(
1
, 
0
)
u

= d(
R
1
0
t e
 itD
u
dt)D(
1
, 
0
)
u
,d(
R
1
0
t e
 itD
u
dt)D
u
(
1
,
0
), d'autre part d(
R
1
0
t e
 itD
u
dt)D
u
= ,d(
R
1
0
ie
 itD
u
dt)
et ,(
1
, 
0
)
u
= 
0

1
.
En integrant l'egalite (3.13) sur [0; 1], on trouve p

1
, p

0
= D(), avec  2 A
 1
G;cpt
(U).
2
Dans les sections 5 et 6, nous modions la forme  au voisinage de la sous-variete C en
une forme 
mod
, de telle facon que les conditions de la Proposition 3.11 soient veriees. La
localisation eectuee avec 
mod
est donc identique a celle eectuee avec , mais a l'avantage
de simplier le calcul de la forme (1
M
).
Placons nous dans les conditions du Theoreme 3.7. Par denition du morphisme , la
forme (1
M
) 2 H
 1
G
(C) est denie par l'egalite:
(1
M
) =
Z
N
C
=C
p

:
D'apres (3.6) on a (1
M
) = lim
a!+1

a
, avec pour a > 0

a
=
Z
N
C
=C
e
 iaD
0
+D
 
Z
a
0
i

Z
N
C
=C
e
 itD
0

0

dt
!
;
ou la fonction  est a support compact, egale a 1 au voisinage de la section nulle, et 
0
est
une 1-forme sur N
C
egale a  

() sur le support de .
Dans les sections 5 et 6, nous verrons qu'apres modication de  en 
mod
les formes
R
N
C
=C
e
 itD
0

0
sont nulles pour tout t > 0. On aura alors une expression simple de la
forme a coecients generalises (1
M
) :
(1
M
) = lim
a!+1
Z
N
C
=C
e
 iaD
0
:
3.3 Exemples
Exemple 1: Considerons un groupe de Lie G compact agissant sur une variete compacte
M . Soient  2 g et G() le sous-groupe de G stabilisateur de . Munissons la variete M
d'une metrique riemannienne (:; :)
M
G-invariante.
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Considerons la 1-forme 

:= (
M
; :)
M
, ou 
M
designe le champ de vecteurs sur M
engendre par . On a donc  2 A
1
(M)
G()
, et on verie que
f


= 0g = M

;
ou M

designe la sous-variete des points ou le champ de vecteurs 
M
s'annule. Nous
verrons a la section 5 que dans ce cas le Theoreme 3.7 est une generalisation de la formule
d'Atiyah-Bott et Berline-Vergne dans le cadre donne par Bismut [6].
Exemple 2: Considerons l'action hamiltonienne d'un groupe de Lie compact G sur une
variete symplectique (M;
). On note  : M ! g

l'application moment associee. On
munit l'espace vectoriel g

d'un produit scalaire G-invariant. Soit H le champ de vecteurs
hamiltonien associee a la fonction kk
2
.
Considerons en suivant Witten [25] la 1-forme G-invariante  := (H; :)
M
, ou (:; :)
M
designe une metrique riemannienne G-invariante sur M . On a alors
f

= 0g = fH = 0g = Cr(kk
2
) :
Pour eectuer la localisation dans ce cas une diculte demeure: les points critiques
de kk
2
ne forment generalement pas une sous-variete de M . Dans la section 6, nous
pourrons eectuer la localisation lorsque l'on se restreint a l'action d'un tore sur une
variete symplectique compacte.
Voici un exemple d'action hamiltonienne d'un groupe compact non-abelien ou les points
critiques de kk
2
forment une sous-variete.
Considerons un groupe de Lie semi-simple G de centre ni, et K un sous-groupe com-
pact maximal. Soit M une orbite coadjointe semi-simple de G munie de la structure sym-
plectique canonique ( l'action de K sur M est alors hamiltonienne). Notons  : M ! k

l'application moment et considerons le produit scalaire K-invariant sur k deni comme la
restriction de la forme de Killing de g. Nous avons
Cr(kk
2
) =M \ k

;
et ce dernier ensemble est une K-orbite.
Soit F
M
la transformee de Fourier de la G-orbite M : c'est une fonction generalisee
G-invariante sur g qui admet une restriction a k qui s'ecrit F
M
j
k
(X) =
R
M
e
i

k
(X)
, ou 

k
est la 2-forme symplectique equivariante [11]. Duo et Vergne montrent que la fonction
generalisee F
M
j
k
s'exprime comme l'integrale sur M \ k

d'une forme K-equivariante a
coecients generalises. Si i :M \ k

!M est l'inclusion canonique, on a
F
M
j
k
(X) =
Z
M\k

i


e
i

k

 ;
avec  2 H
 1
K
(M \ k

) qui est un inverse de la classe d'Euler equivariante du bre normal
de M \ k

dans M .
En fait, ce calcul correspond exactement a une formule integrale provenant de la local-
isation dans le cadre symplectique. Le Corollaire 3.10 permet de retrouver l'expression de
F
M
j
k
donnee par Duo et Vergne (avec quelques modications car le support de la forme
e
i

k
n'est pas compact).
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4 Inversion de la classe d'Euler equivariante
Soit E ! M un bre vectoriel reel muni d'une action d'un groupe de Lie compact G,
d'algebre de lie g. La variete M est supposee compacte et connexe et le bre E G-oriente.
On fait l'hypothese suivante:
Hypothese 4.1 Il existe un element  2 g tel que fv 2 E j 
E
j
v
= 0g =M .
On note G() le sous-groupe de G stabilisateur de  et g() son algebre de Lie.
Nous introduisons dans cette section la classe G()-equivariante Eul
 1

(E) qui est un
inverse, au sens generalise, de la classe d'Euler equivariante Eul
o
(E). En fait, l'inversion se
fait directement au niveau des formes equivariantes (sans passer a la cohomologie).
Supposons que le groupe G est un tore tel que E
G
=M . Nous montrons alors (Proposi-
tion 4.8) que la transformee de Fourier de Eul
 1

(E) est une mesure localement polynomiale,
supportee par le demi-plan f 2 g

; h; i > 0g, et a valeurs dans les classes caracteristiques
du bre E.
Nous verrons dans les sections 5 et 6 comment cette classe intervient naturellement
dans les formules de localisation en cohomologie equivariante.
4.1 Inversion de la forme d'Euler equivariante
On se xe pour la suite un produit scalaire (:; :) sur les bres et une connexion euclidienne
r
E
, tous deux G-invariants. Pour simplier les notations on note de la me^me facon la forme
d'Euler equivariante denie au moyen de la connexion r
E
, et la classe d'Euler equivariante:
Eul
o
(E)(X).
Dans le reste de cette section, on designera par A
dec:rap:
(E) la sous-algebre de A(E) des
formes qui sont a decroissance rapide dans la direction des bres.
La forme Eul
o
(E)(X) est une forme dierentielle equivariante surM dont la composante
de degre 0 est egale a det
1=2
0
(
 1
2

E
(X)). Considerons l'ouvert U
M
 g deni par:
U
M
= fX 2 g ; 8m 2M det(
E
(X))
m
6= 0g : (4:14)
L'application X 7,! Eul
o
(E)(X)
 1
est denie et de classe C
1
sur U
M
, a valeurs dans
A(M). On se propose d'expliciter cette inversion au moyen d'une integration le long des
bres de E.
Soit U

la composante connexe de U
M
\g() contenant . Pour toutX 2 U

, l'endomor-
phisme 
E
(X) commute avec 
E
() et la forme quadratique y ! (
E
():y; 
E
(X):y) est
denie positive sur les bres de E .
La connexion r
E
determine une decomposition de l'espace tangent TE = V E HE en
espace tangent vertical et espace tangent horizontal. Le bre V E est isomorphe au bre
p

E, image reciproque du bre E a travers la projection p : E !M : pour tout element v de
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E, V
v
E est canoniquement isomorphe a E
p(v)
. La connexion r
E
se releve en une connexion
r
p

E
sur le bre p

E.
Soit y la section tautologique du bre p

E ! E. La projection
V
: TE ! V E determinee
au moyen de la decomposition TE = V E HE verie l'equation:
8 Z 2 TE; Z
V
= r
p

E
Z
y :
Pour tout X 2 g, la partie verticale du champ de vecteurs X
E
verie l'equation:
X
E
(y)
V
= ,
E
(X)
m
:y ; pour tout y 2 E
m
:
Pour \inverser" la forme d'Euler sur U

, nous avons besoin de la formule integrale
suivante.
Soit V un espace euclidien oriente. On considere A;B 2 so(V ) et R 2 so(V ) 
 a ou
a est une algebre commutative nilpotente: a
n
= 0 pour \n" assez grand. On suppose de
plus que B et R commutent avec A et que y! (Ay;By) est denie positive. L'espace V
est donc de dimension paire et le calcul d'une gaussienne donne
Z
V
e
 (Ay;(B+R)y)
dy =
()
dimV
2
det
1=2
o
(A)det
1=2
o
(B +R)
; (4:15)
ou dy correspond a la mesure euclidienne sur V .
Denition 4.2 On designe par 

la 1-forme G()-invariante sur E suivante : pour tout
champ de vecteurs Z sur E, 

(Z) = (
E
; Z
V
).
L'expression


= ,(
E
():y;r
p

E
y) (4:16)
permet de voir que la forme 

a une dependance quadratique le long de la bre. Comme
la 1-forme 

est G()-invariante, la forme D

2 A
1
G()
(M) est une forme equivariante
fermee sur E denie par l'equation:
D

(X) = ,(
E
()(r
p

E
y);r
p

E
y), (
E
():y; 
E
(X):y+R
E
:y); X 2 g();
ou R
E
= (r
E
)
2
est la courbure du bre E. Dans ces formules les \fonctions" 
E
():y,

E
(X):y sont des elements de A
0
(E; p

E) tandis que les \formes" 
E
()(r
p

E
y), r
p

E
y
appartiennent a A
1
(E; p

E) et R
E
:y 2 A
2
(E; p

E).
L'equation (4.15) nous permet d'avoir, sur U

, une formule integrale pour l'inverse de
la classe d'Euler.
Proposition 4.3 Pour tout X 2 U

, la forme e
D

(X)
2 A
dec:rap:
(E) et
Z
E=M
e
D

(X)
=
1
Eul
o
(E)(X)
 (4:17)
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Demonstration: pour tout X dans U

, la fonction ,(
E
():y; 
E
(X):y) est, au niveau
des bres de E, une forme quadratique denie negative. Comme la forme e
d

possede un
comportement polynomial sur les bres, on voit que la forme e
D

(X)
= e
d

e
 (
E
():y;
E
(X):y)
appartient a A
dec:rap:
(E).
Au voisinage d'un point m deM , on peut trouver une trivialisation de E, orthonormee,
dans laquelle r
E
= d + et telle que la 1-forme de connexion  s'annule en m. Dans ce
cas, pour y dans E
m
:
D

(X)(y) = ,(
E
():dy; dy), (
E
():y; 
E
(X):y +R
E
:y) :
Apres avoir exponentie le terme D

(X)(y), on ne garde (pour l'integration sur la bre)
que la composante

e
D

(X)(y)

max
de degre maximum sur les bres :
8y 2 E
m
;

e
D

(X)(y)

max
= (,2)
p
det
1=2
o
(
E
()) e
 (
E
():y;
E
(X):y+R
E
:y)
dy
1
   dy
2p
;
ou dy
1
   dy
2p
represente la forme volume euclidienne sur la bre E
m
. En utilisant l'egalite
(4.15), on trouve:
 
Z
E=M
e
D

(X)
!
m
= (,2)
p
det
1=2
o
(
E
())
Z
E
m
e
 (
E
():y;
E
(X):y+R
E
:y)
dy
1
   dy
2p
=
(,2)
p
det
1=2
o
(
E
(X) +R
E
)
m

2
Remarque 4.4 On verie aisement que, pour tout nombre complexe z, la forme e
zD



n'a pas de composantes de degre maximum dans la direction des bres:

e
zD




max
= 0 :
4.2 Inversion de la forme d'Euler equivariante dans A
 1
G()
(M )
Nous reprenons les notations de la section precedente. Dans les sous-sections qui suivent
la compacite de M n'est pas requise (sauf pour le Corollaire 4.7). La forme d'Euler qui
initialement est une forme G-equivariante, est ici restreinte au groupe G(): Eul
o
(E) 2
A
1
G()
(M), et nous determinons un inverse de cette forme dans A
 1
G()
(M).
Denition 4.5 On note Eul
 1

(E) la forme de A
 1
G()
(M) denie par
Eul
 1

(E) =
Z
E=M
e
 iD

:
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La forme equivariante Eul
 1

(E) verie: 8 (X)dX 2m(g())
< Eul
 1

(E); (X)dX >=
Z
E=M
e
 id


Z
g()
e
i

(X
E
)
(X)dX

:
En explicitant, on voit que
< Eul
 1

(E); (X)dX >=
Z
E=M
e
 id

(y)
^

 
,
l
X
k=1
a
k
(y)E
k
!
; (4:18)
ou les fonctions a
k
(y) = (
E
():y; 
E
(E
k
):y); y 2 E sont denies apres le choix d'une base
(E
1
;    ; E
l
) de g() telle que dX = dX
1
:::dX
l
, et ou
^
 designe la transformee de Fourier
de  sur g() par rapport a la mesure dX.
Si  =
P
i

i
E
i
, on voit que
P
i
ja
i
(y)j  c:(
E
():y; 
E
():y) avec c = (sup
i
(j
i
j))
 1
.
Cette minoration assure la convergence de l'integrale (4.18).
De maniere generale, on a les relations de commutations suivantes sur A
dec:rap
(E):
d
M

R
E=M
=
R
E=M
 d
E
et pour tout X de g(), c(X
M
) 
R
E=M
=
R
E=M
 c(X
E
) : La forme
Eul
 1

(E) est D-fermee car
D(Eul
 1

(E)) =
Z
E=M
D(e
 iD

) = 0 :
Pour etudier cette forme generalisee, on considere les applications parametrees par
s > 0:
 
s
: g() ,! A(M)
X 7,!
Z
E=M
e
 iD

(X+is )
:
La convergence est assuree par le terme en :
,iD

(X + is ) = i


E
()(r
p

E
y);r
p

E
y

,


E
():y ; s
E
():y, i(R
E
+ 
E
(X)):y

:
Chaque forme  
s
2 A
1
G()
(M)  A
 1
G()
(M), et on verie facilement que
lim
s!0
+
 
s
= Eul
 1

(E)
en tant qu'applications generalisees sur g(). D'autre part, un calcul identique a celui de
la Proposition 4.3 donne:
8 X 2 g();  
s
(X) =
(2i)
p
det
1=2
o
(s
E
(), i(
E
(X) +R
E
))
=
1
Eul
o
(E)(X + is)

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Proposition 4.6 Soit Eul
 1

(E) la forme equivariante fermee de A
 1
G()
(M) introduite a
la Denition 4.5. Elle verie
Eul
 1

(E)(X) = lim
s!0
+
1
Eul
o
(E)(X + is)
;
ce qui implique
Eul
o
(E) :Eul
 1

(E) = 1
M
;
ou on designe encore par Eul
o
(E) la restriction de la forme d'Euler G-equivariante a une
forme G()-equivariante, et 1
M
est la fonction constante egale a 1 sur M .
Nous avons remarque au debut de cette section que la forme Eul
o
(E) 2 A
1
G
(M) est
inversible sur l'ouvert U
M
lorsque la variete M est compacte. On obtient donc le
Corollaire 4.7 Supposons M compacte. La forme equivariante Eul
 1

(E) est C
1
sur
l'ouvert U
M
\ g() et
8X 2 U
M
\ g(); Eul
 1

(E)(X) =
1
Eul
o
(E)(X)

Supposons maintenant que le groupe G = T est un tore tel que E
T
=M . Dans ce cas,
(me^me dans le cas de M non-compacte) l'ouvert U
M
est dense dans t et la forme Eul
 1

(E)
est egale, sur U
M
, a une fraction rationnelle a valeurs dans A(M).
Considerons l'exemple du bre trivial E = M  C . L'action du tore T est triviale
sur M et denie sur E par un poids  2 t

: e
X
: v := e
ih;Xi
v, pour X 2 t et v 2 C .
L'orientation \o" est celle de C et on choisit  2 t tel que h; i 6= 0. Dans ce cas, on a
Eul
o
(E)(X) =
 1
2
h;Xi et
Eul
 1

(E)(X) = ,2 lim
s!0
+
1
h;X + isi
:
On polarise  en posant 
+
= "

, avec h
+
; i > 0 et "

2 f1;,1g. On verie que pour
tout s > 0 et X 2 t, on a
R
1
0
e
ih
+
;X+isi t
dt =
i
h
+
;X+isi
. En passant a la limite sur s, on
obtient l'egalite de fonctions generalisees
Eul
 1

(E)(X) = (2i)"

Z
1
0
e
ih
+
;Xi t
dt :
Cette egalite donne apres transformation de Fourier, l'egalite de mesures sur t

F(Eul
 1

(E)) = (2i)"

H

+
; (4:19)
ou H

+
est la mesure de Heaviside associee a 
+
.
La section suivante est consacree a une generalisation de l'egalite (4.19) ( cf. Proposi-
tion 4.8). Nous montrons en particulier que la forme equivariante Eul
 1

(E) possede une
transformee de Fourier temperee qui, lorsque l'action de T sur E est eective, est une
mesure polynomiale par morceaux.
22
4.3 Etude de Eul
 1

(E) lorsque E
T
=M
On suppose dans cette section qu'un tore T , d'algebre de Lie t, agit sur le bre E !M de
telle facon que E
T
=M (etM n'est pas supposee compacte). Soit  2 t tel que E(
E
) =M .
Dans ce cas, la forme Eul
 1

(E) est un element de A
 1
T
(M).
Voici les dierentes notations que l'on utilise dans cette section. On note A
 1
temp
(t;M) les
fonctions generalisees et temperees sur t a valeurs dans A(M). Les distributions temperees
sur t

a valeurs dansA(M) constituent l'ensembleM
 1
temp
(t

;M). On notera C
1
d:r
(t

) l'espace
de Schwartz des fonctions a decroissance rapide sur t

.
On designe par F : A
 1
temp
(t;M) ! M
 1
temp
(t

;M) la transformation de Fourier qui, a
toute fonction generalisee et temperee , associe la distribution temperee F() telle que
Z
t

e
i(;X)
F()() = (X) :
Par exemple, pour une forme  2 C
1
(t;A(M)) a support compact sur t, nous avons
pour tout m 2M et  2 t

F(
m
)() =

Z
t
e
 i(;X)

m
(X)dX

d
(2)
dimT
;
ou d et dX sont des mesures euclidiennes duales sur t

et t.
Cette section est consacree au calcul de la distribution temperee F(Eul
 1

(E)) sur t

.
A tout vecteur  2 t

,  6= 0, on associe la mesure de Heaviside, H

, denie par:
8 2 C
1
d:r
(t

); < H

;  >=
Z
+1
0
(u)du :
Rappelons quelques proprietes generales de ces mesures. Le produit de convolution
H

1
    H

p
est deni si les vecteurs 
1
; : : : ; 
p
appartiennent a un me^me demi-espace.
Dans ce cas, il s'ecrit
8 2 C
1
d:r
(t

); < H

1
    H

p
;  >=
Z
+1
0
  
Z
+1
0

 
p
X
i=1
u
i

i
!
du
1
   du
p
:
On voit par exemple que :
8 2 C
1
d:r
(t

); < H

    H

| {z }
k + 1 fois
;  >=
Z
+1
0
u
k
k!
(u)du : (4:20)
Lorsque les vecteurs 
1
; : : : ; 
p
engendrent t

, on a H

1
  H

p
() = P ()d
1
: : : d
r
,
avec P une fonction sur t

supportee par le co^ne f
P
i
u
i

i
; u
i
 0g: cette fonction est
continue et localement polynomiale sur ce co^ne [13].
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Soit fE
i
; i = 1 : : : rg une base de t et fE
i
; i = 1 : : : rg sa base duale. La distribution
temperee F(Eul
 1

(E)) sur t

a valeur dans A(M) est denie par l'equation: pour toute
fonction  2 C
1
d:r
(t

)
< F(Eul
 1

(E));  >
m
=
Z
y2E
m
e
,id

(y)

 
r
X
i=1
(
E
():y; 
E
(E
i
):y)E
i
!
: (4:21)
Soient f
1
; : : : ;
p
g les poids distincts de T dans la bre de E: on les polarise en
posant 
+
k
() > 0; 8k = 1; : : : ; p. On denit une structure complexe J sur les bres de
E en posant J := 
E
()
 1
(,
E
()
2
)
1=2
. Dans ce cas, le bre E se met sous la forme:
E = 
p
k=1
E

+
k
avec
E

+
k
= fv 2 E j 
E
(X):v = 
+
k
(X)Jv; 8X 2 tg:
Les sous-bres E

+
k
sont T -invariants et J -stables, ils sont donc de rang pair et orientes. La
2-formeR
E
laisse \stable" chacun des sous-bres E

+
k
: on noteR
+
k
la forme deA(M; so(E

+
k
))
denie comme la restriction de R
E
a E

+
k
.
En posant y =
P
p
k=1
y
k
avec y
k
2 E

+
k
on trouve (
E
():y; 
E
(E
i
):y) =
P
p
k=1

+
k
()
+
k
(E
i
)ky
k
k
2
et
r
X
i=1
(
E
():y; 
E
(E
i
):y)E
i
=
p
X
k=1

+
k
()ky
k
k
2

+
k
:
Pour calculer l'integrale (4.21) en un point m, on considere une trivialisation de E au
voisinage de m, orthonormee, dans laquelle on peut ecrire r
E
= d + . On la choisit de
facon a ce que la 1-forme de connexion  s'annule en m.
Sur E
m
on a l'egalite
d

= ,
p
X
k=1

(
E
():dy
k
; dy
k
) + (
E
():y
k
; R
E
:y
k
)

:
On exponentie la forme ,id

, le terme de degre maximal sur la bre s'ecrit
8y 2 E
m
;

e
,id

(y)

max
= (2i)
n
det
1=2
o
(
E
())
p
Y
k=1

e
i(
E
():y
k
; R
E
:y
k
)
d
k

;
ou 2n est le rang de E et d
k
designe la forme volume euclidienne sur E
k
jm
.
On peut recrire pour tout  2 C
1
d:r
(t

)
< F(Eul
 1

(E));  >
m
= (2i)
n
det
1=2
o
(
E
()) (4.22)
Z
y2E
m

 
p
X
k=1

+
k
()ky
k
k
2

+
k
!
p
Y
k=1

e
i
+
k
()(J:y
k
; R
+
k
:y
k
)
d
k

:
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On note S
m
(E

+
k
) la sphere dans E

+
k
jm
des vecteurs de norme 1. Considerons, pour
k = 1; : : : ; p, le changement de variable
 
k
: R
+
 S
m
(E

+
k
) ,! E

+
k
jm
(z; v
k
) 7,! (
+
k
())
 1=2
p
z v
k
dans l'integrale (4.22). On a  

k
(d
k
)
(z;v)
= (
+
k
())
 n
k
z
n
k
 1
dz ^ d
k
(v) ou d
k
est la
forme volume sur S
m
(E

+
k
) et 2n
k
est le rang du bre E

+
k
. Ces changements de variables
permettent d'obtenir l'expression
< F(Eul
 1

(E));  >= (2i)
rgE
2


Z
(R
+
)
p
P
1
(t
1
)   P
p
(t
p
)
 
p
X
k=1
t
k

+
k
!
dt
1
: : : dt
p
;
ou 

est le signe de det
1=2
o
(
E
()) et P
k
le polyno^me sur R a valeurs dans A(M) deni par
l'equation
P
k
(t) =
1
2
t
n
k
 1
Z
S(E

+
k
)
e
i t(J:v;R
+
k
:v)
d
k
(v) :
Calcul du polyno^me P
k
pour k 2 f1; : : : ; pg
Pour trouver une expression simple du polyno^me P
k
, on calcule de deux facons la
fonction (s) :=
R
R
+
P
k
(t)e
 st
dt denie pour tout s > 0.
En ecrivant P
k
(t) =
P
i
a
i
t
i
, on obtient pour s > 0
(s) =
X
i
a
i
Z
R
+
t
i
e
 st
dt =
X
i
a
i
s
i+1
i! : (4:23)
D'autre part
(s) =
1
2
Z
R
+
S(E

+
k
)
t
n
k
e
,st+ it(J:v;R
+
k
:v)
dtd
k
(v) ;
et en eectuant le changement de variable y =
p
tv on trouve, en utilisant (4.15)
(s) =
Z
E

+
k
e
,s(y; y) + i(J:y;R
+
k
:y)
dy =
Z
E

+
k
e
,(J:y; (sJ , iR
+
k
):y)
dy
=

n
k
det
1=2
o
(J) det
1=2
o
(sJ , iR
+
k
)

Soit V un espace vectoriel euclidien oriente muni d'une structure complexe J . Soit
End(V
J
) les endomorphismes C -lineaires de V : ce sont ceux qui commutent avec J . Pour
tout A 2 so(V ) \ End(V
J
), on a
det
1=2
o
(J) det
1=2
o
(A) = det
C
V
J
(,JA) :
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Finalement
(s) =

n
k
det
C
E

+
k
(s,R
+
k
)
:
On note que R
+
k
est un endomorphisme hermitien de E

+
k
et un resultat classique donne
1
det
C
E

+
k
(s,R
+
k
)
=
1
s
n
k
X
idimM=2
1
s
i
Tr
S
i
(E

+
k
)

(R
+
k
)

i

: (4:24)
Dans cette formule, Tr
S
i
(E

+
k
)
est l'operateur \trace" sur les endomorphismes complexes
du bre S
i
(E

+
k
), ce dernier etant compose des vecteurs de degre i de l'algebre symetrique
S(E

+
k
).
En comparant les expressions (4.23) et (4.24) on obtient
P
k
(t) = 
n
k
dimM
2
X
i=0
Tr
S
i
(E

+
k
)

(R
+
k
)

i

t
n
k
 1+i
(n
k
, 1 + i)!

En utilisant l'egalite (4.20), on trouve
F(Eul
 1

(E)) =
(2i)
rgE
2


X
I=(i
1
;:::;i
p
)
Tr
S
I
(E )

(R
+
)

I

(H

+
1
)
i
1
+n
1
 (H

+
2
)
i
2
+n
2
     (H

+
p
)
i
p
+n
p
;
avec pour I = (i
1
; : : : ; i
p
)
S
I
(E) := S
i
1
(E

+
1
)
    
 S
i
l
(E

+
p
)
(R
+
)

I
:= (R
+
1
)

i
1

    
 (R
+
p
)

i
p
:
Si l'action de T sur E est eective les poids 
+
1
;    ; 
+
p
engendrent t

. Dans ce cas, les
mesures (H

+
1
)
i
1
+n
1
     (H

+
p
)
i
p
+n
p
sont localement polynomiales et supportees par le
co^ne R
+

+
1
+ : : :+ R
+

+
p
. On a demontre la
Proposition 4.8 Soit E !M un bre euclidien oriente sur une variete M connexe. Soit
T un tore qui agit sur ce bre en preservant la structure euclidienne. On suppose que
E
T
= M et on se donne un element  2 t tel que E(
E
) = M . Soit Eul
 1

(E) 2 A
 1
T
(M)
la forme T -equivariante fermee a coecients generalises introduite a la Denition 4.5. On
polarise les poids f
1
;    ;
p
g de l'action de T sur les bres de E en posant: 
+
i
() >
0 8i = 1; : : : ; p . On note C

:= R
+

+
1
+ : : :+ R
+

+
p
.
La mesure temperee F(Eul
 1

(E)) verie
F(Eul
 1

(E)) =
(2i)
rgE
2


X
I=(i
1
;:::;i
p
)
Tr
S
I
(E )

(R
+
)

I

(H

+
1
)
i
1
+n
1
     (H

+
p
)
i
p
+n
p
; (4.25)
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ou 

est le signe de det
1=2
o
(
E
()) et 2n
k
est le rang du bre E

+
k
. La mesure F(Eul
 1

(E))
est nulle en dehors du co^ne C

et, si l'action de T sur M est eective, c'est une mesure
continue, localement polynomiale de C

dans A(M).
5 Formule d'Atiyah-Bott et Berline-Vergne
5.1 Formule de Localisation
Considerons un groupe de Lie G compact et connexe agissant sur une variete compacteM .
Soient  2 g et G() le sous-groupe de G stabilisateur de . Soit M

est la sous-variete
des points ou le champ de vecteurs 
M
s'annule. Si F est une composante connexe deM

,
et N
F
son bre normal dans M , la forme Eul
 1

(N
F
) 2 H
 1
G()
(F ) est bien denie.
Theoreme 5.1 Decomposons M

en somme de composantes connexes F . Nous avons le
diagramme commutatif suivant
H
1
G()
(M)
((
I
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
R
//


H
 1
G()
(M

) = 
F
H
 1
G()
(F )

(i

)

H
 1
G()
(M)
(5:26)
ou i

= 
F
i
F
:M

!M est l'inclusion, et


() = 
F
i

F
() Eul
 1

(N
F
) :
Le reste de cette sous-section est consacree a la demonstration de ce theoreme qui est
une realisation du procede de localisation explique a la section 3 en utilisant la forme


:= (
M
; :)
M
(voir l'exemple 1 de la sous-section 3.3). En fait, pour simplier ce calcul
nous allons modier la forme 

au voisinage de M

en une 1-forme 
mod
et appliquer le
procede de localisation avec cette 1-forme. Il nous restera ensuite a montrer que 

(1
M
) =
P
F
Eul
 1

(N
F
).
Modication de 

On se place sur un voisinage tubulaire U
F
d'une composante connexe F de M

. On
peut supposer l'existence d'un voisinageW
F
de la section nulle dans le bre normal N
F
et
d'un isomorphisme G()-invariant,  
F
, de W
F
sur U
F
, tel que:
 
F
(m; 0) = m pour m 2 F :
27
On reprend les notations de la sous-section 4.2. On xe sur le bre normal N
F
un
produit scalaire G()-invariant et on note 

F
:= (
N
F
;
V
) la 1-forme sur N
F
associee.
On se propose maintenant de modier la forme de localisation 

en 
mod
sans changer
l'endroit ou les formes equivariantes fermees sont localisees.
Les ouverts U
F
ont ete denis precedemment. Quitte a les restreindre, on peut supposer
qu'ils sont disjoints.
Soit U
0
F
le voisinage de F dans M deni par: U
0
F
=  
F
(
1
2
W
F
) ou le terme
1
2
represente
une contraction de facteur 1=2 sur les bres de N
F
.
Au moyen de l'ouvert U
ext
=M ,[
F
U
0
F
, on realise une partition de l'unite
f(U
F
; 
F
)
F
; (U
ext
; 
ext
)g
de la variete M . Pour toute composante connexe F , les fonctions 
F
sont positives, a
support dans U
F
, G()-invariantes et egales a 1 sur U
0
F
. La fonction 
F
est positive, a
support dans U
ext
, G()-invariante et elle verie l'equation:
X
F

F
+ 
ext
= 1 : (5:27)
On peut maintenant denir la forme 
mod
et montrer qu'elle localise encore les formes
G()-equivariantes fermees sur M

.
Proposition 5.2 Considerons la forme 
mod
denie par l'equation

mod
:= 
ext


+
X
FM


F
( 
 1
F
)

(

F
) ;
ou la somme est prise sur les composantes connexes F de M

. La forme 
mod
est G()-
invariante et determine la me^me localisation que la forme 

: en particulier
f

mod
= 0g =M

.
Demonstration: Soit F une composante connexe deM

: la forme ( 
 1
F
)

(

F
) est denie
sur l'ouvert U
F
, tandis que la fonction 
F
a son support dans U
F
. Les formes 
F
( 
 1
F
)

(

F
)
sont donc denies et G()-invariantes sur M .
Considerons la fonction f :M ! g() constante, egale a . Montrons que 

, 
mod
et f
verient les hypotheses de la Proposition 3.11: notre proposition sera demontree.
On voit tout d'abord que h


; i = k
M
k
2
est strictement positive M ,M

et que
M

 f

mod
= 0g.
D'autre part, la fonction h

mod
; i se decompose en somme de fonctions positives
h

mod
; i = 
ext
k
M
k
2
+
X
FM


F
k
N
F
k
2
  
 1
F
: (5:28)
Supposons h

mod
; i nulle en m, alors

ext
(m)k
M
k
2
(m) = 0

F
(m)k
N
F
k
2
  
 1
F
(m) = 0 pour tout F M

:
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Considerons la premiere egalite:
, Soit k
M
k
2
(m) = 0, ce qui implique m 2M

.
, Soit 
ext
(m) = 0. Il existe donc, d'apres (5.27), une composante connexe F de M

telle que 
F
(m) 6= 0. Ceci entraine m 2 U
F
et k
N
F
k
2
 
 1
F
(m) = 0. Cette derniere egalite
implique m 2 F : dans tous les cas m 2M

.
On a donc demontre que l' application 

mod
est nulle sur M

, et que la fonction
h

mod
; i est strictement positive sur M ,M

. 2
Nous eectuons maintenant la localisation avec la forme 
mod
. On a montre dans la
section 3 comment cette forme denit un morphisme 

: H
1
G()
(M) ! H
 1
G()
(M

). Il
nous reste a calculer 

(1
M
). Nous avons 

(1
M
) =
P
F

F
et 
F
= lim
a!+1

a
F
avec

a
F
=
Z
N
F
=F

F
e
 iaD

F
+ iD
 
Z
a
0

Z
N
F
=F

F
e
 itD

F


F

dt
!
:
La Remarque 4.4 montre que
R
N
F
=F

F
e
 itD

F


F
= 0 pour tout t 2 R, et donc que

a
F
=
R
N
F
=F

F
e
 iaD

F
pour tout a 2 R. Considerons la contraction 
a
; a > 0 sur N
F
denie par

a
(m; v) = (m;
v
p
a
) pour m 2 F et v 2 N
F
jm
:
La forme 

F
a une dependance quadratique dans les bres: a (
a
)

(

F
) = 

F
. En eectuant
le changement de variable 
a
dans l'integrale
R
N
F
=F

F
e
 iaD

F
, on trouve
Z
N
F
=F

F
e
 iaD

F
=
Z
N
F
=F

F
 
a
e
 iD

F
et donc que
lim
a!+1
Z
N
F
=F

F
e
 iaD

F
=
Z
N
F
=F
e
 iD

F
;
car 
F
= 1 au voisinage de la section nulle.
Finalement nous avons 
F
=
R
N
F
=F
e
 iD

F
. La forme 
F
est egale a l'inverse de la classe
d'Euler, Eul
 1

(N
F
), denie a la sous-section 4.2.
5.2 Polyno^mes de Duistermaat-Heckman
Considerons l'action hamiltonienne d'un tore T sur une variete symplectique compacte
(M;
). On note  : M ! t

l'application moment, et 

t
(X) := 
 + h;Xi la forme
symplectique equivariante associee. Soit dm
L
:=


n
n!
la mesure de Liouville sur M (avec
dimM = 2n). L'image directe 

(dm
L
) de la mesure dm
L
par l'application moment verie


(dm
L
) =
1
i
n
F

Z
M
e
i

t

;
ou F est la transformee de Fourier.
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Dans [10], Duistermaat et Heckman montrent que la mesure 

(dm
L
) se met sous la
forme 

(dm
L
) = f()d, ou f est une fonction localement polynomiale supportee par
(M).
Soit  2 t tel que M

= M
T
. Appliquons le Corollaire 3.10, associe au Theoreme 5.1,
au calcul de la fonction
R
M
e
i

t
(X)
. Nous obtenons
Z
M
e
i

t
(X)
=
X
FM
T
e
ih(F );Xi
Z
F
e
i

F
Eul
 1

(N
F
)(X) ; (5:29)
ou 

F
est la 2-forme symplectique induite par 
 sur la sous-variete F .
Prenons la transformee de Fourier de l'egalite (5.29):


(dm
L
) =
1
i
n
X
FM
T

(F )


Z
F
e
i

F
F(Eul
 1

(N
F
))

;
ou 
(F )
designe la mesure de Dirac en (F ) 2 t

et \" est le produit de convolution.
Nous gardons les notations de la sous-section 4.3. En appliquant la Proposition 4.8
a chaque bre N
F
, nous obtenons une expression de la mesure 

(dm
L
) similaire a celle
donnee par Canas da Silva et Guillemin dans [8] (voir le Theoreme 2).
Proposition 5.3 La mesure 

(dm
L
) admet la decomposition


(dm
L
) = (2)
dimM
2
X
F;I
c

F;I

(F )
 (H

+
1;F
)
i
1
+n
1
     (H

+
p
F
;F
)
i
p
F
+n
p
F
; (5:30)
ou les constantes c

F;I
2 C verient
c

F;I
=

F

(2i)
dimF
2
Z
F
e
i

F
Tr
S
I
(N
F
)

(R
+
F
)

I

:
Dans la premiere egalite, la somme est prise sur les composantes connexes F de M
T
, et
ensuite sur les multi-indices I = (i
1
; : : : ; i
p
F
) 2 N
p
F
. On note 
+
1;F
; : : : ; 
+
p
F
;F
les poids
distincts pour l'action de T sur N
F
, \polarises" au moyen de , et 2n
k
le rang du bre
N
F;
+
k;F
. Dans la deuxieme egalite, le terme 
F

est le signe de det
1=2
o
(
N
F
()).
Remarque: la somme dans l'egalite (5.30) est nie puisque c

F;I
= 0 si 2jIj > dimF
(avec jIj =
P
k
i
k
).
Remarquons que chaque terme 
(F )
 (H

+
1;F
)
i
1
+n
1
     (H

+
p;F
)
i
p
F
+n
p
F
est une mesure
\localement polynomiale" supportee par le co^ne (F ) + R
+

+
1;F
+ : : :+ R
+

+
p
F
;F
.
Lorsque l'ensembleM
T
des points xes est ni, on retrouve l'expression


(dm
L
) = (2)
dimM
2
X
F

F


(F )
 (H

+
1;F
)
n
1
     (H

+
p
F
;F
)
n
p
F
obtenue dans [13].
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6 Localisation dans le cas d'une action hamiltoni-
enne d'un tore
Soit (M;
) une variete symplectique compacte connexe munie de l'action hamiltonienne
d'un tore T . On note t l'algebre de Lie de T et t

l'espace vectoriel dual. Soit  :
M ! t

l'application moment associee a cette action. C'est une application T -equivariante
determinee (a une constante pres) par l'equation
dh;Xi = c(X
M
)
 ;8 X 2 t; (6:31)
ou h; i correspond aux crochets de dualite entre t

et t. L'action de T sur t

etant triviale
les applications

"
:= , "; " 2 t

sont encore des applications moment.
Pour toute fonction C
1
, f :M ,! R, on notera Cr(f) = fm 2 M;df
m
= 0g l'ensemble
de ses points critiques.
Nous faisons le choix d'un produit scalaire sur t

et suivant l'idee de Witten [25], on
applique le procede de localisation avec la forme 
"
denie ci-dessous.
Denition 6.1 Soit " 2 t

. On designe par 
"
la 1-forme T -invariante suivante

"
= (H
"
; )
M
;
ou H
"
est le champ de vecteurs hamiltonien de la fonction
1
2
k
"
k
2
et (; )
M
est une metrique
riemannienne T -invariante sur M .
Considerons une base orthonormee E
i
; i = 1;    ; r de t, et notons E
i
; i = 1;    ; r la
base duale. Nous avons
H
"
=
r
X
i=1
h
"
; E
i
iE
i
M
et 

"
=
r
X
i=1
(H
"
; E
i
M
)
M
E
i
: (6:32)
Comme j
 1
(
"
) =
P
r
i=1
h
"
; E
i
iE
i
, on voit que le champ de vecteurs H
"
verie kH
"
k
2
M
=
h

"
; j
 1
(
"
)i. Ainsi pour tout m 2M , 

"
(m) = 0 entraine kH
"
k
M
(m) = 0. L'egalite de
droite dans l'equation (6.32) montre, reciproquement, que si H
"
m
= 0 alors 

"
(m) = 0.
Comme H
"
m
= 0, d(k
"
k
2
)
m
= 0, on constate que
f

"
= 0g = Cr(k
"
k
2
) :
On constate donc que la 1-forme 
"
va localiser les formes equivariantes sur Cr(k
"
k
2
).
Pour faciliter le calcul de cette localisation nous modions 
"
en une 1-forme 
mod
et
eectuons le calcul avec cette nouvelle 1-forme.
Nous montrons dans le premier paragraphe que pour " 2 t

generique, les points cri-
tiques de k
"
k
2
forment une sous-variete (non-connexe) lisse de M . Nous eectuons le
calcul de la localisation aux paragraphes suivants.
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6.1 Points critiques
Dans une premiere partie nous rappelons la structure des points critiques de la fonction
moment [1, 15], et denissons un ensemble d'indices B qui nous permet ensuite, en suivant
Kirwan [18], de denir une partition des points critiques de k
"
k
2
.
Finalement, nous montrons l'existence d'un ouvert W dense de t

tel que pour tout "
dans W , les points critiques de la fonction k
"
k
2
forment une sous-variete fermee de M .
6.1.1 Les points critiques de la fonction moment
Generalement, pour une fonction dierentiable f : M ! N , un point m 2 M est
dit critique si l'application tangente T
m
f : T
m
M ! T
f(m)
N n'est pas surjective. Dans
le cas de l'application moment, T
m
 n'est pas surjective s'il existe X 2 t , f0g tel que
hT
m
;Xi = 0: d'apres l'egalite (6.31) c'est le cas si X
M
(m) = 0. Ainsi l'element m 2 M
est un point critique de la fonction  si et seulement si le stabilisateur de m, Stab(m),
contient un sous-tore de T de dimension 1. Par exemple, lorsque l'action du tore n'est pas
eective, tous les points de M sont des points critiques de .
Nous donnons, dans le cas de l'application moment, une denition modiee. Le sous-
groupe S
M
:= \
m2M
Stab(m) est appele stabilisateur generique. Si s
M
est l'algebre de Lie
de S
M
, on constate d'apres (6.31) que  envoie M dans un sous-espace ane A
M
qui a
pour direction vectorielle (s
M
)
?
:= f 2 t

j h;Xi = 0; 8X 2 s
M
g. L'action de T sur la
variete M est dite quasi-eective si S
M
est ni.
Denition 6.2 Les points critiques de l'application moment sont, par denition, les points
critiques (pour l'ancienne denition) de l'application moment restreinte  : M ! A
M
: ce
sont les points m 2M tels que le groupe Stab(m)=S
M
n'est pas ni.
Voici les notations utilisees par la suite:
 pour A  t

, on note A(A) (resp. conv(A)) le sous-espace ane de t

engendre
par A (resp. l'enveloppe convexe de A) et
,!
A designe la direction vectorielle de ce
sous-espace ane.
 pour A  t

, on note (
,!
A )
?
( ou plus simplement A
?
) l'ensemble des vecteurs de t
orthogonaux a
,!
A .
 pour P  t

, T
P
est le sous-tore de T engendre par Exp(P
?
) .
L'ensemble des valeurs critiques de la fonction  est (par denition) l'image des points
critiques: c'est donc la reunion [
S
M
T
0
(M
T
0
) ou l'union est prise sur tous les sous-tores
T
0
de T tels que T
0
=S
M
n'est pas ni.
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Soit a une valeur reguliere de . Dans ce cas, pour tout m 2 
 1
(a) le groupe
Stab(m)=S
M
est ni: 
 1
(a) est une sous-variete de M sur laquelle le groupe T=S
M
agit
localement librement.
Pour obtenir une description plus precise des points critiques nous avons besoin du
theoreme de convexite d'Atiyah-Guillemin-Sternberg [1, 15].
Theoreme 6.3 (Atiyah-Guillemin-Sternberg) Soit (N;

N
) une variete symplectique
compacte et connexe, munie de l'action hamiltonienne d'un tore G. Soit  : N ! Lie(G)

l'application moment. Alors
1. L'image de l'application moment, (N), est egale a l'enveloppe convexe du sous-
ensemble f(F ); F composante connexe de N
G
g.
2. Pour tout a 2 Lie(G)

, la bre 
 1
(a) est connexe.
Notons que l'application moment est constante sur chaque composante connexe deM
T
,
ainsi (M
T
) est un ensemble ni de points de t

.
Soit T
0
un sous-tore de T contenant S
M
et tel que T
0
=S
M
ne soit pas ni. Chaque
composante connexe Z de M
T
0
est une sous-variete symplectique de M qui est munie de
la 2-forme symplectique restreinte 

jZ
et de la restriction 
jZ
de l'application moment .
En appliquant le Theoreme 6.3 a (Z;

jZ
) on voit que (Z) est un polytope convexe P de
t

egal a l'enveloppe convexe de f(F); F composante connexe de Z
T
g. Soit X 2 t, on a
les egalites suivantes:
f Exp(s:X); s 2 Rg agit trivialement sur Z , h;Xi est constant sur Z
, X 2 P
?
.
Ces equivalences permettent de voir que l'algebre de Lie de T
0
est incluse dans P
?
et
que l'algebre de Lie de T
P
est egale a P
?
: on a donc Z  M
T
P
 M
T
0
. On en conclut
que Z est une composante connexe de M
T
P
sur laquelle T=T
P
agit quasi-eectivement, ou
dit autrement, le stabilisateur generique de Z est un sous-groupe de T dont la composante
connexe (de l'element neutre) est egale a T
P
. Notons que dimP = dim t , dim t
P
<
dim t, dim(Lie(S
M
)) = dim((M)).
Denition 6.4 On note B
0
l'ensemble deni par
B
0
= fP polytope convexe de t

j 9 Z composante connexe de M
T
P
avec (Z) = Pg :
D'apres le Theoreme 6.3, chaque element de B
0
est une enveloppe convexe de points de
(M
T
). La compacite de M impose que M
T
soit une reunion nie de sous-varietes de M .
L'ensemble B
0
correspond donc a une collection nie de polytopes de t

. On remarque,
en particulier, que B
0
ne possede qu'un seul polytope de dimension maximale, c'est a dire
(M).
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On note t

reg
l'ensemble des points de t

, reguliers pour l'application moment. On vient
de montrer l'egalite suivante:
t

reg
= t

,
[
P2B
0
P 6=(M)
P : (6:33)
Proposition 6.5 1. Soit P 2 B
0
et Z une composante connexe de M
T
P
telle que
(Z) = P ; alors T=T
P
agit quasi-eectivement sur Z.
2. Si P 2 B
0
, l'algebre de Lie de T
P
est egale a P
?
.
3. L'ensemble B
0
contient toutes les faces du polytope (M). De maniere generale, si P
est un polytope de B
0
alors les faces de P sont encore dans B
0
.
Demonstration de 1: et 2:: Cela a ete demontre auparavant.
Demonstration de 3:: Soit P une face du polytope (M). Dans ce cas l'ensemble 
 1
(P )
est une composante connexe de M
T
P
. Pour s'en assurer, considerons le co^ne C := fX 2
t j h , 
0
;Xi  0;8 2 P;8
0
2 (M)g. On voit que pour tout point  dans l'interieur
du co^ne C la fonction h; i prend son maximum sur 
 1
(P ): on a donc 
 1
(P )  M

et 
 1
(P ) = h; i
 1
(s

) avec s

= sup
M
h; i. Ceci permet de voir que 
 1
(P ) est une
composante connexe de M

(cf. [7]). Comme C engendre P
?
, on conclut que 
 1
(P ) est
une composante connexe de M
T
P
.
Dans le cas general d'un polytope P 2 B
0
, on procede de la me^me facon avec la sous-
variete symplectique Z de M telle que (Z) = P . Soit P
0
une face de P . On montre alors
que Z
0
= (
jZ
)
 1
(P
0
) est une composante connexe de M
T
P
0
telle que (Z
0
) = P
0
, et donc
que P
0
2 B
0
. 2
Dans la prochaine section nous etudions pour quelles valeurs de " 2 t

les points cri-
tiques de la fonction k
"
k
2
forment une sous-variete de M .
6.1.2 Les points critiques de la fonction k
"
k
2
Le produit scalaire sur t

induit un isomorphisme lineaire j : t ! t

. Dans la suite
de cette section nous considerons deux formes d'orthogonalite: l'orthogonalite issue de la
dualite entre t et t

et la j-orthogonalite denie au moyen du produit scalaire.
Denition 6.6 Pour " 2 t

et A un sous-espace ane de t

, (";A) est le projete orthog-
onal de " sur A.
Introduisons un ensemble B qui sera par la suite l'ensemble des indices d'une partition
de l'ensemble Cr(k
"
k
2
).
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Denition 6.7 On notera B la collection de sous-espaces anes de t

donnee par
B := fA(P ); P 2 B
0
g :
Pour tout  de B, nous noterons T

le sous-tore de T engendre par Exp(
?
). On sait
d'apres le point 2) de la Proposition 6.5 que T

= Exp(
?
).
L'ensemble B nous renseigne sur les types d'orbites de M sous l'action de T . Soit T
1
un sous-groupe ferme de T et M
T
1
:= fm 2 M j Stab(m) = T
1
g  M
T
1
. Si Z est une
composante connexe deM
T
1
telle que Z \M
T
1
6= ;, le stabilisateur generique de Z est egal
a T
1
. L'image (Z) est un polytope de B
0
et  := A((Z)) est un sous-espace ane de
B qui verie
(
,!
)
?
= Lie(T
1
) ;
c'est a dire que le sous-tore T

est egal a la composante connexe (de l'element neutre) du
sous-groupe T
1
.
Le champ de vecteurs hamiltonien H
"
associe a la fonction
1
2
k
"
k
2
verie:
H
"
m
=

j
 1
((m), ")

jM
(m) ; m 2M:
Voici une premiere description des points critiques de k
"
k
2
:
Cr( k
"
k
2
) =M(H
"
) =
[
2t

M(j
 1
( , ")) \ 
 1
() : (6:34)
Demonstration: on a d(k
"
k
2
)
m
= 
(H
"
m
; :) et donc m 2 Cr(k
"
k
2
) si et seulement si
j
 1
((m), ")
jM
(m) = 0, c'est a dire m 2M(j
 1
( , ")) avec  = (m). 2
Dans la proposition suivante, nous rappelons le resultat de Kirwan [18] qui montre
que l'union dans l'egalite (6.34) est en fait nie, mais nous indexons dieremment les
composantes de Cr(k
"
k
2
).
Proposition 6.8 (Kirwan) Pour tout " 2 t

, on a
Cr(k
"
k
2
) =
[
2B
M
T

\ 
 1
((";)) :
Demonstration de l'inclusion \": On utilise l' egalite (6.34). Soient
m 2M(j
 1
(,"))\
 1
() et Z

la composante connexe deM(j
 1
(,")) contenant m.
Comme Z

est une sous-variete symplectique deM , le Theoreme 6.3 assure que (Z

) = P
est un polytope convexe. De plus, pour tout vecteur X de P
?
, m 7,! h(m);Xi est con-
stant sur Z

; ce qui implique
Z

M
T
P
M(j
 1
( , ")) :
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On voit alors que Z

est en fait une composante connexe de M
T
P
. Ceci montre que
P 2 B
0
, et notons  := A(P ) le sous-espace ane de B associe. Comme le vecteur  , "
est j-orthogonal a  et  2 , on a  = (";) et nalement m 2M
T

\ 
 1
((";)).
Demonstration de l'inclusion \": Elle est evidente puisque M
T

 M(j
 1
( , "))
pour  = (";). 2
On suppose maintenant que le produit scalaire (; ) est xe et on cherche les valeurs de
" pour lesquelles les sous-ensemblesM
T

\ 
 1
((";));  2 B forment une collection de
sous-varietes disjointes de M .
On note B
0

:= fP 2 B
0
; P   et dimP < dimg. Soient 
reg
l'ouvert de  deni
par

reg
= ,
[
P2B
0

P ; (6:35)
et M
T

red
= M
T

\ 
 1
() la reunion des composantes connexes Z de M
T

telles que
(Z)  .
Pour queM
T

\
 1
((";)) =M
T

red
\
 1
((";)) soit une sous-variete deM , il sut
que (";) soit une valeur reguliere de l'application moment restreinte a M
T

red
:

jM
T

red
:M
T

red
,!  :
Si m 2 M
T

red
est un point singulier de 
jM
T

red
, alors m 2 M
T
0
avec T

 T
0
et
dim(T

) < dim(T
0
). Dans ce cas (m) 2 P ou P est un polytope de B
0
contenu dans
, et de dimension strictement inferieure, autrement dit (m) 62 
reg
. Ainsi, si  2 
reg
,
l'image reciproque 
 1
jM
T

red
() = M
T

\ 
 1
() est une sous-variete (non necessairement
connexe) de M sur laquelle le groupe T=T

agit localement librement.
Remarquons que l'egalite (6.35) coincide, dans le cas d'une action quasi-eective, avec
l'egalite (6.33) en prenant  = t

.
Pour tout  2 B, notons W

l'ouvert de t

deni par l'egalite W

= 
reg
+ j(t

).
Proposition 6.9
1) Pour tout " 2 W

; M
T

\ 
 1
((";)) est une sous-variete (peut-e^tre vide) de M
sur laquelle le groupe T=T

agit localement librement.
2) L'ouvert W := \
2B
W

est dense dans t

et pour tout " 2 W les sous-varietes
C
"

:=M
T

\ 
 1
((";));  2 B;
forment une partition de Cr(k
"
k
2
).
Demonstration: 1) Par denition, si " 2 W

alors (";) appartient a 
reg
et donc
M
T

\ 
 1
((";)) est une sous-varitete de M .
2) Pour chaque  2 B l'ouvert W

est dense dans : l'ensemble B etant ni, l'ouvert
W est dense dans t

.
Fixons " 2 W . Soient 
1
;
2
2 B et m 2 C
"

1
\ C
"

2
. Les groupes Stab(m)=T

1
et
Stab(m)=T

2
sont tous les deux nis, ce qui donne Lie(T

1
) = Lie(Stab(m)) = Lie(T

2
)
et par suite T

1
= T

2
. Comme (";
1
) = (";
2
) 2 
1
\
2
on a pour nir 
1
= 
2
.
Les sous-varietes C
"

;  2 B sont donc disjointes. 2
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6.1.3 Exemple
Soit M une orbite coadjointe de dimension 6 de SU(3), et T le tore maximal de SU(3).
On identie t

a R
2
(muni de sa structure euclidienne usuelle), et on note  : M ! R
2
l'application moment associee a l'action de T sur M . L'image de l'application moment est
un hexagone ( voir Figure 1) ou les sommet A;B;C;D;E;F sont l'image par  des points
xes M
T
.
A
B
D
E
F
C
            Figure 1
On verie que
B
0
= ffaces de (M)g
[
f[AD]; [BE]; [FC]g :
Ici B

=
B
0
car les polytopes de B
0
engendrent des sous-espaces anes distincts.
Dans la Figure 2, l'ouvert W deni a la Proposition 6.9 est le complementaire des
droites (en traits pleins) et des segments (en traits pointilles).
Considerons, comme dans la Figure 3, e = " 2 W . Pour  2 f(AB); (CD); (EF )g, les
composantes C
"

sont vides car les projections (";) ne sont pas dans l'image de . Pour
 = t

, on a C
"
t

= 
 1
("), et si m 2 fA;B;C;D;E;Fg, C
"
fmg
= 
 1
(m) est un point de
M
T
. Pour les autres  2 B, on a represente sur la Figure 3 les projections (";) (notees
en fait b(e;)).
Dans cet exemple, on peut verier que les V-varietes M
"

sont pour tout  6= t

, soit
vides, soit reduites a un point.
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           Figure 2
A
B
CD
E
F
e
b(e,DE)
b(e,BC)
b(e,AD)
b(e,FC)
b(e,EB)
b(e,FA)
 Figure  3
6.2 Modication de la forme 
"
Nous xons pour le reste de cette section un element " 2 W .
Pour eectuer la localisation nous allons proceder de la me^me facon qu'a la section 5.
Nous modions la forme 
"
au voisinage de chaque C
"

et formons une nouvelle 1-forme
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mod
qui localisera encore les formes equivariantes fermees sur Cr(k
"
k
2
).
Pour chaque  2 B, nous faisons le choix d'un supplementaire de t

dans t que l'on
note t=t

, tel que l'on ait une decomposition T = T

T=T

ou T=T

designe le sous-tore
de T d'algebre de Lie t=t

.
On sait, d'apres la Proposition 6.9, que le groupe T=T

agit localement librement sur
C
"

. En consequence on peut choisir la structure riemannienne de M de telle facon que,
pour tout E 2 t=t

, la fonction m ! (E
M
; E
M
)
M
(m) soit constante au voisinage de C
"

,
egale a kEk
2
t
.
Dans la suite de cette partie on se place sur un voisinage tubulaire U

de C
"

dans M .
Soit N(C
"

M) le bre normal de C
"

dans M . Il se decompose en la somme de deux
bres: N
1

N
2

avec
N
1

:= Fibre normal de C
"

dans M
T

N
2

:= Fibre normal de M
T

dans M; restreint a C
"

:
On peut supposer (quitte a modier U

) qu'il existe un dieomorphisme T -invariant,
note  
1

, d'un voisinage W
0

de la section nulle de N(C
"

 M) sur l'ouvert U

de M tel
que
 
1

(m; 0) = m pour m 2 C
"

(6.36)
T 
1

jC
"

= Id l'isomorphisme canonique TW
0

jC
"

! TM
jC
"

:
Ensuite, nous remarquons que le bre N
1

est trivial au dessus de C
"

. Au moyen de
l'application moment, nous realisons l'isomorphisme de bre
 
2

: N
2

N
1

,! N
2


,!
 (6.37)
(m;w; v) 7,! (m;w;T
m
(v)) ;
ou
,!
 est la direction vectorielle du sous espace ane  de t

.
On note N

= N
2


,!
, le bre euclidien sur C
"

ou le produit scalaire sur les bres
de N
2

est induit par la metrique sur M , tandis que sur
,!
 nous avons le produit scalaire
provenant du produit scalaire de t

.
On pose W

=  
2

(W
0

) et on note  

:=  
1

 ( 
2

)
 1
l'isomorphisme T -invariant du
voisinage ouvert W

de C
"

dans N

sur le voisinage tubulaire U

:
 

:W

 N


,! U

M : (6:38)
Nous allons denir sur N

une 1-forme T -invariante 

que nous releverons, a travers
l'isomorphisme  

, en une 1-forme sur U

. Nous avons besoin du
Lemme 6.10 Soient " 2 W et  2 B. L'isomorphisme j : t ! t

permet de denir
le vecteur 

= j
 1
((";), ") de t

. Le champ de vecteurs sur N
2

engendre par 

s'annule exactement sur C
"

, c'est a dire
C
"

=M
T

\ 
 1
((";)) =M(

jM
) \ 
 1
((";)) :
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Demonstration: Supposons le contraire: N
2

(

jN
2

) 6= C
"

. Cela signie qu'au voisinage
de C
"

nous avons l'inclusion stricte M
T

 M(

jM
). Il existe donc une composante
connexe Z de M
T

telle que (Z) = P; A(P ) =  et une composante connexe Z
0
de
M(

jM
) qui contient strictement Z. On voit alors que P  P
0
= (Z
0
) ou P
0
est un
polytope de B
0
de dimension strictement superieure a celle de P : sinon Z
0
serait dans M
T

et donc egal a Z, ce qui est exclu.
Le parametre " est choisi dans W , ce qui implique a fortiori " 2 W

0
; A(P
0
) = 
0
:
cette hypothese impose que (";
0
) 62 P
1
pour tout polytope P
1
 P
0
de dimension
strictement inferieure a P
0
. Nous aboutissons donc a une contradiction puisque (";
0
) =
(";) 2 P . 2
Le groupe T=T

agit localement librement sur le bre vectorielN
2

! C
"

: considerons,
sur ce bre, une connexion euclidienne T -invariante r
N
2

qui est T=T

-horizontale:
8 Y 2 t=t

; 
N
2

(Y ) = 0 :
On rappelle que cette connexion donne une decomposition de l'espace tangent TN
2

en sous-espace vertical V N
2

et sous-espace horizontal HN
2

: TN
2

= V N
2

HN
2

. Cet
decomposition induit une projection
V
: TN
2

! V N
2

.
Denition 6.11 Soit (; )
o
la structure euclidienne sur le bre vectoriel N
2

. On note 


la 1-forme T -invariante et T=T

-basique de A(N
2

) denie par 


(Z) := (

jN
2

; Z
V
)
o
pour tout champ de vecteurs Z sur N
2

.
La forme 


est bien denie car le champ de vecteurs 

jN
2

est vertical. Cette forme
est T -invariante car le champ de vecteurs 

jN
2

, la projection
V
et le produit scalaire (; )
o
sont T -invariants. De plus, elle est T=T

-basique car pour tout Y 2 t=t

nous avons:



(Y
N
2

)(m;w) =


N
2

(

)
jm
:w; 
N
2

(Y )
jm
:w

o
= 0 :
Dans cette egalite on se sert du fait que pour X 2 t, la partie verticale du champ de
vecteurs X
N
2

en (m;w) 2 N
2

est egale a ,
N
2

(X)
jm
:w 2 N
2

jm
.
L'espace quotient M
"

:= C
"

.
(T=T

) possede une structure de V-variete [22]. Soit
F
1
; : : : ; F
r
2
une base orthonormee de t=t

. La structure riemannienne sur M permet de
denir une 1-forme de connexion 

2 A
1
(C
"

)
 t=t

sur le V-bre principal C
"

!M
"

,
comme restriction de
r
2
X
i=1
(F
i
M
;  )
M
F
i
2 A
1
(M)
 t=t

sur la sous-variete C
"

. On decompose la connexion 

:=
P
1kr
2

k

 F
k
avec 
k
2
A
1
(C
"

)
T
, et on denit une 1-forme 

sur C
"


,!
 en posant
pour (m; ) 2 C
"


,!
 ; 

(m;)
=
r
2
X
k=1

k
jm
h; F
k
i : (6:39)
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Les projections N

! C
"


,!
 et N

! N
2

denissent les injections A(C
"


,!
) ,!
A(N

) et A(N
2

) ,!A(N

).
Les formes 


et 

introduites dans la Denition 6.11 et l'equation (6.39) appartien-
nent a A
1
(N

), et permettent de denir sur N

la forme 

2 A
1
(N

):
Denition 6.12 On note 

la 1-forme T -invariante sur N

denie par


= 


+ 

:
C'est a dire: 8 (m;w; ) 2 N
2


,!
 ; 

(m;w;)
= 


(m;w)
+ h; 

jm
i :
L'application 


admet la decomposition 


= 


+


, avec 8 (m;w; ) 2 N
2


,!
,



(m;w; ) =  et h


;Xi(m;w; ) =


N
2

(

)
jm
:w; 
N
2

(X)
jm
:w

o
pour X 2 t.
L'application moment se releve a travers  

(cf. (6.38)) en une application 

=
  ( 

)
 1
denie sur W

.
La proposition suivante est le point essentiel dans la modication de la forme 
"
.
Proposition 6.13 Il existe une constante A > 0 telle que
h


; j
 1
(

, ")i(m;w; )  A(kk
2
+ kwk
2
o
) (6:40)
pour tout (m;w; ) susamment proche de C
"

. Cette minoration assure que la fonction
h


; j
 1
(

, ")i est positive sur un voisinage de C
"

dans W

.
Dans la suite de cette section, nous supposerons , quitte a restreindre U

et W

,
que la minoration (6.40) est veriee sur tout l'ouvert W

.
Demonstration: Eectuons le developpement limite au premier ordre de l'application


au voisinage de m 2 C
"

: comme T 
1

jC
"

= Id on a T

jm
= T
m
 T( 
2

)
 1
m
pour
tout m 2 C
"

. On voit donc que


(m;w; ) = (m) +T
m
(w) +T
m
 (T
m
)
 1
() +O(kwk
2
o
+ kk
2
)
= (";)+  +O(kwk
2
o
+ kk
2
) :
Dans la deuxieme egalite on se sert du fait que hT
m
(w);Xi = 

m
(X
M
; w) = 0 car N
2

est 
-orthogonal a TC
"

.
On a alors j
 1
(

,")(m;w; ) = 

+j
 1
()+O(kwk
2
o
+kk
2
), ce qui impose, sachant
que 


est nulle sur C
"

,
h


; j
 1
(

,")i(m;w; ) = h


; 

i(m;w; )+ h


; j
 1
()i(m;w; )+o(kwk
2
o
+kk
2
):
On verie ensuite que h


; 

i(m;w; ) = h


; 

i(m;w; ) = k
N
2

(

)
jm
:wk
2
o
, et que
h


; j
 1
()i(m;w; ) = kk
2
+ o(kwk
2
o
+ kk
2
).
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On obtient nalement
h


; j
 1
(

, ")i(m;w; ) = k
N
2

(

)
jm
:wk
2
o
+ kk
2
+ o(kwk
2
o
+ kk
2
):
Le Lemme 6.10 arme que le champ de vecteurs sur N
2

engendre par 

s'annule
exactement sur C
"

. En consequence l'endomorphisme 
N
2

(

) est inversible en tout point
de C
"

, et on a alors une minoration de la forme k
N
2

(

)
jm
:wk
2
o
 A
0
kwk
2
o
ou A
0
> 0, qui
est valable pour tout m 2 C
"

et w 2 N
2

jm
. 2
On se propose maintenant de modier la forme de localisation 
"
en 
mod
sans changer
l'endroit ou les formes equivariantes fermees sont localisees.
Les ouverts U

;  2 B; ont ete denis precedemment. Quitte a les restreindre, on peut
supposer qu'ils sont disjoints.
Soit U
0

le voisinage de C
"

dansM deni par: U
0

=  

(
1
2
W

) ou le terme
1
2
represente
une contraction de facteur 1=2 sur les bres de N

.
Au moyen de l'ouvert U
ext
=M ,[
2B
U
0

, on realise une partition de l'unite
f(U

; 

)
2B
; (U
ext
; 
ext
)g
de la variete M . Pour tout  2 B, les fonctions 

sont positives, a support dans U

,
T -invariantes et egales a 1 sur U
0

. La fonction 
ext
est positive, a support dans U
ext
,
T -invariante et elle verie l'equation:
X
2B


+ 
ext
= 1 : (6:41)
On peut maintenant denir la forme 
mod
et montrer qu'elle localise encore les formes
equivariantes fermees sur Cr(k
"
k
2
).
Proposition 6.14 Considerons la forme 
mod
denie par l'equation

mod
:= 
ext

"
+
X
2B


( 
 1

)

(

) :
C'est une forme T -invariante qui eectue la me^me localisation que : en particulier
f

mod
= 0g = Cr(k
"
k
2
).
Demonstration: Soit  2 B. Si C
"

= ;, le terme correspondant a  dans 
mod
est
nul. Dans le cas contraire, la forme ( 
 1

)

(

) est denie sur l'ouvert U

tandis que la
fonction 

a son support dans U

. Les formes 

( 
 1

)

(

) sont donc denies sur M et
T -invariantes.
Considerons la fonction f :M ! t egale a j
 1
(
"
) et montrons que les hypotheses de la
Proposition 3.11 sont veriees avec les formes 
"
, 
mod
et la fonction f. Notre proposition
sera alors demontree.
On remarque tout d'abord que h

; j
 1
(
"
)i = kH
"
k
2
est strictement positive en dehors
de Cr(k
"
k
2
). Soit m 2 Cr(k
"
k
2
), il existe alors  2 B tel que m 2 C
"

. L'application
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
mod
est nulle en m puisqu'au voisinage de C
"

la forme 
mod
est egale a ( 
 1

)

(

) et en
m nous avons 

jm
= 0. L'inclusion Cr(k
"
k
2
)  f

mod
= 0g est demontree.
La fonction h

mod
; j
 1
(
"
)i se decompose, d'apres la Proposition 6.13, en une somme
de fonctions positives
h

mod
; j
 1
(
"
)i = 
ext
kH
"
k
2
+
X
2B


h


; j
 1
(

, ")i   
 1

:
Supposons que h

mod
; j
 1
(
"
)i est nulle en m, alors

ext
(m)kH
"
m
k
2
= 0


(m)h


; j
 1
(

, ")i   
 1

(m) = 0; 8  2 B :
Considerons la premiere egalite:
, Soit H
"
m
= 0, ce qui implique d(k
"
k
2
)
m
= 0.
, Soit 
ext
(m) = 0. D'apres (6.41), il existe alors  2 B avec 

(m) 6= 0. Ceci
entraine que m 2 U

et h


; j
 1
(

, ")i   
 1

(m) = 0. D'apres la Proposition 6.13,
cette derniere egalite implique que m 2 C
"

. Dans tous les cas m 2 Cr(k
"
k
2
).
On a nalement demontre que 

mod
est nulle sur Cr(k
"
k
2
) et que h

mod
; j
 1
(
"
)i est
strictement positive en dehors de Cr(k
"
k
2
). 2
Dans la prochaine sous-section nous eectuons la localisation sur Cr(k
"
k
2
) au moyen
de la forme 
mod
.
6.3 Calcul de la localisation avec 
mod
Considerons, pour chaque  2 B, des fonctions 
0

2 C
1
(M)
T
telles que le support de

0

soit inclus dans l'ouvert U
0

deni precedemment, et egales a 1 au voisinage de C
"

. Si
C
"

= ; alors U
0

= ; et la fonction 
0

est nulle.
Procedons de la me^me maniere qu'a la section 3. On denit au moyen de la 1-forme

mod
l'application de localisation
 : A
1
T
(M) ,! 

A
 1
T
(U
0

)
 7,! 



()
avec


() :=


0

+ d
0


Z
1
0
i e
 itD
mod
dt


mod

 :
Au moyen des isomorphismes  

on se ramene sur les voisinages W

de la section nulle
dans N

. L'integration sur les bres de chaque N

donne au niveau de la cohomologie un
morphisme
 : H
1
T
(M) ,! 

H
 1
T
(C
"

)
 7,! 

i


()

:
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On a vu a la sous-section 3.2 que 

= lim
a!+1

a

, avec

a

=
Z
N

=C
"


00

e
 iaD

+ iD
 
Z
a
0

Z
N

=C
"


00

e
 itD




dt
!
;
avec  


(
0

) = 
00

. Dans cette derniere identite on se sert du fait que  


(
mod
jU
0

) = 

.
Pour conclure on a besoin du lemme suivant
Lemme 6.15
1)
Z
N

=C
"


00

e
 itD



= 0 ; 8 t 2 R:
2) lim
a!+1
Z
N

=C
"


00

e
 iaD

=
Z
N

=C
"

e
 iD

:
Demonstration 1): En utilisant la decomposition 

= 


+ 

on obtient
Z
N

=C
"


00

e
 itD



=
Z
N
2

=C
"

e
 itD



Z
~


00

e
 itD




| {z }
1
+
Z
~

e
 itD

 
Z
N

=C
"


00

e
 itD





!
| {z }
2
:
Le terme 2 est nul d'apres la Remarque 4.4. De la me^me facon, la forme e
 itD



ne
possede pas de composante de degre maximum dans la direction de
,!
: le terme 1 est donc
nul. 2
Demonstration 2): Considerons la contraction 
a
; a > 0, eectuee au niveau des bres
de N

! C
"

, denie par

a
: N
2


,!
 ,! N
2


,!
 (6.42)
(m;w; ) 7,! (m;
w
p
a
;

a
) :
La forme 

a une dependance lineaire par rapport a  2
,!
 et une dependance quadra-
tique sur les bres de N
2

. On a donc a

a
(

) = 

.On verie aussi que a

a
(

(X
N

)) =


(X
N

); X 2 t. Ainsi, en eectuant le changement de variable \
a
" dans l'integrale
R
N

=C
"


00

e
 iaD

on trouve
Z
N

=C
"


00

e
 iaD

=
Z
N

=C
"


00

 
a
e
 iD

:
Comme la fonction 
00

est egale a 1 au voisinage de la section nulle nous avons
lim
a!+1

00

 
a
= 1. En utilisant un argument \a la Lebesgue" on conclut nalement que
la forme
R
N

=C
"


00

e
 iaD

converge vers la forme a coecients generalises
R
N

=C
"

e
 iD

.
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Theoreme 6.16 Nous avons le diagramme commutatif suivant
H
1
T
(M)
&&
I
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
M
//



H
 1
T
(C
"

)

i

H
 1
T
(M)
(6:43)
ou i = 

i

: [

C
"

!M est l'inclusion. Le morphisme  est deni par
() = 
2B
i


()

;
avec, pour tout  2 B,


=
Z
N

=C
"

e
 iD

:
6.4 Etude de la forme 

L'espace quotient M
"

:= C
"

.
T=T

possede une structure de V-variete [17]. On rappelle
que les formes dierentielles de M
"

sont denies comme les elements T=T

-basiques de
l'algebre A(C
"

). Ces elements forment une sous-algebre A(M
"

) qui est stable par rapport
a la dierentiation exterieure. On notera H(M
"

) la cohomologie associee.
La V-varieteM
"

possede une 2-forme symplectique induite par la 2-forme 
 [24]; elle
est ainsi orientee. On a donc une operation d'integration sur H(M
"

) que l'on notera
R
M
"

.
Pour chaque composante connexe F de C
"

, on appelle stabilisateur generique de F le
sous groupe S

(F ) := \
m2F
Stab(m). On rappelle qu'il existe un ouvert dense de F sur
lequel Stab(m) = S

(F ). Soit jS

(F )j le cardinal de S

(F ). L'application F ! jS

(F )j
determine une fonction localement constante sur M
"

que l'on note jS

j.
La structure riemannienne a ete choisie de telle maniere que pour tout F 2 t=t

,
(F
M
; F
M
)
M
= kFk
2
t
sur C
"

. La 1-forme de connexion 

=
P
r
2
k=1

k

 F
k
sur le V-bre
principal C
"

!M
"

a deja ete denie.
Nous choisissons une orientation de C
"

, notee o(C
"

), qui est donnee par la relation
o(C
"

) = o(M
"

) ^ 
r
2
^    ^ 
1
: (6:44)
Dans la suite de cette section on note fF
1
;    ; F
r
2
g la base de
,!


=
(t=t

)

duale de
fF
1
;    ; F
r
2
g. Le volume vol(T=T

) est calcule avec la mesure de Haar compatible avec
la forme volume F
1
^    ^ F
r
2
. Ainsi, pour tout  2 A(M
"

), on a la relation
Z
M
"

1
jS

j
 :=
1
vol(T=T

)
Z
C
"

 ^ 
r
2
^    ^ 
1
: (6:45)
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On remarque que la forme dierentielle

r
2
^:::^
1
V ol(T=T

)
, bien que denie au moyen de la base
fF
1
; : : : ; F
r
2
g, ne depend que de la connexion 

et de l'orientation de C
"

.
Puisque le groupe T agit trivialement sur M
"

, on a
A
 1
T

(M
"

) := Hom(m(t

);A(M
"

)) et A
1
T

(M
"

) := C
1
(t

;A(M
"

)) ;
et de la me^me facon A
 1
T=T

(M
"

) et A
1
T=T

(M
"

).
On designe par S(t=t

) l'algebre symetrique sur t=t

. Pour tout element P 2 S(t=t

),
on note P (
@
@X
2



0
) l'application
P (
@
@X
2



0
) : C
1
(t) ,! C
1
(t

) (6:46)
denie pour f 2 C
1
(t) par

P (
@
@X
2



0
)f

(X
1
) =

P (
@
@X
2
)f

(X
1
+X
2
)



X
2
=0
:
L'application (6.46) peut e^tre etendue aux formes equivariantes:
P (
@
@X
2



0
) : A
1
T
(C
"

) ,! A
1
T

(C
"

) :
Soit !

:= d

la courbure du bre principal C
"

!M
"

: !

2 A
2
(M
"

)
t=t

. Dans
ce cadre, l'element e
!

2 S(t=t

)
A
pair
(M
"

) denit une operation
e
!

(
@
@X
2



0
)
: A
1
T
(C
"

) ,! A
1
T

(C
"

)
que l'on notera aussi (X
1
+ !

) :=< e
!

(
@
@X
2



0
)
; (X
1
+X
2
) > ;8 2 A
1
T
(C
"

):
Au moyen de la connexion 

, nous denissons une projection sur les elements hori-
zontaux de A(C
"

): [ ]
hor
: A(C
"

) ,! A(C
"

)
hor
:
L'application de Chern-Weil W

: A
1
T
(C
"

) ,! A
1
T

(M
"

) est determinee par
8 2 A
1
T
(C
"

); W

() := [(X
1
+ !

)]
hor
:
Cette application commute avec les dierentielles et denit un isomorphisme au niveau de
la cohomologie [12] (que l'on note encore W

).
Denition 6.17 On note k

le morphisme de Kirwan de H
1
T
(M) dans H
1
T

(M
"

) qui
correspond a la composee de l'operation de restriction i


: H
1
T
(M) ,! H
1
T
(C
"

) et de
l'isomorphisme de Chern-Weil W

: H
1
T
(C
"

)

,! H
1
T

(M
"

) :
L'espace vectoriel t se decompose, pour chaque  2 B, en la somme des sous-espaces
vectoriels t

et t=t

. Cette decomposition permet d'associer a chaque couple de fonctions
sur t

et t=t

une fonction de t. On notera  l'operation
C
 1
(t

)  C
 1
(t=t

) ,! C
 1
(t)
( f ; g ) 7,! f  g :
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Elle est denie par la relation: 8(X)dX 2m(t)
< f  g; (X)dX >:=< f;< g; (X
1
+X
2
)dX
1
> dX
2
>
avec X
1
2 t

;X
2
2 t=t

et la mesure de Lebesgue dX que l'on decompose (de maniere
non canonique) en un produit dX = dX
1
dX
2
de deux mesures de Lebesgue sur t

et t=t

.
Ce \produit" peut e^tre deni de la me^me facon sur les formes a coecients generalises:
A
 1
T

(C
"

)A
 1
T=T

(C
"

) ,! A
 1
T
(C
"

) (6.47)
(  ;  ) 7,!    :
Nous allons maintenant donner une nouvelle expression de la fonction generalisee 

.
On rappelle que


=
Z
N

=C
"

e
 iD

;
avec la forme T -invariante 

= 


+ 

.
La forme 


a ete denie au moyen d'une connexion T=T

-horizontale: 


(X
N

) = 0
pour tout X 2 t=t

, tandis que la forme 

verie 

(X
N

) = 0 pour tout X 2 t

. On voit
donc que D

(m;w;)
(X
1
+X
2
) = D


(m;w)
(X
1
)+D

(m;)
(X
2
) pour (X
1
;X
2
) 2 t

 t=t

,
m 2 C
"

,  2
,!
, et w 2 N
2

jm
.
On peut donc ecrire 

sous la forme


(X
1
+X
2
) =
 
Z
N
2

=C
"

e
 iD


!
(X
1
) 

Z
~

e
 iD


(X
2
) ; (6:48)
avec (X
1
;X
2
) 2 t

 t=t

. La forme X
1
!
R
N
2

=C
"

e
 iD


(X
1
)
est la restriction a T

de
la forme Eul
 1


(N
2

) 2 A
 1
T
(C
"

). D'apres le Lemme 6.10 le champ de vecteurs sur N
2

engendre par 

s'annule exactement sur C
"

. La forme Eul
 1


(N
2

) est donc bien denie
puisque l'Hypothese 4.1 est veriee.
D'autre part, on constate que pour Y 2 t=t

c(Y
C
"

) Eul
 1


(N
2

) = ,i
Z
N
2

=C
"

c(Y
N
2

)(d


)e
 iD


= 0 :
La forme Eul
 1


(N
2

) appartient donc a A
 1
T
(M
"

).
Denition 6.18 On note Eul
 1


(E

) 2 A
 1
T

(M
"

) la restriction de la forme Eul
 1


(N
2

)
a T

.
Remarque: La notation E

est celle du V-bre vectoriel N
2

=(T=T

)!M
"

.
Les formes
R
~

e
 iD

associees a une action libre ont ete introduites par Kumar et Vergne
dans [19], Proposition 79. Dans le cas present, on a besoin de connaitre l'orientation de
,!
.
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Le bre vectoriel N
1

est le bre normal de C
"

dans M
T

: il est oriente par la forme
symplectique 
. Nous avons, gra^ce a la trivialisation (6.37), identie N
1

a C
"


,!
.
L'orientation, o(C
"

), de C
"

a ete denie au moyen d'une base F
1
;    ; F
r
2
de t=t

par
l'egalite (6.44). Par un calcul soigneux, on verie que
o(N
1

)

=
o(C
"

) ^ dF
1
^ : : : ^ dF
r
2
: (6:49)
Nous pouvons donc integrer sur
,!
 qui est oriente par dF
1
^ : : : ^ dF
r
2
.
Denition 6.19 Soit !

la courbure du V-bre principal C
"

! M
"

. Cette donnee
determine la forme equivariante (X
2
, !

) 2 A
 1
T=T

(M
"

) par la formule
< (X
2
, !

); (X
2
)dX
2
>= (!

) vol(T=T

; dX
2
);
pour toute fonction  2 C
1
(t=t

). Dans cette expression dX
2
est une mesure euclidienne
sur t=t

et vol(T=T

; dX
2
) est le volume du groupe T=T

pour la mesure de Haar compatible
avec dX
2
.
Les formes du type (X
2
,!

) sont aussi introduites par Kumar et Vergne dans [19, 23],
sans utiliser la forme lineaire dX
2
! vol(T=T

; dX
2
) . L'egalite
Z
~

e
 iD

(X
2
) = (2i)
dim
(X
2
, !

) ^

r
2
^ : : : ^ 
1
vol(T=T

)
(6:50)
decoule de la Proposition 80 de [19].
Proposition 6.20 1) Nous avons l'egalite suivante dans A
 1
T
(C
"

) :


(X) = (2i)
dim
Eul
 1


(E

)(X
1
)  (X
2
, !

) ^

r
2
^ : : : ^ 
1
vol(T=T

)

2) Pour toute forme  2 A
1
T
(C
"

)

i


() ^ 


(X) = (2i)
dim

k

() Eul
 1


(E

)

(X
1
)  (X
2
, !

) ^

r
2
^ : : : ^ 
1
vol(T=T

)

Demonstration: Le point 1) decoule des egalites (6.48) et (6.50). Pour demontrer le
deuxieme point, il sut de voir que (X)^

1
t

 (X
2
,!

)

= (X
1
+!

)  (X
2
,!

),
et que pour toute forme  2 A(C
"

) qui est T=T

-invariante, on a  ^ 
r
2
^ : : : ^ 
1
=
[]
hor
^ 
r
2
^ : : : ^ 
1
. 2
Le Theoreme 91 de [19] montre que l'application
m

: H
 1
T

(M
"

) ,! H
 1
T
(C
"

)
denit par m

()(X) = (2i)
dim
(X
1
)  (X
2
, !

)
k

k
= vol(T=T

), est un isomor-
phisme, et on voit que pour tout  2 H
1
T
(M)
i


()

= m


k

() Eul
 1


(E

)

:
En modiant le diagramme (6.43) avec les isomorphismes m

, on obtient le
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Theoreme 6.21 Notons 
0
= 

m
 1

  et j = 

i

 m

. Nous avons le diagramme
commutatif suivant qui precise (6.43):
H
1
T
(M)
&&
I
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
N
//

0


H
 1
T

(M
"

)

j
H
 1
T
(M);
(6:51)
avec 
0
() = 

k

() Eul
 1


(E

) pour tout  2 H
1
T
(M).
La variete M est orientee par sa forme symplectique. L'integration sur M des formes
equivariantes denit un morphismeH
 1
T
(M)! C
 1
(t). En utilisant la formule d'integration
(6.45) on obtient nalement l'expression suivante de
R
M
.
Theoreme 6.22 Soient " 2 W et  2 A
1
T
(M) une forme fermee. Nous avons dans
C
 1
(t) l'egalite
Z
M
 =
X
2B
I
"

();
ou I
"

() est la fonction generalisee de support t

denie par
I
"

()(X
1
+X
2
) = (2i)
dim
Z
M
"

1
jS

j
k

()(X
1
) Eul
 1


(E

)(X
1
)  (X
2
, !

) :
Dans cette formule les variables X
1
et X
2
sont dans t

et t=t

.
Pour toute forme  2 H
1
T
(M) a decroissance rapide sur t, nous avons
Z
Mt
(X)dX =
X
2B
(2i)
dim

 
Z
M
"

t

1
jS

j
k

()(X
1
) Eul
 1


(E

)(X
1
)dX
1
!
vol(T=T

; dX
2
):
Exemple 1 Si  = fpg est un sommet du polytope (M), alors C
"

= F = 
 1
(p) est
une composante connexe de M
T
. Nous avons
X 2 t; I
"
fpg
()(X) =
Z
F
i

F
()(X) Eul
 1

p
(N
F
)(X) ;
ou N
F
est le bre normal de F dans M et 
p
= j
 1
(p, ").
Exemple 2 Si  = t

, alors C
"

= 
 1
(") et M
"

correspond a la variete reduite
M
"
:= 
 1
(")=T . D'apres le Theoreme 6.3 elle est connexe; ainsi jS
"
j designe un entier
non nul. Nous avons
X 2 t; I
"
t

()(X) =
(2i)
dimT
jS
"
j
Z
M
"
k
"
()(X , !
"
) ;
ou k
"
: H
1
T
(M) ,! H(M
"
) correspond a l'application de Kirwan.
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