ABSTRACT Extreme learning machine (ELM) has become a powerful machine learning approach in realworld applications. However, researchers noticed that the assignments of the hidden nodes and the scale determination of the hidden layer can affect the performance of the ELM. In this paper, we developed a new constructive method to improve the efficiency of the model by evolving the hidden nodes with multi dimension particle swarm optimization and applying an influence value for each node to constrain the effect of each node, which prevents the model construction from becoming greedy. Experiments show that the performance of the proposed algorithm relatively declines when the candidate pool consists of a small number of nodes.
I. INTRODUCTION
In recent decades, machine learning algorithms have become increasingly popular [1] - [4] . In particular, the support vector machine [5] - [8] and neural networks [9] - [11] have been widely used in real-world applications [12] - [14] for their superior generation ability. Among several machine learning methods, extreme learning machine (ELM), which is a type of single-layer feedback networks (SLFN), has gained great importance since its proposal by Huang et al. [15] . By randomly assigning the hidden nodes and avoiding tuning the weights of the nodes, the ELM learns at a high speed. In addition, to calculate the output weights with the least mean square (LMS) instead of updating the output weight at each iteration, the method has a great generation ability [16] . Therefore, over the decades, ELM has been popular for both classification and regression problems in real-world applications [17] - [19] . However, because of the random and fixed assignments of the hidden nodes, the performance of the ELM can be limited by the assignment of the hidden nodes and construction of the hidden layer. Thus, it is necessary to provide construction methods for the ELM model.
Because the hidden nodes of the ELM are randomly assigned and fixed during the learning process, the generation ability of the ELM model is likely to be affected by the settings of the weights and bias of the hidden nodes.
In recent years, many studies have helped improving the generation ability of the hidden nodes using Cholesy factorization [20] , recursive orthogonal least squares (ROLS) [21] and evolutionary algorithm (EA) [22] . Among all types of methods to improve the accuracy of the hidden nodes in the ELM, EA-based methods have been quite popular because of their good generation abilities. There are two typical EA-based approaches: genetic algorithm (GA) and particle swarm optimization (PSO), which are widely used to solve the optimization problems of neural networks [23] - [26] .
Proposed by Holland, the GA method is a heuristic search method for optimization problems, which is inspired by natural evolution [27] . Several studies have proved that GAs can improve the performance of ELM by optimizing the hidden nodes of the model [18] , [28] , [29] . Duabhui and Monther [30] developed a novel destructive algorithm of ELM called GAP-ELM using GAs, which prunes unnecessary or similar hidden neurons with equal performance.
The performance of their algorithm shows that GAP-ELM has the greatest accuracy with the fewest hidden nodes. Despite the improved performance of the neural network by GA methods, the algorithms may suffer from permutation problems and noisy fitness evaluation, which cause inadequate evolution [26] .
PSO is another powerful EA method that is notably different from GA. Without any complicated generalization operators, PSO is largely based on stochastic processes. In recent years, this type of algorithm has been widely used to optimize the ELM parameters and to improve the generation ability of the hidden layer of the model [31] - [33] . In [34] , a new hybrid approach called SDPSO-ELM was proposed by Zeng et al., which combined the ELM with the switching delayer PSO method to optimize the weights and bias of the hidden nodes. Their results show that with the optimization based on SDPSO, the algorithm can achieve great forecasting results compared to those of several classic algorithms. An improved incremental constructive SLFN, which combines ELM and PSO to determine the structure of SLFN, was proposed by Han et al. [23] based on both ELM and PSO to determine the structure of SLFN. The experiment shows that their proposed algorithm obtains higher regression accuracy and greater condition value with fewer hidden nodes than those of other ELMs. However, because the particle can only converge to its optimal value, the generation results are likely to be trapped in local optima. To prevent the swarms from being trapped in local optima, an effective approach is using different swarms to converge different peaks and track them with environmental changes. In [35] , Blackwell successfully proposed a multi swarm optimization approach, which significantly outperformed single-population PSO. However, for these types of algorithms, the dimension of the hidden nodes is generally fixed at the same value, whereas in real-world applications, the fixation of the input vectors for the nodes can vary. Therefore, the generation ability can be negatively affected by the selection of input vectors and dimension of each node.
To improve the structure of the ELM machine, studies have attempted to determine the appropriate size for the hidden layer of ELM. In recent years, such methods can be generally classified into two types: destructive approach and constructive approach. Destructive approaches such as pruned ELM (P-ELM) [34] and optimal pruning ELM (OPELM) [36] initialize the neural networks with the largest size and eliminate the hidden nodes to obtain an effective hidden layer for the model. P-ELM uses chi squared and information gain (IG) to evaluate the relevance between the hidden nodes and class labels to remove the hidden nodes with low relevance. Comparatively, OPELM first ranks the hidden nodes using the multi response sparse regression (MRSR) algorithm and subsequently selects the hidden nodes through a leave-oneout (LOO) validation. Although the destructive method has been widely used in real-world applications [37] - [40] , it is difficult for OPELM to determine the adequate size of the network to begin the pruning process, so the generated network has unnecessary hidden nodes.
Unlike the destructive approach, the constructive approach first generates a candidate pool and subsequently selects the hidden nodes step by step until the hidden layer is formed. The most classical constructive methods are the incremental ELM (I-ELM) [40] and error-minimized ELM (EM-ELM) [42] , both of which revolve around the hidden nodes and update the output weights. In recent years, effort has been made to improve the performance of these two methods. Jin et al. [43] proposed an incremental ELM based on the generalized inverse, which could improve the accuracy of the constructive ELM. However, the algorithm stops the selecting phase when the performance satisfies the requirement, which limits the generation ability of the model.
Recently, Lan et al. proposed a new solution for the problem, which is called the constructive hidden node selection method for ELM (CS-ELM) [44] . Unlike the formal constructive method, CSELM adds the hidden nodes by MRSR into the hidden layer and determines the dimension of the final constructed hidden layer based on the Cp criterion. Experiments have proven that CS-ELM performs better than do other construction methods of ELM. However, similar to the other constructive method, this algorithm adapts the forward step (FS) strategy in selecting the hidden nodes, which can make the selection greedy. Although CS-ELM sets a step size to prevent this problem, it is difficult to guarantee that the selected hidden nodes can obtain optimal performance.
The proposed method is motivated by combining the construction of the ELM structure and the optimization with hidden nodes. The greediness of the processes are relatively high for the state of art construction approaches of ELM. Also, to our best knowledge, most optimization methods for hidden nodes in ELM are easily trapped into local minima and ignore the effects on the selections of the input vectors. Both two weaknesses can lead to the constructed ELM model with premature optimization. To overcome the problem, we developed a novel construction approach for ELM by optimizing the hidden nodes with MDPSO method and introducing the influence value into the ELM model to constrain the influence of each hidden node. The main contribution of the paper includes:
1) The proposed algorithm developed a novel optimization method for assignments of quantive values and dimensions of weights and bias in the hidden nodes by combining the selection of input vectors based on entropy ratio and the evolution of the weights and bias in hidden nodes with MDPSO method based on maximizing the cumulative correlation. For each node, the weights of the corresponding input factors are updated with the range of the entropy ratio of each factor to improve the flexibility of the generation abilities of the hidden nodes. 2) In the proposed algorithm, the influence value is introduced into the construction of the ELM to constrain the effect of each hidden nodes on the construction of the model, which prevents the ELM model from becoming greedy and trapped in the local minima. The influence nodes are evolved and estimated based on the Cp criterion, and the value is updated using the PSO method or GA method because the value is estimated with the average estimation of the population using Grubbs' criterion. The experiments shown that our algorithm can achieve higher accuracy than the classical constructing methods and several state-of-art methods, while the hidden layer contains fewer hidden nodes with lower dimension connected with the input neurons, which simplifies the structure of the ELM model.
The remainder of the paper is organized as follows: first, the general framework of the proposed algorithm is introduced in the Section II. Then, Section III presents the details of the algorithm. Section V shows the experiments of the proposed algorithm. Finally, the conclusion is drawn in Section VI.
II. GENERAL FRAMEWORK OF THE PROPOSED ALOGRITHM A. STRUCTURE OF THE ELM MODEL
As shown in Fig. 1 , the basic ELM model can be considered a single-hidden-layer feedback network (SLFN), which contains three parts: the input layer, the hidden layer and the output layer. The input layer is the input factors given by the users, whereas the hidden layer contains the nodes with randomly assigned weights and bias. According to the output of the hidden nodes and the expected response, the method calculates the weights of the output layer via Moore-Penrose inverse. Because of the simple structure and calculation method, ELM is much faster than other types of machine learning approaches are. However, because of the random assignment of the hidden nodes, it appears difficult to guarantee the scale of the hidden layer or the dimension of each hidden node. Therefore, series of constructive methods have been developed by researchers to achieve the high efficiency of the ELM structure. These studies show great performance for node generation. However, most methods use a greedy method to determine each hidden node in the model, which likely makes the final solution trapped into local minima.
Therefore, in this paper, we apply the influence value of the hidden nodes into the original structure to improve the efficiency of the ELM model and search for less greedy solutions than those of existing methods. Generally, the influence value effects on the construction process of the ELM by limiting the influence of each hidden nodes, which decreases the greediness of the procedures to prevent the premature optimization of the model. Unlike the output weights and hidden weights of ELM, which are used to improve the generation accuracy directly, influence value controls the evolution of the model during the constructions by constraining the influence of hidden nodes. Instead of directly training the output weights by the selected hidden node or determining the influence value based on the direction of the changes in the current response of the model, a new method to determine the proper value of the hidden node is proposed based on EA methods to decrease the greediness of the training phase.
B. PROCEDURES OF THE CONSTRUCTION OF THE MODEL
As mentioned, there are two tasks in optimizing the structure of the ELM model. One task is to optimize each hidden node and determine the dimension of the hidden node to ensure the generation ability of the nodes. The other one is to determine the effect of the selected hidden node on the ELM model.
To solve these two problems, EA methods are adapted to evolve the weights and bias of the hidden nodes and calculate the proper influence weights for each node. With the MDPSO, the weights and dimensions of the hidden nodes are evolved by maximizing the cumulative correlation between the output of the nodes and the residual error of the current model. During the MDPSO process, the objective function is selected as the cumulative correlation between the output of hidden node and the residual error of the current model. To optimize the weights and bias of the hidden nodes, the global best hidden node and the personal best hidden nodes are updated by maximizing the objective function. After updating the global best hidden node and the personal best hidden nodes, the hidden nodes of the swarm will be evolved based on the best hidden nodes and will be regarded as the particles in the next iteration. After the optimal hidden nodes are generated, a new optimization approach is developed to determine the influence values of the selected hidden nodes to improve the efficiency of the constructed model.
The procedure of the construction method is presented in Fig. 2 with three main parts: initialization, construction and training.
For the initialization, a candidate pool is formed from hidden nodes with randomly assigned weights and bias.
For the construction, first, use the MDPSO method to construct optimal hidden nodes with maximum cumulative correlation between the hidden node output and the residual error of the current model. To improve the generalization ability, the method uses the entropy ratio to pick the proper input factors to construct the proper weights in the hidden node. After selecting the hidden node, the tree search and EA methods are applied to determine the influence value of the node until determing the entire series of the hidden nodes and their influence values. Finally, for the training, we use the Cp criterion to determine the dimension of the hidden layer and train the constructed model with the determined hidden layer.
III. PROPOSED ALORITHM A. GENERATION OF THE HIDDEN NODE
To obtain the proper hidden node with both weights and dimensions optimized for the current ELM model, in this section, a method to generate the hidden node considering the optimization of the weights in the hidden nodes and selection of the factors in the data is proposed, which combines the multidimensional PSO and entropy ratio. The main task is to select the proper factors and evolve the weights and bias of the nodes according to the selected factors. Fig.3 shows the procedure of the generation phase. Until all factors become selected or the dimension of the hidden node is maximal, new factors will be considered to improve the generation ability of the hidden nodes. For each unrelated factor, the entropy ratio of the factor is calculated to evaluate the prediction ability when it is added into the model. For the i-th factor, the entropy ratio is presented as follows:
where x ji is the input of the i-th factor in the j-th data, and t j is the expected response of the j-th data. x selected is the set that contains all inputs of the selected factors, and p(x ji, x selected, t j ) is the distance of the j-th data and the nearest neighbor.
Among all unselected factors, the factor with the minimal entropy ratio is considered as the optimal factor to add into the model. Therefore, x selected is updated by adding the optimal factors into the sets.
To access the optimal hidden node with the selected factors, the multidimensional PSO is adapted to evolve the hidden nodes.
For the initial swarm, the weights according to the former selected hidden nodes are identical to the swarm from the last round, and the weights of the selected factor in this round are initialized as the weights according to the candidate pool. Thus, the initialization of the current swarm can be considered the addition of the weights of the selected factor into the last generated swarm. The velocity of each particle of the swarm is randomly assigned.
After the initial swarm is generated, evolve the swarm using the MDPSO method as follows.
First, the objective function of the MDPSO process is selected as the cumulative correlation between the hidden node and the residual error of the current model. For the i-th hidden node during the k-th hidden node's construction, the objective function can be represented as:
where y (k) is the output of the current model in k-thhidden node construction and h k,i is the output of the i-th hidden node in k-th hidden node construction. Next, the personal best values and global best values of the swarm are updated by maximizing the objective function:
Then, update the particles based on the best particles:
In the last iteration, the global best particle is regarded as the optimal hidden node with this dimension.
After the global best nodes with all dimensions are generated, we select the node with the maximum correlation as the optimal node for the current model. In summary, the generation procedure is shown in Fig. 4 . First, set the value of particle swarm as NULL. Then, select the factors step by step and evolve the weights of each particle by MDPSO. For each dimension, record the global best node as the optimal node with this dimension. After all the proper nodes have been generated, determine the optimal node for the model by maximizing the correlation between the output of the hidden node and the residual error.
After determining the selected hidden node, calculate the output of the existing hidden nodes for the current model with the full effect of the selected node as follows: where H p is the output of the existing hidden nodes in the model, and h is the output of the selected hidden node. In addition ''+'' is the pseudo-inverse operation.
B. DETERMINE THE INTFLUENCE VALUE
To maximize the generation ability of the ELM model and prevent the generalized solution from becoming greedy, the effect of the selected node is constrained by a weight a to more properly construct the entire hidden layer. Here, the algorithm uses an optimization approach mainly based on the PSO method and tree search to evolve the optimal setting of a. As shown in Fig. 5 , the proposed algorithm generates a potential value of a for the particles in the swarm, and obtains the optimal remaining hidden nodes and their influence values based on the tree search, and then feeds back the Cp value of each solution. Next, the algorithm regards the optimal solution and corresponding potential value as the optimal solution.
The general framework of the method contains three parts: generalizing the potential hidden layer with the candidate effect, updating the personal best solution and global best solution, and updating the potential value based on the PSO or GA approach, which is determined by the quality of the corresponding ELM model. The steps of the determination approach are shown in Fig. 6 .
To determine the proper value of the effect for the hidden node, the first step is to assign the potential value of the effect with uniform distribution to access the maximum search space, which can be represented as:
For each potential influence value, there is an optimal series of remaining hidden nodes for the current model to achieve the optimal generation ability. Therefore, tree search method is applied to construct the remaining part of the hidden layer by setting the influence value. The details are as follows:
First, update the current response with the output of the hidden node with the influence value setting as a i , which can be represented as:
Then, regard y' as the output response of the current model and search for the remaining hidden nodes to construct the ELM model.
Until the ELM has formed, estimate the performance based on the Cp criterion to determine the quality of the model, which is shown as: (16) where RSSp is the residual sum of squares of the current model for the validation data; σ 2 is the variance of the residual error of all generalized models; n is the number of observations of the validation data; and p is the number of hidden nodes maintained in the model. The personal best solution and global best solution of the influence value are updated by minimizing the Cp criterion with the method in Section II.
To evolve the influence value of the selected nodes, the method uses two different approaches to update the values because of the different performance of the constructed model with the value based on Grubbs' criterion. When the influence value is suitable for the generalization, the influence value is updated by the PSO method. Otherwise, the influence value is calculated as the combination of the current value and the enlist value of the population based on the GA method. After all influence values have been updated, estimate the performance again and update the value until the last iteration.
C. CONSTRUCT AND TRAIN THE OPTIMAL MODEL
After the determination of the hidden nodes and its influence value, select the series of hidden nodes with maximum Cp as the potential hidden nodes for the optimal hidden layers.
To determine the dimension of the hidden nodes in the model, calculate Cp and select the dimension with maximum Cp as the dimension of the optimal model. In particular, since it is difficult to estimate σ 2 of the series of hidden nodes, σ 2 is replaced by the mse of the model with a full number of hidden nodes. After constructing the hidden layer of the ELM, calculate the output weights of the model with both training data and validation data.
IV. EXPERIMENTS
In this section, two benchmark experiments were conducted to evaluate the performance of the proposed algorithm. First, a benchmark experiment was conducted with the approximation problem of the ''SinC'' function to test the effect of the influence values in the proposed algorithm. Next, the performance of the proposed algorithm was compared with popular ELM methods (basic ELM [14] , EM-ELM [26] , CS-ELM [43] and SD-PSO-ELM [33] ) on real-world application problems. All experiments were conducted in the MATLAB 2016a environment on a laptop with CPU 2.90 GHZ and 4 GB RAM. For all prediction applications, the input data have been normalized into [−1,1], and the activation function in these methods is a simple sigmoidal function.
A. BENCHMARKIING WITH APPROXIMATION OF THE 'SINC' FUNCTION WITH NOISE
To test the effect of the influence value of the hidden nodes on the performance of the proposed algorithm, the approximation of the ''Sinc'' function is applied to evaluate the relationship between the influence value and the performance:
There are 5000 randomly distributed data points on (−10,10) with large uniformly noise distributed from [−0.2,0.2] in the training set. The testing set includes 5000 data points without noise, which are also randomly distributed on (−10,10). To show the effect of the settings of the influence value, the performance of the proposed algorithm was compared with the basic ELM and CS-ELM. The maximum number of hidden nodes is set to 20 for all the algorithms. For the average performance, each experiment is conducted 30 times.
The performance of three algorithms is shown in Table 1 . The proposed algorithm clearly accesses the highest accuracy VOLUME 6, 2018 FIGURE 6. Determination of the effect for the selected node. with the fewest hidden nodes because the optimization of the hidden nodes increases the generation ability of the model. Figure 7 shows the settings of each node for the model and relationship between the number of nodes with training and the number of hidden nodes with three algorithms, which shows that the proposed algorithm can improve the generation ability of the ELM by adjusting the effect of each node on the model. Finally, an experiment was conducted to find the distribution of the influence value in the swarm of the single node. In this experiment, the distribution of the influence values of the ninth hidden node in the swarm is recorded at each iteration, as shown in Fig. 9. From Fig.9 , the potential influence values are evolved into different distribution to generate optimal hidden nodes. It can be seen that in first iteration, the range of the potential influence is from 0 to 1. During the PSO process,the range of influence values in the swarm come to smaller and the training accuracy of the particles come to lower during the process.
B. PERFORMANCE COMPARISON
To evaluate the proposed algorithm, eight benchmark problems were applied to compare the performance of the proposed algorithm with the original ELM, EM-ELM, CS-ELM and SDPSO-ELM. The benchmark data sets are Servo, Boston housing, Airfoil, Abalone, Combined cycle power plant (CCPP), Condition-based maintenance of naval propulsion (CBM) and UJIIndoorLoc, all from the UCI machine learning repository [44] , whose details are shown in Table 2 . Table 3 shows the parameter settings of the algorithms. The activation functions of all algorithms were set as the sigmoidal additive function. The experiment was conducted 30 times for the average evaluation. Table 4 shows the performance of the five algorithms. The proposed algorithm has higher or comparable accuracy than that of other algorithms in most cases probably because of the effects of the influence value and optimization of the hidden nodes. Fig.10 shows the comparison in size of the model, which shows that the number of hidden nodes has been largely decreased in the proposed algorithm as a result of the improvement of the generation ability of the model.
Meanwhile, the dimension of each hidden nodes in the network and corresponding training accuracy is presented in Fig. 11 . It can be seen that the proposed algorithm generate hidden nodes with different dimensions of the input vectors to improve the training accuracy. As accumulating hidden nodes in the model, the training accuracy decreases at high speed then comes to slower as the number of hidden nodes come large enough Figures 12 and 13 show the relationship between the number of candidate nodes and the performance and the relationship between the iteration of PSO processes and the performance in the case of Abalone. The performance of the proposed algorithm relatively decreases when the candidate pool consists few nodes, which makes insufficient hidden nodes for the PSO evolution. When more nodes are added into the candidate pool, the method will perform better and become stable. Meanwhile, the performance of the algorithm is limited when the PSO iteration is not sufficient and improved when there are sufficient iterations to search the optimal solutions. Therefore, setting proper L max and iteration numbers can benefit the performance of the algorithm.
V. CONCLUSIONS
During the last decade, it has been noticed that the scale of the ELM model and the assignment of hidden nodes in the model can affect the performance of the constructed model. Studies have concentrated on how to optimize the generation ability of each hidden node. However, most studies ignore that the effect of each node can also affect the constructions of the hidden layer, which makes the construction greedy.
In this paper, the MD-PSO method is applied to optimize the hidden nodes and introduces the influence value into the ELM model to improve the generation ability by adjusting the effect of each hidden node. For each node, MD-PSO is used to generate the optimal weights and bias by maximizing the cumulative correlation and adding it into the hidden layer with its adjusted influence value, which is calculated with the EA method and tree search based on minimizing the Cp value.The experiments show that the proposed algorithm can achieve higher accuracy with lower size of the ELM model in comparison with that of the state-of-art ELM methods. The training accuracy can quickly decrease and stabilize with the increase in number of hidden nodes and iteration of the PSO approach. Future work includes the proper assignments of the iterations of the evolution phases. Meanwhile, how to decrease the time consumption of the optimization method is another focus of the following study. 
