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We present a novel approach for analyzing the experimental voltage-current curves of a polymer electrolyte membrane ~PEM! fuel
cell. State-of-the-art numerical models involve many poorly known parameters. This makes a comparison of numerical and
experimental polarization curves unreliable. We suggest characterizing the cell by first using a simplified analytical model, which
contains a minimal number of parameters and ignores three-dimensional ~3D! effects. The resulting physical parameters are then
used as input data for a 3D numerical simulation of the PEM fuel cell. Comparison of experimental, analytical, and numerical
polarization curves enables us to estimate the contribution of 3D effects to the voltage loss. This procedure is performed using
specially designed experiments, our recent analytical model, and the newest version of a numerical quasi-3D model of a cell. The
results show that this approach may serve as a tool for the optimization of the flow field design.
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determined by several tens of parameters, which describe fundamen-
tal electrochemical and physical properties of the membrane elec-
trode assembly ~MEA!, operational conditions, geometry of the
MEA, and the structure of the flow field. Many of these parameters
are strongly coupled. For instance, an increase in temperature im-
proves the kinetics of the electrochemical reactions but decreases
water content and conductivity of a polymer electrolyte membrane
~PEM!. The overall effect of temperature variation hence depends on
the humidification conditions, which in turn depend on the geometry
of the flow field. This chain of dependencies is typical for PEM fuel
cells. Obviously, experimental investigations of these dependencies
are time consuming and expensive, thus the use of modeling activi-
ties is desirable.
The basic features of fuel cells can be analyzed with one-
dimensional 1D models that take into account transport across the
cell and ignore any variations along the cell surface.1-6 Two-
dimensional ~2D! models7-22 give more detailed information, gener-
ating a map of parameters in a cross section of the MEA in one of
the two planes: across-the-channel ~x-y plane, Fig. 1! or along-the-
channel ~x-z plane, Fig. 1!. In essence, either model disregards the
distribution of the parameters in the other plane.
The most detailed information is provided by fully three-
dimensional ~F3D! models.23-28 However, these models are very
time consuming. To reduce the run times, usually just a small frag-
ment of the fuel cell is simulated ~3D element, Fig. 1!, which typi-
cally covers a 10 cm distance along the channel ~in Ref. 25 and 28
small cells with a meander-like flow field are simulated!. The effects
specific to large cells with long meander channels are beyond the
scope of F3D models. Probably for efficiency, the catalyst layers in
Ref. 23-27 are replaced by infinitely thin interfaces. Our results
show that the distribution of the reaction rate over the catalyst layer
volume can be strongly nonuniform. This nonuniformity consider-
ably affects the cell performance and should not be ignored.
F3D models do not utilize explicitly the advantages that stem
from the remarkable feature of fuel cells: the cell sandwich is essen-
tially a two-scale system with dramatically different transport prop-
erties on the small and large scales. The channel for the feed gas
supply can be up to several meters long and has a hydraulic perme-
ability on the order of 10−6 cm2. The MEA is only several hundred
micrometers thick, and the permeability of the backing layer varies
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here.
The cell performance is depicted by voltage-current curves that
summarize the voltage losses required to generate a given current.
Several empirical equations for cell performance curves have been
offered.29-33 Although they provide an excellent fit to the experimen-
tal curves, these equations contain terms that physically are not fully
justified.
An equation for the voltage-current curve based on an exact
asymptotic solution of the transport equations across the cell was
derived in Ref. 34. In Ref. 35 this equation was further extended to
take into account the effect of the finite oxygen stoichiometry ratio l
~the ratio of oxygen flux supplied to the cell to the flux of oxygen
required to generate the given current!. The resulting expression was
used to fit the experimental voltage-current curves of a cell. This
procedure gave reasonable values for the basic kinetic and transport
parameters of the MEA.35
Can the results of fitting of the experimental polarization curves
serve as input parameters for a more sophisticated Q3D modeling,
and what would then give the comparison of analytical, numerical,
and experimental performance curves? This work aims to answer
this question. Multidimensional models usually involve up to 50
parameters, which are taken from the literature. With this number of
parameters, the fitting of model results to experimental data is dif-
ficult and time consuming. Generally, it is not clear which parameter
should be varied to fit the experimental curve. The situation is even
more complicated if a set of performance curves rather than a single
curve is fitted.
In contrast, fitting with a simple analytical formula is fast and
straightforward. Parameters obtained from fitting can then be used to
simulate the curve with a multidimensional ~Q3D or 2D! model.
Both the analytical and the numerical model must be based on the
same physical assumptions; in other words, the numerical model
should involve a minimal number of parameters. In this work, we
demonstrate that this approach enables us to characterize MEAs, to
evaluate the cell design, and to estimate the contribution of 3D
effects to the cell performance.
Experimental
The experiments were performed with a single PEM fuel cell
with an active area of 18 cm2 ~Fig. 2!. The cell is assembled with a
subgasketed-style catalyst-coated membrane by Gore ~Primea Series
5620 Mesga!. The thickness of the proton conducting membrane
between the electrodes is 35 mm, and platinum was used as the
catalyst. The catalyst loadings on the anode and cathode were 0.4
and 0.6 mg cm−2, respectively.
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catalyst-coated membrane. To prevent gas leakage and to avoid ex-
cessive compression of the gas-diffusion layer, gaskets made of
NBR material surrounded the diffusion layer. To ensure sufficient
electrical conductivity, the diffusion layer was compressed to 40%
of its original uncompressed height of 0.38 mm. The MEA was
positioned between two composite-graphite current collector plates
with ribbed channels for the distribution of the reactant gases. The
serpentine flow configuration consists of three parallel meander
channels. The channels were 1 mm deep and 1 mm wide and were
separated by ribs ~lands! of 1 mm width. Anode and cathode flow
fields were identical.
The cell was installed between gold-coated stainless steel end
plates. The cell components were held together with a set of tie rods
positioned around the periphery of the cell. The tie rods were tight-
ened with a torque wrench to ensure even distribution of the com-
pressive force. At low current densities, the cell did not reach the
desired operating temperature itself, and electrical heaters were
placed behind the end plates to heat the cell. At high current densi-
ties, the cell was air cooled to maintain the operating temperature.
The cell was mounted into a test rig with an electronic load. Data
logging and collection were performed using a personal computer.
The gas flow rate was changed with current to maintain the cell at
constant stoichiometric ratios for fuel slH2 = 1.4 and oxidant slO2
= 2d.
A point on the polarization curve was recorded when the current
Figure 1. Sketch of the cell cross section.
Figure 2. Sketch of the cell used in experiments. All dimensions are in
millimeters.reached steady state, while the cell voltage was measured when it
achieved a pseudo-steady state. The cell potential was taken as the
potential difference between the graphite plates. Cell potential vs.
current density measurements were made using O2 and O2/N2 mix-
tures of different compositions. To obtain the desired cathode gas
composition, pure O2 and N2 gas streams were controlled by two
mass flow controllers; the gases were mixed before entering the cell.
In all experiments pure humidified hydrogen was used as fuel. The
temperature and pressure were kept constant at 70°C and 2 bars,
respectively. The anode and cathode streams were humidified with
deionized water by a pervaporation membrane humidifier.
Using this technique, a set of performance curves for different
oxygen fractions in the cathode feed was obtained. These curves
were then analyzed as described in the following sections.
Quasi-2D Analytical Model of a PEM Fuel Cell
Neglecting the polarization voltage on the anode side, the cell
potential can be written as
Vcell = Voc − hc − Rj¯ f1g
Here Voc is the open-circuit voltage, hc is the polarization voltage of
the cathode side, j¯ is the mean current density, and R = Rm + Rn,
where Rm is the membrane resistance and Rn accumulates the con-
tact resistance, the resistance of the carbon phase and of the current
collectors.
The cell was not disassembled during experiments; hence, Rn is
constant. Furthermore, we assume that Rm ~and thus R! is indepen-
dent of j¯. For thick membranes and large currents, this assumption
can be violated due to the drying of the anode side of the membrane
by electro-osmosis. However, if the membrane is thin and properly
humidified, Rm is smaller than Rn, and to a first approximation the
variation of R with j¯ can be neglected.
The cathode polarization voltage h is given by34-36
hc
b
= fS fl j¯j* DlnS fl j¯j* D − ln k − lnS1 − fl j¯jD D f2g
where the function
fstd = 1 +
t
1 + t
, t =
fl j¯
j*
f3g
varies from 1 to 2 as its argument varies from small to large values.
This function matches the two exact asymptotic solutions,34-36 ob-
tained in the limits of j¯ ! j* and j¯ @ j* ~small and large current
densities!. Here b is the Tafel slope, j* is the characteristic current
density, k accounts for the concentration overpotential, and jD is the
limiting current density due to the imperfect oxygen transport in the
backing layer
j* =
2stb
lt
, k =
lti*
j*
cO2
0
cO2ref
, jD = 4F
DO2cO2
0
lb
f4g
where st and lt are the proton conductivity and the thickness of the
catalyst layer, respectively, i* is the exchange current density per
unit volume, cO2
0 is the molar concentration of oxygen at the channel
inlet, cO2ref is the reference oxygen molar concentration, and DO2 is
the effective diffusion coefficient of oxygen in the backing layer of
the thickness lb.
Equation 2 includes the reaction activation overpotential ~the first
two terms on the right side! and the voltage loss due to the imperfect
oxygen transport through the backing layer ~the third term on the
right side!. The function
fl = −l lnS1 − 1
l
D f5g
takes into account the effect of the stoichiometry ratio l on the cell
performance curve.35 This function varies from infinity ~as l → 1!
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equivalent to the compression of the j¯/j* coordinate by a factor of
fl ø 1. Physically, when l @ 1, oxygen is distributed uniformly
along the channel, fl . 1, and h does not depend on l. However, if
l < 1, the oxygen concentration dramatically decreases along the
channel, fl is large, and the limiting current density jD appears to be
fl times lower.
We emphasize that Eq. 2 is not an empirical relation. It follows
from the exact solution of the problem of the cathode side perfor-
mance.
Q3D Modeling
General description.— In this section, we describe the recent
version of our Q3D model. This new version includes two-phase
flow in the backing layers, the respective corrections in equations
for gaseous transport, and the new boundary conditions for the prob-
lem of water transport through the membrane. Our goal is to obtain
the distribution of concentrations, potentials, and currents in a cell
cross section, as shown in Fig. 1. In this section, for simplicity we
assume that the cell is equipped with single meander channels on
both sides; the generalization to the case of several parallel mean-
ders is obvious.
The cell cross section consists of geometrically identical 2D el-
ements ~Fig. 1!. The main idea of the Q3D model is as follows. The
characteristic scale of the along-the-channel variation of the local
current density is much larger than the MEA thickness. This allows
us to neglect the z ~along-the-channel! components of currents and
fluxes in the porous layers and in the membrane. The F3D problem
then is split into a 2D problem in a cell cross section ~internal
problem! and a problem of gas flow along the channel ~channel
problem!. Both problems are coupled by the local current density in
each element.
The flow in the channel can be described by models of various
complexity; the simplest is a 1D formulation. We neglect the effects
due to channel curvature and consider an equivalent straight channel
with the axis z directed along its axis. Consider, e.g., the cathode
side of the cell; oxygen in the channel is consumed in the electro-
chemical reaction. The continuity equation for oxygen concentration
in the channel thus contains a sink term proportional to the local
current density jszd. For a given jszd, we calculate the oxygen con-
centration in each “window” shown in Fig. 1. Using these concen-
trations as the boundary conditions, we solve the internal problem
and calculate a new profile jszd. ~This profile is obtained by linear
interpolation of the values calculated for each element.! With the
new jszd we calculate new oxygen concentrations in the windows.
This procedure is repeated until convergence is reached.
The advantage of this approach is that it enables effective paral-
lelization. The internal problem is formulated for a single element,
and the set of equations for each element is solved on a separate
processor. Upon the completion of the iteration step, adjacent ele-
ments exchange with the “boundary conditions,” as we describe
here. This allows us to simulate the cells with numerous elements
~i.e., with technically relevant long channels!.
Internal Problem
Main assumptions.—
1. The membrane is impermeable to feed gases.
2. The cell is isothermal; the fluxes due to temperature gradients
are negligible.
3. Gaseous pressure on both sides of the cell is constant.
4. The flux of gases in the backing and the catalyst layers is
caused by diffusion due to concentration gradients.
5. The flux of water in the membrane phase is caused by diffu-
sion due to the concentration gradient and by electro-osmosis.
6. The membrane surface is in equilibrium with water vapor,
available at the catalyst layer/membrane interface. The equilibrium
is described by a water sorption isotherm.7. The reaction rates on both sides of the cell are described by
Tafel equations.
8. The dependence of capillary pressure on liquid saturation is
given by the Leverett function.
Model of gas flow in porous layers.— Let the x axis be directed
across the cell, the z axis is directed along the channel, and the y
axis is directed parallel to the cell surface ~Fig. 1!. The molar flux Ni
of the ith gas component ~including water vapor! is assumed to be
Ni = −cDi„ji f6g
where c is the total molar concentration of the mixture, Di is the
effective diffusion coefficient ~see below!, and ji is the molar frac-
tion of the ith component.
We assume that Knudsen diffusion dominates in the voids of the
catalyst layers and that free molecular diffusion is the main mecha-
nism of gas transport in the backing layers. The effective diffusion
coefficient Di interpolates between the Knudsen diffusion coefficient
Di
K in the catalyst layer and the mean molecular diffusion coefficient
Di
B in the backing layer. On the anode side, the interpolation has the
form
Di = Di
B + sDi
K
− Di
Bd
1
2S1 − tanhS x − x0D0 DD f7g
Here x0 is the coordinate of the backing/catalyst layer interface, D0
is the thickness of the transition region, and Di
K and Di
B are deter-
mined by
Di
K
= fs1 − sdcg1.5r¯˛8RT
pMi
f8g
fs1 − sd«g1.5
Di
B = o
j
jj
Dij
f9g
Here s is the liquid saturation ~a fraction of volume occupied by
liquid water!, r¯ and c are the mean pore radius and the porosity of
the catalyst layers, Dij is the binary diffusion coefficient,37 and « is
the porosity of the backing layers. On the cathode, side Eq. 7 has a
form
Di = Di
B + sDiK − DiBd
1
2S1 + tanhS x − x0D0 DD
Mass conservation of the ith component ~except of water vapor, see
the forthcoming discussion! reads as
„ · Ni =
Si
nF
Qa,c f10g
where Qa,c is the rate of the electrochemical reaction in the respec-
tive catalyst layer, Si is the stoichiometry coefficient, and n is the
number of electrons participating in the reaction. Outside the cata-
lyst layers, Qa = Qc = 0. Substitution of Eq. 6 into Eq. 10 yields the
equation for ji.
Because the membrane is impermeable to gases, Eq. 10 is solved
for gaseous components on both sides of the cell with a “no-flux”
boundary condition at the respective membrane/catalyst layer inter-
face. Liquid water is transported through the membrane; hence, it
requires a special treatment.
Transport of liquid water.—Flux of liquid water in the backing
and catalyst layers.—The flux of liquid water in the voids of the
catalyst and backing layers is given by
N, = s«r,v, f11g
where s is the liquid saturation, and r, and v, are the density and
velocity of liquid water. Assuming Poiseuille flow in the pores, v, is
proportional to the liquid pressure gradient:
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kp
m,
„ p, f12g
where kp is the hydraulic permeability of the porous media and ml is
the viscosity of liquid water. We assume that the permeabilities of
the backing and catalyst layer coincide.
The liquid pressure is p, = pg − pc, where pg and pc are the
gaseous and capillary pressures, respectively. Neglecting the gradi-
ent of gaseous pressure, we write
v, =
kp
m,
„pc =
kp
m,
]pc
]s
„s = s
kp
0
m,
]pc
]s
„s f13g
Here kp
0 is the hydraulic permeability of a dry backing layer. Fol-
lowing Ref. 18 and 19 we have assumed that kp
l
= skp
0
.
Following Leverett,38 the capillary pressure is given by
pc = s˛ «kp0 fssd f14g
where s is the surface tension and fssd is the empirical function39
fssd = 1.417s1 − sd − 2.120s1 − sd2 + 1.263s1 − sd3 f15g
Collecting everything we get27
N, = − rlDs„s f16g
where
Ds = −S s2s«˛«kp0
m,
D ]f
]s
f17g
Note that Ds . 0 because ]f /]s , 0.
Water in the membrane and in the catalyst layers.— In this
subsection, we describe the modification of the model40,41 due to the
two-phase nature of water flow in the backing and catalyst layers.
We assume that the transport of liquid water in the membrane is
caused by diffusion due to a concentration gradient and by electro-
osmosis. Thus, the flux of liquid water in the membrane N, is
N, = −D,szd„c, + ndszd
jm
F
f18g
where z is the membrane water content ~the number of water mol-
ecules per SO3
− group!, cl and Dl are the concentration and diffusion
coefficients of liquid water, respectively, and ndszd is the drag coef-
ficient.
Three mechanisms contribute to water transport in the catalyst
layers: diffusion and drag of liquid water in the membrane phase and
Knudsen diffusion of vapor in the voids. The flux of water in the
membrane phase is given by Eq. 18, multiplied by a correction
factor «m, the volume fraction of electrolyte in the active layer. The
total flux of water in the catalyst layer then is
Nw = −Dw
Kc„jw + «mS−D,szd„c, + ndszd jmF D f19g
where jw is the molar fraction of vapor and Dw
K is given by Eq. 8.
We assume that the local concentration of liquid water in the
membrane phase is related to the local concentration of vapor via a
sorption isotherm Lsad42
z ;
c,
cH+
= Lsad = LS cw
cw
satD f20g
where a ; cw/cw
sat is the water activity and cw
sat is the molar concen-
tration of saturated vapor. With Eq. 20 we can write the diffusion
component of the liquid water flux as
−D,„c, = −D,
cH+
cw
satS ]L]a Dc„jw = −Dwc„jw f21g
whereDw = D,
cH+
cw
satS ]L]a D f22g
is the diffusion coefficient of equivalent water vapor. Finally, in the
catalyst layers we have
Nw = −Dw
K„cw + «mS−Dwszd„cw + ndszd jmF D f23g
Mass balance of water.— Mass conservation means that „ · N
= R, where R is the respective rate of species production/
consumption. With the flux equation ~Eq. 16!, we get the diffusion
equation for saturation
−„ · sDs„sd =
Mw
r,
sR,
ORR + R,
ecd f24g
where Mw is the molecular weight of water, R,
ORR is the molar rate
smol cm−3 s−1d of liquid water production in an oxygen reduction
reaction ~ORR! and R,
ec is the molar rate of liquid water
consumption/production due to evaporation/condensation.
For R,
ORR we have R,
ORR
= SwQc/nF, where Qc is the rate of
ORR ~a number of protons consumed in unit volume per second, see
later discussion!. R,
ec is given by He et al.18
R,
ec
= −«sKescw
sat
− cwdr − «s1 − sdKcjwscw
sat
− cwds1 − rd
f25g
where the first and second terms describe the rate of evaporation and
condensation, respectively ~Ke and Kc are evaporation and conden-
sation frequencies, s−1!, and the function
r =
1
2S1 + ucw
sat
− cwu
cw
sat
− cw
D f26g
switches in the Eq. 25 evaporation or condensation term depending
on the sign of cw
sat
− cw. The mass conservation equation for water
vapor has the form
„ · Nw = − Rl
ec f27g
where Nw is given by Eq. 6 and 23 in the backing and catalyst
layers, respectively.
Water content of membrane phase.— Due to the presence of liq-
uid water, the local water content of the membrane phase in the
catalyst layer increases. To describe the effect of the coexistence of
liquid- and gas-phase water, we introduce the effective water content
of the membrane phase zeff
zeff = s1 − sdz + szmax f28g
where z = Lscw/cw
satd and zmax = 22 is the water content of the mem-
brane phase in contact with liquid water. Equation 28 is also used to
calculate the water content of the surface of the bulk membrane,
which gives boundary conditions for the problem of water transport
in the membrane.
Potentials and reaction rates.— Physically, the electrochemical
reactions occur in a high electric field of a double layer created at
the metal/electrolyte interfaces. In the porous catalyst layers, the
double layers form complex tortuous structures. In the fuel cell
modeling the distribution of the electric field in these structures is
simulated by a continuous distribution of two potentials: wa,c, the
potential of carbon threads interconnecting catalyst particles, and
wm, the potential of the polymer electrolyte phase, which provides
the transport of protons to the catalyst sites. The difference between
these potentials determines the rate of the electrochemical reaction.
The potentials wm and wa,c are governed by the proton and elec-
tron current conservation equations
A1294 Journal of The Electrochemical Society, 152 ~6! A1290-A1300 ~2005!„ · ssmszdwmd = 5− Qa in the anode catalyst layerQc in the cathode catalyst layer0 otherwise 6 f29g
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where sm is the conductivity of the membrane phase and sa,sc are
the conductivities of the carbon phases at the anode and the cathode
side, respectively. In the catalyst layers, smszd = «msm
bulkszd, where
sm
bulk is the proton conductivity of the bulk membrane. The depen-
dence sm
bulkszd is linear ~see Ref. 41 for details!.
For comparison with the analytical theory, in this work, the rates
of hydrogen oxidation and oxygen reduction reactions are described
by Tafel equations
Qa = ia*
cH2
cH2ref
expSaaFRT haD f32g
Qc = ic*
cO2
cO2ref
expSacFRT hcD f33g
Here Q is the number of protons produced/consumed per unit vol-
ume per unit time, i* is the exchange current density ~per unit vol-
ume!, cref is the reference molar concentration of the feed gas, a is
the transfer coefficient, and the subscripts a and c refer to the anode
and the cathode side, respectively. The overpotentials ha = wa
− wm and hc = wm − wc are positive. Because the voltage loss due to
anodic reaction is negligible, the contribution of reaction terms to
the cell performance is governed by just two parameters: ic*/cO2ref
and ac. Applying a more sophisticated reaction scheme would only
complicate the analysis of the results.
Boundary conditions.— Boundary conditions for the anode side
of a single element are shown in Fig. 3. At the current collector/
backing layer interface, the carbon phase potential is fixed and the
normal component of all fluxes is zero. At the channel/backing layer
interface, the molar fraction of gases and the concentration of water
vapor are obtained from the channel problem. Liquid saturation
along this interface is assumed to be zero due to rapid removal of
liquid water by the flow in the channel. Along the backing layer/
catalyst layer interface, the normal component of proton current is
zero. Along the catalyst layer/membrane interface, the normal com-
ponents of all fluxes ~except that of liquid water! are zero. Accord-
ing to our assumptions, the hydrodynamic mechanism of liquid wa-
ter transport changes from D’Arcy flow ~viscous convection! in the
Figure 3. Boundary conditions for anode side of a single 2D element ~see
Fig. 1!. Boundary conditions for cathode side are analogous.catalyst layer to diffusion due to the concentration gradient in the
bulk membrane; we thus put ]s/]x = 0 at the catalyst layer/
membrane interface.
The mass balance equations for water are solved separately, first
in the backing and catalyst layers and then in the membrane. At the
catalyst layer/membrane interface Eq. 20 relates the concentration of
liquid water in the membrane to the concentration of water vapor in
the catalyst layer.
Channel problem.— Laminar steady flow in a long channel with
impermeable walls is basically the Poiseuille flow with constant
velocity determined by the pressure gradient. However, due to elec-
trochemical reactions, the velocity in the fuel cell channel may vary
with the distance z. A 1D model of the gas flow in the fuel cell
channel43 shows that the flow is incompressible: rszd . r0, where
r0 is the flow density at the inlet. The velocity distribution then is
obtained from the mass balance equation. In the cathode channel,
this equation reads as
r0
]v
]z
=
f2s1 + 2adMw − MO2g jszd
4Fh
f34g
where v is the flow velocity, h is the channel height, M is the
molecular weight, and a is the effective coefficient of water trans-
port through the membrane. The latter is defined as the number of
water molecules transported from the anode to the cathode per each
proton. Note that a coincides with the drag coefficient nd only when
the back-diffusion flux of water in the membrane is negligible. The
solution to Eq. 34 gives vszd; the oxygen mass balance
]svcO2d
]z
= −
jszd
4Fh
f35g
then gives the profile of the oxygen molar concentration cO2szd.
Similar equations are written for hydrogen in the anode channel.
Numerical aspects.— The conservation equations lead to
convection-diffusion equations of the type
„ · s−D„u + Wud = q f36g
where D is the diffusion coefficient and W is the “convective” ve-
locity. The concentrations of gaseous components in the backing and
catalyst layers are given by Eq. 36 with W = 0 and D = Dsrd, a
function of the coordinates. Water transport in the membrane is gov-
erned by a nonlinear version of Eq. 36 with W Þ 0 and D = Dsud.
Equations 29-31 formally have the form of Eq. 36 with W = 0 and
D = const.
An internal model is formulated for a single 2D element ~Fig. 1!.
We introduce a nonuniform rectangular grid, which covers the ele-
ment ~Fig. 4!. Equation 36 is converted to the finite difference form
with the method of control volume. If D = Dsrd, the fluxes through
the surfaces of the computational cell are calculated with the
Scharfetter-Gummel scheme.44 In the nonlinear case, D = Dsud and
the fluxes are calculated with the q-scheme.45 Equations for the
potentials in Eq. 29-31 are approximated on a five-point computa-
tional molecule, as described in Ref. 10. Equation 29 is subject to
Neumann boundary conditions ]wm/]x = 0 along the backing/
catalyst layer interfaces ~Fig. 3!. The unique solution is selected by
the condition that the reactions on both sides of the cell produce/
consume the same current ~see Ref. 11 for details!.
To accelerate convergence, Newton’s method is employed for
each equation. In all cases, the resulting system of linear algebraic
equations is solved with the standard iteration technique SOR. Typi-
cally, the computational grid for a single element has 100 3 200
nodes along the x and y axes, respectively.
Let the along-the-channel profile of the current density jszd be
known. ~Along both channels these profiles are the same.! The full
iteration step consists of the following substeps.
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anode and the cathode channels; this gives the gas concentrations in
all “windows” ~Fig. 1!.
2. For all 2D elements ~Fig. 1!, the internal problem is solved
using as the boundary conditions the concentrations obtained in
step 1.
3. “Boundary conditions” between adjacent elements are ex-
changed ~Fig. 4!.
4. A new jszd is calculated.
A typical calculation of the polarization curve requires about
10 h on a cluster of PCs based on 2 GHz processors.
Results
Analytical model.— To take into account the effect of a finite
oxygen stoichiometry l on the cell performance, the experimental
data were corrected according to Eq. 2. For each experimental point
s j¯,Vcelld, the values of j were multiplied by fl = 1.386, which cor-
responds to l = 2.0. This somewhat overestimates the cell perfor-
mance as the model35 does not take into account the effect of non-
uniformity of water concentration along the channel. Nevertheless,
l-corrected curves lead to a more realistic set of fitting parameters.
Equations 1 and 2 were then used to fit the experimental voltage
current curves. These equations contain five fitting parameters: b, j*,
k, jD, and R. The fitting procedure is based on a genetic algorithm.46
The results of the fitting are shown in Fig. 5. The accuracy of the
fitting turned out to be high; the correlation coefficient for all curves
exceeds 0.99. The fitting parameters are listed in Table I. Physically,
three of these parameters should not depend on the oxygen concen-
tration; the respective mean values are shown in the last column of
Table I.
Table I. Fitting parameters: b Tafel slope, bapp apparent Tafel slope
resistance (the sum of the membrane and contact resistance).
O2 fraction ~%! 4.24 8.46 17
b ~mV! 55.4 57.4 57
bapp ~mV! 65.7 69.3 79
j* sA cm−2d 3.18 4.45 3
jD sA cm−2d 0.727 1.16 2
−lnskd 9.58 9.84 9
R smV cm2d 503 224 224
Figure 4. Illustration of the idea of parallel algorithm.
The Tafel slopes for all curves exhibit only minor differences,
with an average of 57 mV s131 mV/decd. At a temperature of 70°C,
this is equivalent to the effective transfer coefficient a = RT/sbFd
= 0.518. The characteristic current density j* varies in the range
2.5-4.6 A cm−2 with the average value 3.62 A cm−2. For oxygen
concentrations above 9%, j* is comparable to the limiting current
density jD ~Table I!. Therefore, under medium and high oxygen
content, the cell operates in the intermediate regime s j¯ . j*d, and
the apparent Tafel slope bapp = wb significantly exceeds b ~Eq. 2!.
bapp estimated as bapp < bws jD/j*d is shown in the second row of
Table I. For all oxygen contents, j* and b are nearly constant ~Table
I!. The ratio jD/j* then increases with the growth of inlet oxygen
concentration cO2
0 due to the increase in jD. Therefore, bapp increases
with cO2
0 because the function w increases. Physically, with the
growth of the oxygen fraction, the regime of the catalyst layer op-
eration is going from the low-current to the high-current one. In the
high-current regime, the rate of ORR is strongly nonuniform across
the catalyst layer, bapp is twice larger than in the low-current regime,
and the cell performance dramatically degrades. To keep the cell in
the low-current regime s j¯ ! j*d, the value of j* must be increased.
Because j* < sm/lt, it is beneficial to increase the conductivity of
the membrane phase in the catalyst layer or to decrease the layer
thickness lt.
As predicted by Eq. 4, the limiting current density jD is propor-
tional to the oxygen concentration ~Fig. 6!. The slope of the straight
line in Fig. 6 determines the effective diffusion coefficient of oxygen
in the backing layer DO2
Q2D
= 5.32 3 10−3 cm2 s−1, where the super-
script Q2D indicates that the value is obtained from the analytical
Q2D model. The effective oxygen diffusion coefficient in the back-
ing layer, calculated from Eq. 9 with « = 0.4 and s = 0, amounts to
DO2
B,dry
= 4.8 3 10−2 cm2 s−1. The value resulting from the fitting is
thus about 10 times lower. Later we show that this discrepancy can
serve as a measure of voltage loss due to 3D effects in oxygen
distribution.
aracteristic current density, jD limiting current density, and R cell
33.7 66.8 83.9 Mean
55.4 59.2 57.2 57.0
85.1 93.8 92.0 -
2.55 3.66 4.65 3.62
2.94 5.15 7.24 -
9.14 8.83 8.78 -
138 116 96 211
Figure 5. Experimental points and fitting curves ~Eq. 1 and 2! for indicated
values of oxygen concentration ~%! in N2-O2 mixture. Experimental condi-
tions are listed in Table III. The experimental data are l-corrected ~see text!., j* ch
.7
.5
.5
.23
.00
.84
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growth of oxygen content ~Fig. 6!. The dependence of −ln k on cO2
was fit with Eq. 4 for k
y = −ln k = −lnS100cO20
c
D − ln1 lti
*
j*100
cO2ref
c
2 f37g
where c is the total molar concentration of the gas mixture.
Fitting the points in Fig. 6, we get the value of the second term
on the right side of Eq. 37, which appears to be 12.31. Equation 4
then enables us to estimate the ratio i*/cO2ref, which amounts to
i*/cO2ref = 2.2 3 10
4 A mol−1. ~See Table II.! The quality of the fit-
ting of −lnk is rather poor, so this value is only a rough estimate.
The cell resistivity R ~Table I! decreases with increasing oxygen
content. We attribute this to the effects of water management, which
are not taken into account in the analytical model. However, the
mean value of R resulting from the fitting s211 mV cm2d is close to
the measured one s180 mV cm2d.
Q3D results.— The parameters resulting from the fitting ~Table
II! were used as input data for the Q3D simulation. Because of the
great practical importance, the case of 17.7% oxygen content ~hu-
midified air! was simulated. The operating conditions and the other
required parameters are listed in Table III. For comparison with the
analytical theory, we set DO2
K
= DO2
B
, i.e., the oxygen transport in the
catalyst and backing layers was described by the same effective
diffusion coefficient.
Figure 7 shows the experimental, analytical, and simulated
voltage-current curves. Note that for proper comparison all curves in
Fig. 7 are “lambda corrected” ~i.e., according to Eq. 5, the current
density is multiplied by 1.386, which corresponds to l = 2!. Fur-
thermore, because the Q3D model does not take into account the
contact resistance, the resulting polarization curves are further cor-
rected according to Vcell
IR
= Vcell − js0.180 − Rmd, where Rm is the
calculated value of the resistance of the membrane and the catalyst
layers, and 0.180 V cm2 is the measured total cell resistance. The
result is the thick solid curve ~Fig. 7!. The limiting current density
Figure 6. Limiting current density jD ~crosses! and the term −ln k in Eq. 2
~filled circles! as a function of oxygen concentration. Solid lines: linear fit for
jD and logarithmic fit ~Eq. 37! for −ln k. The quality of fitting of −ln k is
poor; the respective fitting parameters give just a rough estimate of exchange
current density.
Table II. Transport and kinetic parameters resulting from the
fitting.
Parameter Value
a 0.518
i*/cO2ref sA mol
−1d 2.2 3 104
D scm2 s−1d 5.32 3 10−3O2resulting from the Q3D simulation is significantly lower than the
experimental value ~Fig. 7!. The reason is a strong nonuniformity of
oxygen distribution over the catalyst layer volume, as discussed
here.
With a six times higher oxygen diffusion coefficient DO2
Q3D
= 3.2 3 10−2 cm2 s−1, the Q3D model generates the dashed curve in
Fig. 7. Unfortunately, we were not able to extend this curve to larger
values of j¯. At flj¯ . 1275 mA cm−2, a loss of convergence occurs
due to a very low water concentration in front of the current collec-
tor ribs on the anode side ~see Fig. 9 later!. Nevertheless, in the
range flj¯ ł 1275 mA cm−2, the dashed curve is in good agreement
with the experimental data.
Figure 8 shows the detailed maps of parameters in the MEA
cross section for two current densities ~fl j¯ = 346 and
1275 mA cm−2!. In both cases, the rate of ORR Qc follows the
pattern of oxygen concentration in the catalyst layer. When the cur-
rent density is small ~Fig. 8, left!, the nonuniformity of the param-
eters distribution over the catalyst layer volume is not large. The
Table III. Conditions and parameters for Q3D simulation.
Anode side Cathode side
Cell temperature ~°C! 70 70
Inlet parameters:
Gas pressure ~atm! 2 2
Flow stoichiometry 1.4 2.0
Oxygen molar fraction - 0.177
Nitrogen molar fraction - 0.667
Water vapor molar fraction 0.168 0.156
Hydrogen molar fraction 0.832 -
Volume fraction of electrolyte
in catalyst layers «m
0.1 0.1
Porosity of backing layers « 0.4 0.4
Porosity of catalyst layers c 0.2 0.2
Mean pore radius r¯ in Eq. 7 ~cm! 10−6 10−6
Frequency of evaporation/
condensation
Ke = Kc ss−1d 102
Carbon phase conductivity
sV−1 cm−1d
40
Catalyst layer thickness smmd 10
Backing layer thickness smmd 150
Membrane thickness smmd 35
Channel width ~cm! 0.1
Channel height ~cm! 0.1
Current collector width ~cm! 0.1
Figure 7. Voltage-current curves for 17.7% oxygen concentration ~synthetic
air!. Dots: experiment; thin solid line: fit with Eq. 1 and 2; thick solid curve:
result of Q3D simulation with parameters resulted from fitting; dashed curve:
Q3D simulation with 6 times larger oxygen diffusion coefficient. Inset: Dif-
ference between two curves resulting from Q3D ~dotted area! shows contri-
bution of 3D effects in oxygen transport to the voltage loss.
A1297Journal of The Electrochemical Society, 152 ~6! A1290-A1300 ~2005!variation of Qc across the active layer is also small ~Fig. 8, left!,
indicating that the layer operates in the low-current regime. Under
high current density ~flj = 1275 mA cm−2, Fig. 8, right! the mode
of the catalyst layer operation dramatically changes. The distribution
of the reaction rate, both across and along the catalyst layer, appears
to be strongly nonuniform. Most of the proton current is converted
in front of the feed channel in a thin sublayer, close to the membrane
surface ~Fig. 8, right!. A detailed map of the parameters in the first
two elements at the inlet is shown in Fig. 9. Due to the lack of
oxygen in front of the current collector ribs, the reaction rate there is
low and almost uniform across the layer ~Fig. 9!. These domains
hence operate in a low-current regime. However, in front of the
channel, the profile Qcsxd is strongly nonuniform, indicating that
this domain operates in the high-current regime. Figure 9 demon-
strates the interesting effect of coexistence of the high- and low-
current regimes in the adjacent domains of the active layer.
The local nonuniformity of oxygen concentration in each ele-
ment ~Fig. 8, right! explains the difference between the diffusion
coefficients resulting from the analytical theory and from the Q3D
model. The analytical model ignores these local features of the oxy-
gen distribution; this model thus tends to underestimate the oxygen
diffusion coefficient. The analytical model replaces the 2D flow with
the equivalent 1D flow, which gives the same voltage loss. The
difference between the two curves resulting from Q3D modeling
~Fig. 7! may thus serve as an estimate of the voltage loss due to 3D
effects in the oxygen transport ~inset in Fig. 7!. The good agreement
of the experimental, analytical, and numerical curves in Fig. 7 sub-
stantiates that Fig. 8 is likely to give a correct qualitative picture of
the cell operation. This figure shows that for this particular cell
design the main problems are formation of oxygen-depleted zones in
front of the current collector ribs and “contraction” of the reaction
rate in a thin sublayer close to the membrane surface.
The value DO2
Q3D
= 3.2 3 10−2 cm2 s−1, which provides agree-
ment of simulated and experimental polarization curves, is close to
the binary diffusion coefficient of oxygen in the dry backing layer
DO2
B,dry ~4.8 3 10−2 cm2 s−1, Eq. 9!. In our calculations, the liquid
y
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Figure 8. 3D maps of parameters for mean current densities: ~left! fl j¯ = 3
conductivity of membrane phase sm sV−1 cm−1d, proton current density in m
sA cm−3d, oxygen and water molar concentrations s10−6 mol cm−3d in catho
layer/membrane interfaces.saturation does not exceed 10% ~Fig. 8, right!; thus, the decrease in
oxygen diffusivity due to partial flooding of the backing layer is
small.
Discussion
The analytical model is based on the assumption that, on aver-
age, oxygen transport can be described by a constant position-
independent diffusion coefficient. Then, according to Eq. 4, the lim-
iting current density jD must be proportional to cO2. The linear
dependence in Fig. 6 is a strong argument in favor of this assump-
tion. This allows us to roughly characterize transport properties of
the cathode side by a single parameter: the effective diffusion coef-
ficient DO2
Q2D
. The polarization curves resulting from the Q3D simu-
lations do not follow the linear trend jD , cO2: the limiting current
densities for the thick curves in Fig. 7 differ by a factor of 2,
whereas the respective oxygen diffusion coefficients differ by a fac-
tor of 6. This is not surprising, as the through-plane transport of
oxygen is strongly influenced by local 2D effects due to channel/rib
alternation ~Fig. 8!. The analytical model replaces the 2D flow with
the equivalent 1D flow; it appears that the integral parameter DO2
1D
provides a linear relation jD , cO2. This parameter is thus suitable
for cell characterization.
The analytical model ignores the transport of oxygen in the cata-
lyst layer. In some situations ~e.g., when the catalyst layer is very
thick or if it has very low porosity!, this model is inapplicable due to
the strong variation of oxygen concentration across the active layer.
The variation of cell resistance with oxygen content ~Table I!
indicates that under high current density membrane drying comes
into play, and the analytical model should be modified to take into
account the effects of water management.47,48 This work is in
progress.
The models14,27 give low values of liquid saturation in a cell. The
model18,19 gives, in contrast, almost 100% saturation under high
currents. In Ref. 27 this difference is attributed to a 4 orders of
magnitude higher liquid water diffusivity than that in Ref. 18 and 19
σm
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cm−2 and ~right! 1275 mA cm−2. Shown are ~from top to bottom! proton
ne and in catalyst layers jm smA cm−2d, rate of electrochemical reaction Qc
alyst layer, and liquid saturation s. White dashed line indicates the catalyst46 mA
embra
de cat
A1298 Journal of The Electrochemical Society, 152 ~6! A1290-A1300 ~2005!~see the Appendix for a detailed explanation!. Maximal saturation in
our model is regulated by the frequencies of condensation Kc and
evaporation Ke in Eq. 25 ~see the Appendix!. For real backing lay-
ers, Kc and Ke are poorly known; the values used here ~Table III! are
chosen to provide 10% maximal saturation ~Fig. 8, right!. The ques-
tion of what the average liquid saturation in a cell is and how this
value depends on the properties of the backing layer remains open.
The preceding results suggest the following strategy of cell op-
timization. First, the cell is described by a minimal set of five pa-
rameters: DO2
1D
, a, i*/cO2ref, j*, and R. Estimates of these parameters
are obtained from the fitting of the experimental voltage-current
curves with the analytical formulas ~Eq. 1 and 2!. Note that more
reliable results are obtained if a set of curves rather than a single
curve is fitted.
The physical parameters resulted from the fitting are then used to
simulate the cell with the more sophisticated ~Q3D! numerical
O2
H2O
jm
Qc
S
σm
2
4
6
8
10
H2 2O
f j = 1275 mA cm-2λ
Inlet
O H
Figure 9. Detailed map of parameters in first two elements at inlet for a
mean current density of f,j¯ = 1275 mA cm−2 ~cf. Fig. 8, right!. Color scales
and designations are same as in Fig. 8, right. Concentration of water vapor in
anode catalyst layer is also shown s10−6 mol cm−3d.model, which takes into account 3D effects. Comparison of the ana-
lytical and simulated curves enables us to estimate the contribution
of 3D effects to voltage loss.
The maps in Fig. 8 provide a qualitative picture of the physical
processes occurring inside the cell. Under high current density, the
contraction of the reaction rate close to the surface of the membrane
and the formation of oxygen-depleted zones are clearly seen. Gen-
erally, these phenomena reduce the cell performance. For its com-
putational efficiency, the optimization tool described above is suit-
able for parameter variation in the practical fuel cell development.
The optimization goals for the cell used in this work are to eliminate
the shaded zones and to optimize the thickness of the active layer.
Conclusions
We suggest a novel approach to the analysis of experimental
performance curves of a PEM fuel cell. The idea is to use a hierar-
chy of models for analysis rather than a single model. In the sim-
plest case, this hierarchy consists of just two models: low-level ana-
lytical and high-level numerical. The analytical model serves for a
fast estimate of the basic transport and kinetic parameters of the cell.
The resulting parameters are then used as input data for a more
accurate numerical model. Comparison of the experimental, analyti-
cal, and numerical polarization curves enables us to estimate the
contribution of the effects, which are beyond the scope of a low-
level model.
This procedure is performed using our recent quasi-2D analytical
~low level! and the newest version of numerical Q3D ~high-level!
models of a cell. The analytical model accounts for the transport of
oxygen across the cell and along the feed channel and ignores local
2D effects in the through-plane oxygen transport. The two-phase,
Q3D numerical model takes into account all the basic processes in
the cell. Comparison of the analytical and numerical polarization
curves enables us to evaluate the contribution of local 2D effects in
oxygen transport to the overall voltage loss. This procedure may
serve as a tool for optimization of the flow field design.
The Institute for Materials and Processes in Energy Systems assisted in
meeting the publication costs of this article.
Appendix
Analytical Solution of Equation for Liquid Saturation
To understand the character of the solution to Eq. 24, consider the following simple
model. We assume that ORR generates water vapor, i.e., in Eq. 24, Rl
ORR
= 0. If the cell
temperature is not high, liquid saturation is due to the condensation. We have cw
sat
, cw, r = 0, and the first term on the right side of Eq. 25 is zero. The 1D-variant of Eq.
24 along x ~Fig. A-1! then takes the form
]
]x
SDs ]s
]x
D = Mw
rl
«s1 − sdKcjwscw
sat
− cwd fA-1g
or
Figure A-1. Liquid saturation s ~Eq. A-5! in cathode backing layer for
indicated values of parameter g. Membrane is at x/lb = 0; backing layer/
channel interface is at x/lb = 1.
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]
]x˜
Ss2]f
]s
]s
]x˜
D = gs1 − sd fA-2g
Here
g =
MwmlKcjwscw − cw
satdlb
2
rls˛«kp0
fA-3g
lb is the thickness of the backing layer, and the dimensionless coordinate x˜ = x/lb ~x˜
= 0 is at the cathode side of the membrane, x˜ = 1 is at the cathode backing layer/
channel interface!.
We assume that the saturation is small: s ! 1. This assumption only limits the
range of variation of parameter g. For small s we may put 1 − s . 1 and ]f /]s . −1
~this is evident if one calculates ]f /]s for small s from Eq. 15!. Equation A-2 then
reduces to
−
]
]x˜
Ss2 ]s
]x˜
D = g, U ]s
]x˜
U
x˜=0
= 0, usux˜=1 = 0 fA-4g
The boundary conditions are discussed in the section on boundary conditions.
The solution to the problem A-4 is
s = S3gs1 − x˜2d2 D
1/3
fA-5g
This solution is shown in Fig. A-1 for several values of parameter g.
Equation A-5 shows that s is maximal at the surface of the membrane: smax
= ss0d or
smax = S3g2 D
1/3
fA-6g
We see that smax , Kc
1/3
. The dependence on the porosity and permeability of the back-
ing layer is even weaker: smax , s«kl
0d−1/6. The only parameter which almost linearly
scales smax is the backing layer thickness: smax , slbd2/3. Note that smax is small if g
ł 10−3; this inequality establishes the limits of validity of Eq. A-5 and A-6.
The cube root dependence of smax on g explains the difference in the results of Refs.
14,18,19,27. The effective parameter g in Ref. 18 and 19 is four orders of magnitude
larger than that in Ref. 14 and 27. This leads to a roughly 10 times larger maximal
saturation in Ref. 18 and 19, as compared to that in Ref. 14 and 27.
Equation A-5 predicts the existence of a “boundary layer,” a region with a large
gradient of saturation at x˜ = 1 ~Fig. A-1!. We define the width of the boundary layer d˜
as d˜ = 1 − x˜1/2; x˜1/2 is a point where the saturation reaches half of its maximum:
ss x˜1/2d = smax/2. Equating s3gs1− x˜1/2
2 d /2d1/3= 12 s3g /2d
1/3
, we get
d˜ = 1 − ˛7
8
fA-7g
or d˜ . 0.0646. Essentially, d˜ does not depend on g and is thus a universal value. A
strong variation of saturation hence occurs in a 6.5% boundary layer at the cathode
backing layer/channel interface; in the rest of the backing layer, the saturation is nearly
constant. Note that this is true if the variation of cw across the backing layer is not large.
Qualitatively similar profiles of saturation were obtained in Ref. 49 for the case
when liquid water is generated in the electrochemical reaction and condensation/
evaporation are negligible. Inspection of the numerical profiles ssxd presented in Ref. 49
shows that these profiles also exhibit a 6.5% boundary layer. It is easy to show that the
model of Ref. 49 leads to Eq. A-4 with a nonzero left boundary condition u]s/]x˜ux˜=0
= −a2, where a2 is a function of the local current density. However, this boundary
condition has a minor effect on the shape of the solution in the boundary layer. In other
words, regardless of the physical origin of the source of liquid water the thickness of the
boundary layer is determined by the transport term ]/]xsDs]s/]xd, which in Ref. 49 is
similar to ours.
List of Symbols
b Tafel slope, V
bapp apparent Tafel slope, V
c total molar concentration of the mixture, mol cm−3
cO2
0 inlet oxygen concentration, mol cm−3
cO2 local oxygen molar concentration in the channel, mol cm
−3
cO2ref reference oxygen molar concentration, mol cm
−3
cH2ref reference hydrogen molar concentration, mol cm
−3
cH+ proton molar concentration in membrane, mol cm−3
cw molar concentration of water vapor, mol cm−3
cl molar concentration of liquid water in membrane phase, mol cm−3
cw
sat
molar concentration of saturated water vapor, mol cm−3
Di effective diffusion coefficient of ith gas component, cm−2 s−1
Di
B binary diffusion coefficient of ith gas component, cm−2 s−1
Di
K Knudsen diffusion coefficient of ith gas component, cm−2 s−1
DO2 effective diffusion coefficient of oxygen in the backing layer, cm
−2 s−1
DO2
dry
oxygen diffusion coefficient in dry backing layer, cm−2 s−1
DQ2DO2effective oxygen diffusion coefficient resulting from analytical quasi-2D
model, cm−2 s−1
DO2
Q3D
effective diffusion coefficient of oxygen, resulting from Q3D model,
cm−2 s−1
Ds effective diffusion coefficient of liquid saturation, cm−2 s−1
Dl diffusion coefficient of liquid water in membrane, cm−2 s−1
F Faraday constant, 9.6495 3 104 C mol−1
fl function Eq. 5
h channel height, cm
i* exchange current density per unit volume, A cm−3
j local current density, A cm−2
j¯ mean current density in a cell, A cm−2
jD limiting current density due to imperfect oxygen diffusion in the backing
layer, A cm−2
jm proton current density in membrane, A cm−2
j* characteristic current density, A cm−2
k dimensionless parameter
Kc frequency of condensation, s−1
Ke frequency of evaporation, s−1
lt thickness of the catalyst layer, cm
lb thickness of the backing layer, cm
lm thickness of the membrane, cm
M molecular weight, g mol−1
N molar flux, mol cm−2 s−1
n number of electrons participating in the reaction sn = 4d
nd drag coefficient
pc capillary pressure, g cm−1 s−2
pg gaseous pressure, g cm−1 s−2
pl liquid pressure, g cm−1 s−2
Qa,c rate of electrochemical reaction, A cm−3
r¯ mean pore radius in the catalyst layer, cm
R cell resistance, V cm2
Rl
ec molar rate of liquid water evaporation or water vapor condensation,
mol cm−3 s−1
Rl
ORR
molar rate of liquid water production in ORR, mol cm−3 s−1
Rn contact resistance, V cm2
Rm membrane resistance, V cm2
s liquid saturation
Si stoichiometry coefficient of ith component
T cell temperature, K
Voc cell open-circuit voltage, V
vszd flow velocity, cm s−1
v, velocity of liquid water in the backing layer, cm s−1
x coordinate across the cell, cm
y coordinate along the cell surface Fig. 1, cm
z coordinate along the channel, cm
Greek
a transfer coefficient
g dimensionless parameter
« porosity of backing layer
«m volume fraction of membrane in the catalyst layer
h polarization voltage, V
z membrane water content ~number of water molecules per SO3
− group!
l stoichiometry ratio of oxygen flow
L water sorption isotherm of membrane
ml viscosity of liquid water, g cm−1 s−1
ji molar fraction of ith component
r0 density of the flow in the channel, g cm−3
rl density of liquid water, g cm−3
sa,c electron conductivity of the carbon phase, V−1 cm−1
st proton conductivity of the catalyst layer, V−1 cm−1
sm bulk membrane conductivity V−1 cm−1
f matching function ~Eq. 3!
c porosity of the catalyst layer
Subscripts
0 value at the channel inlet ~at z = 0!
b in the backing layer
h in the channel
m in the bulk membrane
t in the catalyst layer
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