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Abstract :With our ability of collecting data increasing ,we can take advantage of rich de2
mographic data. However , the problem of“rich data but poor information”is in evi2
dence. This paper will explain how to use data mining technique to solve some problems
in the fifth census of China by concrete examples. Taking data mining technique , we
can analyze demographic data more deeply and improve the value of them.
Key words :data mining ; census ; demography
在人口学领域中 ,经常需要各种各样的数据 (例如人口普查数据、抽样调查数据、问卷调查数
据和经常性的统计登记数据等)来研究和证实人口的特征和规律。随着研究的深入和时间的推
移 ,我们所得到的人口数据资料越来越多 ,与此同时 ,我们也发现传统的数据处理和分析手段使
我们所获得的信息十分有限 ,这也就是人们经常提到的“数据丰富而信息匮乏”的问题 ;在这种情
况下 ,我们便需要依靠新的技术和方法来分析和提取隐含在大量数据中的有用信息 ,这样 ,数据
挖掘技术便开始受到人们的关注。把数据挖掘技术应用到人口领域 ,可以极为方便地解决在人
口研究领域中遇到的数据处理和分析的问题 ,并进而可以为决策提供有意义的信息。
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(1)特征描述 (characterization) 。系通过对研究对象的各种属性的分析 ,从数据库中挖掘出
(以不同的角度或在不同的层次上的)平均/ 最小/ 最大值、总和、百分比等等 ,并且可以找到与研
究对象关系最为密切的属性项。
(2)关联分析 (association) 。系指指定的数据库挖掘出满足一定条件的依赖性关系。关联规
则形如“A1 →A2 ,支持度 = s % ,置信度 = c %”,其中 s 和 c 是用户指定的支持度和置信度的门限
值。这种关联规则采掘可以在不同的抽象概念层次上进行。例如 R1“尿布 →啤酒 ,支持度 =
5 % ,置信度 50 %”与 R2“婴儿用品类 →饮料类 ,支持度 = 25 % ,置信度 80 %”相比 ,R2 在更高的
抽象层次上 ,更为宏观 ,因而有较大的支持度和置信度 ,更适合高层决策需要。
(3)特征分类 (classification) 。指通过对样本数据的特征和分类结果 ,为每一个类找到一个
合理的描述或模型 ,然后再用这些分类的描述或模型来对未知的新的数据进行分类。
(4)回归分析 (regress) 。回归分析与分类相似 ,其差别在于分类的预测值是离散的 ,而回归
的预测值是连续的。它的模型一般有一定的函数关系 :y = f (x) 。
(5)聚类分析 (cluster) 。聚类分析其实是无监督分类 (unsupervised classification) ,其目的在
于实事求是地 (而不是按照人的主观认识)按被处理对象的特征分类 ,有相同特征的对象被归为
一类。













建立关联规则 :education (X ,E) = > birth (X ,B)
其中 X代表妇女 ,E 代表某一种文化程度 ,B 代表生育的子女数。
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力 ,一般在更抽象的层次上进行分类 ,如 :小学及以下、中学、大学、研究生。生育子女数分为 :0 -







0 - 1 人 2 - 3 人 4 - 6 人
小学及以下 C11 C12 C13
中学 C21 C22 C23
大学 C31 C32 C33
研究生 C41 C42 C43
　　我们还可以将结果用图表来反映 ,例如




















图中 ,A 点与 B 点之间的距离可用欧氏距离 : D = ( Xa - Xb) 2 + ( Ya - Yb) 2 ,或者曼哈
顿距离 : D = | Xa - Xb | +| Ya - Yb | 来表现。
这样就可以利用距离来对所有的数据进行分类 ,分裂法分类的原理阐述如下 :
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图 2 　聚类结果示意图
首先假定将所有的 n 条记录分成 k ( k ν n)

































按照 :调查小区 µ居 (村) 委会 µ街道办
µ区县 µ市 µ省的级别关系来组织。通过这种级别关系 ,我们可以很清楚地从整体了解到局部
的各种分布情况。
这里主要用到的是结构化查询语言 ( SQL ) ,我们先给定条件 ,在这里条件为“address =
‘xxxxxxxxx’,and education =‘1’, and age > = 18”(地址码可以根据不同的级别来相应的给定 ,
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