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Abstract--A dynamical, random probability model is constructed which describes the HTLV-III/LAV 
viral epidemic in the male bisexual and homosexual population in major population centers. Among the 
many results of this model are upper and lower bounds to the infection transmission probability per 
partner, also known as the infectivity f . We find the extreme limits to f are 0.0245 <f  < 0.1197, with the 
most probable limits being 0.0245 <f  < 0.0490. 
INTRODUCTION 
Like any contagious disease infecting a population of N people, the HTLV-III/LAV virus generates 
an infection curve I(t), which is simply the cumulative number of people who have been infected 
with the virus after an elapsed time t. It is convenient to take I(0)= 1, which fixes t = 0 as the 
starting point of the epidemic. After an elapsed time known as the latency period Ttat, an infected 
host becomes contagious. When an elapsed time known as the incubation period Tove~ is reached, 
there is a certain probability dP that the host will come down with AIDS, exhibiting the overt 
symptoms characteristic of the disease. Thereafter, an AIDS incidence curve A(t) appears, which 
is just the cumulative number of AIDS cases seen in the population N by time t. The incubation 
period probability density curve dP(z)/dz generates the AIDS incidence curve A(t) from the 
infection curve I ( t -  ~). The connection between these 3 curves is discussed in Appendix B. 
Although the incidence curve A(t) is known, the curves I ( t -  z) and dP(z)/dz are not. 
Since AIDS is a fatal disease, it is impossible to directly test the human susceptibility othe virus. 
It is precisely in such cases that mathematical modelling of the epidemic within an especially 
suitable population becomes extremely important. Our model description of the epidemic now 
follows. 
AIDS EP IDEMIC  MODEL 
To model the HTLV-III/LAV epidemic we have chosen the relatively promiscuous part of the 
male bisexual and homosexual populations in the metropolitan regions of the U.S.A. We denote 
the size of such a population in any given region by N and call it the core population. 
We first break up the core population N into two subpopulations: L and S. (See Fig. 1.) 
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We assume that members of the subpopulation L are incapable of becoming infectious or of 
developing the disease. The population L is broken down into two further subpopulations: S, and 
L,. Members of Sp are assumed to be infectable, i.e., they can become seropositive, while members 
of Lh are not. Members of the S, population carry immunity to the HTLV-III/LAV virus. 
We assume that the subpopulation S contains all those who can become infected and infectious. 
The population S is broken down into smaller subpopulations whose characteristics are as follows. 
The subpopulation Sc contains all those who can become contagious carriers of the virus but 
who are immune from developing the disease themselves. Members of the remaining part of S, 
SA = S -  So, will develop AIDS after becoming infected and infectious. 
We now subdivide the SA population into n subpopulations, Sj, j = 1, 2 . . . . .  n each of which 
is characterized by a different constant, uniform incubation period Tj. Thus, once infected, all 
members of the Sj population are assumed to have the identical incubation period ~.  
Finally, each subpopulation S~, i = 1, 2 . . . . .  n; c; p, is divided into two parts, one part/,.(t) that 
has been infected with the virus at time t and the remaining part U~(t) that has not been infected. 
The vertical ine in Fig. 1 dividing the/~(t) and Ui(t) populations (the one with the arrows) moves 
towards the right as time t increases ince the sizes of the infected populations increase with time. 
Because of the long incubation period of the HTLV-III/LAV virus, and because of the long 
reaction time required by the gay community to alter its relatively promiscuous sexual ife style, 
this vertical ine has advanced considerably into the S~ populations. Theoretically, this line would 
stop advancing the moment he gay community totally abandoned its unprotected, promiscuous 
sexual ife style. At that moment his model would cease to describe any further spreading of the 
virus within the gay community. If we take the summer of 1983 as the approximate ime when this 
altered life style occurred, this would still mean that the disease was spread unchecked for at least 
5 y. What we are seeing today, of course, are the effects of this unchecked spread of the disease 
during this period. Thus, we impose an elapsed time cut-off to the infection curves/,(t) that we 
will soon derive from our model. 
There are two assumed, important characteristics of the L population that should be born in 
mind: 
(1) no member of L can become contagious; 
(2) no member of L can ever develop AIDS. 
These two assumptions allow the members of L to become infected with the virus (seropositive), 
but they are immune to the disease. These people are assumed to always be culture negative. 
Members of L will certainly include all those gays who habitually never engage in unprotected 
anal intercourse. Those who never allow themselves to be the passive partner in anal intercourse 
will also be members of L since they will never become infected through sexual intercourse. 
All gays who will invariably develop AIDS if infected belong to one of the n subpopulations 
S~, $2 . . . . .  Sn. If a gay is found to be seropositive, it cannot be determined from this information 
alone whether he belongs to one of these n subpopulations or to the Sc or Sp groups. When infected, 
no member of either the Se or Sp subpopulations develops AIDS. 
In order to construct a dynamical model of the HTLV-III/LAV epidemic we need to define two 
other quantities: the number of new, different sexual partners per year C, acquired by an average 
member of the core population (Cr is also known as the contact rate) and the infection transmission 
probability per partner f (also known as the infectivity). The infectivity is the probability that in 
a sexual relationship between a contagious gay and an uninfected one the uninfected gay will 
become infected. Clearly, then, we must have 0 <f  ~< 1. 
Further, we assume that all of the population numbers, S~, i = 1, 2 . . . . .  n; c; p and N are 
constants, unaffected by migration. Thus, for example, for every member of Si who moves away 
from San Francisco another infected gay in exactly the same medical stage moves into the City. 
Lastly, we assume that all infected gays are uniformly distributed throughout the core population 
N and that sexual bonding between any two members of the core population occurs randomly. 
MODEL RESULTS 
The AIDS infection and incidence curves that result from our model are derived in the Appendix 
Assuming that every member of the infectious population S has a common latency period TL, the 
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Table I. Cumulative number of AIDS cases in male homosexual and bisexual 
communities (data) 
Cumulative number of AIDS cases 
Metropolitan Metropolitan Elsewhere 
Year Quarter New York City San Francisco in U.S.A. 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
0 
1 
2 
2 
2 
3 
7 
8 
11 0 
16 2 
18 3 
27 6 15 
36 10 26 
56 13 37 
86 20 61 
118 31 90 
167 50 144 
222 73 186 
310 103 280 
400 135 404 
530 204 563 
691 261 815 
828 340 1118 
1012 430 1426 
1231 545 1873 
1494 670 2432 
1793 850 3054 
2057 1004 3814 
2420 1193 4679 
2759 1401 5711 
3126 1624 6928 
3448 1834 8061 
overall infection and incidence curves are given in equations (C.6) and (C.8), respectively, in the 
Appendix, Section C. When we fit this incidence curve to the data using a least-square fit program, 
we find that TL < C7 ~ = 1/61 y in every case. Hence, TL is small enough to neglect. Thus, we can 
take the overall infection curve to be given by equation (A.4), with the infection curve for an 
arbitrary subpopulation Si given by equation (A.6). The incidence curve can now be taken to be 
given by equation (A.8). 
Now the cumulative AIDS incidence data (as of 6/2/86) in male bisexual and homosexual 
communities appears in Table 1 [1]. The "elsewhere in U.S.A." column is the cumulative national 
data for the entire U.S.A. excluding the data for the metropolitan San Francisco and New York 
City regions. 
We have fitted our incidence curve (A.8) to the data in Table 1 using a VAX computer and a 
least-square fit program. Excellent fits are obtained using only the first two terms in the incidence 
curve expansion, i.e., using the form for A(t)  appearing in equation (A.10). Each of these fits 
determines the values of 5 parameters: Cs, the value of t' -= t -Tm at the first data point, Sin, $2 
and 7"2 - Tm. It is important to note that the values of these parameters are not expected to change 
if future data requires adding more terms to the incidence curve. The parameter S cannot be 
determined with precision by the fit since the time the first gay came down with AIDS is not 
accurately known. Thus, we treat S, the size of the contagious population, as an input parameter. 
Notice that the incubation period T~ cannot be determined by the fit, only T2 -  T~. 
We have 3 possible, alternative sets of initial conditions here 
{ I , (0 )=1, /2 (0)=0},  { I , (0)=0,  I2(0)=1} or { I , (0)=0,  I2(0)=0}. 
The last choice yields the best fit (the differences are very slight), so it was chosen as our initial 
conditions. 
The results of the least-square fits to the AIDS incidence data appear in Tables 2(a--c) for 
different values of the size of the contagious population S. 
From the results in these tables we see that the parameters S~, $2, C, and T2 - Tt, are largely 
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Table 2(a). San Francisco model fit parametzrs as a function of S 
C, Time of A = 2 Norm of 
S SI $2 (In inverse y) point (y) /'2 - Tt (y) residuals 
3000 571 2186 1.4838 1.8952 1.7522 27.888 
5000 570 2179 1.4889 2.2245 1.7528 28.079 
10,000 572 2175 1.4920 2.6774 1.7523 28.231 
15,000 570 2172 1.4944 2.9423 1.7530 28.283 
20,000 571 2170 1.4958 3.1295 1.7535 28.309 
25,000 571 2170 1.4962 3.2773 1.7534 28.325 
30,000 571 2169 1.4970 3.3960 1.7538 28.335 
35,000 571 2170 1.4962 3.5018 1.7534 28.343 
40,000 570 2168 1.4980 3.5854 1.7545 28.349 
Table 2(b). New York City model fit parameters as a function of S 
Cs Time of A = 1 Norm of 
S S) S 2 (In inverse y) point (y) T 2 - T l (y) residuals 
5000 1007 3757 1.4289 0.8904 1.9719 48.647 
10,000 1007 3753 1.4308 1.3677 1.9713 48.720 
20,000 1009 3744 1.4350 1.8342 1.9717 48.761 
30,000 1008 3743 1.4355 2.1151 1.9719 48.774 
40,000 1009 3744 1.4348 2.3174 1.9711 48.782 
Table 2(c). Elsewhere in U.S.A. model fit parameters as a function of S 
C, Time of first Norm of 
S S t S 2 (In inverse y) A = 1 point (y) T 2 - T I (y) residuals 
15,000 2047 11,385 1.6187 0.1118 1.8294 76.761 
20,000 2075 11,457 1.6115 0.2994 1.8247 76.904 
30,000 2046 11,327 1.6259 0.5183 1.8298 76.768 
40,000 2052 11,358 1.6224 0.7035 1.8283 76.753 
50,000 2049 11,364 1.6215 0.8450 1.8284 76.75 I 
60,1)00 2050 11,351 1.6231 0.9518 1.8285 76.752 
unaffected by changes in the value of S. The only parameter that is sensitive to changes in S is 
the time t' = t - TI associated with the first data point, a quantity which appears in the 5th column 
in these tables. The last column in these tables is the square root of the sum of the squares of the 
differences between the model curve and the actual data points, i.e. the norm of the residuals. The 
lower the value of this quantity, the better the fit. As can be seen from these tables, there is very 
little difference in the quality of the fit for different values of S. 
For San Francisco we have arbitrarily chosen the results for S = 20,000 appearing in Table 2(a) 
and have plotted this fit to the incidence data in Fig. 2(a). This is a log plot, with the circles 
centering the actual data points. Clearly, the fit is excellent. 
For New York City we have arbitrarily chosen the S = 30,000 results in Table 2(b) and have 
plotted this fit to the incidence data in Fig. 2(b). This is also a log plot, the actual data points are 
again circled, and the fit is once again excellent. 
For elsewhere in U.S.A. we have chosen the S = 60,000 results in Table 2(c), and the fit to this 
incidence data is plotted in Fig. 2(c). Now our assumptions of random probability in sexual pairing, 
and of smooth, continuous growth in the infected population numbers break down when the core 
population becomes small. Thus, if the data in the elsewhere in U.S.A. column consists, in large 
measure, of the lumping together of data from a large number of small core populations, then we 
would not expect our model to apply to this "grouping", and we would not expect accurate fits. 
Nonetheless, the fit in Fig. 2(c) is excellent. However, strictly speaking, this fit is really a 
phenomenological one. 
One particularly important model parameter determined by these fits is Cs, where 
S 
Cs =fC ,~.  
From Table 2(a) we find that for the metropolitan San Francisco region (Cs)s.F. = 1.4958 (y)-'. 
NOW a 1983 controlled study of AIDS patients by Jaffe et al. [2] found that the average value 
of the contact rate C, for gays with AIDS was 61 (y)-~, whereas for the control group of healthy 
gay males it was 25-27 (y)-~. 
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Fig. 2(a). Log plot of model fit to San Francisco AIDS incidence data. Actual data points are circled. 
The first data point is 2 cases and the last is 1834 cases. January 1st of any given year is indicated on 
the time axis t. 
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Fig. 2(b). Log plot of model fit to New York City AIDS incidence data. Actual data points are circled. 
The first data point is l case and the last is 3448 cases. ]anuary 1st of any given year is indicated on 
the time axis t. 
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Fig. 2(c). Log plot of model fit to elsewhere, U.S.A. AIDS incidence data. Actual data points are circled. 
The first data point is I case and the last is 8061 cases. January 1st of any given year is indicated on 
the time axis t. 
Estimates of the fraction of the San Francisco gay population that has been infected with 
HTLV-I I I /LAV abound, but a good rough estimate appears to be 50% [3]. If we assume that all 
those that are seropositive are also infectious, and also assume that the core population N 
represents the entire gay population (neither assumption may be reasonable), then S IN  = 1/2. 
Then, using the two extreme values for the contact rate Cr [61 (y)-~ and 25 (y)-~], we find the 
following bounds on the transmission probability per partner f using the San Francisco data: 
2(1.4958) 2(1.4958) 
0.0490 = <f  < - -  = 0.1197. 
61 25 
On the other hand, if we assume that the entire N population can become infectious, then S = N 
and 
(1.4958) (1.4958) 
0.0245 - - -  <f  < - -  = 0.0598. 
61 25 
Clearly, the minimum value for the infectivity f appears to be 0.0245 = 1/40.8. Our model would 
support a value for the infectivity f closer to the minimum values in the above two inequalities 
because our assumption of totally random sexual bonding would be more readily satisfied by the 
higher contact rate. Thus, the most probable limits to the infectivity are 0.0245 <f  < 0.0490. 
The above results are in clear agreement with those of a study by Grant et al. [4] who estimated 
the maximum value of the infectivity f to be 0.101. 
The value of Cs can be estimated by analyzing San Francisco data of a completely different sort. 
Newmeyer [3, Table 1] has estimated the cumulative number of seropositive gay male San 
Franciscans as a function of time. [His estimates began in 1978.] Since we are taking the summer 
of 1983 as the cut-off time beyond which our model ceases to apply, we have fitted his seropositives 
estimates for the period between July, 1979 and June, 1983 with the curve predicted by this model. 
Our model's prediction for the number of seropositives I+(t) as a function of time is derived in the 
Appendix (Section A) and is given by equation (A.7). It is this curve that we have fitted to 
10 
8 
0 
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Fig. 3. Log plot of model fit to San Francisco seropositive incidence data. Actual data points are circled. 
The first data point is 400 cases and the last is 15,800. January 1st of any given year is indicated on 
the time axis t. 
Newmeyer's estimates, again using a least-square program. The fit is shown in Fig. 3. The most 
interesting values determined by this fit are (Cs)s.F = 1.4996 (y)-~ and S = 21,870, with Sp close to 
zero. The value of Cs arrived at here is in remarkable agreement with the value for Cs determined 
previously by fitting the model's incidence curve to that of the AIDS incidence data. 
Our model fits also determine the sizes of the two subpopulations with the shortest incubation 
periods, S~ and $2. We do not know at this time whether other subpopulations, $2, $3 . . . . .  will 
surface because the current data is nicely fit with only two subpopulations. Remember that 
seropositives can also belong to the Sc and Sp subpopulations in which case they are immune to 
developing AIDS. If no other subpopulations with higher incubation periods arise, then we can 
predict, using equation (A.10), the number of new AIDS cases we will see in the future. These 
predictions can be read off the curves in Figs 2(a)-(c). 
For example, the San Francisco results appear in Table 2(a). Here, we find Si = 571 and 
$2 = 2170 for a total of 2741. The model predicts that the cumulative number of AIDS cases to 
be seen in metropolitan San Francisco by, say, July 1, 1987 will be 2592, an increase of 758 over 
the 1834 AIDS cases that existed on January 1, 1986. Of course, this result is entirely dependent 
on there not being a large $3 subpopulation that begins coming down with AIDS before then. 
For metropolitan New York City, Table 2(b) gives S~ = 1008 and $2 = 3743 for a total of 4751. 
Under the identical circumstances discussed above, our model predicts that the cumulative number 
of AIDS cases in this region will reach 4536 by July 1, 1987, an increase of 1088 cases over the 
3448 AIDS cases seen in this region by January 1, 1986. 
Finally, for elsewhere in U.S.A. Table 2(c) gives S~ = 2050 and $2 = 11,351 for a total of 13,401. 
Similarly, we predict hat the cumulative number of cases here will rise to 12,600 by July 1, 1987, 
an increase of 4539 over the 8061 AIDS cases that existed on January 1, 1986. 
Because of the long incubation period, in spite of the recent widespread adoption of monogamy 
and/or safe sex by the gay community, we still expect o see significant increases in the number 
of AIDS cases in the future. The big question is what fraction of the seropositive population 
actually belongs to the immune subpopulations Sc and Sp? At the moment we have no way of 
answering this question since we have no way of predicting whether or not a seropositive gay will 
ultimately develop AIDS, or for that matter, develop any overt symptoms of the disease 
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whatsoever. It could happen that many or most of the seropositve population never become 
contagious or develop AIDS. Only time can conclusively answer this question. It is also possible 
that seropositives belonging to the AIDS prone population SA will not invariably develop AIDS 
as long as secondary factors (whatever they may be) are absent [5]. Evidence indicates that hosts 
infected with the polio virus, for example, only develop the clinical disease when some secondary 
factor, such as fatigue, over-exercise, or tonsillectomy enables the virus to enter the central nervous 
system and multiply there. 
Finally, many seropositives, rather than being doomed to develop AIDS, may have actually 
acquired an immunity to it. 
Blood transfusion AIDS studies have shown that the HTLV-III/LAV virus' incubation period 
can exceed 63 months [6]. However, it is not known at this point whether there is any limit to the 
virus' incubation period (short of the natural life-span). It is known that it is possible for 
seropositive gays to remain that way for at least up to 3 y without being culture-positive [7]. If this 
is true, then it is possible to become infected with the virus without becoming contagious. Gays 
in this category would be members of our Sp subpopulation, assuming, of course, that they are 
immune from developing the disease. 
THE PRINCIPLES OF INTENSIVE PARAMETER INVARIANCE AND 
EXTENSIVE PARAMETER SCALING 
The principal parameters in our model fits to the AIDS incidence data are C,, St, $2 and 7"2 - T,. 
It is not much of an overstatement to say that given enough parameters any model can be made 
to fit any data. This being the case, how do we convincingly test the plausibility of a particular 
model? 
In general, we can classify the parameters used in any model into two distinct groups. Parameters 
that are proportional to the size of the core population N are called extensive parameters. 
Parameters which are independent of the size of the core population N are called intensive 
parameters. Generally, any extensive parameter can be converted into an intensive one by dividing 
by the core population N. 
Suppose amodel is constructed todescribe pidemics of the same disease in separate, unconnected 
populations of similar people with similar health and sociological profiles. The parameters of the 
model are fitted to each core population separately, and we arrive at a set of values for the 
parameters for each distinct population. We now invoke two criteria, two principles, which 
constitute a powerful test that any model must pass in order for the model to be considered 
plausible. 
The principle of intensive parameter invariance asserts that the values found for any particular 
intensive parameter will be exactly the same for a//the core populations. The principle of extensive 
parameter scaling asserts that the value found for any extensive parameter will be proportional to 
the size of the core population for which this value was determined. 
Let us now apply these two principles to our AIDS model. To do so we must analyze the 
epidemic in at least two, separate core populations. Thus, we apply our model to the homosexual 
and bisexual male populations in metropolitan San Francisco and New York City. 
Of our four principal parameters, St and $2 are extensive parameters, and Cs, St/N, S2/N and 
7"2- Tt are intensive ones. 
The principle of intensive parameter invariance requires that 
and 
(C,)sF = (C,)N~, 
(SJN)s.F = (St/N)N.V., 
(&/N)s.F.=(&/N)N.y., 
(la) 
(lb) 
(lc) 
(T 2 - TI)S.F. = (T 2 -- T1)N.y.. (ld) 
Since the sizes of these two core populations are not precisely known, dividing equations (lc) 
by (lb) gives the requirement 
(sJs,)~.~. = (s Js , )~.~. .  (2) 
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Let us now apply these tests one at a time to the results of our model and see if the model passes 
them. 
We will begin by testing for C~ invariance. Firstly, why is C~ an intensive parameter? Since Cs = J  
Cr S. N -~ , if the health profiles of both core populations are identical, then the corresponding 
values of the infectivity f and the fraction S/N for these two populations must be identical. 
Furthermore, if the customs and sexual behavior of these two populations are identical, then their 
contact rates C, must also be identical. Thus, the value of C~ must be the same for both populations, 
and Cs is an intensive parameter. From Table 2(a) (S = 20,000) and Table 2(b) (S = 30,000) we 
find 
(Cs)s.F. 1.4958 
. . . .  1.0420. (3) 
(Cs)N.v. 1.4355 
For all practical purposes these two C, values are identical. However, we can account for the 
small 4.2% difference in these values by assuming that the contact rate Cr for the San Francisco 
gay population is 4.2% higher than that of the New York City gay population. This explanation 
is plausible given the sociological differences between the San Francisco and New York City 
lifestyles and San Francisco's much more moderate climate. 
Let us now consider the test in equation (2). Again referring to Tables 2(a) and 2(b), we find 
(S2/S1)N.v. 2170 1008 
. . . .  1.0234. (4) 
(S2/SOs.F. 571 3743 
Thus, the difference between these two ratios is less than 2.4% and is essentially negligible. Thus, 
our model passes its second invariance test. 
Parenthetically, rearranging the factors in equation (lc) and again using the results in Tables 2(a) 
and 2(b) we find 
(N)r~.v. _ (S2)N.v. 3743 
- -  -- = 1.7249. (5) 
(N)s.F. (S2)s.F. 2170 
Thus, the size of metropolitan New York City's core population is 72.5% higher than 
metropolitan San Francisco's, and if we know the size of one of these, then we can calculate the 
size of the other. Actually, equation (5) constitutes the extensive parameter scaling test. If we knew 
the sizes of these two core populations, we could use equation (5) as a check on our model. 
Finally, let us test for T2-  TI invariance required in equation (ld). Tables 2(a) and 2(b) give 
( /2 -  TI)N.y. _ 1.9719 
= 1.1245. 
(T2 - Tt )s.v 1.7535 
The difference between these two differences i less than 12.5%, a value that is higher than what 
we got in our other two intensive paramater tests, but still not an unreasonably arge deviation 
from the ideal. Can this deviation have physical significance, and how does it arise? 
If we look at the AIDS incidence data in Table 1, we see that the initial data for metropolitan 
San Francisco looks very different from that of metropolitan New York City. Notice that the 
initial San Francisco data builds rapidly, requiring 4 quarters to reach 10 cases. By contrast, 
the initial New York City data grows much more slowly, requiring 8 quarters to reach 11 cases. 
Now both sets of these data are fitted by the function given in equation (A.10), where 
A(t)  = Ii(t - T1) + I2(t - T:), for T 2 < t </'3. 
In searching for a least-square fit the computer will fit/1 (t - T~ ) to the early part of the incidence 
data and 12 (t - T2) to the later part. The time difference in the starting points of these two functions 
is just T2 - T~, the intensive parameter under discussion. Since the initial San Francisco data grows 
so much faster than the initial data for New York City, we expect T2-  TI, to be less for San 
Francisco than for New York City, which is exactly what we get. However, in the early period 
of detection of any new disease it is easy to imagine some of the earliest cases being overlooked 
and uncounted. Then, too, fluctuations due to migration will have a much bigger effect on the early 
incidence data than on the later data. Thus, it seems likely that this 12.5 % difference has no physical 
significance and is just a spurious artifact due to uncertainties of when and by whom these 
epidemics were started. 
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To summarize, our HTLV-III/LAV epidemic model passes all of the intensive 
invariance tests extremely well. 
parameter 
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APPENDIX  
A. AIDS Infection and Incidence Curves 
We will first use our model to derive the AIDS infection curve I(t). Referring to Fig. l, the number of members of the 
S~ subpopulation who become inf~ted with the virus in a time between t and t + dt is given by 
dI~( t )=I ( t ) . f .~ .C ,  dt, i=1 ,2  . . . . .  n;c;p, (A.I) 
where l(t) is the total number of infectious gays at time t. Here, we will assume that I(0) = 1. We are also assuming that 
the latency period T L is small with respect o C7 ~ and can be neglected. Thus, the infection and infectiousness curves are 
assumed to be identical. 
Again referring to Fig. l, we have adopted the following definitions: 
S~-I~(t)+ U~(t)=constant, i -- 1,2 . . . . .  n;c;p, 
SA -- ~ Si(t), 
i=1 
S - S~ + So, 
l(t) = ~ lj(t) + L(t). (A.2) 
)=1 
The subpopulation SA is that part of the potentially infectious population S which is susceptible to developing full-blown 
AIDS. The Sc population can become contagious carders of the disease when infected but cannot develop it. 
Using equations (A.2) in equation (A.1) gives 
dI(t)= I(t) ' f '~-~ {j=~ Uy(t)+ U~} 
or  
C, dt 
dl(t) = I(t) .f .~-  {S - l(t)}. (A.3) 
Assuming I (0 )= 1, the solution to (A.3) is 
S 
l(t) = S[1 + (S - 1 )exp( -C  s t)] -l , C, =fC,~. (A.4) 
This is the overall infection curve. 
Plugging equations (A.4) into (A.1) gives 
d/,(t) =- dl,(t) S fC, dt. (A.5) 
U~(t) [S~-g(t)]  [1 +(S-  1)exp(-C, t ) ]  N 
The general solution of equation (A.5) is 
{SIr(0) + S,[exp(C,t) - 1]} i = 1, 2 . . . . .  n; c;p. (A.6) 
It(t) -- {exp(C~t) + S - 1)} ' 
Clearly, for some value of i, say i =j , /1(0) - 1. Then/t(0)  = 0 for all other values of i (i # j ) .  We must have Ip(0) = 0. 
To recapitulate, we have assumed that the subpopulations i = I, 2 . . . . .  n can become infected, infectious and can develop 
full-blown AIDS. The group i = c can become infected and infectious but cannot develop the disease. The subpopulation 
i =p can become infected (seropositive) but cannot become infectious or develop AIDS. 
From equations (A.4) and (A.6) we can compute the total number of people who have been infected with the virus 
(seropositives) by time t 
I+(t)=_ ~ Ij(t)+l~(t)+lp(t)=l(t)+lr(t)={(Slq+.~[ll 2P(,-C/i~l (A.7) 
./=l ~t I - ) P£ -  s )~ 
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Remember that the S subpopulation is that part of the core population N that can become infected and infectious, while 
the Sp subpopulation can become infected but never infectious. 
We now want to construct the AIDS incidence curve. We will assume that each subpopulation Sj, j = 1, 2 . . . . .  n, has 
a constant, uniform incubation period Tj, identical for all members of Sj. Then the AIDS incidence curve A(t) can be 
constructed from the infection curves given in equation (A.6) as follows: 
n 
A(t) = ~ Ij(t -- Tj) H(t -- Tj), (A.8) 
j=t 
where H(t - Tfl is the Heaviside function defined as 
_~)={1 '  t >~ . (A.9) 
g 
H(t 
0, otherwise 
Remember that the time t = 0 corresponds tothe moment the first gay became a contagious carrier of the virus and started 
the epidemic. 
Thus, equations (A.8) and (A.9) give the following for t < 7'3: 
A( t )=0 (t < Ti), 
=l l ( t  -- Ti) (T I <t  < T2), 
=l l ( t -T t )+ I2( t -7"2)  (T 2<t <T3). (A.10) 
B. The Incubation Period Probability density Curve dP(O/dr 
It is instructive to derive the incubation period probability" density curve dP(r)/dr from the results of the model in the 
Appendix, Section A. 
Let us first go back to the general solution for/,.(t) given in equation (A.6). Since Ip(0) = 0, the first contagious gay can 
be anywhere in the population S. Thus, the probability that ~(0) = 1 is S/S  and the probability that/j(0) = 0 is (S - Sj)/S. 
Thus, using equations (A.6), we find the average value of lj(t) is simply 
~. {S + Sj[exp(Cst ) - i]} + (S - Sj) Sj[exp(Cd) - 1] 
{exp(Cst) + S - 1} S -"  {exp(Cst) + S - I} (B. 1) 
or  
~(t )=S j{ l+(S -1)exp( -Cd)}  -I, j=  1,2 . . . . .  n;c. (B.2) 
Now the connection between the average AIDS incidence curve ,,/(t) and the overall infection curve given in equation 
(A.4) is given by 
.~( t )  = l ( t  -- r )  d r .  (B.3) 
The incubation period probability density function dP(Q/dr must satisfy 
f~o dP(r) 
0<Jo - -~dx~<l"  (B.4) 
The value of this integral equals unity only if all infectious gays eventually develop AIDS. 
From the assumptions of our model we invoke a discrete parametrization expansion for dP(r)/dz: 
dP(Q 
dr j=~ S 
where 6(z - ~) is just the Dirac delta function satisfying 
f l  {0, i f t<~ (B.6) 
6 ( r -T j )  d r= l, i f t>~'  
Using equations (A.4), (B.5) and equations (B.6), (B.3) gives 
Io Sdr  ~6( r -T j )  
,'/(t) = {1 + (S -- 1)exPt-C,(t - r)]} j=l 
= ~ sA1 + (s  - 1)exp[-  c,(t  - r , )]}-~'n(t  - ~), 
j= l  
where H(t - T) is given in equation (A.9). Using equation (B.2), this result can be written in the form 
,71(0 = ~ ~(t - Tj)H(t - Tj), (a.7) 
j=l 
which is really identical to the result in equation (A.8). If we average the function/~(t - Tfl in equation (A.8) as we did 
in equation (B.1), we would come up with the same result. 
From (B.5) we can find the incubation period probability function P(t) itself 
. .  i" dP(r)~ (-" sS'H(t P(t) = | dr =/ . ,  - Tj). (B.8) 
J0 j=l 
Notice that 
as it must. 
lira P( t )=S -t. ~ Sj= SA.S-I <<. 1, 
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C. The Latency period T L 
In this appendix we will determine what effect a non-negl/gible latency period T L has on the equations derived in the 
Appendix, Sections A and B. 
Suppose the infection curve depends on TL as well as t so that I = l(t ,  TL). Then equation (A.3) can be written as 
dl(t, TL)= l(t, TL)'f .C: dt {S- l(t, TL) } . (C. li 
Pt 
Now expand l(t, TL) in a Taylor series in T, around the point T L = 0 
I" _ . ~ dPl(t) T~_ (t, ~/.)==L ~-~ ~ = Uo(t)+ U,(t)'TL+ . . . .  (C.2) 
Suppose TL is small enough so that only the first two terms of the series in equation (C.2) need be retained. Substituting 
equations (C.2) into (C.I) and equating the coefficients of like powers of T L on both sides of the equation gives 
Cs Uo(S - Uo )=--dU° (C.3a) 
S dt 
and 
d 2 U0 4 dU, (C.3b) ~ {u,(s - Uo) -  v,. to} = ~-  dt 
Choosing Uo (0)= I, the solution to equation (C.3a) is 
Uo(t ) = S[I + (S - I)exp(-C,t)]-'. (C.4) 
Using equation (C.4) in equation (C.3b), we obtain an equation for U, (t) which we have to solve. Choosing Ui(O) = O, 
the solution to this equation is 
U~(0) U'o(t ) - dUd:t).-- " (C.5) U,(t)= Uo(t)'In{~},' where 
You can prove that equation (C.5) is the solution to equation (C.3b) through substitution. Thus, 
l(t, TL)= Uo(t ) + Vt(t)" T L, (C.6) 
where Uo(t ) and Ul(t ) are given in equations (C.4) and (C.5), respectively. 
Inserting equations (C.6) and (B.5) equation in (B.3) gives 
kS  "~ 
•(t, TL) = ~ ~" Uo(t - T:) n ( t  - Tj) + T L. ~ . U,(t - 1:) H( t  - Tj). (C.7) 
Using equation (B.2), we can write this as 
(,, rL) = X r (t - n ( t  - + r , .  s, n ( t  - (c.8) j=l j=, ~" U|(t -- 
Notice that if TL = O, we get back our previous result in equation (B.7). 
