Correlations between real and complex zeros of a random polynomial by Götze, Friedrich et al.
ar
X
iv
:1
61
0.
03
61
0v
1 
 [m
ath
.PR
]  
12
 O
ct 
20
16
CORRELATIONS BETWEEN REAL AND COMPLEX ZEROS
OF A RANDOM POLYNOMIAL
FRIEDRICH GO¨TZE, DENIS KOLEDA, AND DMITRY ZAPOROZHETS
Abstract. Consider a random polynomial
G(z) := ξ0 + ξ1z + · · ·+ ξnz
n, z ∈ C,
where ξ0, ξ1, . . . , ξn are independent real-valued random variables with prob-
ability density functions f0, . . . , fn. We give an explicit formula for the mixed
(k, l)-correlation function ρk,l : R
k
× Cl+ → R+ between k real and l complex
zeros of Gn.
1. Introduction
Let ξ0, ξ1, . . . , ξn be independent real-valued random variables with probability
density functions f0, . . . , fn. Consider a random polynomial
(1) G(z) := ξ0 + ξ1z + · · ·+ ξnzn, z ∈ C.
With probability one, all zeros of G are simple. Denote by µ the empirical measure
counting zeros of G:
µ :=
∑
z:G(z)=0
δz,
where δz is the unit point mass at z. The random measure µ may be regarded as
a random point process on C. The natural way of describing the distribution of a
point process is via its correlationfunctions. However, since the coefficients of G
are real, its zeros are symmetric with respect to the real line, and some of them
are real. Therefore, the natural configuration space for the point process µ must
be a “separated” union C+ ∪ R with topology induced by the union of topologies
in C+ and R. Instead of considering the correlation functions of the process on
C+ ∪ R, the equivalent way is to investigate the mixed (k, l)-correlation functions
(see [25]). We call functions ρk,l : R
k × Cl+ → R+, where k + 2l ≤ n, the mixed
(k, l)-correlation functions of zeros of G, if for any family of mutually disjoint Borel
subsets B1, . . . , Bk ⊂ R and Bk+1, . . . , Bk+l ⊂ C+,
(2) E
[
k+l∏
i=1
µ(Bi)
]
=
∫
B1
. . .
∫
Bk+l
ρk,l(x, z) dxdz.
Here and subsequently, we write
x := (x1, . . . , xk) ∈ Rk, z := (z1, . . . , zl) ∈ Cl+.
The most popular class of random polynomilas are Kac polynomials, when ξi’s
are i.i.d. Sometimes the i.i.d. coefficients are considered with some non-random
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weights ci’s. The common examples are flat or Weil polynomials (ci =
√
1/i!) and
elliptic polynomials (ci =
√(
n
k
)
).
The (1, 0)-correlation function ρ1,0 is called a density of real zeros. Being inte-
grated over R, it equals the average number of real zeros of G. The asymptotic
properties of this object as n → ∞ have been intensively studied for many years,
mostly for Kac polynomials; see the historical background in [1] and the survey of
the most recent results in [25]. We just mention some works: [14], [4], [24], [12],
[19], [18], [23].
In the same manner, ρ0,1 is called a density of complex zeros, that is an ex-
pectation of the empirical measure µ counting non-real zeros. Its limit behavior
as n → ∞ is also of a great interest, see [22], [11], [10], [13], [20], [21], and the
references given there.
At the same time, there are relatively few papers on higher-order correlation
functions of zeros. The most known results are due to Bleher and Di [2], [3] who
studied the correlations between real zeros for elliptic and Kac polynomials, and
to Tao and Vu [25] who under some moment conditions on ξi proved the asymp-
totic universality for the mixed correlation functions for elliptic, Weil, and Kac
polynomials.
The aim of this note is to derive the explicit formula for the mixed correlation
functions of zeros of random polynomials with arbitrary absolutely continuous ran-
dom coefficients. To simplify calculations, we assume that ξi’s are independent,
however, our proof works for the coefficients having an arbitrary joint probability
density function.
2. Main result
Recall that f0, . . . , fn are the probability density functions of the coefficients
ξ0, . . . , ξn of G; see (1). For m = 1, . . . , n, consider a function ρm : C
m → R defined
as
(3) ρm(z1, . . . , zm) :=
∏
1≤i<j≤m
|zi − zj |
×
∫
Rn−m+1
n∏
i=0
fi

n−m∑
j=0
(−1)m−i+jσm−i+j(z1, . . . , zm)tj

 m∏
i=1
∣∣∣∣∣
n−m∑
j=0
tjz
j
i
∣∣∣∣∣dt0 . . . dtn−m,
where we used the following notation for the elementary symmetric polynomials:
(4) σi(z1, . . . , zm) :=


1, if i = 0,∑
1≤j1<···<ji≤m
zj1zj2 . . . zji , if 1 ≤ i ≤ m,
0, otherwise.
It is tacitly assumed that the arguments of fi’s are well-defined: we will always
consider only the collections of points (z1, . . . , zm) such that all symmetric functions
of them are real.
We will also need the notation for the absolute value of the Vandermonde deter-
minant:
(5) vm(z1, . . . , zm) :=
∏
1≤i<j≤m
|zi − zj |.
It was proved in [7] that the correlation functions of real zeros are given by (3):
ρk,0(x) = ρk(x)
for all x ∈ Rk. The following theorem generalizes this relation to all mixed (k, l)-
correlation functions.
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Theorem 2.1. For all (x, z) ∈ Rk × Cl+,
(6) ρk,l(x, z) = 2
lρk+2l(x, z, z¯),
where ρk+2l is defined in (3).
It is interesting to note that essentially the correlations between real zeros and
the correlations between complex zeros are given by the same function ρm. In
particular, ρ2 provides the formula for the density of complex zeros as well as for
the two-point correlation function of real zeros:
ρ0,1(z) = 2ρ2(z, z¯), ρ2,0(x, y) = ρ2(x, y).
The latter formula (with different notations) was obtained in [27].
The proof of Theorem 2.1 is be given in Section 4. In the next section we derive
some corollaries.
3. Applications of Theorem 2.1
Substituting (3) into (6) gives
ρk,l(x, z) = 2
lvk+2l(x, z, z¯)
∫
Rn−k−2l+1
n∏
i=0
fi

n−k−2l∑
j=0
(−1)k−i+jtjσk+2l−i+j(x, z, z¯)


×
k∏
i=1
∣∣∣∣∣
n−k−2l∑
j=0
tjx
j
i
∣∣∣∣∣ ·
l∏
i=1
∣∣∣∣∣
n−k−2l∑
j=0
tjz
j
i
∣∣∣∣∣
2
dt0 . . .dtn−k−2l.
In particular, taking k = 1, l = 0 yields the formula for the density of real zeros:
ρ1,0(x) =
∫
Rn
n∏
i=0
fi (ti−1 − xti)
∣∣∣∣∣
n−1∑
j=0
tjx
j
∣∣∣∣∣dt0 . . . dtn−1,
where we set t−1 = tn := 0.
Taking k = 0, l = 1 yields the formula for the density of complex zeros:
ρ0,1(z) = 4| Im z|
∫
Rn−1
n∏
i=0
fi(ti−2 − 2ti−1 Re z + ti|z|2)
∣∣∣∣∣
n−2∑
j=0
tjz
j
∣∣∣∣∣
2
dt0 . . . dtn−2,
where we set t−2 = t−1 = tn−1 = tn := 0.
Taking k = n− 2l we obtain the (non-normalized) joint density of all zeros given
that G has exactly n− 2l real zeros:
ρn−2l,l(x, z) = 2
lvn(x, z, z¯)
∫
R
|t|n
n∏
i=0
fi
(
(−1)n−itσn−i(x, z, z¯)
)
dt.(7)
It is easy to derive from (2) that
E
[
µ(R)!
(µ(R)− n+ 2l)!
µ(C+)!
(µ(C+)− l)!
]
=
∫
Rn−2l
∫
Cl
+
ρn−2l,l(x, z)dxdz,
where we used the convention 0! := 1 and q! := ∞ for any integer q < 0. Since
with probability one µ(R)+ 2µ(C+) = n, the random variable under expectation is
non-zero if and only if µ(R) = n − 2l. Thus we obtain the probability that G has
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exactly n− 2l real zeros:
P[µ(R) = n− 2l] = 2
l
l!(n− 2l)!
∫
Rn−2l
∫
Cl
+
vn(x, z, z¯)
×
∫
R
|t|n
n∏
i=0
fi
(
(−1)n−itσn−i(x, z, z¯)
)
dtdxdz.
This formula was obtained in [26]. Now we consider some examples.
Uniformly distributed coefficients. In algebraic number theory, random
polynomials with independent and uniformly distributed on [−1, 1] coefficients are
of a special interest (see [15], [9], [8]). Let us apply Theorem 2.1 to this case.
Suppose that
fi =
1
2
1[−1, 1], i = 0, . . . , n.
Then it follows from Theorem 2.1 that
ρk,l(x) = 2
l−n−1vk+2l(x, z, z¯)
×
∫
Dx,z
k∏
i=1
∣∣∣∣∣
n−k−2l∑
j=0
tjx
j
i
∣∣∣∣∣ ·
l∏
i=1
∣∣∣∣∣
n−k−2l∑
j=0
tjz
j
i
∣∣∣∣∣
2
dt0 . . .dtn−k−2l,
where the domain of integration Dx,z is defined as
Dx,z :=
{
(t0, . . . , tn−k−2l) ∈ Rn−k−2l+1 : max
0≤i≤n
∣∣∣∣∣
n−k−2l∑
j=0
(−1)k−i+jtjσk+2l−i+j(x, z, z¯)
∣∣∣∣∣ ≤ 1
}
.
In particular,
ρn−2l,l(x, z) =
2l−n
n+ 1
· vn(x, z, z¯)
(max0≤i≤n |σi(x, z, z¯)|)n+1 .
Gaussian distribution. Suppose that
fi(t) =
1√
2pivi
exp
(
− t
2
2v2i
)
, i = 0, . . . , n.
Using the formula for the n-th absolute moment of the Gaussian distribution, we
derive from (7) that
ρn−2l,l(x, z) =
2l+1/2Γ
(
n+1
2
)
(2pi)n/2v0 . . . vn
(
n∑
i=0
σ2n−i(x, z, z¯)
v2i
)−(n+1)/2
vn(x, z, z¯).
In particular, for i.i.d coefficients we have
ρn−2l,l(x, z) =
2l+1/2Γ
(
n+1
2
)
(2pi)n/2
(
n∑
i=0
σ2n−i(x, z, z¯)
)−(n+1)/2
vn(x, z, z¯).
Exponential distribution. Suppose that
fi(t) = exp(−t)1{t ≥ 0}, i = 0, . . . , n.
By an elementary integration, (7) implies
ρn−2l,l(x, z) =
(
n∑
i=0
(−1)iσi(x, z, z¯)
)−(n+1)
vn(x, z, z¯)1{(−1)iσi(x, z, z¯) ≥ 0}.
Using the trivial identity
n∑
i=0
(−1)iσi(w1, . . . , wn) =
n∏
i=1
(1 − wi),
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we obtain
ρn−2l,l(x, z) =
n! vn(x, z, z¯)1{(−1)iσi(x, z, z¯) ≥ 0}(∏n−2l
i=1 (1− xi)
∏l
i=1(1− 2Re zi + |zi|2)
)n+1 .
Random polynomials with i.i.d. exponential coefficients have been investigated
in [17], [6].
4. Proof of Theorem 2.1
4.1. Preliminaries. Suppose that x1, . . . , xk ∈ R and z1, . . . , zl ∈ C+ are different
zeros of G. It means that
(8)


1 x1 . . . x
n
1
...
...
. . .
...
1 xk . . . x
n
k
1 Re z1 . . . Re z
n
1
0 Im z1 . . . Im z
n
1
...
...
. . .
...
1 Re zl . . . Re z
n
l
0 Im zl . . . Im z
n
l




ξ0
...
ξn

 = 0.
Denote by V (x, z) the real Vandermonde type matrix
V (x, z) :=


1 x1 . . . x
k+2l
1
...
...
. . .
...
1 xk . . . x
k+2l
k
1 Re z1 . . . Re z
k+2l
1
0 Im z1 . . . Im z
k+2l
1
...
...
. . .
...
1 Re zl . . . Re z
k+2l
l
0 Im zl . . . Im z
k+2l
l


.
Then, (8) is equivalent to
(9)


∑n
j=k+2l ξjx
j
1
...∑n
j=k+2l ξjx
j
k
Re
∑n
j=k+2l ξjz
j
1
Im
∑n
j=k+2l ξjz
j
1
...
Re
∑n
j=k+2l ξjz
j
l
Im
∑n
j=k+2l ξjz
j
l


= −V (x, z)


ξ0
...
ξk+2l−1

 .
It is easy to check that V (x, z) satisfies
(10) | detV (x, z)| = 2−lvk+2l(x, z, z¯),
where vk+2l is defined in (5).
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Consider a random function η = (η0, . . . , ηk+2l−1)
T : Rk × Cl → Rk+2l defined
as
(11) η(x, z) := −V −1(x, z)


∑n
j=k+2l ξjx
j
1
...∑n
j=k+2l ξjx
j
k
Re
∑n
j=k+2l ξjz
j
1
Im
∑n
j=k+2l ξjz
j
1
...
Re
∑n
j=k+2l ξjz
j
l
Im
∑n
j=k+2l ξjz
j
l


.
It follows from (9) that (8) is equivalent to
(12) η(x, z) =


ξ0
...
ξk+2l−1

 .
Consider a random function ϕ : Rk × Cl → R defined as
(13)
ϕ(x, z) :=
1
vk+2l(x, z)
k∏
i=1
∣∣∣∣∣
k+2l−1∑
j=0
jηj(x, z)x
j−1
i +
n∑
j=k+2l
jξjx
j−1
i
∣∣∣∣∣
×
l∏
i=1
∣∣∣∣∣
k+2l−1∑
j=0
jηj(x, z)z
j−1
i +
n∑
j=k+2l
jξjz
j−1
i
∣∣∣∣∣
2
.
Lemma 4.1. For all (x, z) ∈ Rk × Cl,
(14) E
[
ϕ(x, z)
k+2l−1∏
i=0
fi(ηi(x, z))
]
= ρk+2l(x, z, z¯).
Proof. The idea of the proof goes back to [16, pp. 58–59] (see also [15, Lemmas 5,
6]).
By definition of the expected value,
E
[
ϕ(x, z)
k+2l−1∏
i=0
fi(ηi(x, z))
]
=
1
vk+2l(x, z)
(15)
×
∫
Rn−k−2l+1
k∏
i=1
∣∣∣∣∣
k+2l−1∑
j=0
jrj(x, z, s)x
j−1
i +
n∑
j=k+2l
jsjx
j−1
i
∣∣∣∣∣
×
l∏
i=1
∣∣∣∣∣
k+2l−1∑
j=0
jrj(x, z, s)z
j−1
i +
n∑
j=k+2l
jsjz
j−1
i
∣∣∣∣∣
2
×
k+2l−1∏
i=0
fi(ri(x, z, s))
n∏
i=k+2l
fi(si)dsk+2l . . . dsn,
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where the functions r0, . . . , rk+2l−1 are defined by
(16)


r0(x, z, s)
...
rk+2l−1(x, z, s)

 := −V −1(x, z)


∑n
j=k+2l sjx
j
1
...∑n
j=k+2l sjx
j
k
Re
∑n
j=k+2l sjz
j
1
Im
∑n
j=k+2l sjz
j
1
...
Re
∑n
j=k+2l sjz
j
l
Im
∑n
j=k+2l sjz
j
l


and s := (sk+2l, . . . , sn).
Now we make the following change of variables:
(17) si =
n−k−2l∑
j=0
(−1)k+2l−i+jσk+2l−i+j(x, z, z¯)tj , i = k + 2l, . . . , n.
where σi’s are defined in (4). The Jacobian is a lower triangle matrix with unities
in the diagonal, hence the determinant is 1. This change came from the fact that
x1, . . . , xk, z1, z¯1 . . . , zl, z¯l are zeros of the polynomial
g(z) := r0 + r1z + · · ·+ rk+2l−1zk+2l−1 + sk+2lzk+2l + · · ·+ snzn,
see (16). Thus for some t′0, . . . , t
′
n−k−2l we have
g(z) =
k∏
j=1
(z − xj)
l∏
j=1
(z − zj)(z − z¯j)

n−k−2l∑
j=0
t′jz
j

(18)
=

k+2l∑
j=0
(−1)k+2l−jσk+2l−j(x, z, z¯)zj



n−k−2l∑
j=0
t′jz
j


Comparing the coefficients of the polynomials from the left-hand and right-hand
sides and recalling (17) we obtain that t′i = ti for i = 0, . . . , n− k − 2l and
(19) ri(x, z, s) =
n−k−2l∑
j=0
(−1)k+2l−i+jσk+2l−i+j(x, z, z¯)tj , i = 0, . . . , k + 2l − 1.
If we differentiate the first equation in (18) at points xi, zi, and z¯i, we get
k+2l−1∑
j=0
jrjx
j−1
i +
n∑
j=k+2l
jsjx
j−1
i =
∏
j 6=i
(xi − xj)
l∏
j=1
(xi − zj)(xi − z¯j)

n−k−2l∑
j=0
t′jx
j
i

 ,
(20)
k+2l−1∑
j=0
jrjz
j−1
i +
n∑
j=k+2l
jsjz
j−1
i =
k∏
j=1
(zi − xj)
∏
j 6=i
(zi − zj)(zi − z¯j)

n−k−2l∑
j=0
t′jz
j
i

 ,
k+2l−1∑
j=0
jrj z¯i
j−1 +
n∑
j=k+2l
jsj z¯i
j−1 =
k∏
j=1
(z¯i − xj)
∏
j 6=i
(z¯i − zj)(z¯i − z¯j)

n−k−2l∑
j=0
t′j z¯i
j

 .
Substituting (17), (19), and (20) in (15) completes the proof of the lemma.

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Denote by Jη(x, z) the real Jacobian matrix of η at point (x, z):
Jη =


∂η0
∂x1
. . . ∂η0∂xk
∂η0
∂ Re z1
∂η0
∂ Im z1
. . . ∂η0∂ Re zl
∂η0
∂ Im zl
...
. . .
...
...
...
. . .
...
...
∂ηk+2l−1
∂x1
. . .
∂ηk+2l−1
∂xk
∂ηk+2l−1
∂ Re z1
∂ηk+2l−1
∂ Im z1
. . .
∂ηk+2l−1
∂ Re zl
∂ηk+2l−1
∂ Im zl

 .
Lemma 4.2. For all (x, z) ∈ Rk × Cl,
(21) | detJη(x, z)| = 2lϕ(x, z),
where ϕ(x, z) is defined in (13).
Proof. Differentiating
V (x, z)η(x, z) = −


xk+2l1 x
k+2l+1
1 . . . x
n
1
...
...
. . .
...
xk+2lk x
k+2l+1
k . . . x
n
k
Re zk+2l1 Re z
k+2l+1
1 . . . Re z
n
1
Im zk+2l1 Im z
k+2l+1
1 . . . Im z
n
1
...
...
. . .
...
Re zk+2ll Re z
k+2l+1
l . . . Re z
n
l
Im zk+2ll Im z
k+2l+1
l . . . Im z
n
l




ξk+2l
...
ξn

 ,
we obtain
V (x, z)Jη(x, z) +
(
A1 0
0 A2
)
= −
(
A3 0
0 A4
)
,
where
A1 :=


∑k+2l−1
j=0 jηjx
j−1
1 0 . . . 0
0
∑k+2l−1
j=0 jηjx
j−1
2 . . . 0
...
...
. . .
...
0 0 . . .
∑k+2l−1
j=0 jηjx
j−1
k

 ,
A2 :=


∑k+2l−1
j=0 ηj
∂ Re zj
1
∂ Re z1
∑k+2l−1
j=0 ηj
∂ Re zj
1
∂ Im z1
. . . 0 0∑k+2l−1
j=0 ηj
∂ Im zj
1
∂ Re z1
∑k+2l−1
j=0 ηj
∂ Im zj
1
∂ Im z1
. . . 0 0
...
...
. . .
...
...
0 0 . . .
∑k+2l−1
j=0 ηj
∂ Re zj
l
∂ Re zl
∑k+2l−1
j=0 ηj
∂ Re zj
l
∂ Im zl
0 0 . . .
∑k+2l−1
j=0 ηj
∂ Im zj
l
∂ Re zl
∑k+2l−1
j=0 ηj
∂ Im zj
l
∂ Im zl


,
A3 :=


∑n
j=k+2l jξjx
j−1
1 0 . . . 0
0
∑n
j=k+2l jξjx
j−1
2 . . . 0
...
...
. . .
...
0 0 . . .
∑n
j=k+2l jξjx
j−1
k

 ,
A4 :=


∑n
j=k+2l ξj
∂ Re zj
1
∂ Re z1
∑n
j=k+2l ξj
∂ Re zj
1
∂ Im z1
. . . 0 0∑n
j=k+2l ξj
∂ Im zj
1
∂ Re z1
∑n
j=k+2l ξj
∂ Im zj
1
∂ Im z1
. . . 0 0
...
...
. . .
...
...
0 0 . . .
∑n
j=k+2l ξj
∂ Re zj
l
∂ Re zl
∑n
j=k+2l ξj
∂ Re zj
l
∂ Im zl
0 0 . . .
∑n
j=k+2l ξj
∂ Im zj
l
∂ Re zl
∑n
j=k+2l ξj
∂ Im zj
l
∂ Im zl


.
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We finish the proof by taking the second term from the left-hand side to the
right-hand side, using (10), and noting that for any analytic function f(z)
det
(
∂ Re f
∂ Re z
∂ Re f
∂ Im z
∂ Im f
∂ Re z
∂ Im f
∂ Im z
)
= |f ′(z)|2.

Lemma 4.3 (Coarea formula). Let B ⊂ Rm be a region. Let u : B → Rm be a
Lipschitz function and h : Rm → R be an L1-function. Then
(22)
∫
Rm
#{x ∈ B : u(x) = y} h(y)dy =
∫
B
| detJu(x)|h(u(x))dx,
where Ju(x) is the Jacobian matrix of u(x).
Proof. See [5, pp. 243–244]. 
4.2. Proof. Now we are ready to finish the proof of Theorem 2.1. To this end, we
show that for any family of mutually disjoint Borel subsets B1, . . . , Bk ⊂ R and
Bk+1, . . . , Bk+l ⊂ C+,
(23) E
[
k+l∏
i=1
µ(Bi)
]
= 2l
∫
B1
. . .
∫
Bk+l
ρk+2l(x, z)dx1 . . . dxkdz1 . . . dzl.
From (12) we get
(24)
E
[
k+l∏
i=1
µ(Bi)
]
= E [#{(x, z) ∈ B1 × · · · ×Bk+l : η(x, z) = (ξ0, . . . , ξk+2l−1)}] .
For j = 1, . . . , l denote by B˜k+j a “real counterpart” of Bk+j :
B˜k+j := {(x, y) ∈ R2 : x+ iy ∈ Bk+j}.
Let us apply Lemma 4.3 to (24) with
m = k + 2l, B = B1 × · · · × Bk × B˜k+1 × · · · × B˜k+l,
u(x1, . . . , xk+2l) = η(x1, . . . , xk, xk+1 ± ixk+2, . . . , xk+2l−1 ± ixk+2l),
h(y0, . . . , yk+2l−1) = f0(y0) . . . fk+2l−1(yk+2l−1).
Note that the indices of yi’s are shifted by 1 according to the polynomial coefficients
numeration. So due to Lemma 4.3, the r.h.s. of (24) is equal to∫
Rk+2l
E [#{(x1, . . . , xk+2l) ∈ B : u(x1, . . . , xk+2l) = y}] f0(y0) . . . fk+2l−1(yk+2l−1) dy
= E
∫
B
| detJu(x)|
k+2l−1∏
i=0
fi(ui(x1, . . . , xk+2l)) dx1 . . . dxk+2l,
where in the last step we used Fubini’s theorem and then (22). The Jacobian matrix
of u coincides with the real Jacobian matrix of η, the determinant of which is given
by Lemma 4.2. Thus, switching from u to η and again using Fubini’s theorem we
obtain
E
[
k+l∏
i=1
µ(Bi)
]
= 2l
∫
B
E
[
ϕ(x, z)
k+2l−1∏
i=0
fi(ηi(x, z))
]
dxdz,
where ϕ(x, z) is defined in (13).
Combining this with (14) implies (23), and due to (2) the theorem follows.
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