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$m^{-1} \sum_{i=1}^{m}(z_{(i)}-x_{i\alpha}^{t}\hat{\beta})|y]^{2}$ $=$ $E[m^{-1} \sum_{\dot{\mathrm{z}}=1}^{m}(z_{(i)}-x_{i}\beta+x_{i}\beta x_{i\alpha}^{t}\hat{\beta})|y]^{2}$
$=$ $\sigma^{2}+\frac{1}{m}\sum_{i}(x_{i}^{t}\beta-x_{i\alpha}^{t}\hat{\beta}_{\alpha})^{2}$
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$\Gamma_{\alpha,m}$ , m-ld \sigma 2\Delta 0,
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$n_{v}^{-1}||y_{s}-\hat{y}_{\alpha,\mathit{8}^{\mathrm{c}}}||^{2}$ . (6)
, $||a||=(a^{t}a)^{1/2},$ $\tau/s$ $\{(y_{i}, x_{i}))i\in S\}$ $n_{v}$ , $?J\alpha,S^{\mathrm{c}}$ ( M
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.. leave-one-out $(n_{v}=1)$
M 2 , $M_{\alpha}\neq M_{\star}$ ,
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$W_{i}$ , IPCW(Robins&Rotnitzky) . IPCW , missing
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$Y_{i}=$ $(Y_{i1}, , . . , Y_{iT}.)^{T}$ , $X_{i}=(X_{i0}^{T}, \ldots, X_{iT}^{T})^{T}(X_{i0}^{t}$
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$V_{i}$ $R_{\dot{n}t}=1$ , $R_{\dot{\tau}t}=0$ .
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245




. , $\beta 0$ $\alpha 0$ , $g_{t}(\cdot, \cdot)$ $\overline{\lambda}_{it}(\cdot)$
.
$L(\alpha)=$ $\prod_{i}\prod_{t}[\overline{\lambda}_{it}(\alpha)^{R_{\mathrm{i}\mathrm{t}}}(1-\overline{\lambda}_{it}(\alpha))^{1-R_{\mathrm{i}\mathrm{t}}}]^{R_{\mathrm{i}(\mathrm{t}-1\rangle}}$
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. , $\triangle_{i}(\alpha)$ , $\overline{\pi}_{i}\mathrm{s}(\alpha)^{-1}R_{it}=\frac{R_{\mathrm{i}.\mathrm{t}}}{\lambda_{\mathrm{I}1}(\alpha)\mathrm{x}..\mathrm{x}\lambda_{\mathfrak{l}\mathrm{t}}(\alpha)}$
, $\epsilon_{it}(\beta)=Y_{ii}-gt(X_{i}, \beta)$ . , , $n^{1/2}(\hat{\beta}-\beta 0)$
$\hat{\beta}$ .
IPCW Cox ,
$W_{i}= \frac{\delta_{i}}{\hat{G}(T_{i})}$ . (12)
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