Abstract-Convolutional network-error correcting codes (CNECCs) are known to provide error correcting capability in acyclic instantaneous networks within the network coding paradigm under small field size conditions. In this work, we investigate the performance of CNECCs under the error model of the network where the edges are assumed to be statistically independent binary symmetric channels, each with the same probability of error pe(0 ≤ pe < 0.5). We obtain bounds on the performance of such CNECCs based on a modified generating function (the transfer function) of the CNECCs. For a given network, we derive a mathematical condition on how small pe should be so that only single edge network-errors need to be accounted for, thus reducing the complexity of evaluating the probability of error of any CNECC. Simulations indicate that convolutional codes are required to possess different properties to achieve good performance in low pe and high pe regimes. For the low pe regime, convolutional codes with good distance properties show good performance. For the high pe regime, convolutional codes that have a good slope (the minimum normalized cycle weight) are seen to be good. We derive a lower bound on the slope of any rate b/c convolutional code with a certain degree.
I. INTRODUCTION
Network coding as a means of increasing throughput in networks has been extensively studied in [1] - [3] . Block network-error correction for coherent network codes has be en studied in [4] - [6] . In all of these, the sufficient field size requirement for designing good block network-error correc ting codes (BNECCs) is quite high. To be precise, the sufficient field size requirement for constructing a BNECC along with a network code which corrects network-errors due to any t edges of the network being in error once in every J network uses is such that q > |T | J|E| 2t , where T is the set of sinks. This requires every network-coding node of the network to perform multiplications of large degree polynomials over the base field each time it has to transmit, and therefore is computationally demanding. Moreover, the bound increases with the size of the network. It is therefore necessary to study network-error correcting codes which work under small field size conditions. Convolutional network-error correcting codes (CNECCs) were introduced in [7] in the context of coherent network coding for acyclic instantaneous networks. The field size requirement for the CNECCs of [7] is independent of the number of edges in the network and in general much smaller than what is demanded by BNECCs. Although the error correcting capability might not be comparable to that offered by BNECCs, the reduction in field size is a considerable advantage in terms of the computation to be performed at each coding node of the network. Also, the use of convolutional codes permits decoding using the Viterbi decoder, which is readily available. CNECCs with similar advantages for memory-free unit-delay acyclic networks were discussed in [8] and the benefit obtained in the performance of such CNECCs by using memory at the nodes of unit-delay networks was discussed in [9] .
The CNECCs of [7] were designed to correct network-errors which correspond to a set Φ of error patterns (subsets of the edge set) once in a certain number of network uses (a network use being the use of the edges of the network to transmit a number of symbols equal to the network code dimension). A similar error model (with Φ being all subsets of the edge set with t edges) was considered in [4] - [6] . While this error model allows code construction, it is less realistic because the errors corresponding to any error pattern in Φ are assumed to occur with equal probabilities.
A more realistic error model would be to assume every edge e in the network as a BSC with a certain cross-over probability (p e ) and with errors across different edges to be i.i.d. In this paper, we assume such an error model (with p e being the same for all edges) and analyze CNECCs over the binary field. Binary network codes together with this error model were studied in [10] . The decoding of BNECCs under a similar probabilistic setting was discussed in [11] . However, practical analysis and simulations of BNECCs under a probabilistic error setting is difficult because of the large field size demanded. On the other hand, the CNECCs developed in [7] require small field sizes and thus facilitate analysis. While CNECCs over F 2 alone are considered for the analyzes and simulations of this paper, CNECCs over any field size can be studied using similar methods. The contributions and organization of this paper are as follows.
• After briefly discussing CNECCs for the network coding setup (Section II), we present the error model for the network. If the edge cross-over probability p e << 0.5, then it is sufficient to compute only single edge network-error probabilities in the network thereby reducing the computations required to study the performance of CNECCs. For any network with a given number of edges, we derive with a probabilistic error model using simulations with the butterfly network ( Fig. 1) as an example. Simulations on the butterfly network indicate that different criteria apply for CNECCs to be good under low and high p e conditions. We therefore suggest different types of CNECCs under these two conditions. (Section V) • For high p e conditions, it is seen that those codes perform better which have a high value of slope, which is defined as follows. Definition 1 ( [13] ): Given a minimal encoder of a rate R = b/c convolutional code C, the minimum normalized cycle weight
among all cycles o ∈ O(the set of all cycles) in the state transition diagram of the encoder, except the zero cycle o 1 in the zero state, is called the slope α of the convolutional code C. Here w H (o) indicates the Hamming weight accumulated by the output sequence while traversing the cycle o, and l(o) is the length of the cycle in c-tuples.
• We obtain a lower bound on the slope of any rate b/c convolutional code over any finite field (Section VI). The proofs of all the propositions, theorems and other claims have been omitted due to space considerations, but they are available in [12] .
II. CONVOLUTIONAL CODES FOR NETWORK-ERROR CORRECTION

A. Network model and network code
An acyclic network can be represented as an acyclic directed multi-graph (a graph that can have parallel edges between nodes) G = (V, E) where V is the set of all vertices and E is the set of all edges in the network. Every edge in the directed multi-graph representing the network has unit capacity (can carry utmost one symbol from F 2 ).
Let n be the mincut between the source s and the set of sinks T and the dimension of the network code. An n-dimensional binary network code can be described by three matrices A (of size n × |E|), F (of size |E| × |E|),and B T (of size |E| × n for every sink T ∈ T ), each having elements from F 2 . Further details on the structure of these matrices can be found in [3] . The network transfer matrix corresponding to a sink T is an n × n binary matrix M T such that for any input x ∈ F n 2 , the output at sink T ∈ T is xM T = xAF B T .
B. CNECCs
For a given set of error patterns Φ and for some k < n, a method of constructing rate k/n convolutional codes was given in [7] such that these CNECCs will correct networkerrors which correspond to the patterns in Φ. For a given network with a network code, the definitions for the input and output convolutional code are as follows.
Definition 2: An input convolutional code, C s , corresponding to an acyclic network is a convolutional code of rate k/n (k < n) with a input generator matrix G I (z) implemented at the source of the network.
Definition 3: The output convolutional code C T corresponding to a sink node T in the acyclic network is the k/n convolutional code generated by the output generator matrix G O,T (z) which is given by G O,T (z) = G I (z)M T , with M T being the full rank network transfer matrix corresponding to an n-dimensional network code. It was shown in [7] that errors corresponding to Φ can be corrected at all sinks as long as they are separated by a certain number of network uses. Moreover, a sink can achieve this error correcting capability by choosing to decode on either the input or the output convolutional codes depending upon their distance properties.
Example 1: Table I shows the network transfer matrices of the butterfly network of Fig. 1 and an example of a CNECC along with the output convolutional codes at the two sinks. 
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Network transfer Output convolutional code matrix
III. NETWORK-ERRORS IN THE BSC EDGE ERROR MODEL
Any edge e ∈ E in the network is assumed to be a binary symmetric channel with probability of error being p e and errors on different edges are assumed to be i.i.d. A networkerror is a vector w ∈ F |E| 2 with 1s at those positions where the corresponding edge is in error. The probability of a networkerror w ∈ F |E| 2 is then p
. Let e T denote the random error vector at sink T. The probability that e T = y ∈ F n 2 is as
For any given network, it is essential to calculate the error probability of e T being any y ∈ F n 2 for each sink T ∈ T in order to analyze the performance of any CNECC over the network. Equation (2) indicates that this involves a large number of computations even if the given network is small. However, if p e << 0.5, then it is sufficient to compute only single edge network-error probabilities for any particular error vector at any sink, thereby reducing the number of computations. In particular, suppose
for any error y at any sink T with a 1,y = 0, for some λ ≥ 0.
We then have the upper bound
The probability of the error vector e T being 0 ∈ F n 2 is upper bounded independent of λ as
If p e is small enough so that (3) holds for some large λ, then the upper bounds of (4) and (5) become tight, and hence single edge network-errors alone can be considered in the network without any significant loss of generality.
A. An upper bound on p e
In this subsection, we obtain a sufficient upper bound on p e for a given network for (3) to hold so that only single edge network-error probabilities need to be calculated. This bound obtained holds for any network with a given number of edges and is independent of the network code chosen. It is seen that this bound on p e is inversely proportional to the number of edges in the network. This is a reasonable result because among the network-errors which result in some error vector at a sink, the difference between the number of multiple edge network-errors and the number of single edge network-errors would in general increase with the increase in network size, thus lowering the value of p e upto which (3) would hold. The upper bound on p e for (3) to hold is as follows.
Proposition 1:
For any error y at any sink T with a 1,y = 0, the following holds:
.
The bound of Proposition 1 holds for any network with |E| edges for a chosen λ and in general is loose as indicated by Fig. 2 . Having chosen λ = 10, Fig. 2 shows the single edge network-error probabilities and 10 times the multiple edge network-error probabilities obtained using simulations with respect to varying p e , corresponding to the error vector [1 0] at Sink T 1 of the butterfly network. The threshold p e is approximately 0.0135, which is the lowest, computed for any error vector at Sink T 1 . A similar value can be computed for Sink T 2 . This is approximately an order of magnitude greater than what the bound of Proposition 1 indicates (p e ≤ 0.00154 for the butterfly network which has 9 edges). The bit error probability for a given rate k/n CNECC for a sink T is then bounded as
where
is the Bhattacharyya bound on the pairwise error probability between 0 and v, with p e T (y) being the probability that the error vector obtained at sink T after applying the inverse of the network transfer matrix (M T ) is y. The partial derivative of (6) can be upper bounded according to the numerical upper bound (7) shown at the top of the next page. 
A. Decoding of CNECCs
Given a p e value at which the network operates, any sink can choose to decode a CNECC either on the trellis of the input convolutional code or that of its output convolutional code, depending on their performance at the given p e value. Decoding on the output convolutional code is advantageous to any sink because it does not have to perform the network transfer matrix inversion before having to decode every time it receives the incoming symbols. 
Input convolutional code
Output convolutional code
Example 3: Fig. 4 shows the performance of two CNECCs and their respective output convolutional codes (shown in (Table II) Table II) at sink T 2 of the butterfly network. It can be noted that for all p e values shown, code C O,T2 performs better than code C . Thus, if the code C is used, sink T 2 can always decode on the trellis of C O,T2 . The opposite situation is observed for the pair C and C O,T2 . It is therefore more beneficial for sink T 2 to decode on the trellis of C (after matrix inversion) for any p e ≤ 0.25. 
CNECC generator matrix
Free distance Slope
are two regimes of operation (for each pair of convolutional codes) where the performance of the codes get interchanged. This was already noticed in [13] in the context of AWGN
channels. The value of p e for which these regimes becomes separated is not only dependent on the CNECC-pair chosen, but also on the network and the network code, and would probably decrease with the increase in the size of the network. Fig. 6 shows the performance of convolutional codes with different free distances on the butterfly network for low values of p e , along with the bounds on the bit-error probability evaluated according to Section IV. Codes with better distance spectra are good in the low p e regime. According to Fig. 5 , this behavior is seen upto p e = 0.025, however the bounds on the bit-error probability states become very loose beyond p e = 0.005 which is why the p e has been restricted to that value in Fig. 6 .
Maximum Distance Separable (MDS) convolutional codes thus seem to be a good choice. The design of such convolutional codes along with the bounds on the field size requirement was discussed in [7] for a fixed set of error patterns. If the value of p e is low enough, one might follow the design given in [7] assuming the set of errors to be all possible single or double edge network-errors alone.
2) Coding for the high p e regime: From Fig. 5 , it is seen that codes with higher slopes are good for the high p e regime. The definition of the slope α of a convolutional code C is as in (1) . For a given memory m and free distance d free , a convolutional code is said to be a maximum slope convolutional code [13] if there exists no other code with a higher slope for the same memory and same free distance. Families of convolutional maximum slope convolutional codes were reported in [13] , discovered using computer search.
VI. A LOWER BOUND ON THE SLOPE OF RATE b/c
CONVOLUTIONAL CODES
As seen in Subsection V-B, codes with good slopes perform well in high p e conditions. It is therefore important to investigate the properties of the slope parameter and to come up with constructions which yield codes with good slopes. Upper bounds on the slope of convolutional codes were given in [13] , [16] . A lower bound on the slope of any rate 1/c convolutional code was given in [16] . We now give a lower bound on the slope of any rate b/c convolutional code over any finite field.
Theorem 1: The slope α of a rate b/c convolutional code C with degree δ is lower bounded as α ≥ 1 δ + 1 .
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