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Let ω be a factor state on the quasi-local algebra A of observables generated by a relativistic
quantum field, which in addition satisfies certain regularity conditions (satisfied by ground states
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I. INTRODUCTION AND SUMMARY
Let (A, τ) be a C∗- or W ∗-dynamical system (see,
e.g. [1, 2]), where A is a quasi-local algebra [1, Vol. 1,
Sec. 2.6] and τ is a group of time-translation auto-
morphisms of A. Let ω be a τ -invariant state, as-
sumed to be normal in the W ∗-case. The GNS triple
(Hω, πω ,Ωω) associated to the pair (A, ω) consists [1,
Theorem 2.3.16, Vol. 1] of a (separable) Hilbert spaceHω,
a representation πω of A on Hω, and a vector Ωω,
which is cyclic for πω(A). The representation πω maps
the triple (A, τ, ω) into a new triple (Rω , τ˜ , ω˜), a W ∗-
dynamical system on the enveloping von Neumann alge-
bra Rω = πω(A)′′, with a normal invariant state
ω˜(A) = (Ωω , AΩω), A ∈ Rω . (1)
( . , . ) denotes the scalar product in Hω. Since ω is τ -
invariant, the W ∗-dynamics τ˜ ,
τ˜t(A) = U
t
ωA(U
t
ω)
∗, (2)
is implemented by a one-parameter group {U tω | t ∈ R}
of unitary operators
U tω = exp(itLω) (3)
acting on Hω. The self-adjoint operator Lω, known as
the ω-Liouvillean [2], has the property
LωΩω = 0 . (4)
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Quantum versions of the ergodic theorems of classical dy-
namics [3] have been formulated and proved [2, 4]. The
natural quantum counterpart of the definition of ergod-
icity in classical mechanics is the notion of pure state
[1, Vol. 1, pg. 52, Def. 2.3.14] or primary or factor state
[1, Vol. 1, pg. 81]. The Koopman-von Neumann spectral
characterisation of ergodicity [3] has the following quan-
tum analogue: ω is ergodic iff Ker Lω is one-dimensional,
or, equivalently,
limT→∞
1
T
∫ T
0
dt [ω(Aτt(B))− ω(A)ω(B)] = 0 (5)
for all A,B ∈ A. Again in close analogy to classical
dynamics [3], a C∗-dynamical system (A, τ, ω) is said to
be mixing iff (see, e.g., [2]):
lim
t→∞
ω(Aτt(B))− ω(A)ω(B) = 0 ∀A,B ∈ A . (6)
In classical mechanics, it is well-known that the mix-
ing property (6) has a much more dramatic effect than
ergodicity (5): it represents the first step in a ergodic
hierarchy crowned by Bernoulli or K-systems, which dis-
play fully chaotic behaviour [3]. The quantum theory of
the latter has been developed in Ref. [5]. A necessary
and sufficient condition for mixing is [2]:
w − lim
t→∞
exp(itLω) = Ωω(Ωω , . ) . (7)
A sufficient condition for mixing, which follows from the
Riemann-Lebesgue lemma, is (see, again, [2]):
Lemma I.1 If the spectrum of Lω on Ω
⊥
ω is purely ab-
solutely continuous, then (A, τ, ω) is mixing.
The fact that the condition stated in Lemma I.1 is not
necessary is due to the existence of singular continuous
measures whose Fourier transform decays at infinity—
the so-called Rajchman measures [6]. In spite of the great
2conceptual and practical importance of the mixing condi-
tion (6), it has been seldom studied in quantum field the-
ory. One exception is [7], the other is [8] (see also [9–11]).
Here one must distinguish the vacuum state, for which
we need only consider a C∗-dynamical system and Lω
should be identified with the physical Hamiltonian Hω,
and thermal states, which satisfy the KMS condition.
In a beautiful paper, Maison [7] proved that, in a uni-
tary representation of the Poincare´ group P ↑+, the in-
finitesimal space-time translations have a spectral mea-
sure without singular continuous part. By Lemma I.1,
this implies (6) for the ground state, under the as-
sumption that the latter is invariant under the group of
Poincare´ automorphisms: this yields a unitary represen-
tation of the Poincare´ group by a well-known argument,
already used to establish (2) (see, e.g. [1, Vol. 1, Corollary
2.3.17, pg. 56]).
In recent years there arose a special interest in thermal
quantum field theory [12], which is expected to play an
important role in cosmology (see the concluding remarks
of Section IV). Thermal states of quantum fields are
not, however, invariant under Lorentz boosts, because
the KMS condition distinguishes a rest frame (see also
the discussion in [12, 13]).
In this paper, we generalise the theorem of [7] to a
class which includes thermal quantum fields. The method
is entirely different from Maison’s, which is based on
the structure of the irreducible representations of the
Poincare´ group: it consists of an extension of the ar-
guments introduced in [8, 10, 11], and applied there to
certain Galilei invariant theories. The basic idea of [8]
was to exploit that
(a) the boost relates space-translations and time-
translations;
(b) for space-translations, the large-distance behaviour
is under control for the class of models considered.
Two new elements of the present extension are:
(c) the introduction of a time-dependent scale in the
boosts;
(d) the explicit use of local commutativity.
In Section II we present our framework, consisting of As-
sumptionsA1-A5. The known examples included in this
framework are also briefly reviewed there. In Section III,
we prove (6) for a dense set (in the weak* topology) of
time- and space-translation invariant states of a (rela-
tivistic) quantum field theory satisfying the assumptions
of Section II (Theorem 1, Theorem 2 and Theorem 3).
Section IV is reserved to the conclusion, open problems
and conjectures.
II. THE FRAMEWORK: ASSUMPTIONS AND
EXAMPLES
We denote by (xµ), µ = 0, 1, . . . , ν, the points of
Minkowski space-time R1+ν . Thus ν is the space dimen-
sion and x0 = t (c = 1) denotes the time-variable. The
transformations T (a) and L(v) of R1+ν , corresponding
to space-time translation by a ∈ R1+ν and velocity boost
by u ∈ (−1, 1) along [34] the x1-axis, are defined, respec-
tively, by
T (a)x = x+ a (8)
and
L(v)x =


x0 cosh v − x1 sinh v
x1 cosh v − x0 sinh v
x2
...
xν

 (9)
where u = tanh v and cosh v = (1 − u2)−1/2. The
corresponding automorphisms of A, denoted by ξ(a) ≡
(τa0 , σ~a) and λv, satisfy the relations
ξ(t,~x) = τt ◦ σ~x = σ~x ◦ τt ∀t ∈ R, ∀~x ∈ Rν , (10)
and
λv ◦ ξa ◦ λ−v = ξL(v)a ∀a ∈ R1+ν , ∀v ∈ R . (11)
We shall assume that we are given a relativistic quantum
field theory described in terms of a quasi-local algebra A
satisfying
A1 the Haag-Kastler axioms [14];
A2 for all A ∈ A, limt→0 ‖τt(A) − A‖ = 0 and
lim~x→~0 ‖σ~x(A) −A‖ = 0;
A3 for all A ∈ A, lim~v→~0 ‖λ~v(A)−A‖ = 0;
together with a state ω defined on A, which is
A4 either a pure state or a factor state;
A5 invariant under the automorphism group of space-
time translations {ξ(a) | a ∈ R1+ν} and extremal
space translation invariant;
In the relativistic case space translations are asymptoti-
cally abelian in norm:
lim
|~x|→∞
‖[A, σ~x(B)]‖ = 0. (12)
As ω is, according to A4-A5, an extremal space trans-
lation invariant factor state, it is clustering ([1, Example
4.3.24]):
ω
(
Aσ~x(B)
)− ω(A)ω(B)→ 0 as |~x| → ∞. (13)
Let O → A(O) be the net of local algebras in [14], de-
note the representation obtained by the GNS construc-
tion from the state ω by πω , and consider the von Neu-
mann rings
R(O) = πω(A(O))
′′
. (14)
3By [16, pp. 129–132], we may choose for the algebra of
local observables in O ⊂ R1+ν a C∗-algebra AS(O) ⊂
R(O) such that for all A ∈ AS(O) the assumption A2
holds. Note that A3 was not a part of Assumption 3.1.2
of [16], but may be included by an extension of the ar-
gument, using the following result of Sakai [17]: let ν
be the left invariant Haar measure on the orthochronous
Poincare´ group P ↑+ and let L
1(P ↑+, ν) be the group alge-
bra of P ↑+. For f ∈ L1(P ↑+, ν) and {αg(A) | g ∈ supp f} ⊂
R(O), put
Tf(A) =
∫
P↑
+
dν(g) f(g)αg(A), (15)
where the integral is defined by using the σ-weak topol-
ogy onR(O); then one can easily see that Tf (A) ∈ R(O).
Note that αg
(
Tf (A)
)
lies in a larger (but nevertheless
strictly) local algebra R(Ô) and therefore is well-define.
Moreover,
lim
P↑
+
∋g→e
∥∥αg(Tf (A))− Tf (A)∥∥ = 0 . (16)
Thus Tf (A) as defined in (15) is a smooth element with
respect to the Poincare´ group automorphisms. Next let
us consider f1, f2 ∈ L1(P ↑+, ν) and
{αg(Ai) | g ∈ supp fi} ⊂ R(O), i = 1, 2. (17)
Then (see [17])∥∥αg(Tf1(A1)Tf2(A2))− Tf1(A1)Tf2(A2)∥∥→ 0, (18)
as P ↑+ ∋ g → e. Thus elements of the form (15) gener-
ate a ∗-subalgebra A0(O) of R(O). Then by the above
consideration,
‖αg(B) −B‖ → 0, P ↑+ ∋ g → e, (19)
for B ∈ A0(O). Let AS(O) be the C∗-norm closure
of A0(O). It is easily seen that AS(O) is σ-weakly dense
in R(O). Moreover, it consists of smooth elements: for
C ∈ A(O), ǫ > 0, let B ∈ A0(O) be an element such that
‖C −B‖ ≤ ǫ; then
‖αg(C)− C‖ ≤ ‖αg(C)− αg(B)‖
+ ‖αg(B)−B‖
+ ‖B − C‖. (20)
Hence limg→e‖αg(C) − C‖ ≤ 2ǫ. Since ǫ is arbitrary,
limg→e ‖αg(C)− C‖ = 0.
Therefore the quasi-local algebra defined as
A =
⋃
O⊂R1+ν
AS(O) , (21)
where the bar denotes the C∗-inductive limit [18, Propo-
sition 11.4.1], together with the automorphisms {αg ∈
Aut(A) | g ∈ P ↑+} forms a C∗-dynamical system
(A, P ↑+, αg). Note that the Weyl algebra of the canonical
commutation relations (CCR) does not satisfy Assump-
tions A2-A3 — for the violation of A2, see [1, Vol. 2,
Theorem 5.2.8].
Important examples included in the above framework
are the renormalised vacuum state of the P (φ)2 theory
[19–22] and the temperature states of the same theory
[23, 24], as we now explain. In order to do that, we need
a brief exposition of the barest elements of the theory.
Let F :=
⊕∞
n=0
⊗n
s (H) be the bosonic Fock space
(the subscript s indicates the symmetric tensor product
of copies of H) over the one-particle space H given by
L2(R, dk); as usual
⊗0
sH := C. By Ω ≡ (1, 0, . . .) ∈ F
we denote the vacuum vector. The free Hamiltonian
H0 := dΓ(ω) (22)
is the second quantisation of the one-particle energy
ω(k) :=
√
k2 +m2 with k ∈ R and mass m > 0, con-
sidered as a multiplication operator on H. The num-
ber operator on the Fock space is N := dΓ(1l). There
is a representation of the CCR by creation and annihi-
lation operators a∗(f) and a(f), f ∈ H (see, e.g., [22,
Section 3.2]). Understanding these objects as operator-
valued distributions and writing symbolically
a(h) =
∫
dk h(k)a(k), a∗(h) =
∫
dk h(k)a∗(k), (23)
the free field is given by
φ(x) =
∫
dk
ω(k)1/2
e−ikx
(
a∗(k) + a(−k)) . (24)
This expression is again considered as an operator-valued
distribution and as such the multiplication of these ob-
jects at the same point x is not a well defined operation.
We define powers of the fields by “point splitting”, e.g.,
:φ2(x): ≡ lim
y→x
[φ(y)φ(x) − (Ω, φ(y)φ(x)Ω)] , (25)
and similarly for higher powers. Using the CCR, one
sees that this leads to the prescription of Wick ordering:
all creation operators stand to the left of all annihilation
operators.
We fix a real, semi-bounded polynomial of degree 2n
P (λ) =
2n∑
j=0
aj λ
j (26)
and choose a function g ∈ C∞0 (R) with 0 ≤ g(x) ≤ 1.
Define the interaction Hamiltonian localised in a compact
space region by
V (g) =
∫
dx g(x) :P (φ(x)): . (27)
The Wick ordering in the powers of field operators
makes V (g) a well-defined unbounded quadratic form.
4By investigating the smoothness and symmetry proper-
ties of the scalar kernel of V (g), it is seen that V (g) is an
unbounded, symmetric operator with domain contained
in D(Nn). By [22, Theorem 6.4]
H(g) = H0 + V (g) (28)
is essentially self-adjoint on D(H0)∩D(V (g)). Moreover,
H(g) is semibounded from below. Let
Eg := inf {Spectrum H(g)} . (29)
The corresponding eigenvalue is an isolated eigenvalue
of H(g) with multiplicity one [20], thus corresponding to
an eigenvector Ωg ∈ F, ‖Ωg‖ = 1, such that H(g)Ωg =
EgΩg. As g(·) → 1 the scalar product (Ψ,Ωg) → 0 for
all Ψ ∈ F. This clearly demonstrates that Hilbert space
methods are insufficient, and thus justifies the operator
algebraic framework, which allows us to obtain (see [20])
the vacuum state ω as the w∗-limit, as g(·) → 1, of the
states
ωg(A) = (Ωg, AΩg) , (30)
with A in the C∗-closure A of the local von Neumann
algebras R(O) generated by the Weyl operators
W (f) = exp
(
i
∫
dx f(x)φ(x)
)
, (31)
with
f ∈ ω1/2DR(O) + iω−1/2DR(O)
L2(R,dx)
. (32)
For the thermal field theory, the free Liouvillean Lω
(see (3)) is the Araki-Woods Liouvillean LAW (see [12]
and [23]). Euclidean techniques can be used to define
the operator sum
Hβ(g) := LAW +
∫
dx g(x) : P (φβ(x)) :Cβ , (33)
where the Wick ordering is defined from (26) in terms of
the thermal covariance function Cβ [12, 23], as an essen-
tially self-adjoint operator [24]: let its closure be defined
by the same symbol. The vector
Ωβ(g) :=
e−
β
2
Hβ(g)ΩAW
‖e− β2Hβ(g)ΩAW‖
, (34)
where ΩAW is the cyclic GNS vector associated to the
Araki-Woods state, induces a KMS state ωβ(g) for the
W ∗-dynamical system (πAW (A)′′, τg), where πAW is the
Araki-Woods representation and τgt is the time evolution
τgt (A) := e
itHgAe−itHg , A ∈ A . (35)
Note that Hg and Hβ(g) induce the same group of auto-
morphisms on A, thus there is no β dependence on the
level of automorphisms. It was proved in [15] that the
limit
ωβ := lim
g(.)→1
ωβ(g) (36)
exists and defines a state on
A :=
⋃
O⊂R1+ν
R(O). (37)
The C∗-algebra (37) is isomorphic to the C∗-inductive
limit of the local von Neumann algebra RAW (O) gener-
ated by the Weyl operators in the Araki-Woods represen-
tation [12, 23, 24]. The thermal states ωβ , β > 0, defined
by (36) satisfy a relativistic generalisation of the KMS
condition (see [12] and references given there).
We now turn to the question of whether assumptions
A1-A5 are satisfied for the above-mentioned examples.
For A4, A5 (except purity), see [19] and [20]. For
the unicity of the vacuum (the purity in A4) see [21]
and references given there. Property A5 for the thermal
state were proved in [15]. The replacement of R(O) by a
weakly dense subalgebra such as the one of the form (15)
does not alter the validity of the above-mentioned results,
see the remarks after the definition pg. 399 of [19]. Thus
A5 may also be assumed to hold for these examples, in
particular the replacement of (37) by (21). Finally, for
the factoriality property in A4, we may decompose the
thermal state into factor states through the primary de-
composition [1, Vol. 2, Theorem 5.3.30, pg. 116], and
pick any one of the latter as our state. For the ther-
mal P (φ)2 theory it is expected that the KMS state is
unique and thus a factor state, but a proof is still missing.
It would be interesting to know whether there exist non-
equilibrium stationary states (NESS) which satisfy the
properties A1-A5, but so far we are not aware of any
rigorously constructed NESS for interacting relativistic
quantum field theories.
III. THE MAIN THEOREM
We want to inherit clustering properties of the time
translation from those of space translation with the help
of a smearing effect. First we specify the properties of the
smearing functions. Let f, g be C∞-functions of compact
support, such that∫ ∞
−∞
dx f(x) = 1, f(x) ≥ 0, (38)
and
supp f ∈ [−(a− δ), a− δ], (39)
where δ < a. Set αt := t
−1/2−ǫ, with 0 < ǫ < 1/2, and
define
gt(v) :=
1
αt
g
(
v
αt
)
∀v ∈ R . (40)
5Clearly gt(v) → δ(v) as t → ∞, thus {gt}t>0 is an ap-
proximation of the Dirac delta function. For later usage
we define also an approximation {fˆs}s>0 of the Dirac
delta function, whose convergence is less rapid:
fˆs(v) :=
1
αˆs
g
(
v
αˆs
)
, v ∈ R , (41)
with αˆs := s
−1/4−ǫ/4, 0 < ǫ < 1/4.
Our main theorem may now be stated:
Theorem III.1 Let a relativistic quantum field theory
satisfy the Assumptions A1-A3 of Section II and let ω
be a state satisfying the Assumptions A4-A5. Then
(i) ωv ≡ ω ◦λv is an extremal space translation invari-
ant and time invariant factor state;
(ii) ωf :=
∫
dv f(v)ωv is not a factor state. Its centre
contains space- and time-translation invariant ele-
ments Bf satisfying the following three properties:
(ii.a) ωf (ABf ) = ωf (BfA);
(ii.b) limx→∞ ωf
(
Aσx(B −Bf )
)
= 0;
(ii.c) limt→∞ ωf
(
Aτt(B −Bf )
)
= 0.
Proof (i) by assumption ω is invariant under space-
time translations:
ω ◦ ξ(t,~x) = ω ∀(t, ~x) ∈ R1+ν . (42)
From (11) we conclude that
λv ◦ ξa = ξL(v)a ◦ λv. (43)
Now consider the state ωv = ω ◦ λv. Clearly
ωv ◦ ξ(t,~x) = ω ◦ λv ◦ ξ(t,~x)
= ω ◦ ξL(v)(t,~x) ◦ λv = ω ◦ λv
= ωv ∀(t, ~x) ∈ R1+ν .
(44)
This shows that ωv is also space translation invari-
ant and time invariant. Now assume that ωv al-
lows a decomposition into space-translation invari-
ant states. Then we could use the group property to
derive a decomposition of ω into space-translation
invariant states, which is not allowed. Thus ωv is
extremal space translation invariant. As λv is an
automorphism of A, the state ωv is a factor state,
just like ω.
(ii) Smearing out the state ω (i.e., forming a convex
combination) will lead to a non-trivial centre, thus
we expect that ωf fails to be a factor state. Indeed,
given some B ∈ A we can weakly define a non-
trivial element Bf , which lies in the centre:
ωf(ABfC) :=
∫
dv f(v)ωv(AC)ωv(B) (45)
for all A,B,C ∈ A. Clearly (45) implies
ωf (ABfC) = ωf(ACBf ) and ωf (BfC) =
ωf (CBf ). Next we show that (ii.b) holds:
limx→∞ ωf
(
Aσx(B −Bf )
)
= (46)
= limx→∞
∫
dvf(v)ωv
(
A
(
σx(B)− ωv(B)1l
))
.
We have made use of the fact that ωv(σx(B)) =
ωv(B) for all x ∈ Rs. The r.h.s. in (46) vanishes,
as w-limx→∞ σx(B) = ωv(B)1l.
Next we prove (ii.c). We proceed in several steps.
(a) Different from [8] the initial state will, ex-
cept for the ground state or for the tracial
state (provided it exists) not be invariant un-
der Lorentz boosts. In order to use (9) and
shift it between the operators A and B we
have to control that the effect of the state is
negligible. We define
ht(v) :=
∫
dv1 f(v − v1) gt(v1), (47)
with gt(v) as described in (40). It follows from
the fact that the width of the supp gt is pro-
portional to t−1/2−ǫ that
∣∣ht(v)− f(v)∣∣ ≤ c sup
∣∣∣∣ ddv f
∣∣∣∣ · t−1/2−ǫ. (48)
This allows to approximate (ii.c) by∫
dv f(v)
∫
dv1 gt(v1)× (49)
× ωv
(
λv1(A)
(
λv1 ◦ τt(B)− ωv(B)1l
))
.
Note that we have shifted the integration over
v by v1.
(b) Let us now concentrate for a moment on the
term
λv1(A)
(
λv1 ◦ τt(B)− ωv(B)1l
)
. (50)
From (9) we conclude that
λv1 ◦ τt(B) = τt cosh v1 ◦ σt sinh v1 ◦ λv1(B). (51)
Thus (50) equals λv1(A)
(
τt cosh v1 ◦ σt sinh v1 ◦
λv1(B)−ωv(B)1l
)
. Since gt has shrinking com-
pact support for t→∞, there exist constants
cA and cB, which may depend on A and B,
respectively, such that
‖λv1(A)−A‖ ≤ cA t−ǫ−1/2, (52)
‖λv1(B)−B‖ ≤ cB t−ǫ−1/2, (53)
for all v1 ∈ supp gt. Thus (50) can be approx-
imated in norm:
6∥∥∥λv1(A)(τt cosh v1 ◦ σt sinh v1 ◦ λv1(B)− ωv(B)1l)
−A(τt cosh v1 ◦ σt sinh v1(B)− ωv(B)1l)∥∥∥
≤
∥∥∥(λv1(A)−A)(τt cosh v1 ◦ σt sinh v1 ◦ λv1(B)− ωv(B)1l)∥∥∥
+
∥∥∥A(τt cosh v1 ◦ σt sinh v1 ◦ λv1(B)− τt cosh v1 ◦ σt sinh v1(B))∥∥∥
≤ cA t−ǫ−1/2 · 2‖B‖+ ‖A‖ · cB t−ǫ−1/2.
(54)
(c) Using the time invariance of ωv we find that∣∣ωv(λv1 (A)(λv1 ◦ τt(B)− ωv(B)1l))− ωv(τ−t cosh v1(A)(σt sinh v1(B)− ωv(B)1l))∣∣
≤ cA t−ǫ−1/2 · 2‖B‖+ ‖A‖ · cB t−ǫ−1/2.
(55)
(d) So far the considerations have been the same for Galilei invariant time evolutions as for relativistic time
evolutions. In order that the v1 integration is only connected with the space translation we need an
additional estimate:
sup
v1∈supp gt
‖τt(A)− τt cosh v1(A)‖ ≤ c′A |t|−2ǫ, (56)
with a constant c′A which may depend on A. This follows from expanding cosh v1 in a power series and
taking the support properties of gt into account. Thus for t > 0∣∣ωv(λv1(A)(λv1 ◦ τt(B)− ωv(B)1l))− ωv(τ−t(A)(σt sinh v1(B)− ωv(B)1l))∣∣
≤ cA t−ǫ−1/2 · 2‖B‖+ ‖A‖ · cB t−ǫ−1/2 + c′A t−2ǫ · 2‖B‖.
(57)
We can now replace (ii.c) by estimating∣∣∫ dv1 gt(v1)ωv (τ−t(A)(σt sinh v1(B)− ωv(B)1l))∣∣
≤ ‖A‖
{∫
dv1 dv2 gt(v1)gt(v2)ωv
((
σt sinh v1(B
∗)− ωv(B)1l
)(
σt sinh v2(B) − ωv(B∗)1l
))}1/2
. (58)
(e) Returning to (ii.c) we have still to integrate
over v. As ωv is an extremal space translation
invariant primary state, ωv is clustering ([1],
Example 4.3.24):
ωv
(
Aσ~x(B)
)− ωv(A)ωv(B)→ 0 (59)
as |~x| → ∞. With (39), (40) the inte-
gral
∫
dv1... in (49) has an upper bound
||B||(||A||+1) which is independent of t and v.
For all v the v1 integral converges to zero as
t → ∞. This follows from (58) and (59) and
Lebesgue dominated convergence: one makes
in the double integral on the r.h.s. of (58) the
change to variables w1 = v1/αt and w2 =
v2/αt suggested by (39). Using space trans-
lation invariance of ωv and the choice of αt,
the integrand in the new variables is seen to
tend to zero by (59) for all (w1, w2) except
along the diagonal w1 = w2 (thus a set of zero
Lebesgue measure in R2), and is, uniformly
in t, bounded by g(w1)g(w2)(2||B||)2. Since f
has compact support and (39) is satisfied, a
second application of the Lebesgue dominated
convergence theorem finally proves the result.
Collecting all estimates proves the theorem.
We now want to draw conclusions for the state ω we
started with:
Theorem III.2 In QFT a primary state that is extremal
space invariant and also time invariant is also extremal
time invariant.
Proof We start with such a state and smear it to ob-
tain ωf . By Theorem III.1 (ii.c) a time translated oper-
ator converges weakly to an element in the centre. The
7decomposition into extremal time-invariant states corre-
sponds to a maximal abelian subalgebra within the com-
mutant, which contains all time invariant elements. This
algebra is contained in the centre, and coincides with
the algebra of space-translation invariant elements. This
follows from Theorem III.1 (ii.b). Therefore also the de-
composition into extremal time invariant states coincides
with the decomposition into extremal space translation
invariant states [25].
Unfortunately Theorem III.2 is not strong enough to
guarantee the mixing property (6). There is still the
possibility that the time invariant operators in the com-
mutante are not weak limits but only invariant means.
Notice that in our proof we used however just limits.
Another possibility to interpret Theorem III.1 is by
varying f(v), in a sense to be made precise below.
Theorem III.3 Let ω be a state satisfying A1-A5. Then
for any state ωf of the form (ii) of Theorem 3.1 (hence
space and time tranlation invariant), among which there
are some arbitrarily close to ω in the weak* topology, the
time evolution is weakly asymptotically abelian:
lim
t→∞
ωf
(
A[τt(B), C]D
)
= 0 (60)
for all A,B,C,D ∈ A.
Proof Let ǫ > 0 and A ∈ AS be given. We may then
choose δ > 0, depending on A and ǫ, such that for |v| < δ,
‖λv(A) − A‖ < ǫ. Choose now f smooth with compact
support in [−δ, δ] such that ∫ +∞
−∞
dvf(v) = 1. Then∣∣∣∣
∫
dv f(v)ωv(A)− ω(A)
∣∣∣∣ < ǫ ,
and thus a proper choice of f makes ωf arbitrarily close
to ω in the weak* topology. In the representation πωf
corresponding to any state of the form (ii) of Theo-
rem III.1 (close to ω or not), (iic) of Theorem III.1 as-
serts that τt(B) converges to an element of the centre,
for any B ∈ AS . Thus (60) holds.
If, however, we try to obtain a statement that is close
to (6) for an individual state, we have the possibility to
scale the smearing function f and consider the limit of
the states
ωfˆs :=
∫
dv fˆs(v)ωv (61)
as s→∞. Note that fˆs was defined in (41). Clearly
lim
s→∞
ωfˆs(A) = ω(A), A ∈ A. (62)
We now would like to estimate∣∣∣ωfˆs(Aτt(B)) − ωfˆs(A)ωfˆs(B)
∣∣∣ (63)
for s and t large. Setting s = t (i.e., taking the limits
t → ∞ and s → ∞ simultaniously) we find that (48)
changes to∣∣hˆt(v) − fˆt(v)∣∣ ≤ c supv ∣∣∣ ddv fˆt(v)∣∣∣ · t−ǫ−1/2
≤ c supv |f ′(v)| · t−ǫ/4, (64)
for 0 < ǫ < 1/4. The remaining estimates remain un-
changed. Thus
lim
t→∞
ωfˆt
(
Aτt(B)
)
= ω(A)ω(B), (65)
for all f ∈ C∞(R) which satisfy (39), i.e., ∫∞
−∞
dx f(x) =
1, f(x) ≥ 0 and supp f ∈ [−(a− δ), a − δ], where δ < a.
One can see from (64) that we are unable to control the
limit a→ 0 with our estimates.
We note that we could still play with the support of
the initial function f . As a last remark, if ω is Lorentz-
invariant, we replace ωv by ω in (45), which, together
with (e), yields the mixing property (6): this is Maison’s
result [7].
Remark III.1 The relation between boost and shift was
used by D. Buchholz [26] to show that for a large class
of states {ωˆ} (which are normal w.r.t. the vacuum state)
the weak∗ limit points of the nets {ωˆ ◦ τt}t>0 as t → ∞
are states, which are invariant under spatial translations
(and thus vacuum states). It should be possible to extend
this result to a class of states of the form
ωˆ(.) = ω(A . D) (66)
with ω satisfying A4-A5 and A,D ∈ A operators with
compact energy support (as defined, e.g., in [27]). Thus
if ω is the only space-translation invariant state w.r.t. the
representation πω, then the weak
∗ limit of all the states
in the class {ωˆ} would be ω itself. Whether such a result
actually holds and is related to our work has to be further
investigated.
IV. CONCLUSION, OPEN PROBLEMS AND
CONJECTURES
We have shown that, given a distinguished state of a
quantum field ω, which satisfies the assumptions A4-A5
of Section II, there exist space-time translation invariant
states, some of which are arbitrarily close to ω in the
weak* topology, for which the time evolution is weakly
asymptotically abelian.
The proof depends on two features: the fact that the
Lorentz boost relates space translations and time trans-
lations, and, secondly, locality (12), which implies the ex-
istence of good space-like cluster properties (13). These
properties are valid for both ground states and primary
(factor) thermal states.
Assumptions A1-A5 hold for the ground state and
thermal state(s) of the P (φ)2 model, but they are ex-
pected to hold for any relativistic quantum field theory,
8and in this sense we have strengthened the conjecture
in [8] and [28] that the observables of a Poincare´-invariant
theory are a mixing system.
It follows from our results that these states, provided
the corresponding GNS vector is separating (such states
are called modular states in the literature), possess the
properties of return to equilibrium
lim
t→∞
ω
(
A∗τt(B)A
)
= ω(A∗A)ω(B) (67)
and corresponding consequences which are usually rather
hard to prove. This fact may be regarded as a bonus from
quantum theory, but, more specifically, of quantum field
theory. Indeed, for quantum spin systems, the property
of weak asymptotic abelianness (Theorem III.3), is not
generally valid [29, 30].
The above reference to quantum field theory includes
Galilean-invariant theories [8, 10]. One basic difference
between fully relativistic quantum field theories and the
latter is that only the former display vacuum polariza-
tion, which leads to non-Fock representations of the CCR
because of Haag’s theorem [16, pg. 55]. There is, how-
ever, an advantage of Galilean invariant theories over
Poincare´-invariant ones: at least for the class considered
in [8, 10], a stronger state-independent mixing property,
namely
lim
t→∞
‖Aτt(B)‖ = ‖A‖‖B‖ ∀A,B ∈ A, (68)
may be proven [8, 9]. Quantum mixing systems in the
sense of (68) may be shown to be indeterministic and un-
decidable in a quite precise sense [28, Lemma L4], with an
interesting application: unpredictability of the symmetry
breaking in a phase transition such as the one which pre-
sumably occurred after the big-bang [28]. It is an open
problem to prove (68) for our class of systems.
On the other hand, relativistic quantum fields and
their equilibrium states play an important role in ap-
plications in cosmology, in particular in the dark en-
ergy problem [31]. In cosmology, thermal quantum fields
associated to the temperature of background radiation
(presently of about 3K) in the hot big-bang model (see,
e.g., [32, pg. 187]) must be of special relevance, which is,
yet, to be fully explored (see, however, [33]).
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