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The variational problem for the Curie-Weiss-Potts model is solved completely. The results extend those of Ellis 
and Wang ( 1990, 1992). in which we study limit theorems and parameteresttmations for the model and consider 
only the case of zero external field. In contrast to the Curie-Weiss model, this model has phase transitions in non- 
zero external held. All the solutions of the variational problem are non-degenerate points, so all the results in Ellis 
and Wang ( 1990, 1992) can be easily extended to the case considered here. We will also point out that simultaneous 
parameter estimation is impossible. 
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1. Solutions of the variational problem 
The Potts model has been one of the important models studied and employed in mathematical 
physics, statistical mechanics, and some engineering-connected areas like image processing, 
cf. three references listed and references quoted therein. The Curie-Weiss-Potts model is a 
good approximation of the Potts model, and mathematically it has a very interesting prob- 
abilistic structure, cf. Ellis and Wang ( 1990, 1992). 
In Ellis and Wang ( 1990, 1992) we studied limit theorems for the empirical vectors and 
the asymptotics of the maximum likelihood estimators for parameters in the Curie-Weiss- 
Potts model. There we considered only the case of zero external magnetic field. For com- 
pleteness we treat in this note the case of non-zero external magnetic field. The thing we 
have to do is to solve a variational problem (finite dimensional minimization problem), cf. 
Appendix B of Ellis and Wang ( 1992), and to prove all the points (solutions) are non- 
degenerate. Then similar results as those in Ellis and Wang ( 1990, 1992) can be proved in 
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the same way, but we will omit these results from this note. Comparing with the well-known 
Curie-Weiss model which has no phase transitions in an external magnetic field, this model 
always has phase transitions, cf. Theorem 1. We will also point out that simultaneous 
parameter estimation is impossible, cf. Remark 2.8 of Ellis and Wang ( 1992). The ideas 
used to prove the results in this note are basically those in Ellis and Wang ( 1990, 1992). 
So we will make the proofs short and give proper references. 
The model we are considering has Hamiltonian 
H ,,$.h(W)= -~nP(L,I(w),L,,(w))-n(L,,(w),h) 
for p E [w + and h E [WY, and finite volume Gibbs probability measure 
1 
P ,,.p,,, (dw) = - 
S,./Xh 
exp( -K1.B,h(~)) fi ddq) 
j= I 
WhereoEQ,={@‘,..., 8”}“,p(dwi)=q-‘C:=,~H,(dw,), 
and 8’, . . . . 8” can be taken as 1, . ., q or q independent vectors of [WY. The case of q = 2 
reduces to the Curie-Weiss model, cf. Ellis and Wang ( 1990). So we assume q > 3 in this 
note. 
The proofs of the limit theorems for L,, and asymptotics for the maximum likelihood 
estimators for /3 and h depend on solving a minimization problem. That is, to find out the 
global minimum points of the function 
Ga,h(u)=iP(u, )-log 2 exp(&+h,) , UE(W~. 
( i= I 1 
which is the convex dual of the Gibbs luriationalformula for the Curie-Weiss-Potts model 
(Ellis and Wang, 1992, Appendix B) . The solution when h = 0 is given in Theorem 2.1 of 
Ellis and Wang ( 1990). 
By symmetry we assume that h, > h, > . . > h,. We also assume that there exists k E ( 1, 
. . . . q- 1} such that h, = . . . =hk>hL+,, since otherwise (L,,(w), h) = 1. Let .X,,h be the 
set of global minimum points of G,,. We have: 
Lemma 1. Let u* E .XpP.h. If hi > h, then u ;* > uf 
Proof. Note that u ,* f u:. Suppose otherwise that u ,* < u.7. Define ti by & = u: for k E 
(i,j),andti,=u,*,~,=u,~. Since 
exp(PLI,+hi)+exp(pu,+~~,)-exp(pu”+h,)-exp(pu:’+I~j) 
= [exp(h;) -exp(irj)l [exp(pu$) -exp(puT)l >O, 
we have GP.L( ti) < GP.*(u *). It is impossible. 0 
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Our main result of this note is the following: 
Theorem 1. For any h there exists p(h) E ( 1, q) such that 
(a) CZOa.h us a unique point with the form (u,, I*,, . . ., a,, Us+ ,, Us+>, .. . . uy) for 
O< p< P(h), andu, >t++, auk+?> . . . au<,; 
(b) it has k pointsfor p > /3(h) : one of them has the form 
a*= (u,, nz, . ..> n2, L4k+l. uh+l> . . . . CI,,) 
and u,>u~>u~+,~u~~~~...~u~,, und the other k - 1 points are obtained from u * by 
exchanging u, and II,, i = 2, ., k, of u *; 
(c) it has kf 1 points for ,l3= p(h). They are obtained by taking the limit p+ P(h) - 
of the point in (a) and the limits p -+ p(h) + of the points in (b). 
Proof. The proof uses Lemma I and follows the same reasoning lines of the proof for 
Theorem 2.1 of Ellis and Wang ( 1990). We give only the proof for the case h, = h and 
h, = 0, i= 2, ., q, as a demonstration. By symmetry h <O corresponds to the case 
h, = . = h,_ , > h, in the above theorem. Since more information can be obtained for this 
case, we write it as the following proposition. q 
4(s)- -++(q-l)sl,~(l-s).....~(l-s) 
( 1 
. 
Proposition 1. (a) Assume p > 0 and h > 0. Let s( p, h) and s *( p, h) be, respecticely, the 
smallest and largest solutions in (0, 1) of the equation 
1 -exp( -@s-h) 
s = 
l+(q-1) exp( -@s-h). 
Set I?(p, h) =c#J(s(~, h)) and u*(P, h) =&s*(/3, h)) with the C#J defined before. Then 
theree.ristsp(h)E(1,q)suchthut17(P(h),h)fuY(p(h),h)and 
z 8.,z = 
1 
(i(P> h) 1 for O< P< P(h) , 
Ii( u*( ,6 h) I for P= P(h) , 
Iu*(P, h)J .bfbr P> P(h) 
Furthermore, p(h) is the unique value of /3 for which Gp,r7( U( P,h) ) = G,,( u *( p, h) ) . 
(b) Assume p > 0 and h < 0. Then there exists /3(h) E ( 1, q) such that the following (i)- 
(iii) hold. 
(i) ForO< p< P(h),ZYP,,, consists of a single point with the form uO( /3, h) 5 (s, t, 
. . . . t),O<s<tunds+(q-l)t=1.Heres=s(~,h)andt=t(~,h)~(1-s)l(q-1). 
(ii) For P> P(h), Z/p.,1 consists Q q - I points. One of them has the form u ’ (/3, 
h)=(s,t, . . . . t,w) withO<s<t<wands+(q-2)r+w=l.Heres=s(p,h),w=w(p, 
h),andt=t(p, h) = (1 -s-w)/(q-2). Theotherq-2pointsarepermutarionsofu’(P, 
h) by exchanging the ith and the qth components of u ’ ( p, h), i = 2, . ., q - 1. 
(iii) For p= /3(h), XBB,h consists of q distinct points which are limp, P(h, u”( p, 
h), limS-6B(l,, + u ’ ( p, h) and its permufations as in (ii). 
Remark 1. For h < 0 the determination of j3( h) is reduced to a two-dimensional minimi- 
zation problem: 
min(Gs.r,($(s, P)): (s, PI E (0, I/q) X LO, 1) I 
where 
4(s,p)=(s, (l-p)(l-s)l(q-1), . . . . (l-p)(l-s)/(q-1)) 
Il+(s-2)Pl(l-s)/(q-l)). 
This is much more complicated than the minimization problem for h > 0, which is one- 
dimensional. 
Proof of Proposition 1. For p > 0, GP,h( ~1) + m as 1 u ) + x, and so global minimum points 
exist. Taking 6tGP,,, lau,=O,i=l,..., q,weseethat 
exp(b, + h) 
UI - 
exp(pu, +h) +Cfzz exp(Pu,) =O’ 
exp(P4) 
(1) 
“- exp(@, +h) +CyC2 exp(&) 
=O, k=2, . . . . q. 
If u is a solution of ( 1 ), then II, > 0, i = 1, . . ., q, and C’:=, u, = 1. 
(a) Assume h>O. Let L’= (L’,, . . . . I“, ) be a global minimum point of GP,h( U) in 1w” and 
C=log(exp(@,,+h) +C:‘=2 exp(@l,)). By Lemma I, L:,>~I; for i=2, . . . . q. Define 
f(l) = -log(x) + /3x, XE (0, I]. Then,f(x) has a unique minimum point l//3 on (0, m). 
Sincef’( 11, ) + h = C, f(x) = C has a unique solution in (0, L’, ) . This proves that I‘ has the 
formrt=(a,b, . . . . b) witha>b. 
The rest of the proof of part (a), i.e., finding the global minimum points of 
A,,,,(s) -Gp,,,(s, t, . . . . t) with t= (1 -s)/(q- 1) and s> l/q, is completely parallel to 
that of Theorem 2. I of Ellis and Wang ( 1990)) and so is omitted. The difference between 
the two cases, h = 0 and h > 0, is that when h > 0 we do not have the symmetry as we did 
when h =O, and so we have only one global minimum point of G,.,, when p# p(h), and 
only two when p= P(h). We use /3(h) to denote the critical value of /3 when h is given. 
In the two previous papers we used the notation & = p( 0). 
(b) Assume h < 0. From Lemma 1 and the symmetry of G,,,, in u,, i = 2, . . ., q, if I’ = (I‘,, 
. ..( L,<,) E Z,,, and if we assume I‘<, > L’,, i = 2, . ., q - 1, then we can show that L‘ has the 
form I‘= (s, r, . . . . t, ~3) for some s=s( p, h) <t=t( p, h) <M~=w( p, h), cf. proof of 
Theorem 2.1 of Ellis and Wang ( 1990). Also .;3/ P,lr equals the union of the permutations of 
1’ by exchanging the ith and qth components, i = 2, . ., q - 1. In particular, for p small, e.g. 
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p < 1, there is a unique global minimum point ( t = w) ; and for /3 large, e.g. fi > q, G,, has 
q - 1 global minimum points (s < t < w) From the analysis above, for any given p, h, there 
are at most q global minimum points of G4,h. Since for given h, 
PWP, h) = min Gp.h(~) +log(q) 
I,ERY 
is a continuous function of p, cf. (B.2) of Ellis and Wang ( 1992), min G,, is a continuous 
function of p. We know (cf. the comments in Ellis and Wang ( 1992), before the proof of 
Theorem B. 1) that there exists /3(h) E ( 1, q) such that (i)-( iii) of part (b) hold. 0 
Having found out the set 3?fl,h, we will prove that all the points in this set are non- 
degenerate, or in other words the Hessian matrix of G,, is positive definite at all VE 3YpP.h. 
Then all the results in Ellis and Wang ( 1990, 1992) can be reformulated for the case h # 0. 
Again we look at the case where h, > 0 and h, = 0, i = 2, . , q as a demonstration. The 
general case can be handled similarly. 
Lemma 2. For /3 > 0, h > 0, and VE X6,,, the Hessian matrix of G,, at v is positice 
definite. 
Proof. Basically the proof follows the steps for proving Proposition 2.2 of Ellis and Wang 
( 1990). From there we know that the Hessian matrix of G,, at v= (a, b, . . ., b) has three 
distinct eigenvalues /3, p - /?‘b, and j3 - P’qab. Since p > 0 and a > b, we need only to 
prove bqab - 1 < 0. 
We consider first that /3< p(h) and v= $(S( /3, h) ). Note that S is also the smallest 
positive solution of 
p(s)=log(l+(q-l)s)-log(l-s)-ps-h=O, 
and that 
MS) 4 - = 
ds (l+(q-1)3)(1-s) 
-P. 
If~<4(q-1)lq,thendp(s)lds>O,s~[0,1).Thisgivesthat(1+(q-l)s)(1-s)<ql 
p, s E [0, 1). From the definitions of a and b, this is Pqab - 1 < 0. If 4(q - 1) / 
q< /3< P(h) <q, then dp(s)lds=O has at least one solution TV (0, 1). For any such a 
solutiontwehave(1+(q-l)t)(1-r)=ql~andS<t.Therefore(1+(q-1)3)(l-S) 
<(l+(q-l)t)(l-t)=q/P,orPqab-l<O. 
For the case of p > /3(h) and v= c$( s *( p, h) ), the proof is identical to the case (ii) of 
the proof of Proposition 2.2 in Ellis and Wang ( 1990). 0 
2. Some remarks 
Based on Theorem 1 and Lemma 2 and following the procedures in Ellis and Wang ( 1990, 
1992), the results in these two papers can be easily extended to the case h # 0. We omit 
these extensions and discuss simultaneous parameter estimation which is not studied before, 
and give the solution of a nearest neighbour model on a circle. First we look at the estimation 
problem and consider only the case of hi = 0, i = 2, ., q. 
Let ( . )n,P,h be the expectation with respect to P,,,,,,, and define 
F,,( P> h) = (C&,3 C, >>,i.p.h 3 f,,( P5 h) = (L,., )q?.iz 
Then the maximum likelihood estimator ( fi, h^) of ( p, h) is defined to be the solution of 
the equation 
F,,( P> h) = CL,,, L) 1 c ,I( P? h) =L,, > 
provided that a solution exists, cf. Remark 2.8 of Ellis and Wang ( 1992). Let B,, = 
(cf;,(p, Iz), F,,(p, h)): (p, h) EL@}. It is obvious that (b, i) exists if and only if 
U+,.,> CL,,, G) E4,. 
Proposition 2. Let 
and 
k=((u,, (u, u)): v=.Zp.h, CP, h) EAI 
Proof. Since,f,,( p, h) is strictly increasing in h withf,,( /3, - “) =0 andf,,( /3, m) = 1, for 
any aE(0, 1) and any /36rW there exists a h(P, a) such thatf,,(p, h(P, a))=a. Now 
consider~‘,,(p,a)~F,,(p,h(p,a)).Bychainrule,withh=h(P,a), 
- (COV,,@,~L,.I~ (L,,, L,,)))‘J >o 1 
where V,,.a.h( . 1 and Cov,,,,d . , .) are the variance and the covariance with respect to 
P ,z,P,,I, respectively. So 
B,,=((a, b): O<a< 1, F’( --, a) <h<P(m, a)] 
It is easy to check that 
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min 
{ 
X: + ... fxi: .$ ‘i= l,x,&O,x,=a = > 
1-2afqa2 
q-l . 
I 
Fn( P> a) a 
1-2u+q(L~.,),l.ah(Sn) > 1 -2a+qa2 uE(o 1) pgR 
q-1 q-l’ ” 
But for any (a, b, . . . . b) E_Y~,~ we have 
a2+(q- l)b’= 
I-2afqa2 
q-l 
This proves the proposition. 0 
By Theorem 1 and law of large numbers for L,, if ( p, h) EA then (L,,, , (L,, L,,)) converges 
to a point of I? in probability. The above proposition says that asymptotically (a, h”) does 
not exist in probability if (p, h) EA. 
We now consider a circle model. The one dimensional Potts model with periodic boundary 
conditions can be viewed as a circle model. For YE [ 0, 1 ] let 
K.r.p.h(~) = - & ,k 
I+ [,rr] 
c %w,, 01) -h 2 &w,, 0’) I 
r=lj=i+l ,=I 
where [n ‘1 equals the largest integer less than or equal to IZ ‘, and o,, + [ = o,, 1 < 1~ [n ‘I. 
The case Y= 1 is the Curie-Weiss-Potts model which has phase transitions, cf. Section 1, 
and the case r=O is the nearest neighbour model which has no phase transition. We are 
unable to find a critical interaction range. Here we give the exact solutions for the case r = 0. 
Its partition function is 
z,?,O( P? h, = c exp( -H#~.o..h(w)) 
w 
= c V(w,, w)...V(w,,-I, %)V(%, 0,) 3 
w 
where 
V(a,a’)=exp[$pS(a, a’)+th(S(a, O’)+S(a’, f3’))]. 
Define a matrix V= ( V( 0’, s’) ) Then by the transfer matrix method, Z,l,o( p, 12) = trace 
V”. We have 
Proposition 3. (i) Let Q= [exp(iP)(exp(h) - 1) -(q-2)]‘+4(q- 1) exp(h). Then 
V has eigenvulues ~,=t[exp(tP)(exp(h)+I)+(q-2)+&j], pCL?=f[exp(iP) 
(exp(h)+l)+(q-2)-&5, and a (q - 2) -tup/e eigenculue p3 = exp( 4 /3) - 1. Also 
F,>Ip,I,i=2.3. 
(ii) We har,e 
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Z,,O( p, h) =trace V”= p’L;I + p; + (q-2)p;, 
lim 1 log Z,,d P, h) = log(h) 
n--t= n 
Proof. (i) The eigenvalues can be obtained by some matrix operations. It is obvious that 
/A,> (ruzJ. To see that /L,> I/L~J, note that Q>[exp($P)(exp(h)-1)-(q-2)]‘. 
Therefore, 
k-exp(lP)> $[exp(ip)(exp(h)-l)+(q-2) 
+lexp($p)(exp(h)-I)-(q-2)jl>q-221 
for q > 3. This proves 11, > ) p3 I. 
(ii) These are direct consequences of part (i) . •i 
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