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Invariant random subgroups of groups acting on hyperbolic
spaces
D. Osin∗
Abstract
Suppose that a group G acts non-elementarily on a hyperbolic space S and does not
fix any point of ∂S. A subgroup H ≤ G is geometrically dense in G if the limit sets
of H and G on ∂S coincide and H does not fix any point of ∂S. We prove that every
invariant random subgroup of G is either geometrically dense or contained in the elliptic
radical (i.e., the maximal normal elliptic subgroup of G). In particular, every ergodic
measure preserving action of an acylindrically hyperbolic group on a Borel probability
space (X,µ) either has finite stabilizers µ-almost surely or otherwise the stabilizers are
very large (in particular, acylindrically hyperbolic) µ-almost surely.
1 Introduction
To every discrete group G, one can associate a topological dynamical system as follows. Let
S(G) denote the space of all subgroups of G with topology inherited from the Tichonoff
product topology of {0, 1}G. Then S(G) is Hausdorff and compact; if G is countable, S(G)
is second countable and hence metrizable. The group G acts on S(G) by conjugation,
written g.H = gHg−1 for g ∈ G and H ∈ S(G). It is easy to check that conjugations are
homeomorphisms of S(G).
Definition 1.1. An invariant random subgroup of a group G (abbreviated IRS ) is a Borel
G-invariant probability measure on S(G).
The term “invariant random subgroup” was suggested in [2], but this notion has been
studied for quite some time. For a brief history of the subject and a survey of some recent
developments we refer to [2, 10].
One can think of IRSs as generalizations of normal subgroups. Indeed every N ⊳ G
gives rise to an atomic IRS, the Dirac measure concentrated at N . The study of IRSs is
motivated by the following.
Example 1.2. Let G be a group acting by probability measure preserving (abbreviated
p.m.p.) transformations on a Borel space (X, ν). For a point x ∈ X, let
Gx = {g ∈ G | gx = x}
∗This work was supported by the NSF grant DMS-1308961.
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denote the stabilizer of x. Auslander and Moore [3] proved that the map f : X → S(G)
given by x→ Gx is measurable. Thus for every Borel subset A ⊆ S(G) we can define
µ(A) = ν(f−1(A)). (1)
It is clear that µ is a probability measure on S(G) and is G-invariant since gGxg
−1 = Ggx
and the action of G on X preserves ν. Thus µ is an IRS of G.
Abert, Glasner and Virag [2] proved that the this example is universal in the following
sense: For every IRS µ of a countable group G, there exists a p.m.p. action of G on a Borel
space (X, ν) such that µ and ν are related by (1). Thus studying IRSs of G is the same as
studying stabilizers of p.m.p. actions of G.
The main goal of this paper is to study IRSs of groups acting on hyperbolic spaces. We
briefly recall necessary terminology here and refer to Section 3 for more details. All group
actions on metric spaces considered in this paper are supposed to be isometric by default.
Given an action of a group G on a hyperbolic space S, we denote by Λ(G) the limit set of
G on the Gromov boundary ∂S. The action of G on S is non-elementary if Λ(G) is infinite
and of general type if it is non-elementary and G does not fix any point of ∂S. A subgroup
H ≤ G is called elliptic (with respect to the given action of G) if it has bounded orbits.
The following result is likely known, but we could not find it in the literature.
Proposition 1.3 (Prop. 3.4). Suppose that a group G admits a non-elementary action on
a hyperbolic space. Then there exists a maximal normal elliptic subgroup E(G) of G with
respect to this action.
Note that if the action of G is elementary, such a maximal subgroup may not exist (see
Example 3.5). We call E(G) the elliptic radical of G. Further we say that a subgroupH ≤ G
is geometrically dense with respect to a given general type action of G on a hyperbolic space
S if H does not fix any point of ∂S and Λ(H) = Λ(G).
Example 1.4. Let G be a non-elementary hyperbolic group acting on its Cayley graph with
respect to some finite generating set. Then E(G) is finite and
(a) every infinite normal subgroup of G is geometrically dense;
(b) a quasi-convex subgroup H ≤ G is geometrically dense iff it is of finite index.
Recall that an IRS µ of G is ergodic if so is the action of G on (S(G), µ). That is, for
every G-invariant subset A ⊆ S(G), we have µ(A) = 0 or µ(A) = 1. We also say that an
IRS µ has some property P if µ-almost every subgroup of G has P . Our main goal is record
the following fairly elementary (but seemingly useful) fact.
Theorem 1.5. Let G be a countable group acting on a hyperbolic space S. Assume that
the action of G on S is of general type and let µ be an ergodic IRS of G. Then either µ is
geometrically dense or µ is contained in E(G).
The case of a closed non-elementary subgroup G of a simple Lie group of R-rank 1 was
previously considered in [1, Proposition 11.3]; the result obtained there is stated in a slightly
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different way, but is easily seen to be equivalent to a particular case of Theorem 1.5. A
similar theorem for groups acting on CAT (0) spaces was also obtained in [7].
We mention one particular application of Theorem 1.5. Recall that a group is acylin-
drically hyperbolic if it admits a non-elementary acylindrical action on a hyperbolic space.
(For more details, we refer to Section 4.2.) Examples of such groups include non-elementary
hyperbolic and relatively hyperbolic groups, infinite mapping class groups of punctured sur-
faces, Out(Fn) for n ≥ 2, most 3-manifold groups, finitely presented groups of deficiency
at least 2, and many other examples of interest, see [8, 16, 17, 18] and references therein.
Bowen, Grigorchuk, and Kravchenko [5] proved that every acylindrically hyperbolic group
has continuously many non-atomic ergodic IRSs.
We say that a subgroupH of an acylindrically hyperbolic group G is totally geometrically
dense if it is geometrically dense with respect to every non-elementary acylindrical action
of G on a hyperbolic space. Every acylindrically hyperbolic group G contains a unique
maximal normal finite subgroup, denoted K(G) [8, Theorem 2.24].
Corollary 1.6. Let µ be an ergodic IRS of a countable acylindrically hyperbolic group.
Then either µ is totally geometrically dense or µ is supported on subgroups of K(G); in
particular, µ is acylindrically hyperbolic in the former case and finite in the latter case.
A particular case of this corollary can be reformulated in terms of actions as follows.
Corollary 1.7. Let G be a countable acylindrically hyperbolic group. Suppose that G acts
ergodically by measure preserving transformations of a Borel probability space (X, ν). Then
either the stabilizer of ν-a.e. point of X is acylindrically hyperbolic or the stabilizer of ν-a.e.
point of X is finite. If, in addition, K(G) = 1, the action is essentially free in the latter
case.
In particular, this corollary implies that if G is an acylindrically hyperbolic group and
K(G) = 1, then every p.m.p. action of G with “small” stabilizers (e.g., amenable, or, more
generally, without non-cyclic free subgroups) is essentially free. This statement can be made
precise using the notion of a small subgroup introduced in [15].
The proof of our main theorem consists of two steps. First we observe that every IRS
of a countable group satisfies a purely algebraic normality-like condition (Proposition 2.5),
and then show that this condition implies the dichotomy as in Theorem 1.5. In fact, the
first step can be easily extracted from [9] and the author is grateful to Yair Glasner for
explaining details of [9]. The author is also grateful to the referee for careful reading of the
manuscript and useful comments.
2 Recurrent subgroups and dynamical systems
The following notion plays the central role in our paper.
Definition 2.1. We say that a subgroupH of a group G is recurrent if for every g ∈ G, H is
a recurrent point of the dynamical system (S(G), g). That is, for every open neighborhood
U ⊆ S(G) of H, there are infinitely many n ∈ N such that gn.H = gnHg−n ∈ U .
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It is useful to reformulate this definition in a purely algebraic form.
Lemma 2.2. A subgroup H of a group G is recurrent if and only if for every g ∈ G and
every finite subset F ⊆ G, there exists at least one (equivalently, infinitely many) n ∈ N
such that H ∩ F = gnHg−n ∩ F .
Proof. By the definition of the topology of S(G), the base of neighborhoods of H is formed
by the subsets
UF (H) = {K ≤ G | K ∩ F = H ∩ F},
where F ranges in the set of all finite subsets of G. Clearly H is recurrent if and only if
Definition 2.1 holds for neighborhoods from this base. It remains to note that the condition
g.H = gnHg−n ∈ UF (H) is equivalent to g
nHg−n ∩ F = H ∩ F .
Throughout this paper we write xy for y−1xy.
Corollary 2.3. Let H be a recurrent subgroup of a group G. Then for every g ∈ G and
every h ∈ H, there exist infinitely many n ∈ N such that hg
n
∈ H.
Proof. Apply Lemma 2.2 to F = {h}.
Example 2.4. (a) If G is a torsion group, then every subgroup of G is recurrent. To make
this notion more useful in the torsion case, one can state Definition 2.1 using arbitrary
infinite subsemigroups of G instead of cyclic subgroups 〈g〉. Proposition 2.5 proved
below holds for this definition as well. However we do not need this in our paper.
(b) Suppose that the normalizer of H has finite index in G. Then H is recurrent. The
converse is false in general, but is true, for example, if G is polycyclic. We leave this
as an exercise for the reader.
The main result of this section is the following. As we already mentioned in the in-
troduction, it can be extracted from [9] although it is not stated explicitly in this form
there.
Proposition 2.5. Let G be a countable group and let µ be an IRS of G. Then µ-a.e.
subgroup H ≤ G is recurrent.
Proof. Let µ be an IRS on G. For an element g ∈ G, let Rg denote the set of recurrent
points of the dynamical system (S(G), g). Since the space S(G) is second countable, we
can apply the topological version of the Poincare´ recurrence theorem, which states that
µ(Rg) = 1. Let R =
⋂
g∈GRg. Clearly R is the set of all recurrent subgroups of G. Since
G is countable and µ is countably additive, we have µ(R) = 1.
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3 Elliptic radical of groups acting on hyperbolic spaces
3.1. Hyperbolic spaces and group actions. All actions of groups on metric spaces are
supposed to be isometric by default. We first recall necessary definitions and properties of
groups acting on hyperbolic spaces. Although many existent proofs of the results mentioned
below assume properness of the space, they also hold in the general case; we refer to Sections
8.1-8.2 in [12] or to [14] for complete proofs in a more general context.
Let (S, d) be a (not necessarily proper) hyperbolic space. The Gromov product of two
points x, y ∈ S with respect to a point z ∈ S is defined by
(x, y)z =
1
2
(d(x, z) + d(y, z)− d(x, y)).
The next lemma is well-known (see [12] or Proposition 21 in [13, Chapter 2]).
Lemma 3.1. Let S be a δ-hyperbolic space. Then for any x, y, z, t ∈ S, we have
(x, z)t ≥ min{(x, y)t, (y, z)t} − 8δ.
By ∂S we denote the Gromov boundary of S, which is defined as the set of equivalence
classes of sequences converging at infinity. More precisely, a sequence (xn) of elements of
S converges at infinity if (xi, xj)s → ∞ as i, j → ∞; this is independent of the choice of
the base point s ∈ S. Two such sequences (xi) and (yi) are equivalent if (xi, yj)s → ∞ as
i, j → ∞. If x is the equivalence class of (xi), we say that the sequence xi converges to x.
This naturally defines a topology on Ŝ = S ∪ ∂S extending the topology on S so that S is
dense in Ŝ.
Remark 3.2. It is useful to remember the following elementary fact: if (xi), (yi) are two
sequences of points in S converging to infinity such that supi d(xi, yi) < ∞, then (xi) and
(yi) converge to the same point of ∂S.
We denote by Λ(G) the set of limit points of G on ∂S. That is,
Λ(G) = Gs ∩ ∂S,
where s ∈ S and Gs is the closure of the G-orbit of s in Ŝ. Using Remark 3.2 it is easy to
show that this definition is independent on the choice of a particular orbit.
It is also easy to check that if a sequence (xi) converges to a point x ∈ ∂S, then for
every g ∈ G, the sequence (gxi) also converges to a point of ∂S, which only depends on x
and g. This allows one to define an action of G on ∂S, which turns out to be continuous.
An element g ∈ G is called elliptic if it fixes (setwise) a bounded subset of S. An element
g ∈ G is loxodromic if the map Z → S defined by n 7→ gns is a quasi-isometric embedding
for every s ∈ S (here we assume that Z is equipped with the standard metric). Equivalently,
g is loxodromic if it is not elliptic and fixes exactly two distinct points g+ and g− on ∂S.
For every loxodromic element g ∈ G, we have
lim
n→∞
gns = g+ ∀s ∈ Ŝ \ {g−} and lim
n→∞
g−ns = g− ∀s ∈ Ŝ \ {g+}
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as n→∞. This is called the north-south dynamics of the action of a loxodromic element.
In particular, we have Λ(〈g〉) = {g+, g−}.
Two loxodromic elements g, h ∈ G are called independent if {g+, g−} ∩ {h+, h−} = ∅.
We denote by L(G) the set of all loxodromic elements of G and let
H(G) = {g± | g ∈ L(G)}.
We also denote by Fix(G) the set of fixed points of G on ∂S.
Possible actions of groups on hyperbolic spaces can be classified as follows according to
the cardinality of Λ(G) (see [12, Sections 8.1-8.2], [14], or [6, Section 3a])
1) (elliptic action) |Λ(G)| = 0. Equivalently, G has bounded orbits.
2) (parabolic action) |Λ(G)| = 1. Equivalently, G has unbounded orbits and contains no
loxodromic elements. In this case Fix(G) = Λ(G).
3) (lineal action) |Λ(G)| = 2. Equivalently, G contains a loxodromic element and any
two loxodromic elements have the same limit points on ∂S. In this case Fix(G) ⊆
Λ(G).
4) |Λ(G)| =∞. Then G always contains loxodromic elements. In turn, this case breaks
into two subcases.
a) (quasi-parabolic action) Fix(G) 6= ∅. Then G fixes a unique point of ∂S.
b) (general type action) Fix(G) = ∅. Equivalently, G contains at least 2 (or in-
finitely many) independent loxodromic elements.
The action of G is called elementary in cases 1)–3) and non-elementary in case 4).
The following can be found in [12, Section 8.2]; alternatively, see [14, Theorems 2.6, 2.9].
Lemma 3.3. Suppose that a group G acts non-elementarily on a hyperbolic space S. Then
H(G) is dense in Λ(G). Moreover, if the action is of general type, then for any two points
x, y ∈ Λ(G) and any open neighborhoods A,B ⊆ ∂S of x and y, respectively, there exists a
loxodromic element g ∈ G such that g+ ∈ A and g− ∈ B.
3.2. Elliptic radical. Given an action of a group G on a hyperbolic space S, we define
the elliptic radical of G with respect to this action by
E(G) = {g ∈ G | gx = x ∀x ∈ Λ(G)}. (2)
Note that this definition makes sense for arbitrary actions on hyperbolic spaces. For
non-elementary actions, the following proposition provides an equivalent characterization.
Proposition 3.4. Suppose that a group G admits an action of general type on a hyperbolic
space S. Then E(G) is the unique maximal elliptic normal subgroup of G.
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Proof. Obviously E(G) is normal in G. Further, let N be a normal elliptic subgroup of G.
Fix some s ∈ S. Since N is elliptic, the diameter D = diam (Ns) is finite. For every a ∈ N
and every sequence (gi) ⊆ G such that lim
i→∞
gis = x ∈ ∂S for some s ∈ S, we have
d(agis, gis) = d(g
−1
i agis, s) ≤ D
since g−1i agi ∈ N . By Remark 3.2, this implies that ax = x and thus N ≤ E(G).
Finally we note that by the classification of group actions on hyperbolic spaces, only
elliptic subgroups can fix more that 2 points of ∂S. Since the action of G is non-elementary
we have |Fix(E(G))| ≥ |Λ(G)| =∞ and thus E(G) is elliptic.
Example 3.5. In general, the proposition may fail in various ways for elementary (lineal and
parabolic) actions. Indeed, for any lineal action, E(G) as defined by (2) contains loxodromic
elements and hence is not elliptic. Furthermore, the maximal normal elliptic subgroup of
G may not exist for parabolic actions. Indeed, let
W = 〈a, t | a2 = 1, [at
i
, a] = 1, ∀i ∈ Z〉 = Z2 ≀ Z.
It is easy to see that W is an ascending HNN-extension of the locally finite subgroup
A = 〈ai, i ∈ N〉, where ai = a
ti , associated to a monomorphism A→ A given by ai 7→ ai+1.
Let T be the corresponding Bass-Serre tree and let G = 〈ai, i ∈ Z〉. Every finitely generated
subgroup of G is normal (since G is abelian) and finite (hence elliptic with respect to the
action on T ). However G has an unbounded orbit in T and hence its action is parabolic.
Thus the maximal normal elliptic subgroup of G does not exist.
4 A dichotomy for IRSs of groups acting on hyperbolic
spaces
Let G be a group acting on a hyperbolic space (S,d). Throughout this section we assume
that G is countable and the action is of general type.
4.1. Recurrent subgroups of groups acting on hyperbolic spaces We will need
the following result from [18, Lemma 3.5].
Lemma 4.1. Suppose that for some a, b ∈ G there exist x, y ∈ S and C > 0 such that
max{d(x, ax),d(y, by)} ≤ C (3)
and
min{d(x, bx),d(y, ay)} ≥ d(x, y) + 3C. (4)
Then ab is a loxodromic isometry.
Recall that for a point a ∈ ∂S, Ga denotes the stabilizer of a.
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Lemma 4.2. Suppose that a group G acts on a hyperbolic space S. Let us fix some s ∈ S
and let g ∈ G be a loxodromic element. Then for every f ∈ G \Gg+ , there exists a constant
D such that
|d(fgns, gns)− 2d(gns, s)| ≤ D (5)
for all n ∈ N.
Proof. Since f /∈ Gg+ , the sequences (g
ns) and (fgns) converge to distinct points of ∂S. It
follows that the Gromov products (fgns, gns)s are uniformly bounded by some constant C.
Therefore, we obtain
d(fgns, gns) = d(fgns, s) + d(gns, s)− 2(fgns, gns)s ≥
d(fgns, fs)− d(fs, s) + d(gns, s)− 2C =
2d(gns, s)− d(fs, s)− 2C.
(6)
On the other hand, we obviously have
d(fgns, gns) ≤ d(fgns, fs) + d(fs, s) + d(s, gns) ≤ 2d(gns, s) + d(fs, s). (7)
Combining (6) and (7), we obtain (5) for D = d(fs, s) + 2C.
Lemma 4.3. Let g ∈ L(G) and let f ∈ G be an element such that fg+ 6= g+ and fg− 6= g−.
Then for all sufficiently large n ∈ N, the commutator [f, gn] = fgnf−1g−n is loxodromic.
Proof. Let us fix some x ∈ S and let C = d(fx, x). Let also y = gnx. By Lemma 4.1, it
suffices to show that the inequalities (3) and (4) are satisfied for the elements a = f and
b = gnf−1g−n.
Note that d(y, by) = d(gnx, gnf−1x) = d(x, f−1x) = C and thus the inequality (3) holds.
Since fg+ 6= g+, we can apply Lemma 4.2, which tells us that d(y, ay) = d(gnx, fgnx)
grows at least as 2d(x, y) minus a constant as n → ∞ (note the multiple 2 here). Since g
is loxodromic, we have d(x, y) → ∞ as n → ∞. In particular, if n is sufficiently large, the
inequality d(y, ay) ≥ d(x, y) + 3C holds. Similarly we show that d(x, bx) ≥ d(x, y) + 3C
whenever n is sufficiently large; we need the assumption fg− 6= g− here.
Lemma 4.4. Let H ≤ G be a recurrent subgroup. If H acts non-trivially on Λ(G), then H
contains a loxodromic element.
Proof. Assume that some f ∈ H acts nontrivially on Λ(G). Let x ∈ Λ(G) be a point
such that fx 6= x. Let y = fx. We fix two disjoint open neighborhoods U and V of x
and y, respectively, such that fU ⊆ V . By Lemma 3.3, we can find a loxodromic element
g ∈ G such that g± ⊆ U . Then fg± ⊆ fU ⊆ V . In particular, we have fg± 6= g±. By
Lemma 4.3, the commutator [f, gn] is loxodromic for all sufficiently large n ∈ N. Since H
is recurrent, we conclude that there exist arbitrarily large n such that gnf−1g−n ∈ H and
hence [f, gn] ∈ H.
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We are now ready to prove the main result of this section.
Theorem 4.5. Suppose that a countable group G admits a general type action on a hyper-
bolic space S. Then every recurrent subgroup H of G is either geometrically dense in G
with respect to this action or belongs to E(G). In particular, in the former case the action
of H on S is of general type and in the latter case H is elliptic.
Proof. If H acts trivially on Λ(G), then H ≤ E(G). Thus we can assume that the action
of H on Λ(G) is nontrivial. We first prove that Λ(H) = Λ(G) in this case.
Since limit sets are closed, it suffices to show that every open neighborhood U ⊆ Ŝ
of every x ∈ Λ(G) contains an element of Λ(H). By Lemma 4.4, there exists loxodromic
h ∈ H. If h+ ∈ U or h− ∈ U , we are done. Thus we can assume that {h+, h−} ∩ U = ∅.
By Lemma 3.3, there exists a loxodromic element g ∈ G such that g+ ∈ U . In particular,
we have h /∈ Gg+ . Let us fix some s ∈ S. We claim that
lim
n→∞
hg
n
s = g−. (8)
Indeed using Lemma 4.2 we obtain
2(hg
n
s, g−ns)s = d(g
−nhgns, s) + d(g−ns, s)− d(g−nhgns, g−ns) =
d(hgns, gns) + d(s, gns)− d(gns, h−1s) ≥
3d(s, gns)−D − (d(gns, s) + d(s, h−1s)) =
2d(s, gns)−D − d(hs, s)→∞
(9)
as n→∞. Since the sequence (g−ns) is convergent, we also have
(g−ns, g−ms)s →∞ (10)
as m,n → ∞. Combining (9), (10), and Lemma 3.1, we obtain that (hg
n
s) converges
to infinity and is equivalent to (g−ns). Hence we obtain (8). It remains to note that
by Corollary 2.3, (hg
n
) has an infinite subsequence consisting of elements of H. Hence
g− ∈ Λ(H) and thus U ∩ Λ(H) is non-empty.
Finally we note that H cannot fix a point a ∈ ∂S. Indeed since the action of G is of
general type, we can find a loxodromic element g ∈ G such that g± /∈ {a, h+, h−}. Using the
north-south dynamics of the action of g, we conclude that gnh± 6= a for sufficiently large n.
On the other hand, the recurrency condition implies that there are arbitrarily large n such
that gnhg−n ∈ H. It is clear that gnhg−n is loxodromic and its fixed points are exactly
gnh±. Thus H contains an element that does not fix a.
Proof of Theorem 1.5. The theorem follows from Proposition 2.5 and Theorem 4.5 imme-
diately.
9
4.2. An application to acylindrically hyperbolic groups. Recall that an isometric
action of a group G on a metric space (S,d) is acylindrical if for every ε > 0 there exist
R,N > 0 such that for every two points x, y with d(x, y) ≥ R, there are at most N elements
g ∈ G satisfying
d(x, gx) ≤ ε and d(y, gy) ≤ ε.
The notion of acylindricity goes back to Sela’s paper [19], where it was studied for groups
acting on trees. In the context of general metric spaces, this concept is due to Bowditch
[4]. Further, a group G is called acylindrically hyperbolic if it admits a non-elementary
acylindrical action on a hyperbolic space. For details and recent developments in the study
of acylindrically hyperbolic groups we refer to [18].
Proof of Corollary 1.6. Let G be a group acting non-elementarily and acylindrically on a
hyperbolic space S. By [8, Lemma 6.15] and part (a) of Proposition 3.4, E(G) = K(G) is
finite in this case. Thus for every IRG µ of G, µ-almost every subgroup of G is geometrically
dense with respect to the action on S or belongs toK(G). It is clear that the set of subgroups
of K(G) is G-invariant, and thus if µ is ergodic it must have measure 0 or 1. This implies
the first claim of the corollary. The second part follows immediately from the fact that the
action of a geometrically dense subgroup is always non-elementary and the fact that K(G)
is finite.
Corollary 1.7 is an obvious reformulation of Corollary 1.6 (see Example 1.2).
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