Abstract. In this paper, a novel algorithm is introduced to group contours from clutter images by integrating high-level information (prior of part segments) and low-level information (edges of segmentations of clutter images). The partial shape similarity between these two levels of information is embedded into the particle filter framework, an effective recursively estimating model. The particles in the framework are modeled as the paths on the edges of segmentation results by Normalized Cuts. At prediction step, the paths extend along the edges of Normalized Cuts; while, at the update step, the weights of particles update according to their partial shape similarity with priors of the trained contour segments. Successful results are achieved against the noise of the testing image, the inaccuracy of the segmentation result as well as the inexactness of the similarity between the contour segment and edges segmentation. The experimental results also demonstrate robust contour grouping performance in the presence of occlusion and large texture variation within the segmented objects.
Introduction
Object detection and recognition is a very important issue in computer vision. Due to the high variability of objects and backgrounds in images, it is still an extremely challenging problem. With the progress in shape representation and recognition [1] [2] [3] , researchers start to use shape information to help detecting and recognizing objects in cluttered images [5, 6, 19] . Different from the methods based on the shape patches [5, 6] , we detect and group the contour of the object by using shape similarity between edge segments extracted from the image and the learned contour parts.
Although partial shape similarity is not a new topic, only a relatively small number of approaches deal with it. From the point view of human perception, it is enough to use part of an object in order to recognize the whole object. For example, although Fig. 1 only shows several part segments, it is easy for us to recognize that they represent the contour parts of horses. This example motivates our main hypothesis that contour parts of shapes play an essential role in contour grouping. Based on this hypothesis, our approach is able to group contours of the objects with occlusion or missing parts.
Fig. 1. Parts of the horses
Numerous methods have addressed the detection and contour grouping problems by combining information from different visual levels. Borenstein et al. [13] described a frame integrates top-down with bottom-up segmentation, in which the fragments are detected in image. Borenstein and Malik [5] introduced a Bayesian model to use shape templates to guide the grouping of the homogenous regions. Recently, Srinivasan and Shi [6] used a fixed parse tree to direct the combination. At each level of the parsing process, the combined mask was measured via shape matching with exemplars. Random field(RF) framework is used in some method. Tu et al. [17] used data-driven Monte-Carlo sampling to guide generative inference. Levin and Weiss [16] have proposed a CRF based segmentation, emphasizing on combining both top-down and bottom-up learning in loop. Ren et al. [7] gave detailed evaluation performance evaluations for integrating low-level, middle-level, high-level cues and a conditional random field formalism is used to combine information. Zheng et al. [8] also combined three levels cues in their method, where classifiers are trained in differently.
Different from the above methods, we learned contour parts instead of shape patches. The partial shape is used as the key information even in the highlevel, which is unusual in related works. Besides, we employ particle filtering to integrate the information from learnt contour parts. The first application of particle filter in computer vision is to track the motion boundaries [10] . Particle filters have also been used for contour extraction. Piërez et al. [11] applied a sophisticated version of a particle filters model to accomplish the task of contour detection. The approach in [12] uses local symmetry and continuity to group edges to contour parts. The particle filter is extended so that statistical inference based on a reference shape model is possible. In this paper, we adopt the particle filter to deal with the problem of contour grouping. As far as we known, it is the very first time that the particle filters is used in such topic. Now we outline the proposed approach. Firstly, for a testing image, we compute its initial segmentation using Normalized Cuts [4] . Secondly, we learned the training image to build the database. The database consists of part seg-ments which are classified base on their length percentage. Then, the low-level information from the segmentation of testing image and the high-level information from the database are combined by the framework of particle filter.
As the essential step of our method, particle filtering is used to group object's contour, of which the key idea is to recursively estimate the posterior probability density over the state space conditioned on the data collected so far. Fig. 2 gives the illustration of the process of prediction and updating in particle filters. The blue lines in the Normalized Cuts segmentation images are the paths, which are the particles in our method. At the prediction step, the paths grow along the edges and generated a group of new paths. At the updating steps, the weights of the newly generated paths updates. As Since the goal is to find the path that follows the true contour of an object, we defined the possibilities (weights) of paths as the partial shape similarity between the paths and the known part segments. Therefore, at the updating steps, the newly generated paths are compared to the part segments in the database, and the new path's weights update based on the partial similarity between them. Accordingly, the path along the object's contour will be assigned with a higher weight and is will be more likely to remain after resampling. The rest of this paper is organized as follows. Section 2 illustrates the extraction of low-level and high-level information. Section 3 gives the main content of the proposed method, how the particle filters model is used to group contours based on partial shape similarity. Section 4 gives the implementation details and the evaluation of our system followed by Section 5 with conclusion.
Shape Representation
In this section, we discuss the processes of extracting the low-level information and high-level information. The paths and the part segments are the representations of the two levels information respectively. Both of them capture the partial shape of the object, thus the particle filter can combined the two level representations based on the partial similarity.
Extraction of paths
The low-level information is obtained from segmentations of the testing image. Normalized Cuts, one of the most popular image segmentation algorithms, is chosen in our method. Fig. 3(b) gives the Normalized Cuts segmentation result of Fig. 3 (a) Path, the representation of low-level information, is defined as a piece of connected edges from the Normalized Cuts result. Fig. 3 (c)-(e) are examples of paths of the testing image. We can observe that some paths ( Fig. 3(e) ) are along the object's contour; while some are not ( Fig. 3(c) , (d)).Therefore, the contour grouping method attempts to assign a higher weight to the "correct" path by the particle filter model, so that the algorithm will converge to the object's contour.
Normalization will be applied to the extracted paths, so the comparison between the paths and the part segments is invariant to the planar transformations. This normalized process is the same applied to the part segments, of which will be introduced in section 2.2.
Extraction of the Part Segments
The processes of extraction and description of the high-level information from the training image is illustrated in Fig. 4 . Given the contour of the image, firstly, the contour decomposes into a group of part segments, and then a normalization process is applied to applied to the part segments in order to maintain the invariance.
Extraction of the part segments: Assume that there are M training images (M = 50), C = (c 1 , c 2 , ..., c M ) denotes the set of contours of the training images. For each contourc i (1 ≤ i ≤ M ), we sample it into N equidistant points (N = 100). The sequence of the sample points of c i is denoted as S(c i ) = (s
means the j th sample points on contour c i .
Fig. 4. extraction processes of the part segments
For any pair of sample points (s 
, a complete set of part segments of contour c i is attained. We use SP i to denote the set of part segments. The part segments set of all the training images is
For each part segment, we compute its length percentage per(sp(s
. Let L(·) be the length function for part segment or a closed contour. The length percentage is computed as per(sp(s
The usage of the length percentage will be explained in Section 3.
Normalization of the Part Segments: To achieve the invariance to planar transformations (2D translations, rotation, and uniform scaling), we use a similar method in [2] to normalize the part segments.
Firstly, each part segment is resampled with n equidistant points (n = 50). The resampled part segment is denoted as sp ′ n−1 according to the transformation. The normalized part segment tp is invariant to the 2D translation, rotation and uniform scaling in the new reference frame. Fig. 4(c) is the normalized part segment of Fig. 4(b) . The normalized (transformed) part segment set for all the training image is denoted as T P = {T P 1 ∪ T P 2 ... ∪ T P M }. This normalization process is exactly the same to the normalization of paths (Section 2.1)
Build the Database of Part Segments: Not all the extracted part segments are used to build the database. Firstly, too short and too long part segments are discarded since they carry little valuable shape information. In our algorithm, only the part segments with a length percentage that is larger than 20% and smaller then 80% are used to build the database. Meanwhile, the part segments that are similar to the linear segment have also been removed.
The part segments in the database are from the same object, horse, we define the classes of the part segments according to the length percentage. CL i denotes the class of part segments which have the length percentage per equals to i%. Therefore, the database updates as T P = {CL 20 , CL 21 , ..., CL 80 }. The advantage of this classification will be shown in Section 3.
Particle Filters Based on Partial Shape Similarity
The main idea of our method is to combine different levels information using particle filters and update the weights of particles based on the partial shape similarity.
Particle filters (also known as sequential Monte Carlo method) are sophisticated model estimation techniques based on simulation, which aim to estimate the sequence of hidden states x 1:k based on the observed data z 1:k . The commonly used particle filtering algorithm, Sampling Important Resampling (SIR)
2) Importance weights: An individual importance weight w i k is assigned to each newly generated particle with the update of the importance weight.
The weight w i k is account for the fact that the proposal distribution π is general is not equal to the true distribution of successor states.
3) Resampling: Particles with a lower importance weight w i k are typically replaced by the samples with a higher weight. This step is necessary since only a finite number of particles are used to approximate a continuous distribution. Furthermore, resampling allows application of particle filter in situations in which the true distribution differs from the proposal.
In our application, the state x i k is a particle represents a piece of path in the testing image. The observation z i k is the likelihood of x i k belonging to the "correct" object's contour. The weights of the particles update according to similarity between the newly generated paths and trained part segment. The paths and the part segments are both partial shape information of the object, and thus they are embedded with low-level and high-level information respectively. The particle filters algorithm combines different levels of information using the partial shape similarity.
In this section, firstly, we give discussion of our application of particle filters, and then we introduce the computation of the partial shape similarity in details.
Contour Grouping with Particle Filters
In this section we firstly introduce the model of the particles and then introduce our application of Sampling Important Resampling (SIR) algorithm.
The state . It helps to reduce the computation and control the paths' growth at sampling step. Since cxp is unknown, the above formula is only theoretical one assisting understanding. The technical computation of per ′ will be discussed later.
Sampling process is to obtain the current generation particles {x i k } by sampling from the proposal distribution π(x k |x i 0:k−1 , z 0:k ). Since the transition prior is easy to draw particles (or samples) and perform subsequent importance weight calculations, it is often used as importance function: π(x k |x 0:k , z 0:k ) = p(x k |x k−1 ). Technically, the sampling process is modeled as the paths grow along the edges of Normalized Cuts result and the growth is controlled in the same speed for each path at every iterative. The definition of the transition prior is
, where △per is the parameter controlling the growing speed and ǫ is a very small positive number. The current particles generate as the last generation path grows by a certain length percentage △per. Besides, the estimated length percentage of xp At the important weighting step, since the transition prior is used as importance function, formula (2) is rewritten as: 
where ω is an integer parameter controlling the length estimation tolerance. CL j denotes the class of part segments with the length percentage as j% (Section 2.2). p(CL j |xp i k ) is regarded as the similarity between the path and the part segments in CL j .
With the likelihood, the particles' weights update. Besides, the length percentages of paths update as well. The updated length percentage of the path xp i k is computed as:
At the resampling step, particles with a lower importance weight are typically replaced by the samples with a higher weight. In our algorithm, we keep the N 0 particles with highest importance weight. The weights are normalized so that the sum of all the particles is 1.
Computation of Partial Shape Similarity
We introduce the computation of partial shape similarity in this section. The posterior probability p(CL j |xp i k ), which is the key item in particle filers, is measured with the similarity between the path xp i k and the part segments in CL j . According to the Bayesian rule, the posterior probability of p(CL j |xp i k ) is:
The probability of path xp i k is computed as:
The class-conditional probability for the path xp i k given part segment tp belongs to the class CL j is 
where n is the number of resampled the points after normalization (Section 2.2).
In above formulas, we assume that all classes are equiprobable, i.e.p(CL j ) = 
Implementation and Experiments
Now we describe our algorithm with details and then give the experimental results.
Implementation details
The particle filter is initialized by selecting the paths form Normalized Cuts segmentation results of the testing image. Since object's contour segments are more likely to have a higher magnitude of gradient, the paths with higher mean gradient magnitude value are chosen. Meanwhile, the length percentage of the part segments starts at 20%, therefore we extend the selected paths to a certain length so that they are long enough. We stop the particle filters when the estimated length percentage of the particle per ′ (xp i k ) grows to the threshold T P . Generally, the particle with the highest weight represents a true contour part, but, in experiments, we select the top 10 particles in case of noise.
After we get candidate paths from stop step of particle filters, we apply greedy-search for each path and extend it to form circle. All the circles are considered as candidate contours. The dissimilarity distances between the candidate contours and the training images are calculated using inner-distance shape context method [3] . The candidate contour with the smallest mean distance is the final result.
In experiments, most results are obtained from Normalized Cut results with 30 blocks. For images with high texture variation, we use 40 blocks. At every iteration, we resample n = 50 particles. When particles reach the length percentage of 70%, we stop the algorithm.
Experiment results
We use the horse dataset provided by Borenstein et al. [13] with 50 images selected to build the part database TP . The average time for one image (30 blocks) is 3 minutes on a computer with 1.8 GHz CPU and 1.0 GB memory. We can obtain more accurate results on edge images with a large number of regions; however, the processing time will increase significantly.
Performance: Fig. 6 shows some results of our method. We can observe that the detection of the horse is generally successful, although the tail or the legs are missing in some images. We provide a failed result last example in Fig.11 . Experiments on the images with large texture variation or occlusion: Since our method is based on the shape similarity, it performs well with the presence of occlusion or large texture variations. The results in Fig. 7 prove that our method can obtain very good performance even in the cases of large texture variation or occlusion. Fig. 8 gives another group of results demonstrate excellent performance of the proposed method against substantial occlusion by cutting the testing images. Although the global shape of the horse is lost, our algorithm still finds the part segment robustly. The methods based the global shape [9, 14, 15, 18] are likely to fail on these images, since global information is no longer preserved here. 
Conclusion and Future work
We proposed a novel contour grouping method based on partial shape similarity. The partial shape representations, paths and part segments, successfully describe the low-level and high-level information, respectively. With the similarity between the paths and part segments, the particle filters combine the different levels of information and group the contour of object in cluttered images. Our method proves that partial shape can be used as the key element for related research fields. The experimental results demonstrate the impressive performance of the method, especially in the cases of large texture variations or occlusions. In the future, we plan to work on: 1) contour grouping using gradient based edges and 2) contour grouping and detection in the case of multiple classes of known shapes
