Regression problems are present in many industrial applications, and many supervised learning algorithms have been devised over decades. However, available labeled examples are limited in some application settings; meanwhile, enormous unlabeled examples are relatively easy to collect. Thus, this work proposes a simple but effective method to cope with semi-supervised regression problems. We propose to use deep neural networks to develop our proposed method as deep learning has shown promising results in recent years. Our proposed method is a metric-based approach, and the goal is to learn an embedding space by metric learning with few labeled examples and enormous unlabeled examples. The regression estimation of the target data point is performed on the new space. We generate an artificial dataset based on several criteria to investigate whether the proposed model could make accurate predictions on the data samples that have specific properties. The experimental results point that our proposed model could capture the trend of a nonlinear function and normally predict well even though this dataset comprises extreme outliers. Moreover, we conduct experiments on four datasets and compare our proposed work with several alternatives. The experimental results indicate that our proposed method achieves promising results. Besides performance evaluation, detailed analysis about our proposed method is also provided in this work.
I. INTRODUCTION
Regression problems are present in many industrial applications, including the prediction of product quality [22] , aesthetic quality assessments [4] , condition monitoring [9] , and analysis of wafer probe test data [31] . Moreover, sampling inspection is a popular way in the industry, in which the operators tend to estimate the overall product qualities with limited inspected products based on statistical inference. In this case, the inspected products comprise outputs, but the outputs for most products are missing.
In machine learning, supervised learning has been widely applied to many application domains, but acquiring sufficient training data is still a time-consuming and expensive task. Nevertheless, data labeling is always performed manually, and requires the involve of domain experts in some domains such as medical diagnosis. In contrast, semi-supervised learning [5] is another learning method that is in-between supervised learning and unsupervised learning. In many application settings, a few labeled examples are available, and
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enormous unlabeled examples are relatively easy to collect. In the aforementioned sampling inspection, the products that have inspection information belong to labeled data, and the number of quantities is limited owing to cost and time consideration. In this case, semi-supervised learning may help to train a robust and accurate model by using a small amount of labeled data along with enormous unlabeled data.
Recently, deep learning is one of the most important topics in machine learning as it has shown promising results in many application domains. Traditional machine learning algorithms normally rely on hand-crafted features, making it difficult to achieve the goal of end-to-end learning. Moreover, the extracted features are not easy to generalize to other data samples. In contrast, the key idea behind deep learning is to consider feature extraction as a learning problem, and use deep neural networks to learn hierarchical and discriminative feature representations from data. The deep neural networks always involve enormous model parameters, explaining why deep learning normally requires enormous labeled data to train the models. Therefore, using limited labeled data to train deep learning models has become an important and active research topic in recent years [8] , [32] , [34] . VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
In machine learning, metric learning [36] is to learn a similarity function from data, so that the function could be used to measure how similar two data points are. The success of deep learning inspires researchers to apply deep learning technique to learn an embedding space [38] , and the similarity measurement on the new space could preserve the similarity relationship between two data points. It is apparent that the learning for the embedding space is crucial to the subsequent tasks. However, these approaches were found mostly in computer vision. Moreover, none of these approaches focused on regression problem.
This work proposes a metric-based semi-supervised regression algorithm (MSSR) based on metric learning. Deep learning could learn good feature representations from data, explaining why the proposed model combines metric learning and deep neural networks to devise our proposed method. Learning an embedding space is the key step, and we use siamese network [18] as the base model in our proposed algorithm. Notably, the original siamese network is designed for image verification and categorization tasks, and we devise several mechanisms to enable the proposed method to use siamese network to deal with semi-supervised regression problems. First, we propose a hybrid approach to estimate the similarity of data points. Second, we propose to use random sampling to deal with the imbalanced problems presented in the data. Finally, we propose to use kNN to make predictions for the data points projected to the embedding space that is learned by the siamese network. The reason to use kNN is that it is a non-parametric method, and it only relies on nearest neighbors to make predictions, making it possible to reduce the influence brought by extreme outliers. We generate an artificial dataset based on several criteria to evaluate our proposed method, and the experimental results show that our proposed model could predict well even though the artificial dataset comprises extreme outliers. Moreover, most existing semi-supervised learning methods focus on classification problems, and the methods on semi-supervised regression are relatively limited. Thus, this work focuses on regression problems that are commonly occurred in many industrial applications to develop a semi-supervised learning method.
The contributions of this paper are listed as follows. First, we propose a semi-supervised learning model to cope with regression problems. To the best of our knowledge, this is the first work attempting to use deep learning to learn an embedding space to deal with regression problem. Second, we compare our proposed algorithm with several alternatives on four datasets, and the experimental results indicate that our proposed work outperforms state-of-the-art methods. Finally, detailed analysis about our proposed algorithm is also provided in this work.
The rest of this paper is organized as follows. Section II presents related surveys and techniques. Section III briefly introduces siamese network as the proposed work relies on siamese network to learn an embedding space. Section IV presents the proposed algorithm. Section V and VI show the experimental results and detailed discussions. The conclusions and future work are presented in Section VII.
II. RELATED WORK
Acquiring sufficient labeled data is difficult in many application domains, inspiring many researchers to devise semisupervised learning algorithms to attack this problem [2] , [12] , [26] , [41] . Notably, semi-supervised learning could not be applied to all problems as it is based on two assumptions [5] . First, points that are close to each other in a manifold are more likely to share the same label. The second one is cluster assumption; data tend to form individual clusters based on their characteristics, meaning that the data points in the same cluster are more likely to share the same label. Based on the two assumptions, semi-supervised learning has been successfully applied to many application domains.
Among these methods, generative methods are based on one or more generative models that are in charge of the generation of all data points. Therefore, one can connect the unlabeled data points with the learning targets through the parameters of the underlying models, and the label information of the unlabeled data can be regarded as missing parameters of the model. The generative methods assume that the models depend on unobserved latent variables, so the use of expectation-maximization (EM) algorithm [7] is a typical approach to iteratively find maximum likelihood estimates of parameters in the models. Different generative models are available depending on the characteristics of the data points, such as mixture of Gaussian [30] , mixture of experts [6] , and Naive Bayes [27] .
The co-training [35] , [42] assumes that features could be split into two sets, and the two sets are conditional independent given the class. Given the two sets, co-training trains two classifiers with the two sets. Each classifier could make predictions on unlabeled data, and teaches the other classifier with the unlabeled examples that it could predict with high confidence. Repeat the process of learning from each other until convergence, one could obtain a robust predictive model.
Semi-Supervised Support Vector Machine (S3VM) [1] is a generalization of support vector machines in the manner of semi-supervised learning. The most famous of the semisupervised support vector machines is TSVM (Transductive Support Vector Machine) [16] , which attempts to consider various possible label assignments for unlabeled samples. Besides S3VM and TSVM, Melacci and Belkin [21] proposed a semi-supervised method called Laplacian SVM (LapSVM), which explores the manifold structure of data through the Laplacian matrix of the graph. In addition to the original SVM hinge loss and 2 norm of the model parameters, Laplacian Eigenmaps was considered as the smoothness regularization term. Xu et al. [37] extended leastsquares support vector regression (LS-SVR) to propose a semi-supervised LS-SVR that only solves a convex linear system in the training phrase, but additional estimation of the label for each sample in the training set is required.
The graph based method maps the data to a graph to reveal the structure within the data points, wherein the node corresponds to the data, and the edge between nodes corresponds to the similarity between the data. One of the assumptions behind semi-supervised learning is that the internal structure of the labeled data and unlabeled data revealed by the classification function should be smooth. Consequently, many methods viewed the smoothing property as constraints of the original optimization problems [16] , [17] . Notably, similar data points are expected to share similar labels based on smoothness assumption, and the goal is to find an assignment of labels for unlabeled examples, so that the overall error of label assignments on the graph is minimized. Miyato et al. [24] devised a new regularization method based on virtual adversarial loss, which measures local smoothness of the conditional label distribution, and proposed a novel training method called virtual adversarial training that could deal with semi-supervised learning problems. Label propagation is a semi-supervised learning approach that propagates labels of the labeled data points to the unlabeled data points [43] , but it may be influenced by the outliers to mislead the propagation. Gong et al. [11] devised a novel propagation scheme via teaching-to-learn and learning-to-teach to explicitly manipulate the propagation sequence.
Semi-supervised learning concerns how to improve performance via the usage of unlabeled data, and many methods have been developed to alleviate such a fundamental challenge for semi-supervised classification. The importance of regression problems has inspired more and more researchers to devoted to devising semi-supervised regression algorithms. Zhao et al. [39] proposed a semi-supervised sparse Bayesian regression model to cope with the training dataset with partial missing outputs. They treated missing outputs as random variables and performed variational inference to seek the optimal approximate posteriors over the uncertain variables. However, the time complexity of their proposed method is O((N + 1) 3 ) as it involves three inverse computations in the algorithm, making it difficult to cope with large dataset. Li et al. [20] presented an algorithm called SAFER (SAFE semi-supervised Regression), which attempted to maximize the performance gain based on the assumption that the weights of semisupervised regression learners are from a convex set. This could be formulated as a saddle-point convex-concave optimization, and they considered safe semi-supervised regression as a geometric projection problem to devise the algorithm. Experimental results indicated that SAFER improved safeness of semi-supervised regression. Jean et al. [15] proposed a semi-supervised deep kernel learning method, which is a semi-supervised regression model based on minimizing predictive variance in the posterior regularization framework. The proposed method combines hierarchical representation learning of neural networks with probabilistic modeling capabilities of Gaussian processes.
In recent years, deep learning has become a popular research topic in machine learning. Therefore, many researchers have proposed to combine the deep learning architecture and the assumption of semi-supervised learning to devise semi-supervised classification algorithms. Rasmus et al. [28] proposed a ladder network architecture, which comprises encoder and decoder networks. Encoder network input comprises two paths; one is the clean input data, while the other one is to add Gaussian noise to each layer of the input data. The goal is to enable the decoder to de-noise, giving a base to increase the difficulty of the decoder, and prevent from learning a trivial network. Iscen et al. [14] combined deep neural networks and label propagation to devise an iterative semi-supervised classification method, in which they used a deep neural network to learn feature representations and used the graph-based approach for transductive learning [40] to generate pseudolabels for unlabeled data.
Laine and Aila [19] proposed two model architectures, namely -model and Temporal ensembling. Notably,model is similar to the Temporal ensembling. The experimental results showed that both models could greatly improve performance, while Temporal ensembling is slightly better than -Model. Both models are based on ensembling learning. Temporal ensembling uses exponential moving average (EMA) techniques to combine the predictions of each epoch. Tarvainen and Valpola believed that this will result in poor processing speed when dealing with large datasets. Therefore, they proposed the Mean Teacher model [33] , which averages the weight of the model instead of predicting the result.
III. PRELIMINARY
The proposed method is a metric-based approach, and we use siamese network to perform metric learning to learn an embedding space from data. Thus, this section briefly introduces siamese network. Siamese network was first introduced to solve signature verification problem [3] , in which the network requires two images as the inputs.
In computer vision, deep learning has shown that it could learn hierarchical and discriminative feature representations from data, giving a base for many researchers to apply deep neural networks to siamese network. For example, koch et al. [18] explored 20-way and one-shot classification task using the Omniglot dataset, in which their proposed model used convolutional neural network to learn feature representation. As mentioned above, siamese network requires a pair of data points to be the inputs, so each training instance could be represented as a tuple (x i , x j , c), where x i and x j are the inputs of the model, while c is the label of the pair. If x i and x j belong to the same character class, then the label c = 0; otherwise, the label c = 1. The aforementioned problem is a binary classification, so they imposed a regularized crossentropy objective function as the loss function.
Schroff et al. [29] presented a model called FaceNet to learn an embedding space from face images, so that each face could be mapped to a compact Euclidean space where face similarity could be estimated. The FaceNet used a triplet network to train the model, which comprises three inputs, including anchor, positive, and negative data points. The anchor and positive belong to the same class, while anchor and negative are in different classes. The goal is to minimize the distance between the anchor and the positive, and maximize the distance between the anchor and the negative.
Both siamese network and triplet network require the similarity between inputs to train the model. In a typical setting for classification problems, the similarity of the data points could be obtained from label information based on whether two data points are in the same class. However, this setting is not so straightforward in regression as the labels are real values, and it is difficult to determine whether two real values are similar except their values are identical.
Moreover, unlabeled data are relatively easy to collect, but the aforementioned methods could not benefit from unlabeled data in the course of model training. For the regression problems that satisfy the cluster and manifold assumptions of semi-supervised learning, they normally could benefit from enormous unlabeled data. Therefore, this work focuses on developing a metric-based method for semi-supervised regression problems.
IV. PROPOSED METHOD
This section introduces the notations, the generation of similar and dissimilar pairs, and training as well as prediction of the proposed method.
A. NOTATION
This section introduces the notations that will be used in this work. This work focuses on semi-supervised regression, so we assume that a few labeled examples and enormous unlabeled examples are available at hand, and they are the elements of the training set. Consequently, the training set comprises labeled examples X L = {(x 1 , y 1 ), . . . , (x n , y n )}, where x i ∈ R d is the input data and y i ∈ R is the corresponding label, and unlabeled examples X U = {x n+1 , . . . , x m }. Besides, the test set X T = {x 1 , . . . , x t }, only comprising feature vectors, is used for model evaluation. The training set and test set are illustrated in Fig. 1 .
In the training phase, we use X L and X U to generate pairwise pairs, since the training of siamese network requires two inputs. Once the model training is completed, one could obtain a mapping function that could project each input data point x to a new embedding space.
B. PROBLEM SPECIFICATION
Given the training set, the goal is to learn a regressor h, so that the prediction of an input data x ∈ X L could be accurate, namely, h(x) ≈ y. Additionally, for any two points, x i and x j , in the training set, if x i and x j are similar, the two points in the embedding space should be similar, namely, h(x i ) ≈ h(x j ). In the setting of supervised learning, all the data points in the training set comprise labels, and the number of training examples is sufficient to train a regressor, explaining why many state-of-the-art regression methods have been devised in the last decades. However, in semi-supervised learning, the number of available labeled examples in the training set is insufficient to train a robust regressor, so it is important to consider unlabeled data X U in the training process.
Compared with most previous works in regression problems, we consider to learn a discriminative feature space, and then construct a regressor in the new space. As a result, the embedding space should preserve similarity relationship of data points, making it possible to learn an accurate regressor in the new space. Notably, the training set in this work comprises labeled and unlabeled examples, so the training process is different from the aforementioned metric-based methods.
C. PROCESSING OF SIMILAR AND DISSIMILAR PAIRS
This work uses the siamese network to learn an embedding space, but different from the previous works, this work focuses on regression problem and the training involves unlabeled data. We propose a hybrid approach to estimate the similarity of data points as it uses different schemes for labeled and unlabeled data when estimating the similarity. The proposed hybrid approach comprises two parts. The first part considers the relationship between labeled data and labeled data. In regression problems, the labels are real values, so it is natural to use the absolute value of difference as the base of the similarity measurement. However, it is not easy to determine a threshold value for the measurement of similarity. Thus, we select the top 5% as the similar pairs. It is apparent that other percentages could be used, so we conduct experiments to explore the performances when using different percentages of pairs as the similar pairs.
The second part considers the relationship between the remaining combinations, namely, the combination of labeled data as well as unlabeled data, and the combination of unlabeled data as well as unlabeled data. The similarities for the combinations belonging to the second part are estimated based on Euclidean distance. Similarly, we use the top 5% of the pairs as another source of the training data. Notably, Euclidean distance could be replaced by any distance function that measures the distance of two data points.
Because we only have a small amount of labeled data, the number of pairs generated in the first part is relatively small compared to the second part. Moreover, the pairs from the first part is expected to be more trustable than those of the second part as the similarity in the first part is based on label information. Therefore, we propose to use oversampling method to increase the number of pairs in the first part until the number is equal to the number of pairs in the second part. Then we merge the pairs in the two parts. Once the merging step is completed, it is expected that the number of dissimilar pairs is much larger than that of the similar pairs. Thus, we use under-sampling technique to reduce dissimilar pairs until the sizes for similar and dissimilar pairs are balanced.
D. MODEL TRAINING
Once the similarity estimation for the data points in the training set is completed, one could use the pairs as the inputs of siamese network to train the model. The siamese neural network is designed as two identical networks that are connected by a distance layer through the final layer, which is trained to predict whether the two inputs are similar or not. The architecture of the siamese network is illustrated in Fig. 2 .
Notably, the architectures for the two sub-networks are identical, and the weights as well as biases are shared by the two sub-networks. The main idea behind siamese network is to learn an embedding space via the relationship between two inputs. This work uses contrastive loss [13] as shown in Equation (1) as the loss function.
where D w is the euclidean distance between the outputs of the siamese networks as defined in Equation (2), Y ∈ {0, 1} is the ground truth for the indication of similar or not, and α is a margin which defines dissimilar pairs that are beyond this margin will not contribute to the loss. In Equation (2), G w is the neural network within the siamese network. The goal of the contrastive loss is to keep dissimilar pairs away from at least the distance of margin size, and make similar pairs to be as close as possible.
The training for the proposed MSSR algorithm is listed in Algorithm 1. Inputs comprise labeled dataset X L and unlabeled dataset X U , and output is a model that could calculate the dissimilarity of two data points. The first step is to generate pairs P L from X L based on the absolute difference of the labels, and pairs P U = S U ∪D U , where S U and D U are similar and dissimilar pairs based on Euclidean distance, from X L and X U as listed in Line 1-2 of Algorithm 1. As mentioned above, the pairs in P L are obtained based on labels, so they are more informative than those in P U . Therefore, we perform oversampling on P L to balance the sizes of P L and P U as shown in Line 3.
Next, we split the new P L into similar pairs S L and dissimilar pairs D L . Subsequently, we merge the similar pairs S L and S U to obtain a new similar set called S L∪U . The two steps are listed in Line 4-5. Next, we merge the dissimilar pairs D L and D U to obtain a new dissimilar set called D L∪U . It is apparent that the size of D L∪U is much bigger than S L∪U as the number of dissimilar pairs is expected to be much more than that of similar pairs. Thus, we perform under-sampling on D L∪U to balance the sizes of D L∪U and S L∪U as shown in Line 6. Finally, we use the obtained similar and dissimilar pairs to train the siamese network as presented in Line 7.
Algorithm 1 Training Algorithm
Input: Labeled dataset X L = {(x 1 , y 1 ), . . . , (x n , y n )}, where x i ∈ R d and y i ∈ R, and unlabeled dataset X U = {x n+1 , . . . , x m }. Output: A neural network that could output dissimilarity of two inputs. 1 Generate pairs P L from labeled set X L based on the absolute difference of labels. In other words, similarity of x i ∈ X L and x j ∈ X L ∧ j = i is defined as |y i − y j |. We keep the top 5% of the pairs as the similar pairs, and the remaining as dissimilar pairs. 2 Generate pairs P U from labeled set X L and unlabeled set X U based on Euclidean distance. We keep the top 5% of the pairs as the similar pairs S U , and the remaining as dissimilar pairs called D U . 
E. MODEL PREDICTION
Once the learning for embedding space is completed, one could project the data points to the new space, and perform verification or categorization on the new space. As compared VOLUME 8, 2020 with previous works, this work focuses on regression, and we argue that regression could also benefit from the embedding space, since two data points that share similar features are expected to have similar regression outcomes. The siamese network could output a dissimilarity value for the input pair. Based on the output of siamese network, we propose to use kNN to estimate the regression values of the target data as kNN is a non-parametric method that relies on training data to make predictions. The parametric models that use mean squared error as the loss function tend to give more weight to outliers, whereas kNN could alleviate the influence brought by the outliers when the hyper-parameter k is appropriate.
The prediction for the proposed MSSR algorithm is listed in Algorithm 2. The inputs involve the siamese network that is the model trained with Algorithm 1, the labeled dataset X L , the target data point x, and a hyper-parameter k. The first step is to obtain n dissimilarity values between all the labeled examples and the target data point x. Then, we convert dissimilarity values to similarity values. Additionally, we normalize the similarity to the range of [0, 1]. In the final step, one could use average or weighted average to determine the regression value of the target sample.
Algorithm 2 Prediction Algorithm
Input: The trained Siamese network h, labeled dataset This work conducts experiments on four datasets, and compares the proposed algorithm with several alternatives. The introductions for datasets, evaluation metric, and experimental results are presented in the following sections.
A. DATASET
The introductions for the datasets are listed below. All of them are free and public datasets.
• Blood Brain This dataset is available in the caret package of R programming language, and it was originally used by Mente and Lombardo [23] to develop models to predict the log of the ratio of the concentration of a compound in the brain and the concentration in blood, in which 134 descriptors were calculated. Notably, 208 nonproprietary literature compounds are included in this package.
• Airfoil Self-Noise This is a NASA dataset that can be obtained from UCI machine learning repository, which was obtained from a series of aerodynamic and acoustic tests of two and three-dimensional airfoil blade sections conducted in an anechoic wind tunnel.
• Physicochemical Properties of Protein Tertiary Structure The source of the data is obtained from UCI machine learning repository. The dataset is obtained from CASP 5-9, in which 45730 decoys are involved and size varying from 0 to 21 armstrong. We randomly select 1103 samples in the experiments.
• Superconductivty The Superconductivty dataset could be downloaded from UCI machine learning repository, and the goal is to predict the critical temperature. This dataset consists of 21263 samples, each of which comprises 81 features. We randomly select 1103 samples in the experiments.
More detailed information for the datasets is listed in Table 1 , including the number of features, the number of data samples, and the settings for training set and test set.
B. EVALUATION METRIC
This work focuses on the regression problem, so it is natural to use root mean squared error (RMSE) and mean absolute error (MAE) as the evaluation metrics. The definition for RMSE and MAE are listed in Equation (3) and Equation (4), respectively, where n is the number of data samples in the test set, y i is the label, andŷ i is the predicted value.
C. ARTIFICIAL DATASET
Before conducting experiments on the four real datasets, we generate an artificial dataset based on several criteria to evaluate our proposed method. We follow the setting presented in Figure 1 to develop the dataset, in which the training set comprises 20 labeled data samples and 168 unlabeled data samples, and test set comprises 20 data samples. We considers three criteria to generate the artificial dataset, in which each data point comprises three predictors, namely, x 1 , x 2 and x 3 . First, we randomly sample the values for the predictors from very non-uniform distributions as listed in Equation (5).
x 1 ∼ N (µ = 20, σ = 5), where x 1 is drawn from a normal distribution, x 2 is drawn from a beta distribution, and x 3 is drawn from a binomial distribution. Second, we use a quadratic function y = 5 × x 2 1 + 15 × x 2 + x 3 + N (µ = 0, σ = 1) to generate the data. Notably, we add random noises drawing from a normal distribution that has a mean of 0 and a standard deviation of 1 to the data points. Third, we include extreme outliers in the dataset, in which 1% of the data points are defined as the outliers as these data points are generated by adding 7 standard deviations to their original labels, namely, y. Table 2 shows the summary statistics of y for the 208 data samples. It is apparent that the value range of y is huge. Figure 3 shows the experimental results, in which x-axis represents the index of the test data and y-axis denotes the values. The blue and red points are the labels and prediction values for the 20 data samples in the test set. The experimental results on the artificial dataset point out that the proposed method could capture the trend of the test data points, and normally predict well even though this dataset comprises extreme outliers and noise. The proposed method learns an embedding space that could separate data well, and then performs regression estimation with kNN. The kNN is a nonparametric method, and it only relies on nearest neighbors to make predictions, making it possible to reduce the influence brought by these extreme outliers.
D. COMPARISON METHODS
We use the semi-supervised regression methods provided by the R package called ssr [10] 1 as the comparison methods. This package implements the well-known semisupervised learning approaches, including self-learning and co-training by committee. Notably, the underlying regressors can be the models from the caret (short for Classification And REgression Training) package, or custom functions. For co-training methods, we use two comparison methods, kNN-LM and BayGLM-kNN, in which kNN-LM uses kNN and linear regression as the underlying regressors, while BayGLM-kNN uses Bayesian generalized linear model and kNN. As for self-learning methods, the comparison methods comprise kNN and Bayesian generalized linear model, and these two methods are called self-kNN and self-BayGLM in the experiments. Besides the methods provided by ssr package, two recent methods published in AAAI and NIPS are also included in the experiments as the comparison methods, including SAFER [20] and SSDKL [15] .
The SAFER [20] learns a safe prediction from multiple semi-supervised regressors, in which SAFER uses three semi-supervised regressors, one is from the Self-LS method which is semi-supervised extension of the supervised least square method and the other two are from the self-kNN methods which adopt the cosine and the Euclidean distance. SSDKL [15] is a semi-supervised regression model based on minimizing predictive variance in the posterior regularization framework. In their approach, we changed the number of labeled examples and number of test data in order to match the situation of our method. 
E. EXPERIMENTAL SETTINGS
As mentioned above, the two networks in siamese network share the same architecture. We use deep neural networks to construct the sub-networks and each hidden layer uses the rectified linear unit (ReLU) [25] function to perform the non-linear transformation as it is the most commonly used activation function in neural networks. The architecture of the sub-network for the Airfoil Self-Noise dataset is illustrated in Fig. 4 , comprising two hidden layers and the number of neurons for the two hidden layers are 64 and 32, respectively. Besides, the dimension for the input layer is the number of features for the input data, while the dimension for the output layer, namely, the embedding space, is 16 or 8 depending on the characteristics of the datasets. Finally, we set k = 5 for kNN in the prediction of our proposed algorithm.
F. EXPERIMENTED RESULTS
We conduct experiments on four datasets, and compare the proposed method with several alternatives. The experimental results are presented in Table 3 and Table 4 . In the experiments, all comparison methods repeat 5 times, while our proposed method repeats 15 times as the proposed method involves over-sampling and under-sampling, so each time we use five different random seeds to conduct experiments. The mean and standard deviation of the experimental results are presented in Table 3 and Table 4 . Besides, we perform t-test on the experimental results as listed in Table 5 and Table 6 .
The experimental results indicate that the proposed method achieves the best overall performances on the four datasets. Table 3 shows that the average performances of our proposed method on the four datasets are the best in RMSE, and the t-test results presented in Table 5 point out that the performance differences are significant in many cases. On the other hand, although the proposed method only achieves the best average performance in MAE on one dataset as shown in Table 4 , the performance differences between the proposed method and the best ones on the remaining three datasets are insignificant, indicating that the proposed method could achieve almost the same performances as the best ones.
The key idea behind the proposed method is to learn an embedding space with siamese network. It is expected that the data points projecting onto the new space preserve the similarity relationship. Besides, the pairs involve the relationship between labeled and unlabeled data, so the smoothness property among all the data points could be satisfied, giving a base to learn a discriminative space with the setting of semisupervised learning. This provides a good estimate for the target data point on the embedding space.
The prediction of our proposed model is fast, but the training time of the proposed model is related to the number of pairs generated from the training set. One possible approach to deal with this problem is to use the concept of semi-hard exemplars used in FaceNet [29] to reduce the number of candidates and lead to fast convergence.
VI. DISCUSSION
Besides the experimental results, this work investigates the settings of the proposed method and provides detailed analysis about the proposed method in the following sections.
A. THE IMPACT OF NUMBER OF LABELED DATA ON PERFORMANCE
In semi-supervised learning, the number of labeled data is limited, and it is expected that a model could achieve better performance as more training data are available. This work conducts experiments to investigate the impact of number of labeled data on performance.
We try different settings by using different numbers of training examples to train the embedding of the siamese network. Note that the training data are obtained by random sampling and the number of unlabeled data decrease as more data instances are used as the labeled data. We conduct experiments on three datasets, including Airfoil Self-Noise, Physicochemical Properties of Protein Tertiary Structure, Superconductivty.
Besides, the proposed method uses kNN to estimate the regression of the target data point, so we consider to use different settings of the hyper-parameter k in the experiments. The first setting is the same as the one we used in the experiments, namely, k = 5, while the second setting is to use all training examples.The experimental results are presented in Fig. 5 .
The experimental results indicate that the model could normally improve performance as more training examples are used for model training. On the other hand, the proposed model could normally yield better performance when k = 5. We conjecture that the regression estimation relying on the labeled examples that are informative is a better choice in the setting of semi-supervised learning.
B. OVER-SAMPLING VS. UNDER-SAMPLING
Our proposed method uses two approaches to estimate the similarity between data points, and collect similar pairs. The first approach relies on the relationship between labeled samples, whereas the second approach focuses on the cases that involve unlabeled data points. The estimation of the first approach is based on labels, explaining why we perform over-sampling on the pairs generated by this approach. However, performing under-sampling on the pairs collected by the second approach to cope with the problem of imbalance data is worth investigation. As a result, we conduct experiments to explore the difference. Table 7 shows the experimental results. The experimental results point out that when the number of labeled samples is less than 100, over-sampling normally outperforms undersampling. In contrast, when the number of labeled samples is more than 100, under-sampling could achieve better results than over-sampling.
When only few labeled samples are available, oversampling could emphasize the importance of available labeled samples by increasing the number of labeled samples in a random manner. In contrast, when number of labeled samples is sufficient to learn an embedding space, undersampling on the pairs collected from the second approach could balance the distribution to cope with the problem of imbalance data, while keeping the original similar pairs to avoid overfitting. Another benefit of under-sampling is that it could dramatically reduce the number of similar pairs, making the model training to be more efficient.
C. DIFFERENT PERCENTAGES OF SIMILAR DATA
In our proposed method, we use a hybrid approach to collect similar pairs from the two groups, namely, the group of similarity between labeled data and labeled data as well as the group of labeled data and unlabeled data. We set the threshold to be 5% in the collection process for the two groups. It is apparent that the threshold is a hyper-parameter, so we conduct experiments to analyze the impact of this hyper-parameter on performances.
We conduct experiments with different percentages of similar pairs and evaluate their performances. Table 8 shows the experimental results, indicating that using the top 5% achieves the best performances on the four datasets. Notably, the performances decrease as more similar pairs are collected as the training data. It is expected that the quality of the training data that are collected from the top 5% similar pairs is better than that of the data collected from the top 20%. Moreover, the proposed method requires to perform oversampling on the collected similar pairs to balance the distribution between similar pairs and dissimilar pairs, so the quality of the similar pairs should be considered and it also explains why the model could benefit from less but informative pairs.
VII. CONCLUSION
This paper proposes a metric-based semi-supervised regression method, in which the goal is to use a small amount of labeled data and enormous unlabeled data to develop an accurate regression model. Central of the proposed method is to rely on a discriminative embedding space, so that the regression estimation on the new space could be accurate. To enable the proposed method to learn a good embedding space, we propose to use siamese network with the similar and dissimilar pairs collected from labeled data and unlabeled data. The experimental results point out that the proposed method outperforms the other alternatives. Besides the regression experiments, this work provides detailed analysis about our proposed method. One of the future works is to combine metric learning and regression in the same network. We expect that the model could benefit from jointly learning two tasks simultaneously. Besides, the selection of pairs is crucial for fast convergence and can speed up model training, so this is our another future work.
