Abstract-In this paper, we propose a transmit covariance optimization method to maximize the energy efficiency (EE) for the single-user distributed antenna system, where both the remote access units (RAUs) and the user are equipped with multiple antennas. Unlike previous related works, both the rate requirement and RAU selection are taken into consideration. Given this setup, we first propose an optimal transmit covariance optimization method to solve the EE optimization problem under fixed set of active RAUs and then the active RAU selection algorithm. For the transmit covariance optimization method, we split this problem into three subproblems, i.e., rate maximization problem, EE maximization problem without rate constraints, and power minimization problem. Then, a novel distance-based RAU selection method is proposed to determine the optimal set of active RAUs. Simulation results show that the performance of the proposed RAU selection is almost identical to the optimal exhaustive search method with significantly reduced computational complexity, and significantly outperforms the existing EE optimization methods.
I. INTRODUCTION
Recently, distributed antenna system (DAS) has been regarded as a promising technique to meet the increasing demand for high spectral efficiency (SE, bps/Joule) and good coverage [1] - [3] . In DAS, several remote access units (RAUs) with one or more antennas are geographically separated over the cell. Each RAU is connected to central processing unit via a high-speed error-free low-latency wired channel. Through this distributed implementation, the average access distance for each user can be significantly reduced. Thus, the DAS has the great potential to improve the SE and coverage, especially for the cell-edge users. On the other hand, large-scale multipleinput and multiple-output (MIMO) has attracted extensive interests due to its advantage of providing tremendous SE of wireless communications [4] . Placing large number of antennas in different locations can also reduce the correlations of antennas [5] , thus improving the SE.
On the other hand, energy efficiency (EE) has attracted extensive interests [6] , [7] due to energy shortage and greenhouse effect, and will be main concern for the fifth generations (5G) mobile networks [8] . The EE is defined as the ratio of the number of bits to the total power consumption, representing the number of bits that can be successfully transmitted with per Joule of energy consumption. In general, the SE maximization solution for the DAS may not be the EE maximization solution of the DAS since the former always activates all RAUs and uses full power to transmit. Hence, there have been some papers studying the EE maximization problem for the DAS [9] - [13] . In [9] , the authors designed a power allocation method for a single-user DAS systems. The EE power allocation for the frequency-selective fading DAS was studied in [10] , where numerical search method was proposed. [11] extended the work in [9] to a more general DAS where each RAU has multiple antennas. Both beamforming and power allocation were considered. The authors showed that the optimal beam direction for the EE maximization should be matched to the channel vector as in [14] , and the optimal power allocation can be obtained in the closed form by the same method in [9] . However, all of these works do not consider the user's quality of service such as the rate requirements. In addition, RAU selection or antenna selection are not taken into account. When the user's rate requirement have been satisfied, shutting off some unnecessary RAUs can save lots of circuit power consumption, yielding the improved EE. Also, the above papers focused the DAS where the user is equipped with only one antenna. Due to the fast development in antenna technology [15] , multiple antennas may be packed in each user's terminal. In this case, the multiple-antenna RAUs can transmit multiple streams to the user to enhance the SE of the DAS. To the best of our knowledge, there is few works studying the EE maximization problem for this more general singleuser MIMO DAS [12] , [13] . In [12] , the authors obtained an approximate EE expression for this general scenario based on the assumption of high SNR approximation. Then, a more tight closed-form approximation of the EE-SE trade-off over the Rayleigh fading channel was derived in [13] . However, the above works studied the EE of the MIMO DAS from the performance analysis point of view and did not provide any insights on how to design the optimal transmit covariance matrices. In MIMO DASs, the beam directions and power allocations over the beams should be jointly optimized, and the beam directions cannot be obtained in the closed form as in the multiple-input and single-output (MISO) case in [11] .
In this paper, we study the EE maximization problem for the single-user downlink MIMO DAS. Both the rate requirement and the RAU selection are taken into consideration. We propose an iterative optimization method to alternatively optimize the transmit covariance matrices with given set of active RAUs and the set of active RAUs: Under given active RAUs, the optimization problem is a pseudo-concave maximization problem, which can be solved by the standard convex optimization techniques. However, this method will incur heavy computational complexity and cannot reveal the structure of the optimal transmit covariance matrix. Hence, this optimization problem is divided into three subproblem, i.e., rate maximization problem, EE maximization problem without rate constraints and power minimization problem. Each of them can be solved efficiently.
A novel distance-based RAU selection procedure is proposed to determine the optimal set of active RAUs. This selection method is reasonable since user's channel gain is mainly determined by the distance, and in general there are great differences among the distances from the user to RAUs. This method has a much lower complexity compared with the exhaustive RAU selection. Simulation results show that the distance-based RAU selection method yields almost the same EE performance as the exhaustive RAU selection, and significantly outperforms the existing EE optimization method.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a downlink single cell distributed antenna system (DAS) with I RAUs and one user, where RAU i is equipped with M i antennas and the user is equipped with N antennas, i = 1, 2, . . . , I, as shown in Fig.1 . We assume that all the RAUs are connected to the central processing unit (CPU) through the high speed fiber-optic cable.
Denote S ∈ {1, 2, · · · , I} as the set of active RAUs with the number of RAUs A= |S|. The subset S is given as S = {s 1 , s 2 , · · · , s A }, whose elements represent the RAU indices and are arranged in increasing order, i.e., s 1 < s 2 < · · · < s A . The downlink transmission can be modeled as an single user MIMO with M A transmitting antennas and N receiving antennas, where
N ×Ms i , s i ∈ S be the channel matrix from RAU s i to the user, and
N ×MA be the overall channel matrix from the set of active RAUs to the user. Hence, the received signal at the user from all RAUs is given by
where x S ∈ C MA×1 and y S ∈ C N ×1 denote the transmit and receive signals for the user, respectively, and z ∈ C N ×1 denotes the receiver's noise at the user. For simplicity, we assume that z ∼ CN (0, I). It is also assumed that the CPU can acquire perfect channel state information (CSI), and the channels are in block-fading.
Denote Q S = E{x S x H S } as the transmit covariance matrix for the user, with Q S ∈ C MA×MA and Q S 0. Then, the spectral efficiency (SE) (bps/Hz) for the user is [16] 
In order to impose the per-RAU power constraint, we introduce a set of matrices, B i , i = 1, · · · , A, as follows
Then, the per-RAU power constraint can be expressed as
where P si denotes the transmit power constraint for RAU s i .
To consider the energy-efficiency design, the total power consumption should be considered: the power for reliable data transmission and the circuit power consumption, which is the power consumed by mixers, filters and digital-to-analog converters, digital signal processing (DSP), RF chains, etc. Hence, the total power consumption can be modeled as [17] 
where p c denotes the RF chain power consumption corresponding to one antenna, and p 0 is the static power consumption for each RAU. For simplicity, define P C,S M A p c +Ap 0 . Our objective is to find an selected RAU set S ∈ {1, 2, · · · , I} and optimize the corresponding transmit convariance matrix Q S to maximize the EE of the DAS system, subject to both the per-RAU power constraint and the rate requirements. Formally, this problem can be formulated as
where W is the channel bandwidth and R min denotes the minimum rate requirements. For problem (P0), it is difficult to jointly optimize the selected RAU set S and transmit convariance matrix Q S since both the channel matrices and the total power consumption depend on S. In the following two sections, we first optimize the transmit convariance matrix under given S and then provide several techniques to determine S.
III. EE OPTIMIZATION WITH GIVEN RAU SET
In this section, we optimize the transmit convariance matrix to maximize the EE under given S. Though this problem can be solved through the standard convex optimization method such as the interior-point method [18] , it will incur considerable computational complexity when the RAU number becomes large. Hence, one efficient algorithm with low complexity is appealing, which will be the aim in this section. For simplicity, we omit S in the subscript in this section. Define W as 
whereR min = R min /W . Before solving this problem, we introduce three auxiliary subproblems
Due to the rate constraint, problem (8) may be infeasible as shown in [19] . Hence, we need to check the feasibility of problem (8) , which can be accomplished by checking whether the maximum SE under all RAUs' power constraints can satisfy the rate requirement. The rate maximization problem under all RAUs' power constraints is given in problem (P1). If the optimal solution to problem (P1), denoted as Q * (P1) , can satisfy the rate constraint, this problem is feasible. Otherwise, it is infeasible. When this problem is feasible, we continue to solve the EE optimization problem without the rate constraints, which is given in problem (P2). Denote the optimal solution to problem (P2) as Q *
is the optimal solution to problem (8) since problem (P2) is a relaxed version of problem (8) . Otherwise, the rate constraint are met with equality at the optimum. Hence, problem (8) reduces to the power minimization problem given in problem (P3). Denote the optimal solution to problem (P3) as Q * (P3) , which is the optimal solution to problem (8) . In summary, the algorithm to solve problem (8) is given in Algorithm 1. The remaining task is to solve problem (P1), (P2) and (P3), respectively. Since W is a constant and does not affect the solution of problem (P1) and (P2), it is omitted for simplicity. The details of solving these subproblems are given in the following subsections.
A. Algorithm to solve problem (P1)
Obviously, problem (P1) is a convex problem and thus can be solved by using standard convex optimization techniques, e.g., the interior-point method. However, such an approach has high complexity. Instead, we aim to develop a low-complexity algorithm for solving problem (P1) via its dual problem due to the zero gap between problem (P1) and its dual problem. 3. Solve problem (P3) to obtain the optimal solution Q * (P3) , which is the optimal solution to problem (8) .
Algorithm 1
We first derive the Lagrangian function of (P1) with respect to all RAUs' power constraints, given by
where {λ i ≥ 0, ∀i} are the corresponding Lagrangian dual variables. Therefore, the dual function is
Then the dual problem is given by
To solve its dual problem in (14), we should solve problem (13) with fixed {λ i }, then update the Lagrangian dual variables {λ i } by solving the dual problem (14) . Then iterate the above two steps until convergence. a) Dual function (13) For given {λ i , ∀i}, solving the dual function is the same as solving the following optimization problem
where
We then have the following lemma. Lemma 1: For problem (15) to have a bounded objective value, matrix B should be positive definite.
proof: Obviously, B 0. The remaining task is to show that B = 0. If B = 0, the objective value of problem (12) will grow without bound. Therefore, B 0 holds. , and D is a diagonal matrix with D = diag{d 1 , · · · , d r } being the eigenvalues.
Then, the solution to problem (16) is given byQ = UΛU H , where Λ = diag{q 1 , · · · , q r } represents the power allocation on all subchannels with
where [x] + = max{0, x}. Hence, the optimal Q is given by
b) Dual problem (14) To solve the dual problem (14), we utilize the subgradient method. According to [20] , the subgradient of g(·) at λ (k) = [λ 1 , · · · , λ I ] in the kth iteration is given by [20] 
Then the Lagrangian dual variables can be updated as
where u (k) is the step in the kth iteration. In summary, the algorithm to solve problem (P1) is given in Algorithm 2.
Algorithm 2 Solving problem (P1)
Initialize: Iteration number k = 0, (18); 2. Compute the subgradient s
as in (20) , and set k ← k + 1; Until convergence
B. Algorithm to solve problem (P2)
Since the numerator and denominator in the objective function of problem (P2) are concave and affine in Q respectively, the objective function is a pseudo-concave function [21] . In addition, the available power region is a convex set. Hence, problem (P2) can be efficiently solved by using the following lemma, the proof of which can be found in [22] .
Lemma 2: Define function G(η) as

G(η)
For fixed η, the solution to problem (21) is denoted as Q * (η). Then solving problem (P2) is equivalent to finding the root of the equation
Lemma 2 gives us insights to solve (P2). We should firstly solve problem (21) with fixed η, and then utilize the Dinkelbach method [22] to update η. For fixed η, the solution to problem (21) can be obtained by the same method to solve problem (P1), except that B is replaced byB = ηI + A i=1 λ i B i . After solving problem (21), we utilize the Dinkelbach method [22] to update η as follows
where n is the iteration index.
Algorithm 3 The Dinkelbach method to solve problem (P2)
Initialize:
by using Algorithm 2 except that B is replaced byB
Update η (n+1) according to (23) , and set n ← n + 1; Until convergence Based on the above analysis, we provide the following algorithm to solve problem (P2).
If the optimal solution to problem (P2) does not satisfy the rate requirement, save the η * obtained in Algorithm 3, which will be used to solve problem (P3) as shown in the next subsection.
C. Algorithm to solve problem (P3)
Problem (P3) is non-convex due to the constraint that the rate equality constraint. However, the solution is equal to the following convex problem
The proof is very simple, and is omitted. Thus, it can be solved by the Lagrangian dual method. The dual function is given by
Now, we attempt to solve problem (25) with given λ. If λ = 0, the optimal Q should be zero matrix. In this case, the rate becomes zero, which cannot be the optimal dual variable. Hence, λ should be positive. Denote μ = 1/λ > 0, problem (25) can be equivalently expressed as
Denote the optimal solution of the above problem as Q * (μ). According to complementary slackness condition [18] , we should find the optimal μ * such that log 2 I + HQ * (μ * )H H =R min . Note that with fixed μ problem (27) is the same as problem (21) in Lemma 2. In the following lemma, we show that the optimal μ * should be smaller than η * obtained in Algorithm 3.
Lemma 3:
The optimal μ * that leads to
proof: See appendix A. Based on Lemma 3, we can use the bisection method to find the optimal μ * with the upper bound given by η * .
IV. ACTIVE RAU SELECTION
In this section, we study the active RAU selection scheme. Obviously, the optimal RAU selection can be obtained by exhaustive search. Specifically, we compute the EE for all possible RAU selection sets S ∈ {1, 2, · · · , I} based on the algorithms developed in Section III. Then, we select the best RAU set which has the best EE performance 1 . However, the complexity of exhaustive search is too high to implement in practice. Hence, more efficient RAU selection scheme is required.
In [23] , the authors proposed a norm-based antenna selection scheme for the centralized antenna system. It can be extended to the RAU selection here. In particular, we need to calculate the norms of the channel matrices from all RAUs to the user and sort them in decreasing order. Then, the RAU is added in the selection RAU set one after another based on the sorted order.
However, in distributed antenna systems, the distances from the user to the RAUs are different and the channel norm is mainly determined by the distance. Based on these facts, we only need to obtain the distance information 2 and sort them in increasing order instead of calculating the channel norms. This method can reduce the computational complexity. It will be shown in Section V that the EE performance of these two selection schemes are almost the same. Denote the distance from the ith RAU to the user as d i , the distance-based RAU selection scheme is given in Algorithm 4.
Algorithm 4
Distance-Based RAU Selection Scheme Initialize: Set EE opt = 0, feasibility mark flag = 0, the optimal RAU set S opt , the number of active RAUs A = 1. 
2) Solve the EE optimization problem (8) by using Algorithm 1 based on the selection RAU set S a . If it is infeasible, set EE Sa = 0. Otherwise, set flag = 1 and compute the achieved EE EE Sa . 3) If EE opt ≤ EE Sa , set EE opt = EE Sa and S opt = S a ; Otherwise, terminate. 4) If A < I, set A = A + 1 and go to Step 1); Otherwise, go to Step 5), 5) If flag = 0, set S opt = {1, · · · , I}, solve the rate maximization problem with Algorithm 2 based on S opt , compute the corresponding EE EE opt , and terminate; Otherwise, terminate. [26] We compare the complexity of our proposed algorithm with the exhaustive search. In the exhaustive search, the size of the sets of RAU candidates S is given as 2 I − 1, and thus problem (8) should be solved 2 I − 1 times, which increases exponentially with the RAU number I. On the other hand, for our proposed RAU selection algorithm in Algorithm 4, we should solve problem (8) at most I times. Also, as the number of RAUs increases, a reduction in the search complexity in the proposed scheme decreases. For example, for I = 20, 1048575 RAU selection sets are required for the exhaustive search, while at most 20 candidates are required in our proposed selection scheme, which accounts for only 0.19‰ of the size of the exhaustive search. Thus, the exhaustive search may become complexity prohibitive especially when I is very large.
V. SIMULATION RESULT
In this subsection, we evaluate the performance of the proposed RAU selection scheme through simulations. We assume the user is uniformly distributed in the circular cell centered at (0, 0) with radius R. According to [25] , if the number of RAUs I is smaller than 6, the location of the j-th RAU is (r cos(2π(j − 1)/I), r sin(2π(j − 1)/I)) for j = 1, · · · , I, where r = 2R sin(π/I)/(3π/I) . Otherwise, the first RAU is located at the cell center (0, 0), and the other I − 1 RAUs are located at (r cos(2π(j − 2)/(I − 1)), r sin(2π(j − 2)/bhb0(I − 1))) with j = 2, · · · , I. The channel is modeled by the product of the pathloss [26] , shadow fading and independent Rayleigh fading. Specifically, the shadow fading follows the log-normal distribution with standard deviation δ sh = 8dB. For simplicity, we assume each RAU has the same number of antennas M j = M, j = 1, · · · , I and the same power constraints P j = P max , j = 1, · · · , I. Unless otherwise specified, the other main system parameters are given in Table I . The following results are obtained by averaging over 500 random user locations and independent channel generations.
We compare our proposed RAU selection algorithm with the following algorithms: exhaustive search which examines all possible RAU selection set (labeled as "Exhaustive search"), norm-based RAU selection algorithm (labeled as "Prop normbased alg.") which is the same as Algorithm 4 except that we sort the channel norms in decreasing order, EE maximization without RAU selection and all available RAUs are active (labeled as "EE without RAU sel.") and SE maximization with activating all available RAUs (labeled as "SE maximization"). We also show the performance of the EE maximization proposed in [23] for the central antenna system (CAS) where all antennas are placed at the center of the cell. For a fair comparison, we assume the maximum transmit power for CAS is set to be IP max and the base station is equipped with IM antennas. Moreover, the total circuit power consumption of CAS is defined as Ip c + IM p 0 .
The effects of the rate constraints on the EE of DAS are studied in Fig.2 , the corresponding rate and the number of active RAUs are shown in Fig. 3 and Fig. 4 , respectively. The total number of RAUs is set as I = 4. As expected, the EE achieved by all algorithms decreases with the rate constraint. The reason is that, more RAUs should be active to ensure that the rate requirement can be satisfied, which incurs more circuit power consumption. It is interesting to see that both the exhaustive search method and the channel-norm-based search method provides marginal gains over our proposed RAU selection method. However, our proposed algorithm yields the least computational complexity. In addition, we observe that our proposed algorithm significantly outperforms the other schemes in terms of the EE, especially in the low rate constraint regime. The superiority of the proposed algorithm over the "EE without RAU sel." comes from the RAU selection procedure. It means that turning off some RAUs can save amounts of circuit power consumption when the rate requirement is satisfied, and thus improves the EE of DAS. It is interesting to find that the EE performance of DAS is much higher than that of the CAS. This observation is meaningful: To achieve the best EE performance, RAUs should be placed in a distributed manner rather than in a centralized manner. Moreover, the rate maximization algorithm has the worst EE performance since it aims at improving the rate of DAS, implying that all RAUs should be activated and each RAU uses full power to transmit.
As expected, Fig. 3 shows that the rate achieved by all methods increases with the rate constraints and finally keeps at 504 Mbit/s. In this case, all RAUs should be active and full transmit power is used. When the rate constraint is beyond 504 Mbit/s that renders the original problem infeasible, the first step in Algorithm 1 can be used to check it. It can be seen from Fig. 4 that the number of active RAUs for different RAU selection methods are almost the same and increases with the rate constraint, which is consist with the analysis for Fig.2 .
VI. CONCLUSION
In this paper, we have studied the transmit covariance optimization for EE maximization problem in multiple-antenna DAS, where both the per-RAU power constraints and user's rate requirement are incorporated. Under fixed set of active RAUs, we obtain the optimal transmit covariance matrix by splitting the EE optimization problem into three subproblems, each of which have been solved with low-complexity. Then, we develop a novel distance-based RAU selection method to additionally improve the EE of DAS with much reduced complexity. Simulation results show that our proposed RAU selection performs as well as the optimal exhaustive RAU search method, and significantly outperforms EE optimization method without RAU selection and the antenna selection method in CAS.
