Estimation of the location of sound sources is usually done using microphone arrays. Such settings provide an environment where we know the difference between the received signals among different microphones in the terms of phase or attenuation, which enables localization of the sound sources. In our solution we exploit the properties of the room transfer function in order to localize a sound source inside a room with only one microphone. The shape of the room and the position of the microphone are assumed to be known. The design guidelines and limitations of the sensing matrix are given. Implementation is based on the sparsity in the terms of voxels in a room that are occupied by a source. What is especially interesting about our solution is that we provide localization of the sound sources not only in the horizontal plane, but in the terms of the 3D coordinates inside the room.
INTRODUCTION
In the last decade the theory of compressed sensing 1, 2 has arised in the domain of acoustic signal processing. There was always a need for finding a structure in the high dimensional acoustical data that was cumbersome to handle. In 2015 Boche et al. 3 provided a detailed state of the art for the application of compressed sensing in the domains of image and acoustic signal processing.
The origins of sparsity in acoustical data include, but are not limited to: voxels (directions of arrival) occupied by sound sources which is usually exploited for the localization of the sound sources in free field 4 by designing a Fourier domain dictionary, or in rooms for the estimation of the sound pressure distribution. 5 The sparsity in the image-source model has been mainly used for the estimation of the room shape 6 and the estimation of the direction of arrivals of early echoes, 7 the sparsity of plane wave representation of the sound pressure is used for the characterization of the sound fields inside the room. 8 The sparsity of the room modes may also be exploited in the low-frequency range of the room transfer functions (RTF). 9 By RTF we denote the ration between the received and emitted signal in Fourier domain.
Instead of estimating the position of the sound sources from time difference of arrival between different microphones in an array, 10, 11 we aim to rely only on one microphone and combine the sparsity that exists in the term of the voxels of a room occupied by the sound sources and the low-frequency room modes in the RTF toward successfull localization. To this end, we will analyze the transfer functions below the so called Schröeder frequency, which is defined as: f s = 2000 RT60 V , where V is the volume of the room and RT 60 is the reverberation time. 12 This combination should result in a fast localization of sound sources by only one microphone as will be further explained.
The remainder of the paper is organized as follows: In Section 2 we discuss the sparsity that exists in the low frequency domain of room transfer functions. Section 3 gives a general introduction to compressed sensing and its application to the localization of sound sources. The design and the limitations of the sensing matrix for our case is given in Section 4 and final remarks and conclusions are given in Section 6. 
MODAL REPRESENTATION OF THE SOUND PRESSURE AND ITS LOW-FREQUENCY PROPERTIES
In the further development of our approach, we are going to rely on two facts: the room shape is known and the microphone position is known. These assumptions imply that we know the resonant frequencies of the room and the room modes related to the microphone's positions.
The solution of the wave equation for the sound pressure at a given receiver position r mic and for a given source position r ss in a room in the Fourier domain (with the angular frequency ω) is given by: 12
where ρ 0 is the density of the propagating medium (air), c is the sound celerity, Q is the volume flow velocity of the sound source, Ξ n (·) are the eigenfunctions, K n is the gain, δ n is the damping coefficient and ω n are the resonant frequencies. We can notice an interesting underlying symmetry that exists in this equation: position of the microphone r mic and position of the sound source r ss are interchangeable, meaning that if we exchange these positions, the expression will remain the same. In Figure 1 we can see a segment of RTF for an arbitrary set of positions r mic and r ss up to 200Hz (1200 rad s ) and its decomposition into the room modes. The sharpness of the peaks of room modes is dependent on the damping properties of walls of the room. Peaks of the room modes are aligned with the resonant frequencies of the room.
The angular eigenfrequencies for a rectangular room of size L x × L y × L z are given by the expression: 
Room Transfer Function at Different Positions Across the Room
In 1985, Richardson et al. 13 have proposed a curve fitting algorithm allowing the reconstruction of the RTF curve from discrete measurements using room mode shaped functions as basic fitting elements. Each RTF is characterized by a set of parameters: resonant frequencies (eigenfrequencies) which are aligned with the position of the peaks of room modes, and with damping, attenuation and phase of these room modes.
For different positions of the microphones/sound sources across the room, some parameters stay the same -common parameters: eigenfrequencies which depend on the room shape, and the room mode damping which depends on the damping of the wall. The attenuation and the phase of the room modes are position dependent parameters -specific parameters. Figure 2 . Values of the RTF across the room vary in the terms of attenuation and phase value at the resonant frequencies. We exploit only the difference in the attenuation because in our target experimental setting there exists only one microphone and the sources will emit white noise. Figure 2 illustrates the difference between the attenuation and the phase of the RTFs across the room at the resonant frequencies. White point shows the fixed and known position of the microphone and colorful points are the positions of sound sources that should be estimated. As can be observed, although that all the positions of the sound sources result in the peaks at the same set of frequencies (the resonant frequencies of the room), the set of the heights of these peaks seems unique (this will be further observed in the next section). This means that each pair of the positions of a sound source and a microphone could potentially result in a unique set of attenuation factors at the resonant frequencies.
Although that there exists uniqueness of phase for each room mode, since we plan to use only one microphone and white noise sources, this is irrelevant for our case but has a potential for some other type of room characterization. We have decided to investigate the potential of unique representation of position of the sound source Isolines of the two modes within the room with the set of attenuations of RTF at resonant frequencies. Therefore we have established a valuable reasoning for the design of our sensing matrix.
Relation Between Room Modes and Plane Waves
In a rectangular room, each eigenfunction (eigenmode of the Laplacian operator) represents a sum of 8 plane waves that share a wave number:
where is a Hadamard product, S 3×8 is a sign matrix whose columns alternate from
, is the eigenvalue of the wave equation for the n th room mode (wave vector), and r m is a position inside the room.
As can be seen in Figure 3 , these wave vectors are just corners of a parallelepiped (k = [±k x , ±k y , ±k z ] T ). We can also notice the periodicity of the wave vector grid: π Lx , π Ly , π Lz , along each of the axes. In a theoretical case for which all walls of a room are perfectly rigid, all plane waves have the same expansion coefficient (∀i, a i = a), so our sum of the 8 plane waves can be represented as a product of cosine functions:
where r m (x), r m (y), r m (z) are the Cartesian coordinates of position r m and a is a constant. An example of room mode for a room with rigid walls is given in Figure 4 .
Ambiguities that Exist in the Terms of Uniqueness of the Attenuation Across the Room
We will observe the basic axial modes in Figure 5 in order to illustrate that relying only on them would not be sufficient to have a unique position representation. Although that the sound pressure value function is in 5D, we can successfully visualize only values in 3D. First row shows the x-and y-axial modes (everything that will be said applies analogously to z-axial modes as well). We can see that these two modes form pairs of points that result in a unique location identifier. But, since we have decided to explore the special case with only one microphone, we need to neglect the phase of the RTF, therefore we can just observe the absolute value of the RTF. As seen in the second row of the same figure, this introduces ambiguity -there exists a unique representation, but only in 1 8 of the room. This ambiguity is illustrated in Figure 6 . Axis represent the dependency between frequency and the real and the imaginary part of the RTF. Here we see 3 modes of two different positions in a room. The small mode in the middle has the same amplitude and phase and the other two modes have an opposite phase, which can not be seen when we project it to neglect the phase. This means that we can not rely only on the basic axial modes for the sound source localization. 
COMPRESSED SENSING AND SOUND SOURCE LOCALIZATION

Sparse Representation of the Position of Sources
In sound source localization problems the domain of interest is usually divided into an angular grid such that the sources occupy just a few of these angles. Since our sources are positioned inside a room, we will divide the room into voxels and assume that the number of voxels occupied by a source is small. We recognize that this is a problem with underlying sparsity. These problems are usually solved by using the theory of compressed sensing.
Compressed Sensing
Our signal of interest y is the measurement of sound pressure at a known location inside a known room:
where y ∈ R N are the sound pressure measurements, Ψ N ×N is the inverse Fourier Transform (represents the change of domain), Φ N ×M is a representational dictionary (columns of this matrix are called atoms) with the RTFs as columns and x ∈ R M are the sparse expansion coefficients. The product A = ΨΦ is usually referred to as the sensing matrix. x is K-sparse, which means that it contains at most K non-zero elements and K N . Since M > N we are facing an underdetermined system of equations. The problem in this form is non-convex. Introducing the assumption on the sparsity of x makes the problem well-posed.
These types of problems are usually solved using one of the 5 groups of approaches listed in, 14 where the most common ones are the convex relaxation and the greedy pursuit. The convex relaxation, 15, 16 which is also known as the Basis Pursuit, relies on the relaxation of the minimization of the 0 -norm to 1 -norm which favors the sparse solutions, although at a cost of requiring higher number of measurements. 17 There also exists a relaxation to 2 -norm, but this norm favors the minimization of the energy of the signal rather than finding a sparse solution. In practice convex relaxation approach is usually used for smaller and medium size problems, because large scale data causes computational issues.
In our solution we will rely on the greedy approaches such as Orthogonal Matching Pursuit (OMP) 18 and Compressive Sampling Matching Pursuit (CoSaMP). 19 These methods select up to K atoms of a dictionary that give the least approximation error. CoSaMP is a faster contemporary method which works by selecting multiple atoms at every iteration. The main drawback of these methods is that the sparsity of the signal has to be known upfront.
Regardless of the approach, one of the main advantages of compressed sensing technique is the robustness to noise since we project our signal to the vectors that span the signal space, and therefore we neglect the residual related to the existing noise as long as the noise is not highly correlated with the signal.
Conditions for Dictionary Design
Spark and coherence of the dictionary
Spark of a matrix Φ is the smallest number of linearly dependent columns of matrix Φ. The requirement for the sensing matrix Φ in compressed sensing is that the following holds:
where K is the level of sparsity. In other words: To achieve an injective mapping we need to assure that there are no two K-sparse vectors that map to the same measurements. This implies that the rank of our sensing matrix has to be at least 2K which is tightly related to the restriction on the coherence of the dictionary.
According to the theory of compressed sensing, we have to ensure the appropriate coherence parameter of a dictionary: µ = max 1≤i<j≤n | ϕi,ϕj | ϕi 2 ϕj 2 = max 1≤i<j≤n cos (ϕ i , ϕ j ). Coherence is the cosine of the acute angle between the closest pair of atoms in a given dictionary. We want our dictionary to be incoherent, so µ should be the smallest possible. The best case is the case where we have orthogonal atoms with the coherence parameter equal to zero between different atoms of the dictionary.
Restricted Isometry Property
The restricted isometry property guarantees that the distances (lengths) are preserved when moving from one space to another. Let Φ be an M × N matrix and let 1 ≤ K ≤ N be an integer. Suppose that there exists a constant δ K ∈ (0, 1) such that, for every M × K submatrix Φ K of Φ and for every K-sparse vector y,
Then, the matrix Φ is said to satisfy the K-restricted isometry property with restricted isometry constant δ K . In most cases it is hard to check whether this property holds or not.
Sound Source Localization in a Room
The following question rises: How to tailor a simple incoherent dictionary for fast localization of sources inside the room? In order to have a well-posed problem we introduce the following assumptions:
1. the shape of the room and the reverberation time are known, 2. the position of the microphone is known, and 3. all the sound sources have a flat spectrum in the observed frequency range.
In most cases the Restricted Isometry Property is hard to check. We know that random matrices, which were used as the dictionaries in the early stages of compressed sensing, satisfy this property. Therefore we will choose the potential position of the sources on uniformly at random on the regular grid. In order to localize the sources, we search for a subset of atoms that give the best fitting for the signal recorded by the microphone. Once we discover which atoms of our sensing matrix have the highest expansion coefficients in the sparse representation, we can easily recover the position of the sound sources in the room, because we know which atom corresponds to which position since we have tailored the dictionary ourselves. 
DESIGNING AN EFFICIENT SENSING MATRIX
Coherence
Coherence of a dictionary can be seen from the maximum off-diagonal element of the coherence Gram matrix µ = max i =j G ij . In our case where Ψ N ×N is the inverse Fourier Transform and Φ N ×M is the matrix with the RTF coefficients, the Gram matrix has the following form:
Since the Fourier matrix has orthonormal atoms up to a scaling constant Ψ H Ψ = 1 N I, we have:
Therefore we observe the coherence of the sensing matrix by focusing on the discretization of the room transfer function. Since our exponentials in the plane wave representation are not equidistant, we can not apply the Dirichlet kernel sum to our case to simplify the expression (an approach common for many solutions 4, 20, 21 ).
For a uniform case, the off-diagonal elements of our Gram matrix are proportional to:
It results in a complex form of the elements of Gram matrix. Some observations have shown that we are dealing with highly correlated atoms. Therefore we need to find a workaround in order to have a successful source localization. Due to the smoothness of cosine function, the points on the potential sound source position grid that lay close, result in similar heights of the peaks in RIR.
Battle of the Grids
Our problem has two degrees of freedom and both of them represent a selection process of the nodes on a uniform grid. We have a grid of wave vectors -features and a grid of potential positions of sound sources -samples. In Figure 7 the grid on the left-hand side repeats in all 6 directions and the one on the right-hand side repeats in 3 directions. Figure 7 . Two grids that represent two degrees of freedom that we have for designing the sensing matrix.
We will observe the room transfer function in a matrix form at the resonant frequencies. If we go back to equation (1) and introduce ω = ω n , we get that each of the elements of our sensing matrix Φ N ×M is of the following form:
which corresponds to n th wave vector and m th potential sound source position. The only coefficients that differ among the atoms of the dictionary are represented in blue. The difference due to the volume velocity of the sound source Q, will not affect our approach since we assume that we are observing our sound sources in a linear regime. This parameter has an effect only on the expansion coefficients of the sparse representation. Therefore we focus on the sound sources' position that produces different attenuation of room modes.
So the RTF matrix has the following decomposition:
Just to recall, our rigid wall room modes are of the form: Ξ(k n , r m ) = 8 i=1 e j(S(:,j) kn)·rm , where k n belongs to the positive octant of the left-hand side grid.
RESULTS
The Recovery of Signal's Support in a Highly Coherent Dictionary
Candès et al. 22 discuss the potential of recovery of data that has a sparse representation in a coherent dictionary. Coherent dictionaries can give guarantees only on the recovery of the sparse signal, but not on the recovery of the set of indices of atoms in sparse representation. That is because if we have pairs of atoms that are extremely coherent (almost collinear), e.i. we are far away from satisfying µ ≤ 1 3(s−1) , we can not tell which one of them will be used for our sparse representation when projecting to a lower-dimension space. Schnass et al. have approached this problem by introducing a complementary dictionary of the same size, but with low coherence, which maintains the sparse support of the measurements. 23 Our approach will be in the spirit of random subdictionary selection. 24 There have been some approaches with subsampling of dictionaries over rows and columns in order to increase the speed of the convergence of greedy methods, 25, 26 but using such subsampling methods for coherent dictionaries is still unexplored. Authors of these papers named one of these methods as StoCoSaMP (Stochastic CoSaMP).
We restate our problem in the following manner: Recover sparse signal x from the following:
where y is the measured signal, S rf is a resonant frequency selector that defines which points on the wave vector grid we observe, S sp is a sound source position selector that defines which points on the potential source position grid we observe and Ψ * is the Fourier transform. Both matrices, S rf and S sp , are just submatrices of an identity matrix -the first one is constructed from selected rows and the second one is constructed from selected columns. We could characterize our case as a highly sparse case, since the number of sources to be localized is going to be small (only one or a few).
Support of x shows which of the positions on the grid are the most probable positions of the sources. Without subsampling of the coherent dictionary, this support is usually wrongly estimated due to the ill-conditioness of the problem coming form the high coherence of the dictionary.
Here is the description of the algorithm (I is the identity matrix): Subsample the dictionary: Φ ss = S rf ΦS sp and the measured signal y F ss = S rf y F . Try to estimate the positions of the sound sources by estimating the support of x on Φ ss using CoSaMP for the given measured signal y F ss knowing the level of sparsity. while CoSaMP 19 sparse representation does not converge (has norm of the residual a lot greater than zero) We will observe how different subsampling schemes effect the success and speed of our sparse support estimation.
We have performed 100 Monte Carlo simulations for each set of parameters and for the estimation of the position of two sound sources. Experiments were performed on a single core of Intel Xeon processor at 2.8GHz of a computer with 16GB of RAM. If the algorithm did not converge within 300 iterations, we would consider that to be a failure. If we do not bound the number of iterations, the algorithm always converges but sometimes it needs a few thousands of iterations. Reconstruction time does not include the time needed for constructing the dictionary. In Figure 9 we can see results for no subsampling over resonant frequencies (first 63 resonant frequencies were taken into account -room modes between (1, 0, 0) and (3, 3, 3)) and different subsamplings over the potential sound source positions. There were no successful reconstruction attempts when the whole grid was taken into account. Subsampling 2 or 3 times showed the best performance with the convergence within the predefined 300 iterations. Average number of iterations and average reconstruction time were computed only for the successful quick reconstructions. In Figure 10 we can see results for subsampling level of 2 over the potential positions of sound sources and different subsets of resonant frequencies have been taken into account (from 11 up to 63 out of 63). If we choose a subset of below 17 resonant frequencies, the algorithm never converges. If we had average results over more than 100 simulations, the curves in the results would have been smoother. We see that we can not subsample a lot such a small set of resonant frequencies.
Therefore, we have to subsample the sound source position grid since we are dealing with a highly coherent dictionary. By increasing the level of subsampling over columns of the dictionary, we decrease the probability that the atoms that we are searching for are present in the subset. On the other hand, the resonant frequency grid should not be too oversampled in order to achieve a quick convergence (below predefined 300 iterations or similar).
Precision and Basis Mismatch
Due to the smoothness of the room mode functions, there is a small variation in the value between the close points. This supports the idea of similarity of the atoms of the dictionary of the spatially close positions.
Compressed sensing usually assumes the existence of a grid with finite density and our signals of interests can fail to coincide with the nodes of the predefined grid, especially in the case of moving sources. As shown in 21 this can cause that sparse signals appear as incompressible. The work we have observed before 4 has an extension to a continuous case 27 by applying the semi-definite programming. 28 In our observations we have assumed that our grid of the potential positions of the sources is dense enough to avoid the spectral leakage and continuous approaches will be left for future work.
Requirements and Limitations
In a setting where we have multiple sound sources and a microphone, the sound received is equal to the linear combination of the convolution of sounds emitted by the sound sources and the transfer functions that correspond to their positions. Therefore we need the following assumption: we can efficiently localize sources which have a flat spectrum in the observed frequency band, since they result in a nearly constant Fourier coefficients of emitted signals spectrum. Otherwise we have to know upfront the signals that will be emitted by sources.
In order to avoid ill-conditioness the microphone should lie off the planes of symmetry.
CONCLUSION
By observing the sound source localization problem through the theory of compressed sensing, we have enabled localization of multiple sound sources in a room using only one microphone. Unlike most of the localization algorithms, this approach guaranties the localization in 3D, without neglecting the elevation angle, which is rarely estimated. The simplicity of our solution lays in the low required prior knowledge about the room -only the height of the peaks in the RTF at the resonant frequencies should be know.
Our solution has the potential of being applied to the optimization of the quality of the hearing aids -once the location of source is estimated we can introduce weighting on the reception side, as well as in robotics for monoaural localization. The emerging field of virtual reality would be just another domain of potential application.
Future work will include estimation off the grid in order to avoid the basis mismatch and the challenging computational costs. Removal of the assumption on the level of sparsity should also be investigated further.
SUPPLEMENTARY MATERIALS
matlab code used for generating each of the figures in this paper as well as the acoustical room mode framework is available for download on the following link: https://github.com/epfl-lts2/room_transfer_function_ toolkit. python version of the toolkit is also available.
