A Relay Station (RS) uses a buffer to store and process the received data packets before forwarding them. Recently, the buffer has been exploited in one-way relaying to opportunistically schedule the two different links according to their channel quality. The intuition is that, if the channel to the destination is poor, then RS stores more data from the source, in order to use it when the channel to the destination is good. We apply this intuition to the case of half-duplex two-way relaying, where the interactions among the buffers and links become more complex. We investigate the sum-rate maximization problem in the Time Division Broadcast (TDBC): the users send signals to the RS in different time slots, the RS decodes and stores messages in the buffers. For downlink transmission, the RS re-encodes and sends using the optimal broadcast strategy. The operation in each time slot is not determined in advance, but depends on the channel state information (CSI). We derive the decision function for adaptive link selection with respect to CSI using the Karush-Kuhn-Tucker (KKT) conditions. The thresholds of the decision function are obtained under Rayleigh fading channel conditions. The numerical results show that the sum-rate of the adaptive link selection protocol with buffering is significantly larger compared to the reference protocol with fixed transmission schedule.
I. INTRODUCTION
R ELAY networks with buffers are a subject of intense research interest. A buffer can enhance the throughput in a one-way relay network [1] . In [2] , [3] it is whose that buffer-aided max-max relay selection strategy overcomes the limitation imposed by the general non-buffer max-min relay selection. However, in the above works the source transmits periodically, thus the flexibility offered by relays with buffers was not fully exploited. The works [4] - [6] reveal that bufferaided protocols determined by instantaneous CSI outperforms conventional one-way relaying protocols with fixed transmission time slots in terms of throughput and diversity gain. In [7] , the relay selection strategy integrates scheduling and buffering, applying a simple XOR re-encoding in two-way relay scenario [8] .
In this paper we expand the concept of buffer-aided relaying from [4] - [6] to the case of two-way relaying. The problem is Manuscript significantly changed due to having two communication flows and a possibility to apply wireless network coding [9] . We focus on the sum-rate maximization problem in the Time Division Broadcast (TDBC) two-way relay network with buffering as shown in Fig. 1 . We use the optimal broadcast strategy introduced in [8] for two-way relaying with side information at the terminals. We solve the optimization problem by relaxing the discrete constraints and applying the Karush-Kuhn-Tucker (KKT) condition. The numerical results show that the sum-rate of the protocol with buffer-aided link selection significantly exceeds the reference protocol with fixed schedule.
II. SYSTEM MODEL
Consider a two-way relay network in which two users (U0 and U2) intend to exchange information with the aid of a relay station (RS1) as Fig. 1 shows. RS1 applies Decodeand-Forward (DF) and has two unlimited-size buffers to store the decoded messages from U0 and U2 respectively. We use Q l (i) to denote the normalized queue length per Hz in the l−th buffer, where l = 1, 2, at time slot i. One could also think that there is a single physical buffer, but allocate the received data from U0 and U2 in different logical areas. All the nodes are half-duplex, such that a node can either transmit or receive at a given time. We assume that there is no direct link between U0 and U2. The elementary transmission unit is a time slot of fixed duration. We assume a block fading channel, such that the channel is constant over the duration of one time slot but changes independently from one slot to another. h 01 (i) and h 12 (i) are the channels of link U0→RS1 and RS1→U2 in time slot i respectively. In every time slot i, all the nodes can obtain the instantaneous channels through estimation based on pilot symbols emitted by other nodes or CSI feedback from other nodes. We omit the pilot and feedback overhead and assume that the instantaneous channels are reciprocal. P is the fixed transmission power for each node. The noise at all receivers z j ∼ CN (0, σ 2 ), j ∈ {0, 1, 2} is an independent Additive White Gaussian Noise (AWGN) with zero mean and variance σ 2 . The instantaneous Signalto-Noise Ratio (SNR) for link U0↔RS1 and RS1↔U2 is γ 0 (i) = P |h01(i)| 2 σ 2 and γ 2 (i) = P |h12(i)| 2 σ 2 respectively. The expected value of the SNR is Ω l = E {γ l (i)} , l ∈ {0, 2}. When user l transmits in slot i, the maximal instantaneous rate is C l (i) = log 2 (1 + γ l (i)). U0 and U2 decode the broadcast signal by using their own previous transmission as a side information and cancel the self-interference as in [8] , [10] . Then, the maximal broadcast rate for each individual link is equal to the maximal instantaneous rate, i. e. C 0 (i) and C 2 (i).
III. TRANSMISSION PROTOCOL DESIGN

A. Operation of the buffers
At a specific time slot i, only one node 0, 1 and 2 has the possibility to transmit. The transmission schedule dynamically decided for each time slot based on the instantaneous CSI and the buffers' state. The variable p j (i) ∈ {0, 1} indicates whether node j ∈ {0, 1, 2} transmits in time slot i (p j (i) = 1) or not (p j (i) = 0). Obviously, p 0 (i) + p 1 (i) + p 2 (i) = 1 has to be satisfied. In slot i, the buffers are updated as follows.
If node l ∈ {0, 2} transmits:
If RS1 transmits:
The data length coming into buffer should be equal to the data length coming out of buffer, because the buffer does not generate data and all the data from the source node should arrive to the destination node. Hence, the number of bits in each buffer should be stable over a long period:
Incorporating (1)-(3) and the transmission indicator p j (i) of each node, we get the optimal transmission criterion:
Based on (3), (4) and similar to [5, Theorem 2], the impact of C 2 (i) > Q 0 (i − 1) and C 0 (i) > Q 2 (i − 1) is negligible over a very long period and (4) becomes
B. Optimal transmission strategy
Our goal is to maximize the average sum-rate of the twoway relaying system under the buffer stability conditions (5) . We consider an observation window of N time slots for which we define the target function f (p) and the constraint functions h k (p) , k ∈ 0, k = 1, ..., N + 2 in (6) . N is assumed to be asymptotically large such that, assuming ergodicity, the time average is equivalent to the ensemble average:
here p = (p 0 (1), p 1 (1), p 2 (1), ..., p 0 (N ), p 1 (N ), p 2 (N )).
Our optimization problem consists in maximizing the average sum-rate over the transmission indicators p j (i):
is binary, so the optimization problem above is over a discrete domain. We therefore relax the constraints, by assuming that p j (i) takes continuous values within [0, 1]. In this new formulation, the constraint p j (i) [ 
We can now resort to the KKT conditions. In Appendix B, we will show that the optimal points are on the border of the region [0, 1] which are the values before relaxation, such that we get the optimal values for the original problem. The optimization problem is formulated as follows:
The KKT necessary conditions state that if p * is a local optimum, there exist constant coefficients λ, μ, α i , β Proposition 1: The global optimal decision function is
The proof is based on KKT conditions (8a)-(8e) and provided in Appendix A. Next, we will specify the block fading to Rayleigh fading, then use the KKT condition (8f) to get the thresholds λ, μ in the decision function. The KKT condition (8f) is equivalent to (5) .
The probability density function for
Ω l , γ l > 0, l = 1, 2. From (9), we have (10) here
Substituting (10) into (5) , and simplifying the integral equations using (11), we can find a numerical solution for λ and μ, which are used in section V to determine the sum rate. 
IV. REFERENCE SYSTEM
The transmission schedule of the reference system is fixed and determined in advance. The transmissions from U0, U2 and RS1 are done sequentially and in slot of durations t 0 , t 2 and t 1 respectively. During the slot t l , node l transmits by adapting the rate to the instantaneous SNR in that slot γ l . To avoid the outage, each transmitter needs to know the instantaneous CSI before transmitting in a given slot. The average rate is:
Note that having a fixed time slot for each transmission and regular buffer emptying, infinite buffers are not needed for the reference scheme. The broadcast period is t 1 = max Ce(0)t0 Ce (2) , Ce (2)t2 Ce (0) . The sum-rate of this sys-
Ce(0) 2 +Ce(2) 2 +Ce(0)Ce (2) .
V. NUMERICAL RESULTS
Setting Ω 0 = 10dB or Ω 0 = 20dB and Ω 2 /Ω 0 from 0.1 to 10, we solve the integral equations (10) to get the thresholds λ, μ and the theoretical results of the sum-rate shown in Fig. 2 . Applying the thresholds λ, μ obtained from the integral equations and the decision function of (9) into the simulation, we get the simulation results of the sum-rate shown in Fig. 2 . We observe that the theoretical results and the simulation results coincide. For all values of the SNRs γ 0 and γ 2 , the sum-rate of the proposed adaptive link selection protocol is larger than the sum-rate of the reference system achieving the ergodic capacity for each single link. We now show the effect of the limited buffer size, denoted by B < ∞. We find the optimal λ, μ from the integral equations and the decision function in (9) but with the following additional constraint: if C l (i)+Q l (i − 1) > B, uplink l is not chosen. If no uplink can be chosen, then downlink is chosen. The sum-rate for finite buffer size is denoted by R f sum . Fig. 3 shows the simulation results as a function of the buffer size when the buffer sizes of Q 0 and Q 2 are equal. Since a finite buffer can limit the average delay to be finite, Fig. 3 can also be used for delay estimation. For example, taking the case Ω 0 = 20dB and Ω 2 = 30dB and the values of Q 0 and Q 2 to be 400 bits, we read from that R f sum R sum = 0.99. In this case, because R f
The upper bounds on average delay are Q 0 /R f 0 = 400/3.29 = 121.6 slots and Q 2 /R f 2 = 400/1.90 = 210.5 slots.
VI. CONCLUSION
We exploit the presence of a buffer at the relay of a TDBC two-way relay network to opportunistically schedule the communication links in order to maximize the system sum-rate and while guaranteeing buffer stability. We use the KKT conditions to derive the decision function for adaptive link selection under a Rayleigh fading assumption. The numerical results show that the proposed protocol outperforms the reference protocol where scheduling is determined in advance and does not depend on the channel state information. Note that TDBC is the simplest two-way relaying scheme that can reveal the effects of buffering. One could argue that Multiple Access Broadcast (MABC) is more efficient; however, in that case the optimization problem becomes more complex as the uplink rates need to be chosen jointly, as an operating point in the rate region; we therefore keep that and other relaying strategies as a future work. 
In Appendix B, we prove that the solutions p * j (i) of (12) can only be 0 or 1. We first examine the case p * 0 (i) = 1, p * 1 (i) = 0, p * 2 (i) = 0. Considering (8c) and (8d), we have β
From (8c) and (8d), ψ
i , ψ (2) i , β (0) i ≥ 0 must be satisfied. Hence the necessary conditions for p * 0 (i) = 1 are as follow
Obviously if inequalities (14) are satisfied, we definitely can find appropriate coefficients ψ (1) i , ψ (2) i , β (0) i ≥ 0 verifying (13). As the only constraints on α i are contained in (12), if (13) is satisfied, we can find an appropriate α i to meet (12) as well. So (14) is also the sufficient conditions for p * 0 (i) = 1. Similarly, for p * 2 (i) = 1 and p * 1 (i) = 1, the equivalent conditions are (15) and (16) respectively.
Next, we simplify conditions (14-15) by removing the redundant equations. From (14), (15) and (16), we can infer −1 ≤ λ, μ ≤ 0 and λ + μ + 1 ≤ 0. The proof is deferred to Appendix C. Canceling C 0 (i) and C 2 (i) in (16) we get
λ, μ are constant parameters (do not depend on time index i), so (17) should also be valid in conditions (14) and (15). Hence, when (14b) is verified, so is (14a). Similarly, when (15b) is verified, so is (15a). Hence, we have proven that if (9) is valid, we can find appropriate coefficients ψ (j) i , β (j) i ≥ 0 and α i to meet the KKT condition (8a)-(8e).
APPENDIX B
If there exists one non-binary number among p * 0 (i), p * 1 (i) and p * 2 (i), there are at least two non-binary numbers among p * 0 (i), p * 1 (i) and p * 2 (i), otherwise p * 0 (i) + p * 1 (i) + p * 2 (i) = 1 can not be satisfied. We assume p * 0 (i) and p * 2 (i) are non-binary for instance, the proof for other cases is similar. Then p * 1 (i) can not be 1. From (8c) and (8d), we obtain β (2) i = 0 respectively. Substituting the above results into (12a) and (12b) which are valid for ∀i, we get λ = μ = α i = 0. Then considering (12c), we obtain C 0 (i) + C 2 (i) + ψ (1) i = 0. However, C 0 (i) , C 2 (i) > 0 and ψ (1) i ≥ 0 should be satisfied, which is a contradiction. So p * 0 (i), p * 1 (i) and p * 2 (i) are on the border of [0, 1].
APPENDIX C
Note that C 0 (i) , C 2 (i) > 0 is always satisfied. λ and μ must have the same sign, otherwise (14a) or (15a) will be valid constantly which means U0 or U2 will transmit in every time slot. λ, μ ≤ 0 must be satisfied, otherwise (14b) and (15b) will never happen which means RS1 will broadcast in every time slot. And −1 ≤ λ, μ also should be satisfied, otherwise (16) will never happen which means there is no broadcast at all. So we get −1 ≤ λ, μ ≤ 0. Similarly, λ + μ + 1 ≤ 0 is valid, otherwise RS1 will broadcast in every time slot.
