Modern graph embedding procedures can efficiently extract features of nodes from graphs with millions of nodes. The features are later used as inputs for downstream predictive tasks. In this paper we propose GEMSEC a graph embedding algorithm which learns a clustering of the nodes simultaneously with computing their features. The procedure places nodes in an abstract feature space where the vertex features minimize the negative log likelihood of preserving sampled vertex neighborhoods, while the nodes are clustered into a fixed number of groups in this space. GEMSEC is a general extension of earlier work in the domain as it is an augmentation of the core optimization problem of sequence based graph embedding procedures and is agnostic of the neighborhood sampling strategy. We show that GEMSEC extracts high quality clusters on real world social networks and is competitive with other community detection algorithms. We demonstrate that the clustering constraint has a positive effect on representation quality and also that our procedure learns to embed and cluster graphs jointly in a robust and scalable manner.
INTRODUCTION
Finding communities in large networks has been studied extensively [5] . Applications of community detection include the extraction of highly interconnected protein groups from PPI networks [22] , identification of research collaborators from citation graphs [2] , selection of people with shared interests from social networks [13] , etc. A community is a set of nodes in the graph which is highly interconnected compared to the graph as a whole. Community detection is analogous to clustering: one wants to find nodes (data points) which are similar to each other in terms of neighborhoods. Stochastic processes have been a common approach to community detection. Walktrap extracts closely knit neighborhoods with random walks [14] while Label Propagation uses labels randomly propagated on the network to identify communities [7] .
On the other hand, graph embedding procedures map nodes to a low dimensional abstract space where distances among nodes and the neighborhood structure are approximately preserved. This means that nodes with overlapping neighborhoods are positioned close to each other in the low dimensional space. The learned representations are useful for machine learning tasks such as labeling nodes, regression, link prediction but also for graph visualization [6] . Recently, sequence based node embedding methods like DeepWalk and Node2Vec have used random walks to approximate a proximity matrix of nodes and generate embedding based representations [8, 15, 21] . Our contributions. We propose GEMSEC -a node embedding procedure which learns an embedding of nodes and clusters them at the same time. Sequence based node embedding procedures create d dimensional feature representations of nodes in an abstract latent space where nodes that are likely to be neighbors are close together. This problem can be reformulated as minimizing the negative log likelihood of observed neighborhood samples in a probabilistic model on graphs. We extend this reformulated objective function to include a clustering cost term and solve the resulting optimization problem with a variant of mini-batch gradient descent [4] . Our model is agnostic of the way neighbors of vertices are sampled. The fundamental idea in our work is that nodes in the same community are likely to have similar neighborhoods, while nodes with similar neighborhoods should be embedded close to each other. We directly exploit this by adding a cost element which enforces the created representation to be clustered. By enforcing clustering on the embedding, GEMSEC reveals the natural community structure in the graph. Figure 1 shows an example of this with the Karate Club graph, where GEMSEC produces an embedding with clearer representation of the intrinsic communities in the graph. Unlike existing methods [3, 23] our method shows that community sensitivity can be directly incorporated into the skip-gram optimization, and is computationally more efficient. We use smoothness regularization within the skip-gram style embedding framework to bring nodes with high neighborhood overlaps closer and thus to emphasize intrinsic clusters.
The experimental evaluation of GEMSEC primarily focuses on non-overlapping community detection and node-labeling. We demonstrate that GEMSEC outperforms state of the art neighborhood based [1, 8, 15] , multi-scale [16, 21] and community aware embedding methods [3, 23] on real world social networks collected from Facebook when it comes to clustering. We also highlight with Deezer music streaming data that the clustering constraint has a positive effect on the representation quality of social network features for music genre recommendation. Our results support that the clustering performance of GEMSEC is robust to hyperparameter changes. Finally, we show that the runtime complexity of our method is linear in the number of nodes.
The main contributions of our work are:
(1) We present GEMSEC, a sequence based node embedding model which learns a node embedding and a clustering of vertices in the embedding space jointly. (2) We show smoothness regularization as a method to enhance the sensitivity of GEMSEC to intrinsic community structure. This relevance of this enhancement is also validated by improved performance in music recommendation. (3) We introduce a procedure to train GEMSEC and demonstrate that its runtime and memory requirement scales linearly with input size for real social graphs. (4) We show strong clustering and embedding capabilities of GEMSEC on social networks extracted from Facebook and Deezer. It outperforms existing methods in modularity of detected clusters, and generally performs well on a wide range of hyperparameters.
The datasets that we collected and used in the experiments were made available on https://snap.stanford.edu/. A high performance Tensorflow reference implementation of GEMSEC can be accessed on https://github.com/benedekrozemberczki.
RELATED WORK
Recent advances in node embedding procedures have made possible the effective and scalable unsupervised feature learning for large real world graphs [8, 15, 21] . Features extracted with these sequence based node embedding procedures can be used for predicting social network users' missing age [17] , the category of scientific papers in citation networks [10] and the function of proteins in proteinprotein interaction networks [8] . Besides supervised learning tasks on nodes the extracted features can be used for graph visualization [6] , link prediction [8] , community detection [3] and structural role identification [20] . Sequence based node embedding procedures were inspired by distributed word representations, specifically by the skip-gram model [11, 12] . Research in sequence based node embedding literature mainly considers the definition of proximity and the sampling strategy that is used to obtain vertex sequences. The most basic sampling strategy is the use of truncated random walks as used in Deepwalk [15] . More involved sequence sampling and processing methods include second-order random walks [8] , skips in random walks [16] and sampling by branching processes [18] .
Our work extends the literature of node embedding algorithms which are community aware. Earlier works on such embedding algorithms [3, 23] did not directly extend the skip-gram embedding framework. M-NMF [23] applies non-negative matrix factorization with a modularity constraint term. ComE [3] is a more scalable approach which fits a Gaussian mixture model with communities assumed to fit a Gaussian structure in the embedding space. Both these algorithms operate with given number of clusters.
GRAPH EMBEDDING WITH SELF CLUSTERING
First, we focus on the optimization problem that allows for learning the embedding solely. Let G = (V , E) be the graph of interest. The node embedding is a mapping f : V → R d where d is the dimensionality of the embedding space. For each node v ∈ V we create a d dimensional representation, essentially the embedding f is a |V | × d real valued matrix. In the sequence based embedding, sequences of neighboring nodes are sampled from the graph. Within a sequence, a node v occurs in the context of a window ω which we call neighbors of v. Given a strategy S to sample sequences, we refer to the collection of windows containing v as N S (v). Earlier works have proposed random walks, second order random walks or branching processes to obtain N S (v). In our experiments we used unweighted first and second order random walks for node sampling [8, 15] . Our goal is to minimize the negative log likelihood of observing neighborhoods of source nodes conditional on feature vectors that describe the position of nodes in the embedding space. The representation vector specific to node v is f (v) and the optimization problem is given by:
This optimization is subject to two standard assumptions [8] . First, we assume that the probability P (N S (v)| f (v)) can be factorized in line with conditional independence with respect to f (v). The consequence of this assumption is:
Second, we demand symmetry in the feature space, meaning that source and neighboring nodes have a symmetric effect on each other in the embedding space. We achieve this by using a softmax function on the pairwise dot products of node representations with f (v) to get P (n i | f (v)). This is expressed by
Using Equations (2) and (3) we can reformulate the optimization problem as
The partition function in Equation (4) enforces nodes to be embedded in a low volume space around the origin, while the second term forces nodes with similar sampled neighborhoods to have similar representations, but farther out from the origin. Learning to Cluster We have formulated the sequence based node embedding problem as a minimization task, and now we can extend it with a proper clustering cost and define the GEMSEC model. As we discussed in the introduction, a sequence based node embedding procedure will place nodes with similar neighborhoods close to each other in the created latent space. The optimization problem described by Equation (4) can be augmented with a kmeans like cost function which describes the clustering cost in the embedding space. This augmented optimization problem is described by
In Equation (5) we have C the set of cluster centers -the c th cluster mean is denoted by µ c . Each of these cluster centers is a d-dimensional vector in the embedding space. For each node we calculate the distance from the cluster centers and we take the smallest of these distances. The weight coefficient of the clustering cost is given by the hyperparameter γ . Cluster means themselves are trainable parameters just as the embedding vectors are. Evaluating the partition function in the proposed objective function for all of the source nodes has a O(|V | 2 ) runtime complexity. Because of this, we have to approximate the partition function term with negative sampling which is a form of noise contrastive estimation [9, 11] .
The objective function has insightful gradients with respect to the node representation vectors and cluster centers. Assuming that all cluster centers are distinct, the minimum function in the clustering cost is differentiable. As a result we can obtain the gradients for node representations and cluster centers. Understanding these gradients is essential as we will use a first-order gradient-based optimizer to solve the problem proposed in Equation 5 .
Specifically, the gradient of the objective function L with respect to the representation of node v * ∈ V is described by Equation (6) if µ c is the closest cluster center to f (v * ).
Closest cluster direction (6) First, the gradient of the partition function pulls the representation of v * towards the origin. The second term moves the representation of v * closer to the representations of its neighbors in the embedding space while the third term moves the node closer to the closest cluster center. First, we have to note that if we set a high γ value the third term dominates the gradient. This will cause the node to gravitate towards the closest cluster center which might not contain the neighbors of v * . This phenomenon can be understood by looking at Subfigure 2a. If node B is initially captured in the cluster on the left hand side it will never end up in a cluster with its neighbors on the right hand side. Second, only the position of the closest cluster center affects the representation of f (v * ).
If the set of nodes that belong to cluster center c is V c the gradient of the objective function with respect to µ c is described by First, looking at Equation 7 we see that the gradient moves the cluster center by the sum of coordinates of nodes in the embedding space that belong to cluster c. Second, if a cluster ends up empty it will not be updated as elements of the gradient would be zero. Because of this, the initialization of the cluster centers has to be chosen carefully. A wrong initialization just like the one with an empty cluster on Subfigure 2b can affect clustering performance considerably.
We want to create an embedding of nodes that preserves neighborhoods and at the same time we want the nodes to cluster in the embedding space around the cluster centers. In order to do so we have to set the cost coefficient of clustering such way that node representations are not captured by the closest cluster centers right after initialization. The main difference between this procedure and simply clustering the nodes after embedding them is the fact that the learned node representations can adapt to the clustering constraint. We propose an efficient learning method to create GEMSEC embeddings which is described with pseudo-code by Algorithm 1. The main idea behind our procedure is the following. If initially the weight of clustering is too high, we will not be able to create meaningful representations and cluster centers at the same time.
To resolve this, we anneal the weight coefficient of the clustering cost from a γ 0 starting value to 1.
To train an embedding we do the following. Based on the number of vertices, embedding dimensions and clusters, we initialize the weights of our model. After this we do N sampling repetitions in order to generate vertex sequences from every source node. Before starting a sampling epoch we shuffle the set of vertices. We iterate through the shuffled vertex set node by node. We set the clustering cost coefficient γ (line 7) according to an exponential annealing Result: f (v), where v ∈ V µ c , where c ∈ C
Sequence ← Sample Nodes(G, v, l )
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Features ← Feature Extraction( Sequence, ω) rule. This is described by Equation (8) . We set the learning rate α (line 8) with a linear annealing rule, which is given by Equation (9) .
From the source node with our sampling strategy S we sample a vertex sequence with length l (line 9) and extract features using the context size ω (line 10). Using the extracted features, current learning rate and clustering cost coefficient we update the model weights using the gradients and our chosen optimizer (line 11). In our implementation we utilized a variant of stochastic gradient descent, specifically we used the Adam optimizer [4] . We approximate the first cost term with noise contrastive estimation to make the optimization problem tractable, drawing k noise samples for each positive sample. If the node sampling is done by first order random walks the runtime complexity of this procedure is O((ω · k + |C |) · l ·d · |V | · N ) while DeepWalk with noise contrastive estimation has a O(ω · k · l · d · |V | · N ) runtime complexity.
Smoothness Regularization Skip-gram like node embedding models [8, 15] essentially solve an implicit matrix factorization problem [19] . The target matrix that is being factorized is approximated by doing respectively first or second order random walks as computing it explicitly would have an O(|V | 2 ) runtime and memory complexity for ω ≥ diam(G). For example, in case of DeepWalk an element of the target matrix for nodes v, u takes the form:
In this expression P r v,u is the set of paths going from v to u with length r . An element of the target matrix is large when there is a large number of paths with maximal length ω going from v to u through low degree nodes. However, this expression has no explicit weight on edges with high neighborhood overlap, which are important for clustering. To resolve this, the node embedding objective function is augmented by adding a smoothness regularization cost element which encourages learned representations to be similar if two sampled nodes share an edge with high neighborhood overlap. We could add a smoothness regularization both to Equations (4) and (5) . If Λ is added to the objective function described by Equation (4) we get the smoothed node embedding model. Later we reference this model as Smooth DeepWalk. We also add the regularization to the objective function of GEMSEC to define Smooth GEMSEC.
In Equation (10) each node pair (v, u) has a regularization weight w (v,u ) . The weight can be arbitrarily chosen. The hyperparameter λ describes the regularization coefficient. If λ is high, distant representations of nodes with an edge between them are penalized heavily. The regularization term is being summed over the edges obtained with the sampling strategy. The training procedure described by Algorithm 1 needs to be modified slightly to accommodate the introduction of the smoothness regularization term. First, we need to set a regularization coefficient. Using the sampled sequence of vertices we extract the edges on which we want to enforce the regularization term. For each sampled edge (v, u) we have to obtain the weight w v,u . The optimizer besides the regularization coefficient also needs this list of edges and weights for doing an update of model parameters. 
EXPERIMENTAL EVALUATION
In this section we evaluate whether the cluster quality obtained by the GEMSEC variants is competitive with other node embedding procedures. We investigate scalability and robustness of our method and explore how clustering affects predictive performance on a downstream supervised task. Standard parameter settings. We have a standard parameter setting which we use in our experiments and emphasize when we deviate from these. Models using first order random walk sampling strategy are referenced as GEMSEC and Smooth GEMSEC, the respective variants which use second order random walks are named as GEMSEC 2 and Smooth GEMSEC 2 . Random walks with length 80 are used and we did 5 random walks per source node. Second order random walk control hyperparameters [8] return and in-out were chosen from 2 −2 , 2 −1 , 1, 2, 4 . From random walks, features are extracted with a window size of 5. Each embedding has 16 dimensions and we extract 20 cluster centers. We did a parameter sweep over a number of hyperparameters to obtain the highest average modularity on a given dataset. Initial learning rate values are chosen from 10 −2 , 5 · 10 −3 , 10 −3 and the final learning rate is chosen from 10 −3 , 5 · 10 −4 , 10 −4 . Noise contrastive estimation uses 10 negative examples. The initial clustering cost coefficient is chosen from 10 −1 , 10 −2 , 10 −3 . The smoothness regularization term's hyperparameter is 0.0625 and Jaccard's coefficient is the penalty weight.
Datasets used. For the evaluation of GEMSEC real-world social network datasets are used that we collected from public API's specifically for this work. As you can see in Table 1 these social networks have a variety of size, density and level of clustering. We used graphs from two sources:
• Facebook page networks: These graphs represent mutual like networks among verified Facebook pages -the types of sites included TV shows, politicians, athletes and artists among others.
• Deezer user-user friendship networks: We collected friendship networks from the music streaming site Deezer and we included 3 European countries (Croatia, Hungary and Romania). For each user we curated the list of genres loved based on the songs liked by the user.
Cluster Quality Using Facebook page networks we evaluate the clustering performance. We use the standard parameter settings of our model and did a grid search over the standard second order random walk behavior parameter, learning rate and clustering cost coefficient values. Cluster quality is evaluated by modularity -we assume that a node belongs to a single community. Our results are summarized in Table 2 where we report the mean modularity based on 10 experimental repetitions and errors in parentheses correspond to two standard deviations. The baselines use the hyperparameters from the respective papers except for the dimension: we used 16 dimensional embeddings and clustered those with k-means clustering to extract 20 cluster centers. Specifically the competitors are:
(1) Overlap Factorization First, we see that Smooth GEMSEC, GEMSEC 2 and Smooth GEMSEC 2 consistently outperform the neighborhood conserving node embedding methods and the competing community aware methods. The relative advantage of Smooth GEMSEC 2 over the benchmarks is highest on the Athletes dataset as the clustering's modularity is 3.44% higher than the best performing baseline. It is the worst on the TV shows dataset with a disadvantage of 0.35% compared to the strongest baseline. Second, the use of smoothness regularization has sometimes non-significant, but definitely positive effect on the clustering performance of Deepwalk, GEMSEC and GEMSEC 2 . Lastly, we assume that a careful tuning of hyperparameters could increase the clustering performance further. For example we fixed the cluster number at 20, but it is fairly plausible that other values would give better results on these graphs. Sensitivity Analysis The formulation of GEMSEC involves the definition of a number of hyperparameters which affect the representation and henceforth the cluster quality. In the following experiments we test how the manipulation of hyperparameters affects the clustering performance of the introduced models. We embed the Politicians Facebook graph with the standard parameter settings while the initial and final learning rates are set to be 10 −2 and 5 · 10 −3 respectively, the clustering cost coefficient is 0.1 and we perturb certain hyperparameters. The second order random walks used in-out and return parameters of 4. In Figure 3 each data point represents the mean modularity calculated from 10 experimental repetitions. We test the sensitivity of clustering performance to cluster center number, context size, dimension number, random walk length, clustering cost coefficient and the number of initiated random walks per source node.
Based on the experimental results we make two observations. First, GEMSEC model variants give high quality clusters for a wide range of parameter settings. Second, introducing smoothness regularization makes GEMSEC models more robust to hyperparameter changes when performance is evaluated by cluster quality. This is particularly apparent when looking at the effect of varying the number of clusters.
We conclude that increasing the context size, the length of truncated random walks and the number of random walks per source node above a certain threshold has only marginal effect on the community detection performance. Interestingly, we also have empirical evidence for the node capture phenomenon -if the clustering cost coefficient is too high vanilla GEMSEC models have a poor clustering performance. Finally, there is strong evidence that both GEMSEC and Smooth GEMSEC perform poorly when the number of dimensions used to create the embedding is high.
Music Genre Recommendation Node embeddings are mainly used for extracting features of nodes for downstream predictive tasks. As we modified the node embedding objective it is fair to assume that the performance on predictive problems might change due to the reformulation of the optimization problem itself. In order to investigate this we use social networks of Deezer users collected from European countries. We predict the genres of music liked by people using the embeddings. The number of distinct genres that users can like is 84 in each dataset.
Croatia
The exact experimental setup was as follows. Each graph was embedded with the standard parameter settings listed in the beginning of Section 4 and the parameters being tuned are set such that the clustering gives the highest modularity. We used logistic regression with ℓ 2 regularization to predict each of the labels and 90% of the nodes were randomly selected for training. We evaluated the performance on the remaining users. Numbers reported in Table 3 are mean micro F 1 scores calculated from 10 experimental repetitions.
We see that GEMSEC 2 significantly outperforms the other methods on all three datasets. Precisely this performance advantage varies between 3.03% and 4.95%. We also see that Smooth GEM-SEC 2 has lower accuracy, but it is able to outperform DeepWalk, LINE, Node2Vec, Walklets, ComE and M-NMF on all of the dataset. It should be noted that, the good performance of Walklets is misleading as that model has 5 times more free parameters than other models listed here. It is more expressive which might explain the advantage in terms of F 1 scores over other baselines. In addition, we have evidence that introducing the clustering cost and smoothness regularization does not affect performance on the downstream predictive task adversely. On the contrary, it can increase the predictive accuracy significantly. Scalability As scalability is an important aspect in real world applications we investigated the time needed to fit a community aware node embedding assuming the target matrix was pre-generated. It is a reasonable comparison as DeepWalk, ComE and GEMSEC uses the same target matrix generation procedure. Our experiments were done on Erdos-Renyi graphs with an average degree of 20. We created embeddings of such graphs with DeepWalk, ComE, M-NMF and GEMSEC using baseline parameter settings. We calculated mean optimization runtime in seconds based on ten repetitions. Logarithms of these averages as a function of the log node number are plotted on Figure 4 . Most importantly, we can conclude that doubling the size of the graph doubles the time needed for optimizing GEMSEC. The linear nature of the proposed algorithm is well demonstrated by the figure as the linear dashed reference lines bound the line plot. We also observe that learning the clustering and embedding jointly increases optimization time, which was expected. Besides this, the presence of smoothness regularization inflates the optimization runtime, but each of the smooth algorithms scales linearly with the number of vertices. Finally, GEMSEC is faster than community aware embedding algorithms M-NMF (for which the quadratic runtime in the number of nodes is evident) and ComE.
CONCLUSIONS
In this paper we proposed GEMSEC -a novel algorithm that learns a node embedding and a clustering of nodes jointly. The introduced model is a natural extension of earlier sequence based graph embedding procedures DeepWalk and Node2vec. We reformulated the objective function used for sequence based graph embedding by enforcing nodes to be clustered in the embedding space. As an additional extension we introduced smoothness regularization which enforces representations of nodes with overlapping neighbourhoods to be close. Empirical evaluation of the proposed node clustering methods on Facebook data shows that the quality of extracted communities is quite high. Our methods outperform a number of strong community aware node embedding baselines. In addition, GEMSEC gives better results than simply clustering embeddings distilled with existing methods. GEMSEC embedding significantly improves the accuracy of music recommendation on Deezer data.
