Abstract. We consider a two-point boundary value probleṁ
Introduction
In this paper we consider the equation
where f : R× M → T M is a continuous time-dependent vector-field on a smooth manifold M . We assume the uniqueness of the Cauchy problem (1), (2) x(t 0 ) = x 0 .
Let g : M → M be a continuous map and let a < b be real numbers. We associate to (1) the two-point boundary value condition ( 
3) x(a) = g(x(b)).
In particular, if g = id then (3) is the periodic condition and in the case M = R n and g ∈ GL n (R), (3) is called the Floquet condition (see [10] ). If g = − id then it is called the anti-periodic condition. A great number of papers is devoted to the periodic condition; for results on other conditions of the form (3) see, for example, [1] , [3] , [4] , [9] , [10] . (Actually, in those papers the boundary condition
is considered frequently; results on the latter condition can be easily transformed to the corresponding results on (3).)
Let u denote the evolutionary operator of (3), i.e. the collection of maps {u s,t } s,t∈R defined by the following rule: for x 0 ∈ M , u t0,t (x 0 ) is equal to the value at t of the solution of the Cauchy problem (1), (2) provided that value exists, and x 0 does not belong to the domain of u (t0,t) in the opposite case. It follows that the map t → u (a,t) (x) is a solution of the boundary value problem (1), (3) if and only if x is a fixed point of the map g • u (a,b) .
In the present paper we use the fixed point index in order to get results on existence and properties of such fixed points. The definition and properties of the index can be found in [2] . We use slightly different notation then the one from that book: for a continuous map φ : D → X on an ENR (Euclidean Neighbourhood Retract) X and D open in X let Fix(φ) denote the set of fixed points of φ. A compact subset K of Fix(φ) is called an isolated set of fixed points if there exists an open set U in D such that Fix(φ) ∩ U = K. To such φ and K we associate the fixed point index, an integer number denoted here by ind(φ, K) (it is equal to I φ|U in the notation from [2] ). In particular, if X = R n then ind(φ, K) is equal to the Brouwer degree deg(0, id − φ, U ). The main result of this paper (Theorem 1) provides a formula for the fixed point index of g • u (a,b) in the set of the initial points of those solutions of (1), (3) which are contained in an isolating segment. It is a generalization of [11, Theorem 7.1] , where the periodic problem was considered. In Section 3 we apply Theorem 1 to some natural boundary value problems associated to planar equations. In order to simplify presentation of the obtained results, we consider equations of the formż = z q + . . . andż = e it z q + . . . only. It is not difficult to extend those results to a more general class of equations. In the case of periodic problem, such results were established in [5] , [6] , [8] , [11] , [12] and in the case of Floquet boundary problem, some of them were established in [9] , [10] .
The main theorem
In the sequel π 1 : R × M → R and π 2 : R × M → M denote the projections. For a set Z ⊂ R × M we put 
and g satisfies
We call W − the proper exit set. Proposition 1. If (4) and (9) are satisfied, and g is homeomorphism then (10) also holds.
Proof. Indeed, let x be a point in left-hand side of (10) . Then x ∈ int g(W b )∩∂W a by (4). It follows there exists a sequence
F W,g consists of the initial points of those solutions of the problem (1), (3) which graphs over [a, b] are contained in W .
) is defined) and
Proof. At first note that
Indeed, this is a consequence of (4) and properties of the homeomorphism h. Note also that (11) is always satisfied for t ∈ (a, b) since (5), (6) , and (12) are valid. We prove that
by (9), and x ∈ W − a contradicts to (5) . Thus (13) The homeomorphism h from the definition of segment induces
called a monodromy homeomorphism. In the quotient space it has the form
It is easy to check that m (hence also m # ) is uniquely determined (up to homotopy class) by the segment (see [11] ). The map g induces
It follows easily by (9) that g † is continuous (see [13, Lemma 1] 
where homologies are taken over Q.
Theorem 1. Let W be an isolating segment for the problem (1), (3) . Then
Corollary 1.
If W is an isolating segment for the problem (1), (3) and
Proof of Theorem 1. Define a map 
It follows
It follows by Proposition 2 that F
By properties of the fixed point index, the Lefschetz Fixed Point Theorem, and (15) it suffices to prove that the Lefschetz number of (g † ∨ id S 1 ) • ψ is equal to Λ W,g . To this aim we introduce a homotopy
where
and Theorem 1 is proved.
On some planar boundary value problems
In this section we present some results on boundary value problems of planar equations. We consider the problem (1), (3) in M = C with g beeing one of the following maps:
(where m ∈ Z, 0 ≤ m ≤ 2q + 1, and λ, µ ∈ R), i.e. we associate the boundary value conditions
where a < b, to the equationż = f (t, z).
In [9] , [10] , (16) and for m = q + 1 it is the anti-periodic condition
In the case |λ| = |µ| = 1 we will not write results on (18) separately; they can be deduced from results on (16) and (17). In the sequel p : R × C → C is a continuous map, smooth with respect to the second variable and q is a positive integer. We begin with the equation
where z ∈ C. We build isolating segments associated to the boundary value problems (19), (16), (19), (17), and (19), (18). To this purpose define the linear segment
and define D as the regular (2q + 1)-gon in the complex plane centered at 0 such that J is its side. It follows, in particular, that
Denote by u the evolutionary operator of (19). 
.
Moreover, the proper exit set of U is given by
and 
Theorem 2. If the hypotheses of Proposition 3 or Proposition 4 are satisfied then
ind(g m • u (a,b) , F U,gm ) = −q if m = 0, 1 if m = 0, ind(g m • u (a,b) , F U,g m ) =      0 if q even, −1 if q odd, m/2 even, 1 if q odd, m/2 odd, ind(h λ,µ • u (a,b) , F U,h λ,µ ) = −sgn λ.
Corollary 2. Assume that
(20) is satisfied. Then (a) the problem (19), (16) has a solution provided m is even, (b) the problem (19), (17) has a solution provided q is odd and m is even, (c) the problem (19), (18) has a solution provided (22) is satisfied. Now we consider the equation (25)ż = e it z q + p
(t, z).
We associate to (25) the two-point boundary value conditions (16), (17), and (18), but we restrict the values of a and b to a = 0 and b = nπ, n = 1, 2, . . . , i.e. we consider the conditions
Let v denote the evolutionary operator of (25).
Propsition 5. Assume that q ≥ 2 and
Then there exists an ε ∞ > 0 such that if ε ≥ ε ∞ then the set 
Moreover, the proper exit set of V is given by
and
Consider now the equation
z).
We denote the evolutionary operator of (35) also by v. 
Theorem 3. If the hypotheses of Proposition 5 or Proposition 6 are satisfied then
Moreover, if (31) holds, q = 4r + 1 and k = n/2 mod q + 1 then
and if (32) or (33) holds, q = 4r + 3, and k = (n − 1)/2 mod q + 1 then [7, Theorem IV.13]; it provides also the absolute value of the coincidence degree, hence also the absolute value of the fixed point index associated to the considered problem). In [9] , calculations of a priori bounds are based on Hölder inequalities, while in [10] the bound set int(εD) is used. Theorems 2 and 3, and Propositions 3, 4, 5 and 6 can be applied to results on existence of nonzero solutions of boundary value problems. For example, they imply that the problems
have nonzero solutions. Indeed, in each case the fixed point indices related to a segment associated to the lower order terms and to a segment associated to the upper order term are different. Actually, theorems generalizing the above examples can be easily formulated and proved basing on the same argument. In the case of the periodic problem such theorems are given in [12] . Let v denote the evolutionary operator oḟ 
If 1 is not an eigenvalue of Be

Proofs of the main results of Section 3
Proof of Propositions 3 and 4. Let ε > 0. The triple
satisfies (4) and the identity satisfies (7) 
hence (9) and (10) are satisfied for g = h λ,µ . (Actually, by Proposition 1, the condition (10) should be verified only for h λ,0 .) Moreover, direct calculations show that (5) and (6) are satisfied for U ± (for an arbitrary ε > 0) and the evolutionary operator associated to the equatioṅ
If we add to the right-hand side of that equation a perturbation term p satisfying (20) then there exists an ε ∞ > 0 such that (6) and (5) are still satisfied provided ε ≥ ε ∞ (see [10] - [12] ). Analogously, they are satisfied if the perturbation term satisfies (24) and 0 < ε ≤ ε 0 for some ε 0 . Thus U is an isolating segment for the considered problems in the required range of values of ε.
Let g be one of the maps g m , g m , and h λ,µ . We prove that
and u (a,t0) (z 0 ) ∈ ∂(ε * D), which contradicts to (11) in Proposition 2. It follows
By Proposition 2, in order to finish the proof of Proposition 4 it suffices to observe that
If there is a z 0 = 0 in the left-hand side of the above equation, then there is an 0 < ε * < ε 0 and
, which contradicts to Proposition 2.
Proof of Propositions 5 and 6. We apply the same argument as in the previous proof. Here we have
The homeomorphism (t, z) → (t, e it/(q+1) z) satisfies (7) and (8) . The properties (4), (9) , and (10) (9) and (10) for g = h λ,µ .
It can be shown that (5) and (6) hold for V ± (for an arbitrary ε > 0) and the evolutionary operator associated tȯ
hence perturbations of the above equation leads to the existence of the required ε ∞ and ε 0 . The remaining parts of Propositions 5 and 6 can be proved by the argument in the proof of the analogous parts of Propositions 3 and 4.
Proof of Theorem 2. We will apply Theorem 1 to the segment U with the proper exit set U − given by (21) and (23). In particular,
. We choose the identity as a monodromy homeomorphism of U . Figure 1 ). 
k denote the matrix of the homomorphism
in that basis. Then A 0 = I and, for 0 < k ≤ q, 
where c i,r = 1 and c i,3r+1 = −1 for i = 0, . . . , 2r and c i,j = 0 elsewhere. Since tr C is equal to 1, the third assertion follows in the considered case. The matrix −C is used in a proof of the case λ < 0.
Proof of Theorem 3. We apply Theorem 1 to V and V − defined by (30) and (34), respectively. For j = 0, 1, . . . ,
We choose g n as a monodromy homeomorphism of V . It follows that
hence the first and the second assertion follow from the proof of analogous assertions of Theorem 2. Now we calculate the fixed point indices related to the boundary condition (28). We have
We use notation from the previous proof. Whenever the choice of sign is essential, we assume that λ (µ, respectively) is positive -the opposite case follows by the same argument. Let 0 ≤ k ≤ q. At first we assume that (31) holds, q = 4r + 1 and k = n/2 mod q + 1. , where e i,2r+1 = 1 for i = r + 1, . . . , 3r + 2 and e i,j = 0 elsewhere. By (37) and a calculation of tr EA k the last assertion follows.
