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Abstract
High temperatures have dramatic negative effects on interconnect performance and, hence, numerous techniques
have been proposed to reduce the power consumption of on-chip buses. However, existing methods fall short of
fully addressing the thermal challenges posed by high-performance interconnects. In this paper, we introduce new
efficient coding schemes that make it possible to directly control the peak temperature of a bus by effectively cooling
its hottest wires. This is achieved by avoiding state transitions on the hottest wires for as long as necessary until
their temperature drops off. We also reduce the average power consumption by making sure that the total number
of state transitions on all the wires is below a prescribed threshold. We show how each of these two features can
be coded for separately or, alternatively, how both can be achieved at the same time. In addition, error-correction
for the transmitted information can be provided while controlling the peak temperature and/or the average power
consumption.
In general, our cooling codes use n > k wires to encode a given k-bit bus. One of our goals herein is to de-
termine the minimum possible number of wires n needed to encode k bits while satisfying any combination of the
three desired properties. We provide full theoretical analysis in each case. In particular, we show that n = k+ t+ 1
suffices to cool the t hottest wires, and this is the best possible. Moreover, although the proposed coding schemes
make use of sophisticated tools from combinatorics, discrete geometry, linear algebra, and coding theory, the result-
ing encoders and decoders are fully practical. They do not require significant computational overhead and can be
implemented without sacrificing a large circuit area.
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2I. INTRODUCTION
Power and heat dissipation limits have emerged as a first-order design constraint for chips, whether targeted for bat-
tery-powered devices or for high-end systems. With the migration to process geometries of 65 nm and below, power
dissipation has become as important an issue as timing and signal integrity. Aggressive technology scaling results
in smaller feature size, greater packing density, increasing microarchitectural complexity, and higher clock frequen-
cies. This is pushing chip level power consumption to the edge. It is not uncommon for on-chip hot spots to have
temperatures exceeding 100°C, while inter-chip temperature differentials often exceed 20°C.
Power-aware design alone is not sufficient to address this thermal challenge, since it does not directly target
the spatial and temporal behavior of the operating environment. For this reason, thermally-aware approaches have
emerged as one of the most important domains of research in chip design today.
High temperatures have dramatic negative effects on circuit behavior, with interconnects being among the most
impacted circuit components. This is due, in part, to the ever decreasing interconnect pitch and the introduction of
low-k dielectric insulation which has low thermal conductivity. For example, as shown in [3], the Elmore delay [15]
of an interconnect increases 5% to 6% for every 10°C increase in temperature, whereas the leakage current grows
exponentially with temperature. Therefore, minimizing the temperature of interconnects is of paramount importance
for thermally-aware design.
Figure 1. Block diagram of the proposed bus architecture
A. Related Work
Numerous encoding techniques have been proposed in the literature [4,9,10,31,38,43,44,46,48,49,54,55] in order
to reduce the overall power dissipation consumption of both on-chip and off-chip buses. It is known to be of im-
portance from practical point of view for over thirty years and optimization of the related integrated circuits were
considered by the electric companies [20]. It is well established [11,34,45,50,54,55] that bus power is directly pro-
portional to the product of line capacitance and the average number of signal state transitions on the bus wires.
Thus the general idea is to encode the data transmitted over the bus so as to reduce the average number of transi-
tions. For example, the “bus-invert” code of [49] potentially complements the data on all the wires, according to the
Hamming distance between consecutive transmissions, thereby ensuring that the total number of state transitions
on n bus wires never exceeds n/2. Unfortunately, encoding techniques designed to minimize power consumption,
do not directly address peak temperature minimization. In order to reduce the temperature of a wire, it is not suf-
ficient to minimize its average switching activity. Rather, it is necessary to control the temporal distribution of the
3state transitions on the wire. To reduce the peak temperature of an interconnect, it is necessary to exercise such
control for all of its constituent wires.
In [54,55], the authors propose a thermal spreading approach. They present an efficient encoding scheme that
evenly spreads the switching activity among all the bus wires, using a simple architecture consisting of a shift-
register and a crossbar logic. This is designed to avoid the situation where a few wires get hot while the majority
are at a lower temperature. This spreading approach is further extended in [9,43] using on-line monitoring of the
switching activity on all the wires. Thermal spreading can be regarded as an attempt to control peak temperature
indirectly, by equalizing the distribution of signal transitions over all the wires.
Finally, analysis from information theory point of view, which is highly related to our work, including solutions
with data compression are given in several papers, e.g. [30,40,47].
B. Our Contributions
As technology continues to scale, existing methods may fall short of fully addressing the thermal challenges posed by
high-performance interconnects in deep submicron (DSM) circuits. In this paper, we introduce new efficient coding
schemes that simultaneously control both the peak temperature and the average power consumption of interconnects.
The proposed coding schemes are distinguished from existing state-of-the-art by having some or all of the fol-
lowing features:
A. We directly control the peak temperature of a bus by effectively cooling its hottest wires. This is achieved by
avoiding state transitions on the hottest wires for as long as necessary until their temperature decreases.
B. We reduce the overall power dissipation by guaranteeing that the total number of transitions on the bus wires
is below a specified threshold in every transmission.
C. We combine properties A and/or B with coding for improved reliability (e.g., for low-swing signaling),
using existing error-correcting codes.
To achieve these desirable features, we propose to insert at the interface of the bus specialized circuits implement-
ing the encoding and decoding functions, denoted herein by E and D, respectively. This is illustrated in Figure 1.
The various coding schemes introduced in this paper employ tools from various fields such as combinatorics, graph
theory, block designs, discrete geometry, linear algebra, and the theory of error-correcting codes. Nonetheless, in
each case the resulting encoders/decoders E and D are efficient: they do not require significant computational over-
head and can be implemented without sacrificing a large circuit area. This is especially true for Property A, where
the complexity of encoding and decoding scales linearly with the number of wires.
We consider both adaptive and nonadaptive (memoryless) coding schemes. The advantage of nonadaptive schemes
is that they are easier to implement and do not require memory. The disadvantage is that it is not possible to im-
plement Property A with nonadaptive encoding. For this reason, most of the coding schemes developed in this
paper will be adaptive, based on the idea of differential encoding. Notably, however, all of our schemes require the
encoder and decoder circuits to keep track of only one (the most recent) previous transmission.
Unlike the thermal spreading methods of [43,54,55] that lead to irredundant coding schemes, the solutions we
propose do introduce redundancy: we require n > k wires to encode a given k-bit bus. A key consideration in this
4situation is the area overhead due to the additional n− k wires. Therefore, it is important to determine the theo-
retically minimum possible number of wires n needed to encode k bits while satisfying the desired properties. We
provide full theoretical analysis in each case. We moreover show that the number of additional wires required to
satisfy Property A becomes negligible when k is large.
C. Thermal Model
Chiang, Banerjee, and Saraswat [11] came up with an analytic model that characterizes thermal effects due to Joule
heating in high-performance Cu/low-k interconnects, under both steady-state and transient stress conditions. Shortly
thereafter, Sotiriadis and Chandrakasan [45] gave a power dissipation model for DSM buses. These two models, ac-
counting for thermal and power effects separately, were later unified and refined by Sundaresan and Mahapatra [50].
Finally, building upon this work, Wang, Xie, Vijaykrishnan, and Irwin [55] proposed a more accurate thermal-and-
power model for DSM buses. In all these papers, an n-bit bus (illustrated in Figure 2) is modeled in terms
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(1)
heat flow to substrate layer
…wire(2) wire(n)
Rspread
Rrect
Rinter
tILD
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Figure 3. Equivalent thermal RC-network for a k-bit bus
of the equivalent thermal-RC network in Figure 3. Sundaresan and Mahapatra [50] show that this thermal-RC net-
work is governed by the following differential equations:
P1 = C1
∂θ1
∂t
+
θ1 − θ0
R1
+
θ1 − θ2
Rinter
, (1)
Pn = Ck
∂θk
∂t
+
θk − θ0
Rk
+
θk − θk−1
Rinter
, and (2)
Pi = Ci
∂θi
∂t
+
θi − θ0
Ri
+
2θi − θi−1 − θi+1
Rinter
, (3)
for i = 2, 3, . . . , n−1, where Pi is the instantaneous power dissipated by wire i, Ci is the thermal capacitance per
unit length of wire i, Ri = Rspread+Rrect is the thermal resistance per unit length of wire i along the heat trans-
fer path downwards, Rinter is the lateral thermal resistance used to account for the parallel thermal coupling effect
between the wires, θi is the temperature of wire i, and θ0 is the substrate ambient temperature.
5In any bus model for which (1) – (3) hold, the temperature of a wire will increase whenever the wire under-
goes a state transition; conversely, in the absence of state transitions, the temperature will gradually decrease. We
let σi denote the switching activity of wire i, which is the number of times the wire changes state. Then the power
dissipated by a bus is determined by its total switching activity σ1 + σ2 + · · ·+ σn.
In order to directly control the peak temperature of a bus by avoiding transitions on its hottest wires, we need
to know which wires are the hottest at every transmission. There are two general ways to obtain this informa-
tion. We can use an analytical model [50], such as (1) – (3), to estimate the current temperatures of the wires. For
each wire, such an estimate can be implemented with a counter that is incremented on transition and decremented
on non-transition, where the precise magnitude of the increments/decrements is determined by the model. Alterna-
tively, we can have actual temperature sensors for each wire. For DSM buses, accurate temperature sensing can be
implemented using, for example, ring oscillators [13]. As shown in [13], sensors based on ring oscillators provide
a resolution of 1°C while consuming an active power of only 65–112µW.
D. Organization
The rest of this paper is organized as follows. We begin in the next section with a precise formulation of the coding
problems that result from the thermal-management features we propose to implement — namely, Properties A, B,
and C. In Section III, we present a nonadaptive coding scheme that combines Property B (reducing the average
power dissipation) with the thermal spreading approach of [55]. Our constructions in Section III are based on the
notions of anticodes and quorum systems, and use key results from the theory of combinatorial designs. Section IV
is devoted to Property A: we show how state transitions on the t hottest wires can be avoided by using only t+ 1
additional bus lines. This optimal construction is based on combining differential coding with the notion of spreads
and partial spreads in projective geometry. The optimal construction can be applied when t+ 1 6 (n+ 1)/2. When
t+ 1 > (n+ 1)/2 we use another technique from the theory of error-correcting codes to construct efficient codes.
The designed codes can be viewed as sunflowers, while the partial spreads, are also sunflowers, and hence can
be also viewed as a special case of these codes. The technique used is generalized with the notion of generalized
Hamming weights. In Section V, we show how Properties A and B can be all achieved at the same time. That
is, we design coding schemes that simultaneously control peak temperature and average power consumption in
every transmission. For this purpose, we present three types of constructions. The first construction is based upon
the Baranyai theorem on complete hypergraph decomposition into pairwise disjoint perfect matchings. The second
construction is based on concatenation of low weights codes based on appropriate non-binary dual codes or non-
binary partial spreads. The third construction is the previous sunflower construction, which also satisfy Property B.
Section VI is devoted to codes which satisfy Property C simultaneously with either Property A or Property B or
both, i.e. we add also correction for possible transmission errors on the bus wires. The constructions in this section
will also be of two types. The first type of constructions is based on resolutions in block design. The second type
of constructions will be to employ the previously given constructions, where our set of transitions is restricted to
the set of codewords in a given error-correcting code. In all these sections our bounds and constructions are applied
for infinite sets of parameters, but there is no asymptotic analysis in any of these cases. The asymptotic analysis
is postponed to Section VII, where the asymptotic behavior of our codes is analyzed. In particular we analyze area
6overhead of our constructions and prove that when k is large enough, the additional number of wires required to
satisfy the desired properties is negligible. Finally, Section VIII summarizes our comprehensive work and presents
a brief discussion of possible directions for future research. We would like to remark that this work is mainly of
theoretical nature. A follow up work will present more constructions, especially for practical parameters. Examples
and numerical experiments will be given and also comparison between the various constructions with emphasis on
practical parameters. It will be illustrated and discussed how practical our methods and constructions are.
II. PROBLEM FORMULATION AND PRELIMINARIES
Let us now elaborate upon Properties A, B, C introduced in the previous section. For each of these properties,
we will characterize the performance of the corresponding coding scheme by a single integer parameter. All of
our coding schemes will use n > k wires to encode a k-bit bus. We assume that communication across the bus is
synchronous, occurring in clocked cycles called transmissions. This leads to the following definition.
Definition 1. Consider a coding scheme for communication over a bus consisting of n wires. Let t, w, e be positive
integers less than n. We say that the coding scheme has
PropertyA(t): if every transmission does not cause state transitions on the t hottest wires;
Property B(w): if the total number of state transitions on all the wires is at most w, in every transmission;
Property C(e): if up to e transmission errors (0 received as 1, or 1 received as 0) on the n wires can be corrected.
We presume that, at the time of transmission, it is known which t wires are the hottest; PropertyA(t) is required to
hold assuming that any t wires can be designated as the hottest.
The values of t, w, e are design parameters, to be determined by the specific thermal requirements of specific
interconnects. The proposed coding schemes will work for various values of t, w, and e. Nevertheless, it might be
helpful to think of t as a small constant, since significant reductions in the peak temperature can be achieved by
cooling only a few of the hottest wires. Thus, the most important values of t are small ones, say, less than half
of the bus wires. But, our constructions in the following sections will consider also solutions for large values of t,
specifically, any value of t. Similarly, w is also usually small since large w means a large number of state transitions
on all the wires, which might result in too many hot wires. Finally, we also expect e to be small, especially as it
must be smaller than w/2 as otherwise we won’t be able to correct the errors.
Codes which satisfy Properties A(t),B(w), and C(e) simultaneously in every transmission, will be called (n, t,w, e)-
low-power error-correcting cooling codes or (n, t,w, e)-LPECC codes for short. When a nonempty meaningful
subset of the three properties (property C(e) is not interesting alone in our context) will be satisfied, only the pa-
rameters and description related to this subset of properties will remain in the name. For example, (n, t, e)-LPEC
codes stands for (n, t, e)-low-power error-correcting codes. Six such nonempty subsets exist and for each one we
suggest coding schemes and related codes. It the conclusion of Section VIII a pointer will be given, where each
one of these six subsets was considered.
We view the collective state of the n wires during each transmission as a binary vector x = (x1, x2, . . . , xn).
The set of all such binary vectors is the Hamming n-space H(n) = {0, 1}n. We will identify H(n) with the vector
7space Fn2 . Given any x,y∈Fn2 , the Hamming distance d(x,y) is the number of positions where x and y differ. The
Hamming weight of a vector x∈Fn2 , denoted wt(x), is the number of nonzero positions in x.
Conventionally, a binary code C of length n is simply a subset of Fn2 . The elements of C are called codewords.
Given a code C, its minimum distance d(C) and diameter diam(C) are defined as follows:
d(C) def= min
x,y∈C
d(x,y) and diam(C) def= max
x,y∈C
d(x,y) .
Later, in Sections IV and V, we will need to modify and generalize this conventional definition of binary codes in
an important way. This modification will be needed for codes which satisfy PropertyA(t).
III. NONADAPTIVE LOW-POWER CODES
The encoding schemes considered in this section belong to the nonadaptive kind, in that the choice which codeword
to transmit across the bus in the current transmission does not depend on codewords that have been transmitted
earlier. Such coding schemes are also known as memoryless. The advantage of nonadaptive schemes is that they
are simpler to implement: they do not need a continuously changing data model, and they do not require memory
to track the history of previous transmissions.
In the nonadaptive case, an n-bit coding scheme for a source S ⊆ Fk2 is a triple E = 〈C, E ,D〉, where
1) C is a binary code of length n,
2) E : S→ C is a bijective map called an encoding function,
3) D: C→ S is a bijective map called a decoding function, such that D(E(u)) = u for all u ∈ S.
Encoding and decoding circuits that implement E and D are inserted at the interface of the bus (see Figure 1).
Suppose u,v∈ S are two words that are to be communicated across the bus during consecutive transmissions.
In the absence of a coding scheme, the total switching activity of the bus is then given by |{i : ui 6= vi}|. This
is precisely the Hamming distance d(u,v), which could be as high as k. If an n-bit coding scheme is used, then
x = E(u) and y = E(v) are transmitted instead. The resulting total switching activity of the bus is therefore
d(x,y), which is upper bounded by diam(C).
It follows that the coding scheme satisfies PropertyB(w) if and only if diam(C)6w. As the power consump-
tion of a bus is directly related to its total switching activity, we call such a code C an (n,w)-low-power code
((n,w)-LP code for short).
In this section, we are interested in (n,w)-LP codes that also achieve low peak temperatures by spreading the
switching activities among the bus wires as uniformly as possible. In doing so, we are following the analysis of [10,
54,55] and the resulting thermal spreading approach [10,43,54]. In order to quantify the thermal spreading achieved
by a given coding scheme E = 〈C, E ,D〉, let us treat the source S as a random variable taking on values in Fk2 ,
and assume that S is uniformly distributed. This is a common assumption in bus analysis — see, for example, [45].
With this assumption, the expected switching activity of wire i is given by
µi =
1
|S|2 ∑u,v∈S
∣∣E(u)i − E(v)i∣∣ = 2ri(|C| − ri)|S|2 (4)
8where ri is the number of codewords (x1, x2, . . . , xn)∈C such that xi = 1. If µ1, µ2, . . . , µn are all equal, we say
that the code C is thermal-optimal, since the expected switching activities of the bus wires are then uniformly
distributed. This leads to the following problem:
Given n and w, determine the maximum size of a thermal-optimal (n,w)-low-power code (5)
The size of C is important because we wish to minimize the area overhead introduced by our coding scheme. This
overhead is largely determined by the number n− k of additional wires that we need to encode a given source
S ⊆ Fk2 . Clearly, to encode such a source, we need a code C with |C| > 2k.
It is easy to see from (4) that µ1, µ2, . . . , µn are all equal if and only if r1, r2, . . . , rn are all equal. Hence in a
thermal-optimal code C, the number of codewords (x1, x2, . . . , xn)∈C having xi = 1 is the same for all i. Such
codes are said to be equireplicate in the combinatorics literature. To construct such codes, we will need tools from
the theory of set systems as was suggested by Chee, Colbourn, and Ling [10].
A. Set Systems
Given a positive integer n, the set {1, 2, . . . , n} is abbreviated as [n]. For a finite set X and k 6 |X|, we define
2X def=
{
A : A ⊆ X} and (X
k
)
def
=
{
A ∈ 2X : |A| = k}
A set system of order n is a pair (X,A), where X is a finite set of n points and A ⊆ 2X . The elements of A
are called blocks. A set system (X, 2X) is a complete set system. The replication number of x∈X is the number
of blocks containing x. A set system is equireplicate if its replication numbers are all equal.
There is a natural one-to-one correspondence between the Hamming n-space Fn2 and the complete set system
([n], 2[n]) of order n. For a vector x = (x1, x2, . . . , xn)∈Fn2 , the support of x is defined as
supp(x) def=
{
i ∈ [n] : xi 6= 0
}
With this, the positions of vectors in Fn2 correspond to points in [n], each vector x∈Fn2 corresponds to the block
supp(x), and d(x,y) = | supp(x)4 supp(y)|, where 4 stands for the symmetric difference. It follows from the
above that there is a 1-1 correspondence between the set of all codes of length n and the set of all set systems of
order n. Thus we may speak of the set system of a code or the code of a set system.
B. Thermal-Optimal Low-Power Codes
The set system ([n],A) of a thermal-optimal (n,w)-low-power code is defined by the following properties:
1) |A14 A2| 6 w for all A1, A2 ∈ A, and
2) ([n],A) is equireplicate.
It follows that our problem in (5) can be recast as an equivalent problem in extremal set systems, as follows:
Given n and w, determine T(n,w), the maximum size of an equireplicate set
system (X,A) of order n such that |A14 A2| 6 w for all A1, A2 ∈A
(6)
If the equireplication condition is removed, the resulting set system is known as an anticode of length n and
diameter w. Hence, thermal-optimal low-power codes are equivalent to equi- replicate anticodes. Anticodes in
9general, and the size of anticodes of maximum size have been a subject of intensive research in coding theory,
see [1,2,8,16,35,42] and references therein.
The determination of equireplicate anticodes of maximum size appears to be a new problem, also to the combina-
torics and coding theory communities. However, the maximum size of an anticode has been completely determined
by Kleitman [29], and even earlier by Katona [27], in a different but equivalent setting. Thus the following theorem
is from [27] and [29].
Theorem 1. Let T(n,w) be the maximum number of blocks in a set system ([n],A) with |A14 A2| 6 w for all
A1, A2 ∈A. Then
T(n,w) =

w/2
∑
i=0
(
n
i
)
if w ≡ 0 (mod 2)
(
n−1
w−1
2
)
+
w−1
2
∑
i=0
(
n
i
)
if w ≡ 1 (mod 2)
.
For all even w, an extremal set system ([n],A) with T(n,w) blocks is given by:
A =
w/2⋃
i=0
(
[n]
i
)
. (7)
If w is odd, let x be any fixed element of [n]. Then an extremal set system ([n],A) is given by:
A =
w−1
2⋃
i=0
(
[n]
i
) ⋃ {
A ∪ {x} : A ∈
(
[n]\{x}
w−1
2
)}
. (8)
We observe here that when w is even, the extremal set system in Theorem 1 is equireplicate. It consists of all
the vectors of length n and weight at most w/2. Hence, we have the following result, which solves (5) and (6) for
even w.
Corollary 2.
T(n,w) =
w/2
∑
i=0
(
n
i
)
when w ≡ 0 (mod 2) .
The situation when w is odd is much more difficult. The set system in (8) is not equireplicate. In particular, we
do not know if there exists an equireplicate anticode of order n and diameter w having size T(n,w). Hence, from
Theorem 1 we can derive only that for all odd w, we have:
w−1
2
∑
i=0
(
n
i
)
6 T(n,w) 6
(
n−1
w−1
2
)
+
w−1
2
∑
i=0
(
n
i
)
. (9)
The left hand side of the equation is obtained from a code which consists of all the vectors of length n and weight
at most (w− 1)/2. The right hand side is obtained from the upper bound on T(n,w) given in Theorem 1.
The next three propositions establishes some exact values of T(n,w) for odd w.
Corollary 3.
T(n, 1) = 1 for n > 2 .
Proof: Since the distance between two different vectors of length n and weight one is two, it follows that
T(n, 1) = 1 when n > 2. A code with maximum size consists of the unique all-zero vector of length n.
10
Proposition 4.
T(n, n−1) = 2n−1 for n > 3 .
Proof: When the distance between two codeword is at most n− 1, the code cannot contain two complement
codewords and hence its size is at most 2n−1. For odd n, an equireplicate set system of size 2n−1 is obtained from
all vectors of length n and even weight. For even n, we give the following construction (which also works for any
odd n > 5 if induction is applied). Let ([n− 1],A) be a set system which attains T(n− 1, n− 2) = 2n−2 and
each element is contained in 2n−3 blocks. We define the following set system ([n],B).
B def= {X ∪ {n} : X ∈ A}⋃{X : X ∈ A} .
We claim that B is an equireplicate set system which attains T(n, n− 1) = 2n−1 and each element is contained in
2n−2 blocks of B. Clearly, |B| = 2|A| = 2n−1 and the fact that A does not contain complement blocks immediately
implies that also B does not contain complement blocks. Finally, A is equireplicate set system of size 2n−2 and
each element of [n− 1] is contained in 2n−3 blocks of A. Therefore, each i ∈ [n] is contained in 2n−2 blocks in
B. Hence, B is an equireplicate set system which attains T(n, n− 1) = 2n−1.
Proposition 5.
T(n, 3) = n+ 1 for n > 5 .
Proof: First note, that by Proposition 4 we have T(4, 3) = 8. Also, T(n, 2) = ∑1i=0 (
n
i ) = n+ 1 for all n > 2.
Finally, it is easy to verify that T(5, 3) = 6, These facts will be used in the current proof that T(n, 3) = n+ 1 if
n > 4. Let C be the largest possible equireplicate anticode of length n > 5 and diameter 3.
Let x and z be two codewords of C such that d(x, z) = 3. W.l.o.g. x and z differ in the last three coordinates
and the first n− 3 coordinates in both have x1, x2, ..., xn−3.
Let αβγ and α¯β¯γ¯ be the values of the last three coordinates in x and z, respectively. There is no other codeword
in C which ends with either αβγ or α¯β¯γ¯ since such a codeword should also start with x1, x2, ..., xn−3, to avoid
distance greater than 3 from either x or z, and hence such a codeword will be equal to either x or z. Since each
one of the last three columns has at least one zero and at least one one and the anticode is equireplicate, it follows
that the weight of a column is at least 1 and at most |C| − 1. The Hamming distance of any two of 100, 010, 001,
111 is 2 and hence the prefixes of length n− 3 related to the codewords ending with these suffices differ in at
most one coordinate. Since anticode with diameter one has at most two codewords, it follows that all codewords
with these suffices (if differ) have different values in exactly the same coordinate (in the prefix of length n− 3).
The same argument holds also for the codewords ending with 011, 101, 110, and 000 (they have the same values
in n− 4 out of the first n− 3 coordinates). Note that since the suffix of either x or z is in {100, 010, 001, 111}
and the other suffiex is in {011, 101, 110, 000}, it follows that all the other n− 5 coordinates (which don’t have
different values) of x and z have the same values for all the codewords. Since n > 5, it follows that each one of
the n− 5 coordinates (which exist) forms either a column of zeroes or a column of ones. If the column consists of
zeroes we have a contradiction since the weight of the column is 0 which is smaller than 1. If the column consists
of ones we have a contradiction since the weight of the column is |C| which is greater than |C| − 1.
Thus, for n > 5 there are no two codewords for which the Hamming distance is three. and hence for n > 6,
T(n, 3) = T(n, 2) = n+ 1, which completes the proof.
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For other odd values of w, we start with the extremal anticode A of diameter w− 1 in (7) and add blocks to A
while maintaining the equireplication requirement. Such blocks must contain exactly (w+1)/2 points to make sure
that their distance with the blocks of A with (w− 1)/2 points, or less, will not exceed w+ 1. Any two blocks with
(w+1)/2 points must intersect in at least one point as otherwise their distance will be w+ 1. Interestingly, these
properties precisely define a regular uniform quorum system of rank (w+1)/2. Quorum systems have been studied
extensively in the literature on fault-tolerant and distributed computing — see [53] for a recent survey. There are
many types of such systems. For example, if (w+ 1)/2 = q+ 1, n = q2 + q+ 1, and q is a prime power, then an
optimal such system consists of q2 + q+ 1 blocks which form a projective plane of order q [52, p. 224]. In other
words
Proposition 6. If w = 2q+ 1, q is a prime power, then
T(q2 + q+ 1, 2q+ 1) =
q
∑
i=0
(
q2 + q+ 1
i
)
+ q2 + q+ 1 .
For a proof of this proposition and other similar constructions, we refer the reader to the work in [12], where such
systems are constructed from combinatorial designs.
IV. COOLING CODES
Unfortunately, it is not possible to satisfy PropertyA(t) with nonadaptive coding schemes, even for t = 1. Indeed,
suppose we wish to avoid state transitions on just the one hottest wire, say wire i. If the encoder does not know
the current state of wire i, the only way to guarantee that there is no state transition is to have xi = yi for any
two codewords (x1, x2, . . . , xn) and (y1, y2, . . . , yn). Since any of the n wires could be the hottest, we must have
(x1, x2, . . . , xn) = (y1, y2, . . . , yn). Thus all codewords are the same, and no communication is possible.
In this section, we shall see that if the encoder and decoder keep track of just one previous transmission then
PropertyA(t) can be satisfied for any t with only t+ 1 additional wires if 2(t+ 1) 6 n, by using spreads and
partial spreads, notions from projective geometry. If t+ 1 > n/2 we propose a construction based on a sunflower
for which the construction for 2(t+ 1) 6 n can be viewed as a special case. Finally, we provide a road map for
our best lower bounds on the size of (n, t)-cooling codes in general, and in particular when 1 6 t < n 6 100.
A. Differential Encoding and Decoding
The main idea of our differential encoding method is to encode the data to be communicated across the bus in the
difference between the current transmission and the previous one. Similar ideas have been used in digital commu-
nications and in magnetic recording, among other applications.
Why is differential coding useful? The most useful feature in our context is this. When we use the differential
encoding method to transmit a codeword x = (x1, x2, . . . , xn), there is a state transition on wire i if and only if
xi = 1, and the total number of transitions is precisely wt(x), the Hamming weight of x. This makes it possible to
reduce the area overhead significantly beyond the best overhead achievable with nonadaptive schemes. For example,
under differential encoding, a code C satisfies PropertyB(w) — and so is an (n,w)-LP code — if and only if
wt(x) 6 w for all x∈C. It follows that the thermal-optimal (n,w)-LP code of maximum size is given by
J+(n,w) def=
{
x ∈ {0, 1}n : wt(x) 6 w } (10)
12
This set, distinguished from the Johnson space defined by J(n,w)def={x ∈ {0, 1}n : wt(x) = w}, is clearly
equireplicate and its size is much larger than the size of the largest anticode of diameter w (cf. Theorem 1), for
both odd and even w.
B. Definition of Cooling Codes
Even under differential encoding, it is still not possible to satisfy PropertyA(t) with conventional binary codes. To
see this, again suppose that we wish to avoid transitions on just the one hottest wire, say wire i. With differential
encoding, in order to guarantee no state transitions on wire i while transmitting a codeword x = (x1, x2, . . . , xn),
we must have xi = 0. But, once again, any of the n wires could be the hottest, which implies that x = 0. Since
this must hold for any codeword, it follows that C = {0} and no communication is possible.
Consequently, we henceforth modify our notion of a code C as follows. The elements of C will be sets of
binary vectors of length n, say C1,C2, . . . ,CM. We will refer to C1,C2, . . . ,CM as codesets. We do not require
these codesets to be of the same size, but we do require them to be disjoint: Ci ∩ Cj = ∅ for all i 6= j. The
elements of each codeset Ci will be called codewords. The goal is to guarantee that no matter which codeset Ci is
chosen, for each possible designation of t wires as the hottest, there is at least one codeword in Ci with zeros on
the corresponding t positions. This leads to the following definition.
Definition 2. For positive integers n and t< n, an (n,t)-cooling codeC of size M is defined as a set {C1,C2, . . . ,CM},
where C1,C2, . . . ,CM are disjoint subsets of Fn2 satisfying the following property: for any set S ⊂ [n] of size |S| = t
and for all i∈ [M], there exists a codeword x∈Ci with supp(x) ∩ S = ∅.
Given the foregoing definition of cooling codes, we also need to modify our notions of an encoding function and
a decoding function, introduced in Section III. As before, we assume that the data to be communicated across the
bus is represented by a source S taking on some M 6 2k values in Fk2 . In contrast to Section III, we no longer
need to assume that S is uniformly distributed — in fact, no probabilistic model for S is required. On the other
hand, the input to the encoding function E now comprises, in addition to a word u∈ S, also a set S ⊂ [n] of size t
representing the positions of the t hottest wires. We let
C
def
= C1 ∪ C2 ∪ · · · ∪ CM .
Then the output of the encoding function E is a vector x∈C such that supp(x) ∩ S = ∅. For every possible S ,
the function E(·,S) is a bijective map from S to C. Since the codesets C1,C2, . . . ,CM are disjoint, this allows the
decoding function D to recover u ∈ S from the encoder output x ∈ C. We summarize the foregoing discussion in
the next definition.
Definition 3. For integers n and t < n, an (n,t)-cooling coding scheme for a source S ⊆ Fk2 is a triple E =
〈C, E ,D〉, where
1) The code C is an (n, t)-cooling code;
2) The encoding function E : S×([n]t )→ C is such that for all S ⊂ [n] of size t and all u∈ S, we have
supp
(E(u,S)) ∩ S = ∅ ;
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3) The decoding function D: C → S is such that for all u∈ S, we have D(E(u,S)) = u regardless of the value
of S .
It follows immediately from Definition 3 that, under differential encoding, an (n, t)-cooling coding scheme satisfies
PropertyA(t) by avoiding state transitions on the t hottest wires, which are represented by the subset S .
Example. Consider n = 6 and t = 2. An (6, 3)-cooling code is given by the following eight codesets,
C000 = {100000, 101011, 111010, 001011, 010001, 110001, 011010},
C001 = {010000, 100011, 011101, 110011, 111110, 101110, 001101},
C010 = {001000, 100111, 111000, 101111, 011111, 010111, 110000},
C011 = {000100, 100101, 011100, 100001, 111001, 111101, 011000},
C100 = {000010, 100100, 001110, 100110, 101010, 101000, 001100},
C101 = {000001, 010010, 000111, 010011, 010101, 010100, 000110},
C110 = {110110, 001001, 110101, 111111, 111100, 001010, 000011},
C111 = {011011, 110010, 101100, 101001, 011110, 000101, 110111}.
We index the codesets by all three-bit messages.
To verify PropertyA(2), we explicitly describe the encoding function E : S× ([6]2 )→ C via the following lookup
table.
S 000 001 010 011 100 101 110 111
{1, 2} 001011 001101 001000 000100 000010 000001 001001 000101
{1, 3} 010001 010000 010111 000100 000010 000001 000011 000101
{1, 4} 001011 010000 001000 011000 000010 000001 001001 011011
{1, 5} 010001 010000 001000 000100 001100 000001 001001 000101
{1, 6} 011010 010000 001000 000100 000010 010010 001010 011110
{2, 3} 100000 100011 100111 000100 000010 000001 000011 000101
{2, 4} 100000 100011 001000 100001 000010 000001 001001 101001
{2, 5} 100000 001101 001000 000100 100100 000001 001001 101100
{2, 6} 100000 101110 001000 000100 000010 000110 001010 101100
{3, 4} 100000 010000 110000 100001 000010 000001 000011 110010
{3, 5} 100000 010000 110000 000100 100100 000001 110101 000101
{3, 6} 100000 010000 110000 000100 000010 010010 110110 110010
{4, 5} 100000 010000 001000 100001 101000 000001 001001 101001
{4, 6} 100000 010000 001000 011000 000010 010010 001010 110010
{5, 6} 100000 010000 001000 000100 100100 010100 111100 101100
C. Bounds on the Size of Cooling Codes
In this subsection, we show that realizing an (n, t)-cooling coding scheme requires at least t+ 1 additional wires.
That is, the number of bits that can be communicated over an n-wire bus while satisfying PropertyA(t) is at most
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k 6 n− t− 1. In the next subsection, we will present a construction that achieves this bound. Herein, let us begin
with the following lemma.
Lemma 7. Let C be an (n, t)-cooling code of size |C| = M. Then
M 6 t!(n−t)!
n!
n−t
∑
w=0
(
n
w
)(
n−w
t
)
= 2n−t . (11)
Proof: For convenience, we will refer to sets S ⊂ [n] of size |S| = t as t-subsets. Given a t-subset S and a
vector x∈Fn2 , we shall say that x covers S if supp(x)∩S = ∅. Observe that a vector of weight w covers exactly
(n−wt ) different t-subsets. Therefore, the total number of t-subsets (counted with multiplicity) covered by all the
vectors in Fn2 is given by
N(n, t) def=
n−t
∑
w=0
(
n
w
)(
n−w
t
)
.
Now consider a codeset C in C. By definition, for any t-subset S , there is at least one codeword x∈C that
covers S . Hence, the total number of t-subsets (possibly counted with multiplicity) covered by all the codewords
of C is at least (nt). Since this holds for each of the M codesets in C, the total number of t-subsets (again, counted
with multiplicity) covered by all the vectors in C = C1 ∪ C2 ∪ · · · ∪ CM is at least M(nt). But, since the codesets
C1,C2, . . . ,CM are disjoint and C ⊆ Fn2 , this number cannot exceed N(n, t), i.e. M(nt) 6 N(n, t), and the lemma
follows.
The proof of Lemma 7 can be shorten by considering any given t-subset of coordinates that must be zeroes in
at least one codeword of each codeset. There are 2n−t such codewords of length n and hence the maximum num-
ber of codesets is 2n−t. Nevertheless, there is one advantage in presenting the longer proof. It follows from the
proof of Lemma 7 that an (n, t)-cooling code C of size |C| = 2n−t would be perfect. In such a code, the codesets
C1,C2, . . . ,CM form a partition of Fn2 and each of these codesets is a perfect covering of (
[n]
t ), i.e. all words with ex-
actly t zeroes. Using these observations, we can prove that such cooling codes do not exist, unless t = 1 or t > n− 1.
Proposition 8. Perfect (n, t)-cooling codes do not exist, unless t = 1 or t > n− 1.
Proof: W.l.o.g. assume that the codeset C1 contains the codeword x which starts with a one followed by n− 1
zeroes. The only words which are not covered by this codeword are all those words which start with a zero and
have exactly t− 1 zeroes in the other n− 1 coordinates. Let z be one of these (n−1t−1) words. A codeword y which
covers z must starts with a zero. If y has at least t+ 1 zeroes then it covers words with t zeroes which are also
covered by x, and therefore C1 won’t be a perfect covering. Hence, C1 contains x and the (
n−1
t−1) codewords, which
start with a zero, and have exactly t zeroes.
Now, assume w.l.o.g. that C2 contains the codeowrd which starts with n− 1 zeroes and ends with a one. With
similar analysis as for C1 this codeset contains the (
n−1
t−1) codewords, which end with a zero, and have exactly t
zeroes.
Now, by this analysis, both C1 and C2 must contain the (
n−2
t−2) words which start and end with a zero and have
exactly t zeroes. Therefore, if (n−2t−2) > 0 a perfect code cannot exist. (
n−2
t−2) > 0, unless t = 1 or t > n− 1.
• If t = 1, then there exists a perfect (n, 1)-cooling code, with 2n−1 codesets, each one contains a pair of
complement codewords.
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• If t = n, then there exists a perfect (n, n)-cooling code, with one codeset which contains all codewords of
length n.
• If t = n− 1 then there exists a perfect (n, n− 1)-cooling code, with two codesets, one contains the all-zero
codeword and the second contains all codewords of weight one. All other words can be partitioned arbitrarily
between these two codesets.
Lemma 7 and Proposition 8 imply the following result.
Corollary 9. If 1 < t < n− 1, then the size of any (n, t)-cooling code C is bounded by |C| 6 2n−t− 1. Conse-
quently, such a code cannot support the transmission of n− t or more bits over an n-wire bus.
Denote the maximum size of an (n, t)-cooling code by C(n, t). In the following subsection we will obtain lower
bounds on C(n, t). We start in this subsection with a few simple bounds and values of C(n, t).
Corollary 10.
1) C(n, 1) = 2n−1;
2) C(n, n− 1) = 2;
3) If 2 6 t 6 n− 2, then C(n, t) 6 2n−t − 1.
Proposition 11. If 2 6 t 6 n− 2, then C(n, t) > n− t+ 1.
Proof: For i ∈ [n− t+ 1], let Ci contain the set of all binary words of length n and weight n− t− i+ 1, i.e.
each codeword in Ci has t+ i− 1 > t zeroes. Clearly, the code C with these codesets is an (n, t)-cooling code.
By Corollary 10 and Proposition 11 we have the following
Corollary 12. C(n, n− 2) = 3.
D. Construction of Optimal Cooling Codes
In this subsection, we construct (n, t)-cooling codes that support the transmission of up to n− t− 1 bits over an
n-wire bus. By Corollary 9, such cooling codes are optimal. Our construction is based on the notion of spreads
and partial spreads in projective geometry. We will give the related equivalent definition for vector spaces. In this
section we need only spread and partial spread over F2, but we will define and discuss them over Fq, as those will
be required later in our exposition.
Loosely speaking, a partial τ-spread of the vector space Fnq is a collection of disjoint τ-dimensional subspaces
of Fnq . Formally, a collection V1,V2, . . . ,VM of τ-dimensional subspaces of Fnq is said to be a partial τ-spread of
Fnq if
Vi ∩Vj = {0} for all i 6= j , (12)
Fnq ⊇ V1 ∪V2 ∪ · · · ∪VM . (13)
If the τ-dimensional subspaces form a partition of Fnq then the partial τ-spread is called a τ-spread. It is well
known that such τ-spreads exist if and only if τ divides n, in which case M = (qn−1)/(qτ−1) > qn−τ . For the
case where τ does not divide n, partial τ-spreads with M > qn−τ have been constructed in [18, Theorem 11]. Let
16
Mq(n, τ) be the maximum size of a partial τ-spread. The value of Mq(n, τ) has been considered for many years
in projective geometry, and a survey with the known results is given in [17]. Recently, there has been lot of activity
and the question has been almost completely solved [32,33,37].
Theorem 13. Let V1,V2, . . . ,VM be a partial (t+1)-spread of Fn2 , and define the code C = {V∗1 ,V∗2 , . . . ,V∗M},
where V∗i =Vi \{0} for all i. Then C is an (n, t)-cooling code of size M > 2n−t−1.
Proof: It is obvious from (12) that the M codesets of C are disjoint subsets of Fn2 . It remains to verify that
for any set S ⊂ [n] of size t, each of V∗1 ,V∗2 , . . . ,V∗M contains at least one vector whose support is disjoint from
S . To this end, consider an arbitrary (t+1)-dimensional subspace V of Fn2 , and suppose {v1,v2, . . . ,vt+1} is a
basis for V. Let v′1,v
′
2, . . . ,v
′
t+1 denote the projections of the basis vectors on the t positions in S . These t+ 1
vectors lie in a t-dimensional vector space — the projection of Fn2 on S . Hence, these vectors must be linearly
dependent, and there exist binary coefficients a1, a2, . . . , at+1, not all zero, with a1v′1+ a2v
′
2+ · · ·+ at+1v′t+1= 0.
But then x = a1v1 + a2v2 + · · ·+ at+1vt+1 is a nonzero vector in V whose support does not include any of the
positions in S . As this holds for an arbitrary (t+1)-dimensional subspace, it must hold for each of the subspaces
V1,V2, . . . ,VM in the partial spread.
Whether we start with a spread or a partial spread, the size of the code C constructed in Theorem 13 will usually
be strictly larger than 2n−t−1. We omit also the possibility for adding another codset which contains the all-zero
codeword since the encoding of k-bit data generated by the source S, requires only 2k codesets. In order to use
such a code to communicate k = n− t− 1 bits, one can choose a subset of C, with 2k codesets, arbitrarily. We
illustrate this point in the next subsection. Nevertheless, sometimes we will be interested in the exact number of
codesets to find bounds on C(n, t), which will be discussed later in this section.
E. Efficient Encoding and Decoding of Cooling Codes
Several efficient algorithms for coding into spreads are known. In this subsection, we describe a particularly simple
and powerful method that was originally developed by Dumer [14] in the context of coding for memories with
defects. This method involves computations in the finite field F2t+1). Since t is a small constant, such computations
are very efficient. In fact, for most applications of cooling codes, t 6 7 will be more than sufficient to cool the bus
wires. Thus the proposed encoder E and decoder D work with bytes, or even nibbles, of data.
As in the previous subsection, we set τ = t+ 1. For simplicity and w.l.o.g. we assume that τ divides n and,
hence, also k = n− τ. Presented with a k-bit data word u generated by the source S, the encoder E first partitions
u into m = k/τ blocks u1,u2, . . . ,um, each consisting of τ bits. We will refer to these blocks as τ-nibbles and
think of them as elements in the finite field F2τ . The output of the encoder is the n-bit vector:
E(u,S) = (βu1, βu2, . . . , βum, β) ∈ Fn2 (14)
for a carefully chosen nonzero element β of F2τ that depends on both u and S . Note that, given β, computing
E(u,S) amounts to k/τ multiplications in F2τ. The operation of the decoder D is equally simple. Given its input
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x = E(u,S), the decoder first partitions x into τ-nibbles x1, x2, . . . , xm+1 and reads off β = xm+1. The decoder
then computes β−1 from β in F2τ , and recovers the original data word u as follows:
D(x) = (β−1x1, β−1x2, . . . , β−1xm) = (u1,u2, . . . ,um) .
Thus decoding amounts to one inversion and k/τ multiplications in F2τ . It remains to explain how β is computed.
Computing β from u and S is equivalent to solving a system of t linear equations in τ unknowns over F2. We
illustrate this with the following example for the case τ = 3.
Example. In this example, we will work with the finite field F23 = {0, 1, α, α2, α3, α4, α5, α6}, defined by α3 =
1+ α. Notice that 1, α, α2 is a basis for F23 over F2. Suppose that the t = 2 hottest wires, presented to the en-
coder via the set S , fall in the 3-nibbles xi = βui and xj = βuj (if both fall in the same 3-nibble, the situation is
similar). Let us write
ui = u0 + u1α+ u2α2 and uj = u′0 + u′1α+ u
′
2α
2 .
Let us also write β = b0 + b1α+ b2α2; our goal is to determine the τ = 3 unknowns b0, b1, b2 from the t = 2
constraints. Computing (x0, x1, x2) = βui and (x′0, x′1, x
′
2) = βuj, we have:
x0 = u0b0 + u2b1 + u1b2 (15)
x1 = u1b0 + (u0+u2)b1 + (u1+u2)b2 (16)
x2 = u2b0 + u1b1 + (u0+u2)b2 (17)
x′0 = u′0b0 + u′2b1 + u′1b2 (18)
x′1 = u
′
1b0 + (u
′
0+u
′
2)b1 + (u
′
1+u
′
2)b2 (19)
x′2 = u′2b0 + u′1b1 + (u
′
0+u
′
2)b2 . (20)
Equating any two of x0, x1, x2, x′0, x′1, x
′
2 in (15) – (20) to zero generates a system of t = 2 linear equations in the
unknowns b0, b1, b2 with coefficients determined by u0, u1, u2, u′0, u′1, u
′
2. Such a system can be easily solved by
Gaussian elimination or, if necessary, more efficient methods. 
In general, the complexity of computing β from u and S is O(t3), which is very small for constant t. The overall
complexity of encoding/decoding is linear in the number of wires n.
F. Cooling Codes for Large t
The cooling codes constructed based on spreads or partial spreads can be used only for small t, or more precisely
when t+ 1 6 n/2 since subspaces of dimension greater that t+ 1 have a nontrivial intersection if t+ 1 > n/2.
Fortunately, this is probably what is usually required for the design parameters of a thermal system. Nevertheless,
we want to find efficient cooling codes also for larger values of t. Therefore, when t+ 1 > n/2 we have to use
another construction which generates cooling codes of a large size. In this subsection we present a construction
which forms a sunflower whose heart of seeds (kernel) is a linear code C and his flowers are codes obtained by
the sum of C and elements of a spread. The construction of subsection IV-D, which is based on a partial spreads
can be viewed also as such a sunflower, where the kernel is a trivial linear code (only the all-zero codeword), and
the flowers are the elements of the partial spread without the all-zero codeword.
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For the new construction and for some constructions which follow we will use some basic and more sophisticated
elements in coding theory which will be defined. First, an [n, κ, d] code C over Fq is a κ-dimensional subspace of
Fnq , with minimum Hamming distance d. This is the only concept we need for the basic construction. The more
sophisticated elements will be needed for a generalization of the construction which will be given later.
Theorem 14. Let n, t, s, r, d be integers, such that r+ t 6 (n+ s)/2. If there exists a binary [n, s, d] code and a binary
[n− t, r, d] code does not exist, then there exists an (n, t)-cooling code of size M > 2n−t−r.
Proof: Let n, t, s, r, d be integers, such that r+ t 6 (n+ s)/2, K a binary [n, s, d] code, and assume that a
binary [n− t, r, d] code does not exist. Let B be an (n− s)-dimensional subspace of Fn2 such that
K+ B = {a+ b : a ∈ K, b ∈ B} = Fn2 .
The fact that r+ t 6 (n+ s)/2 implies that r+ t− s 6 (n− s)/2 and hence there exists a partial (r+ t− s)-
spread of B whose size M is M2(n− s, r + t− s) > 2n−r−t. Let V1,V2, . . . ,VM be the subspaces of a related
partial spread and construct the following M sets:
Ci = (Vi + K) \ K for i ∈ [M] .
Since Vi ∩Vj is the null space for i 6= j, it follows that (Vi + K) ∩ (Vj + K) = K and hence Ci ∩ Cj = ∅. Hence,
we can take the Ci’s as the codesets in a code C. To prove that C is an (n, t)-cooling code it remains to be shown
that for any given subset S ∈ [n] of size t and a codeset Ci, 1 ∈ [M], there exists a codeword x ∈ Ci, such that
supp(x) ∩ S = ∅.
The code K is an s-dimensional subspace, Vi in an (r+ t− s)-dimensional subspace, and K ∩Vi = {0} (since
Vi ⊂ B and K ∩ B = {0}). Hence, Vi + K is an (r+ t)-dimensional subspace. Let {v1,v2, . . . ,vr+t} is a basis for
Vi + K. Let v′1,v
′
2, . . . ,v
′
r+t denote the projections of the basis vectors on the t positions in S . These r+ t vectors
lie in a t-dimensional vector space — the projection of Fn2 on S . Hence, there exists an r-dimensional subspace Ui
spanned by these r+ t basis vectors (which span Vi + K), such that for each z ∈ Ui, we have supp(z) ∩ S = ∅.
We can remove the t coordinates which only have zero elements in Ui, from all the vectors of Ui, to obtain an
[n− t, r, δ] code U′i . Since an [n− t, r, d] code does not exist it follows that δ < d. Hence, Ui contains a vector
x which is not contained in K. Since x ∈ Ui and x /∈ K, it follows that x ∈ Ci, and hence C is an (n, t)-cooling
code and the proof has been completed.
Theorem 14 can be applied in various ways. For example, we derive the following result.
Corollary 15. If n = 2m, m > 1, and n/2 < t 6 (n+ m− 1)/2, then there exists an (n, t)-cooling code of size
M > 2n−t−1.
Proof: Apply Theorem 14 with the [n,m+ 1, n/2] first order Reed-Muller code as the kernel code K, i.e.
s = m+ 1. If r = 1 then r+ t 6 1+ (n+m− 1)/2 6 (n+m+ 1)/2 = (r+ s)/2. Clearly, an [n− t, 1, n/2]
code does not exist since n− t < n/2. Hence, by Theorem 14 we obtain an (n, t)-cooling code whose size is
greater than 2n−t−1. This code is optimal by Corollary 9.
Theorem 14 can be generalized by using the concept of generalized Hamming weights which was defined by
Wei [56]. For this definition we generalize the notion of support from a word to a subcode. The support of a
19
subcode C′ of C, supp(C′) is defined as the set of coordinates on which C′ contains codewords with nonzero
coordinates, i.e.
supp(C′) def=
{
i ∈ [n] : ∃(x1, x2, . . . , xn) ∈ C′, xi 6= 0
}
.
Now, the rth generalized Hamming weight, dr(C), of C is defined as the minimum number of coordinates in
supp(C′), for an r-dimensional subcode C′ of C, i.e.
dr(C)
def
= min
{| supp(C′)| : C′ is an r-dimensional subcode of C} .
Theorem 16. If n, t, s, r, d are integers, such that r+ t 6 (n+ s)/2, and the following two requirements are satisfied:
(R1) There exists a binary [n, s, d] code K.
(R2) The rth generalized Hamming weight of K is larger than n− t.
Then there exists an (n, t)-cooling code of size M > 2n−t−r.
Proof: The proof is along the same lines as the proof of Theorem 14, up to the point in which an [n− t, r, δ]
code U′i is obtained from Ui. Since the rth generalized Hamming weight of K is larger than n− t, it follows that
the r-dimensional subspace Ui contains a vector x which is not contained in K. Since x ∈ Ui and x /∈ K, it follows
that x ∈ Ci, and hence C is an (n, t)-cooling code and the proof has been completed.
Theorem 16 is stronger than and generalizes Theorem 14. Indeed, consider the [n, s, d] code K in Theorem 14.
If there does not exist an [n− t, r, d] code, then the rth generalized Hamming weight of K must be larger than
n− t. But, if for a given [n, s, d] code K the rth generalized Hamming weight of K is larger than n− t, then an
[n− t, r, d] code might still exists.
An independent question is whether Theorem 16 can improve on the results implied by Theorem 14, or all the
results that can be obtained from Theorem 16 can also be obtained from Theorem 14. The answer is that Theorem 16
improves on some of the results obtained by Theorem 14. This is demonstrated with the following examples.
The first interesting example is considered in the range 1 6 t < n 6 100. Consider the following 8 × 20
parity-check matrix H over F2,
H =

1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 1 1 1
0 1 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 0 1 1
0 0 1 0 0 0 0 0 1 1 1 1 0 0 0 1 0 1 0 1
0 0 0 1 0 0 0 0 0 0 1 1 0 1 1 1 1 0 0 1
0 0 0 0 1 0 0 0 0 1 0 1 0 1 1 0 1 1 0 1
0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 1 0 1 1 0
0 0 0 0 0 0 1 0 1 1 0 1 1 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 1 0 1 1 1 0 1 0 1 1 0 0

.
One can verify that every six columns have rank at least 5. Therefore, there exists an [n, n− 8, d] linear code
with d2 > 7 for n ∈ {18, 19, 20}. Thus, by Theorem 16, there exists an (n, n− 6) cooling code of size greater
than 24 = 16 for n ∈ {18, 19, 20}.
On other hand, suppose that Theorem 14 is used to obtain an (n, n− 6)-cooling code of size greater than 24
for n ∈ {18, 19, 20}. It is required by Theorem 14 that t+ r 6 (n+ s)/2, where t = n− 6 and r = 2, and hence
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s > n− 8. Using the online codetables.de [22], the best code with dimension n− 8 for length n ∈ {18, 19, 20}
has minimum Hamming distance 4. But, there exists a [6, 2, 4] code, and hence Theorem 14 cannot be applied.
Another example is derived from Feng et al. [19] who computed the following bounds for the generalized Ham-
ming weights for cyclic codes of length 255.
(i) The primitive double-error-correcting BCH [255, 239, 5] code has d9 > 18. If t = 238, then by Theorem 16,
there exists a (255, 238)-cooling code of size greater than 28.
On other hand, suppose that Theorem 14 is used to obtain a (255, 238)-cooling code of size greater than 28.
It is required by Theorem 14 that t+ r 6 (n+ s)/2, where n = 255, t = 238 and r = 9, and hence s > 239.
Using the online codetables.de [22], the best code with dimension 239 for length 255 has minimum Hamming
distance 5. But, there exists a [17, 9, 5] code, and hence Theorem 14 cannot apply.
(ii) The reversible cyclic double-error-correcting BCH [255, 238, 5] code has d9 > 19 [19]. If t = 237, then by
Theorem 16, there exists a (255, 237)-cooling code with size greater than 29.
On other hand, suppose that Theorem 14 is used to obtain a (255, 237)-cooling code of size greater than
29. It is required by Theorem 14 that 237+ 9 6 (255+ s)/2 and hence s > 237. Using the online codeta-
bles.de [22], the best code with dimension 237 has minimum Hamming distance 6. But, there exists an [18, 9, 6]
code, and hence Theorem 14 cannot be applied.
G. Best Lower Bounds on C(n, t)
Now, we will summarize our constructions by providing our best lower bounds on C(n, t) in general and when
1 6 t < n 6 100 in particular.
C(n, t)

= 2n−t, if t = 1 or t = n− 1,
> 2n−t−1, if t+ 1 6 n/2,
> 2n−t−2, if (n, t) ∈ {(18, 12), (19, 13), (20, 14)},
> M2(n− s, r+ t− s), if n, t, s, and r appears in TABLE I in the Appendix,
and (n, t) /∈ {(18, 12), (19, 13), (20, 14)},
> n− t+ 1, otherwise.
V. LOW-POWER COOLING CODES
In this section, we present coding schemes that satisfy Properties A(t) and B(w) simultaneously in every transmission.
The corresponding codes are called (n, t,w)-low-power cooling codes (or (n, t,w)-LPC codes for short). We sug-
gest two types of constructions. The first type is based on decomposition of the complete hypergraph into disjoint
perfect matchings. The second type is based on cooling codes over GF(q), dual codes of [n, κ, t+ 1] codes, MDS
codes, spreads, J+(r,ω), and concatenation codes. Finally, we will show that also the sunflower construction can
be used to obtain (n, t,w)-LPC codes.
As before, we assume that the coding schemes constructed in what follows are augmented by differential encod-
ing. Since the codes are also (n,t)-cooling codes, they conform to Definition 2. Thus a code C is a collection of
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codesets C1,C2, . . . ,CM, which are disjoint subsets of Fn2 . In order to satisfy PropertyB(w), the codesets of the
code C must satisfy that
C1,C2, . . . ,CM ⊂ J+(n,w) . (21)
As shown in Section IV-A, this guarantees that the total number of state transitions on the n bus wires is at most w.
A. Decomposition of the Complete Hypergraph
The first construction applies the well known Baranyai’s theorem [52, p. 536]. The theorem can be stated in terms
of set systems, but it is more known in the context of the decomposition of complete hypergraph on n vertices.
The hyperedges of the complete hypergraph consist of all subsets of w vertices. In other words, the set of vertices
is [n] and the set of edges consists of all w-subsets of [n]. If w divides n then the Baranyai’s theorem asserts that
the hyperedges of this complete hypergraph can be decomposed into pairwise disjoint perfect matchings, where
each matching consists of disjoint hyperedges (two hyperedges do not contain the same vertex) and each vertex
is contained in exactly one hyperedge of the matching. Clearly, each perfect matching contains n/w hyperedges,
and such a decomposition contains wn (
n
w) = (
n−1
w−1) disjoint matchings. How can such a decomposition can be used
to construct (n, t,w)-LPC codes? The answer lies on a right choice of n, e.g., if n = w(t+ 1+ e), where e is a
nonnegative integer, we can use each matching in such a decomposition as a codeset. To prove that such a code
is an (n, t,w)-LPC code, we have to prove that it satisfies Property A(t). Given a set S ⊂ [n] of size t with the
numbers of the t hottest wires, and a perfect matching C, the elements of S are contained in at most t hyperedges.
But, since a matching contains t + 1+ e > t + 1 hyperedges, it follows that there is at least one hyperedge in
the matching which does not contain any element from S . Such a hyperedge is the codeword x ∈ C for which
supp(x) ∩ S = ∅. The most effective sets of parameters on which this construction can be applied are when
e = 0, i.e. (w(t+ 1), t,w)-LPC code. Clearly, we can add codesets with codewords whose weight is less than w.
When n is large, the contribution of such codesets is minor. When n is small such a contribution can be important.
For example, if n = 12, w = 3, and t = 3, then there are 55 codesets if we restrict ourself only to codewords of
weight 3. If we use all words of weight at most 3, then we can have a code with 81 codesets. The advantage is
reduced for larger n — for example, if n = 21, w = 3 and t = 6. There are 190 codesets if only codewords of
weight 3 are used. If there are codewords of weight at most 3, then we can have a code with 224 codesets, which
is less dramatic improvements compared to the previous example.
What about encoding and decoding of this code? Here lies the big disadvantage of this method. Unless the
parameters are relatively small there is no known efficient encoding and decoding algorithms. Anyway, in practice,
usually small parameters are used and for many of these sets of parameters this method (code) is probably the most
effective one.
B. Constructions Based on Cooling Codes over Fq
The low-power codes and the cooling codes are all binary codes, as a codeword indicates which transitions
should be made on the bus-wires during the transmission. Hence, there is no use for non-binary codes as thermal
codes. Nevertheless, non-binary codes might be useful in constructions of binary codes as will be demonstrated in
this subsection.
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Definition 4. For positive integers n and t < n, and for a prime power q, an (n,t)q-cooling code C of size M is
defined as a set {C1,C2, . . . ,CM}, where C1,C2, . . . ,CM are disjoint subsets of Fnq satisfying the following property:
for any set S ⊂ [n] of size |S| = t and for all i∈ [M], there exists a codeword x∈Ci with supp(x) ∩ S = ∅.
Similarly to Theorem 13 we can prove that
Lemma 17. Let V1,V2, . . . ,VM be a partial (t+1)-spread of Fnq , and define the code C = {V∗1 ,V∗2 , . . . ,V∗M}, where
V∗i =Vi \{0} for all i, i = 1, 2, . . . ,M. Then C is an (n, t)q-cooling code of size M > qn−t−1.
Theorem 17 can be applied when t+ 1 6 n/2. When t+ 1 > n/2 we can generalize Theorem 14 to obtain
(n, t)q-cooling codes. The generalization is straightforward and hence it will be omitted.
A third construction, which is not a generalization of previous constructions, for (n, t)q-cooling codes is based
on the cosets of a dual code for a linear code over Fq, whose minimum Hamming distance is at least t+ 1. We
start with the related definitions and properties. For more information and proofs of the claims given, the reader
can consult with [35].
Each [n, κ, d] code C over Fq induces a partition of Fnq , where Cz, z ∈ Fnq , is a part in this partition if
Cz =
{
z+ c : c ∈ C} .
Each such part is called a coset of C and this partition contains qn−κ pairwise disjoint cosets.
Each [n, κ, d] code C over Fq has a dual code C⊥, which is the dual subspace of C. C⊥ is an [n, n− κ, d′] code.
A λ · qt × n matrix A with elements from Fq is called an orthogonal array with strength t if each t-tuple over
Fq appears exactly λ times in each projection on any t columns of A. The dual code C⊥ of an [n, κ, d] code C,
is an orthogonal array of strength d− 1.
Finally, the Singleton bound for an [n, κ, d] code over Fq asserts that d 6 n− κ + 1. A code which attains this
bound, with equality, is called a maximum distance separable code (an MDS code in short).
Lemma 18. If there exists an [n, κ, t+ 1] code over Fq, then there exists an (n, t)q-cooling code of size qκ .
Proof: Let C be an [n, κ, t+ 1] code over Fq and C⊥ be its dual code. C⊥ is an orthogonal array of strength
t, i.e., each t-tuple over Fq appears the same number of times, in each projection of t columns of C⊥. Since the
size of C⊥ is qn−κ , it follows that each such t-tuple (including the all-zero n-tuple) appears qn−κ−t times in each
projection (note that qn−κ−t > 0 by the Singleton bound). Since a coset of C⊥ is formed by adding a fixed vector of
length n to all the codewords of C⊥, it follows that each coset is also an orthogonal array of strength t. Therefore,
the code C⊥ and its qκ − 1 cosets, can be taken as qκ codesets, to form an (n, t)q-cooling code of size qκ .
Lemma 18 has some interesting consequences. First, one might asks why the construction implied by Lemma 18
was not given in Section IV? The answer is very simple. The binary codes obtained by this construction are not
good enough as the codes presented in the constructions of Section IV.
A second and more important observation from Lemma 18 is a construction of a large (n, t)q-cooling code if we
use an MDS code as the original code C. Recall that an [n, κ, d] code is an MDS code if and only if d = n− κ+ 1.
Moreover, the dual code C⊥ of an MDS code is also an MDS code. Finally, there is a well known conjecture about
the range in which MDS codes can exist and there are MDS codes for all parameters in this range.
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Conjecture 19. If d > 3, then there exists an [n, κ, d] MDS code over Fq if and only if n 6 q + 1 for all q and
2 6 κ 6 q− 1, except when q is even and κ ∈ {3, q− 1}, in which case n 6 q+ 2.
Theorem 20. If d > 3, then there exists an [n, κ, d] MDS code over Fq if n 6 q+ 1 for all q and 2 6 κ 6 q− 1,
except when q is even and κ ∈ {3, q− 1}, in which case n 6 q+ 2..
Corollary 21. If n 6 q+ 1, then there exist an (n, t)q-cooling code of size qn−t.
We continue to present a construction which transform an (n, t)q-cooling code into an (ns, t, nw)-LPC code.
This construction will be called a concatenation construction since it perform concatenations of the elements in
J+(s,w) implied by an (n, t)q-cooling code.
Theorem 22. If q 6 ∑wi=0 (si) and there exists an (m, t)q-cooling code of size M, then there exists an (ms, t,mw)-LPC
code of size M.
Proof: Let ψ be an injection from Fq to J+(s,w) such that ψ(0) = 0. Let Ψ be an injection from Fmq to
Fq
ms defined by Ψ(x1, x2, . . . , xm) = (ψ(x1),ψ(x2), . . . ,ψ(xm)).
Let C = {C1,C2, . . . ,CM} be an (m, t)q-cooling code of size M. Let D = {D1,D2, . . . ,DM} the image of C
under Ψ, i.e. Di = {Ψ(x) : x ∈ Ci}, for 1 6 i 6 M. We claim that D is an (ms, t,mw)-LPC code.
The length of codewords in the codesets of D is clearly ms and since ψ(xi) 6 w for each xi ∈ Fq it follows that
the weight of a codeword, in a codeset, is at most mw. It remains to show that for any given set S ⊂ [ms] of size t,
and a codeset Di, there exists a codeword y in Di such that supp(y) ∩ S = ∅. Since C is an (m, t)q-cooling
code, it follows that for any set S ′ ⊂ [m] of size t, the codeset Ci contains a codeword x = (x1, x2, . . . , xm)
such that supp(x) ∩ S ′ = ∅. If we partition the set of ms coordinates of the codewords in D into m consecutive
sets L1,L2, . . . ,Lm, where L1 contains the first s coordinates, L2 the next s coordinates, and so on, then the
elements in S are contained in t′ 6 t of these sets, say, Ij1 , Ij2 , . . . , Ijt′ . If we define S ′′ = {j1, j2, . . . , jt′}, then
S ′′ ⊂ [m] is a set of size t′ 6 t. Hence, since C is an (m, t)q-cooling code, it follows that there exists a codeword
z ∈ Ci such that supp(z) ∩ S ′′ = ∅. Since ψ(0) = 0, it follows from the definition of Ψ that Ψ(z) ∈ Di and
supp(Ψ(z)) ∩ S = ∅, i.e. we can take y = Ψ(z) to complete the proof.
Theorem 22 can be combined with Theorem 17 and Corollary 21 to obtain the following two results.
Corollary 23. If q 6 ∑w′i=0 (si) and t+ 1 6 m/2, then there exists an (ms, t,mw′)-LPC code of size M > qm−t−1.
Corollary 24. If q 6 ∑w′i=0 (si) and m 6 q+ 1, then there exists an (ms, t,mw′)-LPC code of size qm−t.
C. Constructions Based on Sunflowers
We examine the code obtained by the sunflower construction of Theorem 14. Note, that in the proof of Theo-
rem 14 the codeword z of the related codeset used to show that supp(z)∩S = ∅ has weight less than d. Therefore,
we can remove from the codesets all codewords of weight greater than d − 1. Thus, the sunflower construction
yields an (n, t, d− 1)-LPC code if the related constraints are satisfied as follows.
Corollary 25. Let n, t, s, r, d be integers, such that r + t 6 (n + s)/2. If there exists an [n, s, d] code and an [n −
t, r, d] linear code does not exist, then there exists an (n, t, d− 1)-LPC code of size M > 2n−t−r.
24
Note, that a similar theorem can be obtained by using the sunflower of Theorem 16 which is based on the
generalized Hamming weights.
VI. ERROR-CORRECTING THERMAL CODES
In this section, we construct thermal codes that satisfy Property C(e) and simultaneously Property A(t) or
Property B(w). The idea will be to modify and generalize the constructions which were given in the previous
sections, by adding error-correction into the constructions. We will present constructions in the same order in which
they were presented so far in this work. First, we discuss (n,w, e)-LPEC codes, for both nonadaptive and adaptive
schemes. We continue with (n, t, e)-ECC codes, and conclude with (n, t,w, e)-LPECC codes.
A. Adaptive and Nonadaptive Low-Power Codes
For codes which satisfy simultaneously Properties B(w) and C(e), we consider first nonadaptive codes along
the lines discussed in Section III. The type of codes which were considered in Section III are anticodes and in
particular equireplicate anticodes. For this purpose we will use again set systems and in particular a family of block
design called Steiner systems. A Steiner system S(r,w, n) is a collection B of w-subsets (called blocks) from the
n-set [n] such that each r-subset of [n] is contained in exactly one block of B. The blocks of such a set system
can be translated into a binary code C of length n and constant weight w for the codewords. It is easy to verify
that the code C has minimum Hamming distance 2(w− r+ 1), i.e. the code C can correct any w− r errors and
can detect any w− r+ 1 errors. The diameter of the related code is at most 2w, and it is less than 2w if an only
if there is a nonempty intersection between any two codewords. If we are not restricted to equireplicated then we
can use constant weight codes instead of Steiner systems. Constant weight codes have many applications an hence
they were intensively investigated throughout the years, e.g. [7] and references therein. A constant weight code can
be equireplicate, but it does not have to be such a code. In this subsection we consider only equireplicate codes.
A Steiner system is equireplicate, so such systems will be the basis of our construction. Information on the known
Steiner systems can be found in the main textbooks on block designs, e.g. [5]. There are well-known necessary
conditions for the existence of a Steiner system S(r,w, n). For each i, 0 6 i 6 r the number (n−ir−i)/(
w−i
r−i ) is
an integer. It was recently proved in [24,28] that for any given 0 < r < w, these necessary conditions are also
sufficient, except for a finite number of cases.
As was discussed in Section III, to have at most w transitions on the bus wires in the nonadaptive scheme, the
minimum distance of our code must be at most w, and each codeword must be of weight at most w/2 if w is
even, and (w+ 1)/2 if w is odd. For simplicity we will assume that w is even. Now, assume that we want our
code to have Property C(e). For this purpose we need a Steiner system S(w/2− e,w/2, n). If 2e 6 w/2 then
we can add codewords of weight w/2− 2e. The number of possible such codewords is negligible compared to the
number of codewords with weight w/2 and hence we omit these possible codewords in our discussion. Similar
codes can be constructed for other parameters. Assume there exists a system set B which is a Steiner system
S(w/2− e,w/2, n+ 1) on the point set [n+ 1]. Consider the set
B′def={X : X ∈ B, n+ 1 /∈ X}⋃{X \ {n+ 1} : X ∈ B, n+ 1 ∈ X} .
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It is easy to verify that B′ is an (n,w, e)-LPEC code. Moreover, this code is also equireplicate and can be used
for a nonadaptive scheme.
In contrast to (n,w)-LP codes, where an optimal anticode C with codewords of weight w/2 implies that C has
diameter w, the situation when we consider also Property C(e) can be slightly different. Clearly, the diameter of the
code should be w, but the weight of a codeword can be larger than w/2. For example, if w/2 = q, n = q2+ q+ 1,
and q is a prime power, then an optimal such system consists of q2 + q+ 1 blocks which form a projective plane
of order q [52, p. 224]. Recall that such a structure was considered also in subsection III-B. The blocks of such a
projective plane form a Steiner system S(2, q+ 1, q2 + q+ 1), where any two distinct blocks intersect in exactly
one point and hence the diameter of the related code is 2q = w as required. The related code can correct any q− 1
errors and can detect any q errors.
Finally, for parameters where related Steiner systems do not exist or no efficient construction for such systems
is known, we can use similar constant weight codes based on the rich literature of such codes.
For adaptive (n,w)-LPEC codes we use as in most of our exposition the differential encoding method. The
codes which are used are Steiner systems as in the nonadaptive case. The only difference is that the weight of the
codewords will be at most w and not w/2 or (w+ 2)/2 as in the nonadaptive case. The number of errors which
are corrected is defined by the Steiner system as we discussed in this subsection.
B. Error-Correcting Cooling Codes
In this subsection we will adapt the construction based on spreads and the sunflower construction, given in
Section IV, to form codes which satisfy Property A(t) and Property C(e). The idea is start with a binary [n, κ, 2e+
1] code C which corrects e errors. In C there exists at least one set S of κ coordinates whose projection on C
is Fκ2 . This set of coordinates is called a systematic set of coordinates. On this set of S coordinates, we either apply
the spread construction or the sunflower construction to obtain a code which satisfies simultaneously Property A(t)
and Property C(e).
For the construction which is based on a partial (t+ 1)-spread, we start with our favorite binary [n, κ, 2e+ 1]
code C, where κ > 2(t+ 1). In addition, we take a partial (t+ 1)-spread (or a (t+ 1)-spread if t+ 1 divides κ)
of Fκ2 . Since C has dimension κ, there exists at least one set of κ coordinates whose projection on C spans F
κ
2 .
The partial (t+ 1)-spread can be formed on these coordinates. The codewords of C are partitioned into codesets
related to this partial spread. Given any t coordinates, each codeset has at least one codeword with zeroes in these
t coordinates since the partial spread has dimension t+ 1. This is proved exactly as in the proof of Theorem 13.
Moreover, the code can correct at least e errors since the codesets are disjoint and all the codewords in the codesets
are contained in the code C. Thus, we have constructed an (n, t, e)-ECC code. We summary this construction with
the following theorem.
Theorem 26. If there exists a binary [n, κ, 2e+ 1] code and κ > 2(t+ 1), then there exists an (n, t, e)-ECC code of
size M > 2κ−t−1.
The sunflower construction is adapted in a similar way to obtain an (n, t, e)-ECC code. We start with our favorite
binary [n, κ, 2e+ 1] code C and apply the sunflower construction on κ systematic coordinates in C. Similarly to
Theorem 14 we have the following theorem
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Theorem 27. Let n, t, s, r, κ, d, be integers such that r+ t 6 (κ + s)/2 and there exists a binary [n, κ, 2e+ 1] code.
If there exists a [κ, s, d] code and a binary [κ − t, r, d] code does not exist, then there exists an (n, t, e)-ECC code of
size M > 2κ−t−r.
Similarly, to Theorem 27 we can adapt the construction of Theorem 16 to obtain an (n, t, e)-ECC code.
C. Constructions of Low-Power Error-Correcting Cooling Codes
In this subsection we consider codes which satisfy all Properties A(t), B(w), and C(e) simultaneously. The re-
lated codes are (n, t,w, e)-LPECC codes. We suggest three methods to construct such codes, which reflect the three
methods in Section V, where only Properties A(t) and B(w), without Property C(e), were considered. The first
method, generalizes the decomposition of the complete hypergraph as described in subsection V-A, by considering
resolvable Steiner systems. The second method is based on dual codes and concatenation modifies the construction
in subsection V-B. The last construction is based on the sunflower construction similarly to subsection V-C.
Our first method is a generalization for the decomposition of the complete hypergraph into pairwise disjoint
perfect matchings. For this generalization we consider the hyperedges as blocks in a system set, or more precisely
in a block design. The related concepts in block design are resolution and parallel classes. A block design (set
system) is said to be resolvable if the blocks of the design can be partitioned into pairwise disjoint sets, called
parallel classes, where each class forms a partition of the point sets into pairwise disjoint blocks. The whole
process is called resolution. By this definition, the decomposition of the complete hypergraph on n vertices and
hyperedges of size w is a resolution of all w-subsets of [n]. To have low-power error-correcting cooling codes
we will use resolutions of Steiner system. Recall that a Steiner system S(r,w, n) is a binary code with minimum
Hamming distance 2(w− r+ 1) and hence it can correct any w− r errors and can detect any w− r+ 1 errors.
Since we are interested in an (n, t,w, e)-LPECC code, we should start with a Steiner system S(w− e,w,w(t+ 1))
and partition it into pairwise disjoint Steiner systems S(1,w, n) (which are the parallel classes). Such partitions of
Steiner systems are known in several cases given as follows:
1) If n ≡ 3(mod 6) then there exists a resolvable S(2, 3, n) [25].
2) If n ≡ 4(mod 12) then there exists a resolvable S(2, 4, n) [25].
3) If n ≡ w(mod w(w− 1)) then for sufficiently large n there exist a resolvable S(2,w, n) [41].
4) If n ≡ 4 or 8(mod 12) then there exists a resolvable S(3, 4, n). This was proved in [23] for all n, except for
23 cases which were completed in [26].
5) If q is a prime power then there exists a resolvable S(2, q, q2) derived from affine plane (which can be generated
from a projective plane of order q which is equivalent to S(2, q+ 1, q2 + q+ 1)).
These resolvable Steiner systems imply the existence of the following (n, t,w, e)-LPECC codes:
Theorem 28. If n = 3(t+ 1), where t is even, then there exists an (n, t, 3, 1)-LPECC code of size larger than n−12 .
Proof: If t is even, then n = 3(t+ 1) ≡ 3(mod 6), and hence there exists a resolvable Steiner triple system
of order n whose size is n(n−1)2·3 , with
n−1
2 parallel classes, each one of size
n
3 . The addition of the all-zero vector
of length n in a new codeset enlarge the size of the code.
Similarly, we have
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Theorem 29. If n = 4(t + 1) ≡ 4 or 8(mod 12), then there exists an (n, t, 4, 1)-LPECC code of size larger than
(n−1)(n−2)
6 .
Theorem 30. If n = 4(t+ 1) ≡ 4(mod 12), then there exists an (n, t, 4, 2)-LPECC code of size (n−1)(n−2)12 .
Theorem 31. If n = w(t+ 1) ≡ w(mod w(w− 1)), then for sufficiently large n there exists an (n, t,w,w− 2)-
LPECC code of size (n−1)(n−2)w(w−1) .
Theorem 32. If q is a prime power, then there exists a (q2, q− 1, q, q− 2)-LPECC code of size q2.
The constructions derived, in subsection V-B, from codes over Fq are based on the codes constructed in Corol-
laries 23 and 24. These corollaries are derived from the concatenation construction presented in Theorem 22. To
adapt these results to form (n, t,w, e)-LPECC codes, we use constructions of two types. The first one starts with
an error-correcting code C over Fq, partition of the codewords of C by using a partial spread, and apply the con-
catenation construction on the codesets derived from the partial spread. The second type of construction is based
the (n, t,w)-LPC codes derived from dual codes of MDS codes (see Corollary 24).
For the first construction we start with an [m, κ, 2e+ 1] code C over Fq, such that κ > 2(t+ 1). In addition,
we take a partial (t+ 1)-spread of Fκq . Since C has dimension κ, it follows that there exists at least one set of κ
systematic coordinates whose projection spans Fκq . The partial (t+ 1)-spread can be formed on these κ systematic
coordinates. The codewords of C can be partitioned into codesets related to this partial spread and form a new
code C′. Given any set S of size t, each codeset has at least one codeword with zeroes in the t coordinates of S ,
since the subspaces of the partial spread have dimension t+ 1. The proof is exactly as the proof of Theorem 13.
Moreover, the code C′ can correct e errors, since the codesets of C′ are disjoint and all the codewords in the
codesets are contained in the code C which can correct any e errors. Finally, let q 6 ∑w′i=0 (si), and we use the
concatenation construction given in Theorem 22 and Corollary 23. Thus, we obtain an (ms, t,mw′, e)-LPECC code.
The size of the code C′ depends on the largest dimension of an [m, κ, 2e+ 1] code C, subject to the requirement
that κ > 2(t+ 1). The resulting code C′ will have size qκ−t−1.
The second construction is an immediate consequence of Corollary 24. The minimum Hamming distance of the
low-power cooling code obtained in Corollary 24 is the same as the minimum Hamming distance of the related
MDS code of length m, m 6 q+ 1. Therefore, the size of the code is qm−t and its minimum Hamming distance
t+ 1.
Corollary 33. If q 6 ∑w′i=0 (si) and m 6 q+ 1, then there exists an (ms, t,mw′, bt/2c)-LPECC code of size qm−t.
Finally, we want to adapt the sunflower construction to form an (n, t,w, e)-LPECC code. The idea is to use the
arguments of Corollary 25, in the construction implied by Theorem 27, which yields the following result
Corollary 34. Let n, t, s, r, κ, d, be integers such that r+ t 6 (κ+ s)/2 and there exists a binary [n, κ, 2e+ 1] code.
If there exists a [κ, s, d] code and a binary [κ − t, r, d] code does not exist, then there exists an (n, t, d− 1, e)-LPECC
code of size M > 2κ−t−r.
Similarly, to Corollary 34 we can adapt the construction of Theorem 16 to obtain an (n, t,w, e)-LPECC code.
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VII. ASYMPTOTIC BEHAVIOR
In this section we will analyze the asymptotic behavior of the thermal codes which were constructed in the
previous sections. We start in subsection VII-A where we consider only cooling codes. As was proved in Section IV,
when t+ 1 6 n/2 our codes which use only t+ 1 redundancy bits are optimal and the number of additional wires
used is negligible when k or n are large enough. Hence, the interesting case is the asymptotic behavior when
t+ 1 > n/2 and the sunflower construction is used. The case is even more complicated when we consider low-
power cooling codes. Our methods with efficient encoding and decoding algorithms are not optimal, but this does not
exclude the possibility of being asymptotically optimal. The asymptotic behavior of these codes will be considered
in subsection VII-B. In addition, to find asymptotically good codes, we will consider in this subsection a new
Gilbert-Varshamov type method, called the expurgation method.
A. Asymptotic Behavior of Cooling Codes
Let B(n, d) be the largest dimension of a binary [n, κ, d] code. For 0 < δ, τ < 1, define
β(δ)
def
= lim sup
n→∞
B(n, bδnc)
n
,
$(τ)
def
= lim sup
n→∞
log2 C(n, bτnc)
n
.
By Lemma 7, we have that any (n, t)-cooling code of size M, satisfies M 6 2n−t. This immediately implies
the following asymptotic upper bound on the rate of an (n, t)-cooling code.
Corollary 35. If 0 < τ < 1, then
$(τ) 6 1− τ .
The following proposition for computing an asymptotic lower bound on the rate of an (n, t)-cooling code.
Proposition 36. Assume 0 < e < 1 satisfies the following conditions:
e > β(δ) (22)
τ + e(1− τ) < 1+ β(δ(1− τ))
2
. (23)
Then $(τ) > (1− τ)(1− e).
Proof: By the definition of β, there exists N1 such that
B(M, bδMc) < eM, (24)
for all M > N1.
If δ′ = δ(1− τ) and 0 < e1 < 1, then for any given large enough integer N2, there exists an integer N > N2,
such that
B(N,
⌊
δ′N
⌋
) > β(δ′)N − e1N . (25)
Set s = bβ(δ′)N − e1Nc, d = bδ′Nc, t = dτNe, M = N− t, and r = deMe. We claim that the conditions of
Theorem 14 are met for these parameters.
29
Observe that
t+ r = dτNe+ deMe = dτNe+ de(N − t)e
= dτNe+ de(N − dτNe)e
6 (τN + 1) + (e(1− τ)N + 1)
= τN + e(1− τ)N + 2. (26)
On the other hand,
N + s
2
=
N + bβ(δ′)N − e1Nc
2
> N + β(δ
′)N − e1N − 1
2
. (27)
Now, let
N2 >
5/2
(1+ β(δ′)− e1)/2− (τ + e(1− τ)) . (28)
Furthermore, since (23) holds, it follows that there exists 0 < e2 < 1, such that for all 0 < e1 < e2 the denominator
in the right hand side of (28) is strictly positive. Hence, since N > N2, we have that
(
(1+ β(δ′)− e1)/2− (τ + e(1− τ))
)
N > 5/2,
or,
τN + e(1− τ)N + 2 6 N + β(δ
′)N − e1N − 1
2
. (29)
Combining (29) with Inequalities (26) and (27), we have that t+ r 6 (N + s)/2, and the first condition of Theo-
rem 14 is satisfied.
Next, since s 6 β(δ′)N− e1N, it follows from (25) that there exists an [N, s, d] code, and the second condition
of Theorem 14 is satisfied. Finally, observe that
M = N − t > N − (τN + 1) = (1− τ)N − 1. (30)
If we choose
N2 >
N1 + 1
1− τ , (31)
then since N > N2, it follows by (31) that N(1− τ) > N1 + 1 which implies by (30) that M > N1. Therefore,
from (24), we infer that B(M, bδMc) < eM 6 r. Since bδMc 6 bδ(1− τ)Nc = d, it follows that an [N− t, r, d]
code does not exist, and the third condition of Theorem 14 is satisfied.
In summary, to satisfy the three conditions of Theorem 14, we need N2 to satisfy (28) and (31). Additionally,
to guarantee that N > N0 we require that N2 > N0 and hence we have that
N2 = max
{
N0,
N1 + 1
1− λ ,
5/2
(1+ β(δ′)− e1)/2− (λ+ e(1− λ))
}
.
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Therefore, by Theorem 14 there exists an (N, t)-cooling code of size greater than 2N−t−r. Now,
N − t− r = N − dτNe − deMe
= N − dτNe − de(N − dτNe)e
> N − τN − eN − eτN − 2
= N(1− τ)(1− e)− 2.
This implies that there exists an (N, t)-cooling code of size greater than 2(1−λ)(1−e)N−2. Since t = dλNe > bλNc,
it follows that there also exists an (N, bλNc)-cooling code of size greater than 2(1−λ)(1−e)N−2. Thus,
log2 C(N, bλNc)
N
> (1− λ)(1− e)− 2
N
,
which implies that $(τ) > (1− τ)(1− e).
To apply Proposition 36 we have to use the best known lower bound on β(·) in (22) and the best known upper
bound on β(·) in (23). For lower bound we will use the Gilbert-Varshamov bound [21,51]. For upper bound we
will use the McEliece-Rodemich-Rumsey-Welch (MRRW) bound [36]. Specifically, we have
1) For the lower bound, the Gilbert-Varshamov bound implies that β(δ) > 1− H(δ) + o(1), where H(·) is the
binary entropy function, given by
H(x) def= − x log2x − (1− x) log2(1− x) .
2) As for the upper bound, the MRRW bound (equation (1.4) in [36]) implies that
β(δ) 6MRRW(δ)
= min
06u61−2δ
1+ g
(
u2
)
− g
(
u2 + 2δu+ 2δ
)
, (32)
where g(x) = H((1−√1− x)/2).
Hence, we have the following corollary.
Corollary 37. Suppose that 0 < e, δ, τ < 1 satisfy the following conditions:
e > MRRW(δ), (33)
τ + e(1− τ) < 2− H(δ(1− τ))
2
. (34)
Then $(τ) > (1− τ)(1− e).
Proof: Since e > MRRW(δ) by (33) and β(δ) 6 MRRW(δ) by (32), it follows that e > β(δ) and hence
Inequality (22) is satisfied.
From the Gilbert-Varshamov bound, we have that β(δ(1− τ)) > 1− H(δ(1− τ)) + o(1). Hence, we have
τ + e(1− τ) < 2− H(δ(1− τ))
2
=
1+ (1− H(δ(1− τ)))
2
6 1+ β(δ(1− τ))
2
.
Therefore, Inequality (23) is satisfied.
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Figure 1. Asymptotic Rates for Cooling Codes
Since the conditions in Proposition 36 are satisfied, it follows from the proposition that $(τ) > (1− τ)(1− e).
Now, fix 0 < τ < 1 and in what follows, we compute a lower bound on $(τ) implied by Corollary 37. Define
the set
E(τ) def= {e : there exists a δ such that e, δ satisfy (33) and (34)}.
This definition implies that by Corollary 37, for all e ∈ E(τ), we can have that $(τ) > (1− τ)(1− e). Maximizing
the right hand side, we obtain
$(τ) > (1− τ)(1− e∗), (35)
where e∗ is the value of e for which (1− τ)(1− e) is maximized when e∗ is substituted for e. For the next
computation we define E∗(τ) def= e∗. Via numerical computations, we have that
E∗(τ) =

≈ 0, if 0 < τ 6 0.687
between 0 and 1, if 0.687 6 τ 6 0.737
≈ 1 if 0.737 6 τ < 1.
The plot of the lower bound (35) for $(τ) is given in Figure 1. Without giving the formal analyze we also add a
curve for the case that the Gilbert-Varshamov bound is tight (at least in the binary case).
Finally, we obtain the following result which is consistent with the figure, and proves that for τ 6 0.687 our
constructions are asymptotically optimal.
Corollary 38. If τ 6 0.687, then $(τ) = 1− τ.
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Proof: If τ 6 0.687, then the value of 1− H((1− τ)/2)/(1− τ) is strictly positive. If we set δ = 1/2,
then (33) and (34) are reduced to
e > 0 (36)
τ + e(1− τ) < 2− H((1− τ)/2)
2
. (37)
As a consequence, E(τ) contains the interval (0, 1−H((1− τ)/2)/(1− τ)). Hence, the expression (1− τ)(1− e)
is maximized for e which tends to 0. Therefore, $(τ) > 1− τ and since by Corollary 35, we have $(τ) 6 1− τ,
it follows that $(τ) = 1− τ.
B. Asymptotic Behavior of low-power Cooling Codes
The asymptotic analysis when the codes have Property B(w) in addition to Property A(t) is more complicated,
needless to say that our methods are slightly less efficient compared to the methods used to construct codes when
only A(t) is satisfied. Let C(n, t,w) be the largest size of an (n, t,w)-LPC code and for a fixed 0 < τ < 1 and a
fixed 0 < ω < 1, consider the asymptotic rate
$(τ,ω) def= lim sup
n→∞
log2 C(n, bτnc , bωnc)
n
.
If t = o(n) and 0 < ω < 1, then we claim that Corollary 23 provides a family of (n, t, bωnc)-LPC codes
whose rates approach at least H(ω). Formally, we claim that if Cn is such an (n, t, bωnc)-LPC code, then
lim
n→∞
log2 |Cn|
n
> H(ω). (38)
To prove (38), consider any given e > 0, a prime power q and an integer s > 1 such that
q 6
bωsc
∑
i=0
(
s
i
)
and
log2 q
s
> H(ω)− e.
For each n, set m = bn/sc. Since t = o(n), it follows that t + 1 6 m/2 for sufficiently large n. Applying
Corollary 23, we obtain an (n, t, bωnc)-LPC code Cn of size at least qm−t−1. Now, we have that
lim
n→∞
log |Cn|
n
> lim
n→∞
log2 q
s
(
1− t+ 1
m
)
> (H(ω)− e) · lim
n→∞
(
1− t+ 1
m
)
= H(ω)− e,
and hence limn→∞ log |Cn |n > H(ω), where the last equality follows since t = o(n).
The next theorem describes a very simple construction which will be called in the sequel the expurgation con-
struction.
Theorem 39. If M > ∑ni=w+1 (
n
i ) and an (n, t)q-cooling code C of size M exists, then there exists an (n, t,w)-LPC
code of size at least M−∑ni=w+1 (ni ).
Proof: The theorem follows as an immediate consequence implied by removing all codewords of weight larger
than w from all the codesets of C.
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Corollary 40. If τ 6 0.687, ω > 1/2, and H(ω) < 1− τ, then $(τ,ω) > 1− τ − o(1).
Proof: By the sunflower construction (see Theorem 14) there exists a family of (n, t)-cooling codes whose
size is at least 2n(1−τ−e′), where t = bτnc, r = be′nc, and e′ = o(1) (see subsection VII-A). It is well known by
using the Stirling’s approximation [35, p. 310] that if w = bωnc, then ∑ni=w+1 (ni ) 6 2nH(ω).
Now, applying the expurgation construction on a code from this family yields an (n, t,w)-LPC code whose size
is at least 2n(1−τ−e′)
(
1− 2n(H(ω)−1+τ+e′)
)
. In other words, the rate, $(τ,ω), of this family of (n, t)-cooling
codes is at least
(1− τ − e′) +
log
(
1− 2n(H(ω)−1+τ+e′)
)
n
,
which is at least 1− τ − e′.
Clearly, $(τ,ω) 6 $(τ) and hence combining Corollaries 35 and 40 implies that
Corollary 41. If τ 6 0.687, ω > 1/2, and H(ω) < 1− τ, then $(τ,ω) = 1− τ.
Unfortunately, Theorem 39 is nonconstructive and the domain of (τ,ω), where Corollary 40 is applicable, is
limited. In the sequel we will consider other parameters outside this domain. It should be no surprise that in
most cases, we observed that codes obtained by the sunflower construction have larger size than those obtained
by the expurgation construction. Nevertheless, in certain instances, the LPC codes obtained from Theorem 39 has
a larger size as compared to LPC codes resulting from the sunflower construction. For such an example, consider
t = 1, w = 23 (n− 1), where 3 divides n− 1. By Proposition 8, there exists an (n, 1)-cooling code of size 2n−1.
Theorem 39 yields an (n, 1, 23 (n− 1))-LPC code of size at least 2n−1 −∑ni=w+1 (ni ). Note that
2n−1 −
n
∑
i=w+1
(
n
i
)
> 2n−1 − 2nH(2/3) > 2n−1 − 20.92n. (39)
By the Griesmer bound [35, p. 546], there is no [n− 1, 2, 23 (n− 1) + 1] code and hence Theorem 14 yields an
(n, 1, 23 (n− 1))-LPC code of size M2(n, 3) + 1.
Since
5
14
2n > 20.92n + 1 for n > 19,
it follows that 2n−1 − 20.92n > M2(n, 3) + 1, and hence the expurgation construction yields an (n, t,w)-LPC code
of larger size, compared to the code obtained by the sunflower construction, in this case.
Recall, that Corollary 25 is used to apply the sunflower construction and obtain (n, t, d− 1)-LPC codes of size
greater than M2(n− s, r+ t− s) > 2n−t−r, where r is given in Corollary 25. Furthermore, for 0 < τ, ω < 1, let
δ = ω/(1− τ) and define e = e(τ, δ) as
e(τ, δ) def= inf{e : e satisfy (33) and (34)}.
With this setting, Corollary 37 implies that $(τ,ω) > (1− τ)(1− e), and by Corollary 38 and its proof we have
Corollary 42. If τ 6 0.687 and ω > (1− τ)/2, then $(τ,ω) = 1− τ.
We continue to examine the asymptotic behavior of (n, t,w)-LPC codes constructed from cooling codes over Fq
with concatenation.
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Corollary 43. For given 0 < τ, ω < 1, suppose that there exists a prime power q and an integer s > 1 such that
q 6
bωsc
∑
i=0
(
s
i
)
and τs 6 1
2
. (40)
Then $(τ,ω) > (1− τs) log2 qs .
Proof: For a given n, set m =
⌈
n
s +
1
τs
⌉
and t = bτnc. Since τs 6 1/2, if follows that
t+ 1 6 τn+ 1 =
(
n
s
+
1
τs
)
τs 6 m/2 .
Hence, by Corollary 23, there exists an (ms, t,m bωsc)-LPC code of size at least qm−t−1. Therefore, we have that
$(τ,ω) > lim
ms→∞
m− t− 1
ms
log2 q
=
log2 q
s
lim
ms→∞
sm− st
ms
=
log2 q
s
lim
ms→∞
(
1− t
m
)
=
log2 q
s
lim
ms→∞
(
1− τn
n/s+ 1/(τs)
)
>
log2 q
s
lim
ms→∞
(
1− τn
n/s
)
=
log2 q
s
(1− τs).
Note, that to apply Corollary 43 we have to be careful in choosing q and s such that equation (40) is satisfied.
VIII. CONCLUSION AND FUTURE RESEARCH
High temperatures have dramatic negative effects on interconnect performance and, hence, it is important to
suggest techniques to reduce the power consumption of on-chip buses. We have suggested coding techniques to
balance and reduce the power consumption of on-chip buses. Our codes can have three features (properties). A
code is a ”cooling code” if there are no transitions on the t hottest wires (Property A(t)). A code has ”low-
power” if it reduces the number of transitions on the bus wires to at most w transitions (Property B(w)). A code is
”error-correcting” if it can correct any e errors of bus transitions (Property C(e)). A code can have some of these
properties. Six subsets out of the possible eight subsets of these properties are interesting in our context and they
are considered in the following sections and subsections:
1) (n,w)-low-power codes ((n,w)-LP codes) were considered in Section III and subsection IV-A.
2) (n, t)-cooling codes were considered in Section IV.
3) (n, t,w)-low-power cooling codes ((n, t,w)-LPC codes) were considered in Section V.
4) (n,w, e)-low-power error-correcting codes ((n,w, e)-LPEC codes) were considered in subection VI-A).
5) (n, t, e)-error-correcting cooling codes ((n, t, e)-ECC codes) were considered in subsection VI-B.
6) (n, t,w, e)-low-power error-correcting cooling codes ((n, t,w, e)-LPECC codes) were considered in
subsection VI-C.
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Our cooling codes without error-correction are optimal when t+ 1 6 n/2 and can be proved to be optimal also in
some cases when t+ 1 > n/2. In all these cases the redundancy of these codes is t+ 1. This redundancy, compared
to the related best known error-correcting code, is also obtained for error-correcting cooling codes. Finally, the
asymptotic analysis shows that in most cases our codes are asymptotically optimal.
For the combination of low-power cooling code with or without error-correction, our codes fall short of the known
upper bounds and closing this gap is one of the problems for future research. In these cases, we would like to see
efficient encoding and decoding algorithms. We would also like to improve our bounds and have asymptotic optimal
codes for the case were τ = tn > 0.687. Finally, we would like to see more cases where sunflower construction
with the generalized Hamming weights implies a large code. As we mention in the Introduction, a follow up work
will present more construction, especially for practical parameters. Examples and numerical experiments will be
given and also comparison between the various constructions with emphasis on practical parameters. It will be
illustrated and discussed how practical our methods and constructions are.
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APPENDIX
TABLE I. Admissible Parameters for Sunflower Constructions
n t r s d
5 2 1 1 5
6 3 1 2 4
7 3 1 1 7
7 4 1 3 4
8 4 1 2 5
8 5 1 4 4
9 4 1 1 9
9 5 2 5 3
10 5 1 2 6
10 6 2 6 3
11 5 1 1 11
11 6 1 3 6
11 7 2 7 3
12 6 1 2 8
12 7 1 4 6
12 8 2 8 3
13 6 1 1 13
13 7 1 3 7
13 8 2 7 4
13 9 2 9 3
14 7 1 2 9
14 8 1 4 7
14 9 2 8 4
14 10 2 10 3
15 7 1 1 15
15 8 1 3 8
15 9 1 5 7
15 10 2 9 4
15 11 2 11 3
16 8 1 2 10
16 9 1 4 8
16 10 2 8 5
16 11 2 10 4
17 8 1 1 17
17 9 1 3 9
17 10 1 5 8
17 11 2 9 5
17 12 2 11 4
18 9 1 2 12
18 10 2 9 6
18 11 1 6 8
18 12 3∗ 12 4
18 13 2 12 4
19 9 1 1 19
19 10 1 3 10
19 11 2 7 8
19 12 1 7 8
19 13 3∗ 13 4
19 14 2 13 4
20 10 1 2 13
20 11 1 4 10
20 12 2 8 8
20 13 1 8 8
20 14 3∗ 14 4
20 15 2 14 4
21 10 1 1 21
21 11 1 3 12
21 12 1 5 10
21 13 2 9 8
21 14 1 9 8
21 15 3 15 4
21 16 2 15 4
22 11 1 2 14
22 12 1 4 11
22 13 2 8 8
22 14 2 10 8
22 15 1 10 8
22 16 3 16 4
22 17 2 16 4
23 11 1 1 23
23 12 1 3 12
23 13 1 5 11
23 14 2 9 8
23 15 2 11 8
23 16 1 11 8
23 17 3 17 4
23 18 2 17 4
24 12 1 2 16
24 13 1 4 12
24 14 2 12 8
24 15 2 10 8
n t r s d
24 16 2 12 8
24 17 1 12 8
24 18 3 18 4
24 19 2 18 4
25 12 1 1 25
25 13 1 3 14
25 14 1 5 12
25 15 2 9 8
25 16 2 11 8
25 17 2 13 6
25 18 2 15 5
25 19 3 19 4
25 20 2 19 4
26 13 1 2 17
26 14 1 4 13
26 15 1 6 12
26 16 2 10 8
26 17 2 12 8
26 18 2 14 6
26 19 2 16 5
26 20 3 20 4
26 21 2 20 4
27 13 1 1 27
27 14 1 3 15
27 15 1 5 13
27 16 1 7 12
27 17 2 11 8
27 18 2 13 8
27 19 2 15 6
27 20 2 17 5
27 21 3 21 4
27 22 2 21 4
28 14 1 2 18
28 15 1 4 14
28 16 2 8 11
28 17 2 10 10
28 18 2 12 8
28 19 2 14 8
28 20 2 16 6
28 21 2 18 5
28 22 3 22 4
28 23 2 22 4
29 14 1 1 29
29 15 1 3 16
29 16 1 5 14
29 17 2 9 11
29 18 2 11 9
29 19 2 13 8
29 20 2 15 7
29 21 2 17 6
29 22 2 19 5
29 23 3 23 4
29 24 2 23 4
30 15 1 2 20
30 16 1 4 16
30 17 1 6 14
30 18 2 10 11
30 19 2 12 9
30 20 2 14 8
30 21 2 16 7
30 22 2 18 6
30 23 2 20 5
30 24 3 24 4
30 25 2 24 4
31 15 1 1 31
31 16 1 3 17
31 17 1 5 16
31 18 2 9 12
31 19 2 11 11
31 20 2 13 9
31 21 2 15 8
31 22 2 17 7
31 23 2 19 6
31 24 2 21 5
31 25 3 25 4
31 26 2 25 4
32 16 1 2 21
32 17 1 4 16
32 18 1 6 16
32 19 2 10 12
32 20 2 12 10
n t r s d
32 21 2 14 8
32 22 2 16 8
32 23 3 20 6
32 24 2 20 6
32 25 2 22 5
32 26 3 26 4
32 27 2 26 4
33 16 1 1 33
33 17 1 3 18
33 18 1 5 16
33 19 2 9 12
33 20 2 11 12
33 21 2 13 10
33 22 2 15 8
33 23 2 17 8
33 24 3 21 6
33 25 2 21 6
33 26 2 23 5
34 17 1 2 22
34 18 1 4 17
34 19 1 6 16
34 20 2 10 12
34 21 2 12 12
34 22 2 14 10
34 23 2 16 8
34 24 2 18 8
34 25 3 22 6
34 26 2 22 6
35 17 1 1 35
35 18 1 3 20
35 19 2 7 16
35 20 1 7 16
35 21 2 11 12
35 22 2 13 11
35 23 2 15 10
35 24 2 17 8
35 25 2 19 8
35 26 3 23 6
35 27 2 23 6
36 18 1 2 24
36 19 1 4 18
36 20 2 8 16
36 21 1 8 16
36 22 2 12 12
36 23 2 14 11
36 24 2 16 10
36 25 2 18 8
36 26 2 20 8
36 27 3 24 6
36 28 2 24 6
37 18 1 1 37
37 19 1 3 20
37 20 1 5 18
37 21 2 9 15
37 22 2 11 13
37 23 2 13 12
37 24 2 15 10
37 25 2 17 9
37 26 2 19 8
37 27 2 21 8
37 28 3 25 6
37 29 2 25 6
38 19 1 2 25
38 20 1 4 20
38 21 1 6 18
38 22 2 10 14
38 23 2 12 13
38 24 2 14 12
38 25 2 16 10
38 26 2 18 9
38 27 2 20 8
38 28 2 22 8
38 29 3 26 6
38 30 2 26 6
39 19 1 1 39
39 20 1 3 22
39 21 1 5 19
39 22 2 9 16
39 23 2 11 14
39 24 2 13 12
39 25 2 15 12
n t r s d
39 26 2 17 10
39 27 2 19 9
39 28 2 21 8
39 29 2 23 7
39 30 3 27 6
39 31 2 27 6
40 20 1 2 26
40 21 1 4 20
40 22 2 8 16
40 23 2 10 16
40 24 2 12 14
40 25 2 14 12
40 26 2 16 12
40 27 2 18 10
40 28 2 20 9
40 29 2 22 8
40 30 2 24 7
40 31 3 28 6
40 32 2 28 6
41 20 1 1 41
41 21 1 3 23
41 22 1 5 20
41 23 2 9 16
41 24 2 11 16
41 25 2 13 14
41 26 2 15 12
41 27 2 17 12
41 28 2 19 10
41 29 2 21 9
41 30 2 23 8
41 31 2 25 7
41 32 3 29 6
41 33 2 29 6
42 21 1 2 28
42 22 1 4 22
42 23 1 6 20
42 24 2 10 16
42 25 2 12 15
42 26 2 14 13
42 27 2 16 12
42 28 2 18 12
42 29 2 20 10
42 30 3 24 8
42 31 2 24 8
42 32 2 26 7
42 33 3 30 6
42 34 2 30 6
43 21 1 1 43
43 22 1 3 24
43 23 1 5 21
43 24 1 7 20
43 25 2 11 16
43 26 2 13 15
43 27 2 15 13
43 28 2 17 12
43 29 2 19 12
43 30 2 21 10
43 31 3 25 8
43 32 2 25 8
43 33 2 27 7
43 34 3 31 6
43 35 2 31 6
44 22 1 2 29
44 23 1 4 23
44 24 1 6 21
44 25 2 10 17
44 26 2 12 16
44 27 2 14 15
44 28 2 16 13
44 29 2 18 12
44 30 2 20 12
44 31 2 22 10
44 32 3 26 8
44 33 2 26 8
44 34 2 28 7
44 35 3 32 6
44 36 2 32 6
45 22 1 1 45
45 23 1 3 25
45 24 1 5 22
45 25 2 9 18
n t r s d
45 26 2 11 16
45 27 2 13 16
45 28 2 15 14
45 29 2 17 12
45 30 2 19 12
45 31 2 21 12
45 32 2 23 10
45 33 3 27 8
45 34 2 27 8
45 35 2 29 7
45 36 3 33 6
45 37 2 33 6
46 23 1 2 30
46 24 1 4 24
46 25 1 6 22
46 26 2 10 18
46 27 2 12 16
46 28 2 14 16
46 29 2 16 14
46 30 2 18 12
46 31 2 20 12
46 32 2 22 12
46 33 2 24 10
46 34 3 28 8
46 35 2 28 8
46 36 2 30 7
46 37 3 34 6
46 38 2 34 6
47 23 1 1 47
47 24 1 3 26
47 25 1 5 24
47 26 1 7 22
47 27 2 11 18
47 28 2 13 16
47 29 2 15 16
47 30 2 17 14
47 31 2 19 12
47 32 2 21 12
47 33 2 23 12
47 34 2 25 9
47 35 3 29 8
47 36 2 29 8
47 37 2 31 7
47 38 3 35 6
47 39 2 35 6
48 24 1 2 32
48 25 1 4 24
48 26 1 6 24
48 27 1 8 22
48 28 2 12 17
48 29 2 14 16
48 30 2 16 16
48 31 2 18 13
48 32 2 20 12
48 33 2 22 12
48 34 2 24 12
48 35 2 26 9
48 36 3 30 8
48 37 2 30 8
48 38 3 34 6
48 39 3 36 6
48 40 2 36 6
49 24 1 1 49
49 25 1 3 28
49 26 1 5 24
49 27 1 7 23
49 28 2 11 19
49 29 2 13 17
49 30 2 15 16
49 31 2 17 14
49 32 2 19 12
49 33 2 21 12
49 34 2 23 12
49 35 2 25 10
49 36 2 27 9
49 37 3 31 8
49 38 2 31 8
49 39 3 35 6
49 40 3 37 5
49 41 5 43 3
50 25 1 2 33
n t r s d
50 26 1 4 26
50 27 1 6 24
50 28 1 8 23
50 29 2 12 18
50 30 2 14 17
50 31 2 16 16
50 32 2 18 14
50 33 2 20 12
50 34 2 22 12
50 35 2 24 12
50 36 2 26 10
50 37 3 30 8
50 38 3 32 8
50 39 2 32 8
50 40 3 36 6
50 41 3 38 5
50 42 5 44 3
51 25 1 1 51
51 26 1 3 28
51 27 1 5 25
51 28 1 7 24
51 29 2 11 20
51 30 2 13 18
51 31 2 15 16
51 32 2 17 16
51 33 2 19 14
51 34 2 21 12
51 35 2 23 12
51 36 2 25 11
51 37 2 27 10
51 38 3 31 8
51 39 3 33 8
51 40 2 33 8
51 41 3 37 6
51 42 3 39 5
51 43 5 45 3
52 26 1 2 34
52 27 1 4 27
52 28 1 6 25
52 29 1 8 24
52 30 2 12 20
52 31 2 14 18
52 32 2 16 16
52 33 2 18 16
52 34 2 20 14
52 35 2 22 12
52 36 2 24 12
52 37 3 28 10
52 38 2 28 10
52 39 3 32 8
52 40 3 34 8
52 41 2 34 8
52 42 3 38 6
52 43 3 40 5
52 44 5 46 3
53 26 1 1 53
53 27 1 3 30
53 28 1 5 26
53 29 2 9 23
53 30 2 11 20
53 31 2 13 20
53 32 2 15 18
53 33 2 17 16
53 34 2 19 15
53 35 2 21 13
53 36 2 23 12
53 37 2 25 12
53 38 3 29 10
53 39 2 29 10
53 40 3 33 8
53 41 3 35 8
53 42 2 35 8
53 43 3 39 6
53 44 3 41 5
53 45 5 47 3
54 27 1 2 36
54 28 1 4 28
54 29 1 6 26
54 30 2 10 22
54 31 2 12 20
54 32 2 14 20
37
n t r s d
54 33 2 16 18
54 34 2 18 16
54 35 2 20 15
54 36 2 22 13
54 37 2 24 12
54 38 2 26 12
54 39 3 30 10
54 40 2 30 10
54 41 3 34 8
54 42 3 36 8
54 43 2 36 8
54 44 3 40 6
54 45 3 42 5
54 46 5 48 3
55 27 1 1 55
55 28 1 3 31
55 29 1 5 28
55 30 2 9 24
55 31 2 11 22
55 32 2 13 20
55 33 2 15 20
55 34 2 17 16
55 35 2 19 16
55 36 2 21 15
55 37 2 23 13
55 38 2 25 12
55 39 2 27 12
55 40 3 31 10
55 41 2 31 10
55 42 3 35 8
55 43 3 37 8
55 44 2 37 8
55 45 3 41 6
55 46 3 43 5
55 47 5 49 3
56 28 1 2 37
56 29 1 4 29
56 30 1 6 28
56 31 2 10 24
56 32 2 12 22
56 33 2 14 20
56 34 2 16 20
56 35 2 18 16
56 36 2 20 16
56 37 2 22 14
56 38 3 26 12
56 39 2 26 12
56 40 2 28 12
56 41 3 32 9
56 42 4 36 8
56 43 3 36 8
56 44 3 38 8
56 45 2 38 8
56 46 3 42 6
56 47 3 44 5
56 48 5 50 3
57 28 1 1 57
57 29 1 3 32
57 30 1 5 28
57 31 2 9 24
57 32 2 11 23
57 33 2 13 21
57 34 2 15 20
57 35 2 17 18
57 36 2 19 16
57 37 2 21 16
57 38 2 23 14
57 39 3 27 12
57 40 2 27 12
57 41 2 29 12
57 42 3 33 9
57 43 4 37 8
57 44 3 37 8
57 45 3 39 8
57 46 2 39 8
57 47 3 43 6
57 48 3 45 5
57 49 5 51 3
58 29 1 2 38
58 30 1 4 30
58 31 1 6 28
n t r s d
58 32 2 10 24
58 33 2 12 23
58 34 2 14 20
58 35 2 16 20
58 36 2 18 18
58 37 2 20 16
58 38 2 22 16
58 39 2 24 14
58 40 3 28 12
58 41 2 28 12
58 42 2 30 12
58 43 3 34 9
58 44 4 38 8
58 45 3 38 8
58 46 3 40 8
58 47 2 40 8
58 48 3 44 6
58 49 3 46 5
58 50 5 52 3
59 29 1 1 59
59 30 1 3 33
59 31 1 5 30
59 32 1 7 28
59 33 2 11 24
59 34 2 13 23
59 35 2 15 20
59 36 2 17 19
59 37 2 19 17
59 38 2 21 16
59 39 2 23 16
59 40 2 25 14
59 41 3 29 12
59 42 2 29 12
59 43 2 31 12
59 44 3 35 9
59 45 4 39 8
59 46 3 39 8
59 47 3 41 8
59 48 2 41 8
59 49 3 45 6
59 50 3 47 5
59 51 5 53 3
60 30 1 2 40
60 31 1 4 32
60 32 1 6 30
60 33 2 10 25
60 34 2 12 24
60 35 2 14 22
60 36 2 16 20
60 37 2 18 18
60 38 2 20 17
60 39 2 22 16
60 40 2 24 16
60 41 2 26 14
60 42 3 30 12
60 43 2 30 12
60 44 2 32 12
60 45 3 36 9
60 46 4 40 8
60 47 3 40 8
60 48 3 42 8
60 49 2 42 8
60 50 3 46 6
60 51 3 48 5
60 52 5 54 3
61 30 1 1 61
61 31 1 3 34
61 32 1 5 31
61 33 1 7 29
61 34 2 11 24
61 35 2 13 24
61 36 2 15 22
61 37 2 17 20
61 38 2 19 18
61 39 2 21 16
61 40 2 23 16
61 41 2 25 16
61 42 2 27 14
61 43 3 31 12
61 44 2 31 12
61 45 2 33 12
n t r s d
61 46 3 37 9
61 47 4 41 8
61 48 3 41 8
61 49 3 43 8
61 50 2 43 8
61 51 3 47 6
61 52 3 49 5
61 53 5 55 3
62 31 1 2 41
62 32 1 4 32
62 33 1 6 31
62 34 2 10 26
62 35 2 12 24
62 36 2 14 24
62 37 2 16 22
62 38 2 18 20
62 39 2 20 18
62 40 2 22 16
62 41 2 24 16
62 42 2 26 16
62 43 2 28 14
62 44 3 32 12
62 45 2 32 12
62 46 2 34 12
62 47 3 38 9
62 48 4 42 8
62 49 3 42 8
62 50 3 44 8
62 51 2 44 8
62 52 3 48 6
62 53 3 50 5
62 54 5 56 3
63 31 1 1 63
63 32 1 3 36
63 33 1 5 32
63 34 1 7 31
63 35 2 11 26
63 36 2 13 24
63 37 2 15 24
63 38 2 17 22
63 39 2 19 20
63 40 2 21 18
63 41 2 23 16
63 42 2 25 16
63 43 2 27 16
63 44 2 29 14
63 45 3 33 12
63 46 2 33 12
63 47 2 35 12
63 48 3 39 9
63 49 4 43 8
63 50 3 43 8
63 51 3 45 8
63 52 2 45 8
63 53 3 49 6
63 54 3 51 5
63 55 5 57 3
64 32 1 2 42
64 33 1 4 33
64 34 1 6 32
64 35 2 10 28
64 36 2 12 25
64 37 2 14 24
64 38 2 16 24
64 39 2 18 22
64 40 2 20 19
64 41 2 22 18
64 42 2 24 16
64 43 2 26 16
64 44 2 28 16
64 45 2 30 14
64 46 3 34 12
64 47 2 34 12
64 48 2 36 12
64 49 3 40 9
64 50 4 44 8
64 51 3 44 8
64 52 3 46 8
64 53 2 46 8
64 54 3 50 6
64 55 3 52 5
n t r s d
65 32 1 1 65
65 33 1 3 36
65 34 1 5 32
65 35 1 7 32
65 36 2 11 27
65 37 2 13 25
65 38 2 15 24
65 39 2 17 23
65 40 2 19 20
65 41 2 21 19
65 42 2 23 18
65 43 2 25 16
65 44 2 27 16
65 45 2 29 15
65 46 2 31 13
65 47 3 35 12
65 48 2 35 12
65 49 2 37 11
65 50 5 45 8
65 51 4 45 8
65 52 3 45 8
65 53 3 47 7
65 54 4 51 6
65 55 3 51 6
65 56 3 53 5
66 33 1 2 44
66 34 1 4 34
66 35 1 6 32
66 36 2 10 28
66 37 2 12 26
66 38 2 14 24
66 39 2 16 24
66 40 2 18 23
66 41 2 20 20
66 42 2 22 18
66 43 2 24 18
66 44 2 26 16
66 45 2 28 16
66 46 2 30 15
66 47 2 32 13
66 48 3 36 12
66 49 2 36 12
66 50 2 38 11
66 51 5 46 8
66 52 4 46 8
66 53 3 46 8
66 54 3 48 7
66 55 4 52 6
66 56 3 52 6
66 57 5 58 4
67 33 1 1 67
67 34 1 3 38
67 35 1 5 33
67 36 1 7 32
67 37 2 11 28
67 38 2 13 26
67 39 2 15 24
67 40 2 17 24
67 41 2 19 20
67 42 2 21 20
67 43 2 23 18
67 44 2 25 16
67 45 2 27 16
67 46 2 29 16
67 47 2 31 15
67 48 2 33 13
67 49 3 37 12
67 50 2 37 12
67 51 2 39 11
67 52 5 47 8
67 53 4 47 8
67 54 3 47 8
67 55 3 49 7
67 56 4 53 6
67 57 3 53 6
67 58 5 59 4
68 34 1 2 45
68 35 1 4 36
68 36 2 8 32
68 37 1 8 32
68 38 2 12 28
n t r s d
68 39 2 14 25
68 40 2 16 24
68 41 2 18 24
68 42 2 20 20
68 43 2 22 20
68 44 2 24 18
68 45 2 26 16
68 46 2 28 16
68 47 2 30 16
68 48 2 32 15
68 49 2 34 13
68 50 3 38 12
68 51 2 38 12
68 52 2 40 11
68 53 5 48 8
68 54 4 48 8
68 55 3 48 8
68 56 3 50 7
68 57 4 54 6
68 58 3 54 6
68 59 5 60 4
69 34 1 1 69
69 35 1 3 39
69 36 1 5 34
69 37 2 9 31
69 38 2 11 29
69 39 2 13 27
69 40 2 15 25
69 41 2 17 24
69 42 2 19 22
69 43 2 21 20
69 44 2 23 20
69 45 2 25 18
69 46 2 27 16
69 47 2 29 16
69 48 2 31 16
69 49 2 33 15
69 50 2 35 13
69 51 3 39 12
69 52 2 39 12
69 53 2 41 11
69 54 5 49 8
69 55 4 49 8
69 56 3 49 8
69 57 5 55 6
69 58 4 55 6
69 59 3 55 6
69 60 5 61 4
70 35 1 2 46
70 36 1 4 36
70 37 1 6 34
70 38 2 10 31
70 39 2 12 28
70 40 2 14 26
70 41 2 16 25
70 42 2 18 24
70 43 2 20 21
70 44 2 22 20
70 45 2 24 20
70 46 2 26 18
70 47 2 28 16
70 48 2 30 16
70 49 2 32 16
70 50 2 34 15
70 51 2 36 13
70 52 3 40 12
70 53 2 40 12
70 54 3 44 10
70 55 5 50 8
70 56 4 50 8
70 57 3 50 8
70 58 5 56 6
70 59 4 56 6
70 60 3 56 6
70 61 5 62 4
71 35 1 1 71
71 36 1 3 40
71 37 1 5 36
71 38 1 7 34
71 39 2 11 31
71 40 2 13 28
n t r s d
71 41 2 15 26
71 42 2 17 24
71 43 2 19 23
71 44 2 21 21
71 45 2 23 20
71 46 2 25 20
71 47 2 27 18
71 48 2 29 16
71 49 2 31 16
71 50 2 33 16
71 51 2 35 15
71 52 3 39 12
71 53 3 41 12
71 54 2 41 12
71 55 3 45 10
71 56 5 51 8
71 57 4 51 8
71 58 3 51 8
71 59 5 57 6
71 60 4 57 6
71 61 3 57 6
71 62 5 63 4
72 36 1 2 48
72 37 1 4 38
72 38 1 6 35
72 39 2 10 32
72 40 2 12 30
72 41 2 14 28
72 42 2 16 26
72 43 2 18 24
72 44 2 20 22
72 45 2 22 20
72 46 2 24 20
72 47 2 26 20
72 48 2 28 18
72 49 2 30 16
72 50 2 32 16
72 51 2 34 16
72 52 2 36 15
72 53 3 40 12
72 54 3 42 12
72 55 2 42 12
72 56 3 46 10
72 57 5 52 8
72 58 4 52 8
72 59 3 52 8
72 60 5 58 6
72 61 4 58 6
72 62 3 58 6
72 63 5 64 4
73 36 1 1 73
73 37 1 3 41
73 38 1 5 36
73 39 2 9 32
73 40 2 11 32
73 41 2 13 29
73 42 2 15 28
73 43 2 17 26
73 44 2 19 24
73 45 2 21 22
73 46 2 23 20
73 47 2 25 20
73 48 2 27 20
73 49 2 29 17
73 50 2 31 16
73 51 2 33 16
73 52 2 35 16
73 53 2 37 14
73 54 3 41 12
73 55 4 45 10
73 56 3 45 10
73 57 3 47 10
73 58 5 53 8
73 59 4 53 8
73 60 3 53 8
73 61 5 59 6
73 62 4 59 6
73 63 3 59 6
73 64 5 65 4
74 37 1 2 49
74 38 1 4 39
38
n t r s d
74 39 1 6 36
74 40 2 10 32
74 41 2 12 32
74 42 2 14 28
74 43 2 16 28
74 44 2 18 25
74 45 2 20 24
74 46 2 22 22
74 47 2 24 20
74 48 2 26 20
74 49 2 28 18
74 50 2 30 17
74 51 2 32 16
74 52 2 34 16
74 53 2 36 16
74 54 2 38 14
74 55 3 42 12
74 56 4 46 10
74 57 3 46 10
74 58 3 48 9
74 59 5 54 8
74 60 4 54 8
74 61 3 54 8
74 62 5 60 6
74 63 4 60 6
74 64 3 60 6
74 65 5 66 4
75 37 1 1 75
75 38 1 3 42
75 39 1 5 38
75 40 1 7 36
75 41 2 11 32
75 42 2 13 30
75 43 2 15 28
75 44 2 17 26
75 45 2 19 24
75 46 2 21 24
75 47 2 23 22
75 48 2 25 20
75 49 2 27 20
75 50 2 29 18
75 51 2 31 17
75 52 2 33 16
75 53 2 35 16
75 54 3 39 13
75 55 3 41 12
75 56 3 43 12
75 57 4 47 10
75 58 3 47 10
75 59 3 49 9
75 60 5 55 8
75 61 4 55 8
75 62 3 55 8
75 63 5 61 6
75 64 4 61 6
75 65 3 61 6
75 66 5 67 4
76 38 1 2 50
76 39 1 4 40
76 40 1 6 37
76 41 2 10 32
76 42 2 12 32
76 43 2 14 30
76 44 2 16 28
76 45 2 18 26
76 46 2 20 24
76 47 2 22 23
76 48 2 24 21
76 49 2 26 20
76 50 2 28 20
76 51 2 30 18
76 52 2 32 17
76 53 2 34 16
76 54 2 36 16
76 55 4 42 12
76 56 3 42 12
76 57 3 44 11
76 58 4 48 10
76 59 3 48 10
76 60 3 50 9
76 61 5 56 8
n t r s d
76 62 4 56 8
76 63 3 56 8
76 64 5 62 6
76 65 4 62 6
76 66 3 62 6
76 67 5 68 4
77 38 1 1 77
77 39 1 3 44
77 40 1 5 39
77 41 2 9 34
77 42 2 11 32
77 43 2 13 32
77 44 2 15 29
77 45 2 17 28
77 46 2 19 24
77 47 2 21 24
77 48 2 23 23
77 49 2 25 21
77 50 2 27 20
77 51 2 29 18
77 52 2 31 18
77 53 2 33 17
77 54 2 35 16
77 55 2 37 16
77 56 4 43 12
77 57 3 43 12
77 58 3 45 11
77 59 4 49 10
77 60 3 49 10
77 61 3 51 9
77 62 5 57 8
77 63 4 57 8
77 64 3 57 8
77 65 5 63 6
77 66 4 63 6
77 67 3 63 6
77 68 5 69 4
78 39 1 2 52
78 40 1 4 40
78 41 1 6 38
78 42 2 10 34
78 43 2 12 32
78 44 2 14 31
78 45 2 16 29
78 46 2 18 27
78 47 2 20 24
78 48 2 22 24
78 49 2 24 22
78 50 2 26 20
78 51 2 28 20
78 52 2 30 18
78 53 2 32 18
78 54 2 34 17
78 55 2 36 16
78 56 2 38 16
78 57 4 44 12
78 58 3 44 12
78 59 3 46 11
78 60 4 50 10
78 61 3 50 10
78 62 6 58 8
78 63 5 58 8
78 64 4 58 8
78 65 3 58 8
78 66 5 64 6
78 67 4 64 6
78 68 3 64 6
78 69 5 70 4
79 39 1 1 79
79 40 1 3 44
79 41 1 5 40
79 42 1 7 38
79 43 2 11 33
79 44 2 13 32
79 45 2 15 31
79 46 2 17 28
79 47 2 19 26
79 48 2 21 24
79 49 2 23 24
79 50 2 25 22
79 51 2 27 20
n t r s d
79 52 2 29 20
79 53 2 31 18
79 54 2 33 18
79 55 2 35 17
79 56 2 37 16
79 57 2 39 16
79 58 4 45 12
79 59 3 45 12
79 60 4 49 10
79 61 4 51 10
79 62 3 51 10
79 63 6 59 8
79 64 5 59 8
79 65 4 59 8
79 66 3 59 8
79 67 5 65 6
79 68 4 65 6
79 69 3 65 6
79 70 5 71 4
80 40 1 2 53
80 41 1 4 42
80 42 1 6 40
80 43 2 10 35
80 44 2 12 32
80 45 2 14 32
80 46 2 16 30
80 47 2 18 28
80 48 2 20 25
80 49 2 22 24
80 50 2 24 24
80 51 2 26 22
80 52 2 28 20
80 53 2 30 20
80 54 2 32 18
80 55 2 34 18
80 56 2 36 17
80 57 2 38 16
80 58 2 40 16
80 59 4 46 12
80 60 3 46 12
80 61 4 50 10
80 62 4 52 10
80 63 3 52 10
80 64 6 60 8
80 65 5 60 8
80 66 4 60 8
80 67 3 60 8
80 68 5 66 6
80 69 4 66 6
80 70 3 66 6
80 71 5 72 4
81 40 1 1 81
81 41 1 3 46
81 42 1 5 40
81 43 1 7 39
81 44 2 11 34
81 45 2 13 32
81 46 2 15 32
81 47 2 17 28
81 48 2 19 26
81 49 2 21 24
81 50 2 23 24
81 51 2 25 24
81 52 2 27 22
81 53 2 29 20
81 54 2 31 20
81 55 2 33 18
81 56 2 35 18
81 57 2 37 17
81 58 2 39 16
81 59 4 45 12
81 60 4 47 12
81 61 3 47 12
81 62 4 51 10
81 63 4 53 10
81 64 3 53 10
81 65 6 61 8
81 66 5 61 8
81 67 4 61 8
81 68 3 61 8
81 69 5 67 6
n t r s d
81 70 4 67 6
81 71 3 67 6
81 72 5 73 4
82 41 1 2 54
82 42 1 4 43
82 43 1 6 40
82 44 2 10 36
82 45 2 12 33
82 46 2 14 32
82 47 2 16 32
82 48 2 18 28
82 49 2 20 26
82 50 2 22 24
82 51 2 24 24
82 52 2 26 23
82 53 2 28 21
82 54 2 30 20
82 55 2 32 19
82 56 2 34 18
82 57 2 36 18
82 58 2 38 17
82 59 2 40 16
82 60 4 46 12
82 61 4 48 12
82 62 3 48 12
82 63 4 52 10
82 64 4 54 10
82 65 3 54 10
82 66 6 62 8
82 67 5 62 8
82 68 4 62 8
82 69 3 62 8
82 70 5 68 6
82 71 4 68 6
82 72 3 68 6
82 73 5 74 4
83 41 1 1 83
83 42 1 3 47
83 43 1 5 42
83 44 1 7 40
83 45 2 11 36
83 46 2 13 32
83 47 2 15 32
83 48 2 17 29
83 49 2 19 28
83 50 2 21 26
83 51 2 23 24
83 52 2 25 24
83 53 2 27 23
83 54 2 29 21
83 55 2 31 20
83 56 2 33 19
83 57 2 35 18
83 58 2 37 18
83 59 2 39 17
83 60 3 43 14
83 61 4 47 12
83 62 4 49 12
83 63 3 49 12
83 64 4 53 10
83 65 4 55 10
83 66 3 55 10
83 67 6 63 8
83 68 5 63 8
83 69 4 63 8
83 70 3 63 8
83 71 5 69 5
83 72 7 75 4
83 73 6 75 4
83 74 5 75 4
84 42 1 2 56
84 43 1 4 44
84 44 1 6 41
84 45 1 8 40
84 46 2 12 35
84 47 2 14 32
84 48 2 16 32
84 49 2 18 28
84 50 2 20 28
84 51 2 22 25
84 52 2 24 24
n t r s d
84 53 2 26 24
84 54 2 28 22
84 55 2 30 20
84 56 2 32 20
84 57 2 34 19
84 58 2 36 18
84 59 2 38 18
84 60 2 40 17
84 61 3 44 14
84 62 4 48 12
84 63 4 50 12
84 64 3 50 12
84 65 4 54 10
84 66 4 56 10
84 67 3 56 10
84 68 6 64 8
84 69 5 64 8
84 70 4 64 8
84 71 3 64 8
84 72 5 70 5
84 73 7 76 4
84 74 6 76 4
84 75 5 76 4
85 42 1 1 85
85 43 1 3 48
85 44 1 5 43
85 45 2 9 39
85 46 2 11 36
85 47 2 13 34
85 48 2 15 32
85 49 2 17 31
85 50 2 19 28
85 51 2 21 28
85 52 2 23 24
85 53 2 25 24
85 54 2 27 24
85 55 2 29 22
85 56 2 31 20
85 57 2 33 20
85 58 2 35 19
85 59 2 37 18
85 60 2 39 18
85 61 2 41 17
85 62 3 45 14
85 63 4 49 12
85 64 4 51 12
85 65 3 51 12
85 66 4 55 10
85 67 4 57 10
85 68 3 57 10
85 69 6 65 8
85 70 5 65 8
85 71 4 65 8
85 72 3 65 8
85 73 5 71 5
85 74 7 77 4
85 75 6 77 4
85 76 5 77 4
86 43 1 2 57
86 44 1 4 45
86 45 1 6 42
86 46 2 10 39
86 47 2 12 36
86 48 2 14 33
86 49 2 16 32
86 50 2 18 29
86 51 2 20 28
86 52 2 22 26
86 53 2 24 24
86 54 2 26 24
86 55 2 28 24
86 56 2 30 22
86 57 2 32 20
86 58 2 34 20
86 59 2 36 19
86 60 2 38 18
86 61 2 40 18
86 62 2 42 17
86 63 3 46 14
86 64 4 50 12
86 65 4 52 12
n t r s d
86 66 3 52 12
86 67 4 56 10
86 68 4 58 10
86 69 3 58 10
86 70 6 66 8
86 71 5 66 8
86 72 4 66 8
86 73 3 66 8
86 74 5 72 5
86 75 7 78 4
86 76 6 78 4
86 77 5 78 4
87 43 1 1 87
87 44 1 3 49
87 45 1 5 44
87 46 1 7 42
87 47 2 11 38
87 48 2 13 35
87 49 2 15 33
87 50 2 17 32
87 51 2 19 28
87 52 2 21 28
87 53 2 23 26
87 54 2 25 24
87 55 2 27 24
87 56 2 29 24
87 57 2 31 22
87 58 2 33 20
87 59 2 35 20
87 60 3 39 18
87 61 2 39 18
87 62 2 41 18
87 63 2 43 17
87 64 3 47 14
87 65 4 51 12
87 66 4 53 12
87 67 3 53 12
87 68 4 57 10
87 69 4 59 10
87 70 3 59 10
87 71 6 67 8
87 72 5 67 8
87 73 4 67 8
87 74 3 67 8
87 75 5 73 5
87 76 7 79 4
87 77 6 79 4
87 78 5 79 4
88 44 1 2 58
88 45 1 4 46
88 46 1 6 44
88 47 2 10 40
88 48 2 12 37
88 49 2 14 34
88 50 2 16 32
88 51 2 18 30
88 52 2 20 28
88 53 2 22 28
88 54 2 24 25
88 55 2 26 24
88 56 2 28 24
88 57 2 30 23
88 58 3 34 20
88 59 2 34 20
88 60 2 36 20
88 61 3 40 18
88 62 2 40 18
88 63 2 42 18
88 64 2 44 17
88 65 3 48 14
88 66 4 52 12
88 67 4 54 12
88 68 3 54 12
88 69 4 58 10
88 70 4 60 10
88 71 3 60 10
88 72 6 68 8
88 73 5 68 8
88 74 4 68 8
88 75 3 68 8
88 76 5 74 5
39
n t r s d
88 77 7 80 4
88 78 6 80 4
88 79 5 80 4
89 44 1 1 89
89 45 1 3 50
89 46 1 5 45
89 47 1 7 43
89 48 2 11 40
89 49 2 13 36
89 50 2 15 34
89 51 2 17 32
89 52 2 19 30
89 53 2 21 28
89 54 2 23 28
89 55 2 25 25
89 56 2 27 24
89 57 2 29 24
89 58 2 31 23
89 59 3 35 20
89 60 2 35 20
89 61 2 37 20
89 62 3 41 18
89 63 2 41 18
89 64 2 43 18
89 65 2 45 17
89 66 3 49 14
89 67 4 53 12
89 68 4 55 12
89 69 3 55 12
89 70 4 59 10
89 71 4 61 10
89 72 3 61 10
89 73 6 69 8
89 74 5 69 8
89 75 4 69 8
89 76 3 69 8
89 77 5 75 5
89 78 7 81 4
89 79 6 81 4
89 80 5 81 4
90 45 1 2 60
90 46 1 4 48
90 47 1 6 44
90 48 2 10 40
90 49 2 12 39
90 50 2 14 36
90 51 2 16 33
90 52 2 18 32
90 53 2 20 30
90 54 2 22 28
90 55 2 24 26
90 56 2 26 24
90 57 2 28 24
90 58 2 30 24
90 59 2 32 22
90 60 3 36 20
90 61 2 36 20
90 62 2 38 20
90 63 3 42 18
90 64 2 42 18
90 65 2 44 18
90 66 3 48 14
90 67 3 50 14
90 68 4 54 12
90 69 4 56 12
90 70 3 56 12
90 71 4 60 10
90 72 4 62 10
90 73 3 62 10
90 74 6 70 7
90 75 7 74 6
90 76 6 74 6
90 77 5 74 6
90 78 5 76 5
90 79 7 82 4
90 80 6 82 4
90 81 5 82 4
91 45 1 1 91
91 46 1 3 52
91 47 1 5 46
91 48 1 7 44
n t r s d
91 49 2 11 40
91 50 2 13 37
91 51 2 15 36
91 52 2 17 32
91 53 2 19 31
91 54 2 21 29
91 55 2 23 28
91 56 2 25 26
91 57 2 27 24
91 58 2 29 24
91 59 2 31 24
91 60 2 33 22
91 61 3 37 20
91 62 2 37 20
91 63 2 39 20
91 64 3 43 18
91 65 2 43 18
91 66 2 45 18
91 67 3 49 14
91 68 3 51 14
91 69 4 55 12
91 70 4 57 11
91 71 5 61 10
91 72 4 61 10
91 73 4 63 10
91 74 3 63 10
91 75 6 71 7
91 76 7 75 6
91 77 6 75 6
91 78 5 75 6
91 79 5 77 5
91 80 7 83 4
91 81 6 83 4
91 82 5 83 4
92 46 1 2 61
92 47 1 4 48
92 48 1 6 46
92 49 1 8 44
92 50 2 12 40
92 51 2 14 36
92 52 2 16 34
92 53 2 18 32
92 54 2 20 31
92 55 2 22 29
92 56 2 24 26
92 57 2 26 25
92 58 2 28 24
92 59 2 30 24
92 60 2 32 22
92 61 3 36 20
92 62 3 38 20
92 63 2 38 20
92 64 2 40 20
92 65 3 44 18
92 66 2 44 18
92 67 4 50 14
92 68 3 50 14
92 69 3 52 13
92 70 4 56 12
92 71 4 58 11
92 72 5 62 10
92 73 4 62 10
92 74 4 64 10
92 75 3 64 10
92 76 6 72 7
92 77 7 76 6
92 78 6 76 6
92 79 5 76 6
92 80 5 78 5
92 81 7 84 4
92 82 6 84 4
92 83 5 84 4
93 46 1 1 93
93 47 1 3 52
93 48 1 5 48
93 49 1 7 46
93 50 2 11 40
93 51 2 13 38
93 52 2 15 36
93 53 2 17 34
93 54 2 19 32
n t r s d
93 55 2 21 31
93 56 2 23 29
93 57 2 25 26
93 58 2 27 24
93 59 2 29 24
93 60 2 31 24
93 61 2 33 22
93 62 3 37 20
93 63 3 39 20
93 64 2 39 20
93 65 2 41 20
93 66 3 45 18
93 67 2 45 18
93 68 4 51 14
93 69 3 51 14
93 70 3 53 13
93 71 4 57 12
93 72 4 59 11
93 73 5 63 10
93 74 4 63 10
93 75 4 65 10
93 76 3 65 10
93 77 6 73 7
93 78 7 77 6
93 79 6 77 6
93 80 5 77 6
93 81 5 79 5
93 82 7 85 4
93 83 6 85 4
93 84 5 85 4
94 47 1 2 62
94 48 1 4 49
94 49 1 6 47
94 50 2 10 42
94 51 2 12 40
94 52 2 14 37
94 53 2 16 36
94 54 2 18 33
94 55 2 20 32
94 56 2 22 31
94 57 2 24 28
94 58 2 26 26
94 59 2 28 24
94 60 2 30 24
94 61 2 32 23
94 62 3 36 20
94 63 3 38 20
94 64 3 40 20
94 65 2 40 20
94 66 2 42 20
94 67 3 46 16
94 68 3 48 15
94 69 4 52 14
94 70 3 52 14
94 71 3 54 13
94 72 4 58 12
94 73 4 60 11
94 74 5 64 10
94 75 4 64 10
94 76 4 66 10
94 77 3 66 10
94 78 6 74 7
94 79 7 78 6
94 80 6 78 6
94 81 5 78 6
94 82 5 80 5
94 83 7 86 4
94 84 6 86 4
94 85 5 86 4
95 47 1 1 95
95 48 1 3 54
95 49 1 5 48
95 50 1 7 47
95 51 2 11 41
95 52 2 13 40
95 53 2 15 37
95 54 2 17 35
95 55 2 19 32
95 56 2 21 32
95 57 2 23 31
95 58 2 25 28
n t r s d
95 59 2 27 26
95 60 2 29 24
95 61 2 31 24
95 62 2 33 23
95 63 3 37 20
95 64 3 39 20
95 65 3 41 20
95 66 2 41 20
95 67 2 43 20
95 68 3 47 16
95 69 3 49 15
95 70 4 53 14
95 71 3 53 14
95 72 5 59 12
95 73 4 59 12
95 74 4 61 11
95 75 5 65 10
95 76 4 65 10
95 77 4 67 10
95 78 3 67 10
95 79 6 75 7
95 80 7 79 6
95 81 6 79 6
95 82 5 79 6
95 83 5 81 5
95 84 7 87 4
95 85 6 87 4
95 86 5 87 4
96 48 1 2 64
96 49 1 4 50
96 50 1 6 48
96 51 1 8 46
96 52 2 12 40
96 53 2 14 38
96 54 2 16 36
96 55 2 18 34
96 56 2 20 32
96 57 2 22 32
96 58 2 24 28
96 59 2 26 26
96 60 2 28 25
96 61 2 30 24
96 62 2 32 24
96 63 3 36 20
96 64 3 38 20
96 65 3 40 20
96 66 3 42 20
96 67 2 42 20
96 68 2 44 20
96 69 3 48 16
96 70 4 52 14
96 71 4 54 14
96 72 3 54 14
96 73 5 60 12
96 74 4 60 12
96 75 4 62 11
96 76 5 66 10
96 77 4 66 10
96 78 4 68 9
96 79 6 74 8
96 80 8 80 6
96 81 7 80 6
96 82 6 80 6
96 83 5 80 6
96 84 5 82 5
96 85 7 88 4
96 86 6 88 4
96 87 5 88 4
97 48 1 1 97
97 49 1 3 55
97 50 1 5 48
97 51 1 7 48
97 52 2 11 42
97 53 2 13 40
97 54 2 15 38
97 55 2 17 36
97 56 2 19 33
97 57 2 21 32
97 58 2 23 32
97 59 2 25 28
97 60 2 27 26
n t r s d
97 61 2 29 25
97 62 2 31 24
97 63 2 33 24
97 64 3 37 20
97 65 3 39 20
97 66 3 41 20
97 67 3 43 20
97 68 2 43 20
97 69 2 45 20
97 70 3 49 16
97 71 4 53 14
97 72 4 55 14
97 73 3 55 14
97 74 5 61 12
97 75 4 61 12
97 76 4 63 11
97 77 5 67 10
97 78 4 67 10
97 79 4 69 9
97 80 6 75 8
97 81 8 81 6
97 82 7 81 6
97 83 6 81 6
97 84 5 81 6
97 85 5 83 5
97 86 7 89 4
97 87 6 89 4
97 88 5 89 4
98 49 1 2 65
98 50 1 4 52
98 51 1 6 48
98 52 1 8 47
98 53 2 12 41
98 54 2 14 40
98 55 2 16 36
98 56 2 18 35
98 57 2 20 33
98 58 2 22 32
98 59 2 24 30
98 60 2 26 28
98 61 2 28 26
98 62 2 30 25
98 63 2 32 24
98 64 2 34 24
98 65 3 38 20
98 66 3 40 20
98 67 3 42 20
98 68 3 44 20
98 69 2 44 20
98 70 2 46 20
98 71 3 50 16
98 72 4 54 14
98 73 4 56 14
98 74 3 56 14
98 75 5 62 12
98 76 4 62 12
98 77 4 64 11
98 78 5 68 10
98 79 4 68 10
98 80 4 70 9
98 81 6 76 8
98 82 8 82 6
98 83 7 82 6
98 84 6 82 6
98 85 5 82 6
98 86 5 84 5
98 87 7 90 4
98 88 6 90 4
98 89 5 90 4
99 49 1 1 99
99 50 1 3 56
99 51 1 5 50
99 52 1 7 48
99 53 2 11 44
99 54 2 13 40
99 55 2 15 40
99 56 2 17 36
99 57 2 19 34
99 58 2 21 32
99 59 2 23 32
99 60 2 25 30
n t r s d
99 61 2 27 27
99 62 2 29 26
99 63 2 31 25
99 64 2 33 24
99 65 2 35 24
99 66 3 39 20
99 67 3 41 20
99 68 3 43 20
99 69 3 45 20
99 70 2 45 20
99 71 2 47 20
99 72 3 51 16
99 73 4 55 14
99 74 4 57 14
99 75 3 57 14
99 76 5 63 12
99 77 4 63 12
99 78 4 65 11
99 79 5 69 10
99 80 4 69 10
99 81 4 71 9
99 82 6 77 8
99 83 8 83 6
99 84 7 83 6
99 85 6 83 6
99 86 5 83 6
99 87 5 85 5
99 88 7 91 4
99 89 6 91 4
99 90 5 91 4
100 50 1 2 66
100 51 1 4 52
100 52 1 6 49
100 53 1 8 48
100 54 2 12 42
100 55 2 14 40
100 56 2 16 38
100 57 2 18 36
100 58 2 20 34
100 59 2 22 32
100 60 2 24 32
100 61 2 26 30
100 62 2 28 27
100 63 2 30 26
100 64 2 32 25
100 65 2 34 24
100 66 2 36 23
100 67 3 40 20
100 68 3 42 20
100 69 3 44 20
100 70 3 46 20
100 71 2 46 20
100 72 2 48 20
100 73 3 52 16
100 74 4 56 14
100 75 4 58 14
100 76 3 58 14
100 77 5 64 12
100 78 4 64 12
100 79 4 66 11
100 80 5 70 10
100 81 4 70 10
100 82 4 72 9
100 83 6 78 8
100 84 8 84 6
100 85 7 84 6
100 86 6 84 6
100 87 5 84 6
100 88 5 86 5
100 89 7 92 4
100 90 6 92 4
100 91 5 92 4
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