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RESUME
Une étude en deux parties du mécanisme des vibrations induites
par effet de couronne des conducteurs à haute tension est présentée
dans ce travail.
Dans la première partie, approche physique, nous avons fait un
calcul de la force de réaction due au vent électrique agissant sur une
pointe. Il a permis de démontrer que cette force est négligeable com-
parativement à la force totale produisant les vibrations. Nous avons
démontré qu'un conducteur H.T., suspendu par des ressorts au-dessus
d'une plaque métallique, vibre lorsqu'une charge d'esj>ace intermittente
est injectée entre le conducteur H.T. et la plaque reliée à la terre. Ceci
démontre le rôle important de la charge d'espace dans le mécanisme
des vibrations induites par effet de couronne, et la nécessité d'étudier
numériquement les forces d'interaction électrostatiques entre la charge
d'espace et le système conducteur-gouttes.
Dans la seconde partie, approche numérique, nous avons utilisé
une méthode combinée qui est basée sur les méthodes de simulation de
charges de surface et des éléments finis de frontière, afin de déterminer
l'influence de la charge d'espace sur le champ électrique à l'extrémité
d'une pointe simulant une goutte d'eau suspendue. Nous avons cons-
taté que la présence de la cliarge d'espace occasionne une baisse con-
sidérable du champ électrique à l'extrémité de la pointe. La diminution
périodique du champ électrique cause par conséciuent une force inter-
mittente qui entraîne les vibrations. L'approche numérique utilisée a
également démontré la possibilité de calculer la force répulsive d'origine
électrostatique agissant entre la charge d'espace et la pointe.
Michel Privé
Etudiant
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CHAPITRE PREMIER
INTRODUCTION
Une des conséquences inévitables du transport d'énergie électrique
en haute tension est l'apparition de l'effet de couronne. Les propriétés
de l'effet de couronne ont été étudiées par certains chercheurs^1"3),
et sont utilisées dans quelques applications (4\ Toutefois, il exis-
te quelques aspects indésirables de l'effet de couronne, tels que les
per tes^ et les interférences radiophoniques ^6''^ et télévisuelles^. Ces
aspects ont été suffisamment étudiés dans le passé. Par contre, les vi-
brations induites par effet de couronne ainsi que leur mécanisme ne
semblent pas avoir reçu autant d'attention.
D'après une série d'observations, et d'après les résultats obtenus
par certains chercheurs^9"14*, il a été constaté que, lors de la pluie
e^t sous certaines conditions, les conducteurs de lignes de transport
d'énergie électrique vibrent avec la fréquence naturelle de la portée
des conducteurs. Ces vibrations, appelées vibrations induites par effet
de couronne, ont une amplitude de l'ordre de 10 cm. Ces vibrations
pourraient causer des incidents dus à la fatigue du matériel (comme les
conducteurs, les pinces de fixation, etc.). Afin de pouvoir minimiser
ou éliminer ces vibrations, il est nécessaire d'en connaitre l'origine
ainsi que les conditions favorisant le démarrage. La connaissance du
mécanisme des vibrations est donc un élément de solution important.
C'est pour cette raison qu'un groupe de chercheurs de l'Université du
Québec à Chicoutimi (UQAC) s'est préoccupé essentiellement de cet
aspect du problème.
1.1 FORCES INDUITES PAR EFFET DE COURONNE ET MÉCANISME
DES VIBRATIONS
Les vibrations induites par effet de couronne des conducteurs des
lignes de transmission à haute tension (H.T.) sont connues depuis
1932'9'. Depuis ce temps, plusieurs observations ainsi que des études
expérimentales et théoriques ont été réalisées^10"21). Depuis quelques
années, des travaux sont en cours au sein du Groupe de recherche de
1' ingénierie de l'environnement atmosphérique (GRIEA) de l'UQAC,
dans le but de déterminer le mécanisme des vibrations induites par
effet de couronne des conducteurs H.T. sous la pluie^15"21). Plusieurs
hypothèses sur l'origine de la force ont été avancées, les principales
étant:
- la force réactive due à l'éjection de gouttelettes d'eau du conduc-
teur (15);
- la force répulsive d'origine électrostatique agissant entre les gout-
tes éjectées et le conducteur^13'15-*;
- la force réactive due au vent électrique^15);
- l'effet d'écran des charges d'espace produites par les gouttes d'eau
suspendues (18-21).
Il a été démontré que la force réactive due à l'éjection de gout-
telettes d'eau ainsi que la force répulsive d'origine électrostatique
sont négligeables comparativement à la force totale produisant les
vibrations^18'20'21). Ainsi, le mécanisme proposé tenait compte exclu-
sivement de l'effet d'écran des charges d'espace. Le mécanisme proposé
peut être résumé comme suit *18^:
"Sous des conditions de pluie, des gouttes d'eau suspendues se
forment sous le conducteur. Sans tension appliquée, ces gouttes d'eau
ont une forme hémisphérique. Quand la haute tension est appliquée au
conducteur, les gouttes d'eau suspendues s'allongent et prennent une
forme conique. La formation des cônes est le résultat de l'interaction
entre les forces dues au champ électrique à la surface du conduc-
teur, à la tension de surface et à la gravité. Dû à l'augmentation
du champ électrique à la pointe des cônes, les décharges de couronne
apparaissent, et conséquemment, les charges d'espace autour des gout-
tes d'eau suspendues augmentent. La présence d'une charge d'espace
a pour effet de diminuer le champ électrique à la pointe des gouttes
d'eau suspendues; autrement dit, la charge d'espace a un rôle d'écran
entre le système conducteur-gouttes et son image. Les forces d'origine
électrostatique dirigées verticalement vers le haut sont appliquées et
le conducteur se déplace dans le même sens. Lorsqu'une goutte at-
teint une taille critique, l'instabilité apparaît et des gouttelettes d'eau
sont éjectées. Les gouttes d'eau restantes perdent leur forme conique;
l'activité de décharge devient très faible et les charges d'espace dimi-
nuent. Par conséquent, la force attractive entre le conducteur et la
terre devient importante et le conducteur redescend. Sous la pluie, les
gouttes d'eau suspendues reprennent une forme conique; la quantité
de charges d'espace augmente à nouveau et le processus est répété.
Après le démarrage du mouvement, le conducteur est soumis à une
accélération dirigée tantôt vers le bas, tantôt vers le haut. L'élongation
des gouttes d' eau devient synchronisée avec le mouvement du condu-
cteur. Les vibrations sont ainsi maintenues."
Dans le mécanisme proposé, la contribution du vent électrique est
considérée comme négligeable comparativement à l'effet d'écran des
charges d'espace. Mais, aucun ordre de grandeur de la force réactive
due au vent électrique n'a été donné.
1.2 DISTRIBUTION DU CHAMP ÉLECTRIQUE
La présence intermittente des charges d'espace et du vent électri-
que en-dessous des gouttes d'eau suspendues aux conducteurs semble
être la principale cause de l'apparition des vibrations induites par effet
de couronne. La quantité de charges d'espace et la vitesse du vent
électrique sont directement reliées à la valeur du champ électrique à
la pointe des gouttes d'eau. L'étude des vibrations induites par effet
de couronne demande donc l'évaluation de la distribution du champ
électrique à proximité des gouttes d'eau suspendues au conducteur.
Il s'avère difficile de déterminer expérimentalement la grandeur du
champ électrique créé dans une configuration géométrique présentant
une pointe, puisque tout appareil ou sonde de mesure introduit dans
le montage aurait pour conséquence de modifier la distribution du
champ. De plus, l'utilisation d'une pointe est un réel obstacle dans
l'étude analytique de ces phénomènes parce que le calcul du champ
devient alors difficile. Le calcul du champ requiert en général la so-
lution d' équations différentielles couplées et non linéaires qu'on peut
cependant réduire par des hypothèses simplificatrices à des équations
de Laplace et de Poisson avec satisfaction des conditions appropriées
aux frontières. Cela peut être fait par des méthodes numériques ou
analytiques. Dans plusieurs cas, la géométrie des systèmes physiques
étant trop complexe, la solution analytique est difficile, si non impos-
sible. Alors, pour surmonter cette difficulté, les méthodes numériques
doivent être employées. Les méthodes numériques communément em-
ployées dans des applications pratiques en ingénierie sont normalement
basées sur des formulations différentielles ou intégrales des problèmes
aux limites d'intérêt, et comprennent la méthode des différences finies,
la méthode des équations intégrales de frontière et la méthode des
éléments finis.
Quelques articles traitant de la solution de l'équation de Laplace
par la technique de différences finies ont été publiés* 22<23). Cette
méthode a permis d'obtenir quelques informations sur la distribution
du champ électrique à proximité d'une pointe (le rayon du bout de
la pointe est de 3 f-iin) dans un système pointe-plan en présence d'une
charge d'espace, pour différentes densités de charge et une tension cons-
tante de 40 kv*22). La charge d'espace est située dans une région cylin-
drique (10 /.mi de rayon) autour de la pointe. Les résultats obtenus
dans cette référence se résument ainsi:
- l'intensité du champ électrique au bout de la pointe diminue
lorsque la densité de charge augmente;
- la valeur du champ électrique au voisinage de la pointe est
maximum à la frontière de la charge d'espace;
- la densité de charge d'espace influence fortement l'intensité du
champ électrique au point où le champ est maximum, c'est-
à-dire à la frontière de la charge d'espace et au bout de la
pointe.
Ces résultats indiquent clairement que la charge d'espace crée un
effet d'écran entre la pointe et la terre.
Une autre approche possible est la méthode de simulation de
charges (MSC). Cette technique est basée sur la résolution des
équations intégrales correspondant aux équations de Laplace et de
Poisson, en employant des charges discrètes, ou en divisant la sur-
face de l'électrode en petites surfaces de charge (24~28). La méthode
basée sur le concept des charges discrétisées a été utilisée avec succès
pour la détermination du champ électrique pour quelques configu-
rations d'électrodes. Cette méthode est très simple et est applica-
ble à des systèmes incluant un ou plusieurs corps avec une densité
de charge homogène. Certains auteurs(25'26)j e n utilisant cette tech-
nique, ont modélisé la distribution des charges à la surface d'une tige
(dans le système tige-plan représenté à la figure 1.1) par un point de
charge localisé au centre de la pointe hémisphérique et des lignes de
charges axiales semi-infinies, pour simuler respectivement une pointe
hémisphérique et une tige cylindrique. L'erreur du calcul du potentiel
électrique pour cette configuration est fonction de la distance pointe-
plan G et du rayon de courbure R du bout hémisphérique de la tige.
Elle augmente substantiellement pour des rapports G/R inférieurs à
50%. Pour un rapport G/R égal à 10, cette erreur est de l'ordre de
3%(26). L'erreur sur le potentiel peut être considérablement réduite en
employant un système d'équations linéaires introduit par Singer^24-*.
La méthode des éléments finis a également été employée pour
l'étude du champ électrique^29"31^. Une approche numérique basée
sur la méthode des éléments finis classique a été présentée par Gak-
8waya et Farzaneli ^29^. Selon ces auteurs, une telle approche pour
l'étude des vibrations induites par effet de couronne n'avait pas en-
core été employée. Dans cette approche, une goutte d'eau est simulée
par une pointe métallique fixée à la surface inférieure d'un conducteur.
Ce dernier est placé au centre d'une cage cylindrique reliée à la terre.
On suppose que la charge d'espace se forme dans un espace sphérique
(r=0.02 cm) situé à proximité du bout de la pointe. Les dimensions
géométriques sont égales à celles du montage utilisé par Farzaiieh pen-
dant ses travaux de recherche^8'20*21). Pour simplifier le calcul, le
champ électrique est évalué entre l'extrémité de la pointe et la charge
d'espace dans un système de coordonnées bidimensionnel. Cependant,
cette méthode ne permet pas de déterminer la force répulsive entre
la charge d'espace et la pointe. Les résultats se résument ainsi: la
présence de la charge d'espace diminue l'intensité du champ électrique
à l'extrémité de la pointe. Selon les auteurs, l'apparition intermittente
de ce phénomène serait la cause principale des vibrations induites par
effet de couronne.
Afin d'exploiter les avantages inhérents à l'une ou l'autre des
méthodes numériques citées précédemment, et de déterminer la force
répulsive agissant entre la charge d'espace et la pointe, il est possible
d'employer une méthode combinée^28). C'est cette dernière approche
qui est d'ailleurs utilisée dans ce travail en utilisant le même modèle
que celui déjà cité^
9G + l
G t | -cœ c
J
Figure 1.1: Système tige-plan^25'
1.3 OBJECTIFS ET MÉTHODOLOGIE
Les objectifs principaux de ce mémoire sont les suivants:
1. Déterminer expérimentalement:
- la force totale produisant les vibrations;
- la force réactive due au vent électrique.
2. Evaluer numériquement:
- la variation du champ électrique au voisinage immédiat de la
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pointe;
- la force électrostatique existant entre la charge d'espace et la
pointe.
C'est ainsi que dans la première partie du travail (chapitre II),
nous présentons une approche physique du problème. Il s'agit, dans
un premier temps, d'évaluer expérimentalement l'ordre de grandeur
de la force totale produisant les vibrations et celle créée par le vent
électrique en simulant les gouttes d'eau par des cônes métalliques.
Ensuite nous démontrons qu'un conducteur H.T., suspendu au-dessus
d'une plaque métallique reliée à la terre, vibre lorsque des charges
d'espace intermittentes sont injectées dans l'espace entre le conducteur
et la plaque. Alors que dans la seconde partie (chapitre III) nous abor-
dons une approche numérique du problème afin d'étudier le rôle de
la charge d'espace dans le mécanisme des vibrations. Une technique
développée à l'aide d'une méthode combinée de simulation de charges
de surface (MSCS)(27> et d'éléments finis de frontière (MEFF)(32>
sera présentée. Cette technique permettra d'évaluer la distribution
du champ électrique au voisinage de la pointe et de calculer la force
agissant entre la pointe métallique et la charge d'espace.
CHAPITRE II
APPROCHE PHYSIQUE
Le mécanisme des vibrations induites par effet de couronne des
conducteurs H.T. proposé par M. Farzaneh et L.C. Phan, cité à la
section 1.1, est basé sur la présence intermittente de la charge d'espace
entre le conducteur et la terre. Bien qu'il soit mentionné par ces auteurs
que l'influence de la force de réaction due au vent électrique est de
moindre importance que celle due à la charge d'espace, l'évaluation
quantitative de chacune de ces forces n'a cependant pas été faite.
Dans ce chapitre, nous tentons tout d'abord d'évaluer l'amplitude
de la force totale produisant les vibrations ainsi que celle de la force
réactive due au vent électrique. Ensuite, nous démontrons expéri-
mentalement qu'un conducteur H.T. peut vibrer lorsque une charge
d'espace intermittente est injectée dans l'espace situé entre celui-ci et
la terre.
2.1 FORCES INDUITES PAR EFFET DE COURONNE
Nous savons, selon les résultats obtenus précédemment^18^, qu'un
conducteur muni de pointes à sa surface inférieure se déplace verticale-
ment vers le haut lorsqu'il est soumis à la haute tension. Connaissant
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le déplacement du conducteur, donc la déformation des ressorts, les
forces agissant sur le conducteur peuvent être calculées.
2.1.1 Montage utilisé pour déterminer la force totale induite
par effet de couronne^18'21)
Pour effectuer les mesures, 65 pointes coniques en aluminium, de
diamètre de base de 6 mm et de hauteur de 20 mm chacune, ont été
fixées à la surface d'un conducteur lisse et creux en aluminium de 3.2
cm de diamètre (figure 2.1). Le conducteur est ensuite suspendu par 2
paires de ressorts dans l'axe d'un cylindre en grillage métallique d'un
mètre de diamètre et de 2 m de long. Les cônes métalliques simulent
les gouttes d'eau suspendues au conducteur pendant la pluie et sont
espacés de 3 cm. Le déplacement vertical du conducteur est mesuré
à l'aide de jauges de contrainte tel que montré sur la figure 2.1. Le
courant de décharge est mesuré à l'aide de la résistance de mesure de
1 kfi placée entre la partie centrale de la cage et la terre.
2.1.2 Résultats expérimentaux
Lorsque le conducteur est soumis à la haute tension (continue ou
alternative), il a été observé qu'il se déplace verticalement vers la partie
supérieure de la cage. La figure 2.2 illustre l'amplitude du déplacement
en fonction des tensions continue ou alternative appliquées au conclue-
13
teur. Le déplacement vertical du conducteur permet de déterminer la
force mise en jeu. Celle-ci est également représentée à la figure 2.2.
Il est possible d'observer à travers ces résultats que l'amplitude de la
force augmente en fonction de la tension appliquée. On peut aussi re-
marquer que pour une tension donnée, l'amplitude de la force la plus
élevée est obtenue en polarité positive.
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Figure 2.1: Montage expérimental utilisé pour déterminer la
force totale induite par effet de couronne^21 )
Sur la figure 2.3, nous avons présenté l'amplitude de la force ex-
ercée sur chaque pointe en fonction de l'intensité du courant de dé-
charge par pointe metalliciue. Nous remarquons que pour une intensité
donnée du courant, l'amplitude de la force est plus grande en polarité
positive.
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Figure 2.3: Amplitude de la force exercée sur une pointe métallique
en fonction du courant de décharge
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2.2 FORCE RÉACTIVE DUE AU VENT ÉLECTRIQUE
2.2.1 Notion de veut électrique
Considérons im système d'électrodes pointe-plan. Lorsqu'on éta-
blit un champ électrique suffisamment élevé entre les électrodes, les
électrons libres se déplacent dans le sens opposé à celui du champ
électrique. Grâce à quelques collisions élastiques entre les électrons et
les molécules du gaz ambiant (air), l'énergie cinétique, et par consé-
quent la vitesse des électrons, augmente. Lorsque l'énergie cinétique
des électrons devient importante, ils peuvent produire des collisions in-
élastiques avec les atomes neutres du gaz, et les ioniser. Les électrons
créés lors de lïonisation acquièrent à leur tour suffisamment d'énergie
pour produire d'autres collisions ionisantes. C'est le processus d'ava-
lanche qui entraîne un accroissement rapide des ions positifs. Dans les
gaz électro-négatifs, les ions négatifs sont également formés par l'atta-
chement entre les électrons et les molécules neutres.
Les ions créés lors de la décharge tendent à migrer vers le sol, mais
au cours de leur déplacement, ils entrent en collision avec des molécules
de gaz. L'énergie transmise aux molécules d'air se transforme non
seulement en chaleur mais aussi en énergie cinétique. De cette énergie
cinétique découle un flux d'air en quelque sorte entraîné visqueusement
par les ions. C'est le vent électrique. Le vent électrique, ainsi créé, peut
17
exercer une certaine force sur la surface des électrodes.
2.2.2 Calcul de la force réactive due au veut électrique
Dans cette partie de notre étude, nous essayons de déterminer la
force agissant sur une pointe métallique à partir des vitesses du vent
électrique déterminées par d'autres chercheurs pour une configuration
pointe-plan. Quelques travaux de recherche ont été effectués dans le but
de mesurer la vitesse du vent^33"39^. Adachi^33^ a déterminé le profil
de vitesse du vent électrique au niveau de l'électrode plane en utilisant
un anémomètre à thermistance. A titre d'exemple, nous présentons un
de ses résultats à la figure 2.4. Lors de ces mesures, la distance pointe-
grille D était de 2 cm, la tension V était à 14 kv en polarité positive et
l'intensité du courant de décharge était de 74 fj,A. On remarque que la
vitesse du vent électrique est maximale sur l'axe de symétrie (0.8 m/s)
et diminue en s'éloignant de celle-ci.
Ballereau^35), en utilisant un système optique d'anémomètrie laser,
a mesuré la vitesse du vent dans un plan situé entre une pointe et une
grille. Il a déterminé aussi la trajectoire des poussières atmosphériques.
Ainsi, on peut observer que les trajectoires des poussières sont conver-
gentes vers l'axe de la pointe. Elle s'orientent, à l'intérieur d'un cône
coaxial au système avec son sommet à la pointe, vers la grille pour
devenir approximativement parallèles à l'axe de la décharge; comme
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schématisé sur la figure 2.5.
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Figure 2.4: Profil de vitesse du vent électrique dans un plan
situé au niveau de l'électrode grille(33)
Figure 2.5: Schéma de l'écoulement d'air entre la pointe
et la terre(35)
La force, nécessaire pour accélérer les ions et ainsi créer le vent,
produit une réaction sur l'électrode pointue. Si le profil du vent est
connu dans un plan horizontal situé entre la pointe et l'électrode plane,
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la loi de conservation de quantité de mouvement permet de calculer la
force de réaction à la pointe. En régime établi et en négligeant les forces
de volume, l'équation de conservation de quantité de mouvement s'écrit
sous la forme suivant e^40^:
J J TdA = J J V(pV • dÂ) (2.1)
se se
—* —•
où T représente les forces de surface, dA un élément de surface, V et p
respectivement la vitesse et la densité de l'air. Pour déterminer la force
appliquée sur une électrode conique lors de la décharge, on considère un
volume de contrôle limité par les surfaces BAG , GF, FE, ED , DC et
CB (figure 2.6). BAG représente la pointe conique simulant une goutte
d'eau et ED le plan dans lequel les mesures de vitesse sont effectuées.
Les surfaces GF, FE, DC et CB sont choisies suffisamment éloignées
pour qu'on puisse négliger la vitesse du vent.
En considérant la densité de l'air constante et le volume de contrôle
tel que décrit précédemment, l'équation (2.1) s'écrit:
i=l,2, . . . nombre d'éléments
de surface
Où Fv est la force de réaction à la pointe, 1} sont les vitesses moyennes
du vent sur les sections Ai situées sur la surface ED (figure 2.7).
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Pour calculer la force de réaction Fv, nous utilisons les vitesses du
vent électrique obtenues par Ballereau^35^ lors d'un de ses essais. Dans
cet essai, la distance entre la pointe et la grille est de 4 mm. Le courant
de décharge est de 20 /xA et la polarité de la pointe est négative. La
vitesse du vent en fonction de la distance à l'axe est mesurée dans un
plan perpendiculaire à l'axe de la décharge situé à une distance de 3.5
mm de la pointe (figure 2.8). La force calculée à partir de ce profil de
vitesse est de l'ordre de 10~4 N.
Figure 2.6: Volume et surface de contrôle considérés autour
de la pointe
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Figure 2.7: Grandeur des vitesses \\ correspondant aux sections At
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Figure 2.8: Vitesses axiales du vent entre la pointe et une grille
pour un plan situé à 3.5 mm de la pointe^30)
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2.3 EFFET D'ÉCRAN DE LA CHARGE D'ESPACE
2.3.1 Notion de la charge d'espace
Comme il a été mentionné au paragraphe 2.2.1, pendant la dé-
charge électrique, des ions positifs et négatifs sont créés. Ces ions
sont plus lourds que les électrons. Ils prennent donc plus de temps
pour se déplacer dans le champ électrique. Par conséquent, il y a
accumulation d'une charge d'espace positive près de l'électrode pointue
en polarité positive. Ceci modifie le champ électrique local et provoque
une force d'interaction d'origine électrostatique entre la charge d'espace
et l'électrode. Pour l'électrode pointue en polarité négative, les ions
négatifs créés par l'attachement forment une charge d'espace négative
près d'elle.
Dans cette partie de notre étude, nous démontrons expérimentale-
ment qu'il est possible de faire vibrer un conducteur H.T. en injectant
des charges d'espace intermittentes sous le conducteur.
2.3.2 Montage expérimental
Pour l'étude de l'influence de la charge d'espace sur les vibrations,
nous devons faire un montage qui permettra de minimiser l'effet du
vent électrique. Il est possible de le réaliser en injectant des charges
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d'espace horizontalement sous le conducteur à l'aide d'un dispositif
auxiliaire^20). De cette façon, le vent électrique créé lors de la décharge
est situé essentiellement dans un plan horizontal et n'a aucune influence
sur le conducteur.
Le montage utilisé (figure 2.9) est constitué d'un conducteur lisse
suspendu par deux paires de ressorts au-dessus d'une plaque métallique
reliée à la terre. Un système créant des charges d'espace est fixé ho-
rizontalement entre le conducteur et la plaque. Ce système à posi-
tion variable est constitué d'une part d'un conducteur comprenant 33
pointes métalliques, et d'autre part d'un conducteur de même longueur
relié à la terre. Les caractéristiques du montage sont les suivantes:
- fréquence naturelle du conducteur suspendu : 2.46 Hz;
- facteur d'amortissement: 4.4 x 10~2 kg/s;
- diamètre du conducteur suspendu: 1.58 cm;
- longueur du conducteur suspendu: 126 cm;
- hauteur du conducteur suspendu (distance de la plaque mé-
tallique): 16.6 cm;
- distance du conducteur suspendu au plan comprenant le sys-
tème à injection de charges d'espace: 5.1 cm;
- distance du peigne par rapport au conducteur relié à la terre
: 10.5 cm;
- distance pointe à pointe: 2.5 cm;
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- longueur des pointes: 2 cm.
L'amplitude des vibrations est mesurée à l'aide de jauges de con-
trainte. L'intensité du courant injecté est mesurée par l'intermédiaire
d'une résistance de 1 kQ placée entre le conducteur situé en face des
pointes et la terre.
RESSORTS < ^
INJECTION OE ^ ^ ^ ^ > S
CHAR6E 0 ESP»Ct~~—is^ J^jn*
"
N
^ COKBUCTEUR
it
^H .T .
n i a
Figure 2.9: Montage expérimental avec système d'injection de
charges d'espace
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2.3.3 Résultats expérimentaux
Pour effectuer nos expériences, le conducteur suspendu a été relié
à une tension continue de 30 kv en polarité négative, et les pointes à
une tension impulsionnelle négative. Il a été observé que lorsque le taux
de répétition de la tension appliquée est égal à la fréquence naturelle
du conducteur suspendu, le conducteur vibre à la même fréquence.
Cependant, le conducteur ne vibre pas avec une tension impulsion-
nelle standard (1.5 X 50 f-is) probablement parce que la durée de
l'activité de décharge est trop courte. Nous avons donc utilisé le cir-
cuit d'alimentation représenté à la figure 2.10. La forme de la tension
impulsionnelle est donnée à la figure 2.11.
La figure 2.12 représente l'amplitude de vibration du conducteur
ainsi que l'intensité du courant injecté sous le conducteur, en fonction
de la valeur crête de la tension impulsionnelle.
Nous remarquons que l'intensité du courant injecté augmente en
fonction de la valeur crête de la tension appliquée et provoque une
augmentation de l'amplitude des vibrations du conducteur.
Les vibrations du conducteur peuvent être expliquées par deux
causes possibles: soit la présence du vent électrique, soit l'effet d'écran
de la charge d'espace. En considérant l'axe de la décharge dans un
plan horizontal contenant les pointes, la direction du vent s'oriente es-
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sentiellement des pointes vers le conducteur relié à la terre. En tenant
compte de la distance de 5.1 cm entre le conducteur suspendu et Taxe
de la décharge, la composante verticale du vent électrique au niveau
du conducteur suspendu est nulle. Par conséquent, la seule cause des
vibrations du conducteur est la présence de la charge d'espace qui a un
effet d'écran entre le conducteur chargé et son image. On peut aussi
dire que la présence de la charge d'espace diminue le champ électrique
à la surface du conducteur, ce qui provoque la diminution de la force
entre le conducteur et son image. Lorsque la charge d'espace est créée
d'une manière intermittente, la force agissant sur le conducteur varie
périodiquement. Ceci explique les vibrations du conducteur. Cette in-
terprétation est en accord avec des études rapportées dans les références
(18) et (21). Cependant, une étude approfondie de la relation qui existe
entre les vibrations et la présence intermittente d'une charge d'espace
est nécessaire. Pour ce faire, nous devons connaître la distribution du
champ électrique au voisinage d'une pointe (représentant une goutte
d'eau). Comme on ne peut pas la déterminer expérimentalement, dans
le prochain chapitre nous présentons une procédure numérique que nous
avons employée afin d'évaluer la distribution du champ électrique, ainsi
que la force électrostatique agissant entre une charge d'espace et une
pointe.
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Figure 2.10: Schéma du circuit d'alimentation(41)
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200MS
Figure 2.11: Forme de la tension impulsionnelle; fréquence 2.46 Hz
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Figure 2.12: Amplitude des vibrations du conducteur et intensité
du courant injecté en fonction de la valeur crête
de la tension impulsionnelle
CHAPITRE III
APPROCHE NUMÉRIQUE
Afin de déterminer la distribution du champ électrique à proximité
d'une pointe simulant une goutte d'eau suspendue, nous utilisons une
approche numérique puisque les calculs analytiques ne sont pas efficaces
pour la configuration particulière (conducteur avec pointe) que nous
étudions.
La méthode de modélisation et de simulation que nous employons
est basée principalement sur les techniques des éléments finis de fron-
tière (MEFF) et de simulation de charges de surface (MSCS). Le but
du modèle développé et décrit dans ce chapitre est de déterminer les
paramètres suivants:
- la valeur du champ électrique au voisinage d'une pointe mé-
tallique simulant une goutte d'eau suspendue, en présence ou
non de la charge d'espace;
- la valeur de la force répulsive entre la charge d'espace et la
pointe métallique.
Les résultats obtenus à l'aide du modèle numérique nous permet-
trons d'évaluer le rôle de la charge d'espace dans le mécanisme des
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vibrations.
3.1 CHOIX DE LA MÉTHODE
Depuis quelques années, les méthodes d'éléments finis de frontière
et de simulation de charges ont connu des développements intéressants
qui ont été appliqués avec succès à l'analyse des problèmes de champ
et de milieux continus. Ces méthodes peuvent être employées pour le
calcul de champ électrique. La méthode des éléments finis classique,
qui est d'une bonne flexibilité, donne de bons résultats^29) mais exi-
ge l'utilisation d'un grand nombre d'éléments ce qui occasionne un
temps de calcul élevé et un espace mémoire considérable. De plus,
cette méthode ne permet pas d'évaluer la force répulsive agissant entre
la charge d'espace et l'électrode pointe. Par contre, la méthode des
éléments finis de frontière n'exige qu'un petit nombre d'éléments et
demande une étape de calcul en moins, comparativement à la méthode
des éléments finis classique (figure 3.1).
Ainsi, pour minimiser le temps de calcul tout en conservant un bon
niveau de précision, nous avons envisagé la mise au point d'une formu-
lation combinée exploitant les avantages d'au moins deux méthodes.
Cette approche utilise le principe de la méthode de simulation de
charges de surface (24~28) et la formulation intégrale directe de la
méthode des éléments finis de frontière^32'42'43).
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Figure 3.1: Programme d'éléments finis versus programme
d'éléments frontières
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3.2 MODÈLE UTILISÉ
Le modèle géométrique employé est basé sur le modèle expéri-
mental existant au laboratoire de TUQAC^18'21^. Nous avons d'ailleurs
utilisé ce modèle expérimental dans l'approche physique de cette étude.
Nous pouvons, de cette manière, comparer plus facilement les résultats
obtenus par les approches numérique et expérimentale. Pour simplifier
le calcul, le champ électrique est évalué entre l'extrémité de la pointe
et la charge d'espace dans un système de coordonnées bidimensionnel.
La figure 3.2 représente la géométrie utilisée (cette figure représente en
fait une coupe transversale du modèle expérimental). On suppose la
formation de la charge d'espace dans un espace circulaire (0.04 cm de
diamètre) situé sur l'axe de la pointe^29). Elle est définie en termes du
nombre d'ions. La relation suivante a été employée afin de trouver la
densité de charge d'espace équivalente p:
f (3-D
où N est le nombre dïons, eo la charge d'un électron (1.6 * 10~19 C)
et S la surface occupée par la charge d'espace. Le tableau I donne
les différents paramètres utilisés dans la simulation. Pour chacune des
valeurs de tension appliquée et pour différentes positions de la charge
d'espace, nous avons fait varier la valeur de la densité de la charge
d'espace.
35
S, : CAGE CYUNCSIOUE
S2 : CONDUCTEUR AVEC
POINTE CONiCUE
S CHARGE D'ESPACE
: RAYON DE
A L EXTREMITE D£ LA
POINTE : 0,2 mm
Figure 3.2: Modèle géométrique pour la formulation mathématique
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TABLEAU I
Paramètres utilisés pour la simulation
dimension de la
charge d'espace
(rayon.cm)
nombre d'ions
(N)
1012
1011
1010
109
108
densité de la
charge d'espace
(CI cm2)
1.274 * 1 0 = r
1.274 *10" 5
1.274 *10" 6
1.274 *10" 7
1.274* HT 8
distance du bout
de la pointe
(cm)
r=0.02
voltage appliqué
(KV)
70,80,90
0.02,0.05,0.1,0.2
3.3 FORMULATION MATHÉMATIQUE (MÉTHODE DES ÉQUATIONS INTÉ-
GRALES)
Le but de l'étude numérique est de déterminer la distribution du
champ électrique au voisinage d'une pointe en absence et en présence
d'une charge d'espace. Dû à la présence d'une charge d'espace, le
problème devient non-homogène, et la résolution de l'équation de Pois-
son (équation (3.2)) pour le domaine d'intérêt V (figure 3.2) est donc
nécessaire.
V2<? = - ^ - (3.2)
où 4> représente le potentiel électrique, p la densité de la charge d'es-
pace et SQ la permitivité du vide (8.854 * 10~ 1 2F/m). L'utilisation de
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l'équation (3.2) exige de spécifier les conditions aux limites suivantes
qui doivent être satisfaites dans un problème bien posé:
(f)(y) = g(y) sur la partie S' de la frontière S de V
= h{y) sur S" de S , (S' + S" = S) (3.3)
où g(y) et h(y) sont des fonctions connues représentant les conditions
frontière.
L'équation précédente (3.2), soumise à des conditions limites ap-
propriées, peut être résolue de façon approchée par différentes métho-
des numériques. Les plus intéressantes pour nous sont la méthode des
éléments finis dans le domaine ou sur la frontière, et la méthode de
simulation de charges.
Pour simplifier la simulation numérique par ordinateur, nous avons
divisé le domaine d'intérêt en deux régions homogènes (figure 3.2). La
région Vi est délimitée par la surface Si de la cage, la surface S2 du
conducteur H.T. et de la pointe, et la surface S3 de la charge d'espace.
Dans cette région, le problème est gouverné par l'équation de Laplace
(équation (3.4)) avec les conditions aux limites de Dirichlet.
V2cf> = 0 (3.4)
Pour la région V2 occupée par la charge d'espace, nous utilisons
l'équation de Poisson (équation (3.2)).
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3.3.1 Equation de base de la MSCS pour la région Vi
Pour la région Vi, la formulation de l'équation intégrale corres-
pondant à l'équation (3.4) est obtenue via une approche indirecte em-
ployant une distribution de simple couche de charges de surface ^32^:
= - [G(X,Y)q'(Y)dSy (3.5)
S"0 Js
+52 + 53
où q'(Y) est la distribution choisie des charges de surface et G(X, Y)
est la solution fondamentale de l'équation de Laplace, qui est en fait la
fonction de Green habituelle pour un espace infini à deux dimensions:
è^Yj (3-6)
où r(X, Y) est la distance entre le point d'intérêt JY(#i,a,*2) et le point
d'influence Y(y\,y2) tel que représenté sur la figure 3.2. L'équation
(3.5) signifie qu'un potentiel en un point X est créé par une distribu-
tion de charges de surface. Ainsi les charges choisies représenterons le
potentiel aux frontières considérées.
3.3.2 Méthode par équation intégrale directe pour la
région V?
Pour la région V2, nous employons la formulation directe de la
méthode des éléments finis de frontière. L'équation de base de cette
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formulation^32\ dont la démonstration est donnée à l'annexe 1, est la
suivante:
C(X)4>(X) + / J~ * ~ <j>(Y)dSy = I G'(X, Y)
 Q ~ dSy
Js3 n JS n ( 3 7 )
- - / p(Y)G(X.Y)dVy
où n est la normale unitaire à la surface S3, et C(X) est un coefficient
qui dépend de la géométrie locale en X, égal à 1/2 si la frontière est
lisse. Pour une frontière quelconque, C(X) peut être calculé par la
relation suivante^44):
Ainsi l'équation (3.7) peut s'écrire sous une forme numériquement plus
attrayante:
=
—-(</>(Y) — (j)(K))dSy = / G'(X, Y)— ~ dSy
on /c, on
! V (3.9)
/ p(Y)G(X,Y)dVy
3.4 DISCRÉTISATION PAR LA MÉTHODE DES ÉLÉMENTS FINIS
DE FRONTIÈRE (MEFF)
3.4.1 Généralités sur la MEF<43>
La méthode des éléments finis consiste à utiliser une approxima-
tion par sous-domaines Pe, appelés éléments finis, pour représenter
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les fonctions inconnues (©• §f ) sur chaque sous-domaine en terme de
leurs valeurs nodales inconnues attachées aux noeuds d'interpolation
du sous-domaine. Les fonctions ainsi approchées sont construites de
manière à être continues sur Pe et sur les frontières entre les différents
sous-domaines. Lorsque le domaine en question se réduit à sa frontière,
comme c'est le cas pour les équations intégrales que nous avons à
résoudre, on parle alors de la "méthode des éléments finis de frontière".
La règle de partition de la frontière S en éléments finis est la suiv-
ante: si P/ et Pj sont deux éléments de S, alors pour i ^ j , on a: P,
fl Pj = 0 ou P; et Pj ont une arête ou un sommet commun.
La définition analytique des éléments de forme complexe se fait
en introduisant le concept d'élément de référence Po de forme simple;
élément qui est repéré dans un espace de référence, et qui peut être
transformé en chaque élément réel Pe par une transformation biuni-
voque re en chaque point £ de l'espace de référence. La transformation
r e dépend de la forme et de la position de l'élément réel. Cependant,
un même élément de référence se transforme en tous les éléments réels
de même type. Dans ce contexte, la transformation géométrique r e
représente un simple changement de variable:
X -> £ (3.10)
Le système £ peut être considéré comme un système de coordonnées
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locales lié à chaque élément. On définit alors les fonctions d'interpola-
tions N(£) sur l'élément de référence^43).
Pour notre application, nous divisons la surface S en NEL éléments
quadratiques à une dimension (NEL = nombre d'éléments). A cha-
cun de ces éléments (en général courbes), correspond un élément de
référence Po défini sur l'axe £ (figure 3.3).
Figure 3.3: Transformation d'un espace réel à 2 dimensions
en un espace de référence à 1 dimension
L'élément de référence Po est repéré par ne noeuds de coordonnées
locales £',/ = l ,2 , . . . n e et pour cet élément, on définit ne fonctions à
valeurs scalaires Nl{^), appelées fonctions d'interpolations, telles que:
Nl(£k) = oil- 1 < / k < ne (3-11)
Si on désigne par {Xne} les coordonnées des noeuds géométriques de
l'élément réel Pe, alors la transformation re faisant passer de Po à Pe
sur S est définie par:
3.12)
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soit sous forme de composantes:
(3.13)
/=!
On dit alors que la fonction A'e(£) interpole A~(£) sur Po et que
F élément de surface Pe représenté par (3.11) et (3.12) est un élément
fini de surface (ou de frontière). La surface d'approximation S = U Pe.
e
obtenue par assemblage des Pe ainsi définis, est régulière mais ne coin-
cide pas en général avec la surface réelle S en tout point XeS.
Lorsque les fonctions de transformations géométriques sont iden-
tiques aux fonctions d'interpolations des variables, on dit qu'on a une
formulation isopararnétrique. Les noeuds géométriques sont alors con-
fondus avec les noeuds d'interpolations.
Lorsqu'on considère des éléments isoparamétriques et les restric-
tions des fonctions Nl sur les éléments Pe, alors sur chaque élément
Pe, on a les approximations suivantes:
Potentiel: <?e(X) = £ Ar/(O# - {4?} = [Ar(O]{<>»«} (3-14)
Charge: qe(X) = f^Nl{C)qf - {cf} = [N{t)]{qn.] (3.15)
Après avoir divisé la surface S en éléments finis de contour, défini la
géométrie de chacun des éléments et choisi le type d'approximation par
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éléments finis que l'on désire pour les fonctions inconnues, on procède
ensuite à la discrétisation correspondant au type d'équations intégrales
dont on cherche l'approximation.
Comme l'exige la méthode de simulation de charges de surface, il
sera nécessaire de connaître les charges sur le conducteur, la pointe et
la cage. On suppose une distribution continue de charges réparties sur
la frontière du domaine d'intérêt. La frontière est ensuite divisée en
éléments finis, sur chacun desquels on utilise une approximation nodale
par sous-domaines, pour représenter une distribution approchée des
charges de surface. La densité du maillage en éléments finis sera fonc-
tion de l'emplacement des z^aes où: il y a physiquement des possibilités
d'accumulation de charges (maillage fin dans les zones où les gradients
sont élevés).
3.4.2 Discrétisation des équations intégrales
En appliquant les concepts précédents aux équations intégrales
(3.5) et (3.9), les intégrales sur toute la surface sont alors remplacées
par une somme d'intégrales sur chacun des éléments la constituant.
En insérant (3.14) dans l'équation (3.5), nous obtenons alors une
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équation sous forme discrétisée en un point donné À"°e S:
Y EL .
~T[ fo Ja< " " (3.16)
Q= 1,2 .. .NNT (Nombre de Noeuds Total)
soit, en la transposant sur l'élément de référence:
NEL
 1 -i
où J(^) est le déterminant de Jacobien de surface. De la même façon,
la discrétisation de l'équation (3.9) conduit, après l'introduction des
expressions (3.14) et (3.15), à:
. - i J- dn
NELZ „
e = l
- - f p(Xa)G(Xa,Y)dVy
So J\'i
Q=1 , 2 , . . .N3 ,1=1,2, ...NCC
où ôae est le symbole de Kronecker (<5Qe = 1, si a = e et 6ae = 0, si a ^
e), NCC est le nombre de cellules dans la charge d'espace, N3 est le
nombre de noeuds sur la surface S3, et NEL3 est le nombre d'éléments
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sur la surface S3. Et sur l'élément de référence on a:
.=1 J-l dn
NEL3
 n\
e=l J-^
- - f
 P(Xa)G(Xa,Y)dVy
£o Jvl
La résolution numérique est essentiellement basée sur les équations
obtenues ici, soit (3.17) et (3.19).
3.4.3 Présentation matricielle
Nous utilisons une représentation matricielle afin de mieux suivre
le processus d'assemblage du problème complet et du traitement nu-
mérique sur ordinateur. Nous pouvons exprimer la relation (3.17)
décrivant le phénomène physique dans la région Vi comme suit:
[G]{q} = {4} ' (3.20)
Les composantes de la matrice [G] s'expriment à l'aide de (3.17) et
sont:
9ae = - f G(Xa,Y(Ç))iN(Ç)}J(Ç)dÇ (3.21)
£0 J - 1
a = l,2,...JViVT.
e = 1,2,... NEL
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En tenant compte des indices représentant les surfaces, l'expression
matricielle se formule ainsi:
G\\
G 22 G23
G 31 G30 G33
%
XNT*NNT V ^3 J NNT V ï ^ t NNT
(3.22)
où q et O\ désignent les charges et les potentiels sur la cage, q9 et cj>2
ceux sur le conducteur et la pointe métallique, et q et 03 ceux sur la
surface S3 de la charge d'espace (figure 3.2). L'indice 1 se rapporte donc
à la frontière définie par la surface de la cage, l'indice 2 à la frontière
définie par le contour du conducteur et de la pointe, et l'indice 3 à
la surface sphérique délimitant la charge d'espace. Dans l'équation
(3.22), les inconnues sont les charges CL.CL et q et le potentiel é3.
Le potentiel <\>\ de la cage est fixé à zéro (0) et le potentiel §2 du
conducteur-pointe est connu. Les valeurs des coefficients G7:J, i=l,2,3,
j=l,2,3, sont calculées à l'aide de l'équation (3.21). Le système ainsi
obtenu est de NNT équations à NNT + N3 inconnues, N3 étant le
nombre de noeuds sur S3.
La région VQ(figure 3.2) servira à définir les contraintes permettant
d'éliminer le surplus d'inconnues introduites sur S3. La relation (3.19),
décrivant le problème physique dans la région V2, peut s'écrire, après
discrétisation, sous la forme matricielle suivante:
(3-23)
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Dans l'équation (3.19) obtenue précédemment, nous reconnaissons les
composantes des matrices de l'expression (3.23):
[ (3.25)
-l
- f p(Y)G(X\Y)dYy (3.26)= ~ fZo Jyi
a• = 1,2,.. .A\3,
e = l,'2,...iVjE;L
l = 1,2,-..NNC
Afin de faire ultérieurement le couplage entre les deux formula-
tions proposées ((3.20) et (3.23)), nous pouvons faire la transformation
suivante:
[G]{|f} = [G'lW (3.27)
en sachant que ^45 :^
et donc que les composantes de [G'] sont:
i G(X°, YCOM^^pVtëK (3.29)
a = 1,2,. ..Ar3
e = 1,2...NELZ
la représentation matricielle (3.23) devient:
= [G']{<1>} - {/} (3.30)
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ou en tenant compte des indices relatifs à la frontière sur laquelle sont
définis les noeuds:
(3.31)
Le potentiel étant continu sur la frontière S3. 03 est le même que
celui identifié dans la formulation de la région Vi, soit <£>3. Les deux
régions sont donc liées par l'équation de continuité de (f>:
f = {0s} (3.32)
De (3.31). on tire la valeur de <f)3:
^ -G 3 ] - 1 { / 3 } (3.33)
De (3.32) et (3.33), on voit que la substitution suivante est possible:
(3.34)
En retournant la valeur de ^3 dans l'équation (3.22), nous obtenons
finalement:
Gu G'12 G13
G21 G02 G23
G 31 G30 G33
= {%} = { h } (3-35)
c{ui est le système matriciel à résoudre.
3.4.4 Intégration numérique
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Nous avons donc à résoudre le système matriciel (3.35) afin de
connaître la distribution de charges {q}. Pour ce faire, nous devons
solutionner les équations intégrales (3.21).(3.24).(3.25) et (3.26). La
complexité de ces équations rend pratiquement impossible l'intégration
analytique. Nous devons donc les évaluer numériquement par program-
mation.
Afin de simplifier la formulation et la programmation, on utilisera
un élément de référence et quatre points de Gauss pour l'intégration
numérique; celle-ci se faisant de -1 à 1 (figure 3.3). Les fonctions
d'interpolations utilisées sont*45);
3.4.4.1 Évaluation des composantes de la matrice [G]
Pour l'évaluation numérique de l'intégrale sur l'élément de réfé-
rence de l'équation (3.17), nous utilisons la formule de quadrature de
Gauss suivante:
NELNG
 1 1
J'(OK- (3-36)
où NG est le nombre de points de Gauss (NG = 4), Çj est l'abscisse du
point d'intégration numérique sur l'élément de référence^45\ J(£j) est
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le déterminant du Jacobien de surface défini par:
(3.37)
et les UJ'J sont les poids d'intégration^45'. Les termes gQk du système
matriciel (3.35) sont:
NG
<* = g 2 ^
a = h2....NNT
k = 1X...NNT
Traitement des singularités
Lors de l'intégration numérique de l'équation (3.38), deux situa-
tions peuvent se produire. La première se présente lorsque le noeud
d'intérêt XQ n'appartient pas à l'élément sur lequel on fait l'intégration.
Cette situation ne représente aucun problème particulier et on utilise
l'intégration numérique de Gauss standard. Il suffit simplement d'ef-
fectuer les calculs impliqués dans l'équation (3.38).
La seconde situation se produit lorsque le noeud d'intérêt XQ ap-
partient à l'élément sur lequel on fait l'intégration. Dans ce cas, si le
noeud Xe* coincide avec le point Y{.r,y), on a une singularité (loga-
rithmique) et on doit utiliser un artifice afin d'éviter ce problème. On
distingue trois cas.
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Dans le premier cas, le noeud étudié est un noeud d'extrémité
gauche (figure 3.4 a). Il y a singularité au noeud 1, soit Xe* = Yi-
L'intégration se fait de gauche à droite, c'est-à-dire du noeud 1 au
noeud 3, avec un système de coordonnées locales dont l'origine est le
noeud 1. En employant un changement de variable^43), l'intégration
sur l'élément de référence:
(3-39)
' - 1
devient, avec rj = | ( £ + 1)> 0 < 77 < 1:
1
- 1) \n{rj)J{2r] - l)q{2rj - l)drj
Jo
Dans le deuxième cas, le noeud étudié est un noeud d'extrémité
droite (figure 3.4 b). Il y a singularité au noeud 3, soit Xe* = Ys-
L'intégration se fait de droite à gauche, c'est-à-dire du noeud 3 au
noeud 1, et en plaçant l'origine des coordonnées locales au noeud 3. On
peut encore montrer, en employant un changement de variable adéquat
, que l'intégration sur un élément de référence:
~ 2^ 1
I
2devient, en utilisant r\ = -|(1 — £), 0 < 77 < 1:f
f 2 [ N3(l- 2ri)
Jo
- 2V)q(l - 2V)dV
3.42)
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Ce qui revient, en pratique, à la même intégration que précédem-
ment mais de signe contraire. On pourra donc utiliser le même sous-
programme pour chacun des noeuds extrémités (noeud 1 ou 3).
Dans le troisième cas, le noeud étudié est le noeud milieu (figure
3.4 c). Il y a singularité au noeud 2, soit Xa = Y2. Afin de l'éviter, on
divise l'élément en 2 sous-éléments, et on intègre en deux sections; c'est-
à-dire du noeud 2 au noeud 1 et du noeud 2' au noeud 3. Dans chacune
des sections, l'intégration sera identique mais de signe contraire. Il
peut être montré cette fois-ci, en employant un changement de variable
approprié^43), que l'intégration sur un élément de référence:
1 1
après avoir remplacé £ par fj défini par:
1
devient:
•-h
-¥}- (3.43)
- l)J{2r, - l)dfj (3.44)
ou:
2TT
>0.5
)q(2fj - 1) J(2r/ - l)dr,
£
(3.45)
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soit: I = I[ + I-2- En employant d'autres substitutions on a. pour I^:
/
Jo
Jo
(3.4G)
où // = 1 - 27/. 0 < // < 1. Et pour I2'.
«î
2TT ' V2 (3.47)
où// = 2 /7 -1 , 0 < / / < l .
Les intégrations standards se font à l'aide des formules de Gauss-
Legendre avec pondération unitaire. Les intégrations logarithmiques
s'effectuent à l'aide des formules de Gauss avec une fonction de poids
logarithmique^43 ).
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o> o-
d"
b>
sens d" intégration
c> o- TV
-2 -2sens d'intégration
Figure 3.4: Integration avec singularité:
a) Xa = Yi
x a = Y3
Xa V
_ — ±2
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3.4.4.2 Évaluation des composantes de la matrice [H]
Nous pouvons déterminer numériquement les composantes de la
matrice [H] définies par l'équation (3.24) en utilisant le même type
d'intégration numérique que précédemment, l'intégrande étant cette
fois:
hak = aG (*°'nY( f> )V(&)]J(&K (3-48)
Après avoir trouvé la dérivée normale du terme G(Xa , Y(£j)), l'équa-
tion (3.48) devient:
Kk
 - 2Ï\ (r(X-.m-)))2 WWHtoH}
(3.49)
Traitement des singularités
L'intégration numérique diffère selon deux situations. Celle où
Xe* n'appartient pas à l'élément sur lequel on intègre ne présente au-
cune difficulté, et l'évaluation de l'expression (3.49) se fait aisément.
La seconde situation se produit lorsque X a appartient à l'élément sur
lequel on intègre. Dans ce cas, nous devons traiter une singularité si
le noeud X a coïncide avec un des noeuds Y(x,y). Nous contournons
cette irrégularité à l'aide de quelques changements de variables^43).
L'équation intégrale est de la forme:
/ = / /(X,YM£)./(£M£ (3.50)
J
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En substituant fj à £, avec fj = TT(£ + 1), 0 < fj < 1, on obtient:
1=2 f N(27) - 1)/(X, Y) J{2Ï) - l)dr, (3.51)
Jo
ou:
1=2 [ N(2T)-l)f(X,Y)J(2ri-l)drj
o
f N{2rj-l)f{X,Y)J{2fi-l)dri
Jo.5
(3.52)
soit:
(3.53)
Une seconde substitution de variables pour 7 l 5 avec r\ •=• 2r) pour 0 <
77 < 1 donne:
- — / i ^ i - / - ^— l - ) / { X r ¥ ^ { i r ~ l ) ^ - (3.54)
La substitution pour I2 est 77 = 2r\ — 1 , si 0 < r\ < 1, ce qui conduit à:
N(V)f(X,Y)J(r})dri (3.55)
Les intégrations s'effectuent à l'aide des formules de Gauss-Legendre.
3.4.4.3 Évaluation des composantes de la matrice [G'
Les termes de [G'] sont déterminés à l'aide de l'expression (3.29),
dans laquelle la fonction à évaluer est:
/ - - l n ( l
1ak
 ~ 27T ^  {
3.56)
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II faut donc définir les dérivées normales des fonctions d'interpolations
X(£j) avant d'évaluer (3.56). Nous savons que:
do _
~ — Vo • n
an
(3.57)
ainsi:
do (3.58)dé_ d^dx 2 dy
où ni,îi2 sont les composantes du vecteur normal extérieur unitaire.
Sur un élément de référence, on sait que le potentiel est représenté
par [N]{</>}, où [N] est la matrice des fonctions dïnterpolation, ce qui
conduit à:
f)é f)\ f)N
(3.59)ox - oy -
Pour un élément à trois noeuds. (3.59) devient:
dn "{' dN2 dN3dx ' dx ' dx + n2 dN2_ ÔL/V3. dy dy ' dy .
or:
dx dx
dx dN ÔNl dN2
ainsi:
dx
(3.60)
(3.61)
(3.62)
(3.63)
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et:
!
f (3.64)
La procédure pour déterminer %^ f-, - ^ S "â"^' "a"2" e^ "F"2
Pour chacun des cas rencontrés, les intégrations numériques de
l'équation (3.56) se font comme indiqué à la section 3.4.4.1.
3.4.4.4 Evaluation des composantes du vecteur {/}
Le concept utilisé avec la méthode des éléments finis de frontière
demande la résolution du problème sur la frontière. Lorsque l'on con-
sidère une charge d'espace, on doit cependant évaluer les intégrales de
volume puisque les charges sont réparties à l'intérieur du volume de
la charge d'espace. On aurait pu cependant transformer l'intégrale de
volume en une intégrale sur la frontière(44). Afin de faire les calculs
numériquement, la région occupée par la charge d'espace est divisée en
cellules^46). Les cellules à l'intérieur du volume de la charge d'espace
(région V3, figure 3.2) sont représentées à la figure 3.5. La formulation
intégrale des coefficients du vecteur {/} est donnée à l'équation (3.26)
59
et peut s'écrire comme suit:
1
 f !
fa = 7T-7 / m , va v (3.63)
où /?(Y) est la densité de charge des cellules à l'intérieur de la charge
d'espace.
Figure 3.5: Division de la charge d'espace en cellules triangulaires
L'évaluation de l'équation (3.65) se fera sur un élément de réfé-
rence triangulaire à trois noeuds (figure 3.6). Les fonctions d'interpo-
lations relatives à un élément de référence triangulaire s
(3.66)
Les valeurs de L^ sont données au tableau IL
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V ,
0,1
v r
1
0,0
Element
^ ^
1,0
de reference
_ - — • —
1 —»
2—«•
I —
t
T'
"I
«k
Element
<£
* k
X
reel
Figure 3.6: Elément de référence triangulaire
L'intégrale est de la forme:
1= [ f.(X,Y)p{Y)dSy
./s (3.67)
La géométrie de chaque cellule est représentée de façon approchée par:
(3.68)
et la fonction p(Y) est représentée par:
p = L^'pi + L^'p2 + L""'p3 (3.69)
Puisqu'on suppose que p est uniforme à l'intérieur de V3, c'est- à-dire
Pi — Pi = Pz — P, l'évaluation de l'intégrale I (équation (3.67)) se
ramène à solutionner l'expression:
3.70)
61
La formule d'intégration numérique s'écrit alors:
NCEL
'= E M. (3.71)
où NCEL est le nombre de cellules, At- est l'aire de la cellule i. NG
représente le nombre de points d'intégrations (NG = 3), ui3 sont les
poids d'intégration et Ly sont les abscisses où la fonction est évaluée
sur l'élément de référence (les valeurs de wy et Lo sont données au
tableau II).
Il suffit maintenant d'évaluer l'équation (3.71) à l'aide du sous-
programme conçu à cette fin.
TABLEAU II
Abscisses et poids d'intégration pour un élément de référence
triangulaire ( )
j = l j = 2 j =3
2 1 1
3 6 6
1 2 1
6 3 6
1 1 2
6 6 3
1 1 1
3 3 3
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3.4.5 Assemblage matriciel et résolution
Après avoir évalué les composantes des matrices [G], [G], [H] et
{/} et après avoir fait les combinaisons nécessaires, on aboutit au
système matriciel suivant:
Pu
P21
P31
P12
Pli
Psi
Pis
P23
-P33. NNT* NNT -Ml % ) NNT ï'3 ) NNT(3.72)
où Pij = Gij,i,j = 1,2,3, <£i, <f>o sont les potentiels de la cage et du
conducteur, et çf3 est le potentiel à la frontière de la charge d'espace
estimé par l'équation (3.34).
L'évaluation numérique et l'assemblage des matrices précédentes
ainsi que la résolution matricielle de l'équation (3.72) se font à l'aide
d'un programme d'ordinateur appelé MEFF (Méthode des éléments
finis de frontière)^43^. La structure générale du programme principal
et des sous-programmes est présentée sous forme d'organigrammme à
la section 3.7.
Lorsque la résolution de l'équation (3.72) est réalisée, la première
étape du calcul numérique est terminée. La distribution de charges
sur chacune des surfaces est alors connue. Ces charges seront utilisées
pour faire le calcul du champ électrique dans le voisinage du bout de
la pointe, et de la force électrostatique entre la charge d'espace et la
pointe.
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3.5 CHAMP ÉLECTRIQUE
La valeur de la charge en tous les points de la frontière étant
maintenant connue, et ce en présence ou non de la charge d'espace, il est
possible de déterminer la valeur du champ électrique en tous les autres
points de la région homogène \"i (figure 3.2). Il est principalement
intéressant de connaitre la distribution du champ électrique à proximité
de la pointe dans l'espace entre celle-ci et la charge d'espace le long de
l'axe de symétrie de la pointe.
Il est bien connu que le champ électrique est défini
Ê = -{V(f>) (3.73)
Or, pour une région homogène, l'expression du potentiel <j> est donnée
sous forme discrétisée par l'équation (3.16), soit:
NEL i /• / i \/ U ) (3-74)
où X = X(x\,X2) est le point où le potentiel (champ électrique) est
évalué, et Y = î'(*/i-*/2) e s t Ie point d'influence sur la frontière. Le
gradient du potentiel devient donc:
( , 7 5 )
d / . / 1
q{Y)ds
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Mais comme:
d
dY1
In __1 dr(X,Y)
•(X,Y) (3.76)
où r(X, Y) = \ / (z i - 2/i)2 H- (^2 - ï /2) 2 , alors (3.76) devient:
In (3.77)
de même:
d
In
1 (3.78)
dY2 y-\r(X,Y)JJ (*i - yi)2 + (*2 - 2/2)2
En insérant les valeurs des dérivées partielles (3.77) et (3.78) dans
l'équation (3.75), on a finalement:
—*™ T r
1 = 1
- 2/2)7
-yi)2 + (2:2 - ? / 2 ) 2
q{Y)ds (3.79)
Donc, le champ E est:
NEL
-yi)2 + q{Y)ds (3.80)
Sur un élément de référence, les deux composantes Ex et Ey du champ
E s'écrivent d'après l'équation (3.80):
NEL
= - y -1_ /
^ 27T£n 7 •
NEL
= - Y" -i— /
(3.81)
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Ces expressions sont utilisées pour l'intégration numérique selon les
formules suivantes:
NEL
 H NG
l
~
l 3
~
1
 (3 82)
NEL
 1 NG , \ • )
1 ^ [ x 2 - î
Une fois les composantes connues, l'intensité du champ électrique de-
vient alors:
\Ê\ = ^El + El (3.83)
L'évaluation numérique des expressions (3.82) se fait en utilisant
les fonctions d'interpolations, les jacobiens et les poids d'intégrations
standards définis comme précédemment.
3.6 FORCE ÉLECTROSTATIQUE
Un avantage inhérent à l'utilisation de la méthode de simulation
de charges de surface est que nous déterminons les charges sur cha-
cune des surfaces du modèle géométrique. Connaissant ces charges,
nous pouvons calculer la force électrostatique agissant entre la charge
d'espace et la pointe en utilisant l'équation suivante:
F = QÊ (3.84)
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Dû à la symétrie du modèle physique, le champ électrique sur
l'axe de la pointe a une composante suivant l'axe y seulement (axe de
symétrie de la pointe). En remplaçant E de l'équation (3.84) par la
valeur de sa composante Ey (cf. équation (3.82)), on obtient:
" g SSfwW (3-»)â g  f
où NELP est le nombre d'éléments sur la pointe.
3.7 ORGANIGRAMMES DE CALCUL ET PROGRAMMATION
Le programme employé pour mettre en oeuvre sur ordinateur
le modèle numérique présenté dans ce chapitre s'appelle MEFF^43^
(Méthode des éléments finis de frontière). Ce programme a été conçu
en premier lieu pour des problèmes d'élasticité. Sa structure est sem-
blable à celle du logiciel MEF4 (Méthode des éléments finis) qui a été
développé et présenté par Dhatt et Touzot^45^. D'ailleurs, les deux
programmes sont maintenant intégrés en un seul et partagent la même
base de données.
En ce qui nous concerne, nous n'utilisons qu'une partie de MEFF,
à savoir le programme principal et quelques-uns de ses sous-program-
mes adaptés à nos besoins. Nous n'avons alors construit que les blocs
qui évaluent et assemblent les différentes matrices qu'on a besoin et
qui effectuent le post-traitement requis par la situation présente. Le
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bloc diagramme grossier, présentant les étapes importantes du logiciel,
est donné à la figure 3.7. L'opération effectuée est indiquée dans cha-
cune des cases, et le sous-programme correspondant (le cas échéant)
est mentionné dans la colonne de droite.
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-COORDOttCES DES POINTS
DES FRONTIERES S i , S ! , S ,
-COHMECTIVITE ENTRE LES
-PROPRIETES ELEMENTfllRES r ENTREE DESDOttiEES
ICI eq 3.20
I G 1
• «> - , . . . 2 3
BLCOOR
BLBCEH
BLPREL
FORMRTION DES mTRICES
ET UECTEURS CORRESPONDONT
8UX IMCOMMUES SUR Lfl
FRONTIERE 0 ET q
BLLJWT
-STMS
-POTS3
INTRODUCTION DES CON-
DITIONS FRONTIERES
POUR LES UHLEURS 0
ET q
BLLCHD
RESOLUTION OU SYSTEHE
D'EQUATIONS POUR LES
URLEURS DE FRONTIERES
BLSUW1
OTLCUL DU
ELECTRIQUE «UX
POINTS SELECTION-
NES
BLCIHT
CflLCUL DE Lfi FOR-
CE Stft Lft POINTE BLFIHT
SORTIE DES
RESU.TRTS
Figure 3.7: Organigramme général du programme MEFF
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3.7.1 Programme principal
Le programme principal est composé de deux parties:
a) La section de contrôle de l'enchaînement des blocs lit une carte de
données contenant:
- Le nom du bloc fonctionnel à exécuter (4 lettres): BLOC;
- Le niveau d'impression désiré: M;
- Les numéros de fichiers éventuellement utilisés par le bloc.
Cette section transfère ensuite le contrôle à l'un des sous-program-
mes appelés dans la deuxième section.
b) Les appels des divers sous-programmes BLBLOC se font dans la
section d'exécution et sont suivis du retour au début de la section
de contrôle.
L'organigramme du programme principal MEFF est présenté à la
figure 3.8.
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SECTION DE CONTROLE. DETER-
HIKOTIMI DU BLOC FOtlCT 1OHMEU
R EXECUTER
J
SECTION D 'EXECUTION:
RPPEL DU SOUS-PROGRRfiHE
CORRESPONDANT RU BLOC
FONCTIONNEL
—
BLcnnR
BLPRFL
BLSLMM
BLFIHT 1
Figure 3.8: Organigramme du programme principal MEFF
3.7.2 Blocs de lecture
Le bloc BLCOOR lit les coordonnées et le nombre de degrés de
liberté des noeuds, génère des noeuds par interpolation, et crée les
tables utilisées.
Le bloc BLLCND lit et interprète les cartes de conditions aux
limites puis crée les tables nécessaires.
Le bloc BLPREL lit et imprime les caries de propriétés élémen-
taires et crée une table qui les contient toutes.
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Le bloc BLBLEM lit les cartes de connectivité des noeuds et crée
le fichier des éléments.
Les sous-programmes de lecture n'ont subi aucune modification et
sont utilisés tels que présentés dans la référence'43'.
3.7.3 Blocs de calculs
Le bloc BLLMAT doit construire les matrices et vecteurs globaux à
l'aide des résultats obtenus suite à l'évaluation des équations intégrales
décrites dans les sections précédentes. Le bloc BLLMAT constitue le
noyau de la simulation informatique. L'organigramme de ce bloc est
présenté à la figure 3.9.
Le sous-programme STNS, appelé par le bloc BLLMAT, calcule
individuellement chacune des composantes du système matriciel (3.35).
Les termes gocki^ak, et g'ak, donnés par les équations (3.38), (3.49) et
(3.56), sont alors évalués dans le cas où il n'y a pas de singularité. Le
bloc diagramme du sous-programme d'intégration numérique pour le
cas non singulier STNS est présenté à la figure 3.10.
Le sous-programme STCS a la même fonction que STNS, mais par
contre, il est conçu pour traiter exclusivement les cas où il y a une sin-
gularité dans l'intervalle d'intégration numérique. Le bloc diagramme
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du sous-programme d'intégration numérique dans le cas singulier STCS
est donné à la figure 3.11.
Le sous-programme FVOL est utilisé exclusivement pour effectuer
l'intégration numérique de l'équation (3.65) déterminant les composan-
tes du vecteur {/3} du système matriciel (3.35). Ce sous-programme,
sous forme d'organigramme, apparaît à la figure 3.12.
Le sous-programme POTS3 est destiné à faire les manipulations
nécessaires afin d'évaluer le terme <f>s de l'équation matricielle (3.72).
Il effectue les inversions et les multiplications de matrices nécessaires.
L'organigramme du sous-programme POTS3 est donné à la figure 3.13.
Le bloc BLSLNM^43) résout le système d'équations linéaires puis
imprime les résultats. Le bloc BLSLNM est conçu afin d'utiliser la
méthode Gauss (élimination directe) avec interchange de ligne et/ou
de colonne s'il y a pivot nul.
Le bloc BLCINT fait le calcul du champ électrique dans la région
homogène (région Vi) aux emplacements désirés, et imprime les résul-
tats. Il utilise la formulation développée à la section 3.5. L'organi-
gramme du bloc BLCINT est donné à la figure 3.14.
Le bloc BLFINT fait le calcul de la force électrostatique agis-
sant entre la pointe et la charge d'espace et imprime les résultats.
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L'équation servant au calcul de la force est présentée à la section 3.6.
L'organigramme correspondant au bloc BLFINT se retrouve à la figure
3.15.
Les blocs de calculs et les sous-programmes importants sont listés
à l'annexe 2. On y retrouve les sous-programmes EXLMAT, FVOL,
POTS3, EXCINT et EXFINT.
Le programme est entièrement écrit en FORTRAN IV et l'ordi-
nateur utilisé est un VAX 11/780 de Digital. Le temps d'ordinateur
nécessaire à l'exécution du programme pour la modélisation complète
est d'environ 2 minutes 46 secondes CPU.
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BOUCLE SUR TOUS
LES MOEUPS
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COORDONNÉES DE LA
TRBLE
BOUCLE SUR TOUS
LES ELETEMTS
LECTURE D'UN
ELEMENT
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OHMS Lfl MOTRICE TRMPON
NON
FORMRTION DES fMTRICES
GLOBfiLES ET DES UECTEURS
OUI
NON
RETOUR flU PFO-
GRfWE PRINCIPRL
Figure 3.9: Organigramme du bloc BLLMAT
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TERPOLflTIOM «POIDS »
NOM
OUI
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Figure 3.10: Organigramme du sous-programme STNS (cas non singulier)
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Figure 3.11: Organigramme du sous-programme STCS (cas singulier)
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Figure 3.12: Organigramme du sous-programme FVOL
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ITflTRICE [H-GJ
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[H-GJ PflR {F}
POTENTIEL SUR Lfi
SURFACE S3
eq 3.34
GRETOUR DflNS EXLIWT
Figure 3.13: Organigramme du sous-programme POTS3
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Figure 3.14: Organigramme du bloc BLCINT
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Figure 3.15: Organigramme du bloc BLFINT
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3.8 VALIDATION ET RÉSULTATS
3.8.1 Validation du modèle numérique
Afin de valider le modèle numérique, nous avons choisi de simuler
avec notre programme deux arrangements physiques dont les résultats
analytiques sont connus. Les calculs effectués sur ceux-ci aideront à
déterminer l'erreur commise dans la solution numérique, et à choisir un
nombre optimum d'éléments permettant d'obtenir des résultats ayant
une précision acceptable.
Le premier arrangement est un condensateur cylindrique constitué
de deux cylindres métalliques concentriques très longs (figure 3.16). Le
cylindre intérieur a un diamètre de 3.2 cm et le cylindre extérieur a un
diamètre de 1 m. Les diamètres des cylindres intérieur et extérieur sont
identiques à ceux du conducteur et de la cage cylindrique du modèle
géométrique qui est à la base de la simulation numérique décrite dans
ce chapitre. Le cylindre intérieur a un potentiel de 50 kv et le cylindre
extérieur est relié à la terre. Le diélectrique employé dans le conden-
sateur est l'air.
Le second arrangement représente deux conducteurs' cylindriques
parallèles (diamètre de 3.2 cm chacun) distants de 1 m (figure 3.17).
Le potentiel d'un des conducteurs est de 50 kv en polarité positive et
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l'autre est de 50 kv en polarité négative.
Figure 3.16: Configuration condensateur cylindrique
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Figure 3.17: Configuration conducteurs parallèles
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Les calculs analytiques de la charge des conducteurs et du champ
électrique entre les conducteurs se font aisément à l'aide de formules
appropriées. Dans le cas du condensateur cylindrique, nous pouvons
utiliser l'équation (3.86)^49^ pour le calcul de la charge sur des cylindres
de 1 m de long (portion du condensateur limitée par les plans M et N
distants de 1 m l'un de l'autre (figure 3.16)):
(3.86)
où So est la permittivité du vide (8.854*10~12F/m), U est la différence
de potentiel entre les 2 cylindres, Ri est le rayon du cylindre intérieur,
et R-2 est le rayon du cylindre extérieur. Si r est la distance entre
P (le point d'intérêt où Ton désire déterminer la grandeur du champ
électrique) et Taxe des cylindres (figure 3.16), le champ en P a pour
E = U (3.87)(f)
Selon la référence (49), la charge sur chacun des deux conduc-
teurs parallèles de même rayon limités par des plans parallèles M et N
distants de 1 m (figure 3.17) est donnée par:
où D est la distance entre les deux conducteurs et R. le rayon des con-
ducteurs. Prenons un point P (figure 3.17) situé entre les conducteurs,
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et à la distance r de l'un des conducteurs. Le champ électrique produit
par les deux conducteurs en P est'49);
U (\ 1 \
E = D -r (3.89)
La charge est calculée sur chaque conducteur, et le champ électri-
que à quelques points entre les conducteurs en utilisant le programme
d'ordinateur MEFF, et avec les formules analytiques citées dans cette
section. Les calculs numériques sont faits pour des configurations de 8,
16 et 32 éléments quadratiques à 3 noeuds. Les figures 3.18 et 3.19 mon-
trent la division des deux arrangements en 8 éléments et l'emplacement
des points où le champ est calculé. Les résultats obtenus sont présentés
aux fîgur(T3.20 à 3r23^
noeud ^—H*^,( °.^ -élément)
y
* points de calcul du
chanp électrique
Figure 3.18: Configuration condensateur cylindrique divisée
en 8 éléments
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Figure 3.19: Configuration conducteurs parallèles divisée
en 8 éléments
Sur les graphiques présentant la charge d'un conducteur en fonc-
tion du nombre d'éléments pour les deux configurations étudiées (figu-
re 3.20 a et b), nous observons que la précision augmente lorsque le
nombre d'éléments est plus grand. Ainsi, le niveau de charge calculé
numériquement se rapproche de celui évalué analytiqueinent (équation
(3.86) et (3.88)). Les figures 3.21 a et b, représentant le pourcen-
tage d'erreur sur le calcul de la charge sur un conducteur, montrent
clairement la chute de l'erreur en fonction de l'augmentation du nom-
bre d'éléments. Selon la configuration, l'erreur commise sur la charge
pour un domaine divisé en 32 éléments se situe à 0.16% (condensateur
cylindrique) ou 0.6% (conducteurs parallèles).
Les graphiques de la figure 3.22 présentent les courbes analytique
et numérique (8, 16 et 32 éléments) du champ électrique en fonction
de la distance à l'axe de symétrie. On remarque que les courbes sont
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presque confondues. Le pourcentage d'erreur sur le champ électrique
en fonction de la distance à l'axe de symétrie est donné pour chacune
des configurât ions à la figure 3.23. L'erreur moyenne sur le champ est
environ de 0.3% pour un domaine de 32 éléments, ce qui est très satis-
faisant. Le calcul du champ électrique est donc d'une bonne précision.
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Figure 3.20: Comparaison entre la valeur numérique et analytique
de la charge électrique:
a) configuration condensateur cylindrique
b) configuration conducteurs parallèles
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Figure 3.21: Pourcentage d'erreur sur la valeur numérique
de la charge électrique:
a) configuration condensateur cylindrique
b) configuration conducteurs parallèles
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Figure 3.22: Comparaison entre la valeur numérique et analytique
du champ électrique:
a) configuration condensateur cylindrique
b) configuration conducteurs parallèles
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Figure 3.23: Pourcentage d'erreur sur la valeur numérique
du champ électrique:
a) configuration condensateur cylindrique
b) configuration conducteurs parallèles
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Les résultats de la validation démontrent bien l'importance du
nombre d'éléments utilisés sur le domaine. Les résultats des essais
faits avec le modèle géométrique de la figure 3.2 divisé en 28, 40, 49 et
56 éléments, montrent que le nombre d'éléments influence davantage
le champ électrique dans le voisinage immédiat de la pointe que pour
des points plus éloignés (figure 3.24).
8;
> g-
TENS1ON 80 KV
SANS CHARGE
-B— S6 ELE
-®— 49 ELE
•*— 4,0 ELE
-*— 28 ELE o
0-00 0-04 0 0 8 0 . 1 2 0 - 1 6 0 2 0 0 - 2 4
DISTANCE AX IALE " r " (CM)
0 .28
Figure 3.24: Champ électrique pour 28, 40, 49 et 56 éléments
Ainsi, les surfaces Si et S2 sont représentées à laide de 56 éléments.
le contour de la charge d'espace est divisé en 12 éléments, et la surface
intérieure de la charge d'espace est divisée en 40 cellules.
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Afin de valider le modèle de la figure 3.2. il est possible de calculer
l'erreur sur le potentiel à l 'aide de la matrice des coefficients et des
charges calculées et selon l 'énoncé (3.90).
cv r- (^imposé ~ ^calculé '
 rvnx
% Erreur = * * 100 (3.90)
-'imposé
Le potentiel calculé (<?calculé) es* ^ v am^ e n utilisant le système
matriciel (3.72). Le potentiel imposé (^^posé) correspond aux condi-
tions limites (3.3). Si le conducteur a un potentiel de 70 kv, le pour-
centage d'erreur est inférieur ou égal à 0.003%. Donc, remplacement
et la valeur des charges semblent bien représenter la situation désirée.
3.8.2 Limites d'application du modèle numérique
Des calculs ont été faits à l'aide du programme développé et du
modèle physique présenté dans ce chapitre. Selon la grandeur de la
charge d'espace, inférieure, égale ou supérieure à 1011 ions, nous obser-
vons trois situations distinctes. Ces situations sont présentées à l'aide
de trois simulations où la valeur de la charge d'espace est de 1010,1011
ou 1012 ions. Pour chacune de ces valeurs, le potentiel du conducteur
est imposé à 70 kv et la distance de la charge à la pointe à 0.1 cm.
Dans le premier cas (figure 3.25 a) où la quantité de charge d'espa-
ce est inférieure à 1011ions (ex: 1010 ions positifs), les charges calculées
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qi à la surface de la cage et q_> à la surface du conducteur-pointe sont
respectivement négatives et positives, ce à quoi on s'attendait. Le
potentiel calculé ç>3 (cf. équation (3.33)) de la frontière de la charge
d'espace est de 3.25 kv en polarité positive. Par contre, les charges
calculées q3 (équation (3.35)) sont de polarité négative, ce qui n'est
pas en accord avec les charges positives imposées. De plus, la charge
totale de la charge d'espace, calculée avec les charges de surface q3, ne
correspond pas en grandeur à la charge d'espace totale imposée.
Dans le deuxième cas (figure 3.25 b) où la quantité de charge
d'espace est égale à 1011 ions positifs, les charges calculées qi et q2
sont respectivement négatives et positives. Les charges calculées q3
sont positives et le potentiel <p3 et de 68.46 kv en polarité positive. Ces
quantités sont toutes en accord avec les valeurs imposées. La charge
totale de la charge d'espace, calculée avec les charges de surface q3, est
environ la même que la charge d'espace totale imposée.
Dans le troisième cas (figure 3.35 c) où la quantité de charge
d'espace est supérieure à 1011 ions (ex: 1012 ions positifs), les charges
calculées qi et cj2 sont négatives. Les charges calculées q3 sont posi-
tives et le potentiel 03 est de 325.27 kv en polarité positive. La charge
totale de la charge d'espace, calculée avec les charges de surface q3% ne
correspond pas à la charge d'espace totale imposée.
Physiquement, les trois situations obtenues ne semblent pas toutes
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possibles, mais nous pouvons expliquer ainsi les résultats numériques
que nous avons observés. Si le potentiel calculé o3 (équation (3.33))
de la frontière de la charge d'espace est plus faible que celui créé (ç>3)
par le système conducteur-pointe et la cage sur cette même frontière,
alors les charges calculées q3 doivent être négatives pour diminuer le
potentiel ç>3 au même niveau que ç>3 afin de respecter la condition de
continuité imposée sur le potentiel (équation (3.32)). C'est ce que nous
observons dans le premier cas. La situation inverse peut être observée,
c'est-à-dire que si la charge d'espace est trop importante, elle crée un
potentiel 02 trop élevé sur le conducteur. Ainsi, l'apparition de charges
négatives q2 à la surface du conducteur-pointe sont nécessaires afin de
diminuer ce potentiel au niveau imposé. C'est ce que nous observons
dans le troisième cas.
Selon ces observations, il existerait donc un petit intervalle de vari-
ation (ou même une seule valeur) de la densité de la charge d'espace,
pour chacune des positions de celle-ci et chacun des potentiels imposés
au conducteur, pouvant satisfaire les conditions physiques de la con-
figuration géométrique du montage (deuxième cas). On voit qu'un
critère doit être ajouté à la procédure. Le critère étant celui de la
conservation de la valeur de la charge d'espace. Si la charge totale de
la charge d'espace calculée diffère de celle imposée, la simulation doit
être recommencée, et ce jusqu'à ce que le critère de conservation soit
satisfait. Pour les conditions imposées précédemment (çi>2 = 70 kv et
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distance entre la charge d'espace et la pointe 0.1 cm), la grandeur de
charge d'espace correspondant à ce critère est de 2 * 1011 ions.
O kv
charges
10
a) 10 ions
0 kv 0 kv
11
b) 10 ions
Figure 3.25: Polarité des charges et potentiel des surfaces pour
trois grandeurs de charge d'espace:
a) 1010 ions b) 1011 ions c) 1012 ions
Le modèle employé nous limite donc à l'utilisation d'une seule
et unique grandeur de charge d'espace pour des conditions données.
L'influence de la grandeur de charge d'espace sur le champ électrique
ne peut donc pas être évaluée.
3.8.3 Application à l'étude du mécanisme des vibrations
La formulation présentée dans ce chapitre permet d'évaluer les
paramètres désirés pour la configuration décrite à la section 3.3. L'ap-
plication à l'étude du mécanisme des vibrations révélera quelques élé-
ments de solution supplémentaires.
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Les calculs à l'aide du programme informatique devaient être faits
selon les données fournies au tableau I. Toutefois, nous avons démontré
à la section précédente que la seule densité de charge d'espace qui peut
être utilisée dans notre modèle est environ 2 * 1011 ions. Ainsi, les seuls
paramètres que nous pouvons faire varier sont le potentiel du conduc-
teur ( 70. 80 et 90 kv) et la distance de la charge d'espace à la pointe
(0.02, 0.05. 0.1 et 0.2 cm). L'étude de l'influence de ces paramètres
sur la distribution du champ électrique dans l'espace situé sur l'axe de
symétrie entre l'extrémité de la pointe et les charges d'espace, ainsi que
la force électrostatique agissant entre la pointe et la charge d'espace, a
permis d'arriver à certains résultats.
3.8.3.1 Champ électrique
Les résultats obtenus à l'aide de notre programme ont permis
d'obtenir des données utiles à l'identification de l'ampleur de la mo-
dification de la distribution du champ électrique au voisinage du bout
de la pointe. L'évaluation du champ électrique en absence de la charge
d'espace a été faite à l'aide de la formulation homogène présentée à
la section 3.3.1. Ces données sont comparées à celles obtenues par la
formulation tenant compte de la présence de la charge d'espace en-
tre la pointe et la terre (section 3.4.5). Les courbes obtenues pour
trois tensions (70, 80 et 90 kv) sont présentées à la figure 3.26. Elles
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représentent la variation de la grandeur du champ électrique sur Taxe
de symétrie de la pointe en présence ou non de la charge d'espace, en
fonction de la distance r du bout de la pointe. La charge d'espace,
lorsqu'elle est présente, est distante de 0.02. 0.05. 0.1 ou 0.2 cm de
la pointe. La densité varie de 2 * 1011 à 3.5 * 1011 ions. Le champ
électrique, dans tous les cas, est maximum à la pointe et décroît rapi-
dement pour un point situé au voisinage immédiat de la pointe. Il tend
à s'annuler près de la frontière de la charge d'espace.
La figure 3.27 présente la variation du champ électrique à l'ex-
trémité de la pointe en fonction de la tension appliquée pour chacune
des positions de la charge d'espace. Le champ électrique à la pointe
augmente en fonction de la tension appliquée sur le conducteur. Cette
augmentation est d'autant plus considérable que la charge est loin de
la pointe. On peut aussi remarquer que la valeur du champ électrique
à la pointe est plus grande lorsque la charge d'espace s'éloigne de la
pointe.
Les résultats présentés dans cette section concordent avec ceux
obtenus avec la méthode des éléments finis classique pour la même
configuration que celle utilisée dans cette approche^29K
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0- 0.02em ç = 2 .51«10 n tons
0- 0.05cm q = 2.50 * 10 n ions
D- 0.1cm q = 1.99* 10 " ions
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Figure 3.26: Distribution du champ électrique sur Taxe de
symétrie au voisinage de la pointe en fonction
de la distance à la pointe r pour différents
potentiels:
a) 70 kv b) 80 kv c) 90 kv
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Figure 3.27: Intensité du champ électrique à la pointe
en fonction de la tension appliquée
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3.8.3.2 Force électrostatique
L'étude de la force électrostatique, en fonction de la position de la
charge d'espace et du potentiel appliqué au conducteur, est réalisée à
l'aide de la formulation décrite à la section 3.6.
Si la tension est fixée et que la distance de la charge à la pointe
varie, il est possible de déterminer la variation de la grandeur de la
force électrostatique en fonction de la position de la charge d'espace
pour différentes tensions. Les résultats obtenus (figure 3.28) montrent
que cette force diminue lorsque la distance entre la charge d'espace et
la pointe augmente. Elle est toujours plus grande pour une tension
supérieure.
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Figure 3.28: Force électrostatique en fonction de la distance
de la change d'espace à la pointe
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3.9 DISCUSSION DES RÉSULTATS
L'approche numérique, basée sur la combinaison de la méthode de
simulation de charges de surface et la méthode des éléments finis de
frontière, a montré que la valeur du champ électrique à la pointe d'une
électrode conique en métal fixée à la surface du conducteur, peut être
diminuée par la charge d'espace. Cette approche a démontré également
la possibilité de déterminer numériquement la force électrostatique
agissant entre la charge d'espace et la pointe métallique.
Cependant, la méthode utilisée pour modéliser la configuration
employée dans ce travail ne nous a pas permis d'imposer une densité
de charge d'espace quelconque. En effet, il a été observé que le niveau
de charge permis, pour une configuration donnée, était déterminé par
les paramètres initiaux et par des critères de conservation de la charge
d'espace et de continuité du potentiel. Des études ultérieures devraient
être entreprises pour clarifier cette situation.
CHAPITRE IV
CONCLUSION GÉNÉRALE ET RECOMMANDATIONS
Les études théoriques et expérimentales des vibrations induites
par effet de couronne présentées dans ce mémoire, ont permis d'évaluer
l'importance des principales forces pouvant être à l'origine des vibra-
tions induites par effet de couronne des conducteurs à haute tension.
Les résultats obtenus indiquent que la force de réaction due au vent
électrique est de l'ordre de 10~4 N par pointe, et qu'elle représente en-
viron 10% de la force totale produisant les vibrations qui est de l'ordre
de 10~3 N par pointe. Nous avons démontré qu'un conducteur H.T.,
suspendu à l'aide de ressorts au-dessus d'une plaque métallique reliée
à la terre, peut vibrer lorsqu'on injecte des charges d'espace intermit-
tentes entre le conducteur et la plaque, le taux de répétition des charges
injectées étant égal à la fréquence naturelle du conducteur. Ceci con-
firme l'importance de l'effet d'écran de la charge d'espace.
Ces informations ont conduit à la nécessité de mettre au point un
modèle informatique (basé sur les méthodes de simulations de charges
de surface et des éléments finis de frontière). Il nous a permis d'étudier
l'influence de la charge d'espace sur le champ électrique, et de détermi-
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lier la force électrostatique agissant entre la charge d'espace et la pointe,
ce qui semble être la principale cause des vibrations. Les résultats
numériques ont montré que la présence de la charge d'espace cause une
diminution du champ électrique à l'extrémité d'une pointe métallique
simulant une goutte d'eau suspendue. Ces résultats mettent en valeur
l'hypothèse selon laquelle la présence intermittente de la charge d'es-
pace, produite par les décharges à l'extrémité des gouttes d'eau sus-
pendues en-dessous des conducteurs à haute tension, crée un effet
d'écran et est la cause principale des vibrations. L'approche numérique
a démontré également la possibilité de déterminer numériquement la
force électrostatique agissant entre la charge d'espace et la pointe mé-
tallique.
Toutefois, les limitations du modèle, observées au cours de la pré-
sente étude, suggèrent de poursuivre encore des travaux de recherche
afin de déterminer plus exactement l'influence de chacun des facteurs
(géométrie, méthode numérique ...). Ainsi, des études sur différents
domaines ouverts et fermés et dont les résultats analytiques sont con-
nus devront être réalisées. Le potentiel appliqué et la géométrie de
l'électrode sont deux facteurs importants influençant la distribution du
champ électrique, mais en présence de la décharge de couronne, la lo-
calisation et la forme de la charge d'espace jouent également un grand
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rôle. Ainsi, un modèle numérique plus adéquat devra tenir compte
d'une distribution de charge d'espace variable dans l'espace et dans le
temps. Ce modèle plus réaliste requiert une formulation mathématique
beaucoup plus complexe et exige une programmation beaucoup plus so-
phistiquée et plus exigeante en temps de calcul, il offre par contre plus
de flexibilité.
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ANNEXE 1
Formulation par equation intégrale directe^44)
Nous cherchons à exprimer une solution pour l'équation de Poisson
dans un domaine V à l'intérieur duquel il existe une source de charge:
Y) = - = b(Y)
avec les conditions frontières suivantes (figure A 1.1):
sur la partie S' de la frontière S de V
= MY) sur S" de S, (S=S'+S") (.41.2)dé(Y) = g(Y)
dn So
où n est la normale unitaire de la surface S pointant vers l'extérieur.
g(Y) et h(Y) sont des valeurs connues. Nous utilisons la méthode
des résidus pondérés pour transformer l'équation (A 1.1) en équation
intégrale équivalente.
Figure A 1.1: Description du domaine V
Nous pouvons écrire l'énoncé de la méthode des résidus pondérés
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suivant:
- / .Sft[
Sr
dô(Y)
On G(Ç.Y)dSy
(.41.3)
ÇeV
où G{Ç, Y) est la solution fondamentale de Téquation de Laplace
et correspond à la fonction de Green pour un espace infini. À deux
dimensions nous avons:
(
-
4 L 4 )
L'intégration par parties de l'équation (Al.3) donne:
/
Sous forme générale on a:
to f
I V2G'(£, Y)(f)(Y)dVy + / b{Y
Jv ~ Jv
/ d<p{Y) f
— I —-—G(£,Y)dSy + I 4>{Y
Js on Js
(.41.5)
En intégrant par parties une seconde fois on trouve:
/ V2G«, Y)4>(Y)dVy + f b(Y)G(i, Y)dVy =
Jv Jv
- / -^^G{^Y)dSy- h(Y)G{Ç,Y)dSy (.41.6)
Jsf un J g,,
(.41.7)
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Puisque G(£. Y) est la solution foudaineutale de l'équation de Laplace,
alors:
2
où a = 1 pour les problèmes à deux dimensions, et la fonction delta de
Dirac A(£. Y) a les propriétés suivantes:
, Y) = oc pourÇ = Y (.41.9)
et:
J <j,(Y)A(Ç.\)dYy = ç>(£) (.41.10)
En substituant l'équation (Al.8) dans l'équation (Al.7) on obtient:
/ ^ [
s on Jv (4111)
Lorsque ^ —»• XeS (Al.11) devient:
s (Al. 12)
où C(X) est une fonction caractéristique de la frontière S au point X
par rapport à l'opérateur de Laplace.
ANNEXE 2
Liste des sous-programmes de calculs
EZXLMAT * F" OR
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4
5
6
7
8
?
10
ii
12
13
14
•t ci J
16
17
18
1?
20
21
22
23
24
23
26
2-8
no
L 7
20
3!
34
35
36
37
33
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SUBROUTINE EXLrtAT(VCORGJKDLNCJKKODEfVCL» KLOCE» VCGRE> KNE» VPRNEJ
1 VPREE>VTH>VU6IVKGBIVFGB)
mmmmmttummmttmnmntmtmttmnmtnmmt
EXECUTION DU BLOC 'LIAT'
CALCUL DES COEFFICIENTS DES MATRICES VKGB .- VFGB > TVH ET VFGC
GLOBALES OBTENUES PAR ASSEMBLAGE DIRECT DES VECTEURS VTH > VUG
ET VFG CALCULEES POUR CHAQUE NOEUD GLOBAL DU SYSTEME
tttuntutuuttntuninnuutunntununtunuuttunnn
T
A
LA SIGNIFICATION DES VARIABLES NON PRESENTEES CI-DESSOUS I
ME- I
OU I
I
EST DONNEE DANS LA REFERENCE SENTATION DE LA 
THODE DES ELEMENTS FINIS' DE BHATT ET TOUZOT (REF.455
DANS LE RAPPORT TECHNIQUE DE GAKWAYA PRESENTE AU GRIEA
(REF.43)
VCL
VCORE
XA
VTH>VUG
ATHJBUG
VKGB
VFGB
TVH
VFGC
NNSH
MNSC
NE3H
N'ELC
TABLE DES CONDITIONS LIMITES
COORDONNEES DES NOEUDS
COORDONNEES DU NOEUD ACTUEL
VECTEURS GLOBAUX POUR UN NOEUD
VECTEURS ELEMENTAIRES
MATRICE [G]
VECTEUR DES F'OTENTIELS
MATRICE [H-G]
VECTEUR ifs
UR LA SURFACE
N u ^ L it «Ucuiic. so-: LH S^Ù-HVL it LH Lhr
NGMBRE D'ELEMENTS SUR LA SURFACE K0MC3ENE
NuMBKL i''ELEfitNTS SUR LA HURrAuE DU CONDUCTEUR
IMPLICIT REAL*8(A-H>Û-Z)
COMMON/COOR/NDIMJNNTJNDLN)NDLT
CCMHON/ELEM/NELT J NNEL JNTPE >NGRE
COMMON/RGDT/IELÎITPE»ITPE1 ,IGRE»IDLE?ICE»IPRNE»IPREE?INEL
C0rîM0N/ES/M!liR.HP,Ml.M2
CQiiMCN/GAUSa/NGAUS
GMMCN/MICH/NNSH'NNSHIÏNNSCSNESHJNESHI.NELC
•J--Î
54 PARAMETRES UTILISES
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
"7 À/t
/ -J
76
77
7S
79
80
81
82
83
34
83
86
87
C
r
c
1000
c
1010
•1
c
r*
L,-
c
c
L —
c
NNSH=112
NNSH1=NNSB+1 1 1 7
NNSC=24
NES.H=5ô
NESH1=NESHH
NELC=48
ICOBE = 0
LECTURE DES INFORMATIONS NECESSAIF
IFiMl.EG.O) M1=HR
IF(H2,EQ.O) M2=ME
REAB(MMOOQ) IVARfPRIN»HMAX
FORMAT d5>2Fl 0.0)
IF'IM.GE.O) iiRITECMF-iOlO) HMAXÎPRINJIV'AR
FORMAT(//3X> 'DIMENSION MAXIMUM DU DOMAINE^'JE12,E;/>
ÎOX»'PRECISION D INTEGRATION DESIRE PRIN = '-E12.5/
• IOXJ 'INTEGRATION NUM. FIXE OU VARIABLE IVAR=SI5>/)
BOUCLE SUR TOUS LES }
DO 200 IN=1>NNT
11= (IN-1)*NDIM+1
IC3= NDIM
EXTRAIRE COORD. GLOBALES DU NOEUD IN DE LA TABLE UCORS
DO 110 I=I1»IC3
13= I-dl-1)
A(I3)= yCORGdi
110 CONTINUE
71
95
96
97
98
99
CO
L-
t-1
L-
'u-
r
L-
pneTTT">,"jFr;1 ! c pipujrp riro p: rwrijyç fffl) A *^ nN ^'^-'JT
REWIND H2
BOUCLE SUR TOUS LES ELEMENTS
DO 170 IEM=1ÎNELT
LIRE SUR LE FICHIER HE LES DONNEES KELATIVE3
' TC-r : iXJ ~j . C M O I I T
-.,-, - •-• -,
113
114
115
lié
117
118
119
120
121
IT)
123
124
125
126
IF(JN.EtUONEC) GO TO 130
120 CONTINUE 118
CAS NON SINGULIER
CALL STNS2(IN»XA>VC0REiVNIE!VECGE»ATH>BUG)
JC0C=O
GO TO 140
CAS SINGULIER
130 CALL STCSD(IN,XA >VCORE> VPREEiKNE»KLOCE > ATH i BUG » VNIE » VEC6E JICODE)
JCOD=i
140 IFdEM.GT.DGOTO 150
EVALUATION DU VECTEUR -if}
IF(IN.GT.NNSH) CALL FVOLdN-XAîVFGÎ
PLACER LES COEFFICIENTS BAN'S MATRICES VTH ET v'JG
132
133
134
135
13S
139
140
117
150
151
152
150 IF(IC0DE.EQ.5)RETURN
CONTINUE
DO 160 IG=1>INEL
KONEC=KNE(IG)
VTH ( KONEC) =VTH( KONEC HATHdG)
VUG(KONEC)=VUG(KONEC)tBUG{IG)
•160 CONTINUE
170
FIN BOUCLE SUR TOUS LES ELEMENTS
FORMATION DE LA HATRICE GLOBALE vKEE? DU VECTEUR SECOND
REMERE VFGE.DE LA HATRICE TVH ET DU VECTEUR VF3C
DO 130 I=1,NDLT
VKGBdNiI)=VUG(I)
VFGB(IN)=VCL(IN)
130 CONTINUE
VFGC;iN)=VFG
E-ISE A 2ER:
166
167
16S
169
170
171
172
173
174
175
176
177
178
C
C
200
C
r
C
c
L
P _—--.-
L-
c
FIN BOUCLE SUR TOUS LES NOEUDS
119
CONTINUE
CALCUL DU POTENTIEL SUR LA SURFACE S3 DE LA CHARGE D'ESPACE
CALL PÛTS3(TVH,VFGC,VFGB)
ON PEUT MAINTENANT RESOUDRE VKGB*Q=VFGC
POUR TROUVER LES INCONNUES Q
RETURN
END
* F" o R:
120
1
2
3
4
5
6
7
8
9
10
11
12
13
14
J C
i J
16
17
18
19
20
21
22
23
24
25
26
2S
29
30
31
C
C
C
c
c
o
L
C
c
c
c
c
c
c
SUBROUTINE FVOL(INJXA.VFG)
mmtmtmttmtmmmtmmmmmmtmmtmmtm
t *
*
*
*
CALCUL DE L'INFLUENCE DES CELLULES INTERIEURES SUR LES POINTS *
DE LA FRONTIERE DE LA CHARGE D'ESPACE *
*
* *
mtmnmmmmntmtmntnntmmtmmmttmttttu
EVALUATION DU VECTEUR <F>
IN
XA
vFS
DCC
DIST
NON
VALX.VALY
NDC
NDCC1»...
y
FLl»..,
CYR
RA
CNOY
I
NUMERO DU NOEUD ACTUEL I
COORDONNEES DU NOEUD ACTUEL I
VECTEUR -CF> I
DENSITE DE CHARGE A L'INTERIEUR DE LA I
DE LA CHARGE D'ESPACE I
DISTANCE DE LA CHARGE D'ESPACE A LA POINTE I
NOMBRE DE NOEUDS SUR LA CHARGE D'ESPACE I
COORDONNEES (X>Y) DES NOEUDS DES ELEMENTS I
NOMBRE DE CELLULES DANS LA CHARGE D'ESPACE I
NUMERO DES NOEUDS AU SOMMET DES CELLULES I
POIDS D'INTEGRATION I
ABCISSES DES POINTS D'INTEGRATION I
COORDONNEES DES POINTS D'INTEGRATION T
DISTANCE DU POINT D'INTEGRATION AU NOEUD
AU NOEUD DE SURFACE
NOYAU
AIRE DE LA CELLULE
33 IMPLICIT REAL*8(A-H.G-Z)
34 COKMCN/MIKE/DCCJDIST
35 DIMENSION NDN(50)IVALX(50)JVALY(50)
36 DIMENSION NDC(50)»NBCC1(5O)»NDCC2(50)>NDCC3Î5O)
37 DIMENSION y(3)!FLl<3)..FL2(3)>FL3<3)>CYRC2),XA<3)
38 DATA U/.333333333IÎ0J.333333333B0M333333333B0/
39 DATA FL1/.666666Ù667D0J .16666666667D0) •1(S6C66Ù6667D0/
40 DATA FL2/.li6666ô6667D0j.é66d66ûâà7D0j.i666é66éô67D0/
41 BATA FL3/»1666éî6£6é7D0< »16C6ÛÙ66667B0J .66àé666667Ii'O/
*?î j u i n i-Ll i i / 0» Ji'U/
SEHIU 'Z J JHO) ( (NI'Ndï i vALX^I)
'"\ClHi.» \£.3t 1£'J) M U O ? Î'L-^
FGRMATÎI5.E12.5)
56 READ(28,130)<(NCC(I)J NBCCi(I)J NDCC2(I)J NDCC3 <I))J1=1J NCS)
57 130 FORMATAIS) 1 2 1
58 C
59 C CALCUL DE L'INTEGRALE
60 C
61 140 DO 160 J=1,NCS
62 C
63 C INITIALISATION
64 C
65 CNOY=ZERO
66 C
67 C AIRE DE LA CELLULE
66 C
69 AIRl=(VALX(NDCCl(J))*VALy(NriCC2(J))-VALY(NnCCl(J))*VALX(NIICC2(J)))
70 AIR2=-(VALX(NDCCl(J))*VALY(Nr!CC3(J))-VALY(NDCClfJ))*V'ALX(NDCC3(J)))
71 AIR3=(VALX(NDCC2( J) )*yALY(NDCC3( J) )-VALY(NDCC2( Jî )*VALX(ND.CC3! J) ) )
72 AIR=DEMI*(AIR1+AIR2+AIR3)
73 AIR=DASS(AIR)
75
 c COORDONNEES DES POINTS D'INTEGRATION
76 C
77 DO 150 K=l>3
73 CYR(1)=VALX(NDCC1(J))*FL1(K)+VALX(NDCC2(J))*FL2(K)
79 CYR(1)=CYR(1HVALX(NBCC3(J))*FL3CK)
SO CYR(2)=YALY(NDCC1(J))*FL1(KHVALY(NBCC2(JM*FL2(K)
81 CYR(2)=CYR(2HVALY(NDCC3(J))*FL3(K)
ST r
i- l_-
83 C NOYAU
84 C
85 RA=(XAU)-CYR(1))**2+(XA(2)-CYR(2))**2
86 RA=DSQRT(RA)
87 CNQY=CN0Y+DLG6(UN/RA;*AIR*U<K)/(DEUPI*EPSI>
88 150 CONTINUE
89 vFG=yFGtCN'OY
90 160 CONTINUE
M.'il TTp! TTATT CAD I A PL'Appr
94
95
96
97
98
r
L-
c
vFG=VFG*DCC
r.t 1 UUK i't Vr u
RETURN
END
F-OXS3 *
1 2 2
5
6
i
8
10
12
13
14
15
16
17
18
19
20
21
26
27
23
2?
SUBROUTINE P0TS3(TVH» VF6C» VFGB)
c mmtmmmnummnmnnmmmmmummtmtmn
c * *
C * EVALUATION DU POTENTIEL DE LA SURFACE S3 DE LA CHARGE D'ESPACE *
C * *
C * *
c mmnttmmmmmmnmmnnnmmtmmmtnttnm
c
c
C I I
c
r
TUHJTKVH
VFGCTVF3C
VFGB
HVFGC
MATRICE CK-3']
VECTEUR -CF>
VECTEUR REPONSE
RESULTAT DE CH-G'1'HF}
POTENTIEL MOYEN
IMPLICIT REAL*8<A-H»0-Z)
DIMENSION TVH(200>200)jTKVH(24,24)iVFGC(2û0bVFGBil),HVFGC(24}
DIMENSION TKK(24).TVFGC(24)
COKMCN/MICH/NNSHJNNSHI.NNSC^ESHÎNESHI
CCMMON/COOR/NNT
DATA EPSI/8.854D-12/JUN/1 ,0D0/
DATA EPS/1.05-20/» ZERO/0.0D0/
-REPARATION DES MATRICES
36
37
38
39
40
10
20
INDIC=-1
I.N1=O
DO 20 I«I=NNSH1>NNT
IN2=O
DO 10 I«2=NNSH1»NNT
IN2=IN2+1
TKVH(IN1»IN2)=TVH(I«1»I«2)
TyFGC(INl)=VFGC(IMl)
L«=NNT-NNSH
43
àâ
INVERSION DE CH-G'3
."* '.—, •?, i_ ;_ V w L- : i_ i-1 î:i V u — — — — — — ~ — —
CALL MATMpVfTKVH« TVFBC?HVF8C5LM? L«? 1)
IN1=O
?0TM0Y=2ER0
DO 30 I=NNSH1.NNT
56
57
5S
59
60
61
62
63
64
65
66
67
68
69
70
71
r
c
c
30
1000
C
C
c
IN1=IN1+Î
FORMATION DU VECTEUR REPONSE FINAL VFGB
POTKOY=POTMOYIHVFGC(INI)/(NNT-NNSHl)
CONTINUE
DO I=NNSHliNNT
VFGB(I)=-POT«OY
END DO
URITE(17il000M(VKGB(IiJ)>J=l>NNT)>I=l>NNT)
F0R.W(lXïdE12.5)
RETOUR DU VECTEUR REPONSE VFGB DANS EXL
RETURN
END
123
* F" O R
124
2
3
4
5
6
7
3
9
10
4 -I
XI
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
2?
ov
37
•rn
•JO
3?
40
41
c
c
c
c
c
c
c
c
c
c
c
c
c
u
c
c
c
c
c
c
c
c
c
c
SUBROUTINE E XC INT ÎVCL ^K IQCE JVCORE ^NE ^ PREEWFGB )
tmtmmmtmttmmtmmmmmmnmmummmm
t *
* EVALUATION DU CHAMP ELECTRIQUE AUX POINTS SELECTIONNES *
* DANS LA REGION HOMOGENE VI *
* *
mnmmmtmmmmummnmmmmmtumummt
VCL
VFGS
CHAMP
CHAMPX,CHAMPY
GX»GY
RA
YP
AT>BU»ATL>EUL
NINT
CHARNOD
TABLE DES CONDITIONS LIMITES
VECTEUR DES CHARGES
INTENSITE DU CHAMP ELECTRIQUE
COMPOSANTES EN X ET Y DU CHAMP
ELECTRIQUE
NOYAUX
DISTANCE DU POINT SELECTIONNE AU POINT
D'INTEGRATION
COORDONNEES DU POINT D'INTEGRATION
VECTEURS ELEMENTAIRES
NOMBRE DE POINTS SELECTIONNES
CHARGE AU NOEUD
C3MMCN/C00R/NDIMÎFACÏ3 )
CCitf GN/ELEM/NELT >NNEL,NTPE;NGRE >ME
CCttîÛN/RGDT/IEL>IBLEïIN£L
DIMENSION XK3bX2 ( 3 bFAC l î 3 ) ïYP ; 3 ;
DIMENSION VCL(i;»VFSB(l) .KLGCE(l}.VCCRE(l) .KNE(i; .yFS?iE;i ; ?
ypRZE( 1 ) ? VECGE ( 130 ) J VA i 3) » XIN ( 3)
 5 TANV ( ? ; » CGSI:•; 3 )
DIMENSION CHAMP( 100).CHA«PY(250bCHAMPX(250)
DIMENSION CHARN0r:<24}>ATL(24),BULC24>>AT(24)>SU;24;
DIMENSION VCORK5O5 »VNN(3) »VNIE(200)
EQUIVALENCE ( C 0 S D ( 1 ) J T ANV ( 7 ) )
DATA ZERO/0.D0/>UN/i.0D0/iDEUPI/6.233185308DO/>EPSI/8.8545-12/
IF(IN.GT.O) NINT=IN
DO 10 I = I i 3
IF(FACKD.NE.ZERO) FAC(IÎ=FAC1(I)
56
57
58
59
60
61
62
63
64
65
66
67
68
6?
70
71
72
73
•1
78
7?
•->•*
01
0*.
33
34
35
86
IMPRESSION CES PARAMETRES DU BLOC
1 2 5
WRITE(«F»1O1O) M,NINT,NDIM>FAC
1010 FORMAT(//' LECTURE DES NOEUDS INTERIEURS Œ=',12t')'/' !,2Bi'=')/
1 15X, 'NOMBRE MAXIMUM DE NOEUDS INT. (NINT) = M 5 /
2 15Xi'NOMBRE DE DIM. DU PROBLEME <NDIM)='iI5/
33 ISSXirFBCIEBRDÎEEBEELEECEESCCOefiî.
INITIALISATION DES COORDONNEES
Ii=(NINT-l)*NBIM+l
DO 10 IA=1,I1,NDIM
10 VCCRI(IA)=SPECL
C
C LECTURE DES CARTE DE NOEUDS
C
IFJM.GT.O; URITEiMPjiOZO)
jiiS i ' 1 / R l l r l i l / J U n i " , i U S J..C.
20 R:AD;n:.103û) IN1.X1»IN2>X2>INCR
1030 FORMAT < 2 <15 ? 3F20 * 9) f15)
IF(M.GT.O) iiRITE(MF,104C; INÎ>X1>IN2»X2JINCR
1040 F0RMAT!'m**'>2CI5,3E12.5),I5)
IF(INl.LE.O) GO TO 60
L- *"~ ~ " i'L.L-bt'ni3i_ L-L. Lh uHf\ i£. ~
ri
IF(INl.GT.NINT) CALL ERREUR ; 80 » INIJ NINT,0)
IFdN2.GT.NINT) CALL ERREUR(31>IN2)NINT,0)
IFCIN2.LE.Ô) IM2=IN1
il-s xrti~ini// înLfK
73
?4
75
96
97
98
99
100
102
60
1050
1060
IMPRESSION JES
IF(M.LT.O) GO TO 30
URITEÎMPJIOSO)
FORMAT(/IOX»' NOEUD
11=1
I2=NB:«
I2=I2-:LNDIH
COORD»
'»5Xf'X
(VCOSKI
',-•; \J0 r ! :DS
MIX»' Y'»11XJ'
tliK
z
s
'/)
ri r f T L : r
i_ 1_ 1_ '-- i : i i '.IU L.
Ill
H 4 n
Hi.
113
114
115
116
117
118
11?
120
121
122
123
124
r-
It
n
C
C
c
12ù
CALL 2ERCA(C.HA«PXf250J
CALL ZERCA<CHAKPY.25O)
123
130
131
132
133
134
135
136
13?
133
13?
140
141
142
C
C
,-i
u
c
c
r
1/
b
c
r»
L-
C
BOUCLE SUR TOUS LES POINTS
BO ISO IN=1>NINT
COORDONNEES DU POINT SELECTIONNE -
Il=NDI«*IN-2
I2=NDItf*IN-l
I3=NBI«IN
XIN(1)=VCORI(I1)
XIN(2)=VCCRI(I2)
XIN(3)=VC0RI(I3)
ON CONNAIT LES CHARGES A LA SURFACE
(POUR CHAQUE ELEMENT DE SURFACE) -
126
REWIND ,12
DO 170 IEL=1»NELT
| Tpr l'y C| CMCVIT --
CALL RDDLEUï«2*KLOCE,VCÛRE>VPRNE,VPREE»KNE»VECGE.VNIE)
EXTRAIRE LES CHARGES DE VFGB FOUR L'ELEMENT
CONSIDERE D APRES KLCCE
Hi)
il.'
ibi
INITIALISATION
j. I-'J.
1S2
H CT
i où
•f r f<
155
110
C
DO
ATC
SUÎ
CONT
:CÎ=:ERO
:O=ZERO
1*1 Ui_
Tri r
ll'LL
r nrpiir Tx<Trr;i>ATTny yf ÎWCDT^JT
fi f * r, j-y r-, ,i. I-, T -*t t i T \
167
168
169
170
171
172
173
174
175
176
177
178
•i -in
ISO
131
182
183
•i n *
J r» /
lût;
187
188
IS?
190
191
192
193
194
195
196
197
I'l'O
19?
S. v •-'
• • " • ,-"•. • " " •
203
n
.t\ A
205
207
208
20?
T A
i.'J
212
213
214
C
t
c
c
L
r» _._„
u
120
C
P_
L
C
p
u
C
130
140
J. iJV
c
P—_— __
w
P
L
c
IH=O
-
BOUCLE SUR LES POINTS DE GAUSS
HO 150 JA=1)NGAUS
IGG=IGG+1
COORD. INTRINSEQUE AU P. BE G.
COORD. CART. YA, COSINUS BIR., JACOBIEN AU P.G.
BO 120 111=1iNBIM
K=N3I.M-III
J,N1=N'BIM*IGG-K
YP(III)=VECGE(JN1)
COSB(III)=VECGE(IF8+JN1)
CALCULS DES NOYAUX
Rnl=(XIN(2)-YPf1))
RA2=(XIN(35-YP-2))
RA=RA1**2+RA2**2
GX=RA1/(RA*BEUPIÎEPSD
GY=RA2/(RA*BEUPI*EPSI)
IFdEL.GE.36.ANB.IEL.LE.43)6=0.0
NOYAU * FONCTION D'INTERPOLATION * JACOBIEN * POIDS
DO 130 JC=ifINEL
LE=JC+IH
NNCJC)=VNIE(LE)
ATL(JC)=VNN(JC)*GX
BUL(JC)=VNN(JC)*GY
iifliifT\i!TL-i_'ii J iiîUu
* *\ >r_ 1 n r 1
ri ! \ JL i - r i ! !n_>L .• TH ) i_ !, -Z..-'
CONTINUE
FIN INTEGRATION SUR UN ELEMENT
CKA«P ELECTRIQUE AU POINT IN
KINEL=INEL
DC 160 JS=1?KINEL
CHA«PY(IN)=CHHÎ1PY(IN)+BU(JS).*CHARN0B{JS)
CONTINUE
r.^î INTEGRATION sUK TDlib LE; tLhilhNiS
il/ I/O
7 < Q f
222
223
224
i i j
226
227
228
22?
230
231
232
233
234
235
236
237
238
n
I,
n
L
c
1070
1080
c
p
L
c
1090
x
190
ISO CONTINUE
128
IMPRESSIONS DES RESULTATS INTERIEURS
URITE(MF'J1070)
F0RHAT(lXf72('*')//lX,' SOLUTION INTERIEURE'/)
!4RITE<MP>1080)
FOR«AT(//'« CHAMP ELECTRIQUE INTERIEUR'//)
INTENSITE DU CHAMP ELECTRIQUE
DC 190 IP=1,NINT
CHAMP( IP)=CHAMPX( IP)**2+CHA«PY< IP)»2
CHA«P(IP)=DSQRT(CHAMP(IP))
i i)RITE(MPJi090)IP,CKAM?(IP)>CKAf1PX(IP)jCHAMPY(IF)
F0RMAT(5X»'NOEUD: M 3 » 5 X > ' E = ' » E 1 2 , 5 J 5 X J ' E X = ' , E 1 2 . 5 J 5 X >
1 'EY= S E 1 2 . 5 )
CONTINUE
239 RETURN
240 END
EXFINT * F" O
129
3
4
5
6
7
S
9
10
11
12
'. 7
14
15
16
17
IS
1?
20
21
22
23
24
25
SUBROUTINE EXFINT(VCLJKLQCE»UCQRE»KNE?VPREEJVFGB)
mmmimmttmnmmummmmmmmummmu
t *
* CALCUL DE LA FORCE ELECTROSTATIQUE EN PRESENCE ENTRE *
* LA CHARGE D'ESPACE ET LA POINTE %
t %
mmtuwnmnnmmntmnmunmumnmunmm
vCL
VFGB
CHAMP
CHAMPX.CKAHPY
FORCE
3X»GY
RA
YP
AT,BU,ATL,BUL
CHARNOD
CKARG
TABLE DES CONDITIONS LIMITES
VECTEUR DES CHARGES
INTENSITE DU CHAMP ELECTRIQUE
COMPOSANTES EN X ET :HA«P
ELECTRIQUE
FORCE ELECTROSTATIQUE
NOYAUX
DISTANCE DE LA CHARGE D'ESPACE AU
POINT SELECTIONNE SUR LE CONDUCTEUR
COORDONNEES DU POINT D'INTEGRATION
VECTEURS ELEMENTAIRES
CHARGE AU NOEUD
CHARGE DE LA CHARGE D'ESPACE
MPLICIT REAL*3(A-HJG-Z)
DT/IDLE.INEL
77
34
36
37
3?
40
41
DInENSICN VCL(i)>VFGB;l)<KLGCE(l) >vCCREU) ,KNEClbvPRNE( lh
yF :REEï i ;»VEDGE(180) iYA(3; i ïP ï3) îXINi35-TANVi?) JC3SI : ( :
DIMENSION CHAMPdOOî JCHANCD;24) > ATK24) ,BULi24) .ATÎ24; Î B U ( 2 4 )
DIMENSION VCGRI(50).VNN(8))VNIEf200)
EQUIVALENCE (CÛSB(lhTANVC7))
3ATA ZERO/0,DO/ .UN/1,0D0/»DEUPI/6 .2S31853C8D0/ .EPSI /S ,854H-12/
~ C- u-
^ V
50
•J i . •--
C fi
c e
•:HAsa=DCC*K
CHAnPX=ZER0
CHAf1PY=ZER0
'•S -f _
SAT IGN
-A **T
 r-\ 'ir f ^
56
57
59
60
61
62
63
64
65
66
67
68
69
70
71
i n
C
c
r _
L-
c
^c
c
p
t
p
Is
r»
REWIND M2
130
ON CONNAIT LES CHARGES A LA SURFACE
(FOUR CHAQUE ELEMENT DE SURFACE)
BOUCLE SUR TOUS LES ELEMENTS DU CONDUCTEUR
DO 170 IEL=1,NELC
LIRE UN ELEMENT
CALL RDBLEM(M2iKL0CEiVC0RE»VPRNEiypREEjKNE»yECGE»VNIE)
EXTRAIRE LES CHARGES DE VFGB POUR L'ELEMENT
CONSIDERE D APRES KLOCE
DO 100 IA=1»IDLE
"I "7
/ /
78
79
80
SI
82
83
84
85
86
100
C
p _
c
110
c
c—
CHANOB(IA)=UFGB(IB)
TMTTTâl TCATTOW
iPU 1iHLiuHliUN
DO 110 IC=1>IDLE
AT(IC)=ZERO
BU(IC)=ZERO
CONTINUE
DEBUT INTEGRATE
93 C CALCULS DES ABSCISSES ET POIDS DE GHUSS CORRESPONDAIT
94 C
95 IG3=0
93 C BOUCLE SUR LES POINTS DE GAUSS
99 C
100 DO 150 JA=1>NGAUS
101 IGG=IGG11
102 C
03 C COGRD. INTRINSEQUE AU P, DE G.
A ET H
< < A •{ *v\ '•pn'1!,' T T T », _i ir^nr / y ["M ! w < \
111 C
112 C CALCULS DES NOYAUX 131
113 C
114 RAl=(ZERO-rP(D)
115 RA2=<MST-YP(2))
116 RA=RAltt2+RA2**2
117 GX=RA1/(RA*OEUPI»EPSI)
118 GY=RA2/(RAtDEUPItEPSI)
11? C
120 C NOYAU * FONCTION D'INTERPOLATION * JACOBIEN * POIDS
121 C
122 DO 130 JC=1>INEL
123 LE=JC+IH
124 VNN(JC)=VNIE(LE)
125 ATL(JC)=VNN<JC)*GX
126 BUL(JC)=VNN<JC)*GY
127 130 CONTINUE
1*10 U
12? KO 140 JE=MNEL
130 AT(JE)=AT(JCHATL(JE)
131 140 BU(JE)=BU(JE.HBUL(JE)
132 IH=IH+INEL
133 150 CONTINUE
134 C
135 C FIN INTEGRATION SUR UN ELEMENT
136 C
137 KINEL=INEL
138 DO 160 JS=1,KINEL
139 C
140 C CALCUL DU CHAMP ELECTRIQUE
141 C " - " •" — •"
142 C MULTIPLICATION PAR LA CHARGE DU NOEUD
i*i U'iArîFX=ChAi1r ATH t '. JO )* tnnNuJ ( JO t
•4 #c ~ ; i f ' j T i v . n Î A u n v i ni i ; \r- < -jif-MMinr-/ M"» \
i " J v.in.-iSi — uilrtt H" i Ti'u * vJO / -t-L-ninUi.- \ J û i
1*10 iO-J L r U l i , A .TLf i l
i l / 'w
148 C FIN INTEGRATION SUR TOUS LES ELEMENTS
14? C
150 170 CONTINUE
152 C CALCUL DE LA FORCE ELECTROSTATIQUE
153 C
154 C MULTIPLICATION DU CHAMP ELECTRIQUE PAR LA VALEUR DE
*cc r- i A <*M-.*,""I'^r T W p n A r r
156 C
157 CHAMP=CKAMPX**2ICHAMPY*I2
153 CHAKP=DSQRT(CHAMP)
166
167
168
16?
170
1010
1020
FORMAT(//'**
«RITE(«P.1020)FORCE
F0RMAT(5X,'F=
RETURN
ENB
FORCE ELECTROSTATIQUE'//)
132
E12.5)
