Abstract-In this paper, we proposed a novel sparse coding algorithm by using the class labels to constrain the learning of codebook and sparse code. We not only use the class label to train the classifier, but also use it to construct class conditional codewords to make the sparse code as discriminative as possible. We first construct ideal sparse codes with regarding to the class conditional codewords, and then constrain the learned sparse codes to the ideal sparse codes. We proposed a novel loss function composed of parse reconstruction error, classification error, and the ideal sparse code constrain error. This problem can be optimized by using the transitional KSVD method. In this way, we may learn a discriminative classifier and a discriminative codebook simultaneously. Moreover, using this codebook, the learnt the sparse codes of the same class are similar to each other. Finally, exhaustive experimental results show that the proposed algorithm outperforms other sparse coding methods.
I. INTRODUCTION
S PARSE coding (SC) [1] - [7] is a popular representation method, and it has been used to many problems in various fields, especially computer vision fields [8]- [11] . Given a codebook U with few codewords, and a input data sample x, SC approximates x as a sparse linear combination of the codewords in U . It is a special case of bag-of-features methods [12] - [17] , which use a codebook to represent the data samples. The learning of codebook from a training set is very important in this method [18] - [22] . Actually, instead of learning the codebook, other methods can also be used to generate the codebook. For example, by performing the Fourier [23] - [26] or wavelet [27] - [30] transformations, we also can obtain some bases as the codebook. Another alternative method is to use the whole training set as the codebook, but it is very time-consuming to compute the sparse codes when the codebook is large. It could be improved further by applying K-means clustering [31] - [34] to the training set and then using the cluster centers as the codewords. Recently, a novel codebook learning method has been proposed in [35] , which is called "K-SVD". It generalizes the K-means clustering and learns the codebook from a training dataset. It has been proven to be very useful in many computer vision problems, including image compression [36] - [40] , image recognition [41] - [44] , and image retrieval [45] - [48] . Moreover, [49] - [52] proposed to learn the codebook using Lagrange dual and the sparse coding by the feature-sign search algorithm [53] , [54] . These codebook generation methods are summarized in Figure 1 . All these methods of codebook generation only consider obtaining a codebook to reconstruct the give sample, but does not consider the class label available. These methods are called "unsupervised codebook learning". However, in most pattern recognition problems, the class labels of the training samples are available. Thus it is better to consider the class label to conduct the sparse coding and codebook learning, so that the generated sparse code and codebook can also benefit the classification problem. For example, in [17] , the codebook is learned by using the class labels to maximize the margins of samples [55] - [59] .
Inspired by the works of [17] , in this paper, we propose a new codebook learning and sparse coding method via class label constrains based on K-SVD. To learn a discriminative and compact codebook for the coding task, we propose to constrain the codebook and sparse codes by class labels with the following two formulas:
• Firstly, we construct different codebooks for differen classes, and then construct an ideal sparse code according to this codebook. To learn the sparse codes, we hope that the sparse codes could be transformed to the ideal codes by a linear transformation. In this way, we constrain that the sparse codes of samples of different classes are different from each other, while the samples of the same class can have similar sparse code.
• Secondly, we also learn a discriminate classifier for each class for the sparse codes. The classifier is only used to classify the sparse code to one of the known classes, but also used to regularize the sparse code so that it could also be discriminative. The learning of codebook and classifier constrained by the class labels are shown in Figure 2 .
The proposed optimization problem is solved by the popular K-SVD algorithm. The outputs of the learning are not only a codebook, but also a classifier. The classifier learned is based on linear regression problem [60] - [64] , so it has a very similar formula with sparse coding. Thus the learning of codebook and classifier can be done jointly and efficiently. This is different from traditional methods which first learn the sparse codes and then learn the classifier for them sequentially. In our method, the reconstruction error and classification error are considered and minimized at the same time. This paper has the following two main contributions: 1) We introduce some novel ideal sparse codes to constrain the learning of sparse codes. This ideal sparse code constrain term is combined with the reconstruction error term an d classification error term to construct a novel unified objective function for the learning problem. 2) To solve this objective function based problem, we propose to use the K-SVD algorithm. Thus the codebook and classifier can be learned jointly at the same time. This paper is organized as follows: Section II presents the novel method to learn the codebook and classifier. Section III gives the experimental results. Section IV concludes the paper and discusses future works.
II. PROPOSED METHOD
We assume that there are n training samples, denoted
d×n , where d is the dimension of a sample vector. We want to learn a codebook Y ∈ R d×m with m codewords to reconstruct the data matrix X, and we also want the reconstruction to be sparse. The reconstruction coefficient matrix is
m×n , so the reconstructed matrix X = Y Z. The reconstruction error is denoted as
Moreover, we also want the reconstruction coefficient to be as sparse as possible. So we constrain that the reconstruction coefficient vector z i contain less than a non-zero items,
Thus the following problem is formulated for sparse coding problem,
To solve this problem, we use an iterative algorithm to solve Y and Z in turns:
The learning of Y is done by minimizing ∥X−Y Z∥ 2 2 while constrain ∥z i ∥ 0 ≤ a, i = 1, · · · , n at the same time. To solve this problem with regarding to the codebook matrix Y , we employ the K-SVD algorithm.
• solving Z: When Z is considered, Y is fixed,
This problem can be solved by Orthogonal Matching Pursuit (OMP) algorithm [65] - [68] . Because the vectors in Z are sparse, we also call them sparse codes.
A. Ideal Code Constraint
Suppose we are dealing the a K class multi-class classification problem [69] - [72] . We first initialize a codebook based on the class labels. That is, learning a subcodebook for the k-th class Y k ∈ R d×m k , using only the training samples of this class, where m k is the size of the sub-codebook of the k-th class. Then, the initial overall codebook is the combination of all these class-conditional sub-codebooks:
Based on this codebook, we construct a idea sparse code v i for the i-th sample belonging to the k-th class as
where v ij is defined as
In this way, given a sample, only its sparse code elements corresponding to the codeword of its class-conational subcodebook are non-zero, while all other ones are zero. For example, if we have three classes, and for each class we have two codewords, as is shown in Figure 3 , then for a sample x i belongs to class 2, only two elements of its ideal code corresponding to class 2 are non-zero. So the samples of the same class will have exactly the same ideal sparse code, and samples of different classes will have totally different ideal sparse codes. The ideal code matrix are organized as
To make the learned sparse codes Z to be more discriminative, we hope it could be transformed to V . So we design a linear transformation to do this,
where U ∈ R m×m is the transformation matrix to be solved. To learn this transformation matrix, we hope the transformation error could be as small as possible. The following optimization problem is argued:
In this way, we could learn the sparse codes in Z so that the sparse codes of the same class will be similar, while the sparse codes of different classes will be dissimilar from each other.
B. Classifier Constraint
We also use the class labels to learn a classifier to predict the class label from sparse code. We denote the class label vector for the i-th sample as
The class label vectors are organized in a class label matrix
We hope to design a classifier function to predict the class label vector f i of a sample from its sparse code z i , as
where W ∈ R K×m is the classifier parameter matrix. To learn it, we introduce the following optimization problem,
C. Formula and Optimization
The optimization problem in this paper is formulated as follows: 
In this formula, it could be seen that the samples, sparse codes, ideal codes and class labels are all involved. Their relations are shown in Figure 4 .
We define two new matrix as where A is the generalized data matrix, and B is the generalized codebook matrix. then we have
To solve this problem, we use the K-SVD algorithm to solve B, and the OMP algorithm to solve Z: 
In this way, we have
where
So we only try to solve b j with regarding to α j ,
because α j is sparse, and most elements in α j are zeros, we only consider the non-zeros elements in this vector. We introduce a new non-zero vector β j which contains the non-zero elements. Similarly, we also introduce a new matrix A j which is a sub-matrix of A j , which only contains the columns corresponding to the non-zero elements in α j , as shown in Figure 5 .
In this way, (21) is turned to
The optimal solution can be obtained by SVD decomposition [73] - [76] . We perform SVD to matrix A j ,
Then we set the first column of C as b j .
2) Solving Z: By fixing B, to solve Z, we have
It could be solved using OMP algorithm.
III. EXPERIMENTS
In the experiments, we use several databases to evaluate the proposed algorithms: Figure 7 ). The numbers of images for each class are from 31 to 800. We used the 10-fold cross validation protocol to conduct the experiment [77] - [79] . We also compare the proposed method against the following methods:
• sparse representation-based classification (SRC) [80] , [81] ; • K-SVD based sparse coding [35] ;
• Discriminative Sparse Coding on Multi-Manifolds (DSCMM) [7] . The experiment results are summarized in Figure 8 and 9. It is clear that the proposed approach always achieve better results than other methods. Please note that our approach uses the same codebook size as the others. A possible reason this outperforming is that we use the ideal code to constrain the sparse code, so that the class consistency can be mapped to the sparse code space.
IV. CONCLUSION
In this paper, we proposed a novel codebook learning method for sparse coding problem. The main contribution is the ideal codes constructed to constrain the sparse code. Moreover, we also use a classifier to regularize the sparse codes. To solve the problem, we formulate it as a K-SVD problem. Different from other methods which first learn the codebook, and then learn the classifier, our approach can learn them together. The encouraging experiment results show that the proposed algorithm outperforms all other methods. 
