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Abstract
We consider finite-range asymmetric exclusion processes on Z with non-zero drift.
The diffusivity D(t) is expected to be of O(t1/3). We prove that D(t) ≥ Ct1/3 in
the weak (Tauberian) sense that
∫∞
0 e
−λttD(t)dt ≥ Cλ−7/3 as λ → 0. The proof
employs the resolvent method to make a direct comparison with the totally asymmetric
simple exclusion process, for which the result is a consequence of the scaling limit
for the two-point function recently obtained by Ferrari and Spohn. In the nearest
neighbor case, we show further that tD(t) is monotone, and hence we can conclude
that D(t) ≥ Ct1/3(log t)−7/3 in the usual sense.
1 Introduction
A finite-range exclusion process on the integer lattice Z is a system of continuous time,
rate one random walks with finite-range jump law p(·), i.e. p(z) ≥ 0, and p(z) = 0
for z > R for some R < ∞,
∑
z p(z) = 1, interacting via exclusion: Attempted jumps
to occupied sites are suppressed. We will always assume in this article that p(·) has a
non-zero drift, ∑
z
zp(z) = b 6= 0. (1.1)
In particular, p(·) is asymmetric and we will refer to the process as the asymmetric
exclusion process (AEP). The state space of the process is {0, 1}Z and it is traditional
1Supported by the Natural Sciences and Engineering Research Council of Canada.
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to call configurations η, with ηx ∈ {0, 1} indicating the absence, or presence, of a
particle at x ∈ Z. The infinitesimal generator of the process is given by
Lf(η) =
∑
x,z∈Z
p(z)ηx(1− ηx+z)(f(η
x,x+z)− f(η)) (1.2)
where ηx,y denotes the configuration obtained from η by interchanging the occupation
variables at x and y. The Bernoulli product measures πρ, ρ ∈ [0, 1], with πρ(ηx = 1) = ρ
form a one-parameter family of invariant measures for the process. In fact, there exist
other invariant measures [BM], but they will not be relevant for our discussion. The
process starting from π0 and π1 are trivial and so we consider the stationary process
obtained by starting with πρ for some ρ ∈ (0, 1).
Let
ηˆx =
ηx − ρ√
ρ(1− ρ)
, ηˆA =
∏
x∈A
ηˆx (1.3)
for any finite nonempty set A ⊂ Z. The collection {ηˆA} where A ranges over finite
subset of Z is an orthonormal basis of L2(πρ) with its natural inner product
〈f, g〉 =
∫
{0,1}Z
fgdπρ. (1.4)
Then L2(πρ) can naturally be thought of as the direct sum of subspaces H1,H2, . . .
where Hn is the linear span of {ηˆA}, |A| = n. It is natural to think of H1 as being
linear functions, H2 as quadratic functions, etc.
From a physical point of view, the most basic quantity is the two-point function,
S(x, t) = E[(ηx(t)− ρ)(η0(0) − ρ)]. (1.5)
The expectation is with respect to the stationary process obtained by starting from
one of the invariant measures πρ. It is easy to show (see [PS]) that S(x, t) satisfies the
sum rules ∑
x
S(x, t) = ρ(1− ρ) = χ,
1
χ
∑
x
xS(x, t) = (1− 2ρ)bt. (1.6)
Note that one should not expect to be able to actually compute S(x, t) but one does
hope to find its large scale structure. The next most basic quantity, the diffusivity
D(t), is already unknown. It is defined as
D(t) = (χt)−1
∑
x∈Z
(x− (1− 2ρ)bt)2S(x, t). (1.7)
Using coupling (see [L]), the diffusivity can be rewritten in terms of the variance of
a second class particle. Suppose one starts with two configurations η′ and η which are
ordered in the sense that η′x ≥ ηx for each x ∈ Z. One can couple the two exclusions by
having them jump together whenever possible and one observes that at later times the
ordering is preserved. If we write η′ = η+η′′ then the ”particles” of η′′ move according
to the second class particle dynamics. Among themselves they move with the standard
exclusion rule, the other (first class) particles move without noticing them, and if a
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first class particle attempts to jump to a site occupied by a second class particle, the
two exchange positions. Note that
χ−1S(x, t) = P (ηx(t) = 1 | η0(0) = 1)− P (ηx(t) = 1 | η0(0) = 0)
= P(η′′x(t) = 1 | η
′′(0) = δ0)
= P (X(t) = x | X(0) = 0) (1.8)
are the transition probabilities of a single second class particle X(t) starting at the
origin. Here δ0 is the configuration with only one particle at 0 and P is the coupled
measure. The diffusivity is then given by
D(t) = t−1V ar(X(t)). (1.9)
We can alternately write the dynamics as a stochastic differential equation
dηˆx = (∇wx +∆ηˆx)dt+ dMx (1.10)
where d is a microscopic convective derivative,
dηˆx = dηˆx +
(1− 2ρ)
2
∑
z
p(z)(ηˆx+z − ηˆx−z) (1.11)
∇ and ∆ are microscopic analogues of first and second spatial derivatives,
∇wx = χ
1/2
∑
z
p(z)(ηˆx,x+z − ηˆx−z,x), (1.12)
∆ηˆx =
1
2
∑
z
p(z)(ηˆx+z + ηˆx−z − 2ηˆx), (1.13)
and Mx(t) are martingales with
E[(
∫ t
0
∑
x
φxdMx)
2] =
∫ t
0
∑
x,z
p(z)(φx+z − φx)
2ds. (1.14)
The current wx = τxw, where the specific quadratic function w is given by
w =
∑
z
zp(z)ηˆ{0,z}. (1.15)
In this sense, AEP is a natural discretisation of the stochastic Burgers equation,
∂tu = ∂xu
2 + ∂2xu+ ∂xW˙ (1.16)
for a function u(t, x) of x ∈ R and t > 0 where W˙ is a space-time white noise. White
noise is supposed to be an invariant measure. Letting ∂xU = u one obtains the Kardar-
Parisi-Zhang equation for surface growth,
∂tU = (∂xU)
2 + ∂2xU + W˙ . (1.17)
We are interested in the large scale behaviour and the only rescalings of u which
preserve the initial white noise are
uǫ(t, x) = ǫ
−1/2u(ǫ−zt, ǫ−1x). (1.18)
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The stochastic Burgers equation (1.16) transforms to,
∂tuǫ = ǫ
3
2
−z∂xu
2
ǫ + ǫ
2−z∂2xuǫ + ǫ
1− z
2∂xW˙ , (1.19)
which suggests that the dynamical exponent z = 3/2 and that the diffusion and random
forcing terms become irrelevant in the limit.
The exponent z = 3/2 was first predicted for (1.16) by Forster, Nelson and Stephen
[FNS], then for AEP by van Beijeren, Kutner and Spohn [BKS] and then for (1.17) by
Kardar, Parisi and Zhang [KPZ]. Note that at a rigorous level we are very far from
understanding this for either (1.16) or (1.17). At the present time the mathematical
problem there is just to make sense of the equation (see [BG]). So it makes sense to
consider exclusion processes, which are clearly well defined, yet are supposed to have
the same large scale behaviour.
The scaling prediction for u suggests that on large scales
S(x, t) ≃ t−2/3Φ(t−2/3(x− (1− 2ρ)bt)) (1.20)
for some scaling function Φ, and in particular one conjectures that,
D(t) ≃ Ct1/3. (1.21)
Note that the case of asymmetric exclusion with mean-zero jump law is different
and there one has as usual that D(t)→ D as t→∞ (see [V]).
The diffusivity can be related to the time integral of current-current correlation
functions by the Green-Kubo formula,
D(t) =
∑
z
z2p(z) + 2χt−1
∫ t
0
∫ s
0
〈〈w, euLw〉〉duds. (1.22)
It uses a special inner product defined for local functions by
〈〈φ,ψ〉〉 = 〈φ,
∑
x
τxψ〉. (1.23)
(1.22) is proved in [LOY] (in the special case p(1) = 1, but the proof for general AEP
is the same.) A useful variant is obtained by taking the Laplace transform,∫ ∞
0
e−λttD(t)dt = λ−2
(∑
z
z2p(z) + 2χ|||w|||2−1,λ
)
(1.24)
where the H−1 norm corresponding to L is defined for local functions by
|||φ|||−1,λ = 〈〈φ, (λ− L)
−1φ〉〉1/2. (1.25)
We say that D(t) ≃ tρ, ρ > 0 in the weak (Tauberian) sense if
∫∞
0 e
−λttD(t)dt ≃
λ−(2+ρ). Hence the weak (Tauberian) version of the conjecture (1.21) is
|||w|||2−1,λ ≃ λ
−1/3. (1.26)
One of the key advantages of this resolvent approach is that there is a variational
formula (see [LQSY]),
|||w|||2−1,λ = sup
f
{
2〈〈w, f〉〉 − 〈〈f, (λ− S)f〉〉 − 〈〈Af, (λ− S)−1Af〉〉
}
(1.27)
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where S = 12(L+ L
∗) and A = 12(L− L
∗) are the symmetric and antisymmetric parts
of the generator L. S is nothing but the generator of the symmetric exclusion process
with p¯(z) = 12(p(z) + p(−z)). It has the special property that it maps the subspaces
Hn into themselves, and on each is nothing but the generator of a symmetric random
walk. Hence one can hope to obtain non-trivial information from (1.27) by choosing
carefully test functions f . This idea was used in [LQSY] to obtain D(t) ≥ Ct1/4 in
d = 1 and D(t) ≥ C(log t)1/2 in d = 2, which was improved to D(t) ≃ C(log t)2/3 in
[Y]. All of these are in the weak (Tauberian) sense.
The special case of jump law p(1) = 1, p(z) = 0, z 6= 1 is called the totally
asymmetric simple exclusion process (TASEP). Simple refers to the nearest-neighbour
jumps of the underlying random walk. It is very remarkable that after about 20 years of
intense study, TASEP has succumbed to a combination of sophisticated techniques from
analysis, combinatorics and random matrix theory (see [FS] and references therein).
We now state the main result of Ferrari and Spohn [FS]. Define the height function
ht(x) = 2Nt −Mt(x) (1.28)
t ≥ 0, where Nt counts the number of jumps from site 0 to site 1 up to time t and
Mt(x) =

∑x
i=1(2ηi(t)− 1) if x > 0,
0 if x = 0
−
∑0
i=x+1(2ηi(t)− 1) if x < 0.
(1.29)
Note that E[ht(x)] = 2χt+ (1− 2ρ)x. Let
v(x, t) = V ar(ht(x)). (1.30)
Since ht(x+ 1)− ht(x) = 1− 2ηx+1(t), it is not hard to check that
8S(x, t) = v(x+ 1, t)− 2v(x, t) + v(x− 1, t). (1.31)
See [PS] for a detailed proof. We have
D(t) = (4χt)−1
∑
x∈Z
V ar(ht(x))− 4χ|x− (1− 2ρ)t|. (1.32)
(see Section 4.) Now consider a normalised version of ht:
hˆt(x) = χ
−2/3t−1/3(ht(x)− E[ht(x)]). (1.33)
and for each fixed t > 0 and ω ∈ R let Fω,t be the cumulative distribution function of
−hˆt(⌊(1− 2ρ)t+ 2ωχ
1/3t2/3⌋);
Fω,t(s) = P (−hˆt(⌊(1 − 2ρ)t+ 2ωχ
1/3t2/3⌋) ≤ s) (1.34)
The main result of Ferrari and Spohn concerning TASEP is that dFω,t converge
weakly as probability measures, as t tends to infinity, to dFω where
Fω(s) =
∂
∂s
(
FGUE(s+ ω
2)g(s + ω2, ω)
)
(1.35)
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where FGUE is the Tracy-Widom distribution and g is a scaling function defined
through the Airy kernel (see [FS] for details).
Note that the convergence stated in [FS] is that for any c1 < c2,
lim
t→∞
∫ c2
c1
Fω(s, t)ds =
∫ c2
c1
Fω(s)ds. (1.36)
In fact, this is the same as weak convergence. For by monotonicity, if ǫ > 0,
ǫ−1
∫ s
s−ǫ
Fω,t(u)du ≤ Fω,t(s) ≤ ǫ
−1
∫ s+ǫ
s
Fω,t(u)du. (1.37)
Taking the limit in t and using (1.36) we see that limt→∞ Fω,t(s) = Fω(s) at any
continuity point s of the limit function (in this case all s ∈ R), and this is equivalent
to weak convergence.
The proof of Ferrari and Spohn is through a direct mapping between TASEP and
a particular last passage percolation problem. Such a mapping is not available except
for the case of TASEP. So although one expects analogous results for general AEP in
one dimension, different techniques will be required. Our main motivation here is to
confirm, at least in part, the predicted universality (see Section 6 of [PS] for a nice
description) by showing that these results for TASEP imply some bounds for general
AEP.
From (1.32) and (1.36) one expects
DTASEP (t) ≃ cTASEPχ2/3t1/3 (1.38)
where
cTASEP =
∫
dω
∫
s2dFω(s) = 2
∫
dω
∫
dsFGUE(s+ ω
2)g(s + ω2, ω). (1.39)
Here, and throughout this article, we will use the superscript TASEP to denote the
values taken by TASEP of quantities defined for general AEP. Unfortunately, the nec-
essary estimates for the upper bound appear to be missing at this time. However from
the weak convergence we have immediately that
Corollary 1.
lim inf
t→∞
t−1/3DTASEP (t) ≥ cTASEPχ2/3. (1.40)
Remark. Another way to see the strict positivity of the left hand side without
computing cTASEP is that by Schwartz’s inequality and (1.7),
D(t) ≥ t−1
(
χ−1
∑
x∈Z
|x− (1− 2ρ)t|S(x, t)
)2
. (1.41)
We have ∑
x∈Z
|x− ⌊(1− 2ρ)t⌋|S(x, t) = 2V ar(ht(⌊(1 − 2ρ)t⌋)) (1.42)
(see Section 4) and from the weak convergence we have,
lim inf
t→∞
t−2/3V ar(ht(⌊(1 − 2ρ)t⌋)) ≥ χ
4/3
∫
s2dFω(s). (1.43)
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Since by (1.6) ∣∣∣∣∣∑
x∈Z
(|x− ⌊(1 − 2ρ)t⌋| − |x− (1− 2ρ)t|) S(x, t)
∣∣∣∣∣ ≤ χ
the positive lower bound on lim inft→∞ t
−1/3DTASEP (t) follows.
The main result of the present article is a comparison between the diffusivity of
AEP and that of TASEP:
Theorem 1. Let D(t) be the diffusivity of a finite range exclusion process in d = 1
with non-zero drift. Let DTASEP (t) be the diffusivity of the totally asymmetric simple
exclusion process. There exists C <∞ such that
C−1
∫ ∞
0
e−λttDTASEP (t)dt ≤
∫ ∞
0
e−λttD(t)dt (1.44)
≤ C
∫ ∞
0
e−λttDTASEP (t)dt
Combined with (1.40) this gives
Theorem 2. For any finite range exclusion process in d = 1 with non-zero drift,
D(t) ≥ Ct1/3 in the weak (Tauberian) sense: There exists C > 0 such that∫ ∞
0
e−λttD(t)dt ≥ Cλ−7/3. (1.45)
We now make some comments on obtaining strict versions of the estimates, as
opposed to weak (Tauberian) versions.
In [LY] it is shown that
t−1
∑
x
E[
∫ t
0
w(s)ds
∫ t
0
τxw(s)ds] ≤ |||w|||
2
−1,t−1 (1.46)
and hence an upper weak (Tauberian) bound implies a strict upper bound in time on
the diffusivity. There is no analogous fact for lower bounds. However, it is easy to
show the following:
Proposition 1. Suppose that v(t) ≥ 0 is a nondecreasing function and β > 0.
1. Suppose there exist c1 <∞ and λ0 > 0 such that for 0 < λ < λ0,∫ ∞
0
e−λtv(t)dt ≤ c1λ
−(1+β) (1.47)
then there exist c2 <∞ and t0 such that for all t > t0,
v(t) ≤ c2t
β. (1.48)
2. Suppose v(t) ≤ c2t
α for some α ≥ β and t > t0 and for some c3 > 0, for 0 < λ < λ0,∫ ∞
0
e−λtv(t)dt ≥ c3λ
−(1+β). (1.49)
Then there exists c4 > 0 and t1 <∞ such that for t > t1
v(t) ≥
{
c4t
β if α = β;
c4t
β(log t)−(1+β) if α > β.
(1.50)
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Proof. 1. Since v is monotone nondecreasing we have for t > λ−10 ,
e−1v(t) =
∫ ∞
1
e−sv(t)ds ≤
∫ ∞
0
e−sv(ts)ds ≤ c1t
β. (1.51)
2. Because v(t) is non-decreasing,
∫ t
0 e
−λsv(s)ds ≤ tv(t) and if v(t) ≤ c2t
α we have∫∞
t e
−λsv(s)ds ≤ c′2λ
−1e−λttα for t > t1. Hence
c3λ
−(1+β) ≤ tv(t) + c′2λ
−1e−λttα. (1.52)
Choosing λ = t−1(1 + (α− β)(log t+ c log log t)) gives the result.
Note that the bound ∫ ∞
0
e−λttD(t)dt ≤ Cλ−5/2 (1.53)
can be derived easily from the variational formula (1.27) (see the proof of Proposition
3 for a similar computation).
Certainly one expects tD(t) to be nondecreasing in general. We will show in Lemma
2 that
∂t(tD(t)) =
∑
z
z2p(z)− 2ρ
∑
z>0
z(p(z)− p(−z))E[X˜(t)|ηz(0) = 1] (1.54)
where
X˜(t) = X(t)− (1− 2ρ)bt, (1.55)
What one expects is that bE[X˜(t) | ηz(0) = 1] ≤ 0. If p(z) ≥ p(−z) for all z > 0, (or for
all z < 0) this would imply that tD(t) is increasing. We have only been able to prove
this in the special case of the simple (nearest neighbor) exclusion (see Proposition 4).
Hence for this class of AEP we can make the following statement:
Theorem 3. Let D(t) be the diffusivity of a nearest neighbor (p(z) = 0, |z| 6= 1)
asymmetric exclusion.
1. There exists c0 > 0 such that
D(t) ≥ c0t
1/3(log t)−7/3. (1.56)
2. Suppose that there exists c1 <∞ such that
DTASEP (t) ≤ c1t
1/3. (1.57)
Then there exists c2 <∞ such that
c−12 t
1/3 ≤ D(t) ≤ c2t
1/3. (1.58)
Remarks. 1. Note that in Theorems 1 and 2 we have not made any assumptions
about the irreducibility of p(·). Let
κ = gcd(y ∈ Z : p(y) > 0). (1.59)
If κ > 1 then our AEP is the same as κ independent copies of the AEP with jump
law p˜(y) = p(κy) on the sublattices κZ + i (i = 0, 1, . . . , κ − 1). Using this simple
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observation it is easy to extend all our proofs from κ = 1 to κ > 1, so we can assume
without loss of generality in the proofs that p(·) is irreducible.
2. Analogous methods to the ones presented here could in principle be applied
to other functionals of AEP. For example, the variance of the occupation time of the
origin, ∫ t
0
ηs(0)ds, (1.60)
is also expected to be O(t4/3). In [B] a lower bound of the form Ct5/4 is obtained. This
variance is again given by the H−1 norm of a certain function and direct comparisons
between its value for TASEP and general AEP can be obtained in a straightforward way.
Hence asymptotic order of growth bounds for this variance under TASEP would imply
the same for AEP. Unfortunately, at the present time no such bounds are available,
though it is plausible they could be derived from the machinery that has been developed
for TASEP.
2 Comparison of H−1 norms
The first proposition adapts results of Sethuraman [S] to the present context.
Proposition 2. There exist α, β ∈ (0,∞) depending only on p(·) such that
α−1|||φ|||TASEP−1,β−1λ ≤ |||φ|||−1,λ ≤ α|||φ|||
TASEP
−1,βλ (2.1)
Proof. We can also define H−1 norms based on the standard inner product 〈·, ·〉:
‖φ‖−1,λ = 〈φ, (λ− L)
−1φ〉. (2.2)
From [S] we have that
α−1‖φ‖TASEP−1,β−1λ ≤ ‖φ‖−1,λ ≤ α‖φ‖
TASEP
−1,βλ (2.3)
From the translation invariance of the generators
|||φ|||2−1,λ = 〈
∑
x
τxφ, (λ − L)
−1φ〉
= lim
n→∞
1
2n
〈
n∑
x=−n
τxφ, (λ− L)
−1
n∑
x=−n
τxφ〉
= lim
n→∞
1
2n
‖
n∑
x=−n
τxφ‖
2
−1,λ.
The proposition follows.
Proposition 3. Let w be the current corresponding to a general AEP as in (1.15) and
wTASEP be the current for TASEP. Then there exists C <∞ such that for 0 < λ < 1,
|||w − bwTASEP |||−1,λ ≤ C. (2.4)
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Remarks. 1. In the theorem one can use either L or LTASEP to define ||| · |||−1,λ
since the results are equivalent.
2. This is similar to, but not the same as, results in [SX], because of the special
norm ||| · |||−1,λ.
Proof. Since
w − bwTASEP =
∑
x
xp(x)
(
ηˆ{0,1} − ηˆ{0,x}
)
it is enough to show that
|||ηˆ{0,1} − ηˆ{0,k+1}|||−1,λ ≤ C (2.5)
for each k > 0 where C is a constant depending on p(·) and k and ||| · |||−1,λ is defined
using the generator LTASEP . Call V = ηˆ{0,1} − ηˆ{0,k+1}. Dropping the third term in
the variational formula (1.27) we have
|||V |||2−1,λ ≤ 〈〈V, (λ − S)
−1V 〉〉. (2.6)
We now show that the right hand side is bounded independent of λ. The computation
is done using the fact that S maps H2 to itself. In particular, if f, g ∈ H2 with
f =
∑
x<y f(x, y)ηˆ{x,y} and g =
∑
x<y g(x, y)ηˆ{x,y} then
〈〈f, g〉〉 =
∑
z
∑
x<y
f(x+ z, y + z)g(x, y) =
∞∑
x=0
f(x)g(x). (2.7)
where
f(x) =
∑
y
f(y, y + x+ 1), (2.8)
and Sf =
∑
x<y Sˆf(x, y)ηˆ{x,y} with
Sˆf(x, y) =
1
2
(
f(x, y + 1) + f(x− 1, y) − 2f(x, y) (2.9)
+ 1{y−x>1} (f(x, y − 1) + f(x+ 1, y)− 2f(x, y))
)
.
Moreover
Sˆf(x) = (S f¯)(x) = f(x+ 1)− f(x) + 1{x>0}(f(x− 1)− f(x)). (2.10)
Our V =
∑
x<y V (x, y)ηˆ{x,y} where V (x, y) = 1{x=0,y=1}−1{x=0,y=k+1}. We can write
(λ− S)−1V =
∑
x<y
h(x, y)ηˆx,y. (2.11)
for some h. Then
〈〈V, (λ − S)−1V 〉〉 =
∑
x
h(x, x+ 1)−
∑
x
h(x, x+ k + 1)
= h(0)− h(k) (2.12)
= (λ− S)−1V (0)− (λ− S)−1V (k)
10
where V (x) = 1{x=0} − 1{x=k}.
An explicit computation shows that
q(x) :=
γx
λ+ 1− γ
=
(
(λ− S)−11{x=0}
)
(x) (2.13)
where γ = γ(λ) is the solution of the equation
λ+ 2 = γ−1 + γ (2.14)
with 0 < γ < 1. This is easy to check: if x > 0 then(
(λ− S)q
)
(x) =
(
λ− (γ − 1)− (γ−1 − 1)
) γx
λ+ 1− γ
= 0
and (
(λ− S)q
)
(0) = (λ− (γ − 1))
1
λ+ 1− γ
= 1.
A similar calculation shows that if k > 0 then one can find constants c1, c2 (depending
on k and λ) such that
(
(λ− S)−11{x=k}
)
(x) =
{
1
2(c1γ
k−x + c2γ
x−k) if 0 ≤ x < k
1
2(c1 + c2) γ
x−k if k ≤ x
and that there is a C <∞ such that
|ci − λ
−1/2| ≤ C, i = 1, 2. (2.15)
So
(λ− S)−1V (0)− (λ− S)−1V (k) =
1− γk
λ+ 1− γ
+
1
2
(c1(1− γ
k) + c2(1− γ
−k)). (2.16)
Since γ ≃ 1−λ1/2 as λ→ 0, it is not hard to check that the right hand side is bounded
for 0 < λ < 1.
3 Monotonicity of tD(t)
Let X(t) be the position of a second class particle at time t started at the origin and
X˜(t) = X(t)− (1− 2ρ)bt.
Lemma 1. For any AEP,
(1− ρ)E[X˜(t)|ηy(0) = 0] + ρE[X˜(t)|ηy(0) = 1] = 0 (3.17)
and
E[X˜(t)|ηy(0) = 1] = E[X˜(t)|η−y(0) = 1] (3.18)
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Proof. (3.17) is straightforward from E[X(t)] = (1 − 2ρ)tb. To prove (3.18) we first
write the difference as∑
x
x(P (X(t) = x|ηy(0) = 1)− P (X(t) = x|η−y(0) = 1)) (3.19)
=
∑
x
xP (X(t) = x|ηy(0) = 1)−
∑
x
(x+ y)P (X(t) = x|η−y(0) = 1) + y
We can write
P (X(t) = x|ηy(0) = 1) (3.20)
= E[ηx(t)|η0(0) = 1, ηy(0) = 1]− E[ηx(t)|η0(0) = 0, ηy(0) = 1]
and by the translation invariance
P (X(t) = x|η−y(0) = 1) (3.21)
= E[ηx(t)|η0(0) = 1, η−y(0) = 1]− E[ηx(t)|η0(0) = 0, η−y(0) = 1]
= E[ηx+y(t)|η0(0) = 1, ηy(0) = 1]− E[ηx+y(t)|η0(0) = 1, ηy(0) = 0].
Substituting these into the previous equation we get
E[X˜(t)|ηy(0) = 1]− E[X˜(t)|η−y(0) = 1] (3.22)
=
∑
x
x{E[ηx(t)|η0(0) = 1, ηy(0) = 0]− E[ηx(t)|η0(0) = 0, ηy(0) = 1]} + y
= χ−1
∑
x
xE[ηx(t)(η0(0) − ηy(0)] + y
= 0
by (1.6).
Lemma 2. For any AEP,
∂t(tD(t)) =
∑
z
z2p(z)− 2ρ
∑
z>0
z(p(z) − p(−z))E[X˜(t)|ηz(0) = 1]. (3.23)
Proof. We compute
∂t
∑
x
x2S(x, t) =
∑
x,z
x2p(z)〈ηx−z(t)(1− ηx(t))− ηx(t)(1 − ηx+z(t)), η0(0)〉. (3.24)
Summing by parts, using the translation invariance, reversing space and time, we can
rewrite (3.24) as ∑
x,z
(−2xz + z2)p(−z)〈η0(0)(1 − ηz(0)), ηx(t)− ρ〉 (3.25)
Again, by explicit computation 〈η0(1− ηz)(0), ηx(t)− ρ〉 is given by
χ
(
ρ(1− ρ) (e11 − e01) + (1− ρ)
2 (e10 − e00)− ρ (e11 − e10)
)
(3.26)
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where
eij = E[ηx(t)|η0(0) = i, ηz(0) = j]. (3.27)
(3.26) can be rewritten in terms of the second class particle (see (3.21)) as
χ ((1− ρ)P (X(t) = x)− ρP (X(t) = x− z|η−z(0) = 1)) . (3.28)
Substituting this into (3.25) and using (1.1), (1.6):
∂t
∑
x
x2S(x, t) = χ(1− ρ)
∑
z
(−2E[X(t)]z + z2)p(−z)
−χρ
∑
z
(−2E[X(t)|η−z(0) = 1]z − z
2)p(−z)
= χ
∑
z
z2p(z) + 2b2t(1− 2ρ)2 (3.29)
−2χρ
∑
z
E[X˜(t)|ηz(0) = 1]zp(z)
Using (3.18) and the definition of D(t) completes the proof.
Proposition 4. Suppose that p(z) = 0 for |z| 6= 1 (nearest neighbor). Then tD(t) is
non-decreasing in t.
Proof. We can assume p(1) ≥ p(−1). In this case we will show
E[X˜(t)|η1(0) = 1] ≤ (1− ρ). (3.30)
By the previous lemma,
∂t(tD(t)) ≥ (1− 2ρ(1 − ρ))p(1) + (1 + 2ρ(1 − ρ))p(−1) ≥ 0. (3.31)
Consider a configuration where at site 1 we have a second class particle, at site 0
we have a third class particle and at all the other sites the distribution of particles is
independent Bernoulli with probability ρ. The ordinary particles don’t see the second
or third class particles (i.e. they see them as empty sites) and the second class particle
doesn’t see the third class particle. Let the process evolve according to the AEP
dynamics, and denote the position of the third and second class particle with A(t) and
B(t), respectively. It is not hard to see that the law of A(t) is the same as the law of
X(t) conditioned on the event {η1(0) = 1} and we have to prove
E[A(t)] ≤ (1− ρ) + (1− 2ρ)bt. (3.32)
Also, the law of B(t) is the same as the law of X(t) + 1 conditioned on the event
{η−1(0) = 0}. By Lemma 1 we have
E[ρA(t) + (1− ρ)B(t)] = (1− ρ) + (1− 2ρ)bt.
thus it is enough to prove that
E[A(t)] ≤ E[B(t)]. (3.33)
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Define the variable Z(t) the following way: Z(t) = 0 if A(t) < B(t) and Z(t) = 1
otherwise. Consider a possible joint trajectory (x1(t), x2(t)) for(
min(A(t), B(t)),max(A(t), B(t))
)
.
Conditioned on {(x1(s), x2(s)), 0 ≤ s ≤ t}, Z(t) is a continuous time Markov process on
{0, 1} with rate p(−1)1{x2(t)−x1(t)=1} for the transition 0 → 1 and p(1)1{x2(t)−x1(t)=1}
for the transition 1 → 0. This uses the fact that our process is nearest neighbor,
and thus Z(t) can change only if the second and third class particles switch places.
We can now calculate P (Z(t) = 0
∣∣(x1(s), x2(s)), 0 ≤ s ≤ t) explicitly. Let T (t) =
|{s : x2(s)− x1(s) = 1, 0 ≤ s ≤ t}| be the time spent by the two particles up to time t
with distance 1 between them, then (using P (Z(0) = 0) = 1)
P (Z(t) = 0
∣∣(x1(s), x2(s)), 0 ≤ s ≤ t) = p(−1)e−T (t)(p(−1)+p(1)) + p(1)
p(−1) + p(1)
(3.34)
Since p(1) ≥ p(−1), this is always at least 1/2. This means
E
[
A(t)
∣∣{(x1(s), x2(s)), 0 ≤ s ≤ t}] ≤ E [B(t)∣∣{(x1(s), x2(s)), 0 ≤ s ≤ t}]
from which (3.33) and the proposition follows.
4 Summation by parts
In this section we will prove identities (1.32) and (1.42). They hold for general finite
range exclusions, but we only need them in case of the TASEP so we will only give the
proofs in that special case. Note b = 1 here. The identities are a simple consequence
of (1.31) and summation by parts, once one knows the precise behaviour of v(t, x) as
|x| → ∞. They are not new; see, for example [FF] for a proof of (1.42). But we could
not find a reference for (1.32), so we include the proof here.
For x ∈ Z, t ≥ 0 denote by Nt(x) the number of jumps from site x to site x+ 1 up
to time t .
Lemma 3.
v(x, t) = 4χ|x|+ 4Cov(Nt(0), Nt(x))− 4 sgn(x)Cov
(
Nt(0),
∑|x|
y=−|x|+1
ηy(t)
)
.
Proof. We will assume x ≥ 0; the case x < 0 is analogous. Recalling the definition
(1.29) of Mt(x) and Nt(x) we have
Nt(0)−Nt(x) =
1
2
(Mt(x)−M0(x)). (4.35)
It is easy to compute V ar(Mt(x)) = 4χ|x|, and by the definition of v(x, t) we have
v(x, t) = V ar(2Nt(0)−Mt(x))
= 4V ar(Nt(0)) + 4χx− 4Cov(Nt(0),Mt(x)) (4.36)
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Using the identity (4.35) and the translation invariance we get
Cov(Nt(0),Mt(x)) = E[Nt(0)Mt(x)]− E[Nt(0)]E[Mt(x)] (4.37)
= E[(Nt(x) +
1
2
(Mt(x)−M0(x)))Mt(x)]− E[Nt(0)]E[Mt(x)]
= E[(
1
2
(Mt(x)−M0(x)))
2] + E[Nt(x)Mt(x)]− E[Nt(x)]E[Mt(x)]
= E[(Nt(x)−Nt(0))
2] + E[Nt(x)Mt(x)]− E[Nt(x)]E[Mt(x)]
= 2V ar(Nt(0)) − 2Cov(Nt(x), Nt(0)) + Cov(Nt(x),Mt(x)).
We will substitute this into (4.36) to get
v(x, t) = 4χx+ 4Cov(Nt(x), Nt(0)) (4.38)
−2Cov(Nt(0),Mt(x))− 2Cov(Nt(x),Mt(x))
By translation invariance, and because of the sign convention in the definition (1.29)
of Mt(x),
Cov(Nt(x),Mt(x)) = −Cov(Nt(0),Mt(−x)), (4.39)
and the lemma follows.
Lemma 4. For each t > 0, there exist C1 <∞ and C2 > 0 such that
Cov (Nt(0), ηx(t)) ≤ C1 exp{−C2|x|}, Cov(Nt(0), Nt(x)) ≤ C1 exp{−C2|x|}. (4.40)
Proof. The lemma is standard, but we could not find an exact reference, so for com-
pleteness, we give a sketch of the proof. Consider two copies (η(t), η˜(t)) of TASEP, cou-
pled as in the preamble to (1.8), starting with initial data (ηy, η˜y = ηy1{y∈[−x/3,x/3]∪[2x/3,4x/3]}), y ∈
Z where η is distributed according to πρ. Discrepancies perform nearest neighbor ran-
dom walks, and the rate of jumping left or right is always at most 1. Let
A = {η0(s) = η˜0(s) and ηx(s) = η˜x(s) for all s ∈ [0, t]} . (4.41)
AC is contained in the event that an initial discrepancy reaches 0 or x during the
time interval [0, t]. Because of the preservation of order, there are just 4 candidates
and hence P (AC) ≤ 4P (Poisson(t) > x/3), which is exponentially small in x. On A,
Nt(0) = N˜t(0) and Nt(x) = N˜t(x), where N˜t(·) are the currents in η˜(t). Both Nt(x)
and N˜t(x) are stochastically dominated by Poisson(t) random variables and hence, for
any fixed t, their moments are bounded. Breaking up the respective expectations onto
A and AC and applying Schwartz’s inequality we see that both |Cov(Nt(0), ηx(t)) −
Cov(N˜t(0), η˜x(t))| and |Cov(Nt(0), Nt(x))−Cov(N˜t(0), N˜t(x))| are exponentially small
in x.
Hence it suffices to prove the lemma for the second process. Consider a third
process η¯ with the same initial conditions as η˜, but disallowing jumps between [2x/3]
and [2x/3] − 1. Using the same argument as above, it is enough to prove the lemma
for η¯. Now N¯t(0) and η¯x(t) (and N¯t(0) and N¯t(x)) are independent, so the covariances
vanish.
Once one has Lemma 4, it follows from Lemma 3 that for each fixed t ≥ 0,
|v(x, t) − 4χ|x|| ≤ C3 exp{−C4|x|} (4.42)
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for some C3 < ∞ and C4 > 0. Now (1.32) and (1.42) follow by taking partial sum-
mations, applying (1.31) summing by parts, and noting that the boundary terms are
exponentially small from (4.42).
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