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1 Введение
В данной работе рассматривается задача кластеризации данных приме-
нительно к изображениям. Целью работы является извлечение пригодных
для кластеризации признаков изображения и построение на их основе хеш-
множества, определяющего кластеры; полученные данные предполагается ис-
пользовать как тестовое множество для обучения более сложных нейронных
сетей в случаях, когда невозможно это сделать вручную в силу большого ко-
личества данных. Под изображением в данной работе понимается чёрно-белое
изображение, содержащее текст, таблицы, либо другие элементы, присущие
различного рода документам. Применение рассмотренных методов извлече-
ния признаков ограничивается описанным выше содержимым изображений,
в то время как рассмотренный метод кластеризации является независимым и
может применяться в различных задачах, в том числе не имеющим отношения
к изображениям.
В первой половине работы описывается постановка задачи, используемые
для её решения понятия, определения, операции и методы. На их основе вы-




Дано множество изображений. Известно, что изображения принадлежат
𝑘 типам документов, при этом нет изображений, заведомо не принадлежа-
щих ни одному типу, так же как изображений, формирующих тип, состоящий
только лишь из одного изображения. Подразумевается, что нет данных, поз-
воляющих программно определить, относятся ли два произвольным образом
взятых из выборки изображения к одному типу.
Необходимо построить алгоритм, позволяющий кластеризовать изображе-
ния за достижимое время. Воздействие человека при этом допускается только
при выборе начальных точек кластеризации, однако задача должна решаться,
пусть с уменьшением надёжности, и без такого воздействия.
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3 Основные понятия и термины
Математическая морфология Серра — парадигма анализа изображений,
основанная на нелинейных операторах, подробно описанная в [1].
Пусть множество 𝑋 — некоторое конечное множество в дискретном про-
странстве размерности 𝑛 с определённой евклидовой метрикой Dn.
Определение 1. Структурирующий элемент (структурный элемент) — неко-
торое множество 𝐵 ⊂ Dn.
В данной работе рассматриваются и используются только выпуклые и
односвязные структурирующие элементы.
Определение 2. Операция переноса множества 𝑍 — 𝑍𝑡 — задаётся следую-
щим образом:
𝑍𝑡 = {𝑧 + 𝑡 | 𝑧 ∈ 𝑍} .
Определение 3. Операция дилатации (расширения) множества 𝑋 со струк-





Определение 4. Операция эрозии (сужения) множества 𝑋 со структуриру-
ющим элементом 𝐵 — 𝑋 ⊖𝐵 —задаётся следующим образом:
𝑋 ⊖𝐵 = {𝑥 ∈ 𝑋 | 𝐵𝑥 ⊆ 𝑋} .
Определение 5. Размер множества 𝑋 — наибольшее число 𝑟, для которого
выполнено равенство:
𝑋 ⊖𝐵 = ∅, 𝐵 = {𝑥 | ‖𝑥‖ ≤ 𝑟}.
Определение 6. Операция замыкания (закрытия) множества 𝑋 со структу-
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рирующим элементом 𝐵 — 𝑋 ∙𝐵 — определяется следующим выражением:
𝑋 ∙𝐵 = (𝑋 ⊕𝐵)⊖𝐵.
Практический смысл операции замыкания в том, что она позволяет устра-
нить пустоты в множестве 𝑋, если их размер не превышает размер 𝐵. Иными
словами, если 𝑋 = 𝑌 ∖ 𝐻, где 𝑌 ⊆ 𝑀 — односвязная область, 𝐻 ⊂ 𝑌 , и
𝐻 ⊖ 𝐵 = ∅, то после применения операции замыкания двусвязная область
𝑋 станет односвязной, при этом размер остальных множеств рассматрива-
емого пространства останется неизменным. Результат выполнения операции
закрытия проиллюстрирован на рис. 1.
Рис. 1: Результат применения операции «замыкание», [2]
Определение 7. Операция размыкания (открытия) множества 𝑋 со струк-
турирующим элементом 𝐵 — 𝑋 ∘𝐵 — определяется следующим выражением:
𝑋 ∘𝐵 = (𝑋 ⊖𝐵)⊕𝐵.
Практический смысл операции размыкания в том, что она позволяет устра-
нить все 𝑋 ⊂ 𝑀 , размер которых не превышает размер 𝐵. Иными словами,
если 𝑋 ⊂ 𝑀 и 𝑋 ⊖ 𝐵 = ∅, то после применения операции замыкания та-
кое множество будет исключено из рассматриваемого пространства, при этом
размер остальных множеств останется неизменным. Результат выполнения
операции открытия проиллюстрирован на рис. 2.
Определение 8. Морфологический спектр — характеристика𝑋, полученная
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Рис. 2: Результат применения операции «размыкание», [2]
в результате морфологического преобразования 𝑋 ∙𝐵 или 𝑋 ∘𝐵 и зависящая
от размера 𝐵.
Определение морфологического спектра строится на основе терминов ма-
тематической морфологии Ж. Серра [1], приведённых выше, по аналогии с
частотным спектром, строящимся через преобразование Фурье. Преобразо-
вание Фурье заключается в одномерном умножении значения преобразуемой
функции 𝑓(𝑥) на 𝑒−𝑖𝑥𝜔 и последующем вычислении площади под полученным
сигналом 𝑓(𝑥)𝑒−𝑖𝑥𝜔. Будем говорить, что 𝑒−𝑖𝑥𝜔 — структурный элемент преоб-
разования Фурье с параметром 𝜔. При замене операндов на дискретные мно-
жества, описанные в предыдущем пункте, а оператора — на замыкание либо
размыкание, получаем морфологическое преобразование — 𝑋 ◇𝐵. Морфоло-
гическим спектром для этого преобразования будет, соответственно, являться
площадь нового сигнала, а параметром — размер 𝐵.
Определение 9. Хеширование (англ. hashing) — операция преобразования
входного массива данных произвольной длины в массив данных фиксирован-
ной длины по определённому алгоритму. Значения, получаемые в результате
хеширования называются «хеш-сумма», «хеш-код» либо просто «хеш».
Пусть входным массивом является вектор, а выходной битовой строкой —
целое число, не превосходящее 𝜔 (это условие можно считать эквивалентным
условию фиксированности длины выходной строки в битах). Введём функ-
цию 𝐻, такую, что для любого 𝑛-мерного вектора 𝑣 = (𝑣1 𝑣2 · · · 𝑣𝑛) ∈ R𝑛
выполнено 𝐻 (𝑣) = 𝛼, где 𝛼 — вещественное число, удовлетворяющее выше-
приведённым ограничениям. Такую функцию будем называть хеш-функцией,
определённой в пространстве R𝑛.
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Определение 10. LSH (Locality-Sensitive Hashing, локально-чувствительное
хеширование) — хеширование, использующее локально-чувствительное семей-
ство хеш-функций.
Пусть задано семейство хеш-функций ℋ = {𝐻1, · · · , 𝐻𝑚}. ℋ будем назы-
вать локально-чувствительным (обладающим свойством локальной чувстви-
тельности), если для любых 𝑞, 𝑣 функция 𝑝(𝑑) = Prℋ [ℎ(𝑞) = ℎ(𝑣) | ‖𝑞 − 𝑣‖ = 𝑑]
является строго убывающей по 𝑑, то есть вероятность совпадения хешей двух
векторов строго убывает с увеличением расстояния между ними.
Задача 1. Задача о нахождении 𝑘 𝑅-ближайших соседей.
Пусть задано пространство вещественных чисел R𝑑 с определённой на нём
евклидовой метрикой, множество 𝒫 ⊂ R𝑑 и радиус 𝑅 > 0. 𝑅-ближайшим со-
седом для точки 𝑥 будем называть такую точку 𝜉 множества 𝒫 , что ‖𝜉 − 𝑥‖ ≤
𝑅. Задача состоит в том, чтобы по заданному параметру 𝑅 и точке 𝑥 опре-
делить до 𝑘 точек множества 𝒫 включительно, являющихся 𝑅-ближайшими
соседями данной точки.
Задача 2. Задача о нахождении 𝑘 (𝑅, 𝑐)-ближайших соседей.
Пусть задано пространство вещественных чисел R𝑑 с определённой на нём
евклидовой метрикой, множество 𝒫 ⊂ R𝑑 и радиус 𝑅 > 0 и параметр 𝑐 > 0.
(𝑅, 𝑐)-ближайшим соседом для точки 𝑥 будем называть такую точку 𝜉 множе-
ства 𝒫 , для которой ‖𝜉 − 𝑥‖ ≤ 𝑐𝑅 при условии, что существует точка 𝜂 ∈ 𝒫 ,
такая, что ‖𝜂 − 𝑥‖ ≤ 𝑅. Задача состоит в том, чтобы найти множество 𝒮,
содержащее до 𝑘 различных точек множества 𝒫 включительно, удовлетворя-
ющих условию задачи.
Задача 3. Задача о нахождении 𝑘 (𝑅, 1−𝛿)-ближайших соседей (вероятност-
ное нахождение 𝑘 𝑅-ближайших соседей).
Дополним условие задачи 1. Пусть также задано число 𝛿 ∈ (0, 1) (можно
условно назвать это число вероятностью ошибки второго рода, то есть вероят-
ностью не отнести точку 𝜉 к ближайшим соседям, в то время как на деле она








которой с вероятностью не менее 1 − 𝛿 будет являться множество из не бо-
лее, чем 𝑘 точек, удовлетворяющих задаче 1. Необходимо составить алгоритм
(функцию 𝐹 (𝑥) для составления такого множества.
Замечание. Вариантом данной задачи является задача о нахождении всех
(𝑅, 1−𝛿)-ближайших соседей. В таком случае значение 𝑘 принимается равным
бесконечности, либо мощности конечного множества, содержащего все точки.
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4 Метод извлечения признаков изображения и
их кластеризации
На практике вычисление морфологического спектра зачастую является
трудновыполнимой задачей из-за существенных различий в получаемых ха-
рактеристиках в зависимости от вида структурного элемента. Точные алго-
ритмы являются трудоёмкими, в то время как приближённые — узкоспеци-
ализированными. Наиболее эффективный из известных точных алгоритмов
решения этой задачи был предложен и подробно описан в работе [3]. На рис. 3-
4 показан пример вычисления морфологического спектра тестового изобра-
жения по такому алгоритму.
Рис. 3: Фрагмент входного изображения
В некоторых случаях допустимо использовать не морфологический спектр
в строгом смысле определения 8, а его приближённые аналоги [3, 4, 5]. В
частности, в работе [3] были выдвинуты предположения о возможности ис-
пользования в качестве основной операции по вычислению морфологического
спектра не открытия/закрытия, а эрозии/дилатации с последующим вычис-
лением изменения закрашенной площади. Именно такой подход использует
данная работа для выделения признаков изображения. Такой спектр не со-
храняет форму и, в гораздо большей степени, размер объектов, что делает
невозможным его применение для сегментации изображения, но даёт пред-
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Рис. 4: Морфологический спектр фрагмента со сферическим структурным элементом. Вид-
ны резкие изменения площади при использовании круглого структурного элемента с ра-
диусом, совпадающим с размером изображённых фигур.
ставление о пустотах значительных размеров, тем самым давая представление
о заполненности плоского изображения текстом, что позволяет использовать
его для извлечения признаков текстовых изображений.
Построение морфологического спектра выполнено следующим образом.
Изображение в градациях серого приводится к чёрно-белому путём пороговой
фильтрации: всем пикселям с яркостью ниже заданного порога присваивается
наименьшее значение яркости, пикселям выше порога — наибольшее. Далее
происходит выравнивание изображения по следующему алгоритму.
1. Выполняется инверсия изображения.
2. По алгоритму Рурка [6] либо его ускоренной (аппроксимирующей) вер-
сии [7] находится прямоугольник наименьшей площади, описывающий
текстовое содержимое (на практике, учитывая, что в документах все
строки, заголовки и аннотации параллельны, достаточно найти пря-
моугольник наименьшей площади, описывающий всё содержимое от-
сканированного изображения; здесь полагается, что помехи, возникшие
при сканировании, были отсеяны на этапе пороговой фильтрации). Под
содержимым понимаются ненулевые пиксели; соответственно, пло-
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щадь содержимого — это количество ненулевых пикселей.
3. Выполняется поворот изображения на угол поворота полученного пря-
моугольника в противоположную сторону.
К полученному исправленному изображению применяется следующий алго-
ритм (построения приближённого морфологического спектра):
1. Подсчитывается площадь содержимого (количество ненулевых пиксе-
лей) 𝑆. На данном этапе размер структурирующего элемента 𝑟𝐵 равен
0, и никакие морфологические операции не выполняются.
2. 𝑟𝐵 увеличивается на некоторую фиксированную величину. К исходно-
му изображению применяется операция дилатации с структурирующим
элементом размера 𝑟𝐵.
3. Снова подсчитывается площадь содержимого 𝑆, после чего в качестве
величины морфологического спектра берётся 𝑆−𝑆𝑆 .
Этапы 2-3 выполняются некоторое количество раз для получения величин
морфологического спектра для структурирующего элемента разных разме-
ров. При практическом подсчёте используется сферический структурирую-
щий элемент, размер которого увеличивается на 1 на каждой итерации.
Данный алгоритм можно оптимизировать. Последовательное увеличение
размера структурирующего элемента на фиксированную величину, в случае
со сферическим структурирующим элементом и операции эрозии, эквива-
лентно последовательному применению операции эрозии со структурирую-
щим элементом, размер которого равен этой величине. Это порождает новую
версию алгоритма, в котором на этапе 2 вместо эрозии исходного изображе-
ния увеличивающимся структурирующим элементом будет происходить эро-
зия изображения, полученного на предыдущем этапе, элементом фиксирован-
ной величины. Данный алгоритм, в свою очередь, можно свести к последо-
вательному применению операции пороговой фильтрации и вовсе избавиться
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от трудоёмких операций математической морфологии Серра, сохраняя эк-
вивалентность преобразований. Для этого нужно вычислить преобразование
дистанций исходного изображения, и к полученным данным последовательно
применять пороговую фильтрацию.
Запишем обновлённый алгоритм:
1. Подсчитывается площадь содержимого 𝑆. Размер структурирующего
элемента 𝑟𝐵 равен 0. Понятие размера структурирующего элемента в
контексте данного алгоритма имеет смысл только в качестве метрики
преобразования, так как сам структурирующий элемент здесь уже не
используется.
2. Находится преобразование дистанций. Результат содержит нули в тех
точках, где исходное изображение было ненулевым, и расстояние до бли-
жайшей ненулевой точки исходного изображения в противном случае.
3. 𝑟𝐵 увеличивается на некоторую фиксированную величину. Применяется
пороговая фильтрация с порогом 𝑟𝐵.
4. Снова подсчитывается площадь содержимого 𝑆, после чего в качестве
величины морфологического спектра берётся 𝑆−𝑆𝑆 .
На шаге 3 выполняется операция, эквивалентная эрозии инвертированного
оригинала изображения, которая, в свою очередь, эквивалентна дилатации
оригинального изображения. Преимуществом данного алгоритма является
также то, что время, за которое выполняются шаги 3-4, в значительной сте-
пени остаётся неизменным.
Для большей чувствительности к форме объектов в реализованном алго-
ритме дополнительно к построению морфологического спектра всего изобра-
жения была применена сегментация входного изображения по горизонтали и
вертикали с последующим вычислением значения площади морфологического
преобразования на каждом сегменте с фиксированным, заранее выбранным,
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размером структурирующего элемента. Таким образом, для каждого изоб-
ражения построены три характеристики — морфологический спектр, мор-
фологическое преобразование по горизонтали и морфологическое преобразо-
вание по вертикали. Условимся, что разбиения по горизонтали и вертикали
производятся с одинаковым количеством секторов — это позволит избежать
неоднозначных результатов в случае альбомной ориентации содержимого на
входных изображениях, так как содержимое заранее неизвестно. На выхо-
де данный алгоритм даёт, соответственно, три вектора: 𝑀 = {𝑚1, · · · ,𝑚𝑘},
𝐻 = {ℎ1, · · · , ℎ𝑝}, 𝑉 = {𝑣1, · · · , 𝑣𝑞}. Необходимо учитывать, что размерность
векторов 𝑀 — 𝑘 — ограничивается только размером входных изображений
𝑘 < min
𝐼∈ℐ









, где ℐ — множество всех входных изображений,
однако значения размерности, близкие к 2, имеют малую практическую при-
менимость, а значения, превышающие 30 представляют высокую вычисли-
тельную сложность, в большинстве случаев не сопоставимую с полученным
увеличением точности, и, к тому же, порождают высокочастотные помехи,
ограничивающие достижимую точность, поэтому на практике для 𝑝 приме-
няются значения в пределах [5, 30], что для листа формата A4 соответствует
сегментам с размерами от 7 × 9.9 миллиметра до 42 × 59.4 миллиметра при
условии, что изображение не повёрнуто и обрезано по краю бумаги. На прак-
тике из-за этих факторов размеры сегментов несколько больше.
Полученные данные необходимо кластеризовать. Для этого в данной ра-
боте применяется метод 𝑘 средних. В нашем случае известны и размерность,
и число кластеров, поэтому такая задача имеет решение, однако в общем




, где 𝑘 — количество
кластеров, 𝑑 — размерность пространства, 𝑛 — количество кластеризуемых
элементов, что было доказано в работе [8]. Затраты на решение могут быть
уменьшены с использованием LSH для определения всех (𝑅, 1−𝛿)-ближайших
соседей в евклидовом пространстве; к примеру, алгоритм, описанный в работе
[9], работает за время 𝑑𝑛𝑂(
1
𝑐2
), где 𝑐— константа аппроксимации (см. задачу 2).
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В такой модификации процесса нахождения кластеров на каждой итерации
метода 𝑘 средних вместо перебора всех точек, подсчёта для них расстояния и
выбора ближайших используется одна макрооперация поиска по хешу, кото-
рая, как показано выше, является гораздо менее трудоёмкой.
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5 Результаты
Описанный выше алгоритм извлечения и кластеризации признаков был
протестирован на большой выборке изображений отсканированных докумен-
тов (74 различных типа документов без титульных листов и приложений, зна-
чительно отличающихся по структуре от содержательной части документа; в
среднем по 25 изображений каждого типа). В данной выборке, в отличие от
первоначальной задачи, заранее известен тип каждого из документов — это
сделано для того, чтобы оценить погрешность алгоритма. Для первоначаль-
ного выбора центров кластеров используется ввод пользователем идентифи-
катора кластера для случайно выбранного изображения из данного кластера.
Выбор изображения производится независимо от выполнения самого алго-
ритма и компенсирует отсутствие адаптивного алгоритма выбора центра
кластера. В контексте решаемой задачи данное действие допускается как
первоначальное задание параметров человеком для большого набора изобра-
жений. В результате за сравнительно небольшое время при низкой сложности
алгоритма были получены спектры входных изображений, содержащие дан-
ные о форме их содержимого. На рис. 5-7 проиллюстрирован результат вы-
полнения алгоритма получения значений приближённого морфологического
спектра для структурирующего элемента размером от 1 до 10 пикселей, а
также результат подсчёта приближённого морфологического преобразования
с использованием разбиения на 10 сегментов и различных размеров структу-
рирующего элемента размером от 2 до 10 пикселей (трёхмерный график).
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Рис. 5: Тестовое изображение
Рис. 6: Приближённый морфологический спектр тестового изображения
Рис. 7: Вертикальный и горизонтальный морфологические спектры сегментов тестового
изображения, кол-во сегментов — 10× 10 17
Для кластеризации полученных данных был применён описанный в преды-
дущей части модифицированный метод 𝑘 средних. Из-за высокой размерности
векторов, полученных при извлечении признаков из выборки изображений,
иллюстрация процесса кластеризации вызывает затруднения, однако можно
привести типичные ошибки алгоритма. На рис. 8- 9 показан пример неверного
результата, когда страницы документов из разных классов обладают похожей
структурой текста, из-за чего их отнесение к различным кластерам становит-
ся зависимым от всей выборки. Общая точность алгоритма в данном случае
составила 76.8%.
Рис. 8: Отсканированная книга «Звезда, погасшая до срока»
Рис. 9: Отсканированная книга «The Selected Papers of Elizabeth Cady Stanton & Susan B.
Anthony»
В данной работе с целью уменьшения времени работы по рекомендации
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авторов алгоритма [9, 10] в качестве радиуса поиска ближайших соседей вы-
брано медианное значение расстояния между кластерами. При практическом
применении алгоритма кластеризации с вероятностным решением задачи о
ближайших соседях часто возникают ситуации, когда одна точка многомерно-
го пространства относится сразу к нескольким кластерам. В контексте приме-
няемого алгоритма не существует [10] оптимального решения такого конфлик-
та, за исключением уменьшения радиуса поиска, как следствие все подобные
ситуации решаются прямым сравнением расстояний до предполагаемых кла-
стеров и выбором кратчайшего. Учитывая, что для каждой «конфликтной»
точки число предполагаемых кластеров значительно меньше общего числа
кластеров, а также то, что самих «конфликтных» точек несравнимо меньше,
чем всех точек множетсва, такой подход позволяет решить данную проблему
без серьёзных временных затрат. Кроме того, все точки, не попавшие ни в
один кластер по методу LSH, также относятся к ближайшему кластеру точ-
ным методом. К примеру, приведённый выше случай ложной кластеризации
был разрешён за счёт такой поправки к алгоритму, и результирующая точ-
ность составила 81.6%.
Недостаток приведённого метода кластеризации текстовых изображений
— относительно низкая точность, методы повышения которой предполага-
ют вычислительные затраты, уменьшение которых является основной целью
данной работы; достоинством подхода является простота реализации и вычис-
лений и применимость в качестве инструмента для построения обучающего
множества более сложных, адаптивных методов классификации изображе-
ний, таких как нейросети.
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6 Заключение
Нами был рассмотрен метод быстрого извлечения признаков и последую-
щей их кластеризации на основе полученных признаков, применимый к боль-
шим наборам данных. В сравнении с более сложными математически метода-
ми классификации с помощью нейросетей, данный алгоритм даёт меньшую
точность, однако всё же достаточную для применения его при построении
тестового множества нейросети
Среди направлений дальнейших исследований можно выделить улучше-
ние алгоритма извлечения признаков с целью более точно выделять особенно-
сти структуры текста, а также алгоритма кластеризации с целью повышения
надёжности. Кроме того, увеличить точность работы алгоритма можно с по-
мощью адаптивной кластеризации, применения более сложных алгоритмов
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