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Abstract 
Groves, J.R.J. and G.A. Swarup, Remarks on a technique of Dunwoody. Journal of Pure and 
Applied Algebra 75 (1991) 259-269. 
It is shown that Dunwoody’s proof of the accessibility of almost finitely presented groups 
extends to a larger class of groups. This class is defined by a condition on the homology of a 
space on which the group acts. An equivalent algebraic condition is also given. 
Introduction 
We observe that Dunwoody’s proof of the accessibility of almost finitely 
presented groups (see [5]) extends to a larger class of groups satisfying the 
following condition: 
Definition 1. We say that a group G acts on a planar cover if there is a regular 
covering 7r : k+ K of two-dimensional complexes with K finite and G as the 
group of covering transformations and such that the natural map 
is zero. 
(Here H#; Z2) denotes cohomology of k with compact supports. 
example Section XVI.10 of [3] or Section VIII.7 of [2]. Also Z, denotes 
of integers modulo 2.) 
. - 
See for 
the ring 
If the stronger condition that H ‘(K; Z2) = 0 is satisfied, then the group is said 
to be almost finiteLy presented [lo]. The class of such groups properly includes the 
class of finitely presented groups (see [ 11) and can also be characterised algebrai- 
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tally as those groups which are of type FP, over the ring .Z2 (see [4]). We also 
provide an algebraic condition equivalent to action on a planar cover. 
Definition 2. We say that a group G is finitely defined by derivations (over &) if 
there exists a presentation of G 
(with F finitely generated and free) and a finite subset S of N so that, for any 
derivation sj : F- Z2G from F to the group ring E,G, we have that 6(S) = 0 
implies 6(N) = 0. 
The condition of acting on a planar cover is suggested by the use of planar 
covers by Papakyriakopolous in his second proof of the Loop Theorem ([9]; see 
also [8] and [ll]). If I? is a surface without boundary, the condition is equivalent 
to being planar. Not surprisingly, an extension of Dunwoody’s arguments leads to 
a quick proof of the Equivariant Loop Theorem (but not to a proof of Dehn’s 
Lemma as in [6]). We observe that Dunwoody’s Theorem 4.1 in [5] and our 
extension in Theorem 1.3 imply Stallings’ Structure Theorem for the class of 
groups satisfying the equivalent conditions above (see, for example, 111.2.1 of 
[4]). On the other hand, it is not implied by Stallings’ Structure Theorem since 
Dunwoody’s arguments go through even when the group action is not necessarily 
free nor the quotient by this action finite. It seems to us that these results of 
Dunwoody and Stallings are at least as important as the results on accessibility. 
We also give examples of groups which are finitely defined by derivations but 
which are not almost finitely presented. These are torsion-free and so their 
accessibility follows from Grushko’s Theorem or from Linnell’s results in [7]. Our 
point of view, however, is that Dunwoody’s techniques can be pushed somewhat 
further and that ihe class of groups we are considering seems to be a natural 
generalisation of almost finitely presented groups. (See Theorem 2.2 below.) 
I. Extending Dunwoody’s arguments 
We will start with a slightly more general situation than that of groups acting on 
planar covers. To begin with, ?? is any simplicial 2-complex such that the natural 
map 
y : H;(k; Z,)-+ H'(k; Z,) 
is zero. We shall refer to a complex i with this condition as planar. We will 
usually couple k with a regular covering rr : If* K and for the proof of the main 
Theorem 1.2, we will also assume that K is finite. Much of the material needed to 
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complete the proofs in this section occurs in Chapter VI of [4]; further details may 
be found there. 
Recall that a pattern P is a subset of the realisation 1 k/ of i such that 
(a) if cr is a closed 2-simplex of I?, then P n 1 (T) is either empty or consists of a 
finite number of disjoint segments, each joining distinct edges of 1~1; 
(b) if p is a l-simplex of K, then P n IpI is either empty or consists of a finite 
number of points in the inte,-ior of 1 pi. 
A connected component of a pattern is called a track. 
Following ].S], a minimal track in i? is a finite track t which divides I? into two 
components each of which contains infinitely many vertices of i and so that 
amongst all such tracks satisfying these conditions, the size of the intersection of 
the track with the l-skeleton l? is minimal. Dunwoody showed in [5] that, if 
Hi@; Z,) = 0, and !? has more than one end, then minimal tracks exist in l?. 
If P is a pattern in I?, there is a 1-cochain z, (over Z2) associated to P by 
assigning to each l-simplex p of I? the size, modulo 2, of the intersection of P with 
1 pl. It is clear that z, is a cocycle and zp will be a finite cocycle if P is a finite 
pattern. Thus, if z, is a finite cocycle, our assumption that g is planar implies that 
z, is a co-boundary. The colouring argument used in Proposition 3.4 of [4] then 
proves the following variant of that Proposition: 
Proposition 1.1. Suppose that I? is planar and that P is any pattern in i such that 
z, has finite support. Then I?\P can be coloured with two colours (black and 
white) so that each component has one colour and each track of P is in the closure 
of a white region and a black region. cl 
Most of the arguments of Chapter VI of [4], now work in our more general 
situation using Proposition 1.1. In particular, any pattern which intersects only a 
finite number of edges has finite support and so will yield a tree Dr. The 
arguments of Chapter VI of [4] can then be modified to yield a proof of rhe 
following theorem: 
Theorem 1.2. A group which acts on a planar cover is accessible. Cl 
(We observe that the arguments also prove that, if i is planar, then k has more 
than one end if and only if i has minimal tracks.) 
One of the crucial steps in the original proof of accessibility of almost finitely 
presented groups is Theorem 4.1 of [5]. The arguments used there actually prove 
more: 
Theorem 1.3. Let I? be a planar simplicial 2-complex and ket H be-a group of 
homeomorphisms of i? such that the stabiliser in H df any simplex of K is finite. If 
i has minimal tracks, then I? has minimal tracks t satisfying gt = t or gt n t = 0 for 
each g E H (that is, I? has a H-equivariant minimal track). 0 
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Theorem 1.3 implies Stallings’ Structure Theorem for groups which act on 
planar covers. It also yields the Equivariant Loop theorem and we turn to the 
proof of this now. 
Let K C dM be a componen_t in the boundary of a ?-manifold M. Let fi be the 
universal cover of M and let K be a component of aM covering K. Then it is well 
known (see, for example, [9] or [8]) that f is a planar surface-in the usual sense 
of ‘planar’. We claim that 7r : I?+ K is a regular planar cover-in the above sense 
of ‘planar’. If the map 7r1 (K) * r,(M) has nontrivial kernel, then i is not simply 
connected and so, because i is a planar surface, H, (k, Z) and H, (&n,) are 
nonzero. Since aK = 0, we have also ai = 0 and by duality ZY_,!!K, h,) z 
H,(i, ZZ) is nonzero. The group dual to &(I?, ZJ is the group Hy(K, Z,); that 
is, the homology with (possibly) infinite but locally finite chains. Since Z? is a 
planar surface, the map from H, (k, ZZ) to H;( k, Z,) is zero. Thus the dual map 
y : H;(k; Z2)+ H’(k; Z,) is also zero. (See [l l] for more details on this 
duality.) Thus i is planar in the above sense. 
Thus we have most of the following theorem: 
Theorem 1.4 (Equivariant Loop Theorem). Let F be a finite group of homeomor- 
phisms of (M, K) and suppose that the map P,(K) + W, (M) is not injective. Then 
the.ve is a simple loop in K which is equivariant with respxt co F and which is trivial 
in M but nontrivial in K. Cl 
The proof follows immediately from Theorem 1.3 by taking the cover 
v : I?- K as above and taking H to be the group of all homeomorphisms of i 
covering those in F. We can weaken the condition that F be finite to one which 
requires that the stabiliser of any simplex is finite. 
2. Algebraic conditions equivalent to action on a planar cover 
Let R be a commutative ring with identity 1, and G a group. Observe that 
there is a natural embedding 
RG+ IIom,(LG, R) (1) 
induced by g~fg, where fs E Hom,(ZG, R) is defined by .$(c n,,h) = ng l 1,. 
(Thus the image of RG is iust the set of functions of finite support.) We can give 
RG a structure as right G-module via cy - g = g% for cy E RG and g E G. We can 
also give Hom,(ZG, R) a structure as right G-module via, for each f E 
Horn,,, ZG, R), f* g = f, where f<c~) = f( ga). Then it is straightforward to verify 
that the map (1) is a homomorphism of right G-modules. 
Consider now an extension 
NHH+G. (2) 
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There is a natural way to obtain an action of G on a cover by taking K to be an 
Eilenberg-Mac Lane complex for H and by taking i to be the cover correspond- 
ing to the inclusion N )-_) H. Hence 7rl (K) = H and 7rTTI (i) = N. Thus we obtain 
the following algebraic version of action on a planar cover: 
Proposition 2.1. A group G acts on a planar cover if and only if there is an 
extension (2) with H finitely presented such that the natura; map 
H’(H; Z,G)+ H’(H; Hom,,(EG, Z,)) (3) 
is zero. 
Proof. Suppose that the map is zero. Define a finite complex K and a complex I? 
as above. 
We claim that we can identify Hi(I?; Z,) with H*(H; h,G). Let C,(@ be the 
chain complex of Z?. Then, as in ViII.7.4 of [.2], 
Hom,(C,(h &) z Hom,,(C,(@, ZzG) . 
Also, if k denotes the universal cover of I?, then C,.!?) G C*(k) @,, ZG. Hence 
Hz& Z,) z Horn,&,(k) C&_, ZG, E,G) 
z Hom,,(C,(k), ZG) 
= H”(H, E,G) 
as required. 
We can also identify H ‘(k; Z,) with H ‘(N; Z, ). But Schapiro’s Lemma (see 
111.6.2 of [2]) implies that H’(N; Z,) is isomorphic to H’(H; Hom@G, Z?)). It 
is then straightforward to verify that the map 7 : H#; Z,)+ H’(& Z,) can 
be identified with the map (3) and so is zero. Thus G acts on a planar cover. 
The converse argument is similar. We take H to be the fundamental group of 
the finite complex K and N = 7rTTI (I?). The identifications can then be made as 
before. q 
We now turn to obtaining some equivalent and more manageable versions of 
this algebraic condition. 
Theorem 2.2. Let R be a commutative ring with unity and let G be a finitely 
generated group. Then the following are equivalent: 
(a) There is an exact sequence N - H-w G with H finitely presented such that 
the natural map 
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H’(H; RG)-+ H’(H; Hom,(ZG, I?)) (4) 
is zero. 
(b) There is an exact sequence N t-j H * G with H finitely presented such that 
any derivation S from H to RG satisfies 6(N) = 0. 
(c) There exists a presentation L H F -)) G with F finitely generated free and a 
finite subset S of L so that, for any derivation S from F into RUG, 6(S) = 0 implies 
6(L) = 0. 
(d) If L, )-_) F, + G is any presentation with F, 
exists a finite subset S, of L, so that, for any 
6(S,) = 0 implies 6(L,) = 0. 
finitely generated free, then there 
derivation 6 from F, into RG, 
Proof. We begin by showing that (a) implies (b). 
ideal of BH. Corresponding to the exact sequence 
Let IH denote the augmentation 
we have, for any right ZH-module M, an exact sequence 
Ham,(ZH, M)-+Hom,(ZH, M)+ H’(H; M) . (5) 
Now apply this with the map (1) of ZH-modules. (We can, of course, consider 
any ZG-module as a ZH-module via the projection from H onto G.) If M is 
again any right BH-module, we can identify Hom,(M, Hom,(ZG, R)) with 
Hom,(M, R) by the map which sends f ~Horn,(M, Hom,(ZG, R)) to fE 
Hom,(M, R), where f(m) = f(m)[l] f or each m E M. Also, using Schapiro’s 
Lemma, we can identify H’(H, Hom,(ZH, R)) with H’(N, R). 
By combining (1) with (5) and using the identifications just described, we 
obtain the following commutative diagram with exact rows: 
Hom,(ZH, RG) 
I 
wHom,(lH, RG)- H’(H; RG) 
I I 
I (6) 
Hom,(ZH, R)- Hom,(lH, R)- H’(N; R) 
From the commutative diagram (again with exact rows) 
IH----+ZH---+z 
Remarks on a technique of Dunwoody 
we also obtain 
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Hom,(ZH, R)--+ Hom,(lH, R)* H’(N; R) 
I I /I 
Hom,(ZN, R)? Hom,(lN, R) )--H’(N; R) 
(7) 
which has exact rows. Thus combining the right-hand squares of (6) and (7) we 
obtain a commutatiL .: diagram 
Horn&M, RG) --+ H’(H; RG) 
I I 
Horn&N, R) )----3) H’(1’:; 3) 
(8) 
where the lower horizontal map is an isomorphism. 
The hypothesis of (a) implies that the right-hand vertical map in (8) is zero. 
Thus the left-hand vertical map is also zero. But this map takes f E 
Horn&H, RG) tofwheref(n - 1) is the coefficient of the identity in f(n - 1) for 
each n E N. Thus, for all n E N, this coefficient of the identity is zero. Using the 
fact that 7G is a trivial ZN-module, together with the equations 
f(hnh-’ - l)=f(h-l)*nh-‘+f(n-l)*h-‘+f(h-‘-1) 
=f(n-1)-h-’ (hEH, nEN), 
it is straightforward to verify that f(n - 1) = 0 for all f E HomH(lH, RG) and 
n E N. There is a natural identification of Hom,(lH, -) with the group of 
derivations Der( H, -). (See, for example, Section IV. 1 of [23 .) Then (b) follows 
from this identification. 
Suppose now that there is an extension 
satisfying the conditions of (b). Let F be any finitely generated free group 
mapping onto H. Then the composition of the surjection from F onto H with that 
from H onto G yields a surjection from F onto G. Let L be the kernel of this 
projection and let S be a finite subset of & which presents the finitely presented 
group H. If a derivation defined on F is zero on S, it will also be zero on the 
normal closure SF of S in F; that is, it will be zero on the kernel of the natural 
projection from F onto H. It will therefore induce a derivation from H. If this 
derivation has8 image in RG, it follows from the assumptions of (b) that it sends N 
to zero. Thus the original derivrition of F must send L to zero, as required. Hence 
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we have shown that (b) implies (c). Notice in this argument that F can be any 
finitely generated free group which maps onto H. 
Finally, assume that the conditions of (c) hold; that is, assume that there is a 
presentation 
L>-,F+G 
with F finitely generated and free and with S a set as described in (c). Let 
be any free presentation of G with F, finitely generated and free. Choose now a 
finitely generated free group F’ which is sufficiently krge to map onto both F and 
F,. Then F’ also maps onto G 
rows, as follows: 
and so there is a commutative diagram, with exact 
Since F’ maps onto F, the observation of the previous step of the proof (where 
the finitely presented H in that step should be replaced by F here) shows that 
there is a finite subset S’ of L’ so that any derivation from F’ to RG which is zero 
on S’ will also be zero on L’. Let S, = +(S’). 
We claim that S, satisfies the conditions of (d). For let 8 be a derivation from F1 
to RG with S(S,) = 0. Let S’ be the composition of 4 with 8. Then 6’ is a 
derivation from F’ to RG and 
S’(Y) = 6(4(S’)) = 6(S,) = 0. 
This S’(L’) = 0 and so 6(L) = Q#Q,‘)) = S’(K’) = 0. So we have shown that any 
derivation from F, to RG which is zero on S, is also zero on L,. The proof that (c) 
implies (d) is complete. 
The proofs, that each of the implications proved so far are reversible, are 
straightforward. We leave the details to the reader. Cl 
We will extend the definition of the Introduction to say that, for a commutative 
ring R, a group is finitely defined by derivations over R if it satisfies any of the 
equivalent conditions of Theorem 2.2. By combining this with Proposition 2.1 we 
then have the promised equivalence. 
Corollary 2.3. A finitely generated group acts on a planar cover if and only if it is 
finitely defined by derivations over Z,. 0 
Remarks on a techrzique of Du~twood~ 267 
We observe a consequence of some of the arguments abo b e which indicates that 
this class of groups has some flexibility for applications. (We omit the proofs.) 
ProposStion 2.4. A group G satisfies the conditions of Corollary 2.3 if and only if 
the following holds : 
given a surjection r : H + G with H finitely presented, the map r factors 
through a finitely presented group H’: 
such that the map 
H’(H’; Z?G)+ H’(H’; Homzz(ZG, Z,)) 
is zero. In particular, if K is a finite complex with q(K) s H’ and if I? is the cover 
of K corresponding to the kernel of &, then i? is planar. 0 
We now turn to the construction of groups which are finitely defined by 
derivations but which are not almost finitely presented. 
The wreath product of two infinite cyclic groups is not almost finitely presented 
(and in fact is not of type FP, over any ring). This follows, for example, from the 
fact that the second homology with integral coefficients is free abelian of infinite 
rank. We thus have one part of the following example: 
Proposition 2.5. The wreath product of two infinite cyclic groups is Jinitely defined 
by derivation: (over any commutative ring with identity) but is not almost finitely 
presented. 
Proof. Let G be the wreath product (a) 2 (x) of two infinite cyclic groups (a) 
and {x) L Recall that G has a free abelian subgroup A4 with a free abelian basis 
{ a x’: i (Z Z}. Then G is the split extension of M by (x). Let F be a free group with 
basis {A, X} and let r be the projection from F onto G which sends A to a and X 
to x. For elements g and h of a group, we use g” to represent he conjugate ghg-’ 
and [g, h] to represent the commutator ghg-‘h- ‘. 
Note that a set of defining relations for G is given by the set {[A, AX’]: i > O}; 
and no finite subset of this set will suffice. We claim that condition (c) of Theorem 
2.2 is satisfied if we take S = ([A, AX]). Let 6 : F- RG be a derivation and 
suppose that S(S) = 0. Suppose that 
S(A) = cu = c c+ , S(X) = p = C pisY’ 7 
jEE . 
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where aj and pj are elements of the group ring RM. By direct calculation we have, 
for each i > 0, 
S([A, A”‘]) = ((1 - a”‘) - (1 - a)x’> C cxjxi 
-@-a)(1 -aaX')(l+x+~~~+xi-')~P,xi. 
By assumption, 6([A, A”]) = 0. So, equating to zero the coefficient of xi in 
the above expression for i = 1, we obtain for each j 
(1 - a”)czi - (1 - a)cq_, - (1 - a)( 1 - a”)Pi = 0 . (10) 
This is an expression in the group ring RM which, since M is free abelian, is a 
Laurent polynomial ring with generating indeterminates the basis {ax’: i E Z} of 
M. In particular, we can deduce from (10) that, as 1 - a divides (1 -. &)a,. it must 
also divide OLi for each i. Say ~j = ( 1 - a)rj SO that a! = ( 1 - a)r. Thus 
(1 - a)( 1 - a”){ 3; - Yf_ I - pi} = 0. 
But (1 - a)( 1 - a”) is clearly not a zero divisor in RM and so, for each j, 
~j - yei_ 1 - pi = 0. That is, 
p = c p,x’ = C (yj - yTi_l)X’=(l - X)Y s 
i i 
A direct calculation in (9) now shows that 6( [A, A”‘]) = 0 for each i > 0. Since 
the words [A, AXi] form a set of defining relations for G, it follows that 
S( {[A, A”‘]: i > O}F) = G(key(-r)) = 0. 
The proof of the proposition is complete. 0 
It can be shown, by calculations imilar to those above but this time utilising the 
fact that the group ring does have zero divisors, that the wreath product of a cyclic 
group of order 2 with an infinite cyclic group does not act on a planar cover. 
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