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Svensk sammanfattning
Fortsättningsvis tillgodoses största delen av världens energibehov genom förbränning av
fossila bränslen, dessutom forsätter världens totala energibehov att öka. Eftersom för-
bränning av fossila bränslen som t.ex. olja och kol orsakar utsläpp av svaveldioxid som är
skadligt för både människa och natur, finns det fortfarande ett akut behov av forskning
och utveckling av metoder för svavelrening. De vanligaste teknikerna för svavelrening är
våt- och semitorrskrubbning, där svaveldioxiden absorberas av en skrubbervätska. Det är
allmänt känt att våtskrubbning är en av de effektivaste teknikerna för svavelrening både
ekonomiskt och tekniskt sett samt den mest använda. Våtskrubbningsprocessen har
dock flera nackdelar, som dess höga vatten- och energiförbrukning. I större kraftverk går
ca 1-3% av dess eleffekt åt till rökgasreningsprocessen, vilket kraftigt motiverar utveck-
ling av nya reningsprocesser samt effektivering av existerande reningsanläggningar.
Skrubbervätskan som till huvudsak består av vatten innehåller vanligtvis även kalcium
vars syfte är att binda svavlet. Kalciumet kan tillsättas i flera former varav bränd kalk
och kalksten är de vanligaste. Kalksten används ofta i svavelreningsprocessen p.g.a. dess
låga pris och för att den ger upphov till den användbara biprodukten gips.
Kalkstenens upplösningshastighet är en de av faktorer som kraftigast påverkar ren-
ingsprocessen. En detaljerad experimentell karakterisering och analys av kalkstenspar-
tiklar i fast form och i vätskeform har utförts i detta arbete. En experimentell metod för
att studera kalkstenens upplösningshastighet vid låg till obegränsad massöverföring har
även utvecklats i detta arbete. Metoden möjliggör identifieringen av systemoberoende
kinetiska parametrar, vilka kan användas för att undersöka reningsprocesser samt för
att planera nya reningsanläggningar. Kinetiska modeller utvecklades genom att använda
kalkstenpartiklars specifika yta, som mättes genom kväveadsorption. För att uppskatta
specifika ytan görs ofta antagandet att kalkstenspartiklarna är sfäriskt formade. Mät-
ningarna med kväveadsorption resulterade dock i en större specifik yta än den som fås
med antagandet om sfäriska partiklar. Partiklarna visade sig också vara icke porösa
vilket ledde till slutsatsen att den större specifika ytan beror på en grov och ojämn yta.
även dynamiken för högdensitets blandningar av vätska och fasta partiklar undersöktes
experimentellt. Efter att de kinetiska parametrarna bestämts experimentellt utveck-
lades en skrubbermodell för att kunna minimera elförbrukningen av en i driftvarande
skrubber. Skrubbermodellen användes för att formulera ett optimeringsproblem vars
lösning ger driftparameterar som ger minimal elförbrukningen. Detta komplicerade
optimeringsproblem löstes med deterministiska metoder i programpaketet GAMS. Från
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lösnigen framgår att elförbrukningen kan minskas genom att mala kalkstenen till lagom
stora partiklar vilka ger en tillräcklig specifika yta. Resultaten indikerar att partikelstor-
leken som ger en tillräcklig specifik yta beror direkt på egenskaper hos stenmaterialet.
Från resultaten framgår att elenergi kan sparas genom att inte mala kalkstenen mer än
nödvändigt.
Från resultaten i denna avhandling framgår att upplösning av kalksten kan under-
sökas under förhållanden där upplösningshastigheten inte påverkas av extern massöver-
föring vilken i sin tur beror på omblandningen. Genom att kombinera experimentellt
bestämda modeller med matematisk optimering erhölls en djupare insikt i hur olika
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The impact that mankind has had on the environment through industrialization, is
worrying, especially due to the evidence on climate change. One of the consequences
attributed to climate change is global warming, however, this is a subject that could
be deeply discussed but is outside the scope of this thesis. Nonetheless, some facts
cannot be neglected, one of these facts being the enormous amount of gaseous emissions
produced as residue of anthropogenic activities. The annual SO2 emissions have been
estimated to be approximately 160 million tons out of which roughly half are product
of industrial activity [Stultz and Kitto, 2005]. It has been estimated by the World Coal
Institute that in 2005 the most common energy sources were fossil fuels having a share
of 34.3% oil, 25.1% coal and 20.9% gas [Shafiee and Topal, 2008]. The industrial sectors
that contribute the most to the SO2 emissions, are the metallurgical ore refining and the
power industry that use sulfur-containing fuels as raw material. It has been claimed
that coal represents about 70 % of the proven fossil fuel resources [Franco and Diaz,
2009]. In spite of the important and necessary efforts that have been made to introduce
competitive clean and renewable energy sources in the market, it has been estimated
by the International Energy Agency that by 2030, only 14% of the worldwide energy
demand will be satisfied by renewable energies while 83% of the demand will still be
supplied by fossil fuels [Shafiee and Topal, 2008]. It has been stated that because coal
will likely remain as one of the principal sources of primary energy, due to its low cost
among other factors, it will have an important role in medium-to-long term production
of energy. As it is well-known, coal is classified as an “unclean” technology because coal
burning produces SO2, NOx, particulate matter plus approximately 800 g of CO2 per
kWh produced [Franco and Diaz, 2009].
Sulfur dioxide emissions are harmful both to the environment and to human health.
Acid rain is produced mainly by NOx and by SO2 oxidation in the atmosphere. The
pH of rain is naturally acidic, of about 5.7, due to the equilibrium of carbon dioxide
and carbonic acid (liquid phase) in the atmosphere. Even though no pH value has been
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established as the minimum threshold for rain to be considered acidic, it has been stated
by the authorities that rain starts to be an environmental hazard when its pH drops to
about 4.6 [Stultz and Kitto, 2005]. Acidic rain causes known negative effects such as
deterioration of natural water systems, crop yield reduction, damaging of sculptures
and buildings among others. Furthermore, SO2 in the atmosphere can be harmful
to humans by affecting the respiratory tract when present at high concentrations. It
has been reported that in several episodes, in Europe and the USA during the 1900s,
industrial waste has been presumably the cause of death of tens, possibly thousands
of people [Manahan, 1999], the SO2 concentrations were as high as 38 ppm when its
normal concentration in the atmosphere is estimated to be between 10−5 − 10−4 ppm
[Seinfeld, 1986].
Factories, power plants, and companies in general may pollute lakes, rivers, oceans
and the atmosphere because these goods (water, and air) have no market price, hence,
their are treated as free. The effect of economic activities that do not have a market price
are not reflected in economic decisions, and are known in economics as externalities.
Therefore, it is the government that is required to enforce pollution control, hence, creat-
ing what is known as a negative externality to ensure that companies pollute less; this
control is achieved through fines, regulations and/or pollution taxes [Chang, 2014]. Even
though preserving the natural environment may seem obvious, to some people, given
that it is of paramount importance to the current society as well as future generations,
it is only through negative externalities that pollution control can be enforced. In the
United States, a control regulation for SO2 emissions was introduced by amendments
to the Clean Air Act in 1970, 1977 and 1990. Furthermore, in Japan, the Stationary
Emission Standards of 1970 introduced the first emission regulations while in the Federal
Republic of Germany an SO2 Emission Regulation directive was introduced in 1983.
Most of the industrialized countries as well as some developing countries have adopted
emission regulations since the 1980s [Stultz and Kitto, 2005]. It has been estimated
that for the period 1980-2004, the contribution of European emissions to the global
SO2 emissions were halved within this 25 year period [Vestreng et al., 2007]. Figure
1.1 presents the data reported by Vestreng et al. [2007] for the SO2 emissions of some
European countries, the data report errors between 3-25 %.
1.1 Aim of the work
A considerable amount of research and development has been devoted in the past 30-40
years to SO2 emission regulation and control and, research in these topics is still highly
encouraged. This is due to the fact that, as aforementioned, the trends in fossil fuel
consumption will not decrease in the near future as it is estimated that energy demand
will continuously increase [Shafiee and Topal, 2008]. Furthermore, it has been estimated
that the power consumed by the OECD countries to reduce sulfur dioxide emissions
during one year (2011) is in the order of a magnitude of 64 TWh, and this consumption
figure is comparable to the residential power consumed in one year in Finland (2013)
(Paper V).
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Figure 1.1: Reported SO2 emissions for the period 1980-2004, data from Vestreng et al. [2007].
Wet Flue Gas Desulfurization (WFGD) technologies have been estimated to provide
a removal efficiency rate for SO2 of 95% or even higher [Srivastava et al., 2001]. In
spite of the high removal efficiency of this technology, further research into WFGD
has been motivated by the considerable amount of power consumed in the scrubber
operation, which can be up to 2% of the total in a 500 MWe power plant [Stultz and
Kitto, 2005] or even up to 3% in some cases [Hrastel et al., 2007]. It is thus evident that
any improvement in the operation of this technique regarding power efficiency or water
consumption is highly motivated considering the trends in the usage of sulfur-containing
fuels in the near future.
The aim of this work was to attain a deeper understanding of the physical and
chemical phenomena involved in limestone dissolution, which has been regarded as
one of the rate determining steps in WFGD applications. More precisely, limestone
dissolution has been acknowledged to be among the most essential kinetics involved in
the process [Ukawa et al., 1993]. The main objective was to study the kinetics and mass
transfer of limestone dissolution and the mixing dynamics of dense systems. This was in
order to apply this knowledge to the optimization of certain parameters in the operation
of a WFGD scrubber by minimizing the power consumption of the process. In order to
attain the main objective, the work was divided into several parts, including extensive
characterization of the limestone samples studied, kinetic and mass transfer modeling,
dense-slurry suspension dynamics through Electrical Resistance Tomography (ERT) and
deterministic (with both global and local solvers) optimization of a WFGD case-study.
1.2 Structure of the thesis
The thesis is composed of five (5) peer-reviewed articles, and the summary part of the
thesis that is intended to provide an explanation of the motivations behind each article
as well as indicating the clear connection between them.
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The thesis is structured into seven (7) chapters was done with the intention of
addressing every aspect of the research, hence some chapters may be dedicated to
one topic alone while other chapters are more interconnected. Chapter 2 gives the
theoretical background of limestone dissolution and Wet Flue Gas Desulfurization
which are covered in Papers I-III and Paper V. Chapter 3 gives a description of the
characterization methods employed to study both the solid and liquid phases reported
in Papers I-III and Paper V. Chapter 4 describes the modeling of chemical kinetics
and mass transfer, and also includes a description of the mixing dynamics and mass
transfer correlations encompassed in Papers I-V. In Chapter 5, solid-liquid suspension
dynamics are discussed which concerns all the papers, but more especially Papers IV, V.
Furthermore, Electrical Resistance Tomography (ERT) which was used to study solids
distribution and mixing dynamics of dense systems in Paper IV is also presented in
Chapter 5. Finally, Chapter 6 describes the case-study and the optimization model
developed, it is therefore concerned directly with Paper V, however it is also related to
Papers I-III. Finally, the conclusions of the work are presented in Chapter 7.
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1.5 Contributions of the candidate
Paper I The candidate performed the experimental work and was responsible for the
preparation of the samples Wolica (LJJ-16C) and Parainen (LJJ-09C) which were
also used in the rest of the work. The sample preparation consisted of crushing,
grinding and sieving the samples. The experimental systematic approach was
supervised and developed along with the co-authors. Moreover, the particle size
distribution (PSD) measurements were done by co-authors. The candidate was
mainly responsible for the writing of the manuscript, co-authors were actively
involved in in providing suggestions that improved the manuscript.
Paper II The candidate performed the experimental work and was responsible for
developing the models presented. Moreover, the candidate also proposed the
use of the modified Peclet number, introduced in Paper IV, which provided a
direct link between the proposed models and the stirring performance. The PSD
measurements presented in this article and in the following were performed by the
candidate. The candidate was mainly responsible for the writing of the manuscript,
co-authors were actively involved in providing suggestions that improved the
manuscript.
Paper III The kinetic modeling was developed by the candidate and co-authors, the can-
didate was responsible for the experimental work regarding limestone dissolution.
Moreover, the nitrogen adsorption analysis was performed by the co-authors who
also contributed to the interpretation of the results and the link to the model. The
candidate was mainly responsible for the writing of the manuscript, co-authors
were actively involved in providing suggestions that improved the manuscript.
Paper IV The candidate prepared (by sieving) the particles which were used as the
dispersed phase. Moreover, all the experiments were performed by the candidate
along with the particle size distribution analysis. The candidate was actively
involved in the interpretation of the data on solid axial concentration, the study
of the different mixing indexes and the preparation of the tomograms. The co-
authors were involved in further analyzing the tomography data by deriving the
link between the mixing index and the cloud height. Furthermore, the co-authors
also developed the concept of the modified Peclet and the visualization of the iso-
surfaces. The co-authors were mainly responsible for the writing of the manuscript,
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the candidate was actively involved in providing suggestions that improved the
manuscript.
Paper V The candidate was responsible for the experiments in this work and for devel-
oping and implementing the kinetic model. Furthermore, the optimization model
was developed along with the co-authors who motivated the search of the local and
global optimum. Furthermore, the nitrogen adsorption analysis was performed
by the co-authors along with the correct interpretation of the data. The candidate
was mainly responsible for the writing of the manuscript, co-authors were actively
involved in providing suggestions that improved the manuscript.
CHAPTER 2
Theoretical background
Several methods have been adopted in power plants that are fired with sulfur-containing
fossil fuels to control emissions of SO2 since the introduction of the first emissions
regulations in the 1970s-80s. Among the variety of methods used, the most important
are classified according to Kaminski [2003] in:
• Switching of fuel or fuel blending
• Preparation of coal
• Modernization of the boiler
• Change of technology
• Flue gas desulfurization
Of the above-mentioned methods, Flue Gas Desulfurization is regarded as one of
the techniques applied most often. More precisely, it has been reported that Wet Flue
Gas Desulfurization (WFGD) accounts for approximately 87% of the industrial capacity
installed worldwide [Guelli U. Souza et al., 2010]. This figure has also been estimated
to be even higher than 90% [Hrastel et al., 2007]. Moreover, it has been stated that
more than 80% of the utilities with installed FGD technology employ a calcium-based
non-regenerable sorbent. The most common calcium-based sorbents are lime (CaO) and
limestone, (mainly CaCO3), however, ashes containing high amounts of calcium and
magnesium have also been adopted as sorbent [Gutiérrez Ortiz et al., 2006]. Limestone
has been widely employed for WFGD applications because of its low cost and also
because of the possibility of producing gypsum as a by-product; gypsum, has a market
value when it contains only low amounts of impurities [Gutiérrez Ortiz et al., 2006].
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Figure 2.1: Classification of carbonate rocks based on their mineral content, adapted from Tegeth-
off et al. [2001].
2.1 Calcium carbonate rocks
Calcium carbonate, CaCO3, is a very common compound on Earth, so far it is believed
that CaCO3 exists only on Earth and possibly on Mars. The elements that form calcium
carbonate are particularly important for organic and inorganic materials on planet Earth
and have their origin in the interior of giant stars. Calcium carbonate is a compound that
can be present in three different crystal modifications: aragonite, calcite or vaterite. Every
mineral variety of CaCO3 is characterized by the fact that they present specific crystal
systems, i.e. trigonal for calcite, rhomboid for aragonite and hexagonal for vaterite.
The specific densities of these minerals are 2720, 2940 and 2720 (kg/m3) respectively
[Tegethoff et al., 2001]. The densities of the samples used in this work were measured and
will be presented in the following chapter, Chapter 3. Based on the specific densities it
can be inferred that the main mineral present in the samples is calcite, however, this was
also confirmed by X-Ray Diffraction. Limestone can be composed of different minerals
and in different proportions; besides calcite, limestone can also be composed of dolomite
mineral (CaMg(CO3)2) which has a trigonal-rhombohedral crystal system.
Limestone can be classified according to different criteria, e.g. according to structure,
texture, or carbonate content. A classification of limestone according to the calcite
mineral, dolomite mineral and insoluble minerals (such as quartz) content is shown in
Figure 2.1 [Tegethoff et al., 2001]. The purity of limestone can be judged according to
the calcium carbonate content or the equivalent CaO, for instance, a sample containing
>98.5% CaCO3 or >55.2 CaO is classified as a very high purity limestone [Tegethoff
et al., 2001]. According to the previous criteria, and the characterization presented in
Chapter 3, the samples studied in this work correspond to very high purity samples.
Almost all limestones originate from sedimentation, except carbonatites. Marble, on
the other hand, also has a sedimentary origin, however, after being forming by sedimen-
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tation it has undergone metamorphism by means of high temperature and/or pressure.
Sedimentation has generally two stages, first loose materials are deposited and subse-
quently during diagenesis the consolidation which forms the rock occurs. The deposits
of CaCO3 can be produced by chemical precipitation, organogenic sedimentation or
through biochemical processes. The different organisms that are present as carbonate
shells are characterized by the different CaCO3 minerals they produce, e.g. calcite with
little magnesium is most common in corals and sponges while aragonite is also present
in corals, sponges and in mollusks [Tegethoff et al., 2001].
Limestone, or CaCO3 is a very versatile compound, it is a raw material that has
become indispensable in the modern world as a filler as well as a coating pigment. It has
even been stated that there is hardly an industry that does not depend to a greater or
lesser extent on this compound. The list of applications or industries where limestone
is employed as a raw material is extremely long. Some examples include: mortar and
flooring plaster in the building industry, production of sodium carbonate and calcium
carbide in the chemical industry, as rock-dust barriers to increase safety in the mining
industry, for fire extinguishing, in explosives, as abrasive material and in flushing liquids
for gas and oil drilling holes, in fertilizers, and in chemicals for environmental protection
and many others [Tegethoff et al., 2001].
2.2 Wet Flue Gas Desulfurization
Flue Gas Desulfurization (FGD) consists of using certain sorbent(s) to capture the SO2





Among these processes, WFGD achieves one of the highest removal efficiencies, as
has been mentioned previously. The WFGD method has been acknowledged as being
highly reliable [Zhong et al., 2008] and, one of the most effective methods as well as being
among the least expensive (to operate) [Olausson et al., 1993]. Furthermore, it has been
stated that the efficiency and reliability of this technology has improved considerably
in the past 20 years [Dou et al., 2009]. The most common WFGD system is the counter-
current spray scrubber; other designs include venturi, mobile packed beds, and static
beds [Brogren and Karlsson, 1997]. One of the advantages of the WFGD method in
contrast to other methods is the possibility of retrofiting it in operating utilities. A
schematic representation of a counter-current WFGD scrubber is presented in Figure 2.2.
In the counter-current spray tower, as in the one shown in Figure 2.2, the flue gases
enter from the middle point of the absorber and exit from the top. The absorber is
divided into two zones, the upper zone is the absorption zone and the lower zone is
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the dissolution/crystallization zone (reaction tank). The scrubbers are self-supported,
the diameter varies from 6-24 m and the height reaches up to 46 m [Stultz and Kitto,
2005]. Pulverized limestone, with diameters usually of < 44 µm, plus water form the
fresh slurry that is pumped into the reaction tank. It is then subsequently recirculated
to the upper section where the slurry is sprayed in counter-current mode into the flue
gases. The scrubber is a three-phase system where calcium sulphite (CaSO3) and bisulfite
(Ca(HSO3)2) are produced after reacting with the (SO2) in the flue gas [Gutiérrez Ortiz
et al., 2006]. The main components in the absorber are the slurry recirculation pumps,
the slurry spray nozzles, the moisture separator, the perforated trays which increase the
gas-liquid contact area, the air injection system (in case of forced oxidation) and the tank
agitators. The power consumption of some of the previously mentioned components of
the WFGD system was studied and minimized by means of optimization in this work
(Paper V), and the detailed results are reported in Chapter 6.
The following reactions take place in the gas/liquid contact zone [Stultz and Kitto,
2005]:
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 CaSO4 · 2H2O(s) (2.2.10)
Finally, the overall chemical reaction in WFGD with forced oxidation can be expressed
as,
CaCO3(s) + SO2(g) + (1/2)O2(g) + 2H2O(l)
 CaSO4 · 2H2O(l) + CO2(g) (2.2.11)
It has been stated that, the following physico-chemical phenomena represent the rate
determining steps within the WFGD process [Bravo et al., 2002]:
• SO2 diffusion through the gas film
• Dissolution of SO2 in the liquid
• The first and second dissociation of SO2
• CaCO3 dissolution
• The diffusion of SO2 and other ions in the liquid bulk
The inlet flue gas temperature can be between 121 and 177 ◦C, but after entering the
scrubber the gas is cooled to its adiabatic saturation temperature. When the flue gases
leave the absorber, also droplets (< 20 µm) may be carried along even after going through
a moisture separator. The residual SO2 and the humidity carried in the outlet gas flow,
can produce an acidic environment that can damage the stack materials, therefore, the
gases are either reheated or the stack is protected with lining materials [Stultz and Kitto,
2005].
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2.3 Limestone dissolution
Limestone is a very versatile and abundant material, thus, it is not surprising that it
has been studied over the years in a wide variety of fields and under different topics.
Limestone can be used to treat metal-acid wastewaters by neutralization through its
dissolution [Barton and Vatanatham, 1976], and therefore has been studied when devel-
oping in-situ permeable reactive barriers (PRBs) for waste water bioremediation [Gibert
et al., 2003]. Commonly, limestone is dissolved in the laboratory by using e.g. HCl or
H2SO4, however, studies that concern demineralization of bio-polymers which contain
CaCO3 have employed additives such as carboxyphosphonates, hydrocarboxilates and
polycarboxilates. In such cases, organic additives were employed since the inorganic
strong acids would have deteriorated the bio-polymer matrix [Demadis et al., 2008]. The
dissolution of calcite deposits in boilers or heat exchangers have been achieved by using
additives such as ethylenediamine tetraacetate and hence avoiding the use of strong acids
which can damage the equipment [Perry IV et al., 2005]. Calcium carbonate solubility
has also been assessed with the intention of anticipating potential scaling problems in
oil wells [Coto et al., 2012]. Calcium carbonate dissolution has also been widely studied
within the field of geology, e.g. dissolution rates of natural systems have been assessed
through modeling dissolution with rotating discs and powder samples [Plummer et al.,
1978], [MacInnis and Brantley, 1992]. The relationship between mass transfer mech-
anisms and surface reaction has been studied in the conditions under Earth’s surface
for the dissolution of calcite mineral [Berner, 1978]. Comprehensive works have been
performed studying carbonate diagenesis of minerals present in limestones such as
calcite, dolomite and aragonite [Busenberg and Plummer, 1986]. The equilibrium of the
systems CaCO3-CO2-H2O [Plummer and Busenberg, 1982], and CaO-CO2-H2O [Lang-
muir, 1968], which are fundamental for understanding carbonate geological behavior in
natural environments has also been studied. Furthermore, extensive reviews regarding
limestone dissolution studies have been presented [Morse and Arvidson, 2002], [Morse
et al., 2007]. According to some review studies, although hundreds of research papers
have been written regarding limestone dissolution, there are still some aspects that need
to be studied in more detail [Morse and Arvidson, 2002]. Differences between laboratory
results and field dissolution of minerals have also been reported. Thus, some authors
have looked at the predictability of the dissolution rates [Fischer et al., 2012]. Stochastic
approaches have also been presented [Lüttge et al., 2013]. It has been stated that some
studies measured rates of diffusion instead of surface kinetics as reported [Lund et al.,
1973], [Williams et al., 1970]. It has been concluded that limestone dissolution kinetics
are important or at least appealing due to the carbonate accumulation in marine sedi-
ments, geochemical cycles, and the characteristics of the bedrock in petroleum reservoirs
[Morse and Arvidson, 2002].
The previously mentioned studies are examples of some of the wide variety of
research that has been devoted to the study limestone dissolution within different fields.
In the literature, it has been reported that the reactivity of limestone is directly linked to
the alkalinity provided its capability to neutralize the acid created during the hydrolysis
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of SO2 [Brown et al., 2010]. Therefore, a variety of studies have dealt with limestone
dissolution for WFGD, e.g. the works by Chan and Rochelle [1982], Toprac and Rochelle
[1982], Gage and Rochelle [1992], Ukawa et al. [1993], Ahlbeck et al. [1993], Kiil et al.
[1998], Shih et al. [2000], Pepe [2001], Siagi and Mbarawa [2009], Altun [2014], to
mention some examples. Even though the first studies date back approximately 30
years, the field has remained quite active. This is due to the need for FGD systems to be
improved and the need to develop new methods to characterize the absorbent and its
reactivity. An example of these types of efforts is the study of the buffering effect that
some organic acids (e.g. adipic acid) have, by influencing the pH between the gas-liquid
interface and the bulk, thus enhancing the FGD removal efficiency [Eden and Luckas,
1998]. It has been claimed that in some studies the SO2 removal efficiency was increased
from 78% up to 90% by the use of these buffering agents [Frandsen et al., 2001]. Some
studies have focused on investigating the dissolution rates of samples with different
sources, such as South African samples [Siagi and Mbarawa, 2009], Turkish samples
[Hoşten and Gülsün, 2004] and Chinese samples [Xiang et al., 2009] among others. In
several works, the inhibition of calcite dissolution has been studied, and it was found
that dissolved metals such as scandium, zinc, copper, iron, manganese, and magnesium
inhibited the dissolution. Moreover, it has been stated that species such as Al3+ and F−
inhibit the process under WFGD conditions [Gage and Rochelle, 1992].
Limestone dissolution modeling has been approached in a variety of ways in the
literature. The experimental conditions and methods have also varied, some examples
are: dissolution of rotating discs [Bjerle and Rochelle, 1984], [Sjöberg and Rickard, 1985],
powder samples suspended in slurries [Morse, 1974], parallel plate method [Williams
et al., 1970], free-drift method and pH-stat method [Plummer et al., 1978], step-wise
tritation method [Ahlbeck et al., 1993], Atomic Force Microscopy (AFM) [Ruiz-Agudo
et al., 2009] and fixed-bed dissolution [Lancia et al., 1997].
The shrinking-sphere model, or 2/3 order kinetics, has been applied in several works
[Shih et al., 2000], [Siagi and Mbarawa, 2009], [Sun et al., 2010], [Altun, 2014]. This
model assumes that the particles are spherical with smooth surfaces and that the surface
of reaction (for an ideal sphere) diminishes as a function of conversion [Levenspiel, 1999].
The film theory model has been used to model limestone dissolving from a rotating
cylinder into the bulk [Wallin and Bjerle, 1989]. An alternative theory to the film theory
is Danckwert’s theory of penetration (originally derived for gas-liquid systems) which
has also been adopted for limestone dissolution [De Blasio et al., 2012]. The penetration
theory model deals with convective mass transfer plus a chemical reaction and assumes
that with a rapid chemical reaction the component will disappear after penetrating only
a short distance into the medium of absorption. This theory is also known as the renewal
theory since it is stated that mass transfer surface is renewed in a transient mode [Welty
et al., 2014]. Furthermore, the transition state theory (TST) has also been applied in
mineral dissolution/precipitation and more precisely for limestone dissolution [Schott
et al., 2012], [Järvinen, 2015]. The TST, first proposed by Eyring in 1934 is a statistical-
mechanical theory used to estimate the rate constant of chemical reactions by addressing
a condition of dynamical instability. Firstly, the TST assumes a quasi-equilibrium
16 CHAPTER 2. THEORETICAL BACKGROUND
Table 2.1: Some activation energy values reported in the literature.
Reference Ea (kJ/mol) Experimental
King and Liu [1933] 25 Rotating disc, marble
Sjöberg [1976] 35 Ground sample, calcite, 8<pH<10
Plummer et al. [1978] 8.4 Ground sample, pH<3.5
Chan and Rochelle [1982] 16.7 Ground sample, pH<5
Alkattan et al. [1998] 19 ± 4 Rotating disc, 1<pH<3
Morse and Arvidson [2002] 8-60 Review (calcite)
Gledhill and Morse [2006] 21 ± 1 Calcite powder, pH<6.5
Xiang et al. [2009] 30/21 Presence/absence of sulfite, pH 5.5
between the species formed from the reactants (transition-state species) and secondly,
that the concentration of these species does not vary during the reaction [Arnaut et al.,
2006]. Generally, limestone dissolution has been modeled as a first order reaction with
respect to H+ for low values of pH [Barton and Vatanatham, 1976], [Plummer et al.,
1978] and [Ahlbeck et al., 1995]. The order of reaction has been investigated and under
different conditions was found to be close to or approaching one [Fusi et al., 2012]. An
important experimental result, which has been reported in several studies, is that the
dissolution rate has been found to depend on the degree of agitation [Sjöberg and Rickard,
1983], [Pepe, 2001], [Xiang et al., 2009] and [Fusi et al., 2012]. The above-mentioned
result indicates that dissolution is controlled by mass transfer rather than kinetics, this
aspect is addressed in this work (Papers I-III, V) and it is presented in the following
chapters. Furthermore, different apparent activation energies have also been reported
for limestone (and dolomite) dissolution, under different experimental conditions, some
apparent activation energy values reported in the literature are presented in Table 2.1.
Some studies on calcite dissolution have reported apparent activation energies de-
pendent on pH [Plummer et al., 1978], [Sjöberg and Rickard, 1984b], and for dolomite
samples pH-dependent activation energies have also been reported [Gautelier et al.,
1999]. An extended version of Table 2.1 is presented in the Supporting Information of
Paper III. Based on the apparent activation energies found, several assumptions regard-
ing mass-transfer and chemical reaction limitations have been made in the literature.
In general, limestone dissolution is separated into different phenomena. Three differ-
ent regions under which the pH dependence varies, have been proposed according to
Plummer et al. [1978] and Sjöberg and Rickard [1984b]. The main conclusion has been
to regard limestone dissolution as proportional to the activity of H+ at low values of pH
(generally below pH 3.5 at 25 ◦C) and that it is controlled by mass transfer at low values
of pH while at higher values it enters a transition zone and finally becomes completely
controlled by surface kinetics [Plummer et al., 1978], [Sjöberg and Rickard, 1984b]. In
this work, it was intended to assess limestone dissolution under a regime where mass
transfer (enhanced by means of mechanical agitation) would not control the dissolution,
thus, the main idea was to study the kinetics under this regime by coupling both mass
transfer and kinetics.
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Figure 2.3: Relative equilibrium vs. pH at 25 ◦C.
The equilibrium concentration of the species involved in limestone dissolution
changes as a function of hydronium ion concentration (or pH), as has been shown
in the literature [Ahlbeck et al., 1995]. Furthermore, the relative equilibrium concentra-
tions have been calculated for a system with the species: CO2−3 , H2CO3, HCO−3 , CaHCO+3 ,
and H+ by using the equilibrium constants derived by Plummer and Busenberg [1982].
The equilibrium curves are shown in Figure 2.3 for a fixed Ca2+ concentration of 0.01 M.
As can be seen in Figure 2.3, the concentration of H2CO3 varies as a function of pH. This
is important since it shows that the equilibrium of H2CO3 can also influence limestone
dissolution and furthermore, that the stoichiometry of the reaction may change with
the pH, as is presented in Paper III. The following reactions are expected to occur in


















 CO2(aq) + H2O(l) (2.3.4)
CO2(aq)
 CO2(g) (2.3.5)
It can be observed in the reaction scheme for limestone dissolution, reactions (2.3.1)-
(2.3.5), that CO2 is produced, as has already been mentioned, thus, it can influence the
pH of the reaction. Therefore, it becomes important to consider the rate at which CO2
is desorbed in reaction (2.3.5). It has been reported in the literature that the rate of
production of CO2 and H2O in reaction (2.3.4) is slow, while reactions (2.3.2)-(2.3.3) are
instantaneous [Sjöberg and Rickard, 1984a]. Mainly two approaches have been employed
in the literature when dealing with CO2 and the carbonic acid equilibrium. Firstly, it
has been claimed that the partial pressure of CO2 can be maintained in a constant state
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by bubbling CO2 into the solution [Morse, 1974]. Secondly, N2 has been pumped into
the solution also to maintain a constant pCO2 [Chan and Rochelle, 1982], [Toprac and
Rochelle, 1982].
In this research work, several aspects regarding limestone dissolution were inves-
tigated. Both mass transfer enhancement by means of mechanical agitation and the
desorption of CO2 until achieving a kinetic regime were studied. Furthermore, modeling
of the non-ideal surface of the particles, which are non-spherical (as will be shown
in Chapter 3) was also performed. Finally, it has been reported in literature that the
results derived from dissolution experiments with suspended particles may be subject to
considerable uncertainties, due to the complex hydrodynamics of the system [Sjöberg
and Rickard, 1983]. In this work, the uncertainties of the complex hydrodynamic system
were kept under consideration, and the choice of powder samples was also maintained
and motivated in order to emulate the WFGD system.
CHAPTER 3
Characterization
The different characterization methods for both the solid and liquid-phase that have
been used during the experimental section of the work are described here. The main
methods used to characterize the limestone samples were: Scanning Electron Microscopy
(SEM) coupled with Energy Dispersive X-ray Spectrometry (EDX), Inductively Coupled
Plasma-Optical Emission Spectrometry (ICP-OES) and Nitrogen adsorption. Nonetheless,
information on the mineral phases has also been obtained by X-Ray Diffraction (XRD),
and bulk composition was also estimated by X-Ray Fluorescence (XRF). More detailed
information on these two methods can be found in a previous work by Järvinen [2015].
The samples employed were chosen since they are both quite pure in CaCO3 but
have, at the same time, a different geological background and provenience which is
translated into having a different surface morphology and reactivity. Other works have
studied a wider variety of samples, as in the work by De Blasio [2010]. However, the
preferred choice was to characterize extensively and study two samples with the objective
of developing a method that could be applied to other samples as well. The Parainen
sample comes from Finland and is a metamorphic sample from the proterozoic age (1900
Ma). On the other hand, the Wolica sample comes from Poland, which has been used
for WFGD applications and is a sedimentary limestone from the Jurassic age (150 Ma).
Calcite is the main mineral present in the samples studied and this was confirmed by
XRD; moreover, a little quantity of the quartz mineral was found in the Parainen sample
[Järvinen et al., 2012]. The bulk composition (wt %) of the main metal oxides present
in the samples along with the sample density and the total CaCO3 composition was
estimated by means of the ASTM C602 standard; these are presented in Table 3.1. The
sample densities were measured with a helium pycnometer by means of the volumetric
displacement method down to ± 1 (kg/m3).
19
20 CHAPTER 3. CHARACTERIZATION
Table 3.1: Sample type, XRF composition (wt%), ASTM C602 CaCO3 content, and density.
Sample CaO wt% MgO wt% SiO wt% Al2O3 wt% CaCO3 % ρ (kg/m3)
Parainen 54.5 0.59 0.5 0.13 98.5 2720
Wolica 55.2 0.32 0.05 0.01 99.1 2703
3.1 Surface morphology and composition
In this study, the surface of the particles has been investigated by means of Scanning
Electron Microscopy (SEM) which consists of striking the surface of the samples with
a high-energy electron beam and scanning a part of the backscattered or secondary
electrons. At the same time, X-rays are produced and can be analyzed, thus providing a
non-destructive means of measuring the sample’s surface on the micrometer scale [Gill,
1997]. Moreover, X-ray Photoelectron Spectroscopy (XPS) has also been used in studies
related to this work to characterize limestone and dolostone surfaces [Järvinen et al.,
2012], [Järvinen et al., 2015].
3.1.1 Scanning Electron Microscopy
The Scanning Electron Microscope produces an electron beam from the tip of a tungsten
filament at approximately 2400 ◦C, and subsequently this strong electric field, which
is the result of a high voltage difference, accelerates the electrons converting the elec-
tron cloud into a divergent electron beam. The SEM image is produced by forming a
convergent electron beam that strikes the surface of the sample, which is attained by
means of two to four cylindrical electromagnets (magnetic lenses) [Gill, 1997]. After
striking the specimen with the electron beam, three type of electrons are emitted, and
the SEM images are the result of the scanning of the electron beam and detecting the
(a) Wolica small unreacted (b) Wolica small 30% conversion
Figure 3.1: SEM image (100x) of the small size fraction of the Wolica sample, before (a), and after
reaction for 30% conversion (b).
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backscattered or secondary electrons [Järvinen, 2015]. The samples are analyzed in a
vacuum chamber in order to avoid collision between the electron beam and air molecules.
Some examples of the SEM images before and after reaction for the Wolica sample and
for different conversions (free-drift method, Paper III) are shown in Figures 3.1 and 3.2.
(a) Wolica small 60% conversion (b) Wolica small, EDX
Figure 3.2: SEM image (100x) of the small size fraction of the Wolica sample, after reaction 60%
conversion (a), and SEM image for EDX (b).
The SEM images in Figure 3.1 indicate that the surface on the particles is rough
and irregular, and some elongation can also be observed. The surfaces seem to become
smoother after the reaction, as shown in Figure 3.1(b) and 3.2(a). Some examples of
the SEM images before and after the reaction for the Parainen sample and for different
conversions (free-drift method, Paper III) are also shown in Figures 3.3 and 3.4.
(a) Parainen small unreacted (b) Parainen small 30% conversion
Figure 3.3: SEM image (500x) of the small size fraction of the Parainen sample, before (a), and
after reaction for 30% conversion (b).
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(a) Parainen small 60% conversion (b) Parainen small, EDX
Figure 3.4: SEM image (500x) of the small size fraction of the Parainen sample, after reaction 60%
conversion (a), and SEM image (100x) for EDX (b).
The morphology of both type of samples differs considerably, this can be confirmed
when comparing Figure 3.1 with Figure 3.3. The Parainen samples seem to have euhedral
shapes while the Wolica samples are less uniform or more anhedral. Furthermore, the
surface roughness of both samples means that there is a greater surface area available
for the reaction than if the particle surfaces where spherical, which is the assumption of
the shrinking sphere model [Levenspiel, 1999]. The particles are non-porous which has
been confirmed by nitrogen adsorption (Paper III, V), and will be described in detail
in section 3.3. More details about the surface area will be discussed in Chapter 4 and
a comparison between surface areas measured by assuming smooth spherical particles
and Nitrogen adsorption is presented in Table 3.2.
3.1.2 Energy Dispersive X-ray diffraction
In the Energy Dispersive X-ray diffraction (EDX) method an X-ray spectrometer analyzes
the X-rays produced by scanning the surface with the electron beam and translates it
into individual peaks of the spectrum. Subsequently, the concentration of the elements
can be obtained from the energy peak intensities [Gill, 1997]. An example of an EDX
spectra is presented in Figure 3.5, furthermore, examples of the squared areas where the
surface composition was analyzed are presented in Figure 3.2 (b) and Figure 3.4 (b).
The kinetic energy of the electrons that hit the samples should be between 15-30
keV in order to produce the required excitation to produce the X-rays. Furthermore,
the electrons of the incident electron beam can penetrate into the surface by up to ap-
proximately 1 µm in the sample’s surface [Gill, 1997]. The depth of the X-ray generation
volume depends on the type of sample and elements on the surface. In some cases, the
EDX method can measure the composition of the sample up to some nm or even µm into
the sample’s core.
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Figure 3.5: EDX spectrum for Wolica large after 30% conversion.
In every EDX measurement 10 squared areas on the samples were analyzed, as can be
observed in Figures 3.2 (b) and 3.4 (b). The spectrum presented in Figure 3.5 is the spectra
which resulted from the X-rays produced after exiting one of the ten aforementioned
squared surfaces. It is also important to consider that the carbon detected in the spectra
comes partly from the carbon coating used when preparing the sample, for this reason
the results are treated as qualitative results rather than quantitative.






















Figure 3.6: Ratios between Mg and Ca compositions at the surface by EDX for Wolica and Parainen
small before (W1s, P1s) and after the reaction (W2s, P2s). For Wolica and Parainen large before
(W1l, P1l) and after the reaction (W2l, P2l) in the free-drift experiments.
Ratios between Magnesium and Calcium compositions at the surface of the samples
before and after reaction can be observed in Figure 3.6, from the free-drift experiments
(Paper III). The trends found in Figure 3.6 would indicate that the Mg to Ca ratio in-
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creases after reaction, which is supported by the fact that calcium is more easily dissolved
than magnesium [Järvinen et al., 2012]. It has also been claimed that the presence of
magnesium in limestone samples could reduce its reactivity [Hoşten and Gülsün, 2004].
Furthermore, the dissolution rate of limestone (calcite and aragonite) has been found
to be 100 times faster than that of dolomite under similar experimental conditions
[Busenberg and Plummer, 1986], [Lund et al., 1973]. However, the experimental errors
also imply that this trend could be similarly vice-versa, therefore, from these experi-
mental results it can be assured that the ratios remain approximately constant, also
by considering the trend in the case of the Parainen large sample (P1l and P2l). Even
though the results presented in Figure 3.6 are qualitative, they can be also be compared
to the ratios of Ca to Mg measured by means of Inductively Coupled Plasma-Optical
Emission Spectroscopy (ICP-OES), which will be described in the following section 3.2.
A comparison between composition at the surface and in the bulk of the solution are
presented in Figure 3.8.
3.2 Inductively Coupled Plasma-Optical Emission Spectrometry
Inductively Coupled Plasma-Atomic Emission Spectrometry (ICP-AES), also known as In-
ductively Coupled Plasma-Optical Emission Spectrometry (ICP-OES) is a method which
has been established as a one of the most widely used elemental analysis techniques
after the 1980s. The ICP-OES method measures the atomic spectra of the elements
that are required to be determined. The ICP apparatus is composed of a source unit
providing the energy (excitation system), which is commonly composed of argon plasma,
the spectrometer, and a computer that converts the signal (spectral lines) produced by
the spectrometer into elemental concentrations.
















60 °C [Ca] ICP−OES
60 °C
30 °C [Ca] ICP−OES
30 °C
20 °C [Ca] ICP−OES
20 °C
Figure 3.7: ICP-OES measurements of selected points during pH-stat experiments at different
temperatures, Parainen small.
3.2. INDUCTIVELY COUPLED PLASMA-OPTICAL EMISSION SPECTROMETRY 25
The ICP method consists of supplying energy (by the ICP) to the atoms in their
ground-state, so that the electrons are then promoted to the higher-energy levels that
are vacant. When the atoms return to a lower energy state the effect of the electrons
dropping down produces energy which is radiated in the form of a photon. A light of
a specific wavelength is generated for each electron drop. The energy that is radiated
produces spectral lines that are specific for every element, which leads to the detection
of the element [Walsh, 1997]. Selected points were measured by means of ICP-OES, both
to estimate the actual stoichiometry of the reaction in the free drift method (Paper III)
and to confirm the assumed stoichiometry at a fixed pH level (Paper V). An example
of the ICP-OES results are presented in Figure 3.7. The ICP-OES results of Calcium
and Magnesium compositions in the bulk (solution) were compared to the surface
concentrations provided by EDX measurements for the pH-stat experiments, the results
are shown in Figure 3.8.
The results presented in Figure 3.7 show a satisfactory agreement between the Ca
concentration estimated by means of the ICP-OES method and the curves which were
obtained by assuming 2:1 H+: Ca2+ stoichiometry and estimating the dissolved Ca2+
from the amount of HCl added. More details on the pH-stat experiments performed to
produce the results in Figure 3.7 are presented in Chapter 4. The results presented in
Figure 3.8 (Paper V) are in agreement with the ones presented in Figure 3.6 (Paper III)
since the trends indicate an increment in the Mg to Ca ratio. Nonetheless, due to the
experimental errors in the measurements this trend cannot be confirmed, thus it can be
stated that the ratios before and after the experiments remain approximately constant.





















Figure 3.8: Ratios between Mg and Ca compositions at the surface (measured by EDX) for Wolica
and Parainen before (W1S, P1S) and after the reaction (W2S, P2S), and in the bulk solution
(measured by ICP-OES) for Wolica and Parainen (W2B, P2B).
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3.3 Nitrogen adsorption
The nitrogen adsorption method estimates the area and porosity of solid samples by
means of adsorbing and desorbing a gas onto the solid’s surface. Many gases could be
used for this purpose, however, nitrogen has remained the one most commonly applied.
The nitrogen adsorption method that is commonly applied today was developed from
the work Langmuir conducted on monolayer adsorption. The Langmuir model, also
known as the ideal monolayer adsorption model, assumes complete monolayer coverage
at the plateau of the isotherm [Sing, 2001]. The Langmuir isotherm was also adapted
in this work for modeling solid-liquid reactions (Paper III) which will be explained in
section 4.4.1. In 1938, the work by Brunauer, Emmet and Teller [Brunauer et al., 1938],
provided theoretical support to extend Langmuir’s model to multilayer adsorption. Their
model introduced an equation, which has since then been widely applied, to estimate
surface areas and is known as the BET equation. The method consists in adsorbing
nitrogen at 77 K on the sample’s surface, the BET model assumes that the first adsorbed
layer (monolayer in the Langmuir’s model) provides one site for the second and other
subsequent layers [Noll et al., 1991]. The equation for the BET isotherm is [Brunauer
et al., 1938],
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where v and vm are the adsorbed weight and monolayer weight (or monolayer capacity)
respectively, CBET is the BET constant, p is the equilibrium pressure and po is the
saturation pressure at the temperature of measurement. The plot of
p
v(po − p) against
p
po
should provide a straight line from which the values of vm and CBET can be estimated
[Brunauer et al., 1938]. The BET theory can be applied successfully to a limited range of
pressure ratios, where the upper bound has usually been reported as p/po ∼ 0.3 [Sing,






where Na is the Avogadro’s number, σBET is the effectively occupied area in the complete
monolayer (σBET (N2)=0.162 nm2) [De Blasio et al., 2012] and Mabs is the molar mass
of the absorbate. The first part of the isotherm, by the inflection point, is used to
estimate the surface area by means of the BET equation [Brunauer et al., 1938]. The
results presented in Figure 3.9 indicate that for the Wolica sample the SSA remains
approximately constant until a 60% conversion, while for the Parainen sample it is
approximately constant up to a 30-40% conversion.
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Figure 3.9: SSA Nitrogen adsorption measurements after different conversions. The marker size
has been adjusted to include the experimental error of the measurements.
3.4 Particle size analysis by laser diffraction
The dissolution rates of limestone have been regarded as highly dependent on the size
distribution of the particles, as this directly affects the Wet Flue Gas Desulfurization
Process [Toprac and Rochelle, 1982], [Ukawa et al., 1993], [Ye and Bjerle, 1994], [Sun
et al., 2010]. It has been proposed by Gbor and Jia [2004] that implementing or neglecting
particle size distribution (PSD) in fluid-solid reactions could result in shifts between
finding either chemical reaction or diffusion layer control (in the case of shrinking core
model). Particle size distribution (PSD) can be and has been estimated by means of
laser diffraction in limestone-water slurry applications. Laser diffraction belongs to the
family of “field scanning methods” for particle size measurement. More specifically,
laser diffraction is a method that employs low angle laser light scattering to estimate the
volumetric distribution of the sample.
Table 3.2: Specific Surface Area comparison and pore volume.
Wolica small Parainen small
SSABET (m2/g) 0.60 0.105
SSAP SD (m2/g) 0.0287 0.0217
Pore volume (m3/g) <0.002 <0.001
Light striking a particle is partly absorbed, reflected, transmitted and diffracted.
The laser diffraction method interprets the scattering patterns of the diffracted light
by assuming optically homogeneous and spherical particles. The Mie or Fraunhofer
theories are used to perform the deconvolution of the scattering pattern. The Fraunhofer
theory assumes that particles are opaque (or assumes that no refraction occurs), and
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large with respect to the wavelength of the light employed. The Mie theory is a more
refined theory which considers refraction, however, it requires knowledge of both the
real and imaginary absorption parts of the refractive index [Allen, 1997]. A typical laser
beam employed has a fixed wavelength of 0.63 µm [Rhodes, 1998], and therefore the
Frounhofer approximation requires particles to be larger than approximately 25 µm.
The working principle of the method relies on the fact that when the laser beam passes
through a suspension, the diffraction angle is inversely proportional to the particle size.
Modern equipment which use the Mie theory can estimate particle sizes in the range
of 0.1-2000 µm [Rhodes, 1998]. Both theories have been employed in this work; the
Fraunhofer theory was used in Paper I, while the Mie theory was used in Paper II-V.
Two examples of PSD measurement before and after the reaction (free-drift method,
Paper III) are presented in Figure 3.10. Furthermore, a comparison between the SSA
measured by Nitrogen adsorption and laser diffraction are presented in Table 3.2.










































Figure 3.10: Particle size distribution measured by laser diffraction, before and after experiments
(free-drift) for Wolica and Parainen samples
The results presented in Table 3.2 indicate that the surface area measured by means
of nitrogen adsorption (SSABET ) is at least one order of magnitude larger than the one
estimated by means of PSD (SSAP SD ) by assuming spherical and smooth particles. The
particles are considered to be non-porous, provided the low porosity values presented in
Table 3.2. The fact that the particles are non-porous, implies that there is practically no
internal surface area available for reaction. Therefore, it is assumed that the difference
between the SSABET and SSAP SD is due to surface roughness, which can also be seen
from the SEM images presented in section 3.1.1. The estimation of particle roughness has
been considered earlier in the literature, and a roughness factor (or surface factor) has
been proposed as the ratio of the measured surface by gas adsorption and the estimated
geometric surface [Sing, 1985]. In this work, a surface factor was implemented for
limestone dissolution (Paper V) and it is described in detail in Chapter 4.
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Figure 3.11: Cumulative PSD and fits measured by laser diffraction, before and after the experi-
ments (free-drift) for the Wolica and Parainen samples
The PSD data has been used in this work to directly estimate the surface areas of the
reaction (Paper V) or to estimate mean particle sizes. Two types of probability density
functions (PDF) have been considered and the cumulative distribution function (CDF)
fitted the data. The Normal CDF can be written according to,










The Log-Normal cumulative density function is a modification of the Normal (or Gaus-
sian) distribution, because of the nature of the logarithmic function, it automatically
considers only positive values of the particle sizes. Or in other words, while the Gaussian
distribution extends from -∞ to∞, the Log-Normal distribution goes from 0 to∞,










where µ1, µ2 and σ1, σ2 are the characteristic parameters of the PDFs, erf is the error
function and dp is the particle diameter. Fits of the Normal and Log-Normal CDF for
the Wolica and Parainen sample before the reaction (Paper III) are shown in Figure 3.11.
The CDFs, equations (3.4.1) and (3.4.2) were fitted to the data by minimizing the sum of
squared errors. As can be seen in Figure 3.11 the fit of both types of CDFs to the data is
quite satisfactory. The two CDF were expected to give good representations of the data
since in the literature it has been stated that powders produced by grinding should fit
Log-Normal distributions, and in the case of a narrow particle size range, also a Normal
distribution [Black et al., 1996].
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The PSD data was fitted to the CDFs, equations (3.4.1) and (3.4.2), as it has been
mentioned above. Furthermore, the Normal probability density function is expressed
according to,







While the Log-Normal probability density function is expressed according to,











Figure 3.10 shows the data of the PDF.
CHAPTER 4
Modeling
It is very common to encounter solid-liquid reactions in the industry, since a consid-
erable number of chemicals, which are produced world-wide, are obtained through
processes involving solid-liquid systems. Some examples of such processes that are often
encountered in the industry include: leaching, dissolution of solids, precipitation, and
crystalization among others [Atiemo-Obeng et al., 2004]. It has been claimed that one
of the factors which contributes to the complexity of fluid-solids systems is that the
rates of heterogeneous reactions depend on the surface area available rather than on the
solid concentration. Thus, the complexity of these systems lies in the fact that surface
area quantification is actually not so straightforward [Salmi et al., 2013]. In addition
to temperature and pressure, few parameters can be determined reliably in-situ, there-
fore it is understandable that important challenges arise when precisely estimating the
surface areas which are used for modeling solid-liquid reactions [Grénman et al., 2011].
Because of this challenge, studies concerning solid-liquid reactions rely on the proper
determination or estimation of surface areas by indirect methods, based on different
models, simplifications, and assumptions.
In this chapter, mathematical modeling of solid-liquid reactions were applied to
limestone dissolution, external mass transfer, and chemical reaction on the surface.
Diffusion mechanisms have been considered by comparing a model based purely on
diffusion with a chemical reaction, and also a two-step model that considers convection.
Furthermore, two different methods (explained in Chapter 3) have been applied to
estimate surface areas and a surface factor has been derived to account for the non-
sphericity of the particles.
4.1 Experimental method
Two methods were employed in the current work to study limestone dissolution, the
free-drift (Papers I-III) and the pH-stat (Paper V) methods where implemented, both
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Figure 4.1: Experimental set-up; free-drift, and pH-stat method.
techniques are described by Plummer et al. [1978]. In the free-drift method limestone
dissolution is assessed under a transient pH while in the pH-stat method the rates of
dissolution are measured at a condition of constant pH. Measurements of pH were used
in the free-drift method to assess the dissolution rates, as it has often been presented in
the literature [Busenberg and Plummer, 1986], [De Blasio et al., 2012]. In addition to the
pH measurements, selected samples were also withdrawn and analyzed with ICP-OES in
order to assess the stoichiometry. In contrast, stoichiometry was assumed to be of 2:1
(H+:Ca2+), as reported in the literature [Chan and Rochelle, 1982], [Gage and Rochelle,
1992], [Shih et al., 2000], [Siagi and Mbarawa, 2009], and compared to the ICP-OES
measurements.
The experimental set-up is presented in Figure 4.1 and was used in Paper I to
estimate the proper stirring speed and air flow-rate under which external mass transfer
was enhanced to the point that it would not limit the dissolution. In Papers II & III,
the dissolution experiments were performed using the free-drift method. The results
presented in Paper V also include the tests to determine the proper stirring and air-
flow conditions along with the pH-stat measurements. The limestone samples were
prepared as powders by crushing and grinding; a jaw crusher and vibratory disc mill
were employed. After crushing and grinding, the samples were sieved into two fractions
of 74-125 µm and 212-250 µm, the fractions will be referred to as small and large
fractions respectively. The experimental set-up consisted of a 2L glass reactor with four
equally spaced stainless-steel baﬄes. An electric motor (Janke & Kunkel, max power 70
W) was used to provide mechanical agitation and two type of propellers were used. A
three-blade propeller (pumping down) was employed in Papers I-III while a 4 blade
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PBT turbine (pumping down) was employed in Paper V. A pH electrode with a fast
response time (double junction with built-in reference, epoxy VWR electrode) was used
for both the free-drift and pH-stat methods and connected to a pH meter (EDT Micro
2 and temperature sensor Pt-100 RTD) with automatic temperature compensation and
a resolution of 0.001 units of pH. Pressurized air was introduced and the volumetric
flow was controlled by a valve while the temperature was controlled down to ± 1 ◦C
(Thermomix 1441 B. Braun). The pH value was controlled in the pH-stat method, down
to ± pH 0.1, with a pH controller (Hanna Instruments, HI 504). The calibration of the
pH-meter was done by means of pH buffers at 2.00, 5.00, 7.00 and 10.00 for the free-drift
method, while for the pH-stat method the pH buffers of 4.01 and 7.01 were used. All
calibrations were done at room temperature (23 ◦C). In the pH-stat method the amount
of HCl added into the reaction system was calculated from the weight loss measure by
the scale (Precisa 6100 CD) on the beaker containing 0.1 M HCl. As has been mentioned
above, both HCl and H2SO4 have been employed in limestone dissolution studies. It
is important to mention however, that in the present work HCl was used rather than
H2SO4 in order to avoid precipitation of calcium sulfate which would have interfered
with the characterization of the reacted samples.
4.2 Mass transfer and chemical reaction
Mass transfer and chemical reactions are often interconnected and need to be especially
considered when dealing with fluid-solid reactions where the mass transfer rates and
chemical reaction rates on the solid surface are comparable. In such cases, the reaction
rate constant and the mass transfer coefficient can be compared and depending on the
ratio between the two, it can be concluded as to whether there is chemical reaction control,
diffusion control, or a combination of both. It has been stated that certain experimental
conditions can produce such hydrodynamics that the mass transfer coefficient is much














































Figure 4.2: Influence of stirring on the dissolution rate, Wolica small.
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greater than the chemical reaction constant and the chemical reaction can be assumed
to control the rate [Nienow, 1992]. A dimensionless parameter, Da, (the Damköhler
number) can be defined as the ratio between the reaction rate constant and the mass
transfer coefficient [Davis and Davis, 2012], and in the case of a first order reaction
the parameter becomes Da = krkl . The concentration of the species at the surface would
therefore approach zero or be approximately equal to the bulk concentration for very
small and very large values ofDa respectively. Assessment of the controlling role between
surface reaction or mass transfer has been presented in the literature for limestone
dissolution under Earth’s surface [Berner, 1978]. Previously in this study, the author
stated that increasing the flushing of a rock does indeed enhance dissolution, and this
has also been reported earlier. However, the calculations showed that a limit could be
reached after which the flushing rate was no longer the controlling mechanism, instead,
the surface chemical reaction started to prevail as the controlling mechanism [Berner,
1978]. On the other hand, some studies report pH as a parameter which can indicate that
limestone dissolution is limited by H+ diffusion, i.e. for pH values of 3∼5 [Ye and Bjerle,
1994]. In the present work, both mass transfer and chemical reaction were considered,
as has been mentioned. The aim was to study the hydrodynamic characteristics along
with the kinetics in order to assess the controlling mechanism, as in the work by Berner
[1978], rather than referring only to the H+ concentration. The effect of mechanical
stirring and air purging on the dissolution rate was assessed experimentally (Papers I,II,
V), and the results are presented in Figures 4.2, 4.3 and 4.4. The most reactive sample,
Wolica small, was employed for these tests at 50◦C and 60◦C in the free-drift and pH-stat
methods respectively. The results in Figure 4.2 show that in both cases the rates were
not influenced significantly above 1600 rpm. This stirring speed, was chosen given the
technical difficulties encountered when stirring at higher rotational speeds. The results
presented in Figure 4.3 were obtained for slower reaction rates than in Figure 4.2 and
also for large size fraction and 20 ◦C.





















Figure 4.3: Influence of stirring, PBT Wolica sample large size fraction at 20 ◦C, free-drift method.
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1600 rpm, 11080 cm3/min
1600 rpm, 9410 cm3/min
1600 rpm, 8840 cm3/min
1600 rpm, 4210 cm3/min
1600 rpm, 0 cm3/min
(a) Free-drift method




















1600 rpm, 0 cm3/min
1600 rpm 6870 cm3/min
1600 rpm 4210 cm3/min
(b) pH-stat method
Figure 4.4: Influence of purging on the dissolution rate, Wolica small.
It can also be observed in Figure 4.3, that above 1600 rpm no significant changes in
the rates could be observed. It is important to note that the propellers were different
in both cases. The smaller particles are expected to react faster, however, due to the
proportionality between the mass transfer coefficient and the diameter of the particles,
kl ∝ dp−1/3, it was expected that for larger particles the mass transfer would be less
efficient under the similar conditions. The results in Figure 4.4 show that a flow-rate of
9410 cm3/min and 4210 cm3/min, for the free-drift and pH-stat methods respectively,
are sufficient to ensure that the rate does not depend on higher flow-rates. It has been
reported that smooth particle surfaces with an absence of etch pits present evidence
for mass transport controlled dissolution [Berner, 1978]. The presence of etch pitch
formation on the surface of the particles can be observed after dissolution from the SEM
images presented in Chapter 3. Thus, according to this criterion, the SEM images show
evidence of a chemical reaction controlled mechanism.
4.3 Modeling mass transfer
The mass transfer coefficients obtained by means of the theoretically derived Sherwood
equations for the laminar and turbulent boundary layer are in good agreement with
the experimentally measured values in the case of flat plates. In the case of particles
(spherical), the mass transfer coefficients are estimated by semi-empirical correlations
which consider both forced convection and molecular diffusion [Welty et al., 2014]. The
typical Sherwood correlation, Sh, can be written according to [Welty et al., 2014],
Sh = Sho +CRe
aSc1/3 (4.3.1)
where C and a are the constants to be estimated [Welty et al., 2014]. The Sherwood
equation (4.3.1), is also an analogy from heat transfer, where the Prandtl number is
substituted by the Schmidt number in the Nusselt equation [Eden and Luckas, 1998].
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In the case of a single spherical particle immersed in a stagnant fluid, Sho approaches
the value of 2 under Stokes regime, and steady state. For the case of the terminal
velocity-slip velocity theory a correlation of the Froessling type has been proposed in the
literature [Atiemo-Obeng et al., 2004],
Sh = 2 + 0.44Re1/2Sc0.38 (4.3.2)
The Ranz and Marshall equation, which has also been employed in the literature [Levins
and Glastonbury, 1972], [Eden and Luckas, 1998], can be applied when considering
Kolmogoroff’s theory of local isotropic turbulence [Pepe, 2001],
Sh = 2 + 0.6Re1/2Sc1/3 (4.3.3)
Equation (4.3.3) has also been implemented for the absorption zone of the WFGD
scrubber [Zhu et al., 2015]. It is noteworthy to mention that Sherwood correlations of
the Froessling type can be employed when the settling velocity is larger than 0.0005 m/s
[Atiemo-Obeng et al., 2004]. In the present work, the settling velocity was estimated to
be around 0.01 m/s, as it is reported in Chapter 5. Sherwood equations have also been
derived theoretically for dense spherical particulate beds, which are operated under
a steady creeping flow, i.e. low values of Reynolds and large values of Peclet. The
theoretically derived equation was obtained by means of the Chilton-Colburn analogy
and it has been found to be in good agreement with experimental data on the dissolution
of benzoic acid spheres in water [Bird et al., 2007]. This implies that the flow pattern
around an isolated spherical particle does not differ significantly when it is surrounded
by other particles, especially at the surface where most of the mass transport takes place.
The theoretically derived Sherwood equation which also takes into consideration the
Stokes regime becomes [Bird et al., 2007],
Sh = 2 + 0.991(ReSc)1/3 (4.3.4)
A Sherwood equation in the form an equation (4.3.4) has also been used previously
for limestone dissolution studies [De Blasio et al., 2013]. It was proposed by Temkin
[1977], that in cases of a sufficiently high Reynolds number, equation (4.3.1) could be
re-written as [Hajek and Murzin, 2004], [Salmi et al., 2011],
Sh = Rep
1/2Sc1/3 (4.3.5)





where kl is the mass transfer coefficient, dp is the diameter of the particle and Dj is the
diffusivity of species j. The Schmidt number, gives the ratio of momentum to mass
diffusivity and also provides a way to associate the concentration boundary layer with
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where ν is the kinematic viscosity of the fluid. In the literature, different Reynolds num-
ber (e.g. referred to the stirrer, the particles or the vessel) and different Sh correlations
have been implemented when studying mass transfer in solid-liquid systems [Boon-Long
et al., 1978]. Mainly two theories have been applied; the Kolmogoroff theory of local
isotropic turbulence and the terminal velocity-slip velocity theory [Nienow, 1992]. The
Reynolds number for the particles from Kolmogoroff’s theory is calculated according to




where ε is the mean dissipated energy. The Reynolds number for the particles from the






The Kolmogoroff theory sates that under large Reynolds number, the smaller eddies
that will eventually dissipate into heat because of viscous forces become independent
of the motion of the bulk and are isotropic. Furthermore, this theory states that the
slip velocity is proportional to the mean dissipated energy and that the diameter of
the particle can be used to calculate the Reynolds number when it is smaller than the
macro-scale and larger than the Kolmogoroff length scale [Levins and Glastonbury, 1972].
In other words, Kolmogoroff’s theory implies that equal power inputs produce equal
mass transfer coefficients [Nienow, 1975]. However, some data reported in the literature
show that for a given mean dissipated energy value, the mass transfer coefficient was
found to be different when the ratio of stirrer to the tank diameter increased [Levins
and Glastonbury, 1972]. On the other hand, the terminal velocity-slip velocity theory
assumes that the mass transfer coefficient is related to the value that would be obtained
for particles moving in a fluid at their terminal (or settling) velocity [Nienow, 1975]. Thus,
in the terminal velocity-slip velocity theory the settling velocity is used when calculating
the Reynolds number [Atiemo-Obeng et al., 2004]. The Kolmogoroff theory allows for a
connection between the power input, which is a function of stirring speed, and the mass
transfer coefficient. While in contrast, the settling velocity-slip velocity theory implies
equal mass transfer coefficients for different stirring speeds. Nonetheless, it has been
acknowledged that despite the fact that the two theories are based on different models
they can also be in agreement [Nienow, 1992]. As it has been acknowledged, describing
the hydrodynamics of solid-fluid particle systems can be quite challenging [Nienow,
1975], especially because mass transfer does not depend solely on energy distribution
but also on the distribution of the solids in the vessel [Levins and Glastonbury, 1972].






where N is the stirring speed and Ds is the diameter of the stirrer. In this study, the
Reynolds number for the vessel was utilized in order to determine the minimum stirring
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speed for the turbulent regime in Paper I [Ibrahim and Nienow, 1995]. The Zwietering
[1958] correlation was used to estimate the critical suspension speed, Njs, and it is
presented in Chapter 5. It has been suggested that above the critical suspension speed,
where all particles are suspended, mass transfer can only be slightly enhanced whereas
the power required increases dramatically [Zwietering, 1958], [Calderbank and Moo-
Young, 1961]. The previous statement is based on the fact that kl ∝ Nβ , where β has
been found to be (experimentally) between 0.4-0.6, [Nienow, 1992], and theoretically
0.5 according to Temkin [1977]. On the other hand, the power consumed by stirring
increases rapidly provided that ε ∝N3. Nonetheless, the experiments in this work were
performed well above Njs (for limestone dissolution) to assure complete suspension,
homogeneous distribution of solids and as much turbulence as possible. In this work,
the Reynolds number for Kolmogoroff’s theory was mainly used (Papers II-III & V), a
combination of the Kolmogoroff theory and the slip velocity-settling velocity theory was
implemented in Paper V. The choice of using Kolmogoroff’s theory was determined by
the fact that it is a widely established theory and more importantly because it provides
a direct link between the actual hydrodynamics of the system and the mass transfer
coefficient. The combined theories allowed for the coupling of the dissipated energy, the
settling velocity of the particles, and the minimum stirring speed constraint required for
off-bottom suspension of particles, as reported in Paper V.
4.3.1 Diffusion boundary layer
The diffusion boundary layer (DBL) that is formed around the reacting limestone parti-
cles has been considered previously in the literature [Gage and Rochelle, 1992], and also
in the case of the rotating disc method [Sjöberg and Rickard, 1984b]. In the work by Gage
and Rochelle [1992] the DBL thickness was found to be independent of the pH. However,
Liu and Dreybrod [1997] reported that the DBL thickness can be adjusted by the rotating
disc method. In the present work, in Paper II, a theoretically derived, diffusion boundary
layer thickness was applied when modeling the diffusion and chemical reactions on the
surface in Paper II. The first law of Fick states that in one dimension under steady state
the molar flux is given according to,
Nj = −Dj dcdr (4.3.11)
where r is the spatial dimension of the particle (assumed spherical). Subsequently the







where A is the surface area which is available for diffusion transport. When considering
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After substituting equation (4.3.13) into (4.3.12), the expression for the flux becomes,
NjA = 4piDj
−Dj dcd( 1r )
 (4.3.14)













The solution of equation (4.3.15) gives,
NjA =




The mass transfer from the DBL to the particle surface, at distance R from the center,
can be also expressed according to,
NjA = kl4piR
2(cR − cδ) =


































From equation (4.3.20) it can be deduced that under stagnant fluid conditions, δ, ap-
proaches∞ and thus Sh approaches the theoretical value of 2. In other words, when δ
approaches∞, Re would approach zero. The theoretically derived thickness for the DBL
was implemented in the model with diffusion and chemical reaction, which is explained
in the following section 4.3.2.
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4.3.2 Diffusion with reaction and two-step model
Diffusion has been regarded as the rate determining step (rds) in limestone dissolution
under conditions of low pH, as has been above-mentioned. In order to assess this
assumption, a model considering only diffusion from the bulk into the DBL towards the
particle surface and chemical reaction was considered and compared with a two-step
model which also considers forced convection (Paper II). The equation describing the
second law of Fick for non-stationary transport with diffusion and the chemical reaction






− krcH+ . (4.3.22)
where kr is the reaction rate constant andDH+ is the diffusion coefficient of the hydronium
ions. In order to use equation (4.3.22), the solid was assumed as a semi-infinite body and
the direction of H+ diffusion to be uni-directional. After applying the change of variable




















where u¯ is the newly introduced variable in the Laplace domain and p represents the
frequency. The boundary conditions for both z, t and for z, p, are expressed according to,
z = 0, t > 0,p > 0, u¯ =
coH+
p − kr (4.3.25)
z→∞, t > 0,p > 0, u¯ = 0 (4.3.26)
where coH+ is the concentration of H
+ at the border of the boundary layer, or at the bulk.
At a position which is far from the boundary layer, H+ tends to zero. Equation (4.3.24)
is solved by using the boundary conditions in (4.3.25) and (4.3.26) to find A, B and


















−√krt)+ e√ krDH+ δerfc( δ2√DH+t +√krt
))
(4.3.27)
where δ is the DBL thickness which is estimated by applying equation (4.3.21). A similar
equation has been presented in the literature for limestone dissolution, however the
direction of the diffusion was considered from the particle towards the bulk and the
theory of penetration was implemented [De Blasio, 2010].
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Two−steps model 300 rpm
Diffusion model 300 rpm
Two−steps model 1200 rpm
Diffusion model 1200 rpm
(a) Model comparison


















(b) Convection and Diffusion
Figure 4.5: Model comparison: diffusion with chemical reaction and two-steps model.
Equation (4.3.27) can be used to estimate the concentration of H+ at a distance δ
from the bulk as a function of time, erfc is the complementary error function. However,
only diffusion as the mass transport phenomenon has been considered in the model
above. A two-step model with first order chemical reaction can be used to estimate
the concentration at the solid-liquid interface by estimating kr after calculating kl from
equation (4.3.3). The estimation of the mass transfer coefficient, kl , through the Ranz
and Marshall equation considers molecular diffusion as well as forced convection [Welty





where ciH+ is the concentration at the solid surface or solid-liquid interface. An example
that compares the concentration at the interface found by the two-steps model (equation
(4.3.28)) and the diffusion model with chemical reaction (equation (4.3.27)) is presented
in Figure 4.5 (a). In order to assess which mass transport phenomenon is dominant, it is
important to consider the Peclet number, which is the ratio between the convective and
the diffusive transport,




When the convective transport is predominant, i.e. under a turbulent regime, P e
becomes large and diffusion through the DBL might be the rds. However, when P e is
small it implies that also the effect of convective forces as rds might be relevant. This is
important since, as it has been reported, in the industry processes are seldom operated
under uniform solid distribution or high turbulence given that usually the operating
stirring speed is around Njs [Tamburini et al., 2013]. A modified Peclet number was
introduced in this work and it will explained in more details in Chapter 5.
42 CHAPTER 4. MODELING
The introduced P e for the just suspended speed, P e∗,is defined according to,
P e∗ = utHL
Des
(4.3.30)
where HL is the liquid height of the vessel and Des is the relative axial solid dispersion
coefficient. Furthermore, a dimensionless concentration, c∗H+ was defined as the ratio
between the concentration estimated by the two-steps model and the concentration esti-
mated by the diffusion model with a chemical reaction. The results for the dimensionless
concentration as a function of the modified Peclet number are presented in Figure 4.5 (b).
The results indicate that when the process is operated at the just suspended condition,
Njs or
1
P e∗ = 0, convection may contribute by 10% or up to 50% depending on sample
type. Figure 4.5 (a) shows that the two models deviate at low stirring speeds but tend to
approach at a high stirring speed. Thus, the results suggest that the convective effect is
under estimated by the purely based diffusion model.
4.4 Kinetic modeling
A fundamental aspect of kinetic modeling is determining how certain parameters affect
the rates of the reaction or the reactions under study. One of the most important
parameters studied is the effect of temperature on the reaction rate. One of the first
descriptions of the effect of temperature on the rate constant was given by Arrhenius. The
proposed theory assumed that there is an equilibrium between “reactive” and normal
“molecules”. This law addresses the fact that the effect of temperature on a reaction
cannot be explained solely by the effect on the translational energy of the molecules







where kI is the pre-exponential factor, Ea is the activation energy and Rg is the universal
gas constant. The activation energy and the pre-exponential factor can be assumed as
being independent from the temperature, as it has been assumed in this work, however,
it is know that kI can also be affected by temperature to some extent [Arnaut et al., 2006].
The following modified Arrhenius equation which minimizes the correlation between










The use of the modified Arrhenius model, equation (4.4.2), has been acknowledged
to be more efficient than using the original form, equation (4.4.1) [Buzzi-Ferraris and
Manenti, 2009]. Other modifications of the original equation have also been proposed in
the literature by Buzzi-Ferraris and Manenti [2009], with the objective of balancing the
estimated parameters.
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(a) pH vs. time Parainen























(b) Data and model Wolica
Figure 4.6: pH as a function of time, for small size fraction (20, 30, 40, 50 ◦ C), and large fraction
(50 ◦C), and the modeling results for Wolica large (20 ◦C).
The chemical kinetics of limestone dissolution was investigated in the present work
by assessing the effect that temperature has on the reaction rate constant. Partly because
the apparent activation energy is assumed as an intrinsic characteristic of the absorbent
and also because knowing the temperature dependence of the reaction is necessary for
developing simulation and optimization models, such as the one presented in Chapter 6.
4.4.1 Free-drift method
A model which was able to accurately describe the studied pH region in the free-drift ex-
periments was developed and presented in Paper III. The Langmuir adsorption isotherm
was implemented to the adsorption on the solid surface under the following assumptions
[Noll et al., 1991],
• Monomolecular layer adsorption
• Equal affinity of each binding site for the hydronium ions
• No lateral interaction among adsorbed H+
• Localized adsorption, i.e. no movement of adsorbate on the surface





where Kad is the adsorption constant which is temperature dependent following a vant
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where ∆Had is the heat of adsorption and K
o
ad is a frequency factor. It is important to note
that determining the heats of adsorption in the liquid phase has been acknowledged to
be rather challenging and that often low values have been reported [Builes et al., 2013],
[Hsieh et al., 2008]. Thus, in the present work the heats of adsorption were assumed
to be low enough that the effect of temperature is more prominent on the reaction rate



























where k′′tot is the overall reaction constant expressed according to , [Sjöberg and Rickard,










The surface area available for reaction, SA, is calculated according to,
SA = SSABETMMscs (4.4.8)
where SSABET is the surface area estimated by means of Nitrogen adsorption and
MMs is the molar mass of the solid sample. Equations (4.4.5) and (4.4.6) are ordinary
differential equations (ODE) which were solved numerically in order to estimate the
model parameters, i.e. Ea, kI and Kad . Non-linear regression analysis was employed
by using MODEST software by means of the backward differences method [Leis and
Kramer, 1988]. The experimental data, including concentration as a function of time and
temperature values, were combined and the parameter data fitting algorithm minimized
the sum of squared errors according to,
Q = ‖ cexp − cexp ‖2 (4.4.9)
where cexp and cest are the vectors of H+ experimental and estimated concentrations re-
spectively. Equation (4.4.9) is minimized by means of the Simplex-Levenberg-Marquardt
method. It is noteworthy to mention that equation (4.4.9) was applied after assuming
that the errors were normally distributed and the variance was constant over the whole
experimental domain. The parameter data fitting procedures, which are explained in
this chapter are actually non-linear programming (NLP) problems, where the objective
function is given by the sum of errors between the model and the data. Sensitivity
analysis of the solution to the dynamic problem was done and the shape of the objective
function and the contour plot were analyzed in order to rule out correlation among the
parameters (Paper III). Furthermore, the values of the Hessian matrix were evaluated
and the matrix was found to be a positive semi-definite which indicates that at least a
local minimum was obtained. The parameter estimation in this work was done numeri-
cally, however, equations (4.4.5) and (4.4.6) can also be solved analytically by assuming
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a constant SSABET , and then the analytical solutions become,
1
cH+








































where γ is the stoichiometric coefficient equal to 1.647, cH+o , cso are the initial hydronium
ion concentration and solid concentration respectively. The constant λ is estimated
according to,
λ = k′′totSSABETMMs (4.4.14)
The results for the estimated parameters are presented in Table 4.1, for the small (s.)
and large (l.) size fractions. The temperature dependence on the dissolution rates is
presented for the small size fraction of the Parainen sample (plus one case for the large
fraction) in Figure 4.6 (a). Furthermore, an example of the rates as a function of pH and
the modeling results are presented in Figure 4.6 (b).
Table 4.1: Estimated kinetic parameters, free-drift method.
Sample Ea (kJ/mol) kI (L/m2s) Kad (L/mol) R2 (%) errorEa (%)
Wolica s. 21.27 0.1156 880.3 99.5 1.1
Wolica l. 15.98 0.0389 880.3 99.1 1.0
Parainen s. 16.45 0.3932 354.2 99.3 2.0
Parainen l. 17.89 0.2541 354.2 99.2 1.0
The fit of the model to the experimental data seems satisfactory and the apparent
activation energy values concur with previously reported results under similar conditions
[Alkattan et al., 1998], [Gledhill and Morse, 2006]. Apparent activation energy values
of around 25 (kJ/mol) have been previously presented in the literature as evidence
for rates under mass transfer control [Sjöberg and Rickard, 1984b]. However, in the
current work, experimental evidence has shown that external mass transfer, through
mechanical agitation, could not be enhanced beyond the studied conditions and thus
chemical reaction should be the rate limiting phenomena. The zeta potential, ζ, of
calcium carbonate has been measured and its dependence on pH has been presented
in the literature [Moulin and Roques, 2003]. Thus, an electrical double layer which is
dependent on pH could be hindering the approach of the hydronium ions towards the
surface, and this might be the reason why low apparent activation energies are found
even under enhanced hydrodynamic conditions. Values of the zeta potential reported in
the literature have been plotted as a function of pH in Figure 4.7.
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Figure 4.7: Zeta potential as a function of pH, reported in the literature [Moulin and Roques,
2003].
4.4.2 pH-stat method
Semi-batch experiments were performed with the pH-stat method (Paper V), the pH
was controlled by an On-OFF control strategy, and an example of an experimental run is
presented in Figure 4.8.













Figure 4.8: pH-stat influence of stirring run for Wolica small, 60 ◦C, at 1400 rpm.
The system can be modelled according to,
dcs
dt






= Q˙in − Q˙out (4.4.16)
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where rs is the reaction rate of the solid, Qin and Qout are the volume flow of acid being
pumped into the system and the liquid being evaporated, respectively. The volume flow
of acid coming in is estimated according to [Plummer et al., 1978],
Q˙in = −2 rsVcHCl (4.4.17)
A surface factor, which has been previously defined as a roughness factor [Sing, 1985],
was introduced as the ratio between the specific surface area measured by Nitrogen
adsorption (SSAreal,o) and the specific surface area when the particles were be spherical





The concentration of the solid phase can be related to the diameter of the particle, if











where vs is the volume of the particle. Subsequently, when solving for dp,





The introduced surface factor takes into consideration the non-sphericity of the
particles which is evident due to surface roughness (shown in the SEM images in Chapter
3). Thus, the diameter of the particles, for ideal spheres, can be related to the solid
concentration and the dynamic specific surface area with the introduced correction
becomes,













The mass transfer coefficient can be estimated by using equation (4.3.5), provided

















where Ns is the shape factor, 1 for spherical particles, and is defined as the inverse of
the surface factor. The total reaction constant is obtained from substituting equation
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(a) Effect of temperature Wolica























(b) Modeling results Wolica
Figure 4.9: Concentration as a function of time, for Wolica small (20, 30, 40, 50, 60 ◦C), and
modeling results.































− bf lowQ˙out (4.4.25)
where α is the order of reaction, Ceq is the pseudo equilibrium constant. The ODE
system, equations (4.4.24) and (4.4.25) were solved numerically in MATLAB by means of
a numerical method for non-stiff differential equations, which solved the unconstrained
minimization problem. The estimated parameters where kr , Ceq, which were also esti-
mated by minimizing the objective function in equation (4.4.9). The effect of temperature
on the Wolica sample in the pH-stat method is presented in Figure 4.9 (a) while the fit of
the model to the solid concentration is presented in Figure 4.9 (b). The model describes
the data in an accurate manner with regression coefficients above 99 % when model-
ing the concentration and 95 % when modeling the volume. The modified Arrhenius
equation, (4.4.2), was also utilized in order to estimate the apparent activation energies
which were 21 ±2 (kJ/mol) and 30 ± 3 (kJ/mol) for the Wolica and Parainen samples
respectively. The results in terms of logarithmic values of the initial rates calculated at
25 ◦C give -6 log(mol/m2s), which is in accordance with literature values found between
-5 and -6 log(mol/m2s) at pH 5.5 [Brantley et al., 2008]. Furthermore, the results in
the pH-stat method are in agreement with the values found for the Wolica sample in
the free-drift method. Nonetheless, in the case of the Parainen sample, the apparent
activation energies found by the two methods differ to some extent. As it has been
previously reported, different activation energies have also been measured at different
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values of pH. Therefore, as mentioned above, it is suggested that the change in the zeta




The modeling of kinetic and mass transfer phenomena is of paramount importance to
obtain reliable parameters which can be utilized when developing optimization models,
such as the one presented in Chapter 6. As has been explained previously in Chapter 4,
the conditions required to accurately study the dissolution reaction cannot be emulated
under industrial operations due to obvious technical limitations. Thus, in this work an
Electrical Resistance Tomography (ERT) was adopted in order to study the dynamics
of suspending solids in stirred vessels under conditions of high solid concentration,
which approach the industrial application. The minimum suspension speed required to
assure an off-bottom condition or the critical suspension speed, Njs, has been calculated
by means of a correlation, and was used in Papers I-IV. Inert particles (glass beads)
were used when studying the solid-liquid dynamics with the ERT method, and two
size fractions having 138 µm and 385 µm as their mean diameter were employed. The
diameter that a glass bead particle would have in order to have the same settling velocity
of the small size fraction of the Wolica sample was considered when sieving the glass
bead particles.
5.1 Settling velocity
The settling velocity of a particle in a fluid is an important parameter that can be used as
a constant value when studying different solid-liquid suspension systems. The terminal
settling velocity, ut , can be calculated after applying a balance of forces that act on a
particle that has reached its settling velocity. The forces involved are: the weight, the
buoyancy, and the drag forces. In order to estimate the drag force, the drag coefficient
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Table 5.1: Glass bead diameters having ut of limestone particles.
Sample ρ (kg/m3) Mean dp (µm) Equivalent glass bead dp (µm) ut (m/s)
Wolica s. 2703 111 119 0.01
Wolica l. 2703 268 288 0.04
The balance of forces acting on the particle, i.e. drag, buoyancy, and weight, gives the
following expression for the settling velocity,
ut =
√
4dpg (ρs − ρl)
3ρlCD
(5.1.2)
where g stands for the acceleration of gravity, ρs and ρl are the solid and liquid phase
densities respectively. The inert glass bead particles had a density of 2500 (kg/m3).
Equation (5.1.2) was used to calculate the equivalent diameters of the glass beads,
presented in Table 5.1. A corrected settling velocity equation for dense system was
introduced by Gidaspow [1994],
ut =
√
4dpg (ρs − ρl)
3ρlCD (1−ϕ)−1.65
(5.1.3)
where φ is the volumetric fraction of solids, Equation (5.1.3) was employed in Paper IV
& V.
5.2 Complete suspension of solids
The knowledge of the minimum stirring speed at which all particles are suspended
(Njs), also defined as complete suspension, is an important parameter which is crucial
for applications where agitation of solid particles immersed in liquid are adopted. It
is important to clarify, however, that complete suspension of solids does not imply
directly homogeneous distribution. Determining the Njs value is important because it
gives information about the stirring speed under which the surface area of the solid
particles available for reaction with the liquid phase is maximized. Several experimental
methods for characterizing the Njs value have been presented in the literature over the
years. A review of some of these methods has been presented by Jafari et al. [2012] who
applied Gamma-Ray Densitometry to measure Njs. One of the most commonly applied
techniques consists in visual observation of the off-bottom suspension of the particles
[Zwietering, 1958]. The correlation which has been extensively applied was derived











where S is a dimensionless parameter which is dependent on the system geometry and
Xmass is the fraction of solid in suspension (%). Equation (5.2.1) and the method of
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Zwietering [1958] have been widely applied mainly because they are rather simple and
non-intrusive methods. The Zwietering visual method consists in visual observation
of the particles in order to determine when the particles do not rest on the bottom for
more than 1-2 seconds. Nonetheless, it has been acknowledged that the method loses
accuracy in the case of higher solid loadings [Jafari et al., 2012]. More sophisticated as
well as more complex methods have also been presented to assess the Njs values, some
examples are: the Doppler effect at the bottom of the vessel, a decrease in the count rate
from a radioactive tracer, and pressure changes at the bottom of the vessel [Jafari et al.,
2012]. In the present work the correlation by Zwietering was used to estimate the critical
suspension speed in Paper I-III, V, while the correlation and the visual criterion were
used in Paper IV.
5.3 Electrical resistance tomography
Different methods have been developed and adopted when studying solid-fluid dynamics
in stirred tanks. Optical methods such as Particle Image Velocimetry (PIV) have been
applied successfully to study dilute suspensions in solid-liquid systems [Montante
et al., 2012]. Furthermore, a range of tomographic techniques including nucleonic
transmission, nucleonic emission, optical interferometry, electrical capacitance, electrical
impedance, and electrical resistance have been adopted for solid-liquid mixing in the
lab on a pilot plant scale [Williams, 1995]. Electrical Resistance Tomography (ERT)
is a considerably inexpensive and robust technique that has been applied widely for
research and development. The technique has already been applied to the study of
mixing processes, solid-liquid filtration processes, hydrocyclone performance, as well as
measurement and control of bubble columns [Bolton and Primrose, 2005]. It has been
claimed that ERT can be advantageous with respect to other methods because it allows for
a non-intrusive study of opaque processes when optically-based sensors are unsuitable
[Williams, 1995]. Moreover, some authors have acknowledged that this technique has the
potentiality of validating complex computational fluid dynamic (CFD) models [Mann
et al., 2001]. Other tomographic methods have been regarded as unsafe, and much slower
than ERT, which has been stated to be another advantage of this technique [Ricard et al.,
2005a]. The application of ERT to the study of chemical processes has been present since
the early 1990s. Although commercially available instruments have only been available
recently, it also demonstrates the stage of development of the technique. In the literature,
several studies where ERT has been applied for gas-liquid systems have been presented,
some examples include: the work by Mann et al. [1997] and more recently the work
by Montante and Paglianti [2015]. In addition, solid-liquid systems have been widely
investigated by this technique, some examples include the work by Hosseini et al. [2010],
Ricard et al. [2005b] and the study by Harrison et al. [2012].
5.3.1 ERT experimental method
The ERT method consists in providing a constant alternating current through the pe-
riphery of the vessel and measuring the surface potentials Kotre [1989].
54 CHAPTER 5. SOLID-LIQUID DYNAMICS
(a) Experimental set-up (b) Adjacent strategy
Figure 5.1: Electrical Resistance Tomography (ERT) experimental set-up, and measurement
strategy.
Subsequently, an image reconstruction algorithm is applied to the potential measure-
ments in order to obtain a two dimensional “slice” of the plane. When multiple panels
are adopted, it is possible to obtain a 3-D spatial dimension which can be extended
to 4 dimensions if a transient process is investigated [Mann et al., 2001], [Kagoshima
and Mann, 2005]. The data collection strategy has been acknowledged to be a factor of
great importance when reconstructing the conductivity distribution inside the vessel.
The most important strategies are: the adjacent, opposite, diagonal and conducting
boundary strategies [Dickin and Wang, 1996]. The adjacent measuring strategy was
employed in this work and it is presented in Figure 5.1 along with the experimental
set-up composed of the vessel, the electrodes and the Data Acquisition System (DAS).
In the adjacent strategy, a current is applied through two neighboring electrodes at a
time, while the potential is measured by another pair of electrodes. The procedure is
afterwards repeated by injecting a current from the following pair of electrodes and
measuring the voltages until the combinations are all fulfilled. This procedure has the
advantage of being suitable for fast image reconstruction. Nonetheless, one disadvantage
is that the current distribution is not completely uniform because the current travels
mainly along the periphery of the vessel [Dickin and Wang, 1996]. The reconstructed
tomogram is divided into a mesh of 20 × 20 pixels, from which 316 pixels lie inside the
circular tomogram. The spatial resolution of the ERT method has been reported to be 5%
the diameter of the vessel [Holden et al., 1998]. The 5% resolution is the theoretical value,
however, the actual resolution also depends on the type of object which is being imaged
[Stanley, 2006]. Another important aspect of the ERT method regards the reconstruction
algorithm used to produce the tomograms from the potential measurements. The ERT
system ITS 2000 by Industrial Tomography Ltd. was adopted in this work. The ITS 2000
is comprised of the electrodes, the DAS system shown in Figure 5.1, and software which
employs the linearized (non-iterative) back projection algorithm.
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Table 5.2: Experimental conditions ERT.
Mean dp (µm) Xmass (%) N (rpm) Type of impeller
138 24;43 500-900, step: 100 rpm PBT
385 24-43, step: 0.05 500-900, step: 100 rpm PBT
385 24-43, step: 0.05 500-900, step: 100 rpm A310
The aforementioned algorithm is qualitative, which makes the reconstruction procedure
quite fast. The qualitative back projection algorithm can be applied in one step which
is an advantage with respect to some of the quantitative algorithms that require much
more computational effort [Wang et al., 1999].
In this study a Plexiglass vessel was employed with standard geometry, a flat bottom,
and four equally-spaced baﬄes. A set of 16 stainless steel electrodes were fixed to the
vessel wall comprising four planes. The impeller shaft was covered with rubber lining in
order to reduce interference with the current and the impeller was positioned between
the first and second plane. Two types of impellers, which are commonly adopted for solid
suspension were employed: a Lightnin A310 impeller and a 6-bladed 45◦ Pitched Blade
Turbine (PBT) pumping downwards. The solid phase was composed of inert particles,
glass beads, which were sieved into two size fractions having mean diameters of 138 µm
and 385 µm. As was mentioned in section 5.1, the small size fraction was sieved in order
to have a diameter approaching the equivalent diameter for the Wolica small sample as
presented in Table 5.1. The liquid phase was composed of 10.6 L of de-mineralized water
with 5 g of dissolved NaCl in order to increase the conductivity of the continuous phase,
which is necessary for accurate measurements [Stanley, 2006]. A variety of conditions
were investigated with both impellers by combining different stirring speeds, particle
size, and the fraction of solids in suspension. The different experimental conditions
which were studied are presented in Table 5.2.
5.3.2 ERT results
The degree of solid mixing inside the stirred reactor was assessed from the change in
conductivity with respect to the continuous phase. In the present work a qualitative
algorithm was applied, thus, the measured conductivity was set as one (1) for the
continuous phase and zero (0) for the dispersed phase. An example of the averaged (over
the plane) dimensionless conductivity for 600 acquisitions is presented in Figure 5.2 (a).
The solid concentration distribution was obtained by means of the Maxwell correlation





where Xv is the solid volume fraction, σm and σl are the slurry and the liquid conduc-
tivities respectively. The volume fractions were normalized with respect to the mean
volume fraction as also presented by Hosseini et al. [2010].
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(a) Dimensionless mean conductivity





















(b) Axial solid concentration
Figure 5.2: Dimensionless mean conductivity (a) 500 rpm, Xmass=24 %, dp=385 µm, PBT (b),
Axial solid profile X=43 % and dp=138 µm.
An example of the dimensionless concentration profiles for different stirring speeds
and the normalized height is presented in Figure 5.2 (b). The axial concentration profiles
as the one shown in Figure 5.2 (b) are also known as the “belly plot” [Ricard et al., 2005b].
The results show how at higher stirring speeds the solids approach an homogeneous
distribution which would imply a vertical line with the Xv/Xv,o approaching 1.
The ERT data allows for the calculation of a parameter which can assess the degree
of mixing; such parameter is also known as the mixing index, MI . The mixing index
has often been defined in terms of the Relative Standard Deviation (RSD) of the solid
concentration [McKee et al., 1995], [Williams, 1995] The homogeneity across the vessel
volume has been assessed as well [Hosseini et al., 2010]. The indexMI which was derived






where q is the number of planes, and the mixing index for the plane, MIz, which is









where σ i is the mean conductivity averaged across the plane and σk is the conductivity in
each pixel. The overall mixing index provides information on the degree of homogeneity
with respect to each plane and gives information on radial distribution. A total mixing




√∑pk=1(σk − σ )2p − 1
 (5.3.4)
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PBT, 138 µm, 43%
PBT, 138 µm, 24%
PBT, 385 µm, 43%
PBT, 385 µm, 24%
A310, 385 µm, 43%
A310, 385 µm, 24%
(b) Modified Peclet
Figure 5.3: Mixing Indexes (a) for dp=138 µm, PBT, and modified Peclet Number (b).
where p is the total number of pixels inside the vessel volume, which amounts to 1264,
and σ is the conductivity averaged over the whole volume. The MItot is defined as the
RSD with respect to an overall mean value considering each of the pixels investigated.
Furthermore, a fourth mixing index can be obtained by combining the RSD concept and




√∑qk=1(σ i − σ )2q − 1
 (5.3.5)
where σ is the mean conductivity averaged over the whole volume and σ i is the mean
conductivity averaged over the plane. A comparison between the aforementioned mixing
indexes is presented in Figure 5.3 (a). The results presented in Figure 5.3 (a) show that
increasing the impeller speed increases homogeneity, since a completely homogeneous
dispersion would give an RSD approaching zero. The increase of N decreases MIm
slowly when actually MIv and MItot decrease more markedly. This result concurs with
the observation by Harrison et al. [2012] where it was stated that MIm assesses mainly
radial distribution. Thus, the MIm index fails to account for the lack of homogeneity in
the axial direction which is definitely the case at 500 rpm for the small size fraction.
The energy required for suspending the solids up to a height ∆h per unit volume is
a function of the solid, liquid and mixture densities (ρm) as well as the solid to liquid
mass ratio according to,




Subsequently, ∆h is proportional to the power number, Np, and the pumping number,







g(ρs − ρl) (5.3.7)
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(a) 500 rpm, Xmass=43% (b) 900 rpm, Xmass=0.24%
Figure 5.4: Dimensionless condictivity tomograms, A310, dp=385 µm, (a) 500 rpm, Xmass=43%,
and (b) 900 rpm, Xmass=24%.
The MItot evaluated at the Njs was correlated to the ratio between HL and ∆h in Paper
IV. Moreover, the modified Peclet number, P e∗, which was presented in this work and
already discussed in Chapter 4 can be calculated according to,
P e∗ = utHL
Des
(5.3.8)
where the relative axial dispersion for the solid phase is defined as,
Des = b(N −Njs)D2s (5.3.9)
where b is the dimensionless constant that depends on the type of impeller. The approach
presented in this work allowed for a correlation between the mixing index at the just
suspended condition and the modified Peclet number as it is shown in Figure 5.3 (b).
This result allows for links between the different operating conditions and the degree of
mixing in the vessel.
In this work it was possible to utilize the data provided by the ERT system in a variety
of ways, however, the main objective of the method is to image the inside of the vessel.
Examples of the 2D tomograms presented of the small and large size fractions under
different conditions are presented in Figures 5.4 and 5.5. The dimensionless conductivity
tomograms can provide information on how the solids are distributed both radially and
axially. For instance, a more pronounced axial gradient can be observed in Figure 5.4
(a) than in Figure 5.5 (a). Where, on the other hand a homogeneous dispersion, visually
confirmed, was attained in the case of Figure 5.5 (b). Moreover, the shape of the interface
between the slurry and the clear liquid was also reproduced from the ERT data.
The so-called iso-surfaces of the dimensionless conductivities of 0.9 are presented in
Figure 5.6. The value for the conductivity used to recreate the iso-surfaces was chosen as
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(a) 500 rpm, Xmass=43% (b) 900 rpm, Xmass=0.24%
Figure 5.5: Dimensionless condictivity tomograms, PBT, dp=138 µm, Xmass=43%, (a) 500 rpm,
and (b) 900 rpm.
0.9 since it was also found previously to be sufficient for air-water systems. The shape
of the interface which was obtained from the results on the two upper planes for the
runs at the Njs were also visually confirmed. An important result presented in Figure
5.6 is that the shape of the interface is highly dependent on the size of the dispersed
phase. In the case of the finer size fraction, the interface is mainly flat with a maximum
at the center of the vessel. While for the large size fraction, the interface has a conical
shape with its vertex close to the impeller. This effect was expected to be induced by the
centrifugal forces acting on the particles and it is dependent on particle size.
(a) Small particles glass beads (b) Large particles, glass beads
Figure 5.6: Iso-surface of dimensionless conductivity equal to 90%, PBT, Xv= 0.43, N=Njs, for (a)




Some studies presented in the literature have focused on optimizing WFGD systems,
either by minimizing operating costs or by increasing the removal efficiency [Frandsen
et al., 2001], [Warych and Szymanowski, 2001], [Gutiérrez Ortiz et al., 2006], [Hrastel
et al., 2007] and [Zhong et al., 2008]. However, these approaches have been mostly
empirical and so far deterministic (or non-deterministic) optmization methods have not
often been applied directly to WFGD. In the work by Cristóbal et al. [2012], a mixed
integer non-linear programming (MINLP) model was developed in order to minimize
pollution in coal combustion after combining different technologies including FGD.
In the current work, the objective was to utilize the information obtained by detailed
modeling in order to optimize the energy consumption of a study-case by means of
deterministic global and local optimization.
6.1 Optimization preliminaries
Deterministic and non-deterministic optimization plays an important role in today’s
industrialized and globalized world. In the process industry especially, optimization
has become more important since it provides a robust tool for improving a process
whether by making it more efficient or by minimizing the operating costs. One practical
large-scale industrial example is the solution produced for the production planning in
the stainless steel industry [Karelahti et al., 2011]. Another noteworthy example is the
minimization of the running costs required to operate pumps in process industries. For
instance, in the pulp and paper industry where 10-20% of the energy of the process
is consumed solely by the pumping systems. Therefore, optimization algorithms have
been developed which allow for the optimal selection of the pumps configuration which
helps in minimizing the pumping energy consumption [Westerlund et al., 1994]. Many
examples can be found in the literature, and another classical problem that has been
tackled is the optimization of heat exchanger networks.
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Figure 6.1: Examples illustrating convex and nonconvex functions.
6.1.1 Convexity condition
The first-order convexity condition implies that for a function f which is differentiable,
the tangent of a convex function will underestimate the function [Lundell, 2009]. The
second-order condition for convexity, requires the function f to be twice differentiable,
that is, that the Hessian or second derivative ∇2f (x) exists at every point in dom f .
Thus, f (x) is convex having a positive semidefinite Hessian if and only if [Boyd and
Vandenberghe, 2004],
∇2f (x)  0. (6.1.1)
The illustrations of a strictly convex, a convex, and nonconvex functions are presented
in Figure 6.1. These examples show that a nonconvex function will have several local
minima and one global minimum. Thus, when solving a nonconvex problem it is possible
to find a solution that is a local minimum but is not yet the best possible solution, as in
the nonconvex example of Figure 6.1, where three local minima are shown. However, if
the problem is strictly convex, the found solution is guaranteed to be the best possible
one. In the case of a function which is convex, but not strictly convex, more than one
value of x will provide the same best objective value of f (x), this is also shown in Figure
6.1.
Many Non Linear Programming (NLP) problems, including MINLP encountered in
industry do not fulfill the condition given by equation (6.1.1). Thus, this implies that
solving the problem will not guarantee finding the best solution, or in other words,
the solution might be a local minimum. Thereafter, an important part of research
in optimization has been devoted to developing tools and methods that guarantee
global optimality even in the case of nonconvex problems. One approach that has
been applied to tackle this problem has been the use of convex approximations for the
nonconvex problem. The basis of these methods rely on the application of a relaxation
to the original nonconvex problem and subsequently applying existing algorithms for
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Figure 6.2: WFGD scrubber flow diagram
convex optimization to solve the approximated problem [Lundell, 2009]. As examples
of algorithms which are commonly employed for solving convex problems are the well-
known Outer-Approximation (OA) algorithm by Duran and Grossmann [1986] and the
Extended Cutting Plane (ECP) algorithm by Westerlund and Pettersson [1995]. In this
work, the ANTIGONE solver by Misener and Floudas [2014] which is a global solver that
employs underestimators as the convexification strategy was used when searching for the
global optimum of the optimization problem. In addition to the underestimators, other
convexification techniques involving the manipulation of the diagonal and off-diagonal
elements of the Hessian matrix have been developed. Furthermore, more details on the
use of convex underestimators and on the convexification techniques can be found in the
works of Lundell [2009] and Skjäl [2014].
6.2 Optimization of the case-study
A variety of studies and models concerning limestone dissolution have been presented
in the literature, as mentioned in Chapter 2. Analogously, different models have been
applied when studying the absorption of SO2 in the WFGD spray towers. The two-film
theory has been applied in the models presented by Olausson et al. [1993], Warych and
Szymanowski [2001] and Dou et al. [2009]. The penetration theory has been adopted in
the work by Gerbec et al. [1995]. Furthermore, a CFD model featuring the Euler-Euler
approach was developed and presented by Gómez et al. [2007]. In the work by Zhong
et al. [2008], the influence of combining different spray levels to the desulfurization
efficiency was modelled. Moreover, a detailed CFD simulation of the oxidation tank
has been presented by Keskinen et al. [2002], with the aim of optimizing the design
parameters of the reaction tank.
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Table 6.1: Case study parameters.
Inlet flue gas (wet) 1800000
Reaction tank volume (m3). 2143.1
Inlet slurry weight composition (%) 16.6
Liquid to gas ratio (L/G) (L/Nm3) 3.06≤L/G≤15
Flue gas outlet relative humidity (Φ) (%) 27.3
Ca to S ratio (Ca/S) 0.9≤L/G≤1.05
Temperature, stream 2 (◦C) 38
Temperature, stream 3 (◦C) 100
Temperature, stream 6 (◦C) 7.25
Removal efficiency (Ef ) (%) 93.817
Pressure, stream 1 (kPa) 104.4
Pressure, stream 3 (kPa) 191.3
Pressure, stream 5 (kPa) 101.3
In the present work, an optimization model for a case-study of a WFGD plant
in Finland was developed by taking into consideration the parameters determined
in Chapter 4. The absorption of SO2 was modelled by coupling it to the efficiency
requirement, since this work was mainly devoted to limestone dissolution. The overall
chemical reaction of the WFGD scrubber is presented in Equation (2.2.11). A flow
diagram of the counter-current scrubber that was considered in this optimization is
depicted in Figure 6.2 while the parameters of the case study are presented in Table 6.1.





The NLP problem can be formulated according to,
minimize f (x)
subject to h(x) = 0
g(x) ≤ 0
xLk ≤ xk ≤ xUk , k ∈ {1,2, . . . ,9}
(6.2.2)
where f (x) is the objective function, that is estimated as the sum of the power consumed
by each operating unit: milling, stirring and pumping. The linear and non-linear equality
constraints are represented by h(x) while g(x) are the non-linear inequality constraints,
xLk and x
U
k are the lower and upper bounds of the variables respectively. The model
is comprised of five equality constraints, from which three are non-linear, and three
non-linear inequality constraints. The objective function, f (x), is calculated according
to,
Ptot = PMill + PStirr + PP ump (6.2.3)
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Table 6.2: Solution for the consumed power.
Power consumed Wolica sample Parainen Sample
Milling (kW) 443.9 827.85
Stirring (kW) 46.8 16.7
Pumping (kW) 652.6 649.5
Total (global solution) (kW) 1143.4 1494.1
Total (local solution) (kW) 1154.8 1494.16
Milling for dp,80=44µm (kW) 886.5 1254.7
The power required for the milling unit, PMill , is described according to,
PMill =
 10WI√dp,80 − 10WI√df ,80
 m˙20.9072 (6.2.4)
where WI is the Bond work index, and it is dependent on the type of rock, i.e. depending
on the geological background of the sample. The power for milling, equation (6.2.4), is
calculated according to Bond’s law. The dp,80 and df ,80 are the diameters of the particles
of the product and the feed respectively, where 80% of the material is finer [Rhodes,
1998]. The diameter of the feed was taken as 19 mm according to the literature [Stultz
and Kitto, 2005]. The power consumed by stirring is assumed to be directly proportional
to the mean dissipated energy, even though it is known that only a fraction of the motor







where Np,side is the power number for side-entering stirrers, Dopt is the diameter of the
scrubber stirrers and ρ7 is the density of stream 7 in Figure 6.2. The study-case features 5
side entering stirrers, so that the power consumed by stirring is obtained by multiplying
the power required per stirrer times 5. The power which is consumed by the pumps is
proportional to the volumetric flow of the recycled slurry [Gutiérrez Ortiz et al., 2006]

















where η is the pump efficiency, taken as 0.6, L is the volumetric flow of recycled slurry,
Habs is the absorber height and
∆Ploss
∆PP ump
is the ratio between the pressure losses in the
pipe and the pressure loss due to height.
The five equality constraints, h(x), are comprised of the molar balances, CaCO3 and
H2O, the design equation of the reaction tank, the energy balance, and the condition for
the saturation pressure (stream 5). The reaction tank was modeled as a continuously
stirred tank reactor (CSTR), as it has been previously assumed in the literature [Olausson













































Figure 6.3: Objective function for Wolica, and Parainen as a function of 2 variables: Nopt and dp,
the rest of the variables were kept constant.
et al., 1993], [Brogren and Karlsson, 1997]. Furthermore, the gas phase was assumed to
behave as ideal; a common assumption found in the literature [Eden and Luckas, 1998],
[Zhong et al., 2008], [Zhu et al., 2015].
The five equality constraints are expressed according to:
The molar flow balances,
n˙CaCO3 ,2 − n˙SO2,1Ef − n˙CaCO3,7 = 0 (6.2.7)








)α − 10−pHeq)Vopt − n˙SO2,1Ef = 0 (6.2.9)





Csat+T5 = 0 (6.2.10)
The energy flow balance,∑
H˙m,in −
∑
H˙m,out − ˙∆H reaction = 0 (6.2.11)
where X corresponds to the conversion, Vopt , is the volume of the reaction tank, kl is
calculated by substituting equation (4.3.6) into equation (4.3.3). Furthermore, kr is
calculated by substituting the apparent activation energies and the pre-exponential
factors obtained by the pH-stat method into equation (4.4.2). The enthalpies Hm of every
stream, m, are calculated by integrating the polynomials of the heat capacities. The
inequality constraints are expressed according to:
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The entropy flow balance, ∑
S˙m,in −
∑
S˙m,out ≤ 0 (6.2.13)





−Nopt ≤ 0 (6.2.14)
where εopt is the dissipated energy and it is estimated by combining the terminal velocity-
slip velocity and Kolmogoroff’s theories together. The settling velocity which is required
for estimating εopt was calculated from equation (5.1.3). The Antoine parameters, the
polynomials for the heat capacities, and the standard entropies where obtained from the
literature [Sinnott, 2005], [Brewer, 1982].
In this work a local solver and a global solver were used to minimize the objective
function according to equation (6.2.2). The “fmincon” function for constrained optimiza-
tion featuring the “interior-point” algorithm was used in MATLAB. On the other hand,
the ANTIGONE solver in GAMS was used as the global solver. The BARON solver was
also implemented, but the convergence was much slower than ANTIGONE. The solution
to the power consumption is presented in Table 6.2. The objective function has been
plotted as a 3D surface in Figures 6.3 and 6.4 by fixing seven variables and changing two
at a time. The minimum value for the unconstrained problem is obtained when moving
















































Figure 6.4: Objective function for Wolica, and Parainen as a function of 2 variables: L and dp, the
remaining variables were kept constant.
68 CHAPTER 6. PROCESS OPTIMIZATION
A similar case is observed for Figure 6.4, where the best value is obtained by moving
towards larger particle size and smaller flows for the recycled slurry.
The present NLP model is a nonconvex problem because of the existence of non-
linear equality constraints such as h(x) = 0 [Biegler, 2010]. Therefore, as has been
previously mentioned, the nonconvexity implies the possibility of finding a local solution.
Nonetheless, the problem can be convexified by different convexification techniques,
which allows for the problem to be solved globally. Hence, there was motivation to
use a deterministic global optimization algorithm such as the one implemented in the
ANTIGONE solver to guarantee a global solution. The local solver however, performs
quite well for this problem as can be seen from the results presented in Table 6.2. A
random initialization procedure was employed for the local solver by assessing whether
the different (random) starting points would provide different feasible solutions. The
criterion for terminating the algorithm was based on the number of iterations and the






where rand is a variable between 0 and 1. The behavior of the solution found for the
objective function for both samples is presented in Figure 6.5. After only 100 iterations,
the local solver was able to provide solutions which were worse with respect to the global
solver only by 1% or below. Moreover, the choice of sample seems to complicate the
solution of the problem as it can be seen in Figure 6.5. The solutions obtained by means
of the random initialization procedure have been included as white stars in Figure 6.3.
Moreover, as can be appreciated especially in the case of the Wolica sample, the local
solver found feasible solutions which provided relatively poor values of the objective
function. These solutions are given by higher values of (L), and it is for that reason that
the solutions move within a vertical axis (z) without too much scattering in the x and y
axes. On the other hand, as has been mentioned previously, the local solver identified

































Figure 6.5: Local solver solutions for 100 iteration, both samples.
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the solution much faster for the Parainen sample, therefore the white points represented




Limestone dissolution has been widely studied under a variety of topics, including Wet
Flue Gas Desulfurization (WFGD). Nonetheless, some unanswered questions remain.
The main objective of the present work was to revisit limestone dissolution by means of
mathematical modeling based on detailed experimental and characterization information.
The sample characterization was obtained by means of Nitrogen adsorption, particle size
distribution, and ICP-OES. EDX supported the experimental results and served as a basis
for the model development. A systematic experimental procedure was developed which
allowed the performance of experiments in a regime which was not purely controlled by
mass transfer. As a result of the procedures, a model that features a chemical reaction
coupled with mass transfer was developed and successfully applied to a region of
transient pH. In addition to which, a surface factor was introduced which allowed for the
dynamic calculation of the specific surface area as a function of the concentration and
with a correction for the non-sphericity of the samples. The obtained parameters, i.e. the
apparent activation energies, concur with values presented previously in the literature
and also indicate the possible formation of an electrical double layer which depends on
the pH value. Further study of the change of zeta potential as a function of pH would
thus be deemed to be highly valuable. The solid-liquid dynamics of dense systems like
those present in the industrial WFGD scrubber were investigated. As a result, a modified
Peclet number was introduced which was also adopted when comparing the model
based on Fick’s second law with chemical reaction and diffusion versus a two-step model
featuring also forced convection. Furthermore, the parameters which were determined
experimentally were employed in optimizing a case study of a WFGD scrubber in Finland.
Moreover, the optimization results indicate that the systematic experimental approach
and the application of a mathematical optimization model can help in understanding
the performance of different raw-materials in the actual process. In addition, the results
show how these different parameters can be adjusted as a function of a sample in order
to minimize the power consumption of the process.
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7.1 Contributions to the field of science
Based on this work, the mechanisms of diffusion can indeed limit limestone dissolution,
as suggested by the results of Paper II. In that paper, experiments with very low stirring
rates, i.e. N<Njs, presented mass transfer limitation. However, this behavior depends
on the power input, stirring speed and reactor configurations. According to the results
presented here, the limitations by diffusion do not depend solely on pH, which is an
important remark. Another important aspect that is noteworthy, is that the use of SSA
estimated through N2 adsorption, provides values of the rate constant that are smaller
than when implementing SSA estimated through PSD. This result is due to the fact that
SSA estimated by N2 adsorption is at least one order of magnitude larger than when
employing only PSD values which assume smooth spherical surfaces. Furthermore, it has
been stated that the mass transfer coefficient does not increase greatly for N>Njs, or that
operating at Njs is enough for industrial purposes. The experimental part of this work
showed that the rate depended on stirring up to N>2Njs. However, the optimization
results confirmed that, from an operating point of view, it is necessary to operate at a
stirring speed that maximizes the surface area exposed for reaction; given that the power
consumed by stirring is proportional to N3.
The following list summarizes the aspects that were considered after the literature
review along with the proposed solutions and results of this work.
• pH has often been referred to as a variable used to indicate mass transfer or
chemical reaction control. In this work, a regime that allowed to study kinetics
where the rate of stirring did not affect significantly the dissolution rate was
achieved, independently of the pH value. Furthermore, there was also experimental
evidence shown by the SEM images supporting chemical reaction as the controlling
mechanism.
• Diffusion has been pointed out as the limiting factor at low values of pH. As a
result of this work it was found that diffusion can indeed be the limiting factor
depending on the hydrodynamic conditions. On the other hand, in an industrial
operation, convection mechanisms should be considered as well.
• In the literature, surface of reaction has been successfully modeled as smooth
spherical particles, although, the SEM images show particle morphology to be
irregular. In this work, a correction factor was introduced in order to account for
the non-sphericity of the particles.
• The typical experimental conditions for limestone dissolution studies present
dilute solid-liquid suspensions which could present a limitation when attempting
to scale up of the process. In this work, dense solid-liquid suspensions as the
one present in WFGD scrubbers were considered and investigated by process
tomography.
• Little to few approaches in the literature were found that implemented determin-
istic or non-deterministic optimization models to improve the WFGD scrubber
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performance. In this work a preliminary NLP model was developed and imple-
mented.
7.2 Future work and recommendations
It has been stated previously, that the different grinding technologies produce pul-
verized samples with different surfaces and morphologies. Thus, this aspect should
be investigated, in order to determine, the link between comminution and reaction
rate. Furthermore, stochastic approaches could also be applied for modeling limestone
dissolution.
The optimization can be developed further, for example by means of process synthesis
approach:
• By including the nozzle configuration and the pump system
• By considering different types of comminution technologies such as ball mill, rolls
crusher and hammer mill
• By developing a superstructure with different possible configurations of the process
The items mentioned above, would introduce integer variables which are more difficult
to solve since the problem becomes a mixed integer non linear programming (MINLP)
problem. The difficulty of solving MINLP problems, both convex and non convex, lays
in the fact that these problems are combinatorial problems.
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A : surface area of reaction (m2)
Asat , Bsat , Csat : parameters of the Antoine equation
a : dimensionless coefficient, Sherwood equation
b : dimensionless constant for calculating the relative axial dispersion coefficient
c : concentration (mol/L)
cexp : experimental concentration (mol/L)
cest : estimated concentration (mol/L)
cCa2+ : calcium ion concentration in the bulk (mol/L)
cCO2−3
: carbonate ion concentration, at the solid-liquid interface (mol/L)
c∗H+ : dimensionless concentration
cH+ : hydronium ion concentration (mol/L)
cHCO−3 : bicarbonate ion concentration (mol/L)
cs : solid concentration (mol/L)
CD : drag coefficient
Ceq : pseudo equilibrium constant
Ds : impeller diameter (m)
Des axial dispersion coefficient
Dj : mass diffusivity of species j (m2)
Dopt : impeller diameter, optimization (m)
df ,80 : particle diameter for which 80% of the feed is finer (µm)
dp : particle diameter (µm)
dp,80 : diameter for which 80% of the product is finer (µmm)
Ea : apparent activation energy (kJ/mol)
Ef : removal efficiency
Er : energy required for particle suspension (J/m3)
F : cumulative density function
g : acceleration of gravity (m2/s)
H˙m : enthalpy flow of stream m (kJ/h)
HL : height of liquid (m)
kl : liquid phase mass transfer coefficient (m/s)
kr : chemical reaction constant (L/m2s)
ktot : total rate constant (L/m2s)
k′′tot : Langmuir model total rate constant (L/m2s)
kI : pre-exponential factor (L/m2s)
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Keq : equilibrium constant (mol/L)
Kad : adsorption constant (L/mol)
L : recycled slurry flow rate (m3/h)
m˙ : mass flow (kg/h)
MM : molar mass (g/mol)
MIm : overall mixing index
MItot : total mixing index
MIv : volumetric mixing index
MIz : mixing index per plane
n˙ : molar flow (kmol/h)
n : number of pixels in the plane
N : stirring speed (1/s)
Nj : flux of species m (mol/m2 s)
Njs : stirring speed for the just suspended condition
Nopt : stirring speed, optimization (rpm)
Nsettling : stirring speed for particle settling, optimization (1/s)
Np : power number
Np,side : power number, optimization
Ns : shape factor
p : variable of the Laplace space
P a : Peclet number
P e∗ : modified Peclet number
Punit : power consumed in evry unit, i.e. milling stirring, pumping (W)
q : number of planes
Q : residual sum of squares
Q˙in : inlet volume flow (L/s)
Q˙outlet : outlet volume flow (L/s)
r : spatial dimension
rand : random variable
Rep : Reynolds number of the particles
Rev : Reynolds number for the vessel
R : radius of the particle (m)
Rg : universal gas constant (J/mol K)
S : parameter for the Zwietering correlation
SA : surface area per volume (m2/L)
S˙m : entropy flow of stream m (kJ/K h)
Sc : Schmidt number
Sf : surface factor
Sf ,o : surface factor for the initial condition
Sh : Sherwood number
SA : surface area available for reaction (m2/L)
SSABET : specific surface area measured by nitrogen adsorption (m2/g)
SSAP SD = specific surface area measured by particle size distribution (m2/g)
SSAreal =specific surface area of real particle (m2/g)
t : time (s)
T : temperature (◦C)
Tmean : reference mean temperature of the modified Arrhenius equation (K)
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u : new variable in the variable change u = cH+ ekr t
ut : particle terminal settling velocity (m/s)
u¯ : the introduced variable change in the Laplace domain, second law of Fick
v : adsorbed weight, BET equation
vm : weight of monolayer adsorbed gas, BET equation
vs : particle volume
V : reactor volume (L)
Vopt : reactor volume (m3)
X : conversion
Xv : volumetric solid fraction
Xmass : solid fraction (mass)
WI : Bond work index (kWh(µm)1/2/short ton)
x : vector of optimization variables
ySO2 : SO2 composition in the stream
z : spatial dimension, Fick equation
zi : fraction of particles of size i
Indexes
i : sub-index, size class, plane
in : sub-index
j : sub-index, species index
k : sub-index, variable index, pixel
L : super-index, lower bound
m : sub-index, stream number, 1,2,. . . ,7
o : sub-index, initial values
o : super-index, value at the interface
out : sub-index
U : super-index, upper bound
Greek letters
α : power for the reaction rate equation
γ : stoichiometric parameter 1.647
δ : diffusion boundary layer thickness (m)
δh: slurry height (m)
∆Had : heat of adsorption (kJ/Kmol)
∆Hreaction : enthalpy of reaction (kJ/h)
∆P : pressure loss (kPa)
ε : mean dissipated energy (W/kg)
εopt : mean dissipated energy, optimization (W/kg)
ΘH+ : surface coverage of H+
ρ = density of stream (kg/m3)
σ1 : parameter of the Normal distribution, variance = σ
2
1
σ2 : parameter of the Log-normal distribution
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σBET : the effectively occupied area in the complete monolayer
σl : liquid conductivity
σm slurry conductivity
σ : mean conductivity averaged over the whole volume
σi : mean conductivity averaged over the plane i
σk : conductivity of the pixel k
λ : constant for the analytical solution of the ODE system (L/mol s)
µ1 : parameter of the Normal distribution, mean
µ2 : parameter of the Log-normal distribution
ν : kinematic viscosity of the liquid (m2/s)
Φ : relative humidity
ϕ : volumetric fraction of solids
η : pump efficiency
τ : residence time (h)
ζ : zeta potential (mV)
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