This paper reveals a proposal of a decision support system, enabling retail companies' marketing managers with powerful tools for the customers' portfolios targeting. The innovative methodological approach highlights a fuzzy algorithm based system that captures and computes relevant information about customers, providing a managerial support for making the most effective decisions, according to different degrees of affiliation assigned to customers. The contributions of fuzzy algorithms on targeting decisions reflects the affiliation of customers to a specific cluster, based on computation of the input vectors, income and seniority, leading to performing marketing decisions.
Introduction
In 1965 the American professor Lotfi Zadeh published the article "Fuzzy Sets" (Zade65) laying the mathematical foundations of fuzzy logic. The author has given up the bivalent logic (only yes or no) and laid the mathematical foundations for multivalent logic (yes and no) by defining the fuzzy set as an extension of the classical set, a precise one (crisp). The fuzzy set, unlike normal classic sets does not have well defined boundaries, its elements belonging to the set only to a certain extent. The term "fuzzy" would be translated into Romanian by vague, imprecise, inaccurately diffused. As an already wellknown term it is further used as it is. Lotfi Zadeh (1997) considered necessary to introduce fuzzy algorithms due to the fact that he noticed that: the more complex a problem is, the harder it is to be solved algorithmically, and even if we arrive at a mathematical result, this one in terms of volume of calculation is not convenient (SuYa93). In one of his first articles, L.Zadeh enunciated the principle of incompatibility between prediction and complexity, which manifests itself strongly in the case of humanoid systems (Zade73). This principle was already known by Albert Einstein: "As long as the laws of mathematics refer to reality, they are not accurate. And until they are accurate, they do not refer to reality anymore". (Erfahrung wave Geometry). When a system or a process is very complex and/or is affected by deep uncertainties, the exact classical mathematical methods, do not lead to convenient solutions. Although there are no known exact methods to optimally solve complex problems, the human operator very often successfully solves these problems using heuristics imprecise and intuitive algorithms. Even very complex systems and processes can be solved by the human operator using approximate reasoning. Let us consider the well-known example of a driver that using different information like speed, road condition and traffic can always adopt the adequate behavior required a safe travel. However, the fully automatic control of a car moving on a highway is still an open question. A system consisting of a car, a certain road, traffic conditions, etc. is way too complicated to be modeled and controlled properly using known exact methods. So it is observed that the precision -used in classical automatic control -may be unnecessary and even disturbing, and an approximate approach to the problem -used by the human operator -unquestionably solves the problem (Mirkin, 2003) . If we want to model the "algorithm" used by the driver, probably the best estimation would be the description of knowledge, information contained by the rules used, the basic rules are formed during the training interval. The accumulated collection of rules widens continuously with the increase of the experience. These rules are, for example: "Reduce live for, if the road is wet", "
Step on the brake if the traffic light is red ", "Press more on the acceleration, if the car goes up a hill", etc. The fuzzy logic represents an approximate method by which this vague knowledge, stored in a rule base, can be modeled formally. The implementation of fuzzy systems is due to their advantages they have in the following specific situations: -allow the modeling of nonlinear, complex or imprecise known systems, -allow the implementation of human experience for building inference rules, by using linguistic variables. The fuzzy logic is basically a calculation technique with which in the case of solving specific problems, you can get superior performances compared to the accurate conventional methods. The fuzzy systems also have very good behavior in the presence of uncertainty, imprecision and noise. How well these fuzzy systems work it is demonstrated by their worldwide widespread in recent years (Nauck et al., 1997) . We already know a number of fuzzy logic applications in various fields of science: automatic control (temperature adjustments, subway speed control, video cameras autofocus) recognition of a pattern (fuzzy classification algorithms), measurements (processing the information provided by the sensors), medical (pacemakers control), economy (fuzzy decision methods), cognitive psychology (fuzzy modeling of the sight system). Fuzzy Sets In everyday language in order to describe a person we use adjectives like "tall", "young", "energetic", on the basis of which we approximately know the height, the age and respectively the behavior of that specific person. If we want more information, we can usually indicate that the person is "very tall" or "less young". These adjectives, so-called linguistic variables are used in qualitative descriptions bear a certain degree of ambiguity, because it is not known precisely what is the value of that size ("tall" = ?cm) and the adjectives can be subjectively interpreted in several ways. The linguistic variables like "tall" or "young" do not specify exactly the height or the age of the described person, but are still connected in some way with the values of heights or ages. Further on the linguistic variables will be expressed using the concept of set. In a research paper (Li, 2000) , the fuzzyfication of marketing strategy factors and the fuzzy reasoning for setting marketing strategy are addressed.
Setting the problem
We want to create a software system for decision support for the segmentation of the portfolios of customers for retail companies. The approach consists from providing a system that processes a series of information considered relevant about the customer, providing the loans granting personnel a support tool for taking the adequate decision.
Two types of algorithms will be used: 1. The fuzzy algorithm -in this case each relevant information about the customer is fuzzyfied, resulting in a degree of affiliation to that field. By the interference mechanism we obtain a classification of the customers, the fuzzyfication not being clear, but the customer will belong to different segments with different degrees of affiliation. The approach consists of providing a system which processes some information considered relevant about the customer, providing to the marketing manager a decision support tool. We start from the manner in which the customer segmentation is made in the retail companies. The method involves assigning a score for each customer. When determining a customer's score for a particular category, points are awarded or not, without the possibility to refine this choice. When using fuzzy techniques, relevant information about each client is fuzzyfied, resulting in a degree of affiliation to that field. By the interference mechanism we obtain a classi-fication of the customers, the fuzzyfication not being clear, but the customer will belong to different segments with different degrees of affiliation. First we considered the following sizes that can be fuzzyfied: income and "seniority" in the retail company (criterion used to determine the loyalty points). The other sizes were considered as eligibility sizes. For the income were considered four linguistic terms (Figure 1a) : Small, Medium, Large and Very Large, and for the seniority three linguistic terms: Small, Medium and Large (Figure 1b) . The rule base is shown in Figure 2 ; we present the manner in which the inference is applied. The information that results is actually a score between 25 and 75 (random chosen limits). The advantage of this method is that it allows the continuous variation of the score of a customer. The previous application was further developed by introducing a new variable used in the customer segmentation field: the number of days of delay for the payment of installments corresponding to previous purchases. It was considered that the maximum acceptable delay is of 60 days, which is in accordance with the lending strategies of financial institutions. Also there were redefined the linguistic terms corresponding to the other two input variables ("seniority" in the retail company and income) and we introduced a new linguistic term corresponding to the output variable. The introduction of this new term was needed in order to describe using a wider spectrum the possibility to include the customers in the scoring chart. In Figure 3 there are shown the considered input and output variables and after these figures it is presented the implemented rule base. We can notice that the rule base has now a total of 36 rules, and the introduction of a new entry with 3 linguistic terms would lead to a rule base of 108 rules. Thus, the approach of this empowerment thesis is justified: some sizes are considered only for eligibility (the conditions are met or not), and a limited number in order to allow a reasonably sized must be considered as fuzzyfiabile. 2. The crisp algorithm -in this case study we use the classical approach of the situation awareness systems. In this case, customers will be divided into different segments, segments determined by relevant information gathered about them. By the data processing in relation to the minimum distance to the segments, the customer will be included in one of the segments. Below we present the situation awareness algorithm and an example for twodimensional case, when we have two input information and have considered four segments (for examples with multiple inputs, the graphical representation is not possible).
The data processing algorithm
This algorithm falls into the classic situation of situations awareness systems. The stages covered for the implementation of the algorithm are:
• The normalization of the measured variables, i.e. bringing them into the [0, 1] field;
• The weighting of the features based on a priori information regarding their importance:x = w T x , in which the components of the vector are included in the [0, 1] field;
• The definition of poles, P ik , k = 1, m i , which characterize each class S i , i = 1, p, as well as some radial functions (potential functions) afferent to the poles:
where d(x, p k ) represents the Euclidian distance betweenx and p k ;
• The definition of the discriminant functions of the S i segments as:
In which
and
is the representative vector of the S i segment. The size of these vectors is M = p i=1 m i ; • The decision rule regarding the affiliation of the vectorx to the segments
The representative (prototype) vector of a segment S i can be established in two ways:
• By imposing the components of the vector ϕ i the values +1 or −1, depending on the affiliation, or the non-affiliation of the poles p ik , k = 1, M to the class S i . For example, the S 1 class, the prototype vector has the form
• By training adjusting the vector ϕ i . In this case, the prototype vectors are initialized according to the procedure shown in the previous case, initially noted as γ 0 i . Training is required if, after fixing the prototype vectors, errors exist in the allocation of some vectorsx to the segments adjacent to those they belong to in reality. To correct the boundary surfaces of the segments, the prototype vectors are adjusted by a training algorithm. In this case you need to have, along with the M vectors used initially as poles of segments, also a set of training data, consisting of vectors with known affiliation. Let N be the number of vectors in the training group. The training algorithm is usually
in which k represents the current step of the training iteration, β k establishes the training rate, and using ϕ(x k ) we define the affiliation of the vectorx k , so:
In the simplest version of the algorithm, the training rate is chosen as constant. In this case, the adoption of parameter β takes into account the conflicting requirements of convergence and stability. A more efficient solution is to use β k as:
which leads to the error correction algorithm. The structure of the training system for the awareness of the situation corresponds to a RBF neural network type, emulated by the computer.
In order to use the situation awareness algorithm we consider the same example used for the fuzzy algorithm. They will be considered essential information for the customer classification, income and "seniority" in the retail business, and will be considered 4 segments (classes), C j , j = 1, 4, out of which we can find the specific customer. For the training we will consider the data set shown in Figure 5 . From the figure it can be noticed the obvious separation of the 4 segments considered. In order to cover the training procedure we Figure 5 : Data set used for training scale the input vectors, income and "seniority" in the retail business, so that there will result two vectors with values present in the interval [07] . Following the training we obtain the affiliation of the input data set from the segments, as shown in Figure 6 , the delimitation between the segments is presented in Figure 7 . F P 2 = −1.6300
These values of the discriminant function show that the considered vector belongs to the Segment 1, corresponding to the maximum value of the discriminant function obtained. The situation was presented graphically in Figure 8 , the test vector is represented by the red dots.
Case 2: a customer with 6 years seniority and an income of 5000 RON. After scaling the following input vector results [2 5] . By applying the recognition algorithm the following discriminant functions of the segments results:
F P 3 = −1.2469
These values of the discriminant function show that the considered vector belongs to the Segment 2, corresponding to the maximum value of the discriminant function obtained.
The situation was presented graphically in Figure 9 , the test vector is represented by the red dots.
Case 3: a customer with 15 years seniority and an income of 55000 RON. After scaling the following input vector results [5 5] . By applying the recognition algorithm the following discriminant functions of the segments results:
F P 1 = −1.1748 F P 2 = −0.9700 F P 3 = 0.9524
These values of the discriminant function show that the considered vector belongs to the Segment 3, corresponding to the maximum value of the discriminant function obtained. The situation was presented graphically in Figure 10 , the test vector is represented by the red dots. These values of the discriminant function show that the considered vector belongs to the Segment 4, corresponding to the maximum value of the discriminant function obtained. The situation was presented graphically in Figure 11 , the test vector is represented by the red dots.
Conclusion
The decision support systems represent a powerful software tool that can be used successfully in applications of marketing research, as this approach benefits from fuzzy logic to construct the models in order to choose the leading model. 
