The research on flux line lattices and pancake vortices in superconducting materials, carried out within a long and fruitful collaboration with Akira Tonomura and his group at the Hitachi Advanced Research Laboratory, led us to develop a mathematical framework, based on the reciprocal representation of the magnetic vector potential, that enables us to simulate realistic phase images of fluxons. The aim of this paper is to review the main ideas underpinning our computational framework and the results we have obtained throughout the collaboration. Furthermore, we outline how to generalize the approach to model other samples and structures of interest, in particular thin ferromagnetic films, ferromagnetic nanoparticles and p-n junctions.
Introduction
The premature loss of Akira Tonomura has deprived the scientific community of an outstanding and imaginative researcher, with a unique ability of realizing his visions. One of them has been the observation of superconducting vortices or quantized flux lines, also named fluxons in the early days, which for many years was considered the Holy Grail in the Lorentz microscopy community.
The last theoretical paper on this subject published in 1972 (and co-authored by one of us) [1] stated that: 'In conclusions, there seem to be no theoretical reasons to prevent the observation of fluxons provided that the parameters affecting the contrast of the image are carefully chosen. The difficulties lie on the experimental side, in the construction of a suitable system of coils for applying the external field to the specimen, in the production of very stable low temperature specimen stage and, on the other hand, in the lack of data on the critical fields, particularly H c1 for thin foils of superconductors.' These experimental requirements were met at the Hitachi Advanced Research Laboratory (HARL) 17 years later, when Akira Tonomura and his team succeeded in observing the quantized magnetic field protruding from the edge of a thick superconducting specimen [2] . There was then the desire on our part to achieve the dream we shared and to join the enterprise: that is how, in 1990, a 20-year long collaboration started between the research groups in Hatoyama and in Bologna.
The first collaborative effort was related to the theoretical analysis of the experimental data acquired so far. The very first model developed to interpret the data featured a flux line, perpendicular to the beam, embedded within a superconducting slab [3] . In this configuration, the expected phase shift between electrons on opposite sides of the flux line equals exactly one p, according to the Aharonov-Bohm effect [4] . At that time, we also analysed the case of a fluxon parallel to the beam, and demonstrated that its phase shift was below the detection limit. Since forcing flux lines to lie in the plane of the film to maximize the phase shift requires a very large applied field, we considered a compromise geometry where the film is tilted with respect to the electron beam and the fluxons, piercing the film, are introduced by a relatively weak magnetic field applied perpendicular to the beam. The challenge now was that in this setup the electrons experience both the internal and external fringing fields, so that the expected phase image is substantially more complicated than an AharonovBohm quantized phase step.
The theoretical breakthrough towards an acceptable approximate solution was to consider the case of a flux tube of vanishing radius as a basic building block. Its phase shift, in fact, can be expressed in analytical form [5] . By then convolving this expression with the topography of the field associated with the fluxon core as described by the London model [6] , we arrived at a first model describing the phase image realistically. A key result was the prediction of a maximum phase shift that was well within the detectability limits of holography and Lorentz microscopy techniques [5] . The success of the experiments confirmed this result and opened the way to an exciting research field [7] [8] [9] .
The second theoretical breakthrough occurred when observations were made in a range of applied magnetic fields where the superconducting vortices arranged over a lattice [10, 11] . This new configuration prompted us to resort to a completely different approach, where we first find a solution for the single fluxon vector potential in reciprocal representation, decomposing it into its Fourier components, and then integrate each component separately to arrive at the phase shift. In this way, we obtain the Fourier transform (FT) of the phase shift, which can be inverted either analytically or numerically [12, 13] .
The aim of this work is to review how we made use of this framework to interpret phase images of flux line lattices in conventional superconductors and of the more exotic vortices in high-T c superconducting materials revealed with the Hitachi 1 MV holographic electron microscope (another vision of Tonomura realized by his dedicated efforts) [14] . The emphasis will be mainly on the ideas behind the framework, leaving the mathematical details to the research papers we have published throughout the years. It is our intention to illustrate how the interplay between theory and experiments has led on the one hand to refinements of the models towards a more realistic physical picture, and on the other hand to the extraction of quantitative physical information from electron micrographs recorded on a variety of samples and structures where static electric or magnetic fields are present.
Superconducting vortices in conventional and high-T c materials
From the isolated vortex line to the lattice case After the first successful observations of superconducting vortices by means of the Fresnel and holography techniques [7] [8] [9] , other Lorentz microscopy phase contrast methods have been applied, and low-angle electron diffraction and Foucault experiments have been carried out on conventional superconducting specimens [10, 11] . In order to interpret the experimental results, especially in the case where the vortices formed a lattice, we started with the idea of taking a large but finite array of fluxons, calculating the phase shift and selecting the central part of the region [12] . When the lattice parameter is not too small, the finite sum of single fluxons gives good results, while this procedure fails when the lattice spacing is decreased, owing to the longrange behaviour of the flux tube phase, which depends on the angle and not on the distance from the fluxon. As a consequence, a very large number of fluxons is needed to smooth the phase and approximate the periodic case. It is, therefore, clear that the idea of taking a large but finite array of fluxons, calculating the phase shift and selecting the basic unit cell in the central part of the region, and then computing the various images by Fourier methods by periodic prolongation is not a very efficient procedure, as it leads quickly to unmanageable computing times and memory requirements.
These effects are particularly important in the case of high-T c superconductors, where penetration depth and fluxon radius are of the order of 200-400 nm, respectively, so that highly packed lattices with overlapping fields are the standard even with low applied magnetic fields. On the other hand, in these conditions where the phase manifests itself as a weak modulation of the wave front, only a relatively small number of Fourier coefficients is needed. Therefore, having the phase shift in Fourier representation at our disposal could lead to a substantial gain in computing time and accuracy.
For the case of the unit flux tube, in a specimen of thickness t tilted of an angle a with respect to the optic axis z, this approach leads to the following analytical result for the phase shift in Fourier spacew
where
and a ¼ t=2 sin a. As shown in [12] , the inverse FT of Eq. (1) coincides with the expression obtained directly in real space.
As mentioned earlier, the London model provides an acceptable description of the field topography of fluxons in high-T c materials. The necessary convolution with the flux tube is conveniently performed in the Fourier space by multiplyingw andB, the FT of the projected magnetic field. As the expression ofB for a London vortex is known, we arrive at the important result that the FT of a realistic fluxon described by the London topography is known analytically.
By sampling the phase shift spectrum over the reciprocal lattice points, we obtain the phase shift of the fluxon lattice in the form of a Fourier series, which can be truncated as soon as the spectrum reaches a value small enough to insure the precision we want to achieve [13] . It can be ascertained, by calculating the phase for some ideal lattices, that taking small lattice parameters, i.e. large reciprocal lattice vectors, helps the convergence, thus obtaining the opposite result, in terms of computation times, than with the real space approach: the more packed the lattice is, the shorter and the more accurate the calculation is.
Vortices in anisotropic materials
More interesting results followed from applying the Fourier approach to model flux pinning at columnar defects created by ion irradiation of a hightemperature superconducting film [15] . The analysis of the contrast features suggested that anisotropy in the penetration depth plays an important role in determining the appearance of vortices.
Therefore, aiming in particular at differentiating between pinned and unpinned vortices, we have generalized our model to describe a tilted London vortex in a thin anisotropic slab. The analytical solution is presented in [16] and the most significant results are summarized in the following figure. Figure 1 shows the phase maps calculated in the three orthogonal directions (x S , y S , z S ) for a vortex lying on the columnar defect which is tilted at an angle θ = 60°with respect to the specimen normal (z S -axis). The projected view of the columnar defect is indicated by the short bold line (white in (c)) in the plots. The first three plots (a, b, c) correspond to an isotropic material with g ¼ 1 (g is the anisotropy parameter, defined as the ratio between the penetration depths l c and l ab , i.e. g ¼ l c =l ab ), while (d) represents an anisotropic material with g ¼ 5.
In the x S and y S projections, no visible difference can be appreciated between the plots corresponding to different values of g. This is because when we calculate the phase shift in the x S or y S direction, the only non-vanishing contribution comes from the tangential components of the vector potential, which are independent of l c . Therefore, the isotropic and anisotropic cases are identical in this case.
On the other hand, the second row reveals a striking difference between the two cases examined. Each contour line represents a phase shift of 20 mrad, and when the anisotropy parameter g is increased, the phase shift decreases dramatically, as apparent in Fig. 1d . It can be ascertained that by increasing g further (a realistic value can be up to 200 or more), the phase shift along z drops to just a few μrad, well below the detectability limit of p=100 ≃30 mrad [17] . The third row shows the out-of-focus images calculated for a 1 MV accelerating voltage and a defocus of 0.4 m. Figure 1e refers to the isotropic g ¼ 1 case, whereas Fig. 1f to g ¼ 5: anisotropy reduces the contrast by about a factor of 2. Simulations such as these were tested against experimental results on pinned and unpinned vortices [16, 18] , revealing a very good agreement and confirming the role played by anisotropy in affecting the phase contrast images of pinned vortices.
Pancake vortices
One of the most striking features of vortices in layered high-T c superconductors (for reviews see, e.g., [19, 20] ) is that they can be arranged in pancake structures [21] , where the layer coupling is, for highly anisotropic materials, mainly due to the magnetic field between them. As emphasized in [22] , this system is qualitatively different from the bulk superconductor, as there is no phase coherence across the layers. Therefore, whereas in threedimensional bulk materials the fluxons are prohibited from terminating inside the material because of topology (the phase changes by 2p when the vortex core at which the phase is singular is encircled), this restriction is no longer valid in layered systems with no Josephson coupling. A vortex perpendicular to the layers can terminate at any one of them and channel the flux, at least partially, into interlayer space. It has been argued in [22] that such termination may be energetically favourable in specimens of finite size. It is, therefore, exciting to model these structures and ascertain whether they can be detected by transmission electron microscopy phase contrast techniques.
As a first step, we have applied the Fourier approach to solve the problem of a Pearl vortex in a thin film, and constructed a simple model with three layers [13] . Then, we generalized the model to describe a stack of layers, in an attempt to mimic the structure of highly anisotropic superconductors [16] . In spite of the very small number of layer considered (<10 while a typical film used in the experiments might contain 100-200 of them), the calculated phase images showed strong similarities to the continuous-anisotropic case in the case of vortex cores pinned at tilted columnar defects up to an angle of 65° [16] .
However, Tonomura et al. [23] , making use of their newly developed 1 MV electron microscope [14] equipped with a special magnetic stage able to provide applied fields up to 10 mT along an arbitrary direction, revealed unconventional arrangements of vortices when the field is applied at very large angles with respect to the layer plane: their results showed that each vortex has a circular shape for u H 75°and gradually elongates in the direction of the field when the angle is above 80°. At even larger angles, the shape changes dramatically, becoming dumbbell-like and even somewhat split in some cases. These observations indicate that something peculiar is happening to the vortex structure, but these features could not be interpreted on the basis of the available models at the time. In fact, in the continuous-anisotropic model the vortex core is straight and aligned with the field, and with the pancake model at such large angles the small number of layers become visible in the image, making the model unrealistic.
In order to develop a more flexible model, two options are available: deforming the core in the continuous-anisotropic model or giving suitable coordinates for the location of each pancake in the stack. While the first turns out to be very cumbersome, the second is more practicable, provided the number of layers is increased. For this purpose, we followed the approach proposed by Clem [21, 24] and further developed by Coffey and Phipps [25] , who replaced all the screening layers above and below the layer containing the vortex with a superconducting continuum that carries supercurrents parallel to the layers. In this way the algebraic troubles linked to the increasing number of unknowns arising in the former approach are circumvented and an analytical expression for the field and phase shift for the single pancake can be obtained [26] . Then, from the solution, more representative or exotic vortex structures can be investigated by adding suitably placed pancakes over a larger number of layers. Figure 2 shows phase image simulations based on this idea, which we refer to as 'semicontinuous model', aimed at interpreting the main features of the observed vortex appearance in the experiments. The upper half shows a vortex tilted at 85°; in (a) the phase plot in the y S direction over a region of 5 Â 1:5 mm 2 , which represents the projected magnetic field in that direction; in (b) the 32Â amplified phase contour map of the specimen tilted at 30°; in (c) the out-of-focus image (defocus value Z = 0.3 m). The lower half shows the same set of simulations calculated for an exotic (kinked) core structure (sketched in (d)), where the core is aligned with the field in the interior of the specimen and is kinked near the surfaces and aligned perpendicular to them. The phase image shown in (e) reveals that the flux is pinched at the kink positions, whereas the out-of-focus image shown in (f) features a typical dumbbell-like appearance consistent with the experimental observations [26] .
Kinked and Josephson vortices
A further refinement of the model was necessary to better interpret the images of vortices that, under the influence of the field applied at very large angles (. 80°), appear to split. From a physical standpoint, based on energy considerations, we expect the stack of pancake vortices to break down into segments, or sub-stacks, with a core approximately aligned with the field in the interior of the film, and kinked near the surfaces to maintain a number of vortices aligned perpendicular to them. As shown in the previous section, this core configuration can be analysed with the semicontinuous model, which however has the disadvantage that pancake vortices are Josephson-decoupled, as they represent the limiting case where the superconductor has infinite anisotropy (the penetration depth along the c-axis is infinite, i.e. the material behaves like vacuum along the c-axis). As a consequence, no Josephson vortex (JV) was present as a connection between the two separate stacks. In order to pave the way for the successful observation of the elusive JVs, we first examined the case of an infinite vortex lying within an anisotropic slab [27] . This gave us a first estimate of the expected phase shift and apparent size of a JV, highlighting that its direct observation was within reach. However, in real samples the JV manifests itself as the flux segment connecting vortex stacks, rather than an infinite flux line. Therefore, we tackled the problem of deforming the core in the continuous-anisotropic model [28] to describe a JV-connected pair of vortex stacks. The results are summarized in Fig. 3 , where, as sketched in (a), we have simulated a kinked vortex composed of two stacks connected by a JV segment almost parallel to the film plane. The phase image in (b), with phase contours superimposed, represents the planview geometry (the sample is not tilted) that emphasizes the visibility of the JV segment while losing the contribution of the two stacks. This is illustrated in the out-of-focus image simulation shown in (e), featuring only phase contrast originating from the tilted core. In (d), instead, the sample is rotated by 30°around an axis perpendicular to the core, which keeps the JV segment visible, while pinpointing the location and orientation of the two stacks. The line profile in (c) compares the phase variation across the JV segment with the expected phase shift from an infinite JV: since the segment terminates, the return flux lowers the phase shift, although the phase gradient near the symmetry point is comparable, and so is the expected image contrast in out-of-focus (which depends primarily on the phase gradient, rather than on the total peak-to-peak phase difference).
Parallel array of abrupt p-n junctions in a half-plane
Stimulated by the results obtained with the Fourier approach on superconducting vortices, we have applied this approach to model other long-range electromagnetic fields. In fact, even if the solution of a problem is known by real space methods, the Fourier approach can offer a useful different perspective or, at least, decrease computing times. This is the case of a parallel array of abrupt p-n junctions in a half-plane, tilted with respect to the specimen edge, for which an analytical model for the potential in the real space has been developed [29, 30] . As the specimen thickness has been neglected, the problem is equivalent to that of finding the electrostatic potential V(x, y, z) produced by a parallel array of stripes having width b (and pitch in the y direction b= cos a) that lie in the positive half-plane (z = 0; x ! 0), tilted at an angle a with respect to the edge normal ðÀp=2 , a , p=2Þ. The stripes are biased at alternate potential, namely -V R /2 for p-doped and V R /2 for n-doped stripes, so that this model corresponds to an array of abrupt step junctions. The model can easily be generalized to more realistic potentials by computing the appropriate coefficients for the Fourier series.
In [31] , this problem has been reformulated in Fourier space. Writing the potential in the whole space as a Fourier series Vðx; y; zÞ ¼
with p n ¼ ðpn=bÞ cos a and where g n are the coefficients of the one-dimensional potential profile across two stripes of the array, we have shown that the 1D FT of V n ðx; 0Þ is given bỹ
where q n ¼ ðpn=bÞ sin a. The time-consuming integration of the potential in real space required to compute the phase shift associated with the external field above and below the sample, in Fourier space becomes the multiplication of the 2D FT of the electrostatic potential in the z = 0 plane by the factor
where C E is a constant that depends on the microscope accelerating voltage (C E ¼ 9:25 rad V À1 mm À1 at 100 kV).
Therefore, the external upper phase in real space can be written as a simple Fourier series
where the series coefficients are given by w n ðxÞ ¼ 1 2p
Equation (5) has been evaluated both numerically [31] and by contour integration in the complex plane [32] , yielding an explicit analytical expression for the phase coefficients in real space for the regions x > 0 (the junction array) and x < 0 (the vacuum)
where Erfc is the complementary error function. These results show that the phase shift of each Fourier component can be written in analytical form, so that the Gibbs phenomenon arising in the numerical calculation [31] is eliminated [32] . Figure 4a shows the calculated total phase shift due to the external field above and below the p-n junction sample in the case of an ideal hologram, where the reference wave (R) is a plane wave. The simulation in (b) illustrates the effect of the perturbation of the reference wave due to the fringing fields protruding from the sample itself, which is a common situation whenever long-range fields are in the field of view [33] . When the reference wave is perturbed, the phase image that can be retrieved from the hologram turns out to be the difference between the phase of the object (O) and the phase of the reference (R). In this case, as shown in (b), the most prominent effect of the perturbed reference wave is the unexpected apparent closing of the contour lines inside the sample. If ignored, perturbation of the reference wave may lead to misinterpretations of the experimental data. These observations stimulated our interest in the investigation of long-range electromagnetic field, reviewed in the paper by Matteucci et al. [34] .
Stripe magnetic domains in a half-plane
Shifting the focus on magnetic materials, we have analysed the problem of calculating the phase shift associated with a set of magnetic stripe domains terminating at the edge of a thin film sample. While the calculation could be in principle carried out in real space by considering the distribution of magnetic charges established at the sample edges by the discontinuity of the magnetization, the Fourier approach provides a dramatic shortcut towards the analytical solution of the problem. The starting point is to consider the general expression linking magnetization and vector potential
which can be found in any electromagnetism book (see, e.g., [35, 36] ). Equation (8) can be written in Fourier Space, exploiting the convolution theorem and the linearity of the cross product, as
The 3D FT of the function r/r 3 , the kernel of Eq. (8), can be calculated in cartesian coordinates by integrating with respect to each variable independently, and turns out to be À4ipk=k 2 . Therefore, for any specified magnetization topography, the vector potential can be calculated in Fourier space from
With the vector potential known, the phase shift is evaluated as its line-integral along the electron trajectory, taken as the z-axis.
Let us now consider a thin specimen of thickness t, lying on the (x,y) plane and containing an array of 180°magnetic domains of width w each alternatively oriented along the positive or negative direction on the x-axis. The specimen is considered semi-infinite, with an abrupt termination along the y-axis at x = 0. The setup is sketched in Fig. 5a . The magnetization can be expressed as
where f 0 ¼ 2:07 Â 10 À15 T m 2 is the flux quantum, N is the number of flux quanta trapped inside the domain (not necessarily an integer number, as the flux quantization does not apply here), H(x) is the Heaviside (Step) function, Q w (y) is a square wave of width w ( period 2w) and U t (z) is a hat function representing the thickness t. As the three functions in Eq. (11) depend on different variables, we can express the FT of the magnetization as the product of the transforms of these functions, so that the FT of the M vector is
Considering Eq. (10), thus performing the cross product between the vectors [1,0,0] and k ¼ ½k x ; k y ; k z , and evaluating the FT of the three functions with the help of distribution theory, we 
As illustrated in Ref. [31] the series can be summed and written in closed form by utilizing a special function.
The phase shift corresponding to a region enclosing three domains each carrying a single flux quantum is shown in Fig. 5b . The simulated holographic fringes are curved near the specimen edge indicating the presence of demagnetization fields. Moreover, inside the specimen (for x > 0) the fringes form a sharp angle, while in the vacuum they connect more smoothly. This effect is mainly due to the vanishing domain wall width assumed in the computation. More realistic simulations with a finite domain wall width can be performed by replacing the square wave function Q w (y), and its FT, with a profile more representative of the magnetization topography across the wall. In this case the analytical expression is no longer valid, but the phase shift can still be expressed as a Fourier series with computable coefficients.
Magnetic nanoparticles
As a further development of the Fourier space approach, we now turn our attention to magnetic nanoparticles. The computation of phase shifts associated with permanently magnetized objects of arbitrary shape may be conveniently performed by introducing the characteristic function D(r) associated with the particle shape, i.e. a function equal to 1 inside the particle and equal to 0 outside. Whenever it is possible to perform the FT of D(r), called D(k) or shape amplitude, the corresponding phase shift can be derived analytically in reciprocal representation. Let us briefly summarize the procedure.
In general, we can write the magnetization vector associated with a uniformly magnetized nanoparticle as MðrÞ ¼ M 0m DðrÞ, where M 0 is the saturation magnetization. Hence, the Fourier representation of the magnetization is MðkÞ ¼ M 0m DðkÞ. From Eqs. (8) and (10) we can calculate directly the vector potential in Fourier space
where B 0 ¼ m 0 M 0 is the saturation magnetization expressed in Tesla. From the knowledge of A, one can easily calculate the magnetic induction, as BðrÞ ¼ r Â AðrÞ, which in Fourier representation reads BðkÞ ¼ ik Â AðkÞ, and the phase shift as a line-integral along the electron trajectory. The magnetic induction is then
which, exploiting the vector identity k Âm Â k ¼mk 2 À kðk ÁmÞ, can be also written, after an inverse FT, as
Based on the constituent relation B ¼ m 0 ðM þ HÞ linking the three fundamental magnetic fields, we can identify the second term in Eq. (16) as the demagnetization field generated by a uniformly magnetized particle of arbitrary shape. This observation led to an extensive treatment of demagnetization and shape effects in micromagnetism, ranging from the analytical solution for the pointfunction demagnetization tensor for faceted particles, to the exact computation of the demagnetization factors for important shapes such as discs, elliptic cylinders and rings, to the development of a compact expression for the interaction energy between arbitrarily shaped magnetized shapes. Details of these advances are beyond the scope of this paper, and the reader may refer to Refs. [37] [38] [39] [40] [41] [42] .
As a final step, we evaluate the phase shift by integrating the vector potential in Eq. (14) along the z-axis:
. Equation (17) suggests that, in order to calculate the phase shift of a uniformly magnetized nanoparticle, all we need to know is the shape amplitude, along with the direction and intensity of the magnetization. Figure 6 shows a cosine map representation of the phase shift from uniformly magnetized nanoparticles of various basic shapes. Each of the shapes carries a single flux quantum, i.e. B 0 ¼ f 0 =S, where S is the appropriate cross section perpendicular to the magnetization direction (S = 4L y L z for the prism, S ¼ pR 2 for the sphere, S = 2Rt for the cylinder, etc.). By imposing this condition of flux equality between shapes, one can observe the different degree of shape demagnetization: the number of fringes is different for each shape, indicating a different strength of the demagnetization field which effectively decreases the total magnetic induction, and hence the phase shift, associated with each nanoparticle. Aiming at extracting quantitative information from the experimental phase images, focusing in particular on measuring the nanoparticle magnetization B 0 when the cross section S is known, a convenient strategy is to take a phase profile across the mid-section of the particle, extract the phase difference Dw between maximum and minimum values and use the equation:
where the 'correction factor' f, a function of the particle shape, takes into account the effect of the demagnetization field. For a rectangular nanoparticle, f has a relatively simple expression
where t ¼ L y =L x is the aspect ratio, while for other shapes a numerical calculation of f based on Eq. (17) is often needed. A special case is the sphere, where f = 2/3. As a rule of thumb, when the aspect ratio of the particle is close to 1, the correction factor is close to 1/2. Note that, independently on shape, when the aspect ratio is large the correction factor approaches unity, consistently with the Aharonov-Bohm effect.
Conclusions
The solution of very challenging problems often provide us with new perspectives and opportunities. The observation of superconducting fluxons in a transmission electron microscope is no exception: from the experimental point of view, it prompted Tonomura to build a 1 MV holographic electron microscope in order to analyse the structure of vortices in high-T c superconductors, a gigantic effort where state and private institutions were involved; from the theoretical point of view, it motivated us to develop a new computational approach based on the reciprocal representation of the field potentials, which, once properly tuned and applied to the analysis of experimental data, gave us the key to interpret and understand and explain the appearance of vortices in the microscope. Working in team with Akira Tonomura and his group on these fascinating problems has been a pleasure and a privilege. 
