In this paper, we prove that the generalized Cullen numbers, C n (s, l) := s n · 2 n + l, where l is an integer and s := (s n ) n≥0 is a sequence of integers satisfying log |s n | < 2 n−1 + O(1), occur only finitely many times in binary recurrent sequences (u n ) n≥0 whose characteristic roots are quadratic units and that satisfy some additional conditions. We also generalize this result in some sense to show that if we take any finite set of prime numbers P and any integer l, and we write u n − l = P Q, where P is a product of powers of the primes from P, and Q is free of primes from P, then there exist two computable constants c 1 and c 2 depending only on the sequence (u n ) n≥0 , the number l, and the given set of primes P, such that for n > c 1 we have log |Q| > |P | c2 .
2 n−1 + O(1), occur only finitely many times in binary recurrent sequences (u n ) n≥0 whose characteristic roots are quadratic units and that satisfy some additional conditions. We also generalize this result in some sense to show that if we take any finite set of prime numbers P and any integer l, and we write u n − l = P Q, where P is a product of powers of the primes from P, and Q is free of primes from P, then there exist two computable constants c 1 and c 2 depending only on the sequence (u n ) n≥0 , the number l, and the given set of primes P, such that for n > c 1 we have log |Q| > |P | c2 .
Finally, we find all Cullen numbers, i.e., numbers of the form n · 2 n + 1 and all Woodall numbers, i.e., the numbers of the form n · 2 n − 1, that are either Fibonacci or Pell numbers.
Introduction
Mentioned in the excellent book of R. Guy [5] , the Cullen numbers are elements of the sequence C n := n · 2 n + 1 (see Section B20 of [5] ). They happen to be composite (see [2] and [8] ) for all 1 ≤ n < 412000, except for n = 1, 141, 4713, 5795, 6611, 18496, 32292, 32469, 59656, 90825, 262419, 361275. John Conway (cited in [5] ) observes that the Cullen number C n is divisible by p = 2n − 1 if p is a prime of the form 8k ± 3. Hooley [6] showed that almost all Cullen numbers are composite. In spite of the fact that the primes in this sequence are rare, it is still believed that there are infinitely many Cullen primes.
Related to these are the Woodall numbers (or Cullen numbers of the second kind) given by W n := n · 2 n − 1. The number W n is prime for n = 2, 143018, 151023 and for no other n with n < 416000 (see [1] for details). We also mention that in [9] it is shown that log gcd(C n , C m ) √ m log m holds for all m > n > 0 and a similar result holds for the Woodall numbers. Here, and elsewhere throughout this paper, we use the Vinogradov symbols and , as well as the Landau symbols O and o with their usual meanings, and for a real number x ≥ 1 we use log x for the natural logarithm of x.
The Results
We fix a nonzero integer l and a sequence of integers s := (s n ) n≥0 . We define the (s, l)-
Cullen numbers as
Notice that when s n := n for all n, then the (s, 1)-Cullen numbers are simply the regular Cullen numbers, while the (s, −1)-Cullen numbers are simply the regular Woodall numbers.
Throughout this paper, we let (u n ) n≥0 be a nondegenerate binary recurrent sequence of integers. That is, (u n ) n≥0 is a sequence of integers such that there exist two integers a and b such that the recurrence formula u n+2 = au n+1 + bu n holds for all n ≥ 0.
We also assume that ∆ := a 2 + 4b > 0. It is then well known that there exist two constants
A and B so that the formula u k = Aα k − Bβ k holds for all k ≥ 0, where α and β are the roots of the characteristic equation x 2 − ax − b = 0. This formula is sometimes referred to as Binet's formula. Notice that since ∆ > 0, it follows that α and β are real. The sequence (u n ) n≥0 is called nondegenerate if ABαβ = 0 and α = −β. We shall also assume that a > 0. Notice that this is not a real obstruction, for if a < 0, then we may replace the sequence (u n ) n≥0 by the sequence ((−1) n u n ) n≥0 which has the same arithmetic properties as our initial sequence (u n ) n≥0 , and which satisfies the same recurrence relation as (u n ) n≥0 does with a replaced by −a. The case a = 0 is not allowed because this leads to α = −β.
We shall also adopt the convention that α is the largest root of the characteristic equation.
Notice that α > max{|β|, 1}. Specifically, α = with parameters a and b. We reserve the notation (v n ) n≥0 for the Lucas sequence. When a = b = 1, the Lucas sequence is precisely the Fibonacci sequence (F n ) n≥0 , while when a = 2 and b = 1, the Lucas sequence is precisely the Pell sequence (P n ) n≥0 . Some of our results address also almost Lucas sequences, i.e., binary recurrent sequences (u n ) n≥0 for which u 0 := 0 and u 1 ≥ 1. Notice that in this case the formula u n = u 1 v n holds for all n ≥ 0, and the numbers A and B satisfy A = B = u 1 α − β .
In the present paper, we investigate the occurrence of (s, l)-Cullen numbers in such binary recurrent sequences. As applications, we find all regular Cullen and Woodall numbers that are also either Fibonacci or Pell numbers. We also give a slightly more general result pertaining to the arithmetic structure of binary recurrent sequences having b := ±1. Theorem 1. Let (v n ) n≥0 be a Lucas sequence for which a > 0 is odd and b ≡ 1 (mod 16).
Assume also, that (s n ) n≥0 is a sequence of positive integers satisfying s n = O(α 2 n−1 ), and assume that N is a nonnegative integer such that
Then, there exists an effectively computable constant c 1 := c 1 (α, s, N ), depending only on α, s and N , such that all positive integer solutions of the diophantine equation
The proof of our Theorem 1 is entirely elementary. Notice that the sequence (s n ) n≥0
itself is not that important, rather what matters about it is that it does not grow too fast, that is, that it satisfies log s n ≤ 2 n−1 log α + O(1). So, the above theorem can be reformulated by saying that if N is a fixed positive integer and if m is a large positive
In fact, it will be plain from our argument that the result continues to hold in a somewhat larger range for s, namely when s satisfies log s n < c · 2 n−1 + O(1) with any constant c strictly smaller than
12573. Here, we used the well-known fact that α ≥ 1 + √ 5 2 .
In particular, c can be chosen to be c := 1, and under this form we obtain the result 5 announced in the abstract, i.e., without a dependence on α in the upper bound for log s n .
By nonelementary methods, we prove the following theorem.
Theorem 2. Let (u n ) n≥0 by any nondegenerate binary recurrent sequence of integers with b := ±1. Let l be any integer and p 1 < · · · < p t be any fixed prime numbers. For any positive integer m write
where P is the largest divisor of u m − l composed only from the primes p 1 , . . . , p t and Q is coprime to p 1 · · · · · p t . Then there exist two computable constants c 1 and c 2 depending only on the sequence (u n ) n≥0 , the number l, and on the prime numbers p 1 , . . . , p t , such that for
The proof of Theorem 2 uses the theory of lower bounds for linear forms in logarithms of algebraic numbers, and a very good introduction to this topic is [11] . Since such lower bounds usually involve some astronomical constants, the constant c 1 turns out to be very there l has a very particular value, t := 1, p 1 := 2, and a and b satisfy some restrictive congruence conditions. In the general case, i.e., with an arbitrary value of b, it seems to be hard to obtain good lower bounds on Q in terms of P comparable to the ones in the case b := ±1, where P and Q are defined in the statement of Theorem 2. However, at least when the two roots of the characteristic equation of (u n ) n≥0 are real, or when the coefficients a and b of the recurrence relation for (u n ) n≥0 are not coprime and l = 0, one can use similar methods as in the proof of Theorem 2 to show that there exist two effectively computable constants c 1 and c 2 , depending again only on (u n ) n≥0 , l, and P, such that the inequality log |Q| > c 2 m log m holds for all m > c 1 . Finally, in the worst case, in which the two roots of the characteristic equation of (u n ) n≥0 are complex conjugates and a and b are coprime, it is an immediate application of the Subspace Theorem (see [10] ) that for every ε > 0 the inequality |Q| > |u m | 1−ε holds for all but finitely many values of the positive integer m. We do not give further details in this direction and restrict ourselves to presenting the proof of Theorem 2 as stated above.
Returning to elementary arguments, by using the method of proof of Theorem 1, we have the following result for the case in which (v n ) n≥0 is the Fibonacci or Pell sequence. (ii) There is only one Pell number that is also a Cullen number, namely P 1 = 1. There is only one Pell number that is also a Woodall number, namely P 1 = 1.
We start with the nonelementary proof of Theorem 2.
Proof of Theorem 2. Throughout this proof, all constants which appear are positive, effectively computable, and labelled increasingly as c 3 , c 4 , . . . . We reserve the notation c 1 and c 2 for the final constants asserted in the statement of Theorem 2.
Write
Since b := ±1, we get that β = ±α −1 . Recall that we are assuming that a > 0, for otherwise we may replace a by −a, l by ±l, and (u n ) n≥0 by ((−1) n u n ) n≥0 . In particular, α > 1 > |β|. We treat only the case of the parameter l = 0 since the other case is even easier. Let m be a large positive integer and write z := α m , therefore
In particular,
where z 1,2 are the roots of the equation
Let K be the smallest number field containing all the numbers α, β and z 1 , z 2 for both choices of signs ± above. Let p be any of the prime numbers p 1 , . . . , p t , and let π be any prime ideal of O K sitting above p, where we use O K for the ring of algebraic integers inside K. It is easy to see that the inequality
holds for sufficiently large values of m, where one can take c 3 := |A|/2. In particular, for large m, we have
and therefore u m − l is nonzero. Thus, none of the factors z − z 1 and z − z 2 is zero either.
For any algebraic number γ in K and any prime ideal π in O K we write ord π (γ) for the order at which π appears in the factorization in prime ideals of the fractional ideal absolute. Since p can take only finitely many values, we get that if we write
then the inequality max{α i | i = 1, . . . , t} < c 6 log m holds with some computable constant c 6 , which can be taken to be c 6 := c 5 · p 2 t . Now
Since for large m we have
with c 7 := |A|/2, we get c 8 m − c 9 < log |u m − l| = log |P | + log |Q| < c 10 log m + log |Q|.
Here, one can take c 8 := log α > 0, c 9 := | log(|A|/2)| > 0, and c 10 := c 6 log(p 1 · · · · · p t ).
The above inequality implies that log |Q| > c 8 m − c 9 − c 10 log m.
However, the inequality To prove Theorem 1, we need to recall some known facts about the distribution of the Lucas sequence (v k ) k≥0 modulo 2 n .
Lemma 4. If a > 0 is odd and b ≡ 1 (mod 16) then the Lucas sequence (v k ) k≥0 satisfies the following properties:
Proof. It is well known (see [3] , for instance), that under the assumptions of the lemma, the period of (v k ) k≥0 modulo 2 n is 3 · 2 n−1 . Theorem 1.1 of [3] shows that every residue r modulo 2 n satisfying r ≡ 3 (mod 4) appears only once in every period of (v k ) k≥0 modulo 2 n , which implies (i). To see (ii), we use again the same Theorem 1.1 of [3] which says that every residue r modulo 2 n satisfying r ≡ 0 (mod 8) appears exactly twice in every period of (v k ) k≥0 modulo 2 n . From the proof of that same theorem (p. 303), we deduce that the distance between two such consecutive residues is 3 · 2 n−2 , which completes the proof of our lemma.
Remark. The previous lemma implies that if k > N ≥ 0 are consecutive indices satisfying
For the purpose of the next lemma, we assume that (u n ) n≥0 is an almost Lucas sequence
We will not be using all inequalities from the next lemma, but we thought they might have an interest of their own.
Lemma 5. The inequalities
hold for all positive integers k.
Proof. Since u 1 ≥ 1 and u n = u 1 v n holds for all n ≥ 0, we may divide both inequalities (5) and (6) across by u 1 and restrict our attention to proving these inequalities for the
If b > 0, then since b = −αβ, we get that β < 0. Thus,
Clearly,
with the last inequality holding because α > |β|, which takes care of the inequality from the right hand side of (5). The inequality from the left hand side of (5) is implied by
which is equivalent to α k−1 (α − 1) > |β| k . The previous inequality is implied by α k−1 > |β| k−1 and α − 1 > |β|, with the last inequality being true because α − |β| = α + β = a ≥ 1. When b < 0, then α > β > 0, therefore the inequality from the right hand side of (6) is
which is obvious because α k−1 (α + β) > α k > α k − β k . The inequality from the left hand side of (6) is simply
which is also obvious because it is equivalent to α k−1 β > β k .
Proof of Theorem 1. Let k and n be nonnegative integers such that v k = C n (s, v N ). Thus,
We may certainly assume that n ≥ 6 and that k ≥ 1. Equation (7) implies that v k ≡ v N (mod 2 n ). By Lemma 4, we get that if k > N , then
Using Lemma 5, inequalities (8) and (9), together with the fact that A = 1
when b > 0 (clearly, this last inequality holds when b < 0 as well, but we shall need it only in the case b > 0), we deduce that
But α > 1, and s n = O(α 2 n−1 ), therefore the previous inequalities are false for n > c 1 where c 1 is some computable constant depending only on α, s and N . In fact, it is clear that the dependence on s is encrypted only in the constant understood in the inequality s n = O(α 2 n−1 ). Theorem 1 is therefore proved.
Remark. Any polynomial with integer coefficients in the variable n is an example of a sequence (s n ) n≥0 .
Although Theorem 3 is not a direct application of Theorem 1, the proof of this result can be achieved along the same lines. We need the following lemma.
Lemma 6.
Proof. (i) This is well known (see [7] ).
(ii) By Theorem 3.1(a) of [4] , the sequence (P k ) k≥0 has period 2 n modulo 2 n . Thus, if n = 2, then looking at the first four terms of the Pell sequence, we get that the sequence (P k ) k≥0 is congruent to 0, 1, 2, 1 modulo 4. Thus, P k ≡ 1 (mod 4) if and only if k ≡ ±1 (mod 4). Assume now that n > 2 and proceed by induction.
By Lemma 4.3 of [4] and the induction hypothesis, the residue 1 appears exactly twice in one period of (P k ) k≥0 modulo 2 n+1 , so it is sufficient to prove that P 1 ≡ P 2 n+1 −1 ≡ 1 (mod 2 n+1 ). Since P 1 = 1, it suffices to show that P 2 n+1 −1 ≡ 1 (mod 2 n+1 ). Using the relation P m+n = P m−1 P n + P m P n+1 , we obtain P 2 n +2 n −1 = (P 2 n −1 ) 2 + (P 2 n ) 2 . By the induction hypothesis, P 2 n −1 ≡ 1 (mod 2 n ), therefore (P 2 n −1 ) 2 ≡ 1 (mod 2 n+1 ). By Proposition 2.4(a) of [4] , P 2 n ≡ 0 (mod 2 n+1 ). Thus, P 2 n+1 −1 ≡ 1 (mod 2 n+1 ).
Proof of Theorem 3. We first look at the case of the Fibonacci numbers. Assume that k and n are nonnegative integers such that F k = n · 2 n + 1. When n = 0, 1, we obtain the obvious solutions (k, n) = (1, 0), (2, 0), (4, 1) . The case n = 2 does not render a solution, so, from here on, we assume that n ≥ 3, and therefore that k ≥ 5. Thus
which implies, by Lemma 6, that k ≡ ±1, ±2 (mod 3 · 2 n−1 ). Since k ≥ 5, it follows that
Since the inequality
holds, where α := (1 + √ 5)/2 is the golden section, we get
Therefore, n must satisfy the inequality
which is impossible because the function
is positive for all x ≥ 3 (in fact, the largest positive zero of the above function is x 0 ≈ 2.71031).
The argument for the case of the Pell sequence is entirely similar. Let again k and n be nonnegative integers satisfying the equation P k = n · 2 n + 1. When n = 0, 1, 2 we only get the solution (k, n) = (1, 0). Assume now that n ≥ 3. If P k = n · 2 n + 1, then P k ≡ 1 (mod 2 n ). This implies, by Lemma 6 (ii), that k + 1 ≥ 2 n , and employing Lemma 5, we get n · 2 n + 1 = P k ≥
which is impossible for n ≥ 3 because the largest positive zero of the function
The analysis of the diophantine equations involving Woodall rather than Cullen numbers and Fibonacci or Pell numbers is entirely similar.
