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In this paper, we investigate the global stability and the boundedness character of the
positive solutions of the differential equation
dx
dt
= r · x(t){1− α · x(t) − β0x([t])− β1x([t − 1])}
where t  0, the parameters r, α, β0 and β1 denote positive numbers and [t] denotes the
integer part of t ∈ [0,∞). We considered the discrete solution of the logistic differential
equation to show the global asymptotic behavior and obtained that the unique positive
equilibrium point of the differential equation is a global attractor with a basin that depends
on the conditions of the coeﬃcients. Furthermore, we studied the semi-cycle of the positive
solutions of the logistic differential equation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Our aim in this paper is to investigate the global attractivity and the boundedness character of the positive solutions of
the differential equation
dx
dt
= r · x(t){1− α · x(t) − β0x([t])− β1x([t − 1])} (1.1)
where t  0, the parameters r,α,β0, β1 and the initial conditions of Eq. (1.1) are positive numbers and [t] denotes the
integer part of t ∈ [0,∞). Eq. (1.1) is a differential equation with a piecewise constant argument which is a logistically
growing population subjected to a density-dependent harvesting model.
The simplest logistic differential equation was shown by May [1] and May and Oester [2], who obtained that the asymp-
totic behavior of difference solutions can be complex and ‘chaotic’ for certain parameter values of r.
In the recent years, several works investigated about difference solutions of speciﬁc logistic differential equations with
respect to the parameters. When β1 = 0 in Eq. (1.1) [3] considered the differential equation
dN(t)
dt
= r · x(t){1− a · N(t) − bN([t])}, (1.2)
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integer part of t ∈ (0,∞). Using the Lyapunov function, they proved suﬃcient condition for all positive solutions of Eq. (1.2).
In the study of [4], they investigated the linearized difference solution of the differential equation
dx(t)
dt
= r · x(t)
{
1− a · x(t) − b
m∑
j=0
c jx
([t − j])
}
(1.3)
and used the lemma of Cooke and Huang [5] to prove the global attractivity of the positive equilibrium point of Eq. (1.3). It
was also shown that for special certain cases, positive solutions of Eq. (1.3) have chaotic behavior through period doubling
bifurcations.
Gobalsamy et al. [6] showed that if r +m = 1 and er(m+1) < 2, then every positive solution of the differential equation
dx(t)
dt
= x(t)
{
r −
m∑
j=0
d jx
([t − j])
}
, t  0, (1.4)
tends to the positive equilibrium x¯ = r∑m
j=0 d j
as t → ∞. This work was extended by So and Yu [7], who proved conditions
in which the positive equilibrium point is a global attractor.
Similar logistic differential equations are studied in [8–10].
In this paper we investigated the local and global behavior of the positive solutions by using the nonlinear difference
solution of Eq. (1.1). We also studied the boundedness nature and looked to the semi-cycle solutions of Eq. (1.1). In our
research, we obtained relations of the parameters α, β0, β1, r and the initial conditions to deﬁne the behavior of the
difference solution of Eq. (1.1).
2. Boundedness and local asymptotic stability
In this section, by integrating of Eq. (1.1) we ﬁrst obtain a solution and later discuss the boundedness and the local
asymptotic stability of the solutions of Eq. (2.4). We also show that the parameters α,β0, β1 and r plays an important role
to deﬁne the behavior of the solutions.
An integration of Eq. (1.1) on an interval of the form t ∈ [n,n + 1) leads to
x(t) = x(n)e
∫ t
n r·{1−αx(s)−β0x(n)−β1x(n−1)}ds, n t < n + 1. (2.1)
It is easy to see that if x(n) > 0, then x(t) > 0. If we let t → n+ 1 we obtain that also x(n+ 1) > 0. Using the positive initial
conditions we have positive solutions of Eq. (1.1).
On the other hand, on an interval of the form t ∈ [n,n + 1), we can write Eq. (1.1) as
dx(t)
dt
− r(1− β0x(n) − β1x(n − 1))x(t) = −αr · x2(t). (2.2)
Eq. (2.2) is a Bernoulli differential equation and so, we obtain
d
dt
{
1
x(t)
er(1−β0x(n)−βx1(n−1))t
}
= αrer(1−β0x(n)−βx1(n−1))t, n t < n + 1. (2.3)
Integrating both sides of (2.3) with respect to t on [n, t) and letting t → n + 1 we have
x(n + 1) = x(n)e
r(1−β0x(n)−β1x(n−1))
1+ α · x(n)( er(1−β0x(n)−β1x(n−1))−11−β0x(n)−β1x(n−1) )
, n = 0,1,2, . . . . (2.4)
The solution of Eq. (2.4) does not give any information about the global behavior of the differential equation. Hence, we can
continue to investigate more about Eq. (2.4), since (2.4) is a difference equation of second order.
First, we need to obtain the equilibrium points of Eq. (2.4), which are also the critical points of Eq. (1.1). Computations
give us that the equilibrium points of Eq. (2.4) are
x¯∗1 = 0 and x¯∗2 =
1
α + β0 + β1 ,
where hereafter
∑m
j=0 β j x(n − j) = 1.
Theorem 2.1. Let {x(n)}∞n=−1 be a positive solution of Eq. (2.4). The following statements are true.
(i) Let β0x(n) + β1x(n − 1) < 1 < αx(n) for n = 0,1, . . . . Then every positive solution of Eq. (2.4) is bounded with the bound
(0, 1 −r ).α(1−e )
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x(n) <
x(0)
e−nr
− 1
α
n∑
j=1
1
e− jr
, n = 1,2,3, . . . .
Proof. (i) Let β0x(n) + β1x(n − 1) < 1< αx(n). Simplify (2.4), we have
x(n + 1) = (1− β0x(n) − β1x(n − 1))x(n)
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n) . (2.5)
Since {x(n)}∞n=−1 > 0 and 0< 1− β0x(n) − β1x(n − 1) < 1, we get
e−r < e−r(1−β0x(n)−β1x(n−1)) < 1. (2.6)
Furthermore, we obtain
−αx(n) < 1− β0x(n) − β1x(n − 1) − αx(n) < 1− αx(n) < 0. (2.7)
Considering both (2.6) and (2.7), we obtain
x(n + 1) = (1− β0x(n) − β1x(n − 1))x(n)
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n)
<
x(n)
(1− β0x(n) − β1x(n − 1) − αx(n))e−r(1−β0x(n)−β1x(n−1)) + αx(n)
<
x(n)
er(−αx(n)) + αx(n)
= x(n)
αx(n)(1− e−r)
= 1
α(1− e−r) .
This implies that if β0x(n) + β1x(n − 1) < 1 < αx(n) for n = 0,1, . . . , then every positive solution of Eq. (2.4) is bounded in
the interval (0, 1
α(1−e−r) ).
(ii) Let 1< β0x(n) + β1x(n − 1) < αx(n) for n = 0,1, . . . . Since {x(n)}∞n=−1 > 0 and 1− β0x(n) − β1x(n − 1) < 0 we get
0<
1
e−r(1−β0x(n)−β1x(n−1))
< 1. (2.8)
Using (2.8) and 1< β0x(n) + β1x(n − 1) < αx(n), we have
− 1
αx(n)
<
1
1− β0x(n) − β1x(n − 1) − αx(n) < −
1
β0x(n) + β1x(n − 1) + αx(n) . (2.9)
Executing (2.4) and using the result in (2.8) and (2.9), we obtain
x(n + 1) < x(n)(1− β0x(n) − β1x(n − 1))
αx(n)(1− e−r) − (β0x(n) + β1x(n − 1))e−r . (2.10)
From (2.10), we can write the bound of the form
x(n + 1) < x(n)(β0x(n) + β1x(n − 1) − 1)
(αx(n) + β0x(n) + β1x(n − 1))e−r <
x(n)(1− β0x(n) − β1x(n − 1))
αx(n)e−r
= (αx(n) − 1)x(n)
αx(n)e−r
<
αx(n) − 1
αe−r
.
Iterating the above inequality for n = 0,1,2, . . . , we have
x(n) <
x(0)
e−nr
− 1
α
n∑
j=1
1
e− jr
, n = 1,2,3, . . . . (2.11)
This completes the proof. 
From the Linearized Stability Theorem in [11] we obtained the linearized equation of Eq. (2.4) about the positive equi-
librium point
y(n + 1) + 1
[
β0 − (α + β0)e−
αr
α+β0+β1
]
y(n) − β1 (e− αrα+β0+β1 − 1)y(n − 1) = 0, n = 0,1,2, . . . . (2.12)α α
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λ2 + 1
α
[
β0 − (α + β0)e−
αr
α+β0+β1
]
λ − β1
α
(
e
− αrα+β0+β1 − 1)= 0. (2.13)
Theorem 2.2. Let β0 > α + β1 > 2α. The following statements are true.
(i) Assume that 3β1 > α + β0 . The positive equilibrium point of Eq. (2.4) is locally asymptotically stable if and only if
0< r <
α + β0 + β1
α
ln
(
β1
β1 − α
)
.
(ii) Assume that 3β1 < α + β0 . The positive equilibrium point of Eq. (2.4) is locally asymptotically stable if and only if
0< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
.
Proof. From Theorem A in [11], the positive equilibrium point of Eq. (2.4) is locally asymptotically stable if and only if
1
α
∣∣(α + β0)e− αrα+β0+β1 − β0∣∣< 1− β1
α
(
e
− αrα+β0+β1 − 1)< 2. (2.14)
Computing (2.13) we obtain
r <
α + β0 + β1
α
ln
(
β1
β1 − α
)
(2.15)
and
0< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
. (2.16)
Considering both (2.14) and (2.15) with the fact 3β1 > α + β0, we get that positive equilibrium point of Eq. (2.4) is locally
asymptotically stable if and only if
r <
α + β0 + β1
α
ln
(
β1
β1 − α
)
. (2.17)
Otherwise, under the condition 3β1 < α + β0, the positive equilibrium point is locally asymptotically stable if and only if
0< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
. (2.18)
This completes the proof. 
Example 2.1. From Theorem 2.2(ii), we can use α = 0.3, β0 = 1.2, β1 = 0.4, r = 2.3, x(−1) = 0.2 and x(0) = 0.25, the graph
of the ﬁrst 150 iterations of Eq. (2.4) is given in Fig. 2.1. It can be shown that under the conditions given in Theorem 2.2(ii)
the solution of Eq. (1.1) is local asymptotic stable.
Theorem 2.3. Let β0 > α + β1 > 2α and 3β1 > α + β0 . The positive equilibrium point of Eq. (2.4) is a repeller if and only if
α + β0 + β1
α
ln
(
β1
β1 − α
)
< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
holds.
Proof. From Theorem A in [11] it is known that the positive equilibrium point is a repeller if and only if∣∣∣∣β1α
(
e
− αrα+β0+β1 − 1)∣∣∣∣> 1 (2.19)
and
1
α
∣∣(α + β0)e− αrα+β0+β1 − β0∣∣<
∣∣∣∣1− β1α
(
e
− αrα+β0+β1 − 1)∣∣∣∣, (2.20)
hold.
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From (2.18), we have
α + β0 + β1
α
ln
(
β1
β1 − α
)
< r. (2.21)
The inequality (2.19) can be considered under two cases, which are
(i)
1
α
∣∣(α + β0)e− αrα+β0+β1 − β0∣∣< 1− β1
α
(
e
− αrα+β0+β1 − 1),
(ii)
1
α
∣∣(α + β0)e− αrα+β0+β1 − β0∣∣> β1
α
(
e
− αrα+β0+β1 − 1)− 1.
Computing (i) and (ii), we obtained
0< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
. (2.22)
In view of (2.20) and (2.21), we get that under the condition β0 > α + β1 > 2α and 3β1 > α + β0, the positive equilibrium
point of Eq. (2.4) is a repeller if and only if
α + β0 + β1
α
ln
(
β1
β1 − α
)
< r <
α + β0 + β1
α
ln
(
α + β0 − β1
β0 − β1 − α
)
.
This completes the proof. 
Example 2.2. From Theorem 2.3, we can use α = 0.2, β0 = 1.5, β1 = 1.2, r = 5, x(−1) = 0.2 and x(0) = 0.25, the graph of the
ﬁrst 150 iterations of Eq. (2.4) is given in Fig. 2.2. In this ﬁgure we can see, that under the conditions given in Theorem 2.3,
the solution of Eq. (1.1) is a repeller.
3. The semi-cycle and oscillation
In this section, we consider the semi-cycle and oscillation of the positive solutions of Eq. (2.4).
By [13], a positive semi-cycle of a solution {x(n)}∞n=−1 of x(n + 1) = f (x(n), x(n − 1)) consists of a “string” of terms{x(k), x(k + 1), . . . , x(m)}, all greater than or equal to the equilibrium x¯∗ , with k−1 and m∞ and such that
either k = −1 or k > −1 and x(k − 1) < x¯
and
eitherm = ∞ orm < ∞ and x(m + 1) < x¯.
A negative semi-cycle of a solution {x(n)}∞n=−1 of x(n + 1) = f (x(n), x(n − 1)) consists of a “string” of terms {x(k),
x(k + 1), . . . , x(m)}, all less than the equilibrium x¯∗ , with k−1 and m∞ and such that
either k = −1 or k > −1 and x(k − 1) x¯
F. Gurcan, F. Bozkurt / J. Math. Anal. Appl. 360 (2009) 334–342 339Fig. 2.2. Graph of the iteration solution of x(n) for α = 0.2, β0 = 1.5, β1 = 1.2, r = 5, x(−1) = 0.2 and x(0) = 0.25.
and
eitherm = ∞ orm < ∞ and x(m + 1) x¯.
Theorem 3.1. Let {x(n)}∞n=−1 be a positive solution of Eq. (2.4). The following statements are true.
(i) If β0x(n) + β1x(n − 1) > 1 for n = 0,1,2, . . . , then the solutions of Eq. (2.4) decrease monoton to the positive equilibrium point.
(ii) If β0x(n) + β1x(n − 1) < 1 for n = 0,1,2, . . . .The solutions of Eq. (2.4) increase monoton to the positive equilibrium point.
Proof. (i) Since {x(n)}∞n=−1 is a solution of Eq. (2.4), we can rewrite Eq. (2.4) as
x(n + 1)
x(n)
= (1− β0x(n) − β1x(n − 1))
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n) .
If β0x(n) + β1x(n − 1) > 1 for n = 0,1,2, . . . , then it can be easy compute that
x(0) > x(1) > x(2) > · · · .
(ii) The proof is similar as in (i) and will be omitted. 
Theorem B. (See [12].) Assume that f ∈ C[(0,∞)x(0,∞), (0,∞)] and that f(x,y) is decreasing in both arguments. Let y¯ be a positive
equilibrium of y(n+ 1) = f (y(n), y(n− 1)). Then every oscillatory solution of the difference equation y(n+ 1) = f (y(n), y(n− 1))
has semi-cycle of length at most two.
To use Theorem B, we assume in the following theorem that α > 2β0.
Theorem 3.2. Let f (x, y) = (1−β0x−β1 y)x[1−(α+β0)x−β1 y]·e−r(1−β0x−β1 y)+αx be a function such that f ∈ C[(0,∞)x(0,∞), (0,∞)]. If x ∈
(
α−2β0
αβ0r
,
α+β0
αβ0r
) and y ∈ ( α(2r+1)+β02αβ1r ,∞), then every oscillatory solution of Eq. (2.4) has semi-cycle of length at most two.
Proof. By Theorem B, we can write Eq. (2.4) such as
f (x, y) = (1− β0x− β1 y)x[1− (α + β0)x− β1 y] · e−r(1−β0x−β1 y) + αx . (3.1)
The ﬁrst derivative of (3.1) with respect to x is
∂ f (x, y)
∂x
= −αβ0x
2
((1− αx− β0x− β1 y)e−r(1−β0x−β1 y) + αx)2
+ e
−r(1−β0x−β1 y)[((1− (αx+ β0x+ β1 y)) · ((1+ β20 rx2 + β0β1rxy) − (β1 y + 2β0x+ β0rx)))
((1− αx− β0x− β1 y)e−r(1−β0x−β1 y) + αx)2
+ (α + β0)x(1− (β0x+ β1 y))]−r(1−β0x−β1 y) 2 .((1− αx− β0x− β1 y)e + αx)
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y >
1
β1
− β0
β1
x (3.2)
and
y >
1
β1
− α + β0
β1
x (3.3)
when
y > − β
2
0 rx
2
β1(β0rx− 1) +
(2+ r)β0x
β1(β0rx− 1) −
1
β1(β0rx− 1) (3.4)
or
y <
1
β1
− α + β0
β1
x (3.5)
when
y < − β
2
0 rx
2
β1(β0rx− 1) +
(2+ r)β0x
β1(β0rx− 1) −
1
β1(β0rx− 1) . (3.6)
Adding (3.2) and (3.3), we obtain
2y >
2
β1
− α + 2β0
β1
x. (3.7)
Multiplying (3.4) with two and subtracting it from (3.7), we get
β0r(β0 + β1)
β1(β0rx− 1) x
2 + (β0 − β1)
β1(β0rx− 1) x > 0. (3.8)
This give us the following results:
If
x ∈
(
α − 2β0
αβ0r
,∞
)
, (3.9)
then the function f (x, y) is decreasing in x.
On the other hand, considering (3.2), (3.5), (3.6) in the same way, we obtain that if
x ∈
(
0,
α + β0
αβ0r
)
, (3.10)
then the function f (x, y) is decreasing in x. In view of (3.9) and (3.10) we get that the mentioned function is decreasing if
x ∈
(
α − 2β0
αβ0r
,
α + β0
αβ0r
)
. (3.11)
Furthermore, the derivative of f (x, y) with respect to y is
∂ f (x, y)
∂ y
= −αβ1x
2 + e−r(1−β0x−β1 y)[(1− (αx+ β0x+ β1 y)) · (β0β1rx2 + β21 rxy − β1(r + 1)x+ β1x(1− β0x− β1 y))]
((1− (α + β0)x− β1 y)e−r(1−β0x−β1 y) + αx)2 .
This derivative is certainly less than zero if
x >
1
β0
− β1
β0
y (3.12)
and
x >
1
α + β0 −
β1
α + β0 y (3.13)
when
x >
(r + 1) − β1 y (3.14)
β0r β0
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x <
1
α + β0 −
β1
α + β0 y (3.15)
when
x <
(r + 1)
β0r
− β1
β0
y. (3.16)
Adding (3.12) with (3.14) and multiplying (3.13) with two, we obtain by computations
y ∈
(
α(2r + 1) + β0
2αβ1r
,∞
)
(3.17)
and from (3.12), (3.15) and (3.16), we have
y ∈
(
α(r − 1) − β0
αβ1r
,∞
)
. (3.18)
Considering both (3.17) and (3.18), we get that since α > 2β0, f (x, y) is decreasing in y if
y ∈
(
α(2r + 1) + β0
2αβ1r
,∞
)
. 
4. The globally asymptotically stability of the positive equilibrium
In this section we establish conditions for all positive solutions of
x(n + 1) = (1− β0x(n) − β1x(n − 1))x(n)
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n) (4.1)
to converge to the positive equilibrium point x¯∗2 = 1α+β0+β1 global asymptotically.
Theorem4.1. Suppose that β0x(n)+β1x(n−1) > 1 for n = 0,1,2, . . . and that the conditions in Theorem 2.2 hold. If x(n) > 2α+β0+β1 ,
then the positive equilibrium point of Eq. (4.1) is globally asymptotically stable.
Proof. We consider a Lyapunov function V (n) deﬁned by
V (n) = [x(n) − x∗2]2, n = −1,0,1,2, . . . . (4.2)
The change along the solutions of Eq. (4.1) is
V (n) = V (n + 1) − V (n) = [x(n + 1) − x∗2]2 − [x(n) − x∗2]2 = [x(n + 1) − x(n)] · [x(n + 1) + x(n) − 2x∗2]. (4.3)
It can be easy to compute that
x(n + 1) − x(n) = (1− αx(n) − β0x(n) − β1x(n − 1)) · (1− e
−r(1−β0x(n)−β1x(n−1)))x(n)
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n) (4.4)
and
x(n + 1) + x(n) − 2x∗2
= (1− αx(n) − β0x(n) − β1x(n − 1))e
−r(1−β0x(n)−β1x(n−1))
(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n)
× (α + β0 + β1)x(n) − 82+ (α + β0 + β1)x(n)(1− β0x(n) − β1x(n − 1)) + αx(n)[(α + β0 + β1)x(n) − 2]
(α + β0 + β1)
= [(α + β0 + β1)x(n) − 2][(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n)]
× [(1− αx(n) − β0x(n) − β1x(n − 1))e
−r(1−β0x(n)−β1x(n−1)) + αx(n)] + (α + β0 + β1)x(n)(1− β0x(n) − β1x(n − 1))
(α + β0 + β1) .
(4.5)
From (4.4) and (4.5), it can be shown that, since β0x(n) + β1x(n − 1) > 1,
342 F. Gurcan, F. Bozkurt / J. Math. Anal. Appl. 360 (2009) 334–342Fig. 4.1. Graph of the iteration solution of x(n) for α = 0.2, β0 = 2, β1 = 1.88, r = 2, x(−1) = 0.7 and x(0) = 0.6.[
x(n + 1) + x(n) − 2x∗2
] · [x(n + 1) − x(n)]
= 1[(1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n)]2 · (α + β0 + β1)
× [(1− αx(n) − β0x(n) − β1x(n − 1)) · (1− e−r(1−β0x(n)−β1x(n−1)))x(n)]
× [((α + β0 + β1)x(n) − 2) · ((1− αx(n) − β0x(n) − β1x(n − 1))e−r(1−β0x(n)−β1x(n−1)) + αx(n))
+ (α + β0 + β1)x(n)
((
1− β0x(n) − β1x(n − 1)
))]
.
Since β0x(n) + β1x(n − 1) > 1, we obtain that
1− e−r(1−β0x(n)−β1x(n−1)) < 0, (1− αx(n) − β0x(n) − β1x(n − 1))< 0
and (
1− αx(n) − β0x(n) − β1x(n − 1)
)
e−r(1−β0x(n)−β1x(n−1)) + αx(n) < 0.
It can be shown that if x(n) > 2α+β0+β1 , then V (n) < 0. This implies that the positive equilibrium point of Eq. (4.1) is
globally asymptotically stable under the conditions x(n) > 2α+β0+β1 and β0x(n) + β1x(n − 1) > 1. 
Example 4.1. From Theorem 4.1, we can use α = 0.2, β0 = 2, β1 = 1.88, r = 2, x(−1) = 0.7 and x(0) = 0.6, the graph of the
ﬁrst 150 iterations of Eq. (1.8) is given in Fig. 4.1.
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