Abstract-In this paper, we examine an infrared link composed of a multibeam transmitter and a direction-diversity receiver, employing code combining. The latter represents an added dimension to the conventional diversity concepts, which are limited to combining the individual received symbols. Rate-compatible punctured convolutional codes are used to encode intensity-modulated on-off keying (OOK) optical power, to create an adaptive environment for efficient utilization of channel spectral bandwidth, to provide a means for accurate channel estimation, and to maintain a guaranteed bit error rate (BER) performance at all receiver positions. It is shown that a BER not exceeding 10 9 with 99% probability can be achieved at bit rates up to a few hundreds of megabits per second, at very low transmitted power levels.
I. INTRODUCTION
T HE overall performance of an indoor wireless infrared link is closely related to the degree of directionality of the transmitters and/or receivers, and the orientation of the transmitters and the receivers with respect to one another. High-speed link designs have been proposed and analyzed in [1] , using a design, known as multispot diffusing (MSD) configuration [2] that takes advantage of the benefits of both directed and nondirected (diffuse) links, while overcoming their drawbacks [2] - [4] . In this configuration, the light power from a transmitter is projected, in the form of narrow beams of equal intensity, over several small areas on a diffusing surface, and reflected light rays are received. There are many ways to produce multiple beams. A simple and efficient way is to use a holographic optical element mounted on a laser diode. Computer-generated holograms (CGHs) can be used as a practical solution to produce wavefronts with any prescribed amplitude and phase distribution. An ideal wavefront can be computed on the basis of diffraction theory and encoded into a tangible hologram [3] . The MSD configuration has been compared with a pure diffuse configuration, using a conventional single element wide field-of-view (FOV) receiver, and is shown to yield an extended coverage area [3] . Nevertheless, efficient utilization of this transmitter design is possible only when the configuration is used in conjunction with multiple element narrow FOV direction-diversity receivers (also known as angle-diversity receivers). Each diffusing spot in this arrangement may be considered as a line-of-sight light source, which can be sighted by a very narrow FOV receiving branch, thereby eliminating a great amount of ambient noise power while accepting the same amount of signal power. This narrow FOV also relaxes the problem with spectral response shift of the interference filters used for rejecting the ambient light. Finally, there are only a finite number of distinct signal paths between a pair of transmitting and receiving branches, resulting in an undistorted channel and making the system theoretically more easily tractable.
Conventional diversity-combining techniques, used for direction-diversity infrared systems, provide performance gain. However, significant performance improvements can be achieved through code combining [5] . Two key features of code combining are maximum-likelihood decoding, rather than bounded minimum-distance (algebraic) decoding, of noisy packets as a single low-rate code of rate ; and weighting of each packet by an estimate of its reliability (soft decision on packets). Note that, with diversity combining, a single error due to an unexpected change on the channel can cause the entire weighted sum of the received symbols to be detected incorrectly, while with code combining a single error can be typically corrected by the more powerful ratecode. In this paper, we evaluate the performance of an adaptive-rate direction-diversity communication system that is designed for MSD link configuration and uses code combining at the receiver. In the next section, design of the MSD link is discussed. Characteristics of the room as well as the transmitter-receiver pair are similar to those in [1] . Next, in Section III, we use punctured convolutional codes to provide an adaptive environment for efficient utilization of channel spectral bandwidth while maintaining bit error rates (BER) below a certain level at all receiver positions. We use a maximum-likelihood decoding algorithm for all received blocks at the receiver to obtain an estimate of the transmitted information block. Finally, in Section IV, we demonstrate how an accurate estimate of the channel can be obtained using the Viterbi decoder side information. The paper ends with our conclusions in Section V. 
II. LINK DESIGN
In this section, we evaluate the channel characteristics composed of a multibeam transmitter and a multibranch directiondiversity receiver. For our study, as in [1] , we consider an empty room with dimensions 6 m 6 m 3 m. A multibeam transmitter is assumed to produce 100 beams of equal intensity by means of a CGH to form a 10 10 square lattice of equidistant spots of diameter 5 cm and spacing 60 cm on the ceiling as shown in Fig. 1 . The transmitter is placed at the center of the room at a desktop level (0.9 m height) and pointed upward. There is a large window on one wall of the room extended from desktop level up to the ceiling. The ceiling, the walls, the floor, and the window are modeled as Lambertian reflectors of the first order with reflectivity values 0.7, 0.6, 0.1, and 0.1, respectively. Again, as in [1] , we consider a composite receiver, consisting of seven branches of equal FOV, , positioned on the same level as the transmitter (0.9 m height). The central branch is oriented directly toward the ceiling, while the side branches are tilted by 2
. In order to achieve a high optical gain, FOV for each receiving element is assumed to be large enough so that at least one spot is sighted by each branch at every possible receiver position in the room. This means, the central branch must have a radius of about m or more (see Fig. 1 ). Note that it is sufficient to consider only the central branch. This is because the area on the ceiling covered by each side branch is an ellipse of semi-axes and , both greater than the radius of the circular area covered by the central branch. The branch FOV can now be calculated as , where m is the normal distance between the receiver and ceiling. We take 11.5 for our case study. The overall FOV of the receiver thus becomes . Other channel characteristics and background noise models adopted in our computer simulations are similar to those in [1] and [6] . Simulation results for the channel impulse response , for some of the seven branches ( 2, 3, 4, and 5) are depicted in Fig. 2 . Samples of impulse response at each branch is evaluated for a receiver that is placed (i) near the wall at 0.60 m, 3.80 m and rotated by 47 , (ii) away from the walls at 3.68 m, 3.86 m and rotated by 36 , and (iii) at the room corner at 0.60 m, 0.45 m and rotated by 13 . Rotations are clockwise about the normal, as seen by the receiver (see Fig. 1 ). For each branch, the impulse response consists of a number of sharp peaks, equal to the number of spots that lie within the FOV of that branch. There are also degenerate cases where the number of impulses does not seem to match the number of spots. This is because the length of the signal path from the transmitter to the receiver is almost the same for those degenerate spots seen by that branch. In this case, received peaks lie so close in time to one another that they cannot be viewed as being separate. Reflections up to third order are considered in our simulations. Note that the second-order reflection comes into effect only for side branches that cover part of the wall. Both second-and third-order reflected signals were seen to be too small to produce any significant change in the received power. Note that this would not have been the case, had we used a nondirected (diffuse) transmitter. Plot of magnitude response shows that the 3 dB cutoff frequency is on the order of hundreds of MHz, making the assumption of ideal channel valid for bit rates up to a few hundred megabits per second.
III. COMMUNICATIONS SYSTEMS DESIGN
Wireless infrared systems are essentially considered power-limited systems. Therefore, efficient coding schemes may be employed to reduce the optical power requirement at the cost of a reasonable increase in the transmission bandwidth. One way of doing this, which is particularly suitable for space-diversity systems such as the one considered in this paper, is to send multiple replicas of a coded information block over independent channels, and to use maximum-likelihood decoding algorithm for all received blocks at the receiver to obtain an estimate of the transmitted information block. This way, the information is coded not only in time, but also in space, as in a multiple-input multiple-output (MIMO) space-time system, resulting in a spectrally efficient transmission strategy with a high degree of reliability. In this section, we use punctured convolutional codes to provide an adaptive environment for efficient utilization of the channel spectral bandwidth. We use maximum-likelihood code combining, for it is optimum and matches very well with the structure of convolutional codes. The latter is true since decoding can be achieved with a simple Viterbi algorithm, as shown later in this section.
A simplified block diagram of the proposed infrared communication system is shown in Fig. 3 . This system can be used for the link proposed in Section II. A binary data source generates equally probable binary symbols at a rate b/s. Each information block of bits is sent into a rateconvolutional encoder of memory length . Through the coding process, a ratepunctured convolutional code of puncturing period is formed by periodically deleting code symbols from every code symbol created by the original -rate mother code [7] . The resulting coded block has a length , provided that , , and are chosen such that is an integer. The code symbols "0" and "1" are then mapped into and , respectively, prior to entering the pulse-shaping filter. The electric signal at the output of this filter, in general, takes both positive and negative values. A direct current (dc) bias must therefore be added before the signal is converted to optical power so that no data is lost. Note that, in order to keep the information rate equal to b/s, code symbols must be transmitted at a higher rate symbols/s, where is the code rate. Let represent the impulse response of the pulse-shaping filter. The transmitted optical power can be written as (1) where the sequence represents a sequence of coded symbols, is an optical gain factor, and is an added dc bias which ensures is everywhere positive. When square-shape pulses are used, the required dc bias is , i.e., . In this paper, we use a square-root raised cosine pulse shape which has a Fourier transform equal to the square root of the Fourier transform of a raised cosine pulse, . The required dc bias, in this case, can be estimated by looking at the transmit signal eye diagram. The eye diagram of an unbiased and uncoded signal , normalized to the value of the gain factor , using square-root raised cosine pulses of , shows the minimum signal value in this case is 1.46, and so must be chosen equal to 1.46 . Hence, 1.46. The coefficient (or equivalently, the required dc bias ) can be minimized by properly choosing , the rolloff factor. Fig. 4 shows the dependence of on for an uncoded on-off keying (OOK) signal. As increases, decreases until it reaches its minimum value near . We will use this value of in our later studies throughout this paper. Fig. 5 shows the transmit power when both square-shape pulses and square-root raised cosine pulses of are used. Assuming mW, the total average power for the above two cases are mW and mW, respectively. . A sample of the transmitted optical power X(t) using both square-shape pulses and square-root raised cosine pulses of = 0:45. Here, it is assumed that P = 10 mW, and so P = P = 14:6 mW for square-root raised cosine pulses.
The average optical transmit power is obtained by integrating over a large interval , dividing the result by and allowing to go to infinity Note that for large values of we have (2) Hence (3) where it is assumed that code symbols 1 and 1 occur with the same frequency. This is a valid assumption for the case of convolutional coding. 1 Returning to the block diagram of Fig. 3 , there are independent diversity channels, characterized by impulse responses , between the transmitter and the receiver. 1 Though code symbols 01 and +1 are no longer independent, they occur with the same probability, which is 0.5. This was observed and justified for each code used in this paper by creating a very long code sequence and counting +1 symbols and 01 symbols in the sequence.
These channels are formed as a result of using a -branch receiver. Each channel is assumed to be ideal, with an impulse response , where represents the path loss. This will be a valid assumption in our case study for bit rates as high as a few hundred megabits per second, as discussed in Section II. At the th receiving branch, ambient-induced shot noise with a two-sided power spectral density is added to the detected signal. The total signal plus noise is then filtered using a bank of identical receiving filters and sampled. Time recovery at this stage ensures the transmitted code symbols arrive at the same time.
We let each receiving filter also be a square-root raised cosine filter to eliminate intersymbol interference (ISI) and optimize the received signal-to-noise ratio (SNR). More specifically, we let which has a unity energy. Let be the output of the receiving filter at the th branch. After removing the dc term, can be written as (4) where and represents the filtered noise process at the th branch. The equivalent discrete-time sequence for the th branch at the sampling time is given by (5) where . The noise sequence is a discrete-time Gaussian random process with an autocorrelation (6) Hence, the noise samples , 1, 2, … are uncorrelated (and thus independent), each with a variance . The diversity system of Fig. 3 is designed based upon the concept of maximum-likelihood code combining [5] . We now show how the corresponding decoder is implemented. Let be a received block at the th input of the decoder, i.e., where is the block length. With received coded blocks of length , a soft decision maximumlikelihood decoder decides in favor of among all possible transmitted coded blocks , if and only if , i.e.
Taking natural logs of both sides and dropping the common terms, we obtain 
where (10) Thus, the maximum-likelihood decoding is indeed easy to implement. At the th branch, each received symbol is weighted by its reliability factor . A new received symbol at time is then formed by adding up all weighted symbols at that time. A new block of length consisting of these new symbols is then formed. This block can be decoded using a conventional soft-decision Viterbi decoder, in which inner product provides the proper metric.
Using the metric of (9), the pairwise probability of error can be easily obtained as (11) where is the code rate (12) (13) and is the Hamming distance between the error path and the correct path. The upper bound on the bit-error probability, of a rate punctured convolutional code, is given by [7] (14)
where denotes the minimum free Hamming distance of the code, and is the total number of information-bit errors produced by the incorrect paths of Hamming weight that diverge from the correct path and reemerge with it at some later stage.
Performance evaluation of the proposed coding scheme for the link configuration of Section II requires knowledge of the SNR, defined in (12) and (13), at all possible positions in the room. Note that, the amount of received signal and noise power depends strongly on the position of the receiver with respect to the diffusing spot grid and the ambient light sources. Even a simple rotation of the receiver about the normal may cause a change of more than 3 dB in the SNR. The only way of properly describing Fig. 6 . Plot of the average power P required to achieve a BER of (a) 10 and (b) 10 with 1% outage as a function of bit rate R using the RCPC code of memory M = 4. Fig. 7 . Plot of the average power P required to achieve a BER of (a) 10 and (b) 10 with 1% outage as a function of bit rate R using the RCPC code of memory M = 6. such a model is to use a statistical approach. A total of 4000 random receiver positions and orientations were selected, and the probability distribution function (pdf) of SNR, normalized to , denoted by , was obtained. The shape and values of this distribution began to converge after 1000 sample points.
We study two powerful rate-compatible punctured convolutional (RCPC) codes with memory lengths of 4 and 6. Table I contains the key parameters associated with these two codes. Distance properties of these codes are documented in [7] . Code rates of 8/9 and 8/16, corresponding to and , respectively, were used along with the uncoded scheme. Using the estimated distribution of SNR, the optical power required to achieve a given BER with 99% probability (1% outage) was evaluated as a function of information bit rate . Fig. 6 (a) and (b) show the results using the code for BERs of 10 and 10 , respectively. Similar results using the code are shown in Fig. 7 . As expected, the code with exhibits a slightly better performance than the code with . The system overall throughput can be increased by having it operate in an adaptive-rate mode. Using RCPC codes, this can be done at minimal cost as only one convolutional encoder at the transmitter and one Viterbi decoder at the receiver are required. The extra cost accounts for implementation of a simple mechanism for puncturing at the encoder and insertion of dummy variables at the decoder. The adaptive-rate system used in this paper takes advantage of the uncoded OOK scheme, a rate-8/9 code derived from a rate-8/16 mother code as well as the mother code itself. To evaluate the performance of the adaptive-rate scheme and to compare it with that of the fixed-rate scheme, we assume a fixed bandwidth, BW, is being used, and assume that the system is initially set to operate in a fixed-rate mode (only the 1/2-rate mother code is used). We calculate the bit rate according to the relation BW with and . The optical power can now be calculated with the aid of Figs. 6 or 7, depending on the code used. Using this value of , we now let the system operate in the adaptive-rate mode. In this mode, unlike the fixed-rate mode, the 1/2-rate code is used only when the required BER with 1% outage cannot be achieved by any other code in the family. When the estimated SNR is high, the system switches to a higher-rate code. Using the estimated distribution of the normalized SNR, the achievable bit rate can be evaluated. Performance results for the adaptive-rate scheme using the and code families are included in Figs. 6 and 7, respectively. It is seen that the overall throughput can be increased by nearly 50%.
IV. CHANNEL ESTIMATION
In order to implement the proposed adaptive-rate scheme successfully, an accurate estimate of the channel needs to be provided at the transmitter as well as at the receiver. Based on this estimate, the transmitter will decide on the number of symbols that need to be punctured at the output of the encoder and the receiver will know where to insert dummy variables prior to decoding.
An estimate for the value of SNR can be obtained using decoder side information. More specifically, we define (15) where is the decision metric after receiving symbols and is given by (9). This estimate has a Gaussian distribution, with a mean of SNR and a variance of , provided that all received symbols are decoded correctly. The probability , that falls within % of its actual value is given by
This estimate is very accurate, given that and SNR are sufficiently large. Note again that this result is accurate if the decoded symbols are free of errors. Nevertheless, even if a decoding error does occur, only a relatively small number of trellis branches are likely to be affected. Therefore, the metric value will not change significantly and the estimate will remain reliable.
Based on the estimated normalized SNR distribution and (11)- (14), it can be shown that a SNR of more than 10 dB is required to achieve a BER of 10 or less with 1% outage. This holds true even when the most powerful code in the family, i.e., 1/2-rate code is used. In Fig. 8 , we have plotted as a function of SNR for equal to 1, 2, 5, and 10. The probability in all these plots is taken to be 0.95. A SNR of 10 dB results in a block length of 154 symbols, assuming 5. In other words, using a block length of 154 symbols, the estimate defined by (15) falls in the range between 9.5 and 10.5 (within 5% of its actual value 10) with a high probability ( 0.95). In order to get the best result, prior to transmission, the system must be set up to use the most powerful code available, i.e., the nonpunctured mother code. This has a twofold advantage. First, since the mother code is the most powerful code in the family, the probability of decoding error is minimized. Second, since the mother code has the largest length in the family, the probability given by (16) is maximized. Based on the estimated SNR, the transmitter and receiver select a code in the family with the smallest amount of redundancy that can keep the BER below the desired value.
V. CONCLUSIONS
The key feature offered by multiple-spot diffusing configuration is that it creates a large number of distinct signal paths between the transmitter and the receiver. One good way of exploiting this feature is to use a direction-diversity receiver consisting of a number of narrow FOV-receiving elements to cover a good portion of the diffusing surface.
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