Abstract-In this paper, we address the problem of designing scalable scheduling and routing policies over a time-triggered multi-hop control network, when closing a considerable number of control loops on the same network. The key idea is to formally define by means of regular languages the set of schedules for each control loop that satisfy a given control specification, and to exploit operators on regular languages to compute the set of schedules for the whole system. In order to test our methodology, we address a mineral floatation control problem derived from the Boliden (a swedish mining company) mine in Garpenberg, and propose a scheduling solution that can be implemented on systems compliant with communication protocols for wireless networks (e.g. the WirelessHART specification).
I. INTRODUCTION
Wireless networked control systems are spatially distributed control systems where the communication between sensors, actuators, and computational units is supported by a shared wireless communication network. The use of wireless networked control systems in industrial automation results in flexible architectures and generally reduces installation and maintenance costs with respect to wired networks. Wide deployment of wireless industrial automation requires substantial progress in wireless transmission, networking and control, in order to provide formal tools to quantify performance and robustness of a wireless networked control system. The design of the control system has to take into account the presence of the network, as it represents the interconnection between the plant and the controller, and thus affects the dynamic behavior of the closed loop system. Using a wireless communication medium, new issues such as fading and time-varying throughput in communication channels have to be addressed, and communication delays and packet losses may occur. Moreover analysis of stability, performance, and reliability of real implementations of networked control systems requires addressing issues such as scheduling and routing for real communication protocols.
On this line of research, we proposed in [1] a mathematical framework inspired by the WirelessHART specification [2] , for modeling and analyzing multi-hop wireless networked control systems. The framework is designed for systems consisting of multiple control loops closed over a multihop communication network. In this paper, we address the problem of designing scalable scheduling and routing policies when closing a considerable number of control loops on the same communication network. The key idea is to formally define by means of regular languages the set of schedules for each control loop that satisfy a given control specification, and to exploit operators on regular languages to compute the set of schedules for the whole system.
While our previous work (c.f. [1] ) is focused on modeling the dynamics of the control loops as switched linear systems and analyzing stability of these systems, in this paper we propose an approach based on task-graph abstraction [3] , [4] , [5] . The main difference between our work and other studies of task-graph abstractions is that we focus on finding the set of all schedules that satisfy the task-graph constraints as a basis for further analysis, while most of the research is focused on finding individual optimal schedules (see e.g. [3] ).
In order to test our methodology, we address a mineral floatation control problem derived from the Boliden (a swedish mining industry) mine in Garpenberg, and propose a scheduling solution that can be implemented on systems compliant with communication protocols for wireless networks (e.g. the WirelessHART specification).
The paper is organized as follows. In Section II we recall the definition of Networked Control System proposed in [1] as a mathematical framework for modeling and analysis of control, topology, routing, and scheduling on multi-hop communication networks, and propose modeling sets of periodic schedules using Deterministic Finite Automata (DFA) and regular languages. In Section III we propose an algorithm for constructing a DFA that accepts the language of admissible schedules for each control loop, and an algorithm for composing the DFAs that accept the language of admissible schedules of all control loop, in order to compute a DFA that accepts the admissible schedules of all loops. In Section IV we propose a case study on mineral processing to test the methodology and algorithms developed in Section III, and illustrate the simulation results in Section V.
II. FORMAL DEFINITION OF NETWORKED CONTROL SYSTEMS AND SCHEDULING POLICIES
In this section we first recall the definition of Networked Control System proposed in [1] as a mathematical framework for modeling and analysis of control, topology, routing, and scheduling on multi-hop communication networks. Then, we propose modeling sets of scheduling policies using Deterministic Finite Automata (DFA) and regular languages.
Definition 1: A Networked Control System (NCS) is a tuple N = D, G , O, I, ω, R , where: • G = V, E is a directed graph that models the radio connectivity of the network, where vertices are nodes of the network, and an edge from v 1 to v 2 means that v 2 can receive messages transmitted by v 1 . We denote with v c the special node of V that corresponds to the controller. Let P be the set of simple paths in G that start or end with the controller; • ω : I ∪ O → V assigns to every input and output signal the node that implements, respectively, sensing or actuation; • R : I∪O → 2 P is a map, which associates to each input (resp. output) signal a set of allowed simple paths from (resp. to) the controller. We require that all elements in R(y) (resp. R(u)) start (resp. end) with ω(y) (resp. ω(u)) and end (resp. start) with the controller, for all y ∈ I (resp. u ∈ O).
To define the scheduling of this system we construct the memory slots graph which is obtained by splitting every node in the connectivity graph, as follows. The nodes of the memory slots graph are pairs v, s where v ∈ V is a node in the connectivity graph and s ∈ I ∪ O is a signal (input or output). The nodes v 1 , s 1 and v 2 , s 2 are connected iff v 1 , v 2 ∈ E and s 1 = s 2 . This graph models the memory slots reserved to each signal in every physical node. Edges model the ability to copy data from a slot to another (when the physical nodes are communicating). Definition 2: Given an NCS N = D, G , O, I, ω, R we define a communication and a computation schedule as a tuple η, µ , where:
. The intended meaning of this schedule is that v 1 , v 2 , s ∈ η(t) iff at time t the data related to the signal s in v 1 is copied to the space reserved for the data related to s in v 2 . We require that if
. Namely, we do not allow assignment of two values to the same memory slot.
• A computation schedule for the ith control loop (corre-
The meaning of this function is that µ i (t) defines the mode of the controller at time t.
In order to formally define sets of communicationcomputation schedules and apply compositional operators, we use the formalism of Deterministic Finite Automata and regular languages. A Deterministic Finite Automaton (DFA) is a tuple F = Q, Σ, q 0 , Q F , δ , where Q is a finite set of states, Σ is a finite alphabet, q 0 ∈ Q is the initial state, Q f ⊆ Q is the set of final (accepting) states, and δ is the transition function. A set (language) L ⊆ Σ * is called a regular language if there exists a DFA that accepts all and only the strings in L . For more details, the reader is referred to [6] . Given a NCS N , let Σ = 2 E×(I∪O) ∪ {Idle}: any regular language over the alphabet Σ defines a set of schedules for N . Regular languages allow modeling of a large class of scheduling policies including periodic schedules, which are mandatory in usual time-triggered protocols such as WirelessHART (see [7] for more details).
III. ALGORITHMS FOR SCHEDULING DESIGN
Given an NCS N consisting of p control loops, we propose one algorithm to construct a DFA that accepts the language of admissible schedules for each control loop, and one algorithm to compose the DFAs that accept the language of admissible schedules of each control loop, in order to define a DFA that accepts the admissible schedules of all loops.
The first algorithm takes as input an NCS N = D, G , O, I, ω, R and generates as output, for each control loop D i , a deterministic finite automaton F i that accepts a regular language of allowed schedules for the control loop D i , that transmit all sensor data to the controller, and all control commands to the actuators.
Given a NCS N , the associated routing map R, and any node v ∈ V , we define the graph R v = V v , E v which models the set of all paths that can be used to reach the destination node v from any other node.
Algorithm 1:
We define δ j as follows:
, define a deterministic finite automaton F = Q, Σ, q 0 , Q F , δ as follows:
We remark that given a state q = q 1 , . . . , q m+n , q m+n+1 ∈ Q we interpret each component as follows. The first m components correspond to a state q ∈ Q j , with j ∈ O, and model that the measurement performed by the node ω( j) is currently stored in node q. The following n components correspond to a state q ∈ Q j , with j ∈ I, and model that the control command destined to the node ω( j) is currently stored in node q. The last component q m+n+1 is 1 if the control command for the control loop has been computed, and is 0 otherwise.
where δ is defined as follows.
∀e ∈ Σ \ {Idle},
we generate a set of deterministic finite automata
The cardinality of the state space Q i of S i is upper bounded by
The second algorithm takes as input the set of deterministic finite automata
, and generates as output a deterministic finite automaton S that accepts the set of allowed schedules for all control loops.
Algorithm 2:
, ω, R , and a set of deterministic finite automata
i , Q F i , δ i generated by Algorithm 1, define a deterministic finite automaton S = Q, Σ, q 0 , Q F , δ as follows:
For any σ ∈ Σ and q = q 1 , . . . , q p ∈ Q, we define δ as follows:
Proposition 2: The cardinality of the state space Q of S is upper bounded by
IV. MINERAL FLOATATION CONTROL PROBLEM
In this section, we propose a case study on mineral processing to test the methodology and algorithms developed in the previous section. Mineral processing of ores is performed to recover minerals or metal from the extracted raw ore. Processes have to be optimized to yield an acceptable purity of the recovered mineral or metal. The main steps involved in mineral and metal recovery from the ore are size reduction, concentration of the pulp and de-watering. Fore more details on mineral processing we refer to [8] , [9] and references therein. The general approach in the mineral processing is to use several consecutive flotation cells to form a flotation bank. As illustrated in Figure 1 , the flotation cell is a tank with a pulp feed, an outlet, and froth launders to recover the concentrate. The separation of minerals in froth flotation depends primarily on the differences in the hydrophobicity of the particles, as they must selectively attached to air bubbles to be floated. Some minerals can be directly floated, but in most cases reagents have to be added to make the flotation process possible.
The process plant of the Boliden mine in Garpenberg is designed to produce four concentrates: zinc, copper, lead and precious metals. In this paper we consider the zinc flotation process, as the zinc is the most important metal extracted from the Garpenberg mine.
The controlled variables are listed in Table I , where T s is the sampling interval. Each controlled variable represents a control loop, i.e. the number of control loops is equal to the number of controlled variables. In this work, we will only consider the main control loops, i.e. air flow, pulp level and reagent. We abstract each control loop by a time constraint, which specifies the maximum delay between sensing and actuation. For each control loop illustrated in Table I , we will set this constraint equal to the corresponding sampling interval T s . In the following section, we will propose a scalable methodology to design scheduling policies that allows data transmission from the sensors to the controller and from the controller to the actuators for each control loop, within the corresponding sampling interval T s . The main novelty of our approach is that we focus on finding the set of all schedules that satisfy the constraints for one control loop (e.g. the sampling interval T s ) as a basis for on-line or off-line admission of further control loops, instead of finding individual (optimal) schedules.
V. A MATHEMATICA NOTEBOOK FOR SCHEDULING THE MINERAL FLOATATION NETWORKED CONTROL SYSTEM
To experiment with the algorithms developed in Section III, we extended the Mathematica based tool described in [1] . With the extension, the tool supports specifications of the form "the data from all sensors has to be sent to the controller, then a computation of the control signals is carried, and after that all the control signals are sent to the actuators". This requirement needs to be satisfied in each period of the schedule, and the designer can also specify an upper time bound for the round trip to complete.
The tool translates the requirement to an automaton based on the algorithms described in Section III. Once the set of schedules is specified by an automaton, one can extract schedules that satisfy the requirement (corresponding to paths from the initial state to a final state). The main advantage of using automata to represent sets of schedules is that this representation allows operation such as intersection, concatenations and union. For example, we can intersect the requirements of one control loop with the requirements of another loop. Automata based representations can be used to analyze combinations of constraints including timing (as studied in this paper), stability (as studied in [11] ), and periodic requirements (as discussed in [1] ).
We continue with a more technical description of the tool extension we developed for this study.
We propose to use symbolic representation of automata because direct explicit application of Algorithm 1 and Algorithm 2 have potential scalability limitations. Specifically, as stated in Proposition 2, the number of states in the product automaton grows exponentially with the number of control loops. For example, with the seventeen loops present in the Mineral Flotation Control case study, the computation of the product automaton is not practical with direct application of current versions of tools such as GOAL [12] , JFLAP [13] , and SPIN [14] .
Symbolic algorithms avoid building the automaton explicitly; instead, they maintain a compact representation of its transition relation. For example, we use the NuSMV symbolic model checker [15] which combines Binary Decision Diagrams (BDDs) [16] and SAT based model checking [17] . The tool allows verification of Temporal Logic [18] properties of a transition system expressed in the SMV input language [15] . Specifically, for each control loop, we use Algorithm 1 to generate a module in the SMV modeling language representing the transition relation of the automaton F described in Section III. Then, we apply the compositional semantics of the SMV modeling language to combine the modules according to the semantics described in Algorithm 2.
A. Example
Before we discuss the case-study itself, let us begin with a simple example that shows how the tool is used and demonstrates the translation. For this example, consider the topology depicted in Figure 2 . The SMV code generated for this example is listed in Figure 3 . The code consists of three sections, as follows. The first section corresponds to the constraints imposed by the second control loop (Plant 2), the second section models the constraints imposed by the first control loop (Plant 1), and the last section contains the main module defining the shared variables and the temporal logic property that SMV is asked to dispute. A more detailed look into this code follows.
Looking more closely into the first section of the code, one can see that it specifies a partial order of assignment to the shared variable bus. More specifically, the flag done can only be positive if there are times t 5 ≥ t 4 ≥ t 3 > t 2 ≥ t 1 such that bus=e2to5 at time t 1 , bus=e5toc at time t 2 , bus=ecto7 at time t 4 , bus=e7to6 at time t 5 , and bus=e6to3 at time t 6 . The idea is that an assignment of the form bus=eito j at time t models that the bus is scheduled to send a message from node i to node j at the tth slot of the schedule. In particular, all sequences of assignments to the variable bus that are consistent with the first module (called loop2) correspond to schedules in which data is sent from node 2 (the only sensor of Plant 2) to node 5 and later on from node 5 to the controller and so on. Note that t 3 must be strictly grater than t 2 because we want to allow time for the computation of the feedback signal. This corresponds to the line bus=bus & cnt=2 : 3; in the SMV code. The second section of the code is similar in nature to the first one. However, we have to be more careful because Plant 1 has two sensors. In the case of multiple sensors, we have to make sure that all inputs are sent to the controller before the computation of feedback signal is carried (more than one step before starting to send messages towards the actuator). This is achieved by defining the flag allin which becomes positive only after both inputs are sent to the controller and conditioning the run of the counter out1 on that. This assures that the flag done becomes positive only if the schedule contains a sequence of messages that allows an update of the actuator based on data from both sensors.
Note that each module in the SMV code corresponds to the automaton F described in Section III. Specifically, the state of the automaton F j , capturing the node that contains the recent value of the signal j, is modeled by the variables in1,. . . ,inn and out1,. . . ,outm that count how much of the routing path of the signal is executed (e.g. the state of F y 1 is the in1'th element of routing[y 1 ]) .
The last section of the code defines the shared variable bus. As mentioned above, sequences of assignments to this variable correspond to schedules. Instantiating copies of loop1 and of loop2, with this variable passed as a parameter, guarantees that only schedules that are consistent with the constraints posed by the two control loops are possible. Then, we ask NuSMV to refute the temporal logic property AG !(l1.done & l2.done) which says that no schedule can be consistent with the constraints posed by both loops. In the case of the example that we are considering, since there are schedules that are consistent with both loops, NuSMV spits a counter example which is a sequence of assignments to bus. This sequence of assignments can be interpreted as a schedule that allows, in every cycle, to collect data from all sensors, carry the computations, and send commands to all actuators.
B. Case Study
We continue by summarizing our experience with application of the technique, demonstrated by the above example, to the mineral floatation networked control system.
The input to the tool is a textual description of the graph depicted in Figure 4 . As illustrated in the figure, the network has three layers. Each node in each layer is connected to all the nodes in the layer below it. Only the nodes in the third layer can communicate with the controller. All communication links in this case-study are bidirectional. Each wireless node is both a sensor and an actuator of a single-input-single-output plant.
Given a description of the above topology, the tool can generate an SMV code similar to the one shown in Figure 3 . Note that, in principle, we also need to specify a routing path for each signal. In practice however, if a routing path is not explicitly specified, the tool automatically selects a minimal path from the sensor to the controller (for input signals) or from the controller to the actuator (for output signals).
The SMV code for the case-study contains seventeen modules, one for each control loop, and a main module. Since each control loop has one input and one output, all seventeen modules are similar to the module called loop2 in the listing depicted in Figure 3 . It takes NuSMV about two minutes (on 2 GHz Intel Core Duo with 1 GB of RAM memory MacBook 1.1) to dispute the claim that there is no schedule that is compatible with all seventeen loops and to produce a counter example from which a valid schedule can be extracted. If we want to look for the shortest period with this property, we can add a counter in the main module that counts the length of the schedule. Once such a counter is defined, we can add the requirement that the schedule is smaller than a constant. Starting with the length of the original schedule, we can use binary search to find the minimal such constant. This gives us the shortest admissible schedule. A similar procedure can also be used to optimize other properties of the schedule.
C. Input Language
As discussed above, the SMV code is generated automatically. For this paper, we developed a Mathematica notebook that takes a description of the wireless control network and produces the SMV code. For example, the input from which the SMV code in Figure 3 is generated is displayed in Figure 5 . The specification consists of: (1) A specification of the nodes that act as sensors and actuators to the loop; (2) A description of the connectivity graph; (4) An assignment of routing paths to the input and output signals. Note that the routing paths are modeled as lists of lists because, in general, we may allow more than one possible routing per signal. Multiple paths are not used in the example nor in the case-study, but are supported by the tool. One way to use this feature is to allow all paths in the graph and let SMV choose the best combination of routing paths automatically.
VI. CONCLUSIONS AND FUTURE WORK
We developed tools for designing scalable scheduling and routing policies for time-triggered multi-hop control networks and applied them to a case study. Future research directions include extending the tools to support richer specifications (e.g. allow multiple routing), incorporating optimization techniques (e.g. the algorithm described in [19] ), and apply the results obtained in [1] and in [20] to the automata describing the sets of allowed schedules. Figure 2 . This text is used as an input to a Mathematica based tool that automatically generated the SMV code listed in Figure 3 from it.
