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In this paper, we consider the two-stage scheduling problem in which n jobs are ﬁrst 
processed on m identical machines at a manufacturing facility and then delivered to their 
customers by one vehicle which can deliver one job at each shipment. In the problem, a 
set of n delivery times is given in advance, and in a schedule, the n delivery times should 
be assigned to the n jobs, respectively. The objective is to minimize the maximum delivery 
completion time, i.e., the time when all jobs are delivered to their respective customers 
and the vehicle returns to the facility. For this problem, we present a 32 -approximation 
algorithm and a polynomial-time approximation scheme.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the 
CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
Since Maggu and Das [13] ﬁrst studied the scheduling problem with delivery coordination, the topic has attracted in-
creasing attention of the scheduling research community. In order to be competitive, storage costs have to be reduced for 
enterprises. That is, all jobs are needed to be transported as soon as possible to another machine for further processing or to 
their customers. Thus, it is important for industry manufacturers to coordinate job production and job delivery. According to 
the transportation function, the problems on this topic can be classiﬁed into two types (see Lee and Chen [9]). The ﬁrst type 
(type-1) involves intermediate transportation of the unﬁnished jobs from one machine to another for further processing. The 
second type (type-2) involves outbound transportation of the ﬁnished jobs from the machine(s) to their customer(s). In this 
paper, we study the scheduling problem with type-2 transportation.
Potts [15] ﬁrst studied the single machine scheduling problem with release dates and delivery times to minimize the 
maximum delivery completion time. In this problem, there is a suﬃcient number of vehicles so that each ﬁnished job can be 
delivered individually and immediately to its customer. A 32 -approximation algorithm was presented in [15] for the problem. 
Hall and Shmoys [6] presented two polynomial-time approximation schemes for the same problem. Woeginger [19] studied 
a similar problem in the parallel-machine environment in which the jobs have a common release date.
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Lee and Chen [9] studied several scheduling problems with type-2 transportation. In their problems, there are v vehicles 
with the same capacity c to transport all ﬁnished jobs. Soukhal et al. [17] and Yuan et al. [20] studied the two-machine 
ﬂow-shop scheduling problem to minimize the maximum delivery completion time. They showed that the problem is binary 
NP-hard when c = 2 and is strongly NP-hard when c ≥ 3 even if the jobs have the same processing time on the ﬁrst machine 
and all jobs have the same transportation time. Lu et al. [12] considered the single-machine scheduling with release dates in 
which only a vehicle can be used to deliver all jobs to a single customer. They showed that the problem is strongly NP-hard 
for each ﬁxed c ≥ 1 and gave a heuristic with a tight worst-case performance ratio of 53 .
Chang and Lee [2] extended Lee and Chen’s model in [9] and gave an algorithm with the worst-case performance ratio of 
5
3 by considering the situation where each job might occupy a different amount of physical space in a vehicle. He et al. [8]
presented an improved approximation algorithm with the worst-case performance ratio of 5335 . For the same problem, Lu and 
Yuan [10] provided a heuristic with the best-possible worst-case performance ratio of 32 . Lu and Yuan [11] also extended 
Chang and Lee’s problem in [2] on an unbounded parallel-batch machine. They showed that the problem is strongly NP-hard 
and gave a heuristic with a worst-case performance ratio of 74 . For the scheduling problem on two parallel machines, Zhong 
et al. [21] presented an improved algorithm with the worst-case ratio of 53 and Su et al. [18] proposed a heuristic with a 
worst-case performance ratio of 6340 , except for two particular cases. Dong et al. [4] considered a two-machine open-shop 
problem with one customer. They gave two algorithms with worst-case performance ratios of 2 for the case c ≥ 2 where 
each job might occupy a different amount of physical space and 32 for the case c = 1, respectively. Chen et al. [3] presented 
a preemptive scheduling problem on identical machines, in which they showed that the problem is strongly NP-hard and 
gave an algorithm with the worst-case ratio of 32 . Pei et al. [14] investigated the setting in which the jobs are ﬁrst processed 
in serial batches on a bounded serial batching machine at the manufacturer’s site and then the batches are delivered to a 
customer by a single vehicle with limited capacity during the transportation stage, where the actual job processing time is 
a linear function of its starting time.
Scheduling under the assumption of generalized due dates (GDD) was ﬁrst introduced by Hall [7]. Under the GDD assump-
tion, there are n jobs and n due dates given in advance, but each due date does not belong to a speciﬁc job. In a schedule, 
the n due dates are assigned to the jobs in the way that the job completed ﬁrst is assigned the earliest due date, the job 
completed second is assigned the second due date, and so on. A ﬂexible version of the GDD assumption, called assignable 
due dates (ADD), was introduced in Qi et al. [16]. Under the ADD assumption, the n due dates given in advance can be 
assigned to the n jobs independently.
Inspired by the GDD assumption and the ADD assumption, we consider the scheduling with delivery coordination under 
the assumption of assignable delivery times (ADT). Under the ADT assumption, corresponding to the n jobs J1, · · · , Jn , we 
have n delivery times q1, · · · , qn given in advance. In a schedule, the n delivery times are assigned to the n jobs, respectively. 
Let ([1], · · · , [n]) be a permutation of (1, · · · , n) so that q[1] ≥ · · · ≥ q[n] . When the objective function to be minimized is the 
maximum delivery completion time of jobs, by using the two-exchange argument, we can show that, under every machine 
environment, there is an optimal schedule so that the n delivery times are assigned to the n jobs in the following way: the 
job completed ﬁrst is assigned the maximum delivery time q[1] , the job completed second is assigned the second delivery 
time q[2] , and so on. Then the ADT assumption can be also understood as the assumption of generalized delivery times (GDT).
The ADT assumption is also motivated by the following phenomenon in practical application: Apart from the processing 
and delivery of the jobs J1, · · · , Jn from the customers, the manufacturer has n tasks T1, · · · , Tn in the customer center. 
Such tasks Ti may include local transportation, repairing services, procurements, or collecting new orders. Suppose that the 
manufacturer has just one vehicle in working. Then a round of shipment of the vehicle consists of the following procedures: 
(i) deliver a processing completed job J j to its customer in the customer center, (ii) execute a task Ti in the customer 
center, and (iii) return to the manufacturer. Suppose that, in a round of shipment, the time used in procedure (i) and (iii) is 
given by q′ which is independent of J j and Ti , and the time used in procedure (ii) is given by q′i which is independent of 
J j . Then the time used in this round of shipment of the vehicle is equal to qi = q′ + q′i which only depends on the task Ti . 
Therefore, we regard each qi as a delivery time to be assigned. Fig. 1 may help the reader to understand the model easily.
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In the problem, a set N = {1, 2, · · · , n} of n jobs are ﬁrst processed on m identical machines and then delivered to their 
customers by only one vehicle which can deliver one job at each shipment. Moreover, a set of n delivery times are given in 
advance, but each delivery time does not belong to a speciﬁc job. A schedule for the problem includes a processing scheme 
of the n jobs on the m machines, an assignment of the n delivery times to the n jobs, and a delivery scheme for the delivery 
of the n jobs, where a job j can be assigned a delivery time and delivered only if it has completed its processing and the 
only vehicle is available. The objective is to minimize the maximum delivery completion time, i.e., the time when all jobs 
are delivered to their respective customers and the vehicle returns to the facility. Let D j be the delivery completion time of 
job j, i.e., the time when job j is delivered to its customer and the vehicle returns to the facility. We use Dmax to denote 
the maximum delivery completion time of all jobs. Following the classiﬁcation scheme for scheduling problems by Graham 
et al. [5], the problem in consideration is denoted by P |ADT|Dmax.
Note that the classical scheduling problem P ||Cmax is a special version of problem P |ADT|Dmax. Since problem P ||Cmax is 
strongly NP-hard, problem P |ADT|Dmax is also strongly NP-hard. Then we study the approximation of problem P |ADT|Dmax. 
For this problem, we present a 32 -approximation algorithm and a polynomial-time approximation scheme (PTAS).
The paper is organized as follows. In Section 2, we provide some useful notations and lemmas. A 32 -approximation 
algorithm for problem P |ADT|Dmax is proposed in Section 3. A PTAS for problem P |ADT|Dmax is presented in Section 4.
2. Preliminaries
The following notations are used in this paper.
• N = {1, 2, · · · , n} is the set of n job indices.
• M = {1, 2, · · · , m} is the set of m machine indices.
• Q = {q1, q2, · · · , qn} is the given set of delivery times to be assigned to the n jobs.
• p j is the processing time of job j.
• q j(σ ) ∈ Q is the round-trip delivery time assigned to job j between the machine and the customer in schedule σ .
• p( J ) =∑ j∈ J p j is the sum of processing times of the jobs in J ⊆ N .
• q( J ) =∑ j∈ J q j(σ ) is the sum of delivery times assigned to the jobs in J ⊆ N in schedule σ .• S j(σ ) is the processing starting time of job j on the machines in schedule σ .
• C j(σ ) is the processing completion time of job j on the machines in schedule σ .
• C (i)(σ ) is the processing completion time of the last job on machine i in schedule σ . We also call C (i)(σ ) the processing 
load of machine i in schedule σ .
• Cmax(σ ) =max{C j(σ ) : 1 ≤ j ≤ n} is the makespan of schedule σ .
• Cmin(σ ) =min{C (i)(σ ) : 1 ≤ i ≤m} is the minimum processing load of the machines.
• τ j(σ ) is the departure time (i.e., the delivery starting time) of job j in schedule σ . In our discussion, we require that σ
is a feasible schedule. Then τ j(σ ) ≥ C j(σ ) and the vehicle is available at time τ j(σ ).
• D j(σ ) = τ j(σ ) + q j(σ ) is the delivery completion time of job j in schedule σ .
• Dmax(σ ) =max{D j(σ ) : 1 ≤ j ≤ n} is the maximum delivery completion time of all jobs in schedule σ .
• σ(i) is the i-th delivered job in schedule σ , 1 ≤ i ≤ n.
• β = (β(1), β(2), · · · , β(n)) is the permutation of (1, 2, · · · , n) so that qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) .
By using the shifting argument and two-exchange argument, the following lemma can be easily veriﬁed.
Lemma 2.1. For problem P |ADT|Dmax , there is an optimal schedule σ with the following three properties:
(i) Cσ(1) ≤ Cσ(2) ≤ · · · ≤ Cσ(n) .
(ii) τσ(i)(σ ) =max{Cσ(i)(σ ), Dσ(i−1)(σ )} for 1 ≤ i ≤ n, where Dσ(0)(σ ) = 0.
(iii) qσ(i)(σ ) = qβ(i) .
Based on Lemma 2.1, we only need to consider schedules which have the three properties in Lemma 2.1. Such a schedule 
is completely determined by the processing scheme of the n jobs. For convenience, we always describe a schedule by the 
processing scheme.
3. The approximation algorithm
Suppose that the jobs in N are initially sorted in LPT order so that p1 ≥ p2 ≥ · · · ≥ pn . For convenience, we suppose that 
n ≥ 8. Note that the problem would be trivial if n ≤m. Then we further assume that n ≥m + 1. We deﬁne LS= (1, 2, · · · , n)
and call LS the LPT list of the jobs in N . For each i ∈ N , we deﬁne LS(i) = (1, 2, · · · , i). When no confusion can occur, we 
also use LS(i) to denote the instance {1, 2, · · · , i}.
For the classical scheduling problem P ||Cmax, Graham et al. [5] presented a 43 − 13m approximation algorithm called 
List-LPT. We will use List-LPT as subroutines in our algorithm.
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uled job in the list LS on the ﬁrst available machine starting at time t .
For problem P ||Cmax, let π be the schedule obtained by List-LPT and let π∗ be an optimal schedule. We call π the 
List-LPT schedule of LS = N . For each i ∈ N , we use π |(1,··· ,i) to denote the subschedule of π restricted on LS(i) . Then 
π |(1,··· ,i) is also a List-LPT schedule of LS(i) .
Let z ∈ N be the minimum job index so that, in schedule π |(1,··· ,z) , some machine receives three jobs. In the case that 
such an index z does not exist, we deﬁne z = n + 1. Then the deﬁnition of z implies that z ≤ min{n + 1, 2m + 1} ≤ 2m + 1. 
We further deﬁne D(z) = pz−2 + pz−1 + pz if z ∈ N and D(z) = 0 if z = n + 1. For convenience, we set π1 = π |(1,··· ,z−1) . Then 
π1 is a List-LPT schedule of LS(z−1) so that each machine has at most two jobs in π1. It is implied in Graham et al. [5] that 
π1 is an optimal schedule of problem P ||Cmax on instance LS(z−1) .
Let σ ∗ be an optimal schedule of P |ADT|Dmax. Then Dmax(σ ∗) = max{D j(σ ∗) : 1 ≤ j ≤ n} is the maximum delivery 
completion time of the jobs in σ ∗ . We deﬁne
D =max
⎧⎨
⎩ 1m · p(N) + qβ(n), maxj∈N {p j +
j∑
k=1
qβ(n+1−k)}, Cmax(π1), D(z)
⎫⎬
⎭ . (1)
Then we have the following useful lemma.
Lemma 3.1. Dmax(σ ∗) ≥ D, p(N) ≤mD, and q(N) ≤ D.
Proof. Recall that qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) . In a feasible schedule, at least one job has a processing completion time of at 
least 1m · p(N) and every job has a delivery time of at least qβ(n) . Hence, we have Dmax(σ ∗) ≥ 1m · p(N) + qβ(n) .
To show that Dmax(σ ∗) ≥ max j∈N {p j +∑ jk=1 qβ(n+1−k)}, we ﬁx an index j ∈ N and consider the jobs in LS( j) . Each job 
i ∈ LS( j) has a processing time pi ≥ p j , and so, completes no earlier than p j in σ ∗ . Since the j smallest delivery times are 
given by qβ(n+1−k) , 1 ≤ k ≤ j, the total delivery time of the jobs in LS( j) is at least ∑ jk=1 qβ(n+1−k) in σ ∗ . It follows that 
Dmax(σ ∗) ≥max j∈N {p j +∑ jk=1 qβ(n+1−k)}.
The inequality Dmax(σ ∗) ≥ Cmax(π1) follows from the fact that π1 is an optimal schedule of problem P ||Cmax on instance 
LS(z−1) .
To show that Dmax(σ ∗) ≥ D(z) , we may assume that z ∈ N , since D(z) = 0 if z = n + 1. Then n ≥ m + 2 and D(z) =
pz−2 + pz−1 + pz . Let π2 = π |(1,··· ,z) and let π∗2 be an optimal schedule of problem P ||Cmax on instance LS(z) . Suppose 
that job z is processed on machine i in π2. Let (i, 1) and (i, 2) be the two jobs other than z processed on machine i
in π2. If Cmax(π1) = Cmax(π2), then D(z) = pz−2 + pz−1 + pz ≤ p(i,1) + p(i,2) + pz ≤ Cmax(π2) = Cmax(π1) ≤ Dmax(σ ∗), as 
required. Suppose in the following that Cmax(π1) < Cmax(π2). Let M(1)(π2) be the set of machine indices k so that machine 
k receives just one job in π2. Let M(2)(π2) = M \ M(1)(π2). Let J (1)(π2) and J (2)(π2) be the sets of jobs processed on 
M(1)(π2) and M(2)(π2) in π2, respectively. From the deﬁnitions of z and π2, we have J (1)(π2) ∪ J (2)(π2) = {1, 2, · · · , z}, 
|M(1)(π2)| + |M(2)(π2)| =m, | J (1)(π2)| = |M(1)(π2)|, and | J (2)(π2)| = 2 · |M(2)(π2)| + 1. By the implementation of List-LPT, 
for every two jobs j′ and j′′ with { j′, j′′} ∩ J (1)(π2) 
= ∅, we have p j′ + p j′′ > Cmax(π2) ≥ Cmax(π∗2 ). This means that each 
job in J (1)(π2) cannot be processed on a machine together with other jobs in π∗2 . Then, in the optimal schedule π∗2 of 
problem P ||Cmax on the instance LS(z) , | J (1)(π2)| = |M(1)(π2)| machines are only used for processing the jobs in J (1)(π2)
and the remaining m − |M(1)(π2)| = |M(2)(π2)| machines are used for processing the 2 · |M(2)(π2)| + 1 jobs in J (2)(π2). By 
the pigeonhole principle, some machine processes at least three jobs in π∗2 . Let j1, j2, j3 be three jobs which are processed 
on a common machine in π∗2 . Then p j1 + p j2 + p j3 ≥ pz−2 + pz−1 + pz since LS(z) = (1, 2, · · · , z) is an LPT list. Consequently, 
D(z) = pz−2 + pz−1 + pz ≤ p j1 + p j2 + p j3 ≤ Cmax(π∗2 ) ≤ Dmax(σ ∗).
From the above discussions, we conclude that Dmax(σ ∗) ≥ D .
Finally, the relations p(N) ≤m · D and q(N) ≤ D follow directly from the deﬁnition of D in (1). The lemma follows. 
Sometimes we choose to obtain a schedule of the n jobs in N in the following way: For an index n0 with 0 ≤ n0 ≤ n − 1, 
we ﬁrst generate a schedule σ0 for the n0 jobs in LS(n0) without artiﬁcial idle times on each machine. After this, we 
schedule the remaining jobs n0 + 1, n0 + 2, · · · , n by the strategy of algorithm List-LPT. In this case, we say that the jobs 
n0 + 1, n0 + 2, · · · , n are scheduled by algorithm List-LPT based on σ0. We use Cmax(σ0) to denote the maximum processing 
completion time of the jobs 1, 2, · · · , n0 in σ0. When n0 = 0, we deﬁne Cmax(σ0) = 0.
Lemma 3.2. Suppose that 0 ≤ n0 ≤ n − 1 and σ0 is a schedule of LS(n0) without artiﬁcial idle times on each machine. Let σ be the 
schedule of N obtained by scheduling jobs n0 + 1, n0 + 2, · · · , n by algorithm List-LPT based on σ0. Then
Cmax(σ ) ≤max{Cmax(σ0), Cmin(σ ) + pn0+1} ≤max{Cmax(σ0), D + pn0+1}. (2)
Moreover, if each machine has at most one job which completes after time D in σ0 , then each machine also has at most one job which 
completes after time D in σ .
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Suppose in the following that Cmax(σ ) > Cmax(σ0). Let j be a job assuming Cmax(σ ) in σ . Then j ∈ {n0+1, n0+2, · · · , n}, 
and so, p j ≤ pn0+1. Note that S j(σ ) ≤ Cmin(σ ) since σ is the schedule of N obtained by scheduling jobs n0 +1, n0+2, · · · , n
by algorithm List-LPT based on σ0. In the time interval [0, Cmin(σ )] the m machines are all busy. This implies that Cmin(σ ) ≤
p(N)/m ≤ D , where the last inequality follows from Lemma 3.1. Then Cmax(σ ) = S j(σ ) + p j ≤ Cmin(σ ) + pn0+1 ≤ D + pn0+1. 
This proves (2).
The second statement follows from the fact that Cmin(σ ) ≤ p(N)/m ≤ D and the implementation of algorithm List-LPT. 
The lemma follows. 
The following notations will be used in our discussion.
• J A = { j ∈ N : 3D4 < p j ≤ D}.
• J B = { j ∈ N : D2 < p j ≤ 3D4 }.
• J E = { j ∈ N : 3D8 < p j ≤ D2 }.
• J F = { j ∈ N : D4 < p j ≤ 3D8 }.
• JG = { j ∈ N : D8 < p j ≤ D4 }.
• J H = { j ∈ N : 0 < p j ≤ D8 }.• nA = | J A |, nB = | J B |, nE = | J E |, nF = | J F |, nG = | JG |, and nH = | J H |.
Lemma 3.3. nA + nB ≤m, and so, pm+1 ≤ D2 .
Proof. Suppose to the contrary that nA + nB ≥ m + 1. Then z ≥ m + 2 and {1, 2, · · · , m + 1} ⊆ J A ∪ J B ⊆ LS(z−1) . This 
means that two jobs, say j′ and j′′ , in J A ∪ J B are scheduled in a common machine in π1. Then we have D < p j′ + p j′′ ≤
Cmax(π1) ≤ D , where the ﬁrst inequality follows from the fact that j′, j′′ ∈ J A ∪ J B and the last inequality follows from the 
deﬁnition of D in (1). This contradiction establishes the lemma. Then we have nA + nB ≤m, and so, pm+1 ≤ D2 . 
Lemma 3.4. nA + nB + nE ≤min{z − 1, 2m − nA} ≤ 2m. Furthermore, if nA + nB + nE = 2m − nA , then pnA+2(m−nA )+1 ≤ D4 .
Proof. Note that (1, 2, · · · , x) is an LPT list for each x ∈ N . If nA +nB +nE ≥ z, then z−2, z−1, z ∈ J A ∪ J B ∪ J E . This implies 
that pz−2 ≥ pz−1 ≥ pz > 3D8 . From (1), we have D < 3 · 3D8 < pz−2 + pz−1 + pz = D(z) ≤ D , a contradiction. It follows that 
nA + nB + nE ≤ z − 1.
To continue the proof, we set x = 2m − nA + 1 = nA + 2(m − nA) + 1. We only need to show that nA + nB + nE ≤ x − 1
and if nA + nB + nE = x − 1, then px ≤ D4 .
Suppose to the contrary that either nA +nB +nE ≥ x or nA +nB +nE = x −1 and px > D4 . Then x ≤ z. If nA +nB +nE ≥ x, 
then {1, 2, · · · , x} ⊆ J A∪ J B ∪ J E , and so, px > 3D8 > D4 . Hence, in both cases, we have px > D4 , and so, x ≤ n. From Lemma 3.3, 
we have nA ≤m. Then x ≥ max{m + 1, nA + 1} ≥ 3, J A = {1, 2, · · · , nA} ⊆ {1, 2, · · · , x − 1}, and x − 2, x − 1 ∈ J A ∪ J B ∪ J E . 
This further implies that px−2 ≥ px−1 > 3D8 .
In the List-LPT schedule π of N , the nA jobs 1, 2, · · · , nA in J A are scheduled on the ﬁrst nA machines 1, 2, · · · , nA , 
respectively, and the 2(m − nA) jobs nA + 1, nA + 2, · · · , x − 1 in J B ∪ J E , each having a processing time greater than 3D8 , 
are scheduled on the last m − nA machines nA + 1, nA + 2, · · · , m so that each machine receives exactly two jobs. If job x
is processed on one of the ﬁrst nA machines in π , then there is a job j ∈ J A so that the two jobs x and j are processed 
on a common machine in π . Since px > D4 and p j >
3D
4 , we have D = D4 + 3D4 < px + p j ≤ Cmax(π1) ≤ D , a contradiction. 
If job x is processed on one of the last m − nA machines in π , then x = z. From the deﬁnition of D , together with the 
facts that px−2 ≥ px−1 > 3D8 and px > D4 , we have D = 3D8 + 3D8 + D4 < px−2 + px−1 + px = pz−2 + pz−1 + pz = D(z) ≤ D , a 
contradiction again. The lemma follows. 
The following two inequalities, which follow directly from Lemma 3.1 and the deﬁnition of D in (1), will be repeatedly 
used in our discussion.
q(N) ≤ D. (3)
p j +
j∑
k=1
qβ(n+1−k) ≤ D for j ∈ N. (4)
Now we are ready to describe our approximation algorithms for problem P |ADT|Dmax. We use i → j to denote the fact 
that job i is processed directly before job j on the same machine, i, j ∈ N . We ﬁrst consider the case that n ≤ 2m − 1.
Algorithm H. For problem P |ADT|Dmax with n ≤ 2m − 1.
Step 1. Let LS= (1, 2, · · · , n) be the LPT list of the n jobs in N .
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Fig. 3. The processing of the n jobs in Step 3 with z ≤ n.
• If z = n + 1, then go to Step 2.
• Otherwise, go to Step 3.
Step 2. Schedule job j on machine j starting at time zero for each j = 1, 2, · · · , 2m − n. Schedule jobs m + j →m − j + 1
on machine m − j + 1 starting at time zero for each j = 1, 2, · · · , n −m. The resulted schedule, denoted by σ ′ , is described 
in Fig. 2.
Step 3. Schedule jobs z + j − 1 → j on machine j starting at time zero for each j = 1, 2, · · · , n − z + 1. Schedule jobs 
m + j → m − j + 1 on machine m − j + 1 starting at time zero for each j = 1, 2, · · · , z − m − 1. Schedule the remaining 
2m −n jobs n − z+ 2, n − z+ 3, · · · , 2m − z+ 1 on machine j for each j = n − z+ 2, n − z+ 3, · · · , 2m − z+ 1. The resulted 
schedule, denoted by σ ′′ , is described in Fig. 3.
Step 4. Let σ be the current schedule of N . The jobs are delivered in the nondecreasing order of their processing completion 
times in σ as soon as possible. 
It is not hard to see that Algorithm H runs in O (n logn) time. Note that we have three schedules σ ′ , σ ′′ and σ in 
Algorithm H. Moreover, if z = n + 1, we have σ = σ ′ , and if z ≤ n, we have σ = σ ′′ .
Theorem 3.5. Algorithm H has a worst-case performance ratio of at most 32 .
Proof. From Lemma 3.1, we only need to show that Dmax(σ ) ≤ 3D2 . Let l be the ﬁrst job in σ so that the vehicle is busy 
from time τl(σ ) to time Dmax(σ ). Then τl(σ ) = Cl(σ ). Let J+(l) = { j ∈ N : C j(σ ) ≥ Cl(σ )}. Then Dmax(σ ) = Cl(σ ) +q( J+(l)). 
Moreover, from (3), we have q( J+(l)) ≤ q(N) ≤ D .
If Cl(σ ) ≤ D2 , then Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ D2 + D = 3D2 , as required. Hence, we assume in the following that 
Cl(σ ) >
D
2 . We distinguish the following two cases.
Case 1: z = n + 1. Then π = π1, σ = σ ′ , and the jobs are processed in Step 2 of Algorithm H. By the implementation 
of Algorithm H, the ﬁrst 2m − n jobs 1, 2, · · · , 2m − n are processed on the ﬁrst 2m − n machines, respectively, and the 
remaining 2(n −m) jobs 2m − n + 1, 2m − n + 2, · · · , n are processed on the last n −m machines in the way that the two 
jobs m + j and m − j +1 are processed on machine m − j +1 for each j = 1, 2, · · · , n −m (see Fig. 2). This implies that σ = σ ′
is obtained from π1 = π by exchanging the order of the two jobs on each of the last n −m machines. From the deﬁnition of 
D , we have Cmax(σ ) = Cmax(π1) ≤ D . Moreover, m + j →m − j +1 on machine m − j +1 implies that qm+ j(σ ) ≥ qm− j+1(σ )
for each j = 1, 2, · · · , n − m. It follows that q({2m − n + 1, 2m − n + 2, · · · , m}) ≤ q({m + 1, m + 2, · · · , n}). From the fact 
q(N) ≤ D in (3), we have
q({2m− n+ 1,2m− n+ 2, · · · ,m}) ≤ D . (5)
2
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where the last inequality follows from Lemma 3.3. From the assumption Cl(σ ) >
D
2 , we have l ∈ {1, 2, · · · , m}.
If l ≤ 2m − n, from Fig. 2, we have J+(l) ⊆ {1, 2, · · · , l} ∪ {2m − n + 1, 2m − n + 2, · · · , m}. From (5), we have q( J+(l)) ≤∑l
k=1 qβ(n−k+1) + D2 . Note that Cl(σ ) = pl . Then Dmax(σ ) = Cl(σ ) +q( J+(l)) ≤ pl +
∑l
k=1 qβ(n−k+1) + D2 ≤ D + D2 = 3D2 , where 
the second inequality follows from (4), as required.
Suppose in the following that l ≥ 2m − n + 1. If Cl(σ ) ≤ p1, we choose an index h ≤ 2m − n with Cl(σ ) ≤ Ch(σ ) so that 
Ch(σ ) is as small as possible. From Fig. 2, we have J+(l) ⊆ {1, 2, · · · , h} ∪{2m −n +1, 2m −n +2, · · · , m}. From (5), we have 
q( J+(l)) ≤∑hk=1 qβ(n−k+1) + D2 . Note that Cl(σ ) ≤ Ch(σ ) = ph . Then Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ ph +∑hk=1 qβ(n−k+1) +
D
2 ≤ 3D2 , as required.
If Cl(σ ) > p1, then J+(l) ⊆ {2m − n + 1, 2m − n + 2, · · · , m}. From (5), we have q( J+(l)) ≤ D2 . By the deﬁnition of D , we 
have Cl(σ ) ≤ Cmax(σ ) = Cmax(π1) ≤ D . Thus Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ D + D2 = 3D2 , as required.
Case 2: z ≤ n. Then σ = σ ′′ and the jobs are processed in Step 3 of Algorithm H. By the implementation of Algorithm H, 
on the ﬁrst n − z + 1 machines, the two jobs z + j − 1 and j are processed on machine j for each j = 1, 2, · · · , n − z + 1, 
and on the last z − m − 1 machines, the two jobs m + j and m − j + 1 are processed on machine m − j + 1 for each 
j = 1, 2, · · · , z −m − 1 (see Fig. 3). Let σ0 be the schedule of LS(z−1) obtained from σ ′′ by deleting jobs in {z, z + 1, · · · , n}, 
exchanging the order of the two jobs on each of the last z −m − 1 machines, and deleting unnecessary idle times. It can be 
observed that σ0 = π1. From the deﬁnition of D , we have
max{pm+ j + pm− j+1 : j = 1,2, · · · , z −m− 1} ≤ Cmax(π1) ≤ D. (6)
Note that the jobs z + j − 1 → j are processed on machine j for each j = 1, 2, · · · , n − z + 1 and m + j → m − j + 1 are 
processed on machine m − j + 1 for each j = 1, 2, · · · , z −m − 1. Then qz+ j−1(σ ) ≥ q j(σ ) for each j = 1, 2, · · · , n − z + 1
and qm+ j(σ ) ≥ qm− j+1(σ ) for each j = 1, 2, · · · , z −m − 1. It follows that q({1, 2, · · · , n − z + 1}) + q({2m − z + 2, 2m − z +
3, · · · , m}) ≤ q({z, z + 1, · · · , n}) + q({m + 1, m + 2, · · · , z − 1}). From the fact q(N) ≤ D in (3), we have
q({1,2, · · · ,n− z + 1}) + q({2m− z + 2,2m − z + 3, · · · ,m}) ≤ D
2
. (7)
Moreover, we can observe that each job in {m + 1, m + 2, · · · , n} starts at time zero in σ . By Lemma 3.3, we have Cn(σ ) ≤
Cn−1(σ ) ≤ · · · ≤ Cm+1(σ ) = pm+1 ≤ D2 . Then l ∈ {1, 2, · · · , m} since Cl(σ ) > D2 .
If l ≤ n − z + 1 and Cl(σ ) ≤ D , from Fig. 3, we have J+(l) ⊆ {1, 2, · · · , l} ∪ {2m − z + 2, 2m − z + 3, · · · , m}. From (7), we 
have q( J+(l)) ≤ D2 . Consequently, Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ D + D2 = 3D2 , as required.
If l ≤ n − z+1 and Cl(σ ) > D , from (6), we have J+(l) = {1, 2, · · · , l}, and so, q( J+(l)) =∑lk=1 qβ(n−k+1) . Since z+ l −1 ≥
z ≥m +2 >m +1, from Lemma 3.3, we have pz+l−1 ≤ pm+1 ≤ D2 . Note that Cl(σ ) = pz+l−1+ pl and pl +
∑l
k=1 qβ(n−k+1) ≤ D
from (4). Then Dmax(σ ) = Cl(σ ) + q( J+(l)) = pz+l−1 + pl +∑lk=1 qβ(n−k+1) < D2 + D = 3D2 , as required.
If l ∈ {n − z+2, n − z+3, · · · , 2m − z+1}, from Fig. 3, we have J+(l) ⊆ {1, 2, · · · , l} ∪{2m − z+2, 2m − z+3, · · · , m}. From 
(7), we have q( J+(l)) ≤∑lk=1 qβ(n−k+1) + D2 . Note that Cl(σ ) = pl . Then Dmax(σ ) = Cl(σ ) +q( J+(l)) ≤ pl +∑lk=1 qβ(n−k+1) +
D
2 ≤ 3D2 , as required.
If l ≥ 2m − z + 2, then the deﬁnition of π1 implies that C1(σ ) = pz + p1 ≥ Cmax(π1) ≥ max{pm+ j + pm− j+1 : j =
1, 2, · · · , z − m − 1} ≥ Cl(σ ), where the second inequality follows from (6). Let h ≤ 2m − z + 1 be a job index with 
Cl(σ ) ≤ Ch(σ ) so that Ch(σ ) is as small as possible. If h ∈ {n − z + 2, n − z + 3, · · · , 2m − z + 1}, from Fig. 3, we have 
J+(l) ⊆ {1, 2, · · · , h} ∪ {2m − z + 2, 2m − z + 3, · · · , m}. From (7), we have q( J+(l)) ≤ ∑hk=1 qβ(n−k+1) + D2 . Note that 
Cl(σ ) ≤ Ch(σ ) = ph . Then Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ ph +∑hk=1 qβ(n−k+1) + D2 ≤ 3D2 , as required. If h ≤ n − z + 1, from 
Fig. 3, we have J+(l) ⊆ {1, 2, · · · , h} ∪ {2m − z + 2, 2m − z + 3, · · · , m}. From (7), we have q( J+(l)) ≤ D2 . Note that Cl(σ ) ≤
max{pm+ j + pm− j+1 : j = 1, 2, · · · , z −m − 1} ≤ Cmax(π1|(1,2,··· ,z−1)) ≤ D . Then Dmax(σ ) = Cl(σ ) + q( J+(l)) ≤ D + D2 = 3D2 , 
as required. This completes the proof. 
Suppose in the following that n ≥ 2m and recall that qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) . From the relation q(N) ≤ D in (3), we 
have
m∑
k=1
qβ(n−k+1) ≤ D2 . (8)
When 
∑m
k=1 qβ(n−k+1) > 3D8 , we deﬁne three indices α1, α2, α3 ∈ M = {1, 2, · · · , m} in the following way.
Deﬁnition 1. Suppose that 
∑m
k=1 qβ(n−k+1) > 3D8 . For each i ∈ {1, 2, 3}, we deﬁne αi ∈ M to be the machine index so that ∑αi
k=1 qβ(n−k+1) ≤ iD8 and 
∑αi+1
k=1 qβ(n−k+1) >
iD
8 .
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∑m
k=1 qβ(n−k+1) > 3D8 , i.e., qβ(n) + qβ(n−1) + · · · + qβ(n−m+1) > 3D8 , we can show that α1, α2
and α3 exist. Recall that n ≥ 8, qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) , and qβ(1) + qβ(2) + · · · + qβ(n) ≤ D . If α1 does not exist, then 
qβ(n) >
D
8 , and so, n ≤ 7, a contradiction. Hence, α1 indeed exists. This also shows that α2 and α3 exist. From Deﬁnition 1, 
we further have 1 ≤ α1 ≤ α2 ≤ α3 ≤m − 1. Moreover, we have the following inequalities for α1, α2 and α3:⎧⎪⎪⎨
⎪⎪⎩
∑α1
k=1 qβ(n−k+1) ≤ D8 and
∑α1+1
k=1 qβ(n−k+1) >
D
8 ,∑α2
k=1 qβ(n−k+1) ≤ D4 and
∑α2+1
k=1 qβ(n−k+1) >
D
4 ,∑α3
k=1 qβ(n−k+1) ≤ 3D8 and
∑α3+1
k=1 qβ(n−k+1) >
3D
8 .
(9)
By putting (4) and (9) together, we have the following inequalities for pα1+1, pα2+1 and pα3+1:
pα1+1 <
7D
8
, pα2+1 <
3D
4
, pα3+1 <
5D
8
. (10)
Let μ = nA + nB + nE . Then μ + 1 
∈ J A ∪ J B ∪ J E , and so, pμ+1 ≤ 3D8 . From Lemma 3.4, we have μ ≤ z − 1 and 
μ ≤ 2m − nA ≤ 2m. This implies that
p2m+1 ≤ pz ≤ pμ+1 ≤ 3D
8
. (11)
Algorithm LPT-LS-SPT. For problem P |ADT|Dmax with n ≥ 2m.
Step 1. Let LS= (1, 2, · · · , n) be the LPT list of the n jobs in N .
• If ∑mk=1 qβ(n−k+1) > 3D8 , then go to step 2.• Otherwise, go to step 3.
Step 2. Schedule the jobs by the following three procedures.
(2.1) Schedule the ﬁrst 2m jobs 1, 2, · · · , 2m by the following way:
• If z ≤ 2m, then schedule jobs j → z + j − 1 on machine j starting at time zero for each j = 1, 2, · · · , 2m − z + 1, and 
schedule jobs m +1 − j →m + j on machine m +1 − j starting at time zero for each j = 1, 2, · · · , z−m −1 (see Fig. 4).
• If z = 2m + 1, then schedule jobs m + 1 − j →m + j on machine m + 1 − j starting at time zero for each j = 1, 2, · · · , m
(see Fig. 5).
(2.2) Schedule the remaining n − 2m jobs 2m + 1, 2m + 2, · · · , n (if any) by algorithm List-LPT based on the schedule of 
jobs 1, 2, · · · , 2m in Step (2.1). Let σ1 be the resulted schedule of the n jobs.
(2.3) Let J∗ = { j ∈ N : C j(σ1) > D} and set λ∗ = | J∗|. Note that, from the second statement in Lemma 3.2, the λ∗ jobs 
in J∗ are scheduled on λ∗ distinct machines in σ1. Let K ∗ = {i ∈ M : C (i)(σ1) ≤ D, i ≤ α2} and set ν∗ = |K ∗|. Then no jobs 
in J∗ are processed on the ν∗ machines in K ∗ in σ1, or equivalently, exactly α2 − ν∗ jobs in J∗ are processed on the ﬁrst 
α2 machines 1, 2, · · · , α2 in σ1. From the relation α3 ≥ α2, we observe that at most α3 − ν∗ jobs in J∗ are processed on 
the ﬁrst α3 machines 1, 2, · · · , α3 in σ1. Consequently, at least λ∗ − α3 + ν∗ jobs in J∗ are processed on the last m − α3
machines α3 + 1, α3 + 2, · · · , m in σ1.
• If λ∗ > α3, we deﬁne Sub( J∗) to be the set of the smallest λ∗ − α3 + ν∗ jobs (subject to the processing times) in J∗
which are processed on the last m − α3 machines in σ1. Then we modify the schedule σ1 by the following way:
Delete the jobs in Sub( J∗) from σ1. The resulted schedule is denoted by σ1 \ Sub( J∗). Reschedule the jobs in Sub( J∗) by 
algorithm List-LPT on the ﬁrst α2 machines 1, 2, · · · , α2 based on the schedule σ1 \ Sub( J∗) of the jobs in N \ Sub( J∗). The 
resulted schedule is denoted by σ2. Then go to Step 4.
• If λ∗ ≤ α3, then set σ2 = σ1 and go to Step 4 directly.
Step 3. Schedule the jobs in N by algorithm List-LPT starting at time zero. The resulted schedule is just the List-LPT schedule 
π of N . Set σ3 = π and go to Step 4.
Step 4. Let ψ be the current schedule of N . We obtain a new schedule σ4 of N from ψ by rescheduling the jobs on 
each machine in SPT order starting at time 0. Then the jobs are delivered in the nondecreasing order of their processing 
completion times in σ4 as soon as possible. 
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Fig. 5. The processing of the ﬁrst 2m jobs in Step (2.1) with z = 2m + 1.
It is not hard to see that Algorithm LPT-LS-SPT runs in O (n logn) time. We have ﬁve schedules σ1, σ2, σ3, σ4 and ψ of 
N in Algorithm LPT-LS-SPT. σ1 is the schedule at the end of Step (2.2), σ2 is the schedule at the end of Step (2.3), σ3 is 
the schedule at the end of Step 3, σ4 is the schedule at the end of Step 4 and also the end of Algorithm LPT-LS-SPT, and 
ψ ∈ {σ1, σ2, σ3} is the schedule at the beginning of Step 4. Moreover, σ4 is the schedule of N obtain from ψ by rescheduling 
the jobs on each machine in SPT order starting at time 0. From Fig. 4 and Fig. 5, the subschedule σ1|(1,··· ,z−1) is the same 
as π1, up to the permutation of machines. Since μ ≤ z − 1, σ1|(1,··· ,μ) is a subschedule of σ1|(1,··· ,z−1) . From the deﬁnition 
of D , we have
Cmax(σ1|(1,··· ,μ)) ≤ Cmax(σ1|(1,··· ,z−1)) = Cmax(π1) ≤ D. (12)
Note that σ1|(1,··· ,2m) is the schedule of the ﬁrst 2m jobs 1, 2, · · · , 2m obtained in Step (2.1) of Algorithm LPT-LS-SPT. 
Moreover, μ = nA +nB +nE and LS= (1, 2, · · · , n) is an LPT list of the jobs in N . If z ≤ 2m, σ1|(1,··· ,2m) is described in Fig. 4. 
In this case, we have z ∈ J F ∪ JG ∪ J H , and so, Cmax(σ1|(1,··· ,2m)) = p1 + pz ≤ D + 3D8 = 11D8 . If z = 2m + 1, from (12), we 
have Cmax(σ1|(1,··· ,2m)) = Cmax(σ1|(1,··· ,z−1)) ≤ D . Hence, for the ﬁrst 2m jobs, we always have
Cmax(σ1|(1,··· ,2m)) ≤ 11D8 . (13)
Recall that C (i)(σ ) is the processing load of machine i in schedule σ and Cmin(σ ) = min{C (i)(σ ) : i = 1, 2, · · · , m}. From 
Lemma 3.1, we have the following Observation 1, which is also implied in the proof of Lemma 3.2.
Observation 1. Cmin(σk) ≤ D , k = 1, 2, 3, 4.
Recall that μ = nA + nB + nE ≤ z − 1. From (12), we have the following Observation 2.
Observation 2. { j : C j(σ1) > D} ⊆ J F ∪ JG ∪ J H , or equivalently, C j(σ1) > D implies p j ≤ 3D8 .
Lemma 3.6. If 
∑m
k=1 qβ(n−k+1) > 3D8 , then p2m+1 <
D
4 .
Proof. From (4), we have p2m+1 +∑2m+1k=1 qβ(n−k+1) ≤ D . Since qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) , we also have ∑2m+1k=1 qβ(n−k+1) ≥
2 
∑m
k=1 qβ(n−k+1) > 2 · 3D8 = 3D4 . Consequently, p2m+1 < D4 . The lemma follows. 
In the case that 
∑m
k=1 qβ(n−k+1) > 3D8 and λ
∗ > α3, we set Sub( J∗) = { j1, j2, · · · , jλ∗−α3+ν∗ } so that p j1 ≥ p j2 ≥ · · · ≥
p jλ∗−α3+ν∗ . Moreover, we use TII(σi) to denote the total idle time in the time interval [0, D] on the m machines in σi , 
i = 1, 2.
Lemma 3.7. Suppose that 
∑m
k=1 qβ(n−k+1) > 3D8 and λ
∗ > α3 . Then we have the following two statements.
(i) Each machine i ≥ α3 + 1, which has a job in Sub( J∗) in σ1 , has at least three jobs in σ1. Moreover, we have
jk ≥ 2m+ 1 and p jk ≤ p2m+1 <
D
for each jk ∈ Sub( J∗). (14)4
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m− α3 ≤min{α1,α2 − α1} and 2(m− α3) ≤ α2, (15)
p1 ≥ p2 ≥ · · · ≥ pα2 ≥
3D
8
, (16)
TII(σ1) ≤ TII(σ2) < (m − α3) · D
4
. (17)
Proof. In fact, if jk is a job in Sub( J∗) and i ≥ α3 + 1 is a machine so that only the two jobs jk and i are processed on 
machine i in σ1, from Observation 2, we have p jk ≤ 3D8 . From (10), we have pα3+1 < 5D8 . Since pi ≤ pα3+1 < 5D8 , we have 
p jk + pi < 3D8 + 5D8 = D , contradicting the fact that jk ∈ Sub( J∗).
The above discussion implies that jk ≥ 2m +1, and so, from Lemma 3.6, we have p jk ≤ p2m+1 < D4 for each jk ∈ Sub( J∗). 
This proves the ﬁrst statement.
To prove (15), we set κ =min{α1, α2 − α1}. We ﬁrst show that m − α3 ≤ κ . Recall that qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) .
If m − α3 ≥ κ + 2, then either m − α3 ≥ α1 + 2 or m − α3 ≥ α2 − α1 + 2. From (8) and (9), in the case that m − α3 ≥
α1 + 2, we have D2 ≥
∑m
k=1 qβ(n−k+1) =
∑α3+1
k=1 qβ(n−k+1) +
∑m
k=α3+2 qβ(n−k+1) ≥
∑α3+1
k=1 qβ(n−k+1) +
∑α1+1
k=1 qβ(n−k+1) >
3D
8 +
D
8 = D2 , a contradiction, and in the case that m − α3 ≥ α2 − α1 + 2, we have D2 ≥
∑m
k=1 qβ(n−k+1) =
∑α3+1
k=1 qβ(n−k+1) +∑m
k=α3+2 qβ(n−k+1) ≥
∑α3+1
k=1 qβ(n−k+1) +
∑α2+1
k=1 qβ(n−k+1) −
∑α1
k=1 qβ(n−k+1) >
3D
8 + D4 − D8 = D2 , a contradiction again. Hence, 
m − α3 ≤ κ + 1.
If m −α3 = κ + 1, then either m −α3 = α1 + 1 or m −α3 = α2 −α1 + 1. Suppose ﬁrst that n ≥ 2m + 2. From Lemma 3.1
and (9), in the case that m − α3 = α1 + 1, we have D ≥ ∑nk=1 qβ(n−k+1) ≥ 2 ∑m+1k=1 qβ(n−k+1) ≥ 2(∑α1+1k=1 qβ(n−k+1) +∑α3+1
k=1 qβ(n−k+1)) > 2(
D
8 + 3D8 ) = D , a contradiction, and in the case that m − α3 = α2 − α1 + 1, we have D ≥∑n
k=1 qβ(n−k+1) ≥ 2 
∑m+1
k=1 qβ(n−k+1) ≥ 2(
∑α2+1
k=1 qβ(n−k+1) −
∑α1
k=1 qβ(n−k+1) +
∑α3+1
k=1 qβ(n−k+1)) > 2(
D
8 + 3D8 ) = D , a contra-
diction.
Suppose in the following that n ≤ 2m + 1. From (12), we have Cmax(σ1|(1,··· ,z−1)) ≤ D . This implies that Ci(σ1) ≤ D for 
i = 1, 2, · · · , z − 1, and so, λ∗ ≤ n − (z − 1).
If z − 1 ≥ 2m − α3 + 1, then λ∗ ≤ n − (z − 1) ≤ n − (2m − α3 + 1) ≤ α3, a contradiction.
If z− 1 ≤ 2m −α3, then by the implementation of Algorithm LPT-LS-SPT, the two jobs m − j + 1 and m + j are processed 
on machine m − j +1, j = 1, 2, · · · , z−m −1. From (12), we have max{pm− j+1+ pm+ j : j = 1, 2, · · · , z−m −1} ≤ Cmax(π1) ≤
D . Note that z ≥m + 2. Then z+α3 − 1 ≥m + 2 +α3 − 1 =m +α3 + 1. From (4), we have pz+α3−1 ≤ D −
∑m
k=1 qβ(n−k+1) −∑α3+1
k=1 qβ(n−k+1) <
D
4 . Recall that α1 ≤ α2 ≤ α3. Then either α3 ≥ α1 + 1 or α3 = α1. If α3 ≥ α1 + 1, from (10), we have 
pα3 ≤ pα1+1 < 3D4 . Note that the jobs j and z+ j −1 are processed on machine j, j = 1, 2, · · · , 2m − z. Thus pz+α3−1+ pα3 =
C(z+α3−1)(σ1) < D . Hence, λ∗ ∈ {z, z+1, · · · , z+α3 −2, n}, and so, we have λ∗ ≤ α3 −1 +1 = α3, a contradiction. If α3 = α1, 
then qβ(n−α3) =
∑α3+1
k=1 qβ(n−k+1) −
∑α3
k=1 qβ(n−k+1) =
∑α3+1
k=1 qβ(n−k+1) −
∑α1
k=1 qβ(n−k+1) >
D
4 . From (3) and (8), we have 
m −α3 = 1 and n ≤m + 2. Note that z− 1 ≥m + 1. Then λ∗ ≤ n − (z− 1) ≤m + 2 − (m + 1) = 1 ≤ α3, a contradiction again.
From the above discussions, we conclude that m −α3 ≤ κ . Consequently, m −α3 ≤min{α1, α2 −α1} and 2(m −α3) ≤ α2. 
This proves (15).
To prove (16), we suppose to the contrary that pα2 <
3D
8 . Recall that p2m+1 <
D
4 from Lemma 3.6. By Step 2.1 of 
Algorithm LPT-LS-SPT, there are just two jobs of {1, 2, · · · , 2m} which are processed on machine i in σ1, i = 1, 2, · · · , m. 
Then C (i)(σ1|(1,··· ,2m)) ≤ 2pα2 < 3D4 for each i ≥ α2, or equivalently, the processing load on each of the last m + 1 − α2
machines in σ1|(1,··· ,2m) is less than 3D4 . Since | J∗| = λ∗ > α3 ≥ α2, we have n ≥ 2m + 1. Let n′ = min{n, 3m + 1 − α2}. 
According to the implement of Step 2.2 of Algorithm LPT-LS-SPT, the n′ − 2m jobs 2m + 1, 2m + 2, · · · , n′ are scheduled on 
the m machines by algorithm List-LPT based on σ1|(1,··· ,2m) in σ1. Since n′ − 2m ≤m + 1 −α2 and p j ≤ p2m+1 < D4 for each 
j = 2m + 1, 2m + 2, · · · , n′ , from Lemma 3.2, we have C (i)(σ1|(1,··· ,n′)) < 3D4 + D4 = D for each i ≥ α2. Then the fact | J∗| > α2
further implies that n > n′ , and therefore, n′ = 3m + 1 − α2. Since λ∗ = | J∗| = |{i ∈ M : C (i)(σ ) > D}|, we have
λ∗ ≤ (α2 − 1) + (n − n′). (18)
If n − n′ ≥ α3 − α2 + 1, then n > 3m + (α3 + 1) − 2α2. From the fact that qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) , we have
q(N) ≥ 3×
m∑
k=1
qβ(n−k+1) +
α3+1∑
k=1
qβ(n−k+1) − 2×
α2∑
k=1
qβ(n−k+1). (19)
Note that our assumption in this lemma implies that 
∑m
k=1 qβ(n−k+1) > 3D8 . Moreover, from (9), we have 
∑α2
k=1 qβ(n−k+1) ≤ D4
and 
∑α3+1
k=1 qβ(n−k+1) >
3D
8 . Thus, from (19), we have q(N) > 3 × 3D8 + 3D8 −2 × D4 = D . But this contradicts (3). Consequently, 
we have n − n′ ≤ α3 − α2.
Now, from (18), we have λ∗ ≤ (α2 − 1) + (α3 −α2) = α3 − 1, a contradiction to the assumption that λ∗ > α3. This proves 
(16).
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From Algorithm LPT-LS-SPT, in the time interval [S j1 (σ1), D] the m machines are all busy in σ1 \ Sub( J∗). It follows that 
Cmin(σ2) >
3D
4 .
Recall that σ2 is obtained from σ1 by rescheduling the λ∗−α3+ν∗ jobs in Sub( J∗) on the ﬁrst α2 machines by algorithm 
List-LPT. Then TII(σ1) ≤ TII(σ2). After deleting the λ∗ − α3 + ν∗ smallest jobs in Sub( J∗) from σ1, there are exactly α3 jobs 
remaining in J∗ which are processed on distinct machines in σ2. Therefore, |{i ∈ M : C (i)(σ2) ≤ D}| ≤m − α3. Together with 
the fact that Cmin(σ2) >
3D
4 , we conclude that TII(σ2) < (m − α3) · D4 . The lemma follows. 
Lemma 3.8. Cmax(σ4) ≤ 11D8 .
Proof. According to the implementation of Step 4 of Algorithm LPT-LS-SPT, we have Cmax(σ4) = Cmax(ψ). Then we only 
need to show that Cmax(ψ) ≤ 11D8 . Recall that ψ ∈ {σ1, σ2, σ3}. We ﬁrst show that Cmax(σ1) ≤ 11D8 .
In fact σ1 is the schedule of N obtained by scheduling jobs 2m + 1, 2m + 2, · · · , n by algorithm List-LPT based on 
σ1|(1,··· ,2m) . From (11), we have p2m+1 ≤ 3D8 . From (2) in Lemma 3.2 and (13), we have Cmax(σ1) ≤ max{Cmax(σ1|(1,··· ,2m)),
D + 3D8 } = 11D8 .
Since Cmax(σ1) ≤ 11D8 , we only need to distinguish the following two cases.
Case 1: ψ = σ3. Then σ3 is the List-LPT schedule of N . If z = n + 1, then σ3 = π1. From (1), we have Cmax(σ3) = Cmax(π1) ≤
D , as required. If z ≤ n, then σ3 is the schedule of N obtained by scheduling jobs z, z+ 1, · · · , n by algorithm List-LPT based 
on π1. From (11), we have pz ≤ 3D8 . From (2) in Lemma 3.2, we have Cmax(σ3) ≤max{Cmax(π1), D + 3D8 } = 11D8 , as required.
Case 2: ψ = σ2 and σ2 
= σ1. Then ∑mk=1 qβ(n−k+1) > 3D8 and λ∗ > α3. Note that σ2 is obtained from σ1 by rescheduling the 
jobs in Sub( J∗) by algorithm List-LPT on the ﬁrst α2 machines 1, 2, · · · , α2 based on the schedule σ1 \ Sub( J∗) of the jobs 
in N \ Sub( J∗).
Let J (α2)(σi) and J (m−α2)(σi) be the sets of jobs processed on the ﬁrst α2 machines and the last m − α2 machines in σi , 
respectively, i = 1, 2. From the deﬁnition of σ1, we have J (α2)(σ1) ∪ J (m−α2)(σ1) = {1, 2, · · · , n} and { j1, j2, · · · , jλ∗−α3+ν∗ } ⊆
J (m−α2)(σ1). From (17) in Lemma 3.7, we have TII(σ2) < (m −α3) · D4 . Then the total processing time of the jobs on the ﬁrst 
α2 machines in schedule σ2 is less than α2 · D + (m −α3) · D4 ≤ α2 · 9D8 , where the inequality follows from (15). This implies 
that Cmin(σ2| J (α2)(σ2)) ≤ 9D8 .
If Cmax(σ2) ≤ Cmax(σ1), the result holds trivially since Cmax(σ1) ≤ 11D8 .
If Cmax(σ2) > Cmax(σ1), then Cmax(σ2) = Cmax(σ2| J (α2)(σ2)) and σ2| J (α2)(σ2) is obtained by scheduling jobs j1, j2, · · · ,
jλ∗−α3+ν∗ on the ﬁrst α2 machines by algorithm List-LPT based on σ2|( J (α2)(σ1)) . From (14), we have p j1 < D4 . From (2) in 
Lemma 3.2, we have Cmax(σ2) = Cmax(σ2| J (α2)(σ2)) ≤max{Cmax(σ2|( J (α2)(σ1))), Cmin(σ2| J (α2)(σ2)) + p j1 } ≤max{Cmax(σ1), 9D8 +
D
4 } ≤ 11D8 . This proves the lemma. 
Lemma 3.9. S j(σ4) ≤ D for each j ∈ {1, 2, · · · , m}.
Proof. Note that j is the last and longest job on machine j in σ4, j = 1, 2, · · · , m. If ψ ∈ {σ1, σ3}, from Observation 1, we 
have S j′ (ψ) ≤ D for each job j′ ∈ N . Then the relation of ψ and σ4 implies that S j(σ4) ≤ D for each j ∈ {1, 2, · · · , m}.
Suppose in the following that ψ = σ2 and σ2 
= σ1. Then σ2 is the schedule of N obtained by scheduling the jobs 
in Sub( J∗) by algorithm List-LPT on the ﬁrst α2 machines 1, 2, · · · , α2 based on the schedule σ1 \ Sub( J∗) of the jobs 
in N \ Sub( J∗). No jobs in Sub( J∗) are scheduled on the machines α2 + 1, α2 + 2, · · · , m in σ2 and, from Observation 1, 
we have S j′ (σ1) ≤ D for each job j′ ∈ N . Then S j′ (σ2) ≤ D for each job j′ which is scheduled on one of the machines 
α2 + 1, α2 + 2, · · · , m. Consequently, we have S j(σ4) ≤ D for each j ∈ {α2 + 1, α2 + 2, · · · , m}.
For each j ∈ {1, 2, · · · , α2}, from (16) in Lemma 3.7, we have p j ≥ 3D8 . From Lemma 3.8, we have S j(σ4) + p j = C j(σ4) ≤
Cmax(σ4) ≤ 11D8 . Consequently, S j(σ4) ≤ Cmax(σ4) − p j ≤ 11D8 − 3D8 = D . The lemma follows. 
To continue the discussion, we introduce some notations.
• W = { j ∈ N : C j(σ4) ≥ 5D4 }.
• X = { j ∈ N : C j(σ4) ≥ 9D8 }.• Y = { j ∈ N : C j(σ4) > D}.
Note that W ⊆ X ⊆ Y , and so, |W | ≤ |X | ≤ |Y |.
Lemma 3.10. q(Y ) ≤ 3D , q(X) ≤ D , and q(W ) ≤ D .8 4 8
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Case 1:
∑m
k=1 qβ(n−k+1) > 3D8 . We distinguish the following two subcases.
Case 1.1: ψ = σ1. Then λ∗ ≤ α3. Note that σ1 is the schedule of N obtained by scheduling jobs 2m + 1, 2m + 2, · · · , n
by algorithm List-LPT based on σ1|(1,··· ,2m) . Then S j(σ1) ≤ Cmin(σ1), j = 2m + 1, 2m + 2, · · · , n. Since p2m+1 < D4 (from 
Lemma 3.6) and p2m+1 ≥ p2m+2 ≥ · · · ≥ pn , we further have
C j(σ1) < Cmin(σ1) + D4 , j = 2m+ 1,2m+ 2, · · · ,n. (20)
From (12), we have C j(σ1) ≤ D , j = 1, 2, · · · , z− 1. It follows from (20) that, if C j(σ1) > D and C j(σ1) ≥ Cmin(σ1) + D4 , then 
j ∈ {z, z + 1, · · · , 2m}. From Fig. 4, jobs j and z + j − 1 are processed on machine j, j = 1, 2, · · · , 2m − z + 1. This implies 
that the ﬁrst 2m − z + 1 jobs are processed separately on the ﬁrst 2m − z + 1 machines. Since p1 ≥ p2 ≥ · · · ≥ pn , we have
C (1)(σ1|(1,··· ,2m)) ≥ C (2)(σ1|(1,··· ,2m)) ≥ · · · ≥ C (2m−z+1)(σ1|(1,··· ,2m)). (21)
For each  ≥ Cmin(σ1) + D4 , we deﬁne M∗() = {i ∈ M : C (i)(σ1) ≥ }. From (20), we can see that no jobs in {2m + 1, 2m +
2, · · · , n} are processed on any machine in M∗(). From Fig. 4 and (21), we have M∗() = {1, 2, · · · , |M∗()|} and
|M∗()| =max{i ∈ M : C (i)(σ1) ≥ } =max{i ∈ M : C (i)(σ1|(1,··· ,2m)) ≥ }. (22)
Moreover, for each i ∈ M∗(), only the two jobs i and z + i − 1 are processed on machine i in σ1 and σ4, and so, z + i − 1
is the job on machine i assuming C (i)(σ1) in σ1 and i is the only job on machine i assuming C (i)(σ4) in σ4. Note that 
C (i)(σ1) = C (i)(σ4) for i ∈ M . Then we have
|M∗()| = |{ j ∈ N : C j(σ4) ≥ }| = |{ j ∈ {z, z + 1, · · · ,2m} : C j(σ1) ≥ }| ≤ 2m− z + 1. (23)
From (10) and (11), we have pα1+1 < 7D8 , pα2+1 <
3D
4 , and pz+α2 ≤ pz+α1 ≤ 3D8 . In the case that z + α1 ≤ 2m, the two 
jobs α1 + 1 and z + α1 are processed on machine α1 + 1, and in the case that z+α2 ≤ 2m, the two jobs α2 + 1 and z + α2
are processed on machine α2 + 1. Then we have the following inequalities:{
C (α1+1)(σ1|(1,··· ,2m)) = Cz+α1(σ1) = pα1+1 + pz+α1 < 7D8 + 3D8 = 5D4 , if z + α1 ≤ 2m,
C (α2+1)(σ1|(1,··· ,2m)) = Cz+α2(σ1) = pα2+1 + pz+α2 < 3D4 + 3D8 = 9D8 , if z + α2 ≤ 2m.
(24)
We consider the following two possibilities.
• Cmin(σ1) ≤ 7D8 . In this case, 5D4 > 9D8 ≥ Cmin(σ1) + D4 . If z = 2m + 1, as shown in Fig. 5, jobs m − j + 1 and m + j
are processed on machine m − j + 1, j = 1, 2, · · · , m. Then z − 1 = 2m, and so, X = W = ∅. Hence, |Y | = λ∗ ≤ α3 and 
|X | = |W | = 0, as required.
Suppose in the following that z ≤ 2m. If z ≤ 2m − α2, then both z + α1 ≤ 2m and z + α2 ≤ 2m hold since α1 ≤ α2. From 
(22) and the two inequalities in (24), we have |M∗( 5D4 )| ≤ α1 and |M∗( 9D8 )| ≤ α2. Note that 5D4 > 9D8 ≥ Cmin(σ1) + D4 . From 
(23) for  = 5D4 , we have |W | = |{ j ∈ {z, z + 1, · · · , 2m} : C j(σ1) ≥ 5D4 }| = |M∗( 5D4 )| ≤ α1, and from (23) for  = 9D8 , we 
have |X | = | j ∈ {z, z + 1, · · · , 2m} : C j(σ1) ≥ 9D8 }| = |M∗( 9D8 )| ≤ α2, as required.
If 2m −α2 +1 ≤ z ≤ 2m −α1, then z+α1 ≤ 2m holds. As in the above discussion, from (22), (23), and the ﬁrst inequality 
in (24), we have |W | = |M∗( 5D4 )| ≤ α1. Moreover, from (23), we have |X | = |M∗( 9D8 )| ≤ 2m − z+ 1 ≤ α2. Thus |Y | = λ∗ ≤ α3, |X | ≤ α2, and |W | ≤ α1, as required.
If 2m − α1 + 1 ≤ z ≤ 2m, from (23), we have |W | ≤ |X | = |M∗( 9D8 )| ≤ 2m − z + 1 ≤ α1, as required.
• Cmin(σ1) > 7D8 . In this case, since Cmin(σ1) ≤ D holds from Observation 1, we have 5D4 > Cmin(σ1) + D4 . The total 
processing time in the time interval [D, 9D8 ] in σ1 is at least |X | · D8 . Meanwhile, the total idle time in the time interval 
[ 7D8 , D] in σ1 is strictly less than (m − |X |) · D8 . From the fact that p(N) ≤m · D , we have (m − |X |) · D8 > |X | · D8 , and so, 
|X | < m2 . Since |X | is an integer, we further have |X | ≤ m2 . Note that 
∑m
k=1 qβ(n−k+1) ≤ D2 , and so, 
∑m2 
k=1 qβ(n−k+1) ≤ D4 . 
From the deﬁnition of α2, we have |X | ≤ m2  ≤ α2.
If z ≤ 2m − α1, then z + α1 ≤ 2m, and so, the ﬁrst inequality in (24) holds. From (22), (23) for  = 5D4 , and the ﬁrst 
inequality in (24), we have |W | = |{ j ∈ {z, z + 1, · · · , 2m} : C j(σ1) ≥ 5D4 }| ≤ α1, as required.
If z > 2m − α1, from (23), we have |W | = |{ j ∈ {z, z + 1, · · · , 2m} : C j(σ1) ≥ 5D4 }| ≤ 2m − z + 1 ≤ α1, as required.
Case 1.2: ψ = σ2 and σ2 
= σ1. Then λ∗ > α3. From (17) in Lemma 3.7, we have TII(σ1) < (m −α3) · D4 . From Lemma 3.9, we 
have S j(σ4) ≤ D , j = 1, 2, · · · , m. This means that each of the last completed job on every machine starts its processing at a 
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total processing time in the time interval [D, 5D4 ] in σ2 is at least |W | · D4 . Since p(N) ≤m · D , we have |X | · D8 < (m −α3) · D4
and |W | · D4 < (m − α3) · D4 . Then |X | < 2(m − α3) and |W | < (m − α3). From (15) in Lemma 3.7, we have m − α3 ≤ α1 and 
2(m − α3) ≤ α2, and so, |X | < α2 and |W | < α1.
It remains to show that |Y | ≤ α3. From the implementation of Step (2.3) in Algorithm LPT-LS-SPT, at most one job on 
each machine completes after time D in σ1, there are exactly λ∗ machines having processing loads larger than D , and 
among the ﬁrst α2 machines, there are exactly ν∗ machines having processing loads at most D . So, after we obtain ψ = σ2
from σ1 by shifting the λ∗ − α3 + ν∗ jobs in Sub( J∗) from the last m − α3 machines to the ﬁrst α2 machines, the number 
of machines which have processing loads larger than D is at most λ∗ − (λ∗ − α3 + ν∗) + ν∗ = α3. From the relation of σ4
and ψ , we can see that at most α3 machines have processing loads larger than D in σ4. From Lemma 3.9, at most one job 
on each machine completes after time D in σ4. It follows that |Y | = { j : C j(σ4) > D}| ≤ α3, as required.
Case 2:
∑m
k=1 qβ(n−k+1) ≤ 3D8 . Then ψ = σ3. According to the implement of Algorithm LPT-LS-SPT, we have S j(σ4) ≤ D , 
j = 1, 2, · · · , m. If Cmin(σ3) ≤ 3D4 , then C j(σ4) ≤ max{Cmin(σ3) + pμ+1, D} ≤ max{ 3D4 + 3D8 , D} = 9D8 for each j ∈ N by 
Observation 2. Thus all jobs are scheduled in time interval [0, 9D8 ] in σ3. It follows that q(Y ) ≤ 3D8 , q(X) = 0, and q(W ) = 0, 
as required.
If 3D4 < Cmin(σ3) ≤ 7D8 , then C j(σ4) ≤max{Cmin(σ3) + pμ+1, D} ≤max{ 7D8 + 3D8 , D} = 5D4 for each j ∈ N by Observation 2. 
The total processing time in the time interval [D, 9D8 ] in σ3 is at least |X | · D8 . Meanwhile, the total idle time in the time 
interval [ 3D4 , D] in σ3 is strictly less than (m − |X |) · D4 . Since p(N) ≤m · D , we have (m − |X |) · D4 > |X | · D8 . Then |X | < 2m3 . 
Since |X | is an integer, we further have |X | ≤  2m3 . Note that 
∑m
k=1 qβ(n−k+1) ≤ 3D8 . Then 
∑ 2m3 
k=1 qβ(n−k+1) ≤ 23 · 3D8 = D4 . 
Thus q(Y ) ≤ 3D8 , q(X) ≤ D4 , and q(W ) = 0, as required.
If 7D8 < Cmin(σ3) ≤ D , then the total idle time in the time interval [ 7D8 , D] in σ3 is strictly less than (m − |X |) · D8 and 
(m −|W |) · D8 . Note that the total processing time in the time interval [D, 9D8 ] in σ3 is at least |X | · D8 and the total processing 
time in the time interval [D, 5D4 ] in σ3 is at least |W | · D4 . From Lemma 3.1, p(N) ≤m · D , we have |X | · D8 < (m − |X |) · D8
and |W | · D4 < (m − |W |) · D8 . Then |X | < m2 and |W | < m3 . Since |X | and |W | are integers, we further have |X | ≤ m2  and 
|W | ≤ m3 . Note that 
∑m
k=1 qβ(n−k+1) ≤ 3D8 . Then 
∑m2 
k=1 qβ(n−k+1) ≤ 12 · 3D8 < D4 and 
∑m3 
k=1 qβ(n−k+1) ≤ 13 · 3D8 = D8 . Thus 
q(Y ) ≤ 3D8 , q(X) < D4 and q(W ) ≤ D8 . The lemma follows. 
Theorem 3.11. Algorithm LPT-LS-SPT has a worst-case performance ratio of at most 32 .
Proof. From Lemma 3.1, we only need to show that Dmax(σ4) ≤ 3D2 . Let l be the ﬁrst job in σ4 so that the vehicle is 
busy from time τl(σ4) to time Dmax(σ4). Then τl(σ4) = Cl(σ4). Let J+(l) = { j ∈ N : C j(σ4) ≥ Cl(σ4)}. Then Dmax(σ4) =
Cl(σ4) + q( J+(l)). Moreover, from (3), we have q( J+(l)) ≤ q(N) ≤ D .
If Cl(σ4) ≤ D2 , then Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ D2 + D = 3D2 , as required.
If D < Cl(σ4) ≤ 9D8 , then the deﬁnition of Y implies that J+(l) ⊆ Y . From Lemma 3.10, we have q(Y ) ≤ 3D8 . Then 
Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ 9D8 + q(Y ) ≤ 9D8 + 3D8 = 3D2 , as required.
If 9D8 ≤ Cl(σ4) ≤ 5D4 , then the deﬁnition of X implies that J+(l) ⊆ X . From Lemma 3.10, we have q(X) ≤ D4 . Then 
Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ 5D4 + q(X) ≤ 5D4 + D4 = 3D2 , as required.
If 5D4 ≤ Cl(σ4) ≤ 11D8 , then the deﬁnition of W implies that J+(l) ⊆ W . From Lemma 3.10, we have q(W ) ≤ D8 . Then 
Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ D + q(W ) ≤ 11D8 + D8 = 3D2 , as required.
Suppose in the following that
D
2
< Cl(σ4) ≤ D. (25)
For each machine i, we use yi to denote the number of jobs processed on machine i in σ4, and use (i, j) to denote the 
j-th job processed on machine i in σ4, i = 1, 2, · · · , m, j = 1, 2, · · · , yi . Then (i, yi) = i and the jobs (i, 1), (i, 2), · · · , (i, yi)
are processed on machine i in this order. Since the jobs on each machine are processed in the SPT order in σ4, we have 
p(i,1) ≤ p(i,2) ≤ · · · ≤ p(i,yi) for each machine i.
For each i ∈ M , we deﬁne xi to be the index so that C(i,x)(σ4) < Cl(σ4) for each x with 1 ≤ x ≤ xi and C(i,x)(σ4) ≥ Cl(σ4)
for each x with xi + 1 ≤ x ≤ yi . Then 0 ≤ xi ≤ yi . Note that j ∈ J+(l) if and only if j = (i, x) for some i ∈ M and some index 
x with xi + 1 ≤ x ≤ yi . Then∑
1≤i≤m
xi = n− | J+(l)| and
∑
1≤i≤m
(yi − xi) = | J+(l)|. (26)
Moreover, we have the following claim.
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(i) If 4Cl(σ4) > 3S(i,yi)(σ4), then yi − xi ≤ xi .
(ii) If 3Cl(σ4) > 2S(i,yi)(σ4), then yi − xi ≤ xi + 1.
(iii) If 2Cl(σ4) > S(i,yi)(σ4), then yi − xi ≤ xi + 2.
(iv) If yi − xi ≥ 4 and 5Cl(σ4) > 3S(i,yi)(σ4), then yi − xi ≤ xi + 1.
Proof of Claim 1. Since C(i,xi+1) ≥ Cl(σ4) and C(i,xi+1)(σ4) + p(i,xi+2) + p(i,xi+3) + · · · + p(i,yi−1) = S(i,yi)(σ4), we have 
p(i,xi+2) + p(i,xi+3) + · · · + p(i,yi−1) = S(i,yi)(σ4) − C(i,xi+1)(σ4) ≤ S(i,yi)(σ4) − Cl(σ4). This implies that p(i,xi+1) ≤ 1yi−xi−2 ×
(S(i,yi)(σ4) − Cl(σ4)) ≤ S(i,yi)(σ4) − Cl(σ4) since p(i,xi+1) ≤ p(i,xi+2) ≤ · · · ≤ p(i,yi−1) . Then we have p(i,xi+1) + p(i,xi+2) + · · ·+
p(i,yi−1) ≤ (1 + 1yi−xi−2 )(S(i,yi)(σ4) − Cl(σ4)) ≤ 2(S(i,yi)(σ4) − Cl(σ4)).
If 4Cl(σ4) > 3S(i,yi)(σ4), from the relation p(i,xi+1) ≤ S(i,yi)(σ4) − Cl(σ4), we have C(i,xi)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) ≥
Cl(σ4) − p(i,xi+1) > 2(S(i,yi)(σ4) − Cl(σ4)). Now the ﬁrst xi jobs (i, 1), (i, 2), · · · , (i, xi) on machine i in σ4 have a total 
processing time p(i,1)+ p(i,2) +· · ·+ p(i,xi) = C(i,xi)(σ4) > 2(S(i,yi)(σ4) −Cl(σ4)), and the next yi −xi −1 jobs (i, xi +1), (i, xi +
2), · · · , (i, yi −1) on machine i in σ4 have a total processing time p(i,xi+1) + p(i,xi+2) +· · ·+ p(i,yi−1) ≤ 2(S(i,yi)(σ4) −Cl(σ4)), 
and so, p(i,1) + p(i,2) + · · · + p(i,xi) > p(i,xi+1) + p(i,xi+2) + · · · + p(i,yi−1) . Since p(i,1) ≤ p(i,2) ≤ · · · ≤ p(i,yi−1) , we conclude 
that xi > yi − xi − 1. This proves (i).
If 3Cl(σ4) > 2S(i,yi)(σ4), from the relation p(i,xi+1) ≤ S(i,yi)(σ4) − Cl(σ4), we have C(i,xi)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) ≥
Cl(σ4) − p(i,xi+1) > S(i,yi)(σ4) − Cl(σ4). Then p(i,1) + p(i,2) + · · · + p(i,xi) = C(i,xi)(σ4) > S(i,yi)(σ4) − Cl(σ4) ≥ p(i,xi+2) +
p(i,xi+3) + · · · + p(i,yi−1) . Consequently, xi > yi − xi − 2. This proves (ii).
If 2Cl(σ4) > S(i,yi)(σ4), then p(i,1) + p(i,2) + · · · + p(i,xi+1) = C(i,xi+1)(σ4) ≥ Cl(σ4) > S(i,yi)(σ4) − Cl(σ4) ≥ p(i,xi+2) +
p(i,xi+3) + · · · + p(i,yi−1) . Consequently, xi + 1 > yi − xi − 2. This proves (iii).
If yi − xi ≥ 4 and 5Cl(σ4) > 3S(i,yi)(σ4), then yi − xi − 2 ≥ 2, and so, p(i,xi+1) ≤ 12 (S(i,yi)(σ4) − Cl(σ4)). This implies that 
C(i,xi)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) ≥ Cl(σ4) − p(i,xi+1) > S(i,yi)(σ4) − Cl(σ4). Then p(i,1) + p(i,2) + · · · + p(i,xi) = C(i,xi)(σ4) >
S(i,yi)(σ4) −Cl(σ4) ≥ p(i,xi+2) + p(i,xi+3) +· · ·+ p(i,yi−1) . Consequently, xi > yi − xi −2. This proves (iv). The claim follows. 
To proceed the proof, we distinguish the following two cases.
Case 1:
∑m
k=1 qβ(n−k+1) > 3D8 . Then
σ1|(1,··· ,2m) is a subschedule of ψ. (27)
To prove (27), we note that ψ ∈ {σ1, σ2} since ∑mk=1 qβ(n−k+1) > 3D8 . In the case that ψ = σ1, σ1|(1,··· ,2m) is a subschedule 
of σ1. Alternatively, in the case that ψ = σ2 and σ2 
= σ1, we have λ∗ > α3. From Lemma 3.7(i), we have Sub( J∗) ⊆ {2m +
1, 2m + 2, · · · , n}, and so, σ1|(1,··· ,2m) is also a subschedule of σ2. Hence, in both cases, σ1|(1,··· ,2m) is a subschedule of ψ . 
This proves (27).
In schedule σ1|(1,··· ,2m) , each machine has exactly two jobs and job i is the ﬁrst job on machine i in σ1, i = 1, 2, · · · , m. 
Note that σ4 is the schedule of N obtained from ψ by rescheduling the jobs on each machine in SPT order. Then we have 
yi ≥ 2 and (i, 1) 
∈ {1, 2, · · · , m} for each i ∈ M . From Lemma 3.3, we have
p(i,1) ≤ pm+1 ≤ D2 for each i ∈ M. (28)
From the condition D2 < Cl(σ4) ≤ D in (25), together with (28), we have xi ≥ 1 for each i ∈ M . Moreover, we have
p(i,yi−2) <
D
4
and p(i,yi−1) ≤
D
2
if yi ≥ 3. (29)
To prove (29), we note that the condition yi ≥ 3 implies (i, yi −2), (i, yi −1) and (i, yi) are the last three jobs scheduled 
on machine i in σ4. Then the relation of σ4 and ψ implies that (i, yi), (i, yi − 1) and (i, yi − 2) are the ﬁrst three jobs 
processed on machine i in this order. From (27), we can see that (i, yi −2) ≥ 2m +1 and (i, yi −1) ≥m +1. From Lemma 3.6
and the fact that pm+1 ≤ D2 , we conclude that p(i,yi−2) < D4 and p(i,yi−1) ≤ D2 . This proves (29).
If D2 < Cl(σ4) ≤ 7D8 , from (28), at least m jobs complete their processing before time Cl(σ4) in σ4. Thus q( J+(l)) ≤
q(N) −∑mk=1 qβ(n−k+1) < D − 3D8 = 5D8 . It follows that Dmax(σ4) = Cl(σ4) + q( J+(l)) < 7D8 + 5D8 = 3D2 , as required.
If 7D8 < Cl(σ4) ≤ D , then we have
yi − xi ≤ xi for each i ∈ {1,2, · · · ,m}. (30)
In fact, if yi − xi ≤ 1, then (30) holds trivially since xi ≥ 1. If yi − xi = 2, from (29), we have p(i,xi) < D4 and p(i,xi+1) ≤ D2 . 
Since C(i,xi+1)(σ4) ≥ Cl(σ4) > 7D8 , we have C(i,xi)(σ4) = S(i,xi+1)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) > 7D8 − D2 = 3D8 > D4 > p(i,xi) . 
This implies that (i, xi) is not the ﬁrst job on machine i in σ4, and so, xi ≥ 2 = yi − xi . If yi − xi ≥ 3, then the condition 7D8 <
Cl(σ4) ≤ D implies that 4Cl(σ4) > 3D ≥ 3S(i,yi)(σ4), where the last inequality follows from Lemma 3.9. From Claim 1(i), we 
have yi − xi ≤ xi . This proves (30).
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delivery times, we have 2 × q( J+(l)) ≤ q(N). From the relation q(N) ≤ D , we conclude that q( J+(l)) ≤ D2 . It follows that 
Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ D + D2 = 3D2 , as required.
Case 2:
∑m
k=1 qβ(n−k+1) ≤ 3D8 . Then ψ = σ3. Let γ be the largest machine index such that only job γ is processed on machine 
γ in σ4. In the case that γ does not exist, we set γ = 0. Then the deﬁnition of γ implies that, for each i ∈ {1, 2, · · · , γ }, 
yi = 1 and i is the only job processed on machine i in σ4, and for each i ∈ {γ +1, γ +2, · · · , m}, yi ≥ 2 and at least two jobs 
(including job i) are processed on machine i in σ4. Note that, for each i ∈ {1, 2, · · · , m}, i = (i, yi) is the last job processed 
on machine i in σ4. Then we have (i, yi − 1) ≥m + 1 for each i ∈ {γ + 1, γ + 2, · · · , m}. From Lemma 3.3, we have
p(i,yi−1) ≤ pm+1 ≤
D
2
for each i ∈ {γ + 1, γ + 2, · · · ,m}. (31)
Since D2 < Cl(σ4) ≤ D , from (31), for each i ∈ {γ + 1, γ + 2, · · · , m}, we have xi ≥ 1, and so,
yi − xi ≤ xi if yi − xi = 1, and yi − xi ≤ xi + 1 if yi − xi = 2. (32)
Since ψ = σ3 is a List-LPT schedule of N , we have S j(ψ) < Cmin(ψ) for each j ∈ N . From the relation of ψ and σ4, we can 
observe that Cmin(σ4) = Cmin(ψ) and S j(σ4) < Cmin(σ4) ≤ D for j ∈ N . Especially, S j(σ4) < Cmin(σ4) ≤ D for j = 1, 2, · · · , m. 
Note that j is the last job processed on machine j in σ4, j = 1, 2, · · · , m. Then at most m jobs complete their processing at or 
after time Cmin(σ4). Hence, in the case that Cl(σ4) ≥ Cmin(σ4), we have | J+(l)| ≤m, and so, q( J+(l)) ≤∑mk=1 qβ(n−k+1) ≤ 3D8 , 
which implies that Dmax(σ4) = Cl(σ4) + q( J+(l)) < D + 3D8 < 3D2 , as required.
It remains to consider the case that
D
2
< Cl(σ4) < Cmin(σ4). (33)
We distinguish the following two subcases.
Case 2.1: Cmin(σ4) ≤ 3D4 . Then we have
yi − xi ≤ xi + 1 for each i ∈ {1,2, · · · ,m}. (34)
In fact, if yi − xi ≤ 1, then (34) holds trivially since xi ≥ 0. If yi − xi = 2, then yi ≥ 2, and so, i ∈ {γ + 1, γ + 2, · · · , m}. 
In this case, (34) follows from (32). Suppose in the following that yi − xi ≥ 3. Since Cl(σ4) > D2 by (33), Cmin(σ4) ≤ 3D4 , and 
S(i,yi)(σ4) ≤ Cmin(σ4), we have 3Cl(σ4) > 2S(i,yi)(σ4). From Claim 1(ii), we have yi − xi ≤ xi + 1. This proves (34).
From (26) and (34), we get | J+(l)| ≤ n − | J+(l)| +m. Since q( J+(l)) is the sum of the | J+(l)| smallest delivery times, we 
have q( J+(l)) ≤ (q(N) −q( J+(l))) +∑mk=1 qβ(n−k+1) . Since q(N) ≤ D and ∑mk=1 qβ(n−k+1) ≤ 3D8 , we have q( J+(l)) ≤ 11D16 < 3D4 . 
It follows from (33) that Dmax(σ4) = Cl(σ4) + q( J+(l)) < Cmin(σ4) + q( J+(l)) < 3D4 + 3D4 = 3D2 , as required.
Case 2.2: 3D4 < Cmin(σ4) ≤ D . Then we distinguish the following three subcases.
Case 2.2.1: D2 < Cl(σ4) ≤ 5D8 . Then we have
yi − xi ≤ 2xi + 1 for each i ∈ {1,2, · · · ,m}. (35)
In fact, if yi − xi ≤ 1, then (35) holds trivially since xi ≥ 0. If 2 ≤ yi − xi ≤ 3, then i ∈ {γ + 1, γ + 2, · · · , m}, and so, (35)
follows from the fact xi ≥ 1. Suppose in the following that yi − xi ≥ 4. Since Cl(σ4) > D2 and S(i,yi)(σ4) ≤ Cmin(σ4) ≤ D , we 
have 2Cl(σ4) > D > S(i,yi)(σ4). From Claim 1(iii), we have yi − xi ≤ xi + 2 ≤ 2xi + 1. This proves (35).
From (26) and (35), we get | J+(l)| ≤ 2(n − | J+(l)|) +m. Since q( J+(l)) is the sum of the | J+(l)| smallest delivery times, 
we have q( J+(l)) ≤ 2(q(N) − q( J+(l))) +∑mk=1 qβ(n−k+1) . Since q(N) ≤ D and ∑mk=1 qβ(n−k+1) ≤ 3D8 , we have q( J+(l)) ≤ 7D8 . 
Then Dmax(σ4) = Cl(σ4) + q( J+(l)) < 5D8 + 7D8 = 3D2 , as required.
Case 2.2.2: 5D8 < Cl(σ4) ≤ 3D4 . We distinguish the following two subcases.
Case 2.2.2.1: There is a certain i ∈ M so that yi − xi = 3 and xi = 1. Then yi = 4 and the four jobs (i, yi), (i, xi + 2), (i, xi +
1), (i, xi) are processed on machine i in σ3 in this order. From the deﬁnition of z, we have (i, xi + 1) ≥ z. Since (i, xi) >
(i, xi +1) ≥ z, from (11), we have p(i,xi ) ≤ p(i,xi+1) ≤ pz ≤ 3D8 . This implies that p(i,xi ) = C(i,xi)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) ≥
Cl(σ4) − p(i,xi+1) > 5D8 − 3D8 = D4 . Since p(i,xi) + p(i,xi+1) = C(i,xi+1)(σ4) ≥ Cl(σ4) > 5D8 and p(i,xi) + p(i,xi+1) ≤ p(i,xi+2) + p(i,yi) , 
we have 5D4 < 2(p(i,xi) + p(i,xi+1)) ≤ p(i,xi) + p(i,xi+1) + p(i,xi+2) + p(i,yi) = C (i)(σ4), i.e., C (i)(σ4) > 5D4 .
Now let σ5 be the schedule of N obtained from σ4 by shifting the processing of each job (i′, k) on each machine i′
forward an amount of 11D − C (i′)(σ4) units of time. Then we have Cmax(σ5) = C (i′)(σ5) = 11D , S(i′,k)(σ5) = S(i′,k)(σ4) +8 8
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′)(σ4), and C(i′,k)(σ5) = C(i′,k)(σ4) + 11D8 − C (i
′)(σ4) for each i′ ∈ M and each k = 1, 2, · · · , yi′ . Since Cmax(σ5) = 11D8
and Cmax(σ4) ≥ C (i)(σ4) > 5D4 , we have Cmax(σ5) − Cmax(σ4) ≤ Cmax(σ5) − C (i)(σ4) < D8 . From the relations of σ3, σ4 and 
σ5, we can observe that, for every two distinct jobs j, j′ ∈ N , S j(σ3) ≤ S j′ (σ3) if and only if C j(σ5) ≥ C j′ (σ5). Since σ3 = π
is a List-LPT schedule of N , we have S j(σ3) ≤ S j′ (σ3) if j ≤ j′ . Then
C j(σ5) ≥ C j′(σ5) if j ≤ j′. (36)
Since C(i,xi)(σ4) = p(i,xi) ≤ 3D8 and Cmax(σ5) − C (i)(σ4) ≤ D8 , we have C(i,xi)(σ5) = C(i,xi)(σ4) + Cmax(σ5) − C (i)(σ4)) <
D
2 . From (36), we have C j(σ4) ≤ C j(σ5) < D2 for each j ≥ (i, xi). Since Cl(σ4) > 5D8 > D2 , those jobs j with j ≥ (i, xi) do 
not belong to J+(l). This implies that j < (i, xi), and so, p j ≥ p(i,xi) > D4 , for each j ∈ J+(l). From (4), we deduce that 
q( J+(l)) < 3D4 . Hence, Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ 3D4 + 3D4 = 3D2 , as required.
Case 2.2.2.2: There is no i ∈ M so that yi − xi = 3 and xi = 1. Then we have
yi − xi ≤ xi + 1 for each i ∈ {1,2, · · · ,m}. (37)
In fact, if yi − xi ≤ 1, then (37) holds trivially since xi ≥ 0. If yi − xi = 2, then (37) follows from the fact xi ≥ 1. If yi − xi =
3, then (37) follows from the fact xi ≥ 2. Suppose in the following that yi − xi ≥ 4. Since Cl(σ4) > 5D8 and S(i,yi)(σ4) ≤
Cmin(σ4) ≤ D , we have 5Cl(σ4) > 3S(i,yi)(σ4). From Claim 1(iv), we have yi − xi ≤ xi + 1. This proves (37).
From (26) and (37), we get | J+(l)| ≤ (n − | J+(l)|) +m. Since q( J+(l)) is the sum of the | J+(l)| smallest delivery times, 
we have q( J+(l)) ≤ (q(N) − q( J+(l))) +∑mk=1 qβ(n−k+1) . Since q(N) ≤ D and ∑mk=1 qβ(n−k+1) ≤ 3D8 , we have q( J+(l)) < 3D4 . 
Then Dmax(σ4) = Cl(σ4) + q( J+(l)) < 3D4 + 3D4 = 3D2 , as required.
Case 2.2.3: 3D4 < Cl(σ4) ≤ D . We distinguish the following two subcases.
Case 2.2.3.1: 3D4 < Cl(σ4) ≤ 7D8 and there is a certain i ∈ M so that yi − xi = 2 and xi = 1. Then yi = 3, (i, xi) ≥ z, and 
C(i,xi+1)(σ4) ≥ Cl(σ4) > 3D4 . From (11), we have
p(i,xi) ≤ pz ≤
3D
8
. (38)
Since p(i,xi) + p(i,xi+1) = C(i,xi+1)(σ4) > 3D4 and (i, xi + 1) ≥m + 1, we have
pm+1 ≥ p(i,xi+1) >
3D
4
− p(i,xi) ≥
3D
8
. (39)
From (31), we have p(i,xi+1) ≤ D2 . Then
p(i,xi) = C(i,xi+1)(σ4) − p(i,xi+1) >
3D
4
− D
2
= D
4
. (40)
If μ = 2m − nA , by Lemma 3.4, we have pμ+1 < D4 . Since (i, xi) ≥ z ≥ μ + 1, we have p(i,xi) ≤ pμ+1 < D4 , a contradiction to 
(40). Thus μ < 2m − nA . Since p(i,xi+1) > 3D8 from (39), we have (i, xi + 1) ∈ J A ∪ J B ∪ J E . Then the fact (i, xi + 1) ≥m + 1
implies that μ = nA +nB +nE ≥ (i, xi + 1) ≥m + 1, and so, z ≥ μ + 1 ≥m + 2. Recall that σ3 = π is a List-LPT schedule of N
and σ4 is obtained from σ3 by rescheduling the jobs on each machine in SPT order. Then the two jobs i′ and 2m +1 − i′ are 
processed on machine i′ for each i′ ∈ {2m − z + 2, 2m − z + 3, · · · , m}. This further implies that 2m − i + 1 = (i, xi + 1) ≤ μ, 
and so, 2m + 1 − μ ≥ i. For each i′ ∈ M with i′ ≥ i, we have (i′, yi′ − 1) = 2m − i′ + 1 ≤ 2m − i + 1 = (i, xi + 1). It follows 
from (39) that
p(i′,yi′ ) ≥ p(i′,yi′−1) >
3D
8
for each machine i′ ≥ i. (41)
If there exists some job (i′, x) ∈ J+(l) so that i′ ≥ i and x ≤ yi′ − 2, from (41) and the fact that C(i′,x)(σ4) ≥ Cl(σ4) > 3D4 , 
we have Cmax(σ4) ≥ C (i′)(σ4) ≥ C(i′,x)(σ4) + p(i′,yi′−1) + p(i′,yi′ ) > 3D4 + 2 · 3D8 = 3D2 > 11D8 , a contradiction to Lemma 3.8. By 
putting (41) in consideration, we have
p(i′,x) >
3D
8
and x ≥ yi′ − 1 if (i′, x) ∈ J+(l) and i′ ≥ i. (42)
Moreover, we have
p(i′,xi′+1) >
3D
8
if xi′ + 1≤ yi′ ≤ 3. (43)
Note that (43) is equivalent to
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8
if (i′, x) ∈ J+(l) and yi′ ≤ 3. (44)
To prove (43), we ﬁx an i′ ∈ M so that xi′ + 1 ≤ yi′ ≤ 3. If yi′ = xi′ + 1, then (i′, xi′ + 1) = (i′, yi′ ) = i′ ≤ m, and so, 
(i, xi + 1) > (i′, xi′ + 1) since (i, xi + 1) ≥m + 1. From (39), we have p(i′,xi′ +1) ≥ p(i,xi+1) > 3D8 , as required in (43).
If yi′ ≥ xi′ + 2, then yi′ ≥ 2, and so, xi′ ≥ 1. This further implies that yi′ = 3 and xi′ = 1. Note that 2 · p(i′,xi′+1) ≥ p(i′,xi′ ) +
p(i′,xi′ +1) = C(i′,xi′+1)(σ4) ≥ Cmin(σ4) ≥ Cl(σ4) > 3D4 , where the second inequality follows from (33). Then p(i′,xi′ +1) > 3D8 . 
This proves (43).
If p j >
3D
8 for each j ∈ J+(l), from (3), we have q( J+(l)) < 5D8 . Then Dmax(σ4) = Cl(σ4) + q( J+(l)) < 7D8 + 5D8 = 3D2 , as 
required.
Suppose in the following that there is a certain h ∈ J+(l) so that ph ≤ 3D8 . For our purpose, we assume that h is as large 
as possible. Then J+(l) ⊆ {1, 2, · · · , h}, and h = (i′, x) for some i′ ∈ M and x = xi′ + 1 ≤ yi′ . From (44), we have yi′ ≥ 4. From 
(42), we have i′ ≤ i − 1. Since (i′, yi′ ) ≤m, from (39), we have p(i′,yi′ ) > 3D8 , and so, x ≤ yi′ − 1.
If p(i′,yi′ ) ≥ 5D8 , then Cl(σ4) ≤ C(i′,x)(σ4) ≤ Cmax(σ4) − p(i′,yi′ ) ≤ 11D8 − 5D8 = 3D4 , where the last inequality follows from 
Lemma 3.8. This contradicts our assumption in Case 2.2.3 that Cl(σ4) >
3D
4 . It follows that p(i′,yi′ ) <
5D
8 .
Note that, for every two distinct jobs j′, j′′ ∈ N , the condition S j′ (σ3) < S j′′(σ3) implies j′ < j′′ . Since S(i′,yi′−1)(σ3) =
p(i′,yi′ ) <
5D
8 <
3D
4 and S(i,xi)(σ3) = p(i,yi) + p(i,xi+1) > 3D4 from (39), we have (i′, yi′ − 1) < (i, xi), and so, p(i′,yi′−1) ≥ p(i,xi) . 
Together with the relation p(i′,yi′ ) ≥ p(i,xi+1) , we have p(i′,yi′ ) + p(i′,yi′−1) ≥ p(i,xi+1) + p(i,xi) > 3D4 . From Observation 2, we 
have S(i′,1)(σ3) ≤ Cmin(σ3) ≤ D . Then p(i′,2) + p(i′,3) +· · ·+ p(i′,yi′ ) ≤ D , and so, p(i′,2) + p(i′,3) +· · ·+ p(i′,yi′−2) ≤ D − p(i′,yi′ ) +
p(i′,yi′−1) < D − 3D4 = D4 . This means that p(i′,1) ≤ p(i′,2) < 1yi′ −3 ·
D
4 , and so, C
(i′)(σ4) ≤ D + p(i′,1) < D + 1yi′ −3 ·
D
4 .
If yi′ ≥ 5, then Cl(σ4) ≤ C(i′,x)(σ4) ≤ S(i′,yi′ )(σ4) = C (i
′)(σ4) − p(i′,yi′ ) < D + 1yi′−3 ·
D
4 − 3D8 ≤ 3D4 , where the ﬁrst inequality 
follows from the fact p(i′,yi′ ) >
3D
8 implied in (39). This contradicts the assumption Cl(σ4) >
3D
4 in Case 2.2.3. Hence, we 
have yi′ = 4. This further implies that p(i′,1) ≤ p(i′,2) < 1yi′ −3 ·
D
4 = D4 .
Now by the deﬁnition of h, we have Sh(σ4) = S(i′,x)(σ4) ≤ S(i′,yi′−1)(σ4) = p(i′,1) + p(i′,2) < 2 · D4 = D2 . Note that Ch(σ4) ≥
Cl(σ4) and J+(l) ⊆ {1, 2, · · · , h}. Since ph +∑hk=1 qβ(n+1−k) ≤ D from (4), we have Dmax(σ4) = Cl(σ4) + q( J+(l)) ≤ Ch(σ4) +∑h
k=1 qβ(n+1−k) = Sh(σ4) + ph +
∑h
k=1 qβ(n+1−k) < D2 + D = 3D2 , as required.
Case 2.2.3.2: Either 7D8 < Cl(σ4) ≤ D or there is no i ∈ M so that yi − xi = 2 and xi = 1. Then we have
yi − xi ≤ xi for each i ∈ {γ + 1, γ + 2, · · · ,m}. (45)
In fact, if yi − xi = 1, (45) follows from (32).
If yi − xi = 2 and 3D4 < Cl(σ4) ≤ 7D8 , then the assumption of Case 2.2.3.2 implies that xi 
= 1. Then (45) follows from the 
fact that xi ≥ 2.
If yi − xi = 2 and 7D8 < Cl(σ4) ≤ D , then (i, yi − 1) = (i, xi + 1) ≥m + 1. From Lemma 3.3, we have p(i,xi+1) ≤ pm+1 ≤ D2 . 
Then C(i,xi)(σ4) = C(i,xi+1)(σ4) − p(i,xi+1) ≥ Cl(σ4) − p(i,xi+1) > 7D8 − D2 = 3D8 . Since (i, xi) is the third job processed on 
machine i in σ3, we have (i, xi) ≥ z. From (11), we have p(i,xi ) ≤ 3D8 . Then the fact C(i,xi )(σ4) > 3D8 implies that xi ≥ 2, and 
therefore, yi − xi ≤ xi .
Suppose in the following that yi − xi ≥ 3. Since Cl(σ4) > 3D4 and S(i,yi)(σ4) ≤ D , we have 4Cl(σ4) > 3S(i,yi)(σ4). From 
Claim 1(i), we have yi − xi ≤ xi . This proves (45).
For each i ∈ {1, 2, · · · , γ }, since C (i)(σ4) = pi ≥ Cmin(σ4) ≥ Cl(σ4), we have yi = 1 and xi = 0, and so, yi − xi = 1. 
By putting (26) and (45) in consideration, we conclude that | J+(l)| ≤ (n − | J+(l)|) + γ . This implies that q( J+(l)) ≤
q(N) − q( J+(l)) + ∑γk=1 qβ(n−k+1) . From the fact q(N) ≤ D in (3), we obtain q( J+(l)) ≤ D2 + 12 × ∑γk=1 qβ(n−k+1) ≤
D
2 +
∑γ
k=1 qβ(n−k+1) .
If γ = 0, then q( J+(l)) ≤ D2 . Thus Dmax(σ4) = Cl(σ4) + q( J+(l)) < D + D2 = 3D2 , as required.
If γ > 0, then Dmax(σ4) = Cl(σ4) + q( J+(l)) < pγ +∑γk=1 qβ(n−k+1) + D2 ≤ D + D2 = 3D2 , as required. This completes the 
proof. 
4. A polynomial-time approximation scheme
Let I be an instance of problem P |ADT|Dmax. As the discussion in Section 3, we use N = {1, 2, · · · , n} to denote the 
index set of jobs. To avoid the trivial case, we assume that n ≥ m + 1. Moreover, we suppose that p1 ≤ p2 ≤ · · · ≤ pn and 
qβ(1) ≥ qβ(2) ≥ · · · ≥ qβ(n) . Let  be an arbitrary small rational number with 0 <  ≤ 13 . For simplicity, we shall assume that 
E = 1 is integral.
Recall that, in (1), we deﬁne
D =max
⎧⎨
⎩ 1m · p(N) + qβ(n), maxj∈N {p j +
j∑
k=1
qβ(n+1−k)}, Cmax(π1), D(z)
⎫⎬
⎭ .
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lower bound of Dmax(σ ∗), and from the discussion in Section 3, 32 D is an upper bound of Dmax(σ
∗). Then 2D is an upper 
bound of (1 + )Dmax(σ ∗).
A job j ∈ N is called big if p j > D , and is called small if p j ≤ D . Let μ be the number of small jobs in I . Then 
1, 2, · · · , μ are the small jobs and μ + 1, μ + 2, · · · , n are the big jobs.
By the two-exchange argument, we can show that there is an optimal schedule σ ∗ of I which satisﬁes the three prop-
erties in Lemma 2.1 such that the jobs on each machine are processed in the SPT order. Hence, we only consider in this 
section the schedules in which the jobs on each machine are processed in the SPT order. This implies, on each machine, the 
small jobs are processed before the big jobs.
We deﬁne LS(μ) = (1, 2, · · · , μ). When no confusion can occur, we also use LS(μ) to denote the instance {1, 2, · · · , μ}. 
Let L = (L(1), L(2), · · · , L(m)) be an m-vector in which each L(i) is a nonnegative number. We use Problem(LS(μ), L) to denote 
the problem for processing the small jobs 1, 2, · · · , μ on the m machines, without artiﬁcial idle times, such that the total 
processing time of the small jobs assigned to machine i is upper bounded by L(i) (called deadline of machine i in the 
sequel), 1 ≤ i ≤m. In this case, we also call L = (L(1), L(2), · · · , L(m)) the deadline vector of the machines (for scheduling the 
small jobs). We will use the following Algorithm List-SPT as subroutines for scheduling the small jobs.
Algorithm List-SPT. For Problem(LS(μ), L).
At the current time t , if the ﬁrst unscheduled job in the list LS(λ) is j and some machine i is available for scheduling job 
j completing by the deadline L(i) , then schedule job j on machine i starting at time t .
The beneﬁt of Algorithm List-SPT is that, for the schedule π generated by Algorithm List-SPT for Problem(LS(μ), L) (if 
feasible), we have π( j) = j for all j = 1, 2, · · · , μ.
Given L = (L(1), L(2), · · · , L(m)), we deﬁne L + D = (L(1) + D, L(2) + D, · · · , L(m) + D).
Lemma 4.1. Let L and L′ be two nonnegative m-vectors with L′ ≥ L + D. If σ is a feasible schedule of Problem(LS(μ), L), then the 
schedule π generated by the Algorithm List-SPT for Problem(LS(μ), L′) is feasible and
C j(π) ≤ Cσ ( j)(σ ) + D, j = 1,2, · · · ,μ. (46)
Proof. Fix an index k ∈ {1, 2, · · · , μ}, and suppose that (46) holds for each j ∈ {1, 2, · · · , k − 1}. From the deﬁnition of small 
jobs, we have p1 ≤ p2 ≤ · · · ≤ pk ≤ D . Suppose that job σ(k) is processed on machine i0 in σ and let t be the completion 
time of job σ(k). Then t ≤ L(i0) . Let A be the set of machines i with L(i) < t and let B be the set of machines i with L(i) ≥ t . 
Then i0 ∈ B . We only need to show that List-SPT schedules job k starting at a time t′ ≤ t .
Suppose to the contrary that List-SPT cannot schedule job k starting at a time t′ ≤ t . Note that the deadline of each 
machine i is given by L′ (i) ≥ L(i) + D in Problem(LS(μ), L′). Therefore, when Algorithm List-SPT considers to schedule job 
k, for each i ∈ A, machine i is busy in the interval [0, L(i) + D − pk] ⊇ [0, L(i)], and for each i ∈ B , machine i is busy 
in the interval [0, t]. This implies that p1 + p2 + · · · + pk >∑i∈A L(i) + t · |B| + pk . On the other hand, by the deﬁnitions 
of σ and t , we have pσ(1) + pσ(2) + · · · + pσ(k) ≤∑i∈A L(i) + t · |B|. This contradicts the fact that p1 + p2 + · · · + pk ≤
pσ(1) + pσ(2) + · · · + pσ(k) . This proves (46) and also the feasibility of π . The lemma follows. 
Then following lemma is also useful in our discussion.
Lemma 4.2. Let e1, e2, · · · , en, δ1, δ2, · · · , δn, δ be 2n + 1 numbers so that e1 ≤ e2 ≤ · · · ≤ en and max{δ1, δ2, · · · , δn} ≤ δ. Let 
( f1, f2, · · · , fn) be a sorting of the n numbers e1 + δ1, e2 + δ2, · · · , en + δn such that f1 ≤ f2 ≤ · · · ≤ fn. Then f i ≤ ei + δ for 
i = 1, 2, · · · , n.
Proof. The lemma holds trivially when n = 1. Inductively, suppose that the result holds when n ≤ k − 1, where k ≥ 2 is 
an integer. We now consider the case that n = k. Then e1 ≤ e2 ≤ · · · ≤ ek , max{δ1, δ2, · · · , δk} ≤ δ, and ( f1, f2, · · · , fk) is a 
sorting of the k numbers e1 + δ1, e2 + δ2, · · · , ek + δk such that f1 ≤ f2 ≤ · · · ≤ fk .
Suppose that ek + δk = f i for some i ∈ {1, 2, · · · , k}. Then ( f1, · · · , f i−1, f i+1, · · · , fk) is a sorting of the k − 1 num-
bers e1 + δ1, e2 + δ2, · · · , ek−1 + δk−1 such that f1 ≤ · · · ≤ f i−1, f i+1 ≤ · · · ≤ fk . By the induction hypothesis, we have 
( f1, · · · , f i−1, f i+1, · · · , fk) ≤ (e1 + δ, e2 + δ, · · · , ek−1 + δ). From the fact that ( f i, · · · , fk−1) ≤ ( f i+1, · · · , fk), we have 
( f1, f2, · · · , fk−1) ≤ (e1 + δ, e2 + δ, · · · , ek−1 + δ). Finally, since e1 ≤ e2 ≤ · · · ≤ ek and max{δ1, δ2, · · · , δk} ≤ δ, we also have 
fk =max{e1 + δ1, e2 + δ2, · · · , ek + δk} ≤ ek + δ. The result follows. 
Inspired by the rounding technique in [1], we construct a new instance I∗ by the following way:
• We keep the n delivery times q1, q2, · · · , qn unchanged in I∗ .
• For each small job j ∈ {1, 2, · · · , μ}, we still deﬁne p∗ = p j to be the processing time of job j in I∗ .j
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D(1 + )h , where h
is the unique nonnegative integer with D(1 + )h−1 < p j ≤ D(1 + )h .
In the following, we use π∗ to denote an optimal schedule of problem P |ADT|Dmax on instance I∗ . Note that I∗ is 
obtained from I by enlarging the processing time of each big job a factor of at most 1 +  . Then we have
Dmax(π
∗) ≤ (1+ )Dmax(σ ∗) ≤ 2D. (47)
In the optimal schedule π∗ of I∗ , by delaying the starting time of the ﬁrst big job (if any) on each machine up to the 
nearest multiple of D , we obtain a schedule π ′ of I∗ with Dmax(π ′) ≤ Dmax(π∗) + D , which takes only a small loss. Then 
we deﬁne Delay(I∗, D) to be the restricted problem of P |ADT|Dmax on instance I∗ in which the starting time of the ﬁrst 
big job (if any) on each machine must be the multiple of D . Note that above π ′ is just a feasible schedule of problem 
Delay(I∗, D). In the following, we use π∗∗ to denote an optimal schedule of problem Delay(I∗, D). Then we have
Dmax(π
∗∗) ≤ Dmax(π∗) + D ≤ (2+ )D, (48)
where the last inequality follows from (47).
Now we consider the processing of big jobs. Recall that the processing time of each big job j in I∗ is of the form 
p∗j = D(1 + )h . Since D < p j ≤ p∗j ≤ (1 + )p j and p j ≤ D , we have 1 ≤ h ≤ ρ , where ρ = log1+ E. This means that 
the number of big processing times in I∗ is at most ρ , a constant. Then the n − μ big jobs can be simply denoted by the 
vector n = (n1, n1, · · · , nρ), where nh is the number of big jobs with processing time D(1 + )h .
A machine-conﬁguration (for the big jobs) is a nonnegative vector 
−→
V = (λ; n′1, n′2, · · · , n′ρ) so that λ ∈ {0, 1, 2, · · · , 2E} and 
n′1, n′2, · · · , n′ρ , with (n′1, n′2, · · · , n′ρ) ≤ (n1, n2, · · · , nρ), are nonnegative integers such that n′1 +n′2 + · · · +n′ρ ≤ 2E . Note that 
we have 2E+1 choices for λ, and at most (2E+1)ρ choices for (n′1, n′2, · · · , n′ρ). Then the number of machine-conﬁgurations, 
denoted by , is at most (2E + 1)1+ρ , a large constant! The introducing of the machine-conﬁgurations is motivated by the 
fact that, in every optimal schedule of problem Delay(I∗, D), the processing of the big jobs (if any) on each machine is 
coincide with some machine-conﬁguration 
−→
V = (λ; n′1, n′2, · · · , n′ρ) such that: the starting time of the ﬁrst big job is λD
and, for each h with 1 ≤ h ≤ ρ , exactly n′h big jobs have processing time D(1 + )h . Then we call λ · D the desired 
starting time of machine-conﬁguration 
−→
V = (λ; n′1, n′2, · · · , n′ρ). In our later algorithm, when the machine-conﬁguration 
−→
V =
(λ; n′1, n′2, · · · , n′ρ) is assigned to a machine, we will use (λ + 1)D as the actual starting time of the ﬁrst big job processed 
on this machine. Then the corresponding n′1 +n′2 + · · · +n′ρ big jobs are scheduled in the SPT order from time (λ + 1)D to 
time (λ + 1)D +∑ρh=1 n′hD(1 + )h on the machine. In the following, we use −→V i = (λi; n(i)1 , n(i)2 , · · · , n(i)ρ ), i = 1, 2, · · · , , 
to denote the  machine-conﬁgurations.
A schedule-conﬁguration (for the big jobs) is a nonnegative integral vector 
−→
X = (x1, x2, · · · , x) such that x1 + x2 +
· · · + x = m. Then the number of schedule-conﬁgurations, denoted by K , is given by 
(m+−1
m
) = (m+−1
−1
) = O (m−1), a 
polynomial in m. The introducing of the schedule-conﬁgurations is motivated by the fact that, in every optimal schedule 
of problem Delay(I∗, D), the processing of the big jobs (if any) on the m machines is coincide with some schedule-
conﬁguration 
−→
X = (x1, x2, · · · , x) such that: the machine-conﬁguration −→V i = (λi; n(i)1 , n(i)2 , · · · , n(i)ρ ) is assigned to ex-
actly xi machines, i = 1, 2, · · · , . Note that a schedule-conﬁguration −→X = (x1, x2, · · · , x) is feasible if and only if ∑
i=1 xi · (n(i)1 , n(i)2 , · · · , n(i)ρ ) = (n1, n2, · · · , nρ) = n, that is, the big jobs are all scheduled on the m machines. In the fol-
lowing, we use 
−→
X k = (x(k)1 , x(k)2 , · · · , x(k) ), 1 ≤ k ≤ K , to denote the K schedule-conﬁgurations.
For a given schedule-conﬁguration 
−→
X k = (x(k)1 , x(k)2 , · · · , x(k) ), the fact x(k)1 + x(k)2 + · · · + x(k) = m implies that exactly 
m machine-conﬁgurations (repetition is allowed), say 
−→
V i1 , 
−→
V i2 , · · · , 
−→
V im with i1 ≤ i2 ≤ · · · ≤ im , are assigned to the 
m machines. The desired deadlines λi1D, λi2D, · · · , λimD of the m machine-conﬁgurations form a deadline vector 
(λi1D, λi2D, · · · , λimD) of the machines for scheduling the small jobs. Such a vector will be denoted by Lk and is called 
the deadline vector corresponding to schedule-conﬁguration 
−→
X k .
We are ready to describe our PTAS, called SPT-LS-ENU, for problem P |ADT|Dmax, which combines List-SPT and enumer-
ation of big jobs.
Algorithm SPT-LS-ENU. A PTAS for problem P |ADT|Dmax.
Input: An instance I and a small constant  with 0 <  < 13 and E = 1 being integral.
Output: A schedule σ of problem P |ADT|Dmax on instance I .
Step 1: Sort the processing times in the order p1 ≤ p2 ≤ · · · ≤ pn and sort the delivery times in the order qβ(1) ≥ qβ(2) ≥
· · · ≥ qβ(n) . Determine the small jobs 1, 2, · · · , μ and the big jobs μ + 1, μ + 2, · · · , n.
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n(i)ρ ), i = 1, 2, · · · , , and the schedule-conﬁgurations −→X k = (x(k)1 , x(k)2 , · · · , x(k) ), 1 ≤ k ≤ K .
Step 3: For k = 1, 2, · · · , K , do the following for the schedule-conﬁguration −→X k = (x(k)1 , x(k)2 , · · · , x(k) ):
(3.1) If 
∑
i=1 x
(k)
i · (n(i)1 , n(i)2 , · · · , n(i)ρ ) 
= (n1, n2, · · · , nρ), then claim that the schedule-conﬁguration 
−→
X k is infeasible. Set 
σk to be a dummy schedule with Dmax(σk) = +∞.
(3.2) Let 
−→
V i1 , 
−→
V i2 , · · · , 
−→
V im with i1 ≤ i2 ≤ · · · ≤ im be the m machine-conﬁgurations induced by 
−→
X k and let Lk =
(λi1D, λi2D, · · · , λimD) be the deadline vector corresponding to 
−→
X k . Do Algorithm List-SPT for Problem(LS
(μ), Lk + D). 
Then we consider the following two cases:
• If List-SPT cannot schedule the small jobs subject to the deadline vector Lk + D , then the result in Lemma 4.1 implies 
that the deadline vector Lk is infeasible for scheduling the small jobs. Set σk to be a dummy schedule with Dmax(σk) =
+∞.
• If List-SPT schedules all the small jobs subject to the deadline vector Lk +D , we use σ ′k to denote the resulted schedule 
of the small jobs. Then, by using the m components (λi1 + 1)D, (λi2 + 1)D, · · · , (λim + 1)D of Lk + D as the actual 
starting times of the big jobs on the m machines 1, 2, · · · , m, respectively, we schedule the big jobs according to the m
machine-conﬁgurations 
−→
V i1 , 
−→
V i2 , · · · , 
−→
V im . We use σ
′′
k to denote the resulted schedule of the big jobs. Then σ
′
kσ
′′
k is 
a schedule of problem Delay(I∗, D), where σ ′kσ
′′
k is the union of schedules σ
′
k (for the small jobs) and σ
′′
k (for the big 
jobs). By replacing the processing times of the big jobs in I∗ with the original processing times of the big jobs in I , we 
obtain from σ ′kσ
′′
k a schedule, denoted by σk , of instance I . Then the jobs are delivered in the nondecreasing order of 
their processing completion times in σk as soon as possible. In this case, we have Dmax(σk) < +∞.
Step 4: Choose σ ∈ {σ1, σ2, · · · , σK } such that Dmax(σ ) = min{Dmax(σk) : k = 1, 2, · · · , K }. Then σ is the ﬁnal schedule of 
the algorithm. 
In Algorithm SPT-LS-ENU, Step 1 runs in O (n logn) time. Step 2 runs in O ((1 + ρ)) + O (K ) = O (K ) time. In each 
iteration of Step 3, Step (3.1) runs in O (ρ) time and Step (3.2) runs in O (n) time. Then Step 3 runs in O ((n +ρ)K ) time. 
Finally, Step 4 runs in O (K ) time. Then the total time complexity of Algorithm SPT-LS-ENU is given by O (n logn + K +
(n + ρ)K ). Note that ρ = log1+ E and  ≤ (2E + 1)1+ρ are constants and K = O (m−1). Then Algorithm SPT-LS-ENU
runs in O (n logn + nK ) = O (n logn + n ·m( 2 +1)1+log1+
1
 
) time, which is polynomial in n and m.
Theorem 4.3. Let σ be the schedule generated by Algorithm SPT-LS-ENU. Then Dmax(σ ) ≤ (1 + 3)Dmax(σ ∗).
Proof. We ﬁrst consider the optimal schedule π∗∗ of problem Delay(I∗, D). For each machine i, we deﬁne the unique 
nonnegative integer λ[i] by the following way: If some big jobs are processed on machine i in π∗∗ , then λ[i]D is the 
starting time of the ﬁrst big job on machine i, and if no big jobs are processed on machine i in π∗∗ , then λ[i] is the 
minimum such that no small jobs completes after time λ[i]D . Moreover, for each h with 1 ≤ h ≤ ρ , we use n[i]h to de-
note the number of big jobs of processing time D(1 + )h on machine i. Then, for each i with 1 ≤ i ≤ m, the vector −→
V [i] = (λ[i]; n[i]1 , n[i]2 , · · · , n[i]ρ ) forms a machine-conﬁguration. For each i with 1 ≤ i ≤ , let xi be the number of machine-
conﬁgurations in 
−→
V [1], 
−→
V [2], · · · , −→V [m] which are identical to the machine-conﬁguration Li . Then (x1, x2, · · · , x) forms 
a schedule-conﬁguration. It follows that there is k ∈ {1, 2, · · · , K } such that Xk = (x1, x2, · · · , x). By renumbering the m
identical machines, we may assume that (
−→
V [1], 
−→
V [2], · · · , −→V [m]) = (−→V i1 , 
−→
V i2 , · · · , 
−→
V im ) coincide with the notation in Step 
(3.2) of Algorithm SPT-LS-ENU for the schedule-conﬁguration Xk . Lk = (λ[1]D, λ[2]D, · · · , λ[m]D) is the deadline vector 
corresponding to 
−→
X k .
Let σ ′k and σ
′′
k be the same as that in Step (3.2) of Algorithm SPT-LS-ENU for the schedule-conﬁguration Xk . Then σ
′
k
is the schedule of the small jobs generated by Algorithm List-SPT for Problem(LS(μ), Lk + D), and σ ′′k is the schedule of 
the big jobs obtained from that in π∗∗ by delaying the starting time of each big job an amount of D . Let π = σ ′kσ ′′k and 
let π ′ be the schedule of the small jobs in π∗∗ . From (46) in Lemma 4.1, for each small job j ∈ {1, 2, · · · , μ}, we have 
C j(π) = C j(σ ′k) ≤ Cπ ′( j)(π∗∗) + D . Moreover, from the deﬁnition of σ ′′k , for each big job j ∈ {μ + 1, μ + 2, · · · , n}, we have 
C j(π) = C j(π∗∗) + D . From Lemma 4.2, we conclude that Cπ( j)(π) ≤ Cπ∗∗( j)(π∗∗) + D for j = 1, 2, · · · , n. Note that, in 
each schedule, the jobs are delivered in the nondecreasing order of their processing completion times as soon as possible. 
Then we have
Dmax(π) ≤ Dmax(π∗∗) + D. (49)
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times of the big jobs in I . Since p j ≤ p∗j for all big jobs j, we have
Dmax(σk) ≤ Dmax(π). (50)
Putting (47), (48), (49) and (50) together, we have
Dmax(σk) ≤ (1+ )Dmax(σ ∗) + 2D ≤ (1+ 3)Dmax(σ ∗). (51)
By the choice of σ , we have Dmax(σ ) ≤ Dmax(σk). From (51), we conclude that Dmax(σ ) ≤ (1 + 3)Dmax(σ ∗). The result 
follows. 
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