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We  propose  a  strategy for  building  up  the  linear  program while  using a  logarithmic barrier  method.  The  method starts with  a 
(small) subset of the dual constraints, and follows the corresponding central path until the iterate is close to (or violates) one of the 
constraints, which  is  in  turn  added  to  the  current  system. This  process  is  repeated  until  an  optimal  solution  is  reached.  If  a 
constraint is added  to  the current system, the central path will, of course, change. We analyze the effect on  the barrier  function 
value if a  constraint is added. More importantly, we give an upper bound for the number of iterations needed to return to the new 
path. We prove that in the worst case the complexity is the same as that of the standard logarithmic barrier method. In practice this 
build-up scheme is likely to save a  great deal of computation. 
interior point method; linear programming; logarithmic barrier function; polynomial algorithm; build-up variant 
I.  Introduction 
Karmarkar [4]  pioneered  the  rapidly develop- 
ing  field  of  interior  point  methods  for  linear 
programming. These methods not only have nice 
theoretical properties, but are very efficient from 
a  practical  point  of  view,  especially  for  large 
problems.  One  drawback  to  all  interior  point 
methods  is  the  great  computational  effort  re- 
quired  for  each  iteration.  In  each  iteration the 
search direction p  is obtained by solving a linear 
system with normal matrix  AD-2A v, where A  is 
the  constraint  matrix (m × n)  and  D  a  positive 
diagonal matrix depending on the current iterate. 
Therefore,  working  with  a  subset  of  the  dual 
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constraints  rather  than  the  full  system,  would 
save a great deal of computation. 
The first attempt to save  computations is  the 
so-called  'build-down'  process,  proposed  by  Ye 
[12], [14]. In his approach, a criterion for detect- 
ing  (non)binding  constraints  is  derived  on  the 
basis of a circumscribed ellipsoid. If a constraint 
is detected to be non-binding in the optimal set, 
it is removed from the system. Consequently, the 
system  becomes  increasingly smaller,  which  re- 
duces the computational effort for computing the 
normal  matrix  AD-ZA ~.  However,  the  speed  of 
the detection process is crucial. If the nonbinding 
constraints are only detected during the last stage 
of the algorithm, the reduction in computation is 
neglegible. To the best  of our knowledge, there 
are no computational results to be found in liter- 
ature concerning this build-down process. 
The  second  attempt  to  save  computations  is 
the  'build-up'  or  'column  generation'  method. 
Papers  on  column  generation techniques within 
interior  point  methods  were  first  written  by 
Mitchell [5] and Goffin and Vial  [3] for the pro- 
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jective  method.  However,  these  papers  provide 
no theoretical analysis of the effect on the poten- 
tial  function  and/or  the  number  of  iterations 
after the addition of a  column/row. 
Ye [13] proposed a (non-interior) potential re- 
duction method for the linear feasibility problem 
which allows column generation. In each iteration 
an  inequality  violated  at  the  current  center  is 
added to the system (in a shifted position), until a 
feasible  point  has  been  found.  He  proved  that 
such  a  point can be found in O(vrn-L) iterations. 
Although  each  linear programming  problem can 
be formulated as a linear feasibility problem, this 
is  an  inefficient way  of solving  linear  program- 
ming problems. 
Dantzig and Ye [1] proposed a build-up scheme 
for the dual affine scaling algorithm. This method 
differs from the  'standard'  affine scaling method 
in that the ellipsoid chosen to generate the search 
direction p  is constructed from a set of m  'prom- 
ising'  dual  constraints.  If  the  next  iterate  y +p 
violates  one  of  the  other  constraints,  this  con- 
straint is added to the current system and  a  new 
ellipsoid and  search direction (using the new  set 
of constraints)  are  calculated.  After  making  the 
step, a new set of m  promising dual constraints is 
selected. 
Tone  [10]  proposed  an  active-set  strategy for 
Ye's [11] dual potential reduction method. In this 
strategy the  search  direction  is  also  constructed 
from  a  subset  of  constraints  which  have  small 
dual  slacks  in  the  current  iterate.  More  con- 
straints are added if no sufficient potential reduc- 
tion is obtained. After making the step a new set 
of  dual  constraints,  with  small  slack  values,  is 
selected. This algorithm converges to an optimal 
solution in O(v%-L) iterations. 
Elaborating  the  above  ideas,  we  propose  in 
this  note  a  build-up  strategy  for  the  long-step 
logarithmic barrier method.  Comparing with  the 
usual  long-step  logarithmic  barrier  method,  this 
approach  has  two  advantages:  it  enables  us  to 
work with a  smaller subset in each iteration, and 
it gives a better (theoretical) complexity (the same, 
at  worst)  than  that  of the  standard  logarithmic 
barrier method. The build-up method starts with 
a  (small)  subset  of the  dual  constraints,  and  fol- 
lows  the  corresponding  central  path  until  the 
iterate  is  close  to  (or violates) one  of the  other 
constraints, at which point the constraint is added 
to  the  current  system.  This  process  is  repeated 
until  an  optimal  solution  with  prescribed  preci- 
sion  is  obtained.  Note that  this  approach  differs 
from that of Dantzig and Ye [1], in that we do not 
select a new subset of m  dual constraints at each 
iteration. 
If a  constraint is added to the current system, 
the central path will, of course, change. We ana- 
lyze the effect on the barrier function value after 
adding a  constraint.  More importantly,  an upper 
bound  is  obtained  for the  additional  number  of 
iterations needed to return to the new path. The 
analysis  is  an  extension  of the  analysis  for  the 
'standard' logarithmic barrier method given in [8], 
[9] and [2]. 
Section 2 contains some of the results obtained 
for the  'standard'  logarithmic  barrier method  in 
[8], [9] and [2], which we need there. In Section 3 
we  state  the  build-up  strategy  and  analyze  its 
complexity. 
The  following notations  are  used.  We  denote 
by  e  the  vector of all  ones,  and  I  the  identity 
matrix.  Given an  n-dimensional vector s, we  de- 
note by S  the n × n  diagonal matrix whose diago- 
nal  entries are  the coordinates  s  s of s;  s v  is  the 
transpose  of the vector s  and  the  same  notation 
holds  for  matrices.  Finally  Ilsll  denotes  the  l 2 
norm of s. 
2.  Properties  near the central path 
In  this  section  we  present  the  problem,  its 
central  path  and  a  measure  for  the  distance  to 
the  central  path.  Some  well-known  results  for 
logarithmic barrier methods, which are needed in 
the sequel, are recalled from [8], [9], and [2]. 
Consider the well-known standard  linear  pro- 
gramming problem: 
(P) 
min{cTx: Ax = b, x >__ 0} 
Here  A  is an  m  ×n  matrix,  b  and  c  are  m- and 
n-dimensional  vectors,  respectively.  In  this  note 
we deal with the dual formulation for (P): 
(D) 
max{bTy: ATy + S = c, S >_ 0}. 
Without loss of generality, we assume that all the 
coefficients are  integer.  L  denotes the  length of 
the  input  data  of  (D).  We  make  the  standard 
assumptions  that  the  interior  of the  feasible  re- 
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gion of (D) is non-empty and that  the optimal  set 
is bounded.  In  order  to simplify the  analysis,  we 
also  assume  that  A  has  full  rank,  though  this 
assumption  is not essential. 
The  dual  logarithmic  barrier  function  is given 
by 
f( y, ~)  :=  b-~Y  --+  ~  lnsj,  (1) 
IZ  j  1 
where  ~  is  a  positive  parameter.  It  achieves  a 
maximum  value  at  a  unique  interior  point.  The 
necessary  and  sufficient  first  order  optimality 
conditions  for this point  are: 
ATy + s = c,  s>0, 
Ax=b,  x>0, 
Sx =txe. 
The  unique  solution  to this  system is denoted  by 
(x(#),  y(/x), s(iz)).  The  primal  and  dual  central 
path is defined as the solution set x(#) and  y(#), 
/x >  0, respectively. 
Roos  and  Vial  [8]  introduced  the  following 
measure  for  the  distance  of  an  interior  feasible 
point  y  to the central  point  y(/x): 
a(Y'/'O:=min(  -~-e  :Ax=b)  "x 
The unique  solution to the minimization  problem 
in the definition of 6(y, Iz) is denoted by x(y,  ~). 
If the  Newton  direction  for (1)  is denoted  by p, 
then  it can be verified that  3(y, Iz)=  II S-1ATp II. 
A  closed formula  for p  is: 
P=(AS-2AT)-I(  b  )  ---AS  le.  (2) 
/x 
It can  also easily be verified that 
Y=Y(/-0  '~  6(y,/.t)=0. 
The  following  lemmas  and  theorem  are  recalled 
from [8], [9] and [2]. 
Lemma 1.  If ~ :=x(y,  /~) is primal feasible.  More- 
over, 
Ix(n -  #fn ) < cTx -  bVy < Ix(n + a~n-). 
Lemma  2.  If  g( y , Ix ) < l  then  y 
strictly feasible point for  (D),  and 
8( y *, /x) _< a( y, Ix) 2. 
* =y+p  is  a 
I.emma 3.  If 6 := 6(y,/x) <  1,  then 
a: 
f(y(tx),  ~) -f(y,  Ix) <  ~  .  1- 
Lemma  4.  Let  6:=(1  +6) - j.  Then  y + &  p  & 
strictly feasible and 
Af:=f(y  + &p, ~) -f(y,  tx) >_ a-  ln(1  +  6). 
Lemma  5.  If ~  :=(1-0)/x  and  6 :=6(y,  tx)< ½ 
then 
0 
1  f( y(-~)  -~) -f(  y,  -~) <  --(  On + 3~n ) + ~. 
'  -1-0 
In  the  standard  long-step  logarithmic  barrier 
method  line  searches  along  Newton  directions 
are  carried  out  until  the  iterate  is in  the vicinity 
of the  current  center.  At  this  point  the  barrier 
parameter  is reduced,  followed by Newton  itera- 
tions for the purpose of returning  into the vicinity 
of the  new center.  Suppose  the  logarithmic  bar- 
rier method,  as defined  in [2],  starts  with  barrier 
parameter  /x 0  and  0 <  0 <  1,  independent  of  n 
(say  0 =  ½),  then  the  following theorem  gives an 
upper  bound  for  the  total  number  of  iterations 
(see [2]). 
Theorem  1.  After at most K =  O(L +  In  ntz o) re- 
ductions  of  the  barrier  parameter,  the  long-step 
algorithm  ends up with a primal  and a  dual solu- 
tion  such  that XTS < 2 -2L.  Each  reduction  of the 
barrier parameter  requires  at  most  O(n)  Newton 
iterations. 
3.  The build-up strategy 
In the build-up  logarithmic  barrier  method we 
start with a  certain  (small) subset  Q  of the  index 
set {1 ..... n}.  Then  we start  the  logarithmic  bar- 
rier method,  with  respect to the  dual  constraints 
in  Q. This means that we work with the subprob- 
lem 
(D  O  ) 
max{bry • a~y < ci,  i ~  Q} 
of  the  full  problem  (D).  At  each  iteration  we 
check for each index  i ~  Q  if 
si < 2-',  (3) 
where  t  is some 'proximity'  parameter.  If there is 
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such  an  index,  we  add  it  to  Q,  go  back  to  the 
previous iterate (for which s i >_ 2 -t) and continue 
the process. In other words, a constraint is added 
to  the  subproblem  if the  candidate for the  next 
iterate violates or is close to this constraint. 
Let 3Q(y, IX), fQ(y, IX) and  Pc? be the  6-mea- 
sure,  the barrier function value and the Newton 
direction, respectively, with regard to the subsys- 
tem  Q  instead  of  the  full  system.  Note  that 
computing  po  requires  much  less  computation 
time than computing  p,  if Q  is small compared 
with  the  full system (see  equation  (2)).  Observe 
that  3o(y, IX)  can  easily  be  computed,  since 
~Q(Y, IX)=  II SQIAXQPQ  II,  where  the  subscript  Q 
again denotes the restriction to Q. The algorithm 
goes as follows: 
Build-Up Algorithm 
Input: 
IX = Ix0 is the barrier parameter value, 
t  is a proximity parameter; 
0 is the reduction parameter, 0 < 0 <  1; 
Q  is the initial subset of dual constraints; 
y  is  a  given  interior  feasible  point  such  that 
6Q(y, Ix) < ½; 
begin 
while  sTx(y,  IX) >  2 -2L  do 
begin 
IX := (1 -  0)ix; 
1  while 3a(y, IX)> ~  do 
begin 
~:=y; 
& := arg max~ > o{fQ(y + apQ, IX): 
s i -  aafpQ > O, Vi ~  Q}; 
y := y + ~pQ; 
if qi ~  Q:  s i < 2 -t then 
begin 
y :=~; 





In  the  Appendix it  is  shown  how to  obtain  a 
starting point  y  and index set  Q  such that  y  is 
1  feasible for the whole problem and  t~Q(y, IX) <_ -~. 
Let  q  denote  the  cardinality  of  the  current 
subset  Q.  If 0  is independent of q  (say ½), then 
we know from Lemma 4 and 5 that the standard 
logarithmic barrier method requires at most O(q) 
Newton iterations between two reductions of the 
barrier parameter. Lemma 6 gives this number if 
constraints  are  added  between  the  two  reduc- 
tions. 
Lemma  6.  Between  two  successive  reductions  of 
the barrier parameter  Ix,  the Build-Up Algorithm 
requires O(q + r(t + L ))  Newton iterations,  where 
r denotes the number of constraints  added between 
these reductions  of Ix. 
Proof.  Let  ~  be  the  current  value  and  Ix  the 
previous value of the barrier parameter (i.e. ~  := 
(1 -  0)IX). Let i~ ..... i r  denote the indices of the 
r  constraints  added  to  Q  while  the  barrier  pa- 
rameter has value ~. And let  yk, for k =  1  ..... r, 
denote the  iterate just  after the  ik-th  constraint 
has  then  added,  while  yk(~)  and  if(y, ~)  de- 
note the corresponding center  and barrier  func- 
tion.  Finally,  let  y0  denote  the  iterate  at  the 
moment that IX is reduced to ~  (i.e.  y0 is in the 
vicinity of  y0(ix)), and  f0(y, Ix) the correspond- 
ing barrier function. 
Since  in  each  iteration  the  barrier  function 
value  decreases  by  a  constant  (Lemma  4),  the 
number of Newton iterations needed to go from 
y0  to  the  vicinity of  yr(~)  is,  at  most,  propor- 
tional to 
r--I 
p:=fO(y,,  -~)_fO(yO,-~)  +  ,~"  (fk(yk+l,  -~) 
k=l 
_fk(yk,  -~)) +fr(y~(~),  -~) _fr(yr,  -~).  (4) 





=  y'  (fk(yk+l,'~)--fk-t(yk,~)--lns~) 
k=l 
r-1 
=fr-l(yr,~)_fO(y,,~)_  E  lns~. 
k=l 
Substituting this into (4), while using f'(y~, g) = 
f r- l(y r  ~) + In Sir, we obtain 
p=fr(y~(~),g)_fO(yO,-~)_  ~  lns~ 
k=l 
= fr ( yr (-~), -~) _ fO( yO(-~), -~) 
+ fO(yO(-~), ~)_fO(yO,  -~)_  ~  Inst. 
k=l 
(5) 
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Moreover, 
fr(yr(~),  ~) _ fO( yO(-~), -~) 
=  ~"  (fk(yk(~),~)_fk-l(yk-'(-~),-~)) 
k=l 
<  ~  (fk(yk(-~),-~)_fk  l(yk(-~),-~)) 
k-l 
=  ,n  (6) 
k-l 
where  the  inequality  follows  because  yk-I(~) 
maximizes fk-l(y, -~) and, therefore, 
fk  ,(yk-,(-~),~)>fk  ,(yk(~),~). 
Since  yO  is  in  the  vicinity  of  yO(/~)  we  have, 
according to Lemma 5: 
fO(yO(fi), ~) _fO(y(,, fi) 
0 
I  <--(Oq+3~q)+  3.  (7) 
-1-0 
Now substituting (6) and (7) into (5) gives 
P <  l~(Oq  +  3viq) +  7 -  In  s~ 
k=l 
+~  In  k-- 
k-1 
<  -- 
0 
i +r(t+L)  lnm.  l _o (Oq + 3vrq ) + ~ 
The  last  inequality  follows because  criterion  (3) 
gives us s~ >  2 -t and because s~(~) < 2 L. Taking 
0 =  ½, the lemma follows.  [] 
Now  let  Q*,  with  cardinality  q*,  be  the  final 
subset of dual constraints used by the algorithm. 
The following theorem gives an upper bound for 
the total number of iterations. 
z*--bTy < 2 -mL, where  z*  is  the  optimal value 
of (D). 
If r  constraints are added between two reduc- 
tions of the barrier parameter then, according to 
Lemma 6, at most O(q* + r(t + L)) Newton iter- 
ations  are  needed.  This  means  that  adding  a 
constraint  requires,  on  the  average,  at  most  O(t 
+ L)  additional  Newton  iterations.  During  the 
process  at  most  q*  constraints were  added.  So, 
as far as the work due to adding constraints goes, 
at  most  O(q*(t+L))  Newton  iterations  are 
needed.  Consequently,  the  overall  complexity  is 
O(q*(L + t +In  q*/~0)).  [] 
We  note  that  in  the  algorithm  all  constraints 
which violate criterion (3)  are  added  to the  cur- 
rent  subsystem  of constraints.  It  is  easy  to  see 
that  the  analysis  also  permits  us  to  add  one  (or 
some)  of  these  constraints.  Intuitively,  this  will 
lead to smaller values of q *. The following lemma 
even shows  that  if we  take  t >_ L, then only sup- 
porting  hyperplanes  of  the  feasible  region  are 
added. 
Theorem 3. Suppose,  in the Build-Up Algorithm we 
only  add  the  constraint  with  the  smallest  slack 
value  of all constraints  which  violate  the criterion. 
Then if we set t >_ L, only supporting  hyperplanes of 
the feasible  region will be added. 
Proof. Suppose the k-th constraint is not support- 
ing.  The  minimal  value  for the  slack variable  s k 
over the feasible region is assumed  in a vertex of 
the feasible region.  For a  vertex it is well known 
that either s  i =  0 or s  i >  2 -L. Since the  k-th con- 
straint is not supporting, we obtain that  s k > 2 -L 
for  all  feasible  points.  Consequently,  the  k-th 
constraint  will  never  be  added  by  the  Build-Up 
Algorithm.  [] 
Theorem 2. After at most O(q*(t + L  + In  q*/zo)) 
Newton iterations  the Build-Up Algorithm  ends  up 
with a  2- 2L-optimal solution. 
Proof.  According  to  Theorem  1  after  O(L + 
In q*p~0) reductions of the barrier parameter, the 
algorithm  ends  up  with  a  primal  and  dual  solu- 
tion  y  for the  subproblem  (DQ.)  corresponding 
to Q*, such that the duality gap is less than 2 -mL. 
Since y  is also feasible for (D) and the subsystem 
Q*  forms a  relaxation of (D), we  also  have that 
Appendix: Initialization  of the Algorithm 
Suppose the dual constraints are divided in the 
sets  Q  and  Q  such that  Q o  Q =  {1 ..... n}.  Now 
assume  that  y  and  (xQ, xc))  are  the  (weighted) 
/x0-centers for the problem: 
bTy  1 
max  +  ~  Ins i+  ~  In  s i, 
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that  is they satisfy 
Aox o  +Aox  Q = b, 
ATc) y  + So = Co, 
Arc> = s o  = co, 
XQSQ = i,~o  e , 
tz o 
Xoso =  -:.-e. 
q 
It is well-known that  such points can be obtained 
by  transforming  the  original  problem.  See  e.g. 
Monteiro  and  Adler  [6],  Renegar  [7].  If we  de- 
note  a  :=Aox 0  then (xo,  1) and  y  satisfy 
Ac>x 0  + ~a = b, 
A~y  +s o  =CQ, 
_  T  ary + r  I --Xoco, 
XQSQ = Ixoe, 
~7 = ~o" 
This means  that  y  is feasible for the whole  prob- 
lem  (D)  and  is  the  center  for  the  subproblem 
consisting of the  q  constraints  and  an  additional 
constraint  aTy <x~c O,  which  is  also  a  valid  in- 
equality for  (D).  Note  that  the  constraints which 
are  not  in  Q  are  condensed  into  this  additional 
constraint. 
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