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Abstract 
Each r then decays, 
r'-+v~X · 
where .in this thesis only the final states 
X= ev., JJ-V~, and 1r /K( 7r 0 )K£ 
are considered. 
About 62000 rr. pairs have been detected by the ALEPH experiment during the 
· period 1991-93 at a center-of-mass energyof about 91 GeV,aroundthe zo boson mass. 
The total systematic e~ror on the leptonic r decay fractions is 2.9%0 for B. and 
2.6°/oofor B,, dominated by Monte Carlo statistics (1.4%o), non;r backgr~unds (1.40(..) 
·· and rr selection uncertainty ( 1.2°/oo). Fi~ally, the following branching ratios are ob~ · 
~~: . . . . . . . 
Be= (17.79±0.13)% 
B,:... (17.31±0.12)% 
These meastlre~ents allowto test precisely the e- J1-- r universality in the charged 
weak current couplings (Wlv1) • 
g . . 
...!:. = 1.0003 ± 0.0051 
g •. 
·. g7 ·~· 0.9979 ± 0.0027(wor/dav. r7 ) ± 0.0023(BI)±.0.0004(mT). 
~· .· .. ·. 
where unity corresponds to perfect e- /1- andp- r universalities. 
In addition, a hadronic r final state containing aK[, is st.udied, which nicelydemon-
strates the ALEPH capabilities of K[, identification. · 
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Le lepton r a ete decouvert en 1975 dans !'experience MARK I au pres de l'anneau de 
collision e+e- SPEAR it SLAC. Beaucoup d'etudes ont ete faites pour comprendre les 
proprietes de cette particule et il a ete montre que le lepton rest identique it !'electron 
et le muon sauf que sa masse est plus grande et qu 'il possede un nombre leptonique 
propre. 
Dans cette these, !'identification du lepton r par les produits de sa desintegration 
permet Ia mesure de ses rapports d'embranchement dans les canaux avec un electron, 
un muon, et ceux qui contiennent un K£. 
Une paire de r+r- peut etre produite au LEP par ]e processus d'annihilation e+e-
au Z 0 , e+ e- -+ zo -+ r+ r-, et ]es r se desintegrent selon r -+ vrX. Seuls les etats 
finals avec 
ont ete consideres dans cette these. Environ 62000 evenements rr ont ete detectes 
par ]'experience ALEPH pendant Ia periode de 1991 it 1993 it l'energie de centre de 
masse de 91 Ge V, au pic de Ia resonance zo. 
La partie principale de cette these traite Ia mesure des rapports d'embranchement de 
Ia desintegration leptonique ( r-+vreile ou r-+VrJtil,.), ce qui permet de tester l'universalite 
e- It- r dans les courants charges de !'interaction electrofaible, c'est it dire dans les 
desintegrations W -+lilt( l == e, Jt, r ). 
Dans le chapitre 2, Ia theorie concernant Ia production de tau dans !'annihilation 
e+ e- et Ia desintegration de tau en leptons par I 'echange du boson w± est brievement 
presentee. 
La partie I (Chapitres 3-5) decrit les conditions experimentales sur lesquelles cette 
analyse est basee : l'anneau de collision LEP (Ch.3), ]e detecteur ALEPH (Ch.4), et 
Ia capacite d'identification des particules d'ALEPH (Ch.5). 
La partie II ( Chapitres 6-7) explique Ia methode et Ia performance de I 'identification 
des particules optimisee pour les desintegrations des r. 
La partie III (Chapitres 8-14) decrit Ia mesure des rapports d'embranchement 
leptoniques. Dans le Chapitre 8, Ia methode qui utilise des effi.cacites determinees 
experimentalement est introduite. Le Chapitre 9 decrit Ia selection des rr qui a une 
effi.cacite d'environ 78% et Ia contamination du bruit de fond physique de 2%. Le 
bruit de fond est reduit it 0.8% avec une perte d'effi.cacite negligeable par les methodes 
2 
qui sont expliquees dans les Chapitres 10-11. Un evenement rr est divise en deux 
hemispheres, chacun Contenant un etat final de T et !'hemisphere Jeptonique (e OU Jl) 
est defini et ensuite etudie dans les Chapitres 12-13. Le Chapitre 14 donne les resultats 
sur les rapports d'embranchement leptoniques et les discussions de l'universalite e- p. 
et p.- r. 
La partie IV (Chapitre 15) decrit !'analyse de Ia production de K£ dans la desintegration 
de tau en une branche, ce qui montre Ia capacite d'ALEPH pour !'identification de K£. 
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In 1975, the T lepton was discovered by the MARK I experiment using the SPEAR 
e+ e- storage ring at SLAC [1 ]. Since then much work has been devoted to understand 
its nature, which indicates that the particle is identical to electrons and muons except 
for its large mass and its own lepton number [2, 3, 4]. 
In this thesis the T lepton is identified from its decay products and the decay 
rates into electrons, muons and final states containing K£ are measured. A TT pair 
is produced in the LEP storage ring from the electron-positron annihilation to a zo 
boson, 
Each T then decays, 
where in this thesis only the final states 
are considered. About 62000 TT pairs have been detected by the ALEPH experiment 
during the period 1991-93 at a center-of-mass energy of about 91 GeV, around the zo 
boson mass. 
The main part (Part III) of this thesis is devoted to the measurement of branching 
fractions of leptonic tau decays ( T-+vTeveor T-+VTJ1v,.), which then provides a precise 
test of e- J1- T universality in the charged sector of the electroweak interaction (this 
is formally equivalent to study the decay W -+liJ1(l = e,jl, T)). 
Chapter 2 gives the theoretical background on TT production from e+ e- annihilation 
and T decays into leptons via W± boson exchange. 
9 
10 CHAPTER 1. INTRODUCTION 
Part I (Chapters 3-5) discusses the experimental conditions, relevant to this anal-
ysis. The LEP e+e- storage ring (Chapter 3), the ALEPH detector (Chapter 4), and 
the particle identification capabilities of ALEPH (Chapter 5) are described. 
Part II (Chapters 6-7) explains the method and the performance of particle identi-
fication optimized for r decays. 
Part III (Chapters 8-14) describes the measurement of the leptonic branching frac-
tions. Chapter 8 introduces the method with the components to be experimentally 
determined. Chapter 9 discusses the rr-preselection which produces a TT sample with 
a ~ 78% efficiency and 2% physics backgrounds. These backgrounds then are much 
reduced at a level of~ 0.8% with a negligible loss of efficiency, as in Chapters 10 and 
11. A TT event is divided into two hemispheres, each containing one r final state, and 
a leptonic ( e or p) hemisphere is carefully defined and studied in Chapters 12 and 13. 
Chapter 14 gives the results for leptonic branching ratios and discusses the tests of 
universality for e - Jl and p - r. 
Part IV (Chapter 15) briefly sketches the analysis forK[, production in 1-prong tau 
decays, which demonstrates nicely the ALEPH capabilities for K[, identification. 




2.1 Neutral current and'' production 
In the couplings of the electroweak standard model (5], the production of a fermion-
antifermion pair from e+ C -annihilation is achieved via an intermediate photon and 
zo boson. To lowest order (Born approximation), the total annihilation amplitude M 
(6, 7] for e+ e--+ I], with I 'I e process is prescribed by two Feynman diagrams : 
e f f 
e• 
II 
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In this equation, J~ "" f'Yvf and the neutral current mediated by zo boson is 
(2.2) 
where I{ is the third component of the weak isospin of the left-handed fermion, 
while the right-handed fermions are weak-isospin singlets and do not participate in the 
SU L(2) weak currents. 
Differently from the case of charged current (see next section), the parity viola-
tion in the neutral current is diluted due to a mixing between parity-violating SU(2) 
and parity-conserving Uv(l) generators which couple respectively to fermions with a 
strength g and g', with a mixing angle Ow = tan- 1 (g' /g). Therefore the diluting 
term, 2 Q1sin20w, would disappear if g' ""0 (no Uv(l) field) or for neutral fermions, 
Qf = I{+ Y/2 "" 0 (the conserved 'charges' of both generators are cancelling each 
other). 
In the Standard Model universality of electroweak couplings is assumed for all 3 
families. Therefore the zo couples universally to fermions with 
v1 = I{-2Q1sin20w 
a1 = I{ 
the vector and axial couplings respectively at tree level. 
(2.3) 
(2.4) 
The e+e- -annihilation cross section consists of three contributions : a term repre-
senting 'Y_zo interference, which is small when the center-of-mass energy ys is close 
to mz (vanishes at ys"" mz), and two terms from pure photon and zo exchanges. At 
Born level, the photon exchange term is : 
( + - Jf-) 4?Taz Qz Nc tJ-, e e -+ = ~ f f (2.5) 
where NJ is the color factor of the produced fermions ( NJo=l for leptons and NJo=3 
for quarks). In case of rr-production at ys = mz, with f"" T-, 
( + _ + _) _ 4?Ta
2 ~ 87nb ~ b 
tJ-, c e --tr r - , - ( (G )) 2 - lOp 
.ls mz ,eV 
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At .,fS ~ mz, the contribution from this QED term together with 1-Z0 interference 
term is 0(1 %) of total fermion-anti fermion production, small compared with the dom-
' inating zo exchange contribution ( ~ 0.1 ·7*0'-,) : 
z 
+ _ - _ 12rrfe+e-fjJ 8 
O'z(e e --+!!)- 6 (I 2 1)2 + r2; 2 mz s mz- z mz 
with r/1, the partial Z0 -decay width into JJ: 
and fz = L.1r11 (~2490 MeV, experimental value), the Z0 -total decay width. 
(2.6) 
The cross section O'z (Eq. 2.6) has an expected form from unitarity and resonance 
behaviour. Table 2.1 gives the axial-vector and vector couplings and the corresponding 
partial decays widths. 
fermion a1 = Ij Vf = Ij- 2Qfsin2 0w r 11(MeV) 
Ve, VJL, l/7 1/2 1/2 166 
e, JL, T -1/2 -1/2+2sin2 0w 83 
u, c, t 1/2 1/2-( 4/3) sin2 Bw 295 
d,s,b -1/2 -1/2 + (2/3) sin2 0w 381 
Table 2.1: The aj,VJ and r/1 for different fermions. rff are calculated with GF = 
1.16639 · 10-5 GeV- 2 , mz = 91.189 GeV /c2 and sin20w = 0.23. About~ 3.4% of zo's 
decay torr. 
The Born approximation is not sufficient to match the high-precision measurements 
of zo -resonance parameters at LEP and radiative corrections should be included. By 
convention the radiative corrections are separated into three classes : photonic, non-
photonic and QCD corrections [8]. 
• The term photonic corrections refers to all diagrams with real or virtual photons 
added to the Born diagram. These corrections are large ( 0(30%)) and depend on 
experimental cuts. The dominant contribution arises from diagrams where a photon 
radiated off the initial state, thus modifying the effective center-of-mass energy, which 
has a substantial effect on the zo line shape : the main effects are to [6] displace the 
peak by 110 MeV, reduce it by a factor of about 0.74 and increase the width by 400 
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MeV. The effects are large, but estimated theoretically with a enough accuracy (better 
than 0.1 %) [9]. 
• Non-photonic corrections denote the electroweak component to photonic correc-
tions. Their effects can be summarized to a very good approximation by [8] (i) an s-
dependent photon vacuum polarization correction b.a(s), (ii) an s-dependent zo total 
width fz(s) == fz · ~ and (iii) effective vector and axial-vector couplings (v1 and 
af ), almost independent of s in the vicinity of the peak. These contributions can be 
large compared to the experimental accuracies. They come from only virtual processes 
and therefore are not affected by experimental cuts, but contain hidden physics (heavy 
fermions, Higgs ... ) and can be used to constrain the new physics. 
• QCD corrections account for gluon radiation off real and virtual quarks. They 
modify (mostly) the qlj final states, but are less important for the leptonic final states. 
Very precise tests of e - f.' - r universality in neutral current couplings are pro-
vided by the f 1r (I == e, f.', r) partial widths and the various angular decay asymmetries 
(forward-backward, T polarization, ... ). The zo decay asymmetries measure the. com-
bination 
Forward-backward asymmetries determine 
while tau polarization studies at LEP separate Ae and AT. 
From current fits to data [10], the following values for the couplings are obtained 
ae = -0.50093±0.00064 Ve = -0.0370±0.0021 
a~ = -0.50164±0.00096 v~ = -0.0308±0.0051 
aT= -0.5026±0.0010 VT = -0.0386±0.0023 
at = -0.50128±0.00054 v1 = -0.0366±0.0013 
which agree well with the Standard Model prediction with sin20w = 0.2322 [11] 
including the radiative corrections, and test the e - f.' - T universality with ~ 10% 
accuracy for vector couplings (however this is a consequence of sin20w being close to 
0.25; the intrinsic accuracy on sin 20w is a better measure of universality for the neutral 
couplings, i.e. ~ 0.4%) and with high precision~ 0.2% for axial couplings: 
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vtt aj.t 
-=- = 0.83±0.15, - = 1.0014±0.0023 
Ve ae 
vT aT 
-=- = 1.04±0.09, - = 1.0033±0.0024 
Ve ae 
The axial couplings are essentially determined by the leptonic partial widths, whereas 
the asymmetry data measure vJ/ a1. The error on the electron axial coupling is roughly J2 times smaller than the others as the electron couplings enter in both initial and 
final state for the process e+ e- --+e+ e-. The accuracy of the vector coupling for the T 
lepton significantly profits from the polarization measurement. 
2.2 Charged current and leptonic T decays 
The W field couples universally to all fermion currents : it triggers p and r decays as 
well as the neutron decay with the same strength GF (taking into account the CKM 
matrix for the quark currents [12]). Specifically, the leptonic T decays at lowest order 
can be described by a W-exchange diagram : 
which emphasizes the W propaga.l.or a.s compared with the contact Fermi theory. 
However, in the limit where the squared momentum q2 of the exchanged W is small 
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compared to m~, which is a very good approximation for T decays (q2 < m~), the 
W propagator becomes constant and the interaction is described by a current-current 
interaction. The leptonic r decay amplitude M is then given by 
(2.7) 
a product of left-handed lepton currents 
which couple to the W field with the universal SU L(2) strength g. 
In equation 2.7, ~ is the approximation to theW propagator at low energy scale, mw 
and identifies the Fermi constant G F through 




F(x) = 1- 8x + 8x3 - x 4 - 12x2lnx, F(:D = 1 -1.87 ·10-4 
and 
2 (m ) 1 a(m,,t 1 = a- 1 - -. In ___.!!. +- ~ 136 
.37f me 61r 
In this formula most of the clcctroweak radiative corrections have been absorbed 
in Gw Terms of O(am;/m~) and O(am;,/mf¥) have been neglected, but a (small) 
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leading 0( m~/mfv) tree level contribution from the W propagator has been included. 
From the measured muon lifetime 
r,, = 2.19703( 4) · 10-6 s 
one finds 
G,, = 1.16639(2) . w- 5 Gev-2 
The same Fermi constant can be used to express the leptonic r decay widths : 
G~m~ (mf)( 3m; mf)[ a(m,)(25 2)] r(r-tlvv(--y)) = --F - 1 + ---2- 1 + -- 1r 1927r3 m; 5 mfv mfv 27r 4 (2.9) 
The only real difference between Eq. 2.8 and this equation is the trivial exchange 
m~--+m, and me--+mt. Numerically, F(mfjm;) = 0.9726, the finite W mass cor-
rection=+0.03%, the first-order radiative correction=-0.43% and a(m,)-1 = 133.3. 
Normalizing the leptonic r decay widths with the tau lifetime, one predicts the leptonic 
branching ratios (13] : 
_ ( m, )5 ( r, ) B,. = r,r(r--+pw) = 0·17377 · 1777 MeV · 2.916 ·10-13 s 
together with 
These predictions are free of theoretical uncertainties and should be tested with the 
highest possible experimental precision because a deviation would imply "new physics". 
Using 
18 
and (from [14]) 
one get 
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B.(PDG'94) = 17.90±0.17 
B,(PDG'94) = 17.44±0.23 
g, (PDG'94) = 1.0009±0.0081 
9e 
On the other hand, if the WTiJr coupling is not equal to theW 11-v, coupling, then 
the Fermi constant in 11- decay should be different from that of in T-+eviJ decay. As 
G, <X g,_g. and Gr <X 9r9<> 
(2.10) 
with 
Ow = 1 + - I' - T = 1 - 3.0 ' 10-4 3 (m2 m2) 
5 mtv 
o-, = 1 + a(m,)- a(mr) (25 -1r2) = 1 + 8.6 .w-s 
27r 4 
PDG'92 data set [15] gives a ratio of 9r/g, = 0.972±0.012 which differs from unity 
by 2.3 standard deviations. Since then mr has been measured by BES [16] recently 
giving a more precise and systematically shifted value by 7 MeV /c2 
mr = 1777.0±0.26 MeVjc2 
and the accuracy of tau lifetime has been improved substantially with the LEP 
measurements taking advantage of large statistics and the precision vertex detectors, 
Tr(PDG'94) = 296.6±3.1 fs 
The average leptonic branching ratios ha.ve been relatively stable, and once com-
2 
bined as < B., B,/ F('.'!:it,) > give [14] m, 
2.2. CHARGED CURRENT AND LEPTONIC r DECAYS 19 
gT (PDG'94) = 0.9930±0.0065 g,, 
in a good agreement with I' - r universality in the charged current. 
In principle, one can directly test the e - I' - r universality of SU L(2) coupling 
strength (g) using the leptonic W decays. The U A 1 collaboration measured [17] : 
g,, = J.05±0.07(stat)±0.08(syst) 
ge 
gT = !.01±0.09(stat)±0.05(syst) 
g. 
which however verify coupling universality at only the 10% level and are not com-
petitive with the tests at low q2 (from r and 'Jr decays). 
The best current test of c - fl universality is provided by 7C-+IV1(r ). The ratio of 
leptonic 'Jr decay widths Re;1, is related to kinematical factors as 
where J is a radiative correction [18]=-0.0376±0.0004. It leads to the prediction 
R'heocy = 1.2352±0.0005 · 10-4 
e/11 
which can be compared with the experimental values [19, 20] 
implying 
R:'j~ = 1.2306±o.oo37 . w-• 
g,, = l.0012±0.0015(e.7:p)±0.002(theory) 
ge 
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Experiment of 1r--tlv1 decays 
e - f.t universality was tested precisely by a measurement of the branching ratio of 
the helicity-suppressed decay Jr--+ev with respect to the common decay 7r--+pv, i.e., 
R = f(7r--+ev)lf(7r--+f.tV). 
The TRIUMF experiment [19] was carried out on the M13 channel at TRIUMF 
in a 7r+ beam of momentum P = 83 MeV I c and 6.P I P = 1%. The incoming beam 
was stopped in a target counter (photomultiplier) at a rate of 7 x 104 s-1 • Positrons 
from stopped-pion decays were detected at 90° to the beam, passing through two wire 
chambers for position measurement, and energy analyzed in a Nai(TI) crystal "TINA" 
with a solid-angle acceptance of 2.9%. 
The positron energy spectrum consisted of a peak at 70 MeV with~ 1.2 x 105 1r--+ev 
decays and a distribution from 0 to 53 MeV from the decay p--+evi/ following 1r--+pv 
decay (the 1r--+p--+e chain). All events occuring within 30 ns following a pion stop, 
or having energy >50 MeV deposited in TINA, were recorded in order to favor Jr--+ev 
events. 
The measurement required the determination of the ratio of the positrons in the 
1r--+ev peak to those from the 1r--+Jt--+e chain. The largest potential source of systematic 
uncertainty arose from the low-energy tail of the 1r--+ev peak which extended under the 
1r--+p--+e distribution. The tail was due mostly to the response function of TINA and 
Bhabha scattering in the stopping counter, where the scattered e- was responsible for 
the trigger, while the e+ passed through the wire chamber frames, thus losing energy. 
The raw branching ratio R' was determined by simultaneous fitting of the mea-
sured positron decay-time spectra for events above and below an energy threshold at 
56.4 MeV, corresponding to 1r--+ev and 7r--+p--+e, respectively. The various factors 
contributing to the overall (1.93±0.25)% tail correction were tested for validity by ob-
serving that the branching ratio result was insensitive to the lower cutoff energy chosen 
for the 1r--+ev peak, with the correction applied. 
The result was 
R = [1.2265±0.0034(stat)±0.0044(syst)] X 10-4 
giving 
9~l9e = 1.0030±0.0023 
Most recent experiment on 7f--+liJ1 decays was performed at SIN (PSI) [20]. A beam 
of positive pions was stopped in an active target of plastic scintillator surrounded by a. 
47r BGO calorimeter yielding 1.2 x 105 rare decays after various cuts in the time window 
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from 75 to 200 ns after pion stop. The value was 
R = [1.2346±0.0035(stat)±0.0036(syst)] X 10-4 
with 0.28% and 0.29% errors respectively from statistics and systematics. 
The two experiments are combined to give 
g1,/ge = 1.0012±0.0016 (7r--'t/Vi) 
which is more precise than the average value obtained from T leptonic decays. 
f1 - T universality from hadronic r decays 
f1 - r universality also can be tested by comparing 7r--'tpJ/" and K--t(li/" decays to 
hadronic r decays [13, 21 J : 
where the radiative corrections (about +2%ofor the first and +9%ofor the second) 
are calculated in [22]. Using the current data including new results from ALEPH 
[23, 24] and the world average for the r lifetime [21] : 
0.9979±0.0083( B~ )±0.0027( T7 ) 
0.997±0.042( Bg )±0.0027( T7 ) 
Therefore fl.- r universality is tested within an accuracy of 0.9% (4.2%) from T 
decays into 7f (K), which is not as precise as the test from r--+lvv decays, but starting 
to become interesting. 
Electron spectrum from r decays 
As is well known for the muon decay (25], the energy and angular distribution of 
electrons from polari7-cd taus can be written in the T rest frame as [26] 
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1 df(r---te-vD)l 
r d O d = z
2[3- 2z + Pcos0(1 - 2z)] cos z V-A (2.11) 
where z is the electron energy measured in terms of the maximum energy T> Pis 
the T polarization and 0 is the angle between the polarization vector and the electron. 
After performing a Lorentz boost into the e+ e- -frame where r is fast-moving [6], 
1 dr 1 r dx = "3[(5- 9x2 + 4x3 ) + P(1 - 9x2 + 8x3 )] (2.12) 
with X = Ee/ Er ( Er <:::: Ebeaml· 






Figure 2.1: Electron spectrum from pure helicity states of tau. 
2.3 Leptonic branching ratios, spectral functions 
and as 
The differential decay width ofT leptons into hadrons with q2 = m?v. can be decom-
posed into spectral functions with the allowed quantum numbers for non-strange and 
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strange vector and axial currents [27] 
df 
dx = 
{ [(m; + 2q2 )(v1 + a1) + m;a0]cos2 1ic 
+[(m; + 2q2 )(vj + af) + m;(v0 + a0)]sin21ic} 
where lie is the Cabbibo angle and each spectral function ( vh a1 , ••• ) is a function 
of q2 • There are many theoretical predictions for the spectral functions and for single 
decay channels : 
• The r decay into a single pion (kaon) is related by the universality hypothesis to 
leptonic pion (kaon) decays, as discussed in the previous section. 
• The 'conserved vector current' hypothesis (CVC) connects the isovector part 
of the electromagnetic current in e+ e- -annihilation with the non-strange vector 
spectral function [28]. 
• Less solid predictions are made for the axial current employing the hypothesis of 
the 'partially conserved axial-vector current' (PCAC). 
• Sum rules connect integrals over spectral functions [29]. 
• The ratio of the hadronic to the leptonic decay width ( Rr) has been calculated 
in the framework of perturbative QCD. This is discussed below. 
The ratio 
R _ r(r--thadrons vr) _ 1- B,- B~ _ R R R 
T - r( - - ) - B - T,V + r,A + r,S 
T ---+e VeV-r e 
(2.13) 
can potentially provided the most precise determination of a,(mz). It has been cal-
culated perturbatively to 0( a;) and it was shown that non-perturbative contributions 
can be included with few additional parameters [30, 31]. 
The calculation for Rr is derived from an integral in the complex s plane over a 
circle at lsi = m;, and at this scale the non-perturbative terms are found to be small. 
The perturbative prediction for Rr can be written as [32] 
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R,. = 3(1+o){ 1+ asc;;T) +5.2023( asc;;T)) \26.366 c\<sc;;r)) \(!<4+78) ( asc;;r)) \ ... } 
(2.14) 
where o parameterizes electroweak and non-perturbative QeD corrections, includ-
ing quark mass effects. The value of 1(4 has not been fully computed, but is estimated 
as ~ 27.5 [33]. The extraction of a, from Eq. 2.14 depends on o and K4• In the case 
of o, electroweak radiative corrections [34] give a +2% contribution while quark mass 
and non-perturbative condensate effects [32] give a negative contribution of similar 
magnitude. They approximately cancel and one finds [13] 
where~ is primarily the non-perturbative uncertainty. How large an error estimate 
one assigns to ~significantly affects the uncertainty in a,. Estimates for~ range from 
about 1 to several percent [35, 36]. 
It is interesting to note that, since Rr.v is related via eve to the e+ e--cross sec-
tion, it follows that a, can be determined from e+cdata around 2 GeV. Actually, 
Narison and Pich [37] have exploited this relation to test the range of validity of their 
QeD calculation. For that purpose they calculated Rr,v(m2 ) for non-physical r masses 
and compared the result to the corresponding measured e+e-cross section, which well 
demonstrates the validity of QeD prediction down to about 1.2 GeV where the calcu-
lation is expected to become unreliable because of non-perturbative effects. 
On the experimental side, Rr is extremely well determined from either leptonic 
branching ratio 
(2.15) 
or from measurements of the tau lifetime and mass 
(2.16) 
Using the PDG'94 values for leptonic branching ratios, Tr and mr [14] 
R~XP(PDG'94) = 3.552±0.035 
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which lies about 20% above the parton model value R.T = 3 accounting for 3 color 
degrees of freedom. 
In addition to the inclusive hadronic branching ratio, ALEPH and recently CLEO 
also use moments of the hadronic mass distribution (s = q2 ) (38, 39, 30] 
(2.17) 
These moments are sensitive to non-perturbative effects and allow for an experimen-
tal determination of the parameters describing these effects in the QCD calculation. 
The spectrum ¥s was obtained by unfolding the measured spectra correcting for de-
tector effects. A combined fit of the QCD calculation to the experimental results for 
RT, R~0 , R~1 , R!,2 and R;3 yield <Xs and 3 non-perturbative parameters. The as(m7 ) 
from this combined fit for CLEO II data is (39] 
a 3 (m7 ) = 0.309±0.024(PDG'94 and CLEO, combined fit) 
compared with the value obtained using the RT only, 
as(m7 ) = 0.327±0.025(PDG'94, using R7 only) 
After running, 
as(mz)Ms = 0.114±0.002(PDG'94 and CLE0)±0.0016(J(4 )±0.0010(running)±O.lb. 
(2.18) 
If Ll ::; 0.01, as originally expected, Eq. 2.18 represents the current best determina-







LEP storage ring 
The LEP is a Large Electron-Positron storage ring located across the border between 
France and Stwizerland, with a circumference of 27 km and at a depth of about 100 m 







Figure 3.1: The LEP sit.e. 
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LEP accelerates and maintains electrons and positrons up to 55 GeV (phase I, 90 
GeV in phase II :::0: 1996) on circular orbits in opposite direction, and makes them 
collide every 11 Jl.S at 4 places where the detectors (ALEPH, DELPHI, L3 and OPAL) 
are installed. The main physics motivations behind the construction of the LEP were 
the studies of zo electroweak parameters, WW production to test the Standard Model, 
and searches for new particles and phenomena (Higgs, SUSY, ... ). 
3.1 The LEP energy 
From the beginning (July 1989) of LEP, the energy is fixed at Mzo=9l.l888±0.0044 
GeV fc2 , i.e. 45.6 GeV per beam, or scanned over about ±3 GeV around the zo mass to 
study the zo resonance curve. To obtain this high energy, the electrons and positrons 
are produced and pre-accelerated up to 20 GeV before being injected into LEP using 
the existing CERN accelerators. Figure 3.2 shows the LEP injection chain [40]. 
LIL (LINAC Injector of LEP) consists of two linear injectors in tandem. In the 
first stage, electrons from a high-intensity gun are accelerated to 200 MeV and pass 
through a tungsten target, some converting into positrons. Then in the second part of 
LIL, the electrons and positrons are accelerated up to 600 MeV, before being injected 
into EPA (Electron Positron Accumulator), where they are accumulated separately in 
bunches and cooled by synchrotron radiation. These bnnches are sent to PS (Proton 
Synchrotron) and then to SPS (Super Proton Synchrotron). Finally, they are injected 
into LEP, and accelerated to a maximum energy of 55 GeV (8 bunches in each beam). 
The LEP storage ring consists of 8 arcs alternating with 8 straight sections. The 
electron and positron beams are guided on circular orbits by 3368 dipole magnets at 
room temperature located in the arcs and focussed by 808 quadrupole and sextupole 
magnets along the ring. Furthermore, the superconducting quadrupole magnets (8 in 
total) are placed on both sides of each detector to reduce much the beam size and 
increase the interaction probability at the collision point. To shield the synchrotron 
radiation emitted at the nearest quadrupoles, the collimators are placed at both sides 
of each detector1 . 
Along the acceleration, the electrons loose their energy due to the synchrotron 
radiation. The energy loss per turn, E,ync, for a particle circulating in a ring of radius 
p lS 
1 Another type of background is due to beam-gas interactions. With a good vacuum ( < l0- 10 
Torr), the rate is small, and the resulting interactions are easily identified. 












Figure 3.2: The LEP injector chain. Of J,EP, only the part around the crossing point 
1 (I' I) is shown. 
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_ 47r e2 (_§___) • 
Esync- 3 p me 
where E is the energy of the particle of mass m. For the LEP electrons and 
positrons, with E = 45 GeV the energy loss amounts to 120 MeV per turn and 1s 
compensated for using the klystron-powered 128 radiofrequency cavities2 • 
Synchrotron radiation has positive aspects : it damps the oscillations of each parti-
cle in the beams in all three degress of freedom, and therefore resists against the forces 
which disperse the particles. Emitting synchrotron radiation, the beams get polarized 
and their polarization vectors precess around the vertical magnetic field. By determin-
ing the frequency which depolarizes the beam, the number of spin precessions per turn 
(v) can be obtained; vis related with the beam energy as : 
v= 
(g - 2) _E_ = _E_,_( G_e_V-"-) ~ 
2 mc2 0.4406486(1) 
Synchrotron radiation and the resonant depolarization allows to determine the LEP 
energy with a great precision ( < 1.1 MeV) [41]. 
3.2 The LEP luminosity 
For beam-beam head-on collisions, the luminosity is given by 
where kb is the number of bunches for each beam, frev is the revolution frequency 
(~11kHz at LEP), Ne (Nv) is the number of electrons (positrons) per bunch, and<7x 
and 17y are the transverse beam size, horizontal and vertical respectively assuming that 
the beams are gaussian distributed. To increase the luminosity, different methods are 
used: 
• Rednce the beam size. For this, the beams are focussed at the collision points 
using the set of superconducting quadrnpoles placed at both sides of each de-
tecto!-. The beam dimensions in the interaction region measured by the ALEPH 
detector are : 
2 It becomes 2.8 GeV at Js = 200 GeV requiring superconduct.ing cavities. 
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• Increase the number of bunches. A number of factors limits the number of 
bunches per beam, among them : the power which can be provided by LEP, 
possible perturbations between the successive bunches in a beam or between the 
bunches of two beams, and the response time of the detectors. In LEP, the num-
ber of bunches per beam has been increased from 4 in 1989-91 to 8 since 1992 
adopting the 'prctzeP' scheme avoiding unwanted bunch-bunch collisions outside 
the experimental zones. The time sepa.ration between the two collisions is 11 f.tS 
(23 f.tS) when the beam consists of 8 (4) bunches. 
• Increase the number of electrons and positrons in each bunch. This is limited by 
the beam-beam interaction resulting in an instability and a loss of beam. 
The main LEP parameters are compiled in Table 3.1. 
LEP I CESR BEPC 
Maximum beam energy 55 GeV 6 2.2 
Circumference 26.66 I<m 0.768 0.24 
Interaction region 4 1 2 
Luminosity 11 ·1030cm 2s 1 290 10 
Particles per bunch 41.6 ·1010 24 20 
Time between collisions 11 jlS 0.36 0.8 
RF frequency 352.2(3) MHz 500 199.53 
Energy spread 1 ·10 3 0.6 0.58 
Bunch length (r.m.s.) I em 1.7 5 
Horizontal beam size 145 pm 500 926 
Vertical beam size 5 flm 11 61 
(3*, vertical 1 m 1 1.3 
(3*, horizontal 0.04 m O.Dl8 0.085 
Horizontal emittance 36 ·10-9 7!' rad-m 240 660 
Vertical emittance 2 ·10-9 7!' rad-m 8 43 
Table 3.1: 
LEJ> I parameters compared with other e+e- colliders {14}. 
3 A name from a biscuit., resembling somewhat t.he shape of an eight. 
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The LEP is designed for a luminosity of 1.6 x 1031 cm-2s- 1• During the 1989-90 
runs, the typical luminosity was 3 x 1030 em -zs-1 which was raised up to 1.1 x 1031 
cm-2s- 1 in 1992. 
Figure 3.3 presents the integrated luminosity of LEP. 
pb-1 
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Figure 3.3: The integrated LEP luminosity up to 1993 run. 
Chapter 4 
The ALEPH detector 
ALEPH, A detector for LEP PHysics [42], consists of several subdetectors designed 
for an optimal reconstruction and identification of particles produced from the electron-
positron collisions at LEP. To surround hermetically the interaction point, each subde-
tector has a. cylindrical form coaxial with the beam axis. The overall layout is shown 
in Figure 4.1. The geometrical characteristics of subdetectors are given in the table of 
Figure 4.1. 
A particle originating from the interaction point penetrates at first the beam pipe. 
Up to 1991, an aluminium (96%)-magnesium (3.2%) alloy was used for the beam pipe 
with a radius of 7.8 em. It has been replaced since then by a beryllium beam pipe 
of a smaller radius (5.3 em) to provide a room for the VDET and of material with a 
smaller atomic number to reduce the multiple scattering, bremsstrahlung, and photon 
conversion. 
After the beam pipe, the particle traverses the three tracking detectors which mea-
sure emission angle and curvature of charged-particle trajectories : the vertex detector 
(VDET), the inner tracking chamber (ITC), and the time projection chamber (TPC). 
Beyond the TPC, is the electromagnetic calorimeter (ECAL) and, outside the supercon-
ducting coil, the hadron calorimeter (HCAL), detecting the energies and characteristic 
clusters produced by the particles. The muon chambers measure the positions and 
angles of the particle outside the HCAL. 
For an absolute measurement of the luminosity, three detectors (LCAL, SiGAL and 
BCAL) for small angle Bhabha scattering are installed around the beam pipe. 
After an event trigger and data acquisition, the digital signals of subdetectors are 
converted into the physical quantities ( 4-vectors) by a reconstruction program called 
JULIA (Job to Understand Lep Interactions at Aleph). The reconstruction of charged 
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A nice view of the ALEPH detector. From the center to outside, are shown a TPC 
end-plate consisting of three different shapes of "sectors", the 12 ECAL modules, the 
superconducting solenoid, and the 12 liCAL modules (each has 23 layers). All these 
are explained in this chapter. 
~ 
•• 
length of cylinder (em) 
inner radius(*)( em) 
outer radius(*)( em) 
acceptance, ieosOI 
VDET ITC 









' The geometncal charactenstJes of ALI<,PH su bdetectors. 






(*)For the ECAL and HCAL, the values are given for the barrels. 
(&)Corresponding to at least 6 coordinates (explained later) in radial direction. 
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Figure 4.1: ALEPH detector, perspective view. (1) vertex detector (VDET), (2) in-
ner track chamber (ITC), (3) time projection chamber (TPC), (4) electromagnetic 
calorimeter (ECAL), (5) superconduciing magnet, (6) hadron calorimeter (HCAL), 
(7) muon chambers, (8) luminosity detectors. 
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tracks and calorimeter objects are explained after the related detectors are described. 
4.1 Magnet 
The magnet, consisting of an iron yoke and a superconducting coil, has an axial sym-
metry in order to avoid azimuthal field components and surrounds the three tracking 
detectors and the electromagnetic calorimeter. It provides a homogeneous magnetic 
field of 1.5 T parallel to the LEP beam allowing a measurement of momentum and 
charge of charged particles. 
The configuration of the superconducting coil consists of a main solenoid (a length of 
6.35 m) and two compensating coils (each 40 em-long) at the ends of the main solenoid 
to assure the field uniformity. Because of its smaller density and larger radiation 
length, aluminium of high purity is used as a stabilizer for the Niobium-Titanium 
superconductor, helium cooled, at 5000 A current. The uniformity and return of the 
magnetic field are guaranteed by a large amount of iron (2580 t) which serves also as 
a sampling medium for the hadron calorimeter. 
4.2 The three detectors for charged tracks 
4.2.1 The microvertex detector, VDET 
The ALEPH microvertex detector has been installed in its complete form in 1991 
aiming for a good impact parameter resolution and to search for secondary vertices. 
The VDET consists of two coaxial layers of double sided microstrip wafers, 21 em-
long, placed at 6.3 em and 10.8 em from the interaction point covering a soild angle of 
85% and 69% respectively. The inner (outer) layer has 9 (15) "faces", each consists of 
four double sided silicon wafers (with dimensions 5.12 cmx5.12 cmx300 pm) 1. 
On one side (the ,.,p side) of the wafer, p+ strips have been implanted at a pitch of 
25 pm read out for every fourth strip, while on the opposite side (the z side) n+ strips 
have been oriented perpendicularly a.t a. pitch of 50 pm read out for every second strip, 
so that on either side the readout pitch is 100 pm. 
Hits are reconstructed by averaging the charge-weighted positions of adjacent strips 
1Two wafers are connected electrically to form a basic readout unit, a "module", so that one face 
has two modules. 
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that have at least three times the mean noise charge. After alignment (see Section4.3), 
the coordinate resolution is 12 pm both in ref; and in z. 
4.2.2 The inner tracking chamber, ITC 
The ITC is a cylindrical multiwire drift chamber serving a. dual purpose in ALEPH : 
it provides up to eight accurate ref; points for tracking in the radial region between 16 
and 26 em, and jcosOj ::; 0.97, and it also provides the only tracking information for 
the first level trigger. 
The ITC has 960 cells distributed over eight concentric layers parallel to the beam 
axis. Each cell consists of one sense wire at a positive potential between 1.8 and 2.5 
kV surrounded by six field wires held at earth potential (Figure 4.2). 
0 0.5 
Scale I em 
1.5 2 2.5 3 
@) Sense Wire 
e Field Wire 
0 Calibration wire 
I 
-- Calibration 'zigzag' 
Figure 4.2: The hexagonal fTC cells. 
The ITC volume is filled with a gas mixture (50% argon +50% ethane). A charged 
particle traversing the ITC ioni;,es the atoms in the gas, and the ionized electrons drift 
to the sense wire with a mean velocity of 50 pm/ns in a time~ 130 ns. 
The ref; impact position of a charged-particle trajectory is obtained by measuring 
the drift time with a resolution of about I 00 fllll. The drift time gives a radius for 
a circle tangent to the trajectory, but in practice, assuming the track comes from 
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the interaction point the circle is reduced to two candidate impacts in diametrical 
opposition. If two tracks pass a same cell, then only one avalanche of the nearest track 
from the sense wire will be measured. The z impact position is measured by comparing 
the arrival times of pulses at two ends of each sense wire with a resolution of about 3 
em; this information isn't used at present. 
The small size of the ITC cells (maximum drift length of 6.5 mm) allows to generate 
a first-level trigger signal in Jess than 3 flS of a beam crossing (see Section 4.9). 
4.2.3 The time projection chamber, TPC 
The time projection chamber, with an outer diameter of 3.6 m and a length of 4.4 m, 
is the largest chamber of its kind. Its dimension is optimized to measure the charged 
track momentum with a good resolution and to determine the ionization level (dE/dx) 
for particle identification. 
A graphite coated mylar membrane (thickness 25 fllll held at a potential of -25 kV) 
divides the chamber into two halves. On each end-plate (held at earth potential) are 
mounted eighteen wire chambers, or "sectors" of three different shapes; see Figure 4.3. 
The TPC is operated with an Argon-Methane (91:9) gas mixture at atmospheric 
pressure. The ionization charge is recorded at two end-plates by a system of propor-
tional wire chambers with segmented cathode pads (size of 6.2x30 mm2, 21 rows in 
radial direction). A charged particle traversing the sensitive volume of the TPC pro-
duces electrons and ions. The electrons from the primary ionization drift up to 2.2 
m towards one of the end-plates in an axial magnetic field of 1.5 T and an electric 
field of 125 V fern. In the vicinity of a sense wire, the electrons create an avalanche 
and induce a signal on the cathode pads. The pulse height induced on one pad is a 
superposition of pulse heights induced by avalanches of electrons approaching several 
adjacent wires. The signals on a pad row from a single track extend in general over two 
or three neighbouring pads. Azimuthal coordinates are derived from the .,.q:, position 
of the recorded avalanche of electrons, whereas z coordinates are obtained from their 
measured drift times. 
Reconstruction of the coordinates of charged particles 
The TPC gives up to 21 coordinates for a charged-particle trajectory in the region 
jcosllj < 0.95. Each coordinate is reconstructed in three dimensions by capacitive 
coupling on the plane of cathode pads distributed over 21 rows. 
4.2. THE THREE DETECTORS FOR CHARGED THACKS 
\ 







(a) overall view (b) pad distribution 
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Figure 4.3: The TPC: overall view (a), and the pad distributions on an end-plate (b). 
42 CHAPTER 4. THE ALEPH DETECTOR 
• The r¢ position of a point along the trajectory is given, for each row, by the 
barycenter of pads weighted by the measured charge, the r coordinate by the 
radial position of the pads involved in the measurement. The obtained resolution 
is 173 pm. 
• The z position of a point of the trajectory is deduced from the drift time and 
the drift velocity of electrons in the electric field. The mean drift velocity is 5.24 
em/ ps, which corresponds to a drift time of 42 ps for the maximal drift length 
2.2 m. The z resolution depends on the polar angle; it is 740 pm for a particle 
with the polar angle 0 = 90° . 
The calibration of the electron drift velocity is made by comparing the polar 
angle of the reconstructed track in the TPC and the angle reconstructed in 
the VDET. The calibration is also performed using the straight laser tracks 
arranged to originate approximately from the interaction point. 
Ionization level measurement 
In addition to its principal role as a tracking device, the TPC also measures the en-
ergy loss per unit length by ionization (dE/dx) of a charged particle, which depends 
on the mass and momentum of the particle. The measurement of dE/dx together 
with the momentum provides a mass for the particle, therefore, particle identification. 
This is important, when used in conjunction with the electromagnetic calorimeter, for 
identification of electrons and also for discriminating pions from kaons or protons. 
The dE/dx is measured from the sense wire pulses (called sampling), at most 344 
samplings for a track traversing the full radius of the TPC. At first, each sampling is 
associated with a track reconstructed with cathode pads. Then the dE/dx is calculated 
for each wire by dividing the measured signal by the corresponding track segment (6.x). 
Only the samplings which match in z with a single track are used offline for the dE/dx 
analysis. The ionization level per wire follows the Landau distribution, skewed towards 
high value, primarily due to the production of a few high-energy knock-on electrons 
which themselves ionize the atoms (so called 5 rays). Therefore, a truncated mean 
is used for the average <dE/dx> rejecting 40% of samplings of highest ionization (to 
avoid 5 ray fluctuations, improves the resolution) and 8% of lowest ionization (to avoid 
noisy signals, worsens the resolution). 
The gain of the TPC operating at atomospheric pressure depends on the pressure 
(P) of the gas like P3 ·7 and changes from run to run. It is calibrated from data using 
minimum-ionizing pions (0.3 GeV / c -0.6 GeV /c), grouped into blocks of runs such 
that the pressure variation within a block is negligible, and the position of the pion 
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peak is measured for each block. The ionization level R is thereby normalized such 
that minimum-ionizing particles have R = 1. 
The measurement error of the ionization level ( O'R) is parametrized as a function 
of the number of samplings (N), the track length per sampling (,6.x), the distance 
between the wire (r· = 0.4 em) and the signal itself (R): 
where Ro = 1. The best resolution is obtained for a particle possessing the maximum 
number of samplings (344) and a polar angle 0 = 45° (maximizing ,6.x): for electrons, 
it is 4.5%. 
The average energy loss has a very characteristic dependence on the velocity of the 
incident particles. It has a minimum at f3'Y ~ 3.5, below which the energy loss increases 
as 11 (3P (P ~ 2) for small momentum, and for (3"'( 2 3.5, it rises approximately with 
ln(f3'Y) (relativistic rise) and arrives at a plateau (Fermi plateau) when (3-+l. Knowing 
the momentum of a particle and assigning it a mass, the average ionization level is 
expressed by the modified Bet he-Bloch formula : 
< ¥x >= ;, [P2 + 2 ·ln(f3'Y)- (3P- o(ln(f3'Y)) 
where the free parameters P, P1 , P2 and second order polynomial o are fitted from data 
using a variety of event types2 . 
The resulting curves are shown in Figure 4.4. 
For the tracks with at least 50 samplings in multi-hadron events, the separation 
between particles is indicated in Figure 4.5. The separation between pion and kaon is 
typically of 20' for a momentum larger than 2 GeV I c, the separation between proton 
and kaon is the order of 10' above 4 GeV / c, and the separation between electron and 
pion is larger than 4a up to 8 Ge VI c. In the clean environment of one-prong T decays 
the particle identification performance is enhanced, reaching 3 a 11'-K separation [44]. 
2Minimum-ionizing pions fix the minimum of the curve, protons are used to fit the low momentum 
region, Bha.bha events for plateau, and muons from Z--tp+ p.- and Z---tr+r- ( r-rpvii) decays give 
points slightly below the plateau. The details of <dE/dx> in the relativistic rise region are determined 
using charged tracks in multi-hadron events : each momentum bin is fitt.ed to a sum of four gaussian 
contributions, for electrons, pions, kaons and protons, with only the position of the pion peak and the 
normalizations of the four contributions allowed t.o vary. Then fitted pion peak positions are combined 
with the points from protons, miuimum-ionizing pions, and dileptons in a fit of the modified Bethe-
Bioch formula with six free parameters [13). 
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Figure 4.4: The dEjdx as a function of particle momentum for tracks with at least 150 
samplings. 
4.3 Alignment of the tracking detectors 
The sectors of the TPC, wires of the ITC and wafers of the VDET are the main 
components to be aligned to guarantee precise reconstruction of impact points of a 
charged particle (with a precision of 12 pm for the VDET and 180 pm for the TPC). 
The basic principle of alignment is, for kinematically well defined charged tracks, 
to maximize the compatibility of hits with the helix of the trajectory. The procedure 
of alignment is, for the first time, to align the three detectors in a global manner (using 
initially survey data measured during installation). Then the TPC sectors are aligned 
with respect to each other. Likewise, the VDET wafers are aligned among them. These 
global and local alignment are iterated for a convergence. The charged tracks used for 
alignment are : 
• the cosmic rays traversing the detectors, 
• the muons from Z--+p+ p- decays which have advantages of back-to-hack topology 
and undergoing little multiple scattering, and 
• the tracks from the Z--+qq decays are also used. These events have advantages 
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Figure 4.5: The average separation between particle types for tracks in hadronic Z 
decays with at least 50 samplings. 
46 CHAPTER 4. THE ALEPH DETECTOR 
of large multiplicity, even though they are low momentum tracks thus suffering 
multiple scattering and might not originate from the primary vertex. 
The relative position in r</> and in z of each TPC sector is determined by minimizing 
the azimuthal and longitudinal deviations between the helix pieces of a track measured 
by each sector and by the ITC and the VDET. 
Alignment of the VDET wafers is more difficult, as the precision of hits is 12 11m, 
ten times better than the TPC and ITC precision. Tracks from Z-+f-l+f-l-constrain 
the relative position of wafers in different layers and on opposite sides of the detector. 
Tracks passing the overlap region between wafers adjacent in</> (representing 5% of the 
active area in r</>) bring a supplementary constraint and provide a precise alignment 
with no reference to the outer tracking detectors ( ~ 2 11m). 
4.4 Charged track reconstruction 
The procedure for the charged track reconstruction consists of several stages. During 
the first stage, the coordinates of hits and the errors on the coordinates are determined 
for each detector TPC, ITC, and VDET. Then, these coordinates are progressively 
assembled into a helix, using a filtering procedure, starting from the TPC (where the 
coordinates are most spaced and most numerous) to the ITC then to the VDET. 
4.4.1 Track reconstruction with the TPC 
The starting point of a track reconstruction is given by three coordinates compatible 
with a helix pointing to the origin, situated at the most exterior of the TPC. The 
initial trajectory formed by the three coordinates is extrapolated according to the 
helix into interior and associates other coordinates. The hits associated with several 
tracks are ignored. The momentum and the error on the momentum of each particle 
are determined by the helix parameters. The resolution on the transverse momentum 
(transverse to the beam, the axis of the magnetic field) is maximum when the 21 
coordinates are available, and is : 
CJ(PT) -3 (G I )-! 
-- = 1.2 · 10 PT eV c 
PT 
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4.4.2 Track reconstruction with the TPC and the ITC 
Each trajectory reconstructed in the TPC is extrapolated into the ITC, through a path 
defined in z and in r¢ by the ITC resolution, the precision of the extrapolation and 
the possibility of multiple scattering at the level of ITC-TPC separation. From this 
path, the ITC coordinates are associated with ones or others, a scheme like an upside-
down tree. This is difficult since, on one side, as the distance to the interaction point 
becomes shorter the density of hits is larger, and on the other side, each hit of the 
ITC corresponds to two possible coordinates for a trajectory (situated at both sides of 
a sense wire). Furthermore, two tracks passing in the same cell give only one signal, 
while small momentum tracks ( <0.4 GeV I c), spiraling, introduce a lot of noise. Thus, 
a large number of combinations are present. Each combination produces an object as 
a result of Kalman filter fit (45], which takes into account the errors of each coordinate 
of TPC and ITC and the possibility of multiple scattering. The track finally chosen 
possesses at minimum three ITC hits for which the x2 of the fit is minimal. However, 
if the x2 is very large, the track isn't associated with any ITC coordinates; it happens 
for 9% of tracks in multi-hadron events. The transverse momentum resolution for the 
tracks having at least three ITC hits is : 
4.4.3 Track reconstruction with the TPC, ITC and VDET 
The trajectories reconstructed in the TPC and ITC are extrapolated into the VDET 
and associated the coordinates in r¢ and in z independently. If several combinations 
are possible, the one which has the best x2 is chosen favouring the association of the 
largest number of hits to a track. The probability of misassociation of a hit to a track 
is 10% for tracks which have only one VDET hit, and 2% when they have both VDET 
hits. With VDET, the achieved transverse momentum resolution is : 
i7(pr) o= 0.6 · 10-3 pr (GeV I c)- 1 
PT 
The precision of hits in the VDET allows to improve much the impact parameter 
resolution obtained with the TPC and ITC (see Table 4.1). Notice that, as already 
seen in Section 4.2.2, the ITC brings no information in z. 
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Resolution [46] TPC TPC+ITC TPC+ITC+ VDET 
impact parameter in r</> 310 f.t.m 107 f.t.m 25 f.t.m 
impact parameter in z 808 f.t.m 808 f.t.m 28f.t.m 
u(pr )fpr (GeV / c)-1 1.2·10-3py 0.8·10-3 py 0.6·10-3py 
Table 4.1: Resolution on the impact parameter and transverse momentum measured 
for tracks from Z---tf.t.+f.t.-decays having at least 19 TPC hits, 6 ITC hits and 1 VDET 
hit. The acollinearity between the two tracks is required to be less than 0.2° . 
4.4.4 Radiation length and multiple scattering 
At low momentum the multiple scattering is important : when a charged particle 
traverses a medium, it suffers elastic scattering with nuclei which deviate the particle 
from its initial trajectory. The angular deviation 0 follows, for 98% of the ca.ses3 , the 
gaussian distribution exp( -02 ;o;) with a width 0, inversely proportional to the particle 
momentum p (MeV/ c): 
0, = 
13·~~eV {f(1 + 0.0038/n(: )) 
where X/ X, is the thickness of the medium in unit of radiation length4 X,. 
In ALEPH, the radiation length seen by particles emerging perpendicularly to the 
beam is : 0.3% in the beam pipe, 4.1% in the VDET, 0.34% for the ITC inner wall, 
1% in the ITC outer wall and 2.3% for the TPC inner wall. 
3 For 2% of the cases, the deviation is much more important. 
4 The radiation length for a medium is defined as a distance of travel for an electron inside the 
medium to have left only 1/e fraction of its original energy, and is : 
716.4 gcm- 2 A 
X,= Z(Z + J)ln(287/VZ) 
where Z is the atomic number of the material and A its atomic mass. 
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4.5 The calorimeters 
4.5.1 The electromagnetic calorimeter, ECAL 
The electromagnetic calorimeter is formed of a barrel surrounding the TPC, closed 
at each end by an end-cap. The barrel and two end-caps are each divided into 12 
modules, each covering an azimuthal angle of 30° . The modules have 45 converter 
(lead)-detector (proportional wire-chamber made of aluminium extrusion) layers, with 
a total thickness of 22 radiation lengths (see Figure 4.6). 
An electromagnetic shower develops, for an incident of a particle, in the lead sheets; 
the processes that govern the shower development are the energy loss of electrons 
emitting bremsstrahlung photons and photon conversion into an electron-positron pair. 
The shower deposits in the a.ctivc volume only a fraction of its energy by ionizing 
the gas (a mixture of 80% Xe-20% C02) in the proportional wire-chambers. The 
ionization is then amplified in avalanches around the wires and the energy is measured 
in a form of collected charges by wires (at high potential of about 1450 V), and from 
capacitive coupling by cathode pads with dimensions ~ 30 x30 mm2 . Signals obtained 
with cathode pads are used to measure the energy and position of the electromagnetic 
showers, while signals from the wire planes provide a complementary measurement of 
deposited energy, a low-noise trigger timing, and the calibration. 
For cathode-pad readout, the 45 layers are regrouped into three stacks of 10, 23, 
and 12 layers representing 4, 9 and 9 Xo respectively. This structure of segmentation 
allows to estimate the shower profile in depth providing electron/hadron discrimination 
and to detect low energy photons. 
The 45 pads pointing to the interaction point form a tower consisting of three 
readout units, storeys. There are 74 000 such towers, each covering a solid angle of 
b,.(J x b.¢;= 16 mrad x 16 mrad. This fine segmentation is important in the identification 
of electrons, photons and neutral pions. This also allows to measure the entrance 
position of particles with precision. The angular resolution of the ECAL, measured 
with Bhabhas and electrons from multi-hadron events, is [46] : 
a(¢;)= a(O) = 2.5 EB 2·7 mrad 
sinO V E(GeV) 
The energy is measured with a precision a( E), proportional to VE : 
a(E) 0.18 
-,- = EB 0.009 I~ jE(GeV) 
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Figure 4.6: The ECAL: Two end-caps arc rotated by ]5° with respect to the barrel, 
which itself is rotated by 1.875° with respect to the IICAL barrel to avoid overlaps of 
inactive cracks between modules. 
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4.5.2 The hadron calorimeter, HCAL 
The hadron calorimeter serves two principal purposes : it measures the hadron energy 
and participates to muon identification. 
Like ECAL, the hadron calorimeter is formed of a barrel (surrounding the solenoid), 
closed at each end by an end-cap. The barrel has 12 modules, each divided into 
two submodules, and each end-cap has 6 modules. A module consists of 23 layers 
of converter (iron) alternating with detection planes, giving a total of 7.2 interaction 
lengths. This important amount of iron allows the return of magnetic field, and full 
absorption of hadrons in such a way that only muons come out to be detected in the 
most external part of ALEPH, the muon chambers; see Figure 4.7. 
HADRON (AlORIHEWl 










Figure 4.7: The HCAL : StllTOllJJding the solenoid and ECAL. 
When the hadrons interact with matter, they produce either 7r 0 's which create 
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an electromagnetic shower, or 1r±'s which interact with surrounding nuclei inducing a 
hadronic shower. The characteristic length associated with a hadronic shower is the 
interaction length5 .A. 
The profile and energy of hadronic showers are measured respectively by streamer 
tubes and cathode pads in the detection planes. The streamer tubes, working in a 
regime beyond the proportional region and filled with a gas mixture (13% argon, 57% 
C02 and 30% isobutane), give a bidimensional pattern of yes/no signal with 1 em 
granularity in </;. This digital pattern allows to measure the shower development and is 
useful in muon identification. The energy of hadronic showers is measured capacitively 
by cathode pads. The 23 pads pointing to the interaction point form a tower (readout 
unit), which covers 3.7° x3.r corresponding to the 14 ECAL towers. 
For pions, the energy resolution of the hadron calorimeter at normal incidence is 
[46] : 
u(E) = 0.85 
E JE(GeV) 
4.5.3 The muon chambers 
The muon chambers have two double-layers separated by 50 em, located at 8 interaction 
lengths from the interaction point. Each double-layer has two planes of streamer tubes 
(identical to the H CAL ones) placed perpendicularly to each other to yield a space 
point. A track is defined to have hit the muon chambers if there is a space point 
near the extrapolated track within four times the estimated standard deviation from 
multiple scattering. 
4.6 Calibration of calorimeters 
In the electromagnetic calorimeter, the gas gain as a function of time, due to the 
variation of atmospheric pressure, the temperature or the gas composition, is controlled 
in each module using a small single-wire proportional chamber associated to an Fe55 
source. After correction, the stability of the gain is better than 0.3%. 
5 A is the mean distance between two nuclear interactions : 
A is the atomic mass of traversed medium. For a same medium, the interaction length A is longer 
than the radiation length. 
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To calibrate the ECAL modules, different sources for electrons are used covering 
the energy range from 1 to 15 Ge V. By accounting for different effects (the storey 
threshold, the ionization losses for charged particles before entering the calorimeter, 
the leakage of showers not fully contained in the calorimeter and the non-linearity of 
the calorimeter response to electrons), the precision on the calibration is better than 
0.3% at 15 GeV and 1.5% at lower energy. 
The calibration of the hadron calorimeter as a function of time is controlled by a 
similiar system to that of the ECAL, with a precision better than 0.4%. To intercali-
brate the calorimeter modules the multi-hadron events are employed; the energy scale 
is equalized to a 0 = 90° tower without dead zones in order to reproduce the same 
response to equal incoming energy. 
4. 7 Reconstruction of calorimeter objects 
The first step to the reconstruction of calorimeter objects is to localize the energy clus-
ters (a set of storeys (towers) in contact) in the electromagnetic and hadron calorime-
ters. Then the charged tracks are extrapolated into the calorimeters and associated 
with the ECAL or IICAL clusters. Finally, tracks and clusters are connected to form 
calorimeter objects following criteria of proximity in such a way that a calorimeter ob-
ject can correspond to several charged tracks, but a charged track deposits its energy 
in only one calorimeter object. These calorimeter objects are used to reconstruct the 
total visible energy of events. 
Energy reconstruction 
The calorimeters used alone determine the energy of a multi-hadron event with a reso-
lution o-( E)/ E = 1.2/ J E( Ge V). Therefore, to improve it, ALEPH uses both the track 
momenta reconstructed in the tracking detectors and the cluster energies measured 
by the calorimeters. The momentum measurement for charged particles is more pre-
cise (except for > 25 Ge V J c electrons) than the measurement of their energies by the 
calorimeters. To bcnclit of this fact while avoiding double counting of the charged par-
ticle energies, the so-called energy flow algorithm performs particle identification and 
decomposes each calorimeter object into several energy-flow objects (1, e, f-l, charged 
or neutral ha.drons). Each energy-flow object has a 1-vector and is determined as 
following : 
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1. All the charged tracks with 2: 1 TPC hits coming from the interaction 
point6 or belonging to a recontructed yo (converted 1, I<$--t7r+7r-, J\ --tp7r-
and A--t7r+p) are considered as charged objects with energies given by their 
momenta assuming pion mass. 
2. Each charged track identified as an electron (Section 5.1) is removed from 
the calorimeter object together with the energy contained in the associated 
electromagnetic calorimeter towers. If this energy is larger than the track 
momentum by three times the expected resolution, then the difference is 
assumed to come from a bremsstrahlung photon and is counted as neutral 
electromagnetic energy. 
3. The charged tracks identified as muons (Section 5.2) are removed from 
the calorimeter object, together with a maximum 1 GeV from the closest 
associated ECAL cluster (if any) and a maximum of 400 MeV per fired 
plane of HCAL. 
4. The photons identified as isolated compact clusters (Section 5.3) are 
counted as neutral electromagnetic energy and are removed from the calorime-
ter object. 
5. At this stage, only the charged and neutral hadrons are left in the 
calorimeter object, while the charged hadron energy has been determined 
at 1. A neutral hadron (mainly I<£ or neutron) is identified as a significant 
excess of calorimetric energy : in a given calorimeter object, the remaining 
calorimetric energy is summed, after first scaling that from the electromag-
netic calorimeter by the ratio of the calorimeter's response to electrons and 
pions ("ej1r ratio"~l.3). If this sum exceeds both 500 MeV and the energy 
of any charged hadrons by more than the expected resolution, then it is 
counted as neutral hadronic energy. 
The visible energy for hadronic events is shown in Figure 4.8. The achieved resolu-
tion at E = 91.2 GeV is 6.2 GcV with a peak at 90.5 GeV (62% coming from charged 
particles, 25% from photons and 13% from neutral hadrons). 
The calibration of the energy-flow algorithm is also made at low energy. The 
hadronic events are selected to have a photon with an energy in excess of 20 GeV 
emitted in opposition to two hadronic jets. By knowing the photon energy, the energy-
momentum 4-vector of the hadronic system can be deduced, and then compared with 
the reconstructed 4-vector of the algorithm. The resolution on the visible energy is 
measured and parametrized as (16] : 
6This is not the case for tracks from beam-gas interaction, for cosmic rays and for erroneously 
reconstructed tracks. 
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Figure 4.8: Distributions of the tota.J visible energy for well-contained ha.dronic events 
for the 1992 da.ta. (points) a.nd Monte Ca.rlo (sha.ded histrogra.m). 
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CJ(E) == (0.59±0.0.3) J E/GeV + (0.6±0.3) GeV 
This resolution corresponds to a. typical hadronic event; this can be different for a 
given event depending on the distribution of charged and neutral energies. 
4.8 Luminosity detectors 
In ALEPH, the luminosity is measured by three calorimeters : LCAL, SiGAL and 
BGAL. Each calorimeter surrounding the beam pipe has two elements, on both sides of 
the interaction point. They all detect Bhabha events at small scattering angle 0. Then 
the luminosity is given by the number of detected events Nahabha divided by the cross 
section CJ, £ == Nahabha/CJ. At small scattering angle 0 (where the interference between 
"'and Z is negligible), the cross section is well known from quantum electrodynamics; 
it is, in lowest order of a, 
dCJ == 4a2 (lic) 2 
d!1 £2 04 
where E is the electron energy. Therefore, the determination of the luminosity will be 
more precise if the detectors are placed at small angle 0, closest to the beam pipe. 
LCAL SiGAL BGAL 
distance from the interaction point (em) 262.5 250.23 770.0 
inner radius (em) 10 6 6.5 
outer radius (em) 52 14.6 8.5 
angle II,.;. (mrad) ~45 24.3 5.1 
angle Omax (mrad) ~190 57.7 9 
These detectors have different angular coverages and use different detection tech-
mcs. 
4.9 The trigger system 
The ALEPH trigger system is designed not only to accept all genuine e+ e- interac-
tions, but also to be sensitive to unforeseen events from any new physics. The overall 
requirement for the trigger system is not to exceed the rate acceptable for data writing 
~few Hz. 
The trigger system is based on three levels of refinement : 
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The Level-l trigger, with a decision within about 5 Jl-S (compared to 
11 Jl-S between two beam crossings). It initiates the event digitization. To 
keep the space-charge effects in the TPC small, the trigger rate should be 
at most a few hundred hertz. 
The trigger signals for Level-l decision are derived from different ALEPH 
detector components; 
• Total-energy trigger : Energy deposits in the electromagnetic 
calorimeter are larger than 6 GeV in the barrel, 3 GeV in either 
end-cap, or 1.5 Ge V in both end-caps. 
• Electron-track trigger : An ITC charged track is extrapolated 
into ECAL module which has an energy larger than 200 MeV. 
• Muon-track trigger : An ITC charged track is extrapolated into 
the HCAL, deposits an energy larger that 1/3 minimum ioniza-
tion, and penetrates more than half of the HCAL. 
• Back-to-back trigger : Two tracks are back-to-back in the ITC. 
• Bhabha trigger : The total energy deposits in the luminos-
ity calorimeter (SiCAL or LCAL) is used to trigger small angle 
Bhabha events to determine the luminosity. 
The Level-2 trigger, with a decision within about 50 Jl-S (the time needed 
for electron drift in the TPC). It refines the Level-l track triggers and checks 
for the presence of charged-particle trajectories in the TPC originating from 
the interaction region. In case the Level-l decision cannot be confirmed, the 
readout process is stopped and cleared. The maximum trigger rate allowed 
for Level-2 is about 10 Hz. 
The Level-3 trigger, which is applied only after the readout. It has 
access to the information from all detector components, identifies genuine 
e+ e- interactions, separates them from background triggers and validates 
them for recording on the storage medium. 
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Hadronic and leptonic Z decays are collected, due to redundancy of the trigger 
signals, with an efficiency of better than 99.99% and an uncertainty of less than 0.01 %. 
The trigger rate is typically 4-5 Hz, where Bhabha events in the SiCAL contribute 2-3 
Hz, Z events (at the peak) and two-photon events contribute about 0.5 Hz each, and 
the remainder is accounted for by cosmic rays, noise and beam related background. 
Chapter 5 
Particle identification capabilities 
ALEPH 
5.1 Electron identification estimators 
• Ill 
The electron identification is based on three independent estimators constructed using 
the dE/dx measurement in the TPC, energy deposition and the shower shape in the 
ECAL. 
• dE/dx 
The estimator for specific ionization, x"' is calculated by comparing the measured 
ionization level, R, to that expected for an electron < Re > : 
R- < R. > 
Xe = 
where ern is the resolution on R with electron hypothesis (discussed in Section 4.2.3). 
Xe is normally distributed for electrons and required to be 
-2.5 < Xe 
in favor of electron in multi-hadron events. 
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The two ECAL estimators Rr a.nd RL measure respectively the compactness and 
the longitudinal profile of a shower associated to a charged track. 
Rr for a charged particle is constructed, at first, taking a ratio of the energy deposits 
(E4 ) in the four towers closest to the extrapolated track to the track momentum (p), 
and then comparing the ratio with an expected value for a typical electron : 
Rr = X- < X >, X = E4 
crx p 
For electrons of a given momentum (>2 GeV), X is gaussian distributed with a 
mean < X > (0.85 in the barrel and 0.89 in the end-caps) and with a width crx, 
which is dominated by the calorimeter (TPC) below (above) 25 GeV. Rr is normally 
distributed for electrons and a cut is made like 
to identify electrons in hadronic jets. No upper cut is applied beacuse the four cen-
tral towers associated to an electron can contain additional energy from a bremsstrahlung 
photon. 
As electrons start to interact in the beginning of ECAL, while hadrons either pen-
etrate the ECAL without interaction or start to develop their showers in the end of 
the ECAL, an additional distinction is provided due to the segmentation of ECAL in 
depth. 
RL is based on the inverse of the mean position of the longitudinal energy deposition 
in the shower : 
A= (I;Y=tE,s,)-l 
"'i E· Lit:::: 1 l 
where E; is the energy deposited in the four closest storeys to the track in a segment 
i in depth, and S; is the mean depth of energy deposition in that segment. RL measure 
the degree to which the observed longitudinal shower profile (quantified by A) matches 
the expected value ( < A >) for an electron in unit of expected resolution ( cr A) : 
The momentum dependence of < A > and cr A is parametrized using electrons 
selected in hadronic events with severe Rr and x, cuts, and electrons originating from 
Bhabha events. RL is normally distributed for electrons and a cut, 
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-1.8 < RL < 3.0 
is usually made for electron identification in hadron jets. 
Figure 5.1 shows the ( Rr,,RT) distribution for tracks in hadronic events. 
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Figure 5.1: Electron estimators from the electromagnetic calorimeter for a sample of 
tracks enriched in photon conversion electrons. 
Applying the .-z:e, RT and RL cuts, the electron identification efficiency in hadronic 
jets is (65.5±0.5)% with a probability of misidentifying a hadron as an electron of 
(0.095±0.003)%. 
5.2 Muon identification 
Muons are identified by making use of the tracking capabilities (using the digital read-
out) of the hadron calorimeter, together with the muon chamber information. 
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Tracks are extrapolated through the calorimeter material taking into account a 
detailed magnetic field map and estimated energy losses. A 'road' is opened around 
the extrapolated track, with a width of three times of the estimated extrapolation 
uncertainty due to multiple scattering. A calorimeter plane is said to have fired if a 
digital hit lies within the multiple scattering road. For a hit to be counted, the number 
of adjacent firing tubes must not be greater than three. 
Usually the following conditions are imposed for muon identification (with p > 3 
GeV / c ) in hadronic jets1 : 
• the number of firing planes within the last ten planes (out of 23 planes), ::::s 
• the average hit multiplicity in the last eleven planes within a wide 'road' (20-30 
em),< 1.5 
• at least one muon chamber hit associated to the track (efficiency of 94% for tracks 
satisfying the above conditions) 
The average muon identification efficiency is 86%, while the probability of misiden-
tifying a hadron as a muon in hadronic Z decays is about 0.8%, half of which is due to 
hadron punch-through and the rest to pion and kaon decays within the TPC volume. 
5.3 Photon identification 
The three-dimensional segmentation of the electromagnetic calorimeter allows a good 
spatial resolution to be achieved for photons (and 1r0 's). However, the clustering algo-
rithm builds big clusters, often merging energy from photons and hadronic interactions. 
Consequently a method has been devised to identify photons which is better adapted 
to the hadronic Z decays. It uses the facts that electromagnetic showers generally start 
in the first segment in depth of the electromagnetic calorimeter and that, unlike the cell 
patterns of hadronic clusters, storeys receiving energy from a photon have a compact 
arrangement and most of them share a face with another storey associated to the same 
photon. 
The storeys of the first segment in depth of the electromagnetic calorimeter are 
scanned in the order of decreasing energy. A storey without a more energetic neighbour 
defines a new cluster (two storeys are considered neighbours only when they share 
a common face). Other storeys are assigned to the cluster of their highest energy 
1These are implemented in a program (QMUIDO) with some possible options. 
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neighbour. The same procedure is then applied successively to the storeys of the second 
and third segments in depth, looking first for a neighbour in the previous segment. The 
clusters found by this procedure are retained as candidate photons if their energy is 
greater than 250 MeV and if there is no charged track impact at a distance of less than 
2 em from the cluster barycenter. 
In order to reduce the sensitivity of the energy measurement to hadronic background 
and clustering effects, the photon energy is computed from the energy collected in the 
four central towers of the cluster, and the expected value of the fraction of energy in 
the four central towers, li',. This fraction is computed from the parametrization of the 
shower shape for a single photon in the calorimeter. The use of only a part of the 
storeys to measure the energy degrades the energy resolution to O"E/ E = VE~{leV) 
instead of the JE~HeV) of Section 4.5.1. 
The efficiency and background depend strongly on the density of particle impacts 
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A typical TT event (1-prong-3-prong topology). One T decays to a muon and 
the other to three charged hadrons. In the muon hemisphere an energetic 
photon (E-.1 = 5 GeV) is detected in ECAL. The particle identification for 






Particle identification method 
This part recalls the method of likelihood charged particle identification (TAUPIDX) 
which covers the whole T decay topologies. Improvements are made with respect to the 
previous algorithm (TAUPID) in order to take better account of the ALEPH detector 
geometry and advantage of the muon chambers. 
6.1 Introduction 
The likelihood method for charged particle identification was developed to measure the 
T branching ratios a.s described in [47] for 1989-90 data. An optimal set of variables V; 
is selected for which the probability density distributions J{,(x) for given particle types 
j are set up using the T Monte Carlo. For each variable with a measured value x the 
one-dimensional estimators, S&, = J?Jx)/ 'Lj J?,(x), are computed for a track to be of 
particle type j ( =e, p, or h 1 ). Then the track is assigned to the particle type with the 
largest overall probability, 
The good performance of this method is based on the selection of the most discrim-
inating variables essentia.lly uncorrelated with each other. 
Compared with the previous work [47] the following improvements are made: 
• ECAL cracks are defined geometrically based on the track extrapolation. 
1h refers to 1( or K. 
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• p. chamber hits are now used. 
• Two more variables are introduced for p. - 1r separation. 
• Reference distributions for each variable are set up by dividing the detec-
tor into several regions. 
• c!E/clx is recalibratecl precisely usmg muon data (climuons and muons 
from r decays). 
• ECAL dead storeys are taken into account and a correction is applied. 
• Complete systematic checks arc clone using the low energy samples from 
11 processes in addition to Bhabha and climuon samples. 
• Pion misidentification as an e is better understood using two independent 
(and complementary) tagging methods. 
In addition, some of the variables are redefined in order to reduce shower simulation 
biases in HCAL. As the ECAL/HCAL cracks and overlaps are treated separately from 
the normal regions, a uniform response of the identification over the whole detector 
acceptance is now obtained. 
6.2 Selection of tracks for particle identification 
Not every track is identifiable. A low momentum(~ 1 GeV/c) muon cannot be easily 
separated from a hadron in HCAL and an electron passing through an ECAL crack 
would easily be confused with a hadron. Therefore several criteria are necessary to 
define the kinematical and geometrical domain for identification. Table 6.1 summarizes 
the corresponding track selection inefficiencies. 
No minimum momentum cut is imposed for e candidates as dE/dx is a powerful 
identifier at low energy. Also no ECAL crack cut is applied to p. candidates as it 
barely affects p.- 7r separation (achieved in HCAL and muon chambers) and no e 
contamination is expected for particles traversing HCAL. 
Compared with the previous situation, a geometrical cut on the ECAL cracks affects 
the acceptance in an unbiased manner and no cuts on the HCAL cracks are made 
(however special reference distributions are used for particles crossing HCAL cracks). 
The electron and muon losses in this pre-identification step are reduced by a factor of 
6. 
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Table 6.1: Track selection inefficiencies for single track particle identiti-
catio n. 
91-93 
e p 7r 
P > 2 GeV /c only 0 5.0% 5.7% 
Geometrical ECAL crack cut 1.7% 0 4.7% 
I TOTAL 4 7% 50% 10.1% 
89-90 
average over particle types 
P > 2 GeV /c only 5.9% 
EIDT flag( crack + overlap) MC 16% data 18% 
HCAL cracks 8.5% 
I TOTAL 29.4% 
6.3 Identification variables 








W, the averaged shower width measured on the tubes 
over the fired planes 
N10 , the number of fired tube planes among the last ten 
Eu, the pad energy 
N,, the number of hits near the extrapolated track 
D", the average distance of hits from the expected position 
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At least 40 samplings are required to rely on the dE/dx. If the averaged ionization 
level, R, is larger than 2.5 (2.0 for 1991 data), dE/dx information is dropped as the 
track merging in 3-prong decays isn't well simulated by Monte Carlo. The probability 
density for the track to be of particle type j, t.o first order, is then formulated as 
. I -( (R-R')') J~Fjd,.( 11) = ,J'2;ui C Jal J 
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which is gaussian and therefore determined by its mean Rj and its standard deviation 
<Jj. These are given by the QDEDX routine, taking into account the energy loss 
and well-known geometrical effects (angle-dependent number of samplings, and cracks 
between TPC sectors). 
However, mainly to achieve a good K/rr separation, this dE/dx probability density 
is recalibrated using tracks from data [18] : 
J-tf-t (45 GeV) 
r-+J-t (2-45 GeV) 
The observed R distributions show some important deviations from the QDEDX 
description : most notably, a 0 dependence of R is observed, mostly in 1991 data and 
O'data "-' 0.90"expected· 
Then the following calibration procedure is applied separately for 91-92-93 data : 
(a) a gaussian fit in each 0 bin yields R(O) 
(b) the shift R( 0) - Rexpected is fitted with polynomials as a function of 0 
and Rexpected to yield the corrected value Rcorr 
(c) <Jcorr is then determined as a ratio of the observed width to <Jexpected as 
a function of Rcxpectcd 
(d) finally, the normalized density distribution is checked for possible de-
viations from a gaussian form : a slight asymmetry is found which can be 
accounted for by modifying the argument of the exponential with 2 addi-
tional parameters. 
After this procedure the dE/ dx distribution for muons (expressed with x,. = R-f}-~•rr) 
ff corr 
as observed in the data is well reproduced (Figure 6.1) and can be now used for other 
particle types. 
As an example, the resulting "'~ = (R- R~orr)/<J;orc distributions are given in 
Figure 6.2, showing a very significant K contribution. 
The fraction of tracks with less than 40 samplings is essentially independent of 
polar angles, track momenta (P > 2 GeV /c), and particle types, and is (0.57±0.04)%. 
Figure 6.3 shows the polar angle dependence of the number of samplings, reflecting the 
TPC geometry. 
Table 6.2 sumrnari~cs the characteristics of dE/dx distributions. 
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ALEPH 
.. -5 
Figure 6.1: x" distributions for identified muons from r decays. The data is shown in 
triangle. 
,. 
Figure 6.2: "'rr distributions for 'h inclusive' sample. 
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Figure 6.3: The number of samplings for isolated tracks from tau decays as a function 
of polar angle. 
25° < 0 < 30° 30° < 0 < 35° 35° < 0 <40° () >40° 
R of identified electrons 
mean 1.63 1.65 1.66 1.67 
R.M.S 0.10 0.10 0.09 0.10 
R of identified hadrons (2<P<5GeV/c) 
mean 1.26 1.25 1.26 1.24 
R.M.S 0.11 0.09 0.08 0.09 
R of identified hadrons (P > 30 GeV/c) 
mean 1.53 1.55 1.56 1.56 
R.M.S 0.09 0.09 0.08 0.09 
Table 6.2: The measured dE/dx distributions for 1992 data. The R.M.S is narrower in 
35° < 0 <40° where the particle traverses the maximum length of TPC gas. 
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6.3.2 Rr, RL 
The transverse and longitudinal profiles of a cluster calculated using the four storeys in 
each stack closest to the extrapolated track nicely separate electrons from pions. The 
cracks between modules cause pion-like tails in the electron distributions and a cut 
must be applied for tight identification. Figure 6.4 and 6.5 show the Rr as a function 
of track distance measured from the edge of module active area at the end of stack 1 
(where the shower development is maximum) for Bhabha and 11ee samples. A cut at 
1 em from the edge of an ECAL modnle is applied except for the mnon candidates, 
resulting in a 4.7% loss of electrons and hadrons. 
A source of non-gaussian tails is the presence of dead storeys which are flagged in 
data-taking. If there are dead storeys along the particle trajectory in the first and/or 
second stack, the energy of the storeys is estimated assuming the energy is proportional 
to that of adjacent stacks : for example, if a storey in the second stack is dead, then 
its energy (Ed) is estimated as 
Ed= Ec · EE;(2ndstack)jl;Ej(!ststack) ,i = 1,4(i "I d) ,j = 1,4(j "I c) 
where Ec is the energy of corresponding storey following the projective geometry 
in stack 1. If Ec is also dead, then the Rr and RL informations are not used for 
identification 2• 
In the 1992 run, for (1.34±0.06)% of 13habha electrons there is at least one dead 
storey out of 8 storeys in stack 1 and 2, and for (0.40±0.04)% of the cases informations 
on Rr and RL are dropped. 
Using the estimated energies for dead storeys Rr is then recalculated3 . It is possible 
to check this procedure by artificially declaring a given storey dead in Bhabha showers 
and applying the correction. Figure 6.6( a)-(b) shows the difference of real energy of 
a storey to the estimated energy calculated assuming the storey is dead, while (c)-(d) 
the recalculated RT· Figure 6.6(e)-(f) gives the RT distributions before/after the dead 
storey corrections. 
A potential source of bias is the non-availability of the EIDT bank which provides 
the RT and RL informations (Table 6.3.2). This happens in practice only for minimum-
ionizing particles and therefore when it isn't available muon values for RL and Rr are 
assigned to that track. This introduces a negligible bias on electrons because practically 
all electrons have ElDT4 • 
2 Due to the complexity of storey configuration, this correction procedure is not applied for the 
overlap region 
3 RL is less sensitive to the prcsellce of dead storeys, and it is not recalculated. 
4 As seen for Bhabha, EIDT is less available in data than in simulation by (0.024±0.017)%, which 
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Figure 6.4: RT distribution as a function of track distance measured from the edge of 
module active area for Bhabha events. 
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Figure 6.6: A study of the dead storey correction algorithm : one storey with energy Ed 
in stack 2 is considered as dead and estimated as Ed in Bhabha data (a) and in MC (b); 
(c) and (d) for the recalculated RT using the estimated energy Ed (blank histogram) 
compared with the original distributions (dotted histogram); data/MC comparison in 
a real situation where there are .dead storeys before (e) and after (f) the correction. 
Data is shown in triangle, MC in dotted histogram. 
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Table 6.3: Availability of EIDT bank (D > 1 em from the edge of ECAL 
active area, P > 2 GeV /c) in %. 
Bhabha 'Y'Y -+ ee 1111 n-+ 1111 rr(r-+p) 
data 99.957 99.78 96.98 85.09 97.01 
±0.015 ±0.16 ±0.13 ±0.94 ±0.63 
MC 99.981 1. 99.38 93.63 98.30 
±0.007 ±0.04 ±0.69 ±0.19 
77 
The references for these ECAL variables are divided to 3 zones - barrel, endcaps, 
and overlaps - and for each zone to 5 momentum bins : 2 < P < 3 GeV f c, 3 < P < 
5 GeV/c, 5 < P < 8 GeV/c, 8 < P < 20 GeV/c, and P > 20 GeV/c. 
6.3.3 
To obtain W, a 60 em-wide road centered at the track extrapolated position in each 
HCAL plane is opened and the maximum separation between the hit tubes is computed 
in each plane, and averaged over the fired planes. If the hits are isolated in only one 
plane deeper than the third, they are considered as noise and W is set to zero. 
N10 is the number of planes which have at least one hit tube not farther than 2.5 
em +3xamultiple scattering from the track extrapolated position in the last ten planes. In 
addition, to take into account extrapolation problems, a plane is kept if there is a hit 
outside the road but within a 60 em-wide road and if the hit is close enough to a hit in 
the previous plane together with the average number of hits before the last ten planes 
less than 1.5. 
EH is the HCAL pad energy associated to the track. It is introduced to prevent 
identifying energetic pions with large N10 as muons, and therefore the total number of 
fired planes is required to be greater than 8 to use this variable. 
Instead of cutting out the HCAL cracks (central and edge; recall that the crack 
corresponds to a non-instrumented area, but with proper absorbers) three different 
references are set up following the azimuthal position of the track with respect to 
the modules : !modq\- crack! < 0.5° ("zone 5"), 0.5° < !mod¢>- crack! < 1.0° ("zone 4") and the rest. Special distributions are used to cover the transition region (44.5° < () < 53.5°, "zone 3") and pole (32° < 0 < 42° "zone 2"). Figure 6.7 shows, for 
example, the N 10 distribution in each zone which is further divided into 5 momentum bins as for the ECAL variables. 
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Figure 6.7: N10 distributions in each HCAL zone. Zone 4 and 5 are for HCAL cracks, 
3 for transition region, as defined in the text. Zone 2 for pole is not too different from 
the normal region (Zone 1 ). 
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6.3.4 
The number of 11 chamber hits (NM) and the average distance of hits from the track 
extrapolated position in terms of multiple scattering deviation ( D ~) are shown in Fig-
ure 6.8. Their references are put into 5 momentum bins as for the ECAL variables, 
each subdivided into 5 angular regions for N,, : "normal", pole, two zones for edge 




Figure 6.8: 5. The number of 11 chamber hits, and the average distance of hits from 
the track extrapolated position in terms of multiple scattering standard deviation. 
6.3.5 Constructing the reference distributions 
200,000 Monte Carlo TT events are used to construct the reference distributions for 
each variable. For hadrons, only T-'tVT7r and T-'tvTp( -'t7r7r 0 ) modes enter into the 
reference distributions, as the higher 7r 0 -multiplicity decays will provide additional 
hadron signatures (see Section 12.3). 
Due to statistica.l fluctuations, especially with the large number of bins, holes could 
appear in the tails of the reference distributions. To reduce this effect, a smoothing 
procedure is applied to the original distributions for each variable conserving the total 
number of entries. 
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6.4 Identification procedure 
The ef pf h separation in the context of one-prong r decays uses all the available 
variables5 . As a first step the references for all variables (except for dE/dx) are con-
structed from e,p and 1r one-prong tracks from r MC. Then the correctness of these 
references are examined by comparing the distributions for data and MC of known 
samples. If a discrepancy is observed, the distribution of data is used instead when the 
identification is applied for r data. In practice, however, due to the energy dependence 
of the variables this correction is made only for Rr and RL using the Bhabha data. 
To understand the identification efficiencies good isolated tracks of e, p, and ( 1r + 
p) with minimum4 TPC hits, Idol< 2 em, lzol < 10 em, and P > 2 GeV/c from r MC 
are used. Table6.4 contains the efficiencies and misidentification probabilities averaged 
over momentum, and Table 6.4 for each momentum bin. Comparison is provided with 
the earlier version of the particle identification used for 1989-90 data. 
Table 6.4: Identification matrix (P > 2 GeVjc) on r MC (in %). 
true --+ e fl. 7r 
.j_identified 
91-93 
e 99.44 ±0.03 < 0.01 0.59 ±0.02 
fl. < O.Dl 99.44±0.03 0.92 ±0.03 
7r 0.56 ±0.03 0.56±0.03 98.49 ±0.03 
89-90 
e 99.39 ±0.09 < O.Dl 1.01 ±0.09 
fl. < O.Dl 99.12 ±0.10 1.50 ±0.11 
7r 0.61 ±0.09 0.88 ±0.10 97.49 ±0.14 
5In a multi-track environment where additional electrons from a conversion confuse the original r 
decay topology, one usually performs the pre-identification (e/!torh) using only dE/dx, Rr, and RL. 
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Table 6.5: The identification efficiencies and misidentification probabili-
ties in each momentum bin for the T MC (in %). 
I (Ge~fc) I +i~:ti;ed I e I fl 
e 99.69±0.12 0.00±0.06 0.09±0.04 
2-3 fl 0.00±0.04 98.62±0.28 2.25±0.20 
7r 0.31±0.12 1.38±0.28 97.66±0.20 
e 99.72±0.08 0.00±0.03 0.08±0.03 
3-5 fl 0.00±0.02 99.00±0.17 1.70±0.12 
7r 0.28±0.08 1.00±0.17 98.22±0.12 
e 99.60±0.08 0.00±0.02 0.29±0.04 
5-8 p. 0.02±0.02 99.04±0.14 1.23±0.08 
7r 0.38±0.08 0.96±0.14 98.48±0.09 
e 99.38±0.06 < O.Dl 0.78±0.04 
8-20 fl < 0.01 99.45±0.05 0.82±0.04 
7r 0.62±0.06 0.55±0.05 98.40±0.06 
e 99.33±0.07 0.02±0.01 0.72±0.04 
> 20 f1 0.01±0.01 99.68±0.04 0.47±0.03 
7r 0.66±0.07 0.30±0.04 98.81±0.06 
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Instead of cutting out the ECAL crack, special reference distributions can be set 
up in this region (same procedure adopted for HCAL cracks) and identification perfor-
mance can be monitored. The obtained results (Table 6.6) indicate that thee- 1r sepa-
ration worsens; in the ECAL crack, the electron identification efficiency is (91.5±0.1 )% 
and the pion misidentification probability as electron is (3.3±0.2)%, 6 times higher 
than in the normal region. Therefore, throughout the analysis, the ECAL crack is cut 
out as explained previously. 
Table 6.6: Identification matrix (P >2 GeV/c) on TT MC (in %) : now 
including the ECAL cracks 
true -+ e p. 7r 
+identified 
e 99.03 ±0.01 0.01±0.01 0.81 ±0.02 
f1 < 0.01 99.43±0.03 0.93 ±0.03 
7r 0.97 ±0.04 0.56±0.03 98.26 ±0.04 
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A strong test of the validity of the method is obtained when looking at the distri-
bution of the estimators ("probabilities") for samples of data and Monte Carlo (Fig-
ure 6.9). Recall that, by construction, E;=e.~,hpi = 1 and due toe- p 'orthogonality' 
pe + ph -::e 1 a.nd P~ + ph -::e 1. The agreement is excellent for a.ll particle types. 
Indication of slight overestimate of Monte Carlo efficiency is seen for p and 'ff at the 
level of 10-3 . It is therefore important to directly measure on data the identification 
efficiencies. 
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Figure 6.9: The probability distributions of identified particles from r decays. Data is 
shown in triangle, Monte Carlo in dotted histogram normalized inside the plot, and T 
backgrounds (misidentified hadrons in the first two plots and misidentified leptons for 
the last plot) for each identified particle in hatched histogram. For a given particle, 
the sum of probabilities to be one of c/ p) h type is 1. 
Chapter 7 
Measurement of identification 
efficiencies 
The performance of the particle identification can be checked using the kinematically 
tagged data over the full momentum and angular range. 
Electrons from Bhabha events provide a high energy electron sample ( P > . 8 
GeVfc), and //---+e+e--process the low energy electrons (P < 8 GeVfc), covering the 
whole energy range of electrons from T decay. Similarly zo ---tjljl events and Tt---+Jl+ Jl--
process give muon samples to which the particle identification is performed, yielding 
the muon identification efficiency, which then can be applied for muons from T decays. 
In data, both lepton samples obtained by a kinematical tagging will in general 
contain TT events, and hadrons from T decay should be carefully subtracted to get the 
correct misidentification rates of leptons into hadrons. 
For hadrons, there are no independent samples outside T decays. Therefore r---th :;:: 
l1r0 decays are used as the reference samples in the determination of identification 
efficiencies1• The following sections describe the tagging methods, and the determina-
tion of identification efficiencies for T decays. 
1To determine the hadron inefficiency by misidentifying hadrons as electrons, a hadron sample 
tagged by dE/dx is also used. 
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7.1 Determination of lepton identification efficien-
. 
CieS 
The selection of reference samples for leptons together with the subtraction of TT events 
is discussed at first and then lepton identification efficiencies are determined in each 
momentum bin. 
7.1.1 Bhabha events 
An event of only two good charged tracks2 is selected, and an electron with P > 8 
GeV I cis selected when the opposite particle is identified as an electron by the iden-
tification procedure with P > 40 GeV I c (tag). These electrons from tagged Bhabha 
events provide an important test sample for electron identification efficiency in the 
momentum range P > 8 Ge VI c. 
The hadron background from TT events must be taken into account. However they 
should have distinguishable Rr and RL from the misidentified Bhabha electrons. A 
track identified as a hadron with P < 40 GeV I cis considered as a r background if 
Rr < -10 or Rr < -3 and IRLI > 3. The muon background from T decays is about 
2 times smaller than the hadron background. The fraction of total T backgrounds is 
small, 0.084%, and subtracted in the tagged electron sample. 
7.1.2 zo --'tJJJJ 
For an event with two good charged particles, a muon with P > 20 GeV I cis selected 
when the opposite particle is identified as a muon with P > 40 GeV I c (tag). 
The hadron background from r decays are characterized by small N10 and N" = 0. 
A track identified as a hadron with P < 40 GeV I c outside a HCAL crack3 with N10 ::;; 3 
and N" = 0 is considered as a tau background. The electron background from r decays 
is about 2 times smaller than the hadron backgrounds. The fraction of r backgrounds, 
in total, is 0.053%, and subtracted in the tagged muon sample. 
2 A (charged) track with 4 TPC hits, originated from the interaction point, and -0.95< cosO <0.95 
is called a good (charged) track. 
3 A HCAL crack is defined as : 
if 40' < 0 <140' , mod(¢, :lO' ) < I' , mod(¢, 30' ) > 29' , or 14 <mod(¢, 30') < 16' 
ifO <40' or 0 >110', mod(</!,60' )< 2' or mod(¢,60') >58' 
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An event with two good tracks with the angle between them less than 165° is selected. 
A low energy electron (muon) is then selected when the opposite particle is identified 
as an electron (muon) with P < 10 GeV I c (tag). 
The background hadrons from r decays and "('f--'tr+ r- process are found by the 
same method as in the Bhabha and in J-LJ-L samples, except for the electron sample 
with P < 2 GeV I c and muon sample with 2 < P < 5 GeV I c. For a low energy 
electron ( P < 2 GeV I c), the RT and RL are not available, and if R < 1.3, then it is 
considered as a hadron from a r decay. For low energy muons (2 < P < 5 GeVIc),. 
the N10 distribution for real hadrons is not much different from that of misidentified 
muons. Therefore, for that muon sample, the rr and "f"f--'tr+r- Monte Carlos are used 
to estimate the hadron backgrounds. 
The total r background in the tagged electron sample is 1.68%, and the value is 
(1.27±0.08)% in the tagged muon sample. 
7.1.4 Lepton identification efficiencies 
Figure 7.1 shows the lepton identification efficiencies as a function of momentum. Data 
and Monte Carlo are in good agreement for electron identification efficiency. For muons, 
the identification efficiency of data is systematically smaller than the Monte Carlo 
values, which is compatible with the observation made in the probability distributions 
of identified muons from r decays (Figure 6.9). 
Table 7.1 summarizes the identification efficiencies determined from the tagged 
sample. 
Once convoluted with the lepton spectra from r decays\ the average identification 
efficiency is (99.49±0.10)% for electrons and (99.32±0.10)% for muons in data, while 
it is (99.51±0.07)% and (99.44±0.07)% in Monte Carlo. 
4 For e, the experimcnt.al efficiencies in each momcnt.um bin arc used, whereas for f.1 a linear fit is 
performed in order for the final unccrt.aint.y not t.o be dominated by the low statistics in the 20-30 
GeV/c bin. 
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Figure 7.1: Identification efficiencies determined from the reference samples. The elec-
tron identification efficiency does not include ECAL crack inefficiency, and the tracking 
inefficiency is negligible. 
88 CHAPTER 7. MEASUREMENT OF IDENTIFICATION EFFICIENCIES 
Table 7.1: Lepton identification effidendes determined with reference samples (in %). 
sample momentum (GeVJc) C:e-+e (data) C:e-+e (MC) 
ii-+e+e (92) 0 < p < 2 99.21±0.39 99.30±0.20 
11-+e+e (91+92) 2 < p <3 99.24±0.27 99.73±0.09 
3 < p < 5 99.52±0.20 99.67±0.09 
5 < p <8 99.57±0.25 99.54±0.14 
Bhabha 8 < p < 20 99.39±0.15 99.37±0.17 
(92) 20 < p < 30 99.67±0.10 99.67±0.10 
30 < p < 35 99.73±0.09 99.57±0.13 
35 < p < 40 99.69±0.07 99.62±0.09 
40 < p < 43 99.54±0.08 99.68±0.07 
p > 43 99.11±0.05 99.37±0.05 
sample momentum (GeV/c) c: ,.-+,. (data) c:,._,.,. {MC) 
ii-+fL+ fL 2< P< 3 97.71±0.42 97.92±0.21 
(91+92) 3 < p < 5 99.34±0.30 99.31±0.11 
5 < p <8 99.28±0.27 99.55±0.12 
8<P<20 99.53±0.33 99.72±0.14 
dimuon 20 < p < 30 98.69±0.58 99.21±0.35 
(92) 30 < p < 35 99.20±0.46 99.36±0.28 
35 < p < 40 99.20±0.25 99.32±0.18 
40 < p < 43 99.67±0.10 99.53±0.08 
p > 43 99.54±0.03 99.61±0.02 
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7.2 Determination of hadron misidentification prob-
abilities 
Hadron samples from T decays are collected by two independent methods : by 1r0 
tagging and dEidx tagging. 
The 7r 0 tagging is used to isolate a hadron sample from p and a1 decays. The decay 
T--'th 2: l7r 0 is reconstructed as one good charged particle with at least one photon (E-, > 250 MeV) in the same hemisphere detected in ECAL. Additional requirements 
on the final state follow. 
• Hadron sample for h--te study 
P~ > 1% and Mh-,··-r > 0.5 Ge VI c2 
The fraction of events P, between 1-50% determines the misidentification probabil-
ity in the tagged sample, which is extrapolated into Mh-r··-r < 0.5 GeVIc2 or P~ < 1%, 
where are too many T--'te electrons. 
• Hadron sample for h--tJ1 study 
M-y··-r > 0.1 GeVIc2 and 0.5 < Mh-,··-r < 1.4 GeVIc2 
The misidentification probabilities of 7r 0 -tagged hadrons into leptons are shown in 
Figure 7.2. 
A discrepancy for h--te rate is observed between data and Monte Carlo at the largest 
energies. This effect has been studied in detail and has been found to originate from 
an incorrect description of hadron interactions in ECAL producing a large amount 
of electromagnetic energy ( 7r 0 multiplicity and energy distribution). Figure 7.3, for 
example, shows the dEidx distributions of P > 20 GeV I c tracks tagged by 7r 0 -tagging 
where Rr > -2 is required, indicating that the 11" 0 -tagged particles but with large Rr 
are in fact compatible with hadron hypothesis. 
Since 7r 0 -tagging produces an obvious bias in the hadronic final state, one may 
wonder that h--te misidentification is not correctly represented because of possible 
hadron-photon overlap in ECAL. In order to circumvent this problem, an independent 
hadron-enriched sample is selected by requiring a low dEidx deposit for the charged 
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Figure 7.2: The misidentification probabilities of rr 0 tagged hadron sample into leptons. 
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Figure 7.3: The dE/dx distribution (x,) for tracks tagged by identified rr 0 's in ECAL 
where P > 20 GeV/c and RT > ~2 are required (superposed histogram is the TT 
Monte Carlo distribution normalized to 1991+1992 data inside the plot). Below is 
{or x, distribution of Bhabha electrons superposed into 7r 0 -tagged tracks in TT Monte 
Carlo but without tlw Rr cut. 
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pa.rticle5• A hadron is tagged with the dE/dx probability to be a hadron> 90% and the 
likelihood identification is performed using the other 7 variables. This method allows 
a final state-independent check on the ECAL variables used in the identification. 
Figure 7.4 compares the results of two tagging methods on the hadron contamina-
tion in the identified electrons, which yield consistent values. 
20 
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Figure 7.4: A comparison of the data-MC correction for hadron misidentification into 
electrons for the two tagging methods. 
Table 7.2 summarizes the hadron misidentification probabilities into leptons ob-
tained from the 7r 0 tagged sample. 
7.3 Various checks using the tagged samples 
Using the tagged samples it is possible to check the performance of the detector and 
its description. 
Figure 7.5-7.14 show the data (1992) and Monte Carlo comparison of the distribu-
tion of each identification variable for the reference samples. 
5The hadron sample selected by t.his way has about 25% common events with the rr' tagged sample. 
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momentum (GeV I c) Ph--te (data 91-93) Ph--te (MC) 
0 < p < 2 0.78±0.21 0.39±0.09 
2 < p < 3 0.27±0.12 0.21±0.05 
3 < p < 5 0.31±0.09 0.19±0.04 
5 < p < 8 0.41±0.09 0.36±0.04 
8 < p < 20 0.94±0.08 0.64±0.04 
p > 20 0.86±0.11 0.48±0.04 
momentum (GeV I c) Ph--t, (data 91-93) h--t" (MC) 
2 < p < 3 3.44±0.46 2.55±0.20 
3 < p < 5 1.56±0.22 1.67±0.12 
5 < p < 8 1.49±0.18 1.09±0.08 
8<P<20 0.84±0.09 0.82±0.04 
p > 20 0.49±0.10 0.44±0.05 
Table 7.2: Hadron misidentification probabilities into leptons (in %). 
For Bhabha events (Figure 7.5), dEidx has two tails. The upper tail is due to 
additional (bad) tracks close to the tagged good track which is not well simulated 
by Monte Carlo, while lower tail is partly due to tau background ( ~25 events). Rr 
is asymmetric from the contribution of bremsstrahlung photons, and has a lower tail 
(from the tau background and mostly due to ECAL dead storeys in the overlap regions 
where the correction algorithm is not applied). RL is well calibrated in data (centered at 
zero) and to reproduce it two Bhabha Monte Carlos with two different parametrizations 
have been used. W has a small weight in electron identification, and is rather different 
between data and Monte Carlo, where after ECAL crack cut the difference should be 
in the simulation of ECAL leakage. 
For muons (Figure 7.6), the weight in identification of dEidx, Rr and RL is small 
compared with N10 , Eu and N,. Simulation on the distributions for the latter three 
variables are much improved since 1989-90 and show good agreement with data. 
For hadrons (Figure 7.8-7.14), simulation reproduces impressively well the data 
distributions (especially for dEidx, RL and W) except for Eu which has a small weight 
for hadrons and Rr around 0 for tracks with P > 20 GeV I c, a problem already 
discussed in the previous section. 
Figure 7.16 presents the dependence of electron identification efficiencies as a func-
tion of extrapolated distance from an ECAL crack, while the uniformity over the polar 
and azimuthal angles is shown in Figure 7.17- 7.19 for each reference sample. 
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Figure 7.5: The distribution of each identification variable for tagged Bhabha events. 
The Monte Carlo shown in dotted histogram is normalized to data in the dE/dx plot, 
and tlJe same normalization is used for the subsequent plots. 
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Figure 7.6: Tbe distribution of each identification variable for tagged dimuons. 
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Figure 7.7: The distribution of each identification variable for tagged dimuons (cont.). 
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Figure 7.8: The distribution of dEjdx for 7r 0 tagged hadrons as a function of momen-
tum. 
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Figure 7.9: The distribution of Rr for 1r0 tagged hadrons (cont.). 
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Figure 7.10: The distribution of RL for 7r 0 tagged hadrons (cont.). 
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Figure 7.11: The distribution of W for 11" 0 tagged hadrons (cont.). 
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Figure 7.12: The distribution of N10 for 7r 0 tagged hadrons (cont.). 
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Figure 7.13: The distribution of EH for 71" 0 tagged hadrons (cont.). 
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Figure 7.14: The distribution of N,. for 7r 0 tagged hadrons (cont.). 
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Figure 7.15: The distribution of D'" for 11" 0 tagged hadrons (cont.). 
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Figure 7.16: The electron identification efficiency as a function of the distance from an 
ECAL edge for Bhabl1a events. 
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Figure 7.17: The uniformity of electron identification efficiencies over the polar and 
azimuthal angles. 
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Figure 7.18: The uniformity of muon identification efficiencies. 
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Figure 7.19: The uniformi t.y of hadron identification efficiencies. 
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The e+e--tr+r- events collected by the ALEPH detector are selected using the al-
gorithm TSLT01, which has been used to measure the cross section and the forward-
backward asymmetry of rr production for ALEPH 1992-1993 data [49]. The algorithm 
yields higher selection efficiency (78.42%) and smaller backgrounds from other processes 
(1.64%) compared with older generations as shown in Table 8. 
Inside the selection acceptance, additional efforts are made to reduce- by a factor 
of 2. 7 - the backgrounds present in the leptonic channels of r decays, a task which 
benefits from the elaborate charged particle identification described in Chapters 6- 7. 
Each r decay in the selected rr events is defined as leptonic if only one good charged 
particle is reconstructed in TPC, identified as e or p, and if the invariant mass between 
the charged particle and the photons is not compatible with hadronic final states of r 
decays (this reduces the p and a1 contaminations in the lepton samples). 
Table 8.1: Selection efficiencies and background contaminations of the 
pre-selection filter. Uncertainties are mostly statistics. (%) 
SELTAU TAusr;r·' TSLT01 
(89-90) (91) (92) 
Efficiency 72.4±0.8 76.79±0.29 78.42±0.17 
Efficiency 
within acceptance 81.5 89.2 91.5 
I Background ' 2.4±0.5 1 1.71±0.36 1 1.64±0.16 
• l at. the Z peak 
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Then finally the leptonic branching ratios B1 are computed as follows : 
(8.1) 
where N1 is the number of selected and identified leptons, Jron-r and f'h-tl the cor-
responding background fractions from non-r events and mis-identified hadrons from r 
decays, respectively ; Nrr is the number of selected rr events and f!/~n-r the corre-
sponding fraction from non-r sources ; the efficiencies are split between the rr selection 
and lepton identification procedures. 
All the efficiencies and mis-identified hadron contamination are determined from 
data, while the non-r backgrounds are estimated also by data with a minimal use of 
Monte Carlo generators1 . 
The following table sums up the main components of the analysis (efficiencies and 
contaminations). 
Procedure I To be determined I 
rr selection TSLTOl + additional (err )sel, fnon-r rr 
background rejections (c:l)sel 
lepton identification TAUPIDX + hadronic /,non-• I ' 
invariant mass veto (c:I)ID f'h-tl 
1 Because of their minor importance in this analysis, Z-+qij and four-fermion backgrounds are 
estimated by direct Monte Carlo prediction, and cosmic rays are almost completely eliminated from 
the r sample, the remaining (0.02%) part being determined directly by data. 
Chapter 9 
TT pre-selection 
9.1 Principles of TT pre-selection 
The principal characteristics of TT events at LEP energies are low multiplicities and 
back-to-back topologies. Each event is divided in two hemispheres by a plane perpen-
dicular to the thrust axis reconstructed by the energy flow algorithm which calculates all 
the visible energy avoiding double counting (Section 4.7). The jet of a given hemisphere 
is defined by summing all the 1-m omenta of the energy flow objects (charged or neu-
tral "tracks") in the hemisphere and is represented by the resulting energy-momentum 
(E;, P;), (i=hemisphere l,or 2). Each p;/[P;[ approximates the T direction, while 
the energies E~, E2 are the useful event variables separating TT 's from the Bhabha, flfl 
and from the 11-induced events, and while the relatively smaller (less than 2 GeV /c2 ) 
invariant jet masses, jet opening angles together with low multiplicities discriminate 
rr's against Z--+qq. 
All these features of rr-topologies are incorporated in the standard TT pre-selection 
criteria (TSLTOl) and briefly displayed in the following. 
• Against 11-induced events 
1. The angle (acollincarity) between the two jets is larger than 160°. 
2. The sum of jet energies ( Et + E 2 ) is larger than 0.35 x Ebeam or the trans-
verse momentum difference bcwteen the jets is larger than 0.066xEbeam . 
Here Ebeam is the beam energy (about 45.6 GeV). 
• Against Z--+qq 
3. The number of good charged tracks is to be at least 2 up to 8. 
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A good charged track is a charged track with the qualifications : 
a) at least 4 reconstructed space-points in TPC 
b) the minimum exptrapolated distance to the beam in the trans-
verse plane (Idol) is less than 2 em, and the distance to the inter-
action point along the beam (lzol) less than 10 em 
c) the cosine between the track and the beam lies in (-0.95,0.95) 
See Figure 9.1 for the good charged track distributions for data and rr 
Monte Carlo. The events with odd number of good tracks mean that there 
has been a photon conversion inside the inner detector material and/or 
a track loss due to the overlapping (for high momentum tracks) or the 
magnetic bending (for low momentum tracks). The agreement between the 
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Figure 9.1: The distributions for the number of good charged tracks. 
4. If both hemispheres have more than 1 good charged track or the jet mass 
larger than 1 GeV /c2 (in favor of Z--+qij) then the following conditions are 
required-
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a) the product of the number of reconstructed objects on both 
sides less than 175 
b) the sum of the maximum opening angles between 2 good 
charged tracks in each hemisphere is smaller than 0.25 rad 
Figure 9.2 shows the distributions for the applied variables to reject the 
Z---tqq background. 
o (DATA 91 93) 
o (OATA91-9.3) 
(a) Number of objects (b) Opening angle 
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Figure 9.2: The distributions for the variables for Z---tqq rejection. In these plots all 
the TSLTOl cuts are applied except the cut wlJich is shown by an arrow. The rr Monte 
Carlo is normalized to the data inside the cut. 
• Against cosmic rays 
5. At least 1 good charged track has Idol less than 1 em and lzolless than 
5 em. 
• Against Bhabha 
6. The cosine of the scattering angle cosO* of negatively charged jet (r-) 
with respect to the e- beam measured in the incident e+ C c.m.s. reference 
frame lies between (-0.9,+0.9). 
1This cut has been found not well simulated by Monte Carlo, and isn't used in the recent version 
of ;;-preselection. 
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The variable cosO* is calculated using the polar angles of reconstructed jets 
with the assumption that the emitted initial state radiation lies along the 
beam line 
0• . (o+-o-)1 . (O++O-) cos = s~n 2 szn 2 
where o_ (0+) is the polar angle of the negatively (positively) charged 
jet. Figure 9.3 illustrates the cosO* distributions for tagged Bhabha events 
where both leading tracks identified as electrons with at least one momen-
tum larger than 40 Ge VIc, and for rr events after the selection procedure 
described here and in the next section. 
7. For Bhabha-like events, the total energy Etot has to be smaller than 
1.6 X Ebeam (or 1.4 X Ebeam if the tangent to the leading track points towards 
an ECAL crack, i.e., if the tangent is extrapolated to ECAL closer than 6 
em from a crack). 
An event is called Bbabba-like if all the charged particles are identified as 
electrons in the following sense : 
a) if p > 5 GeV I c then RT >-5 or the minimum extrapolated dis-
tance to an ECAL crack smaller than 3 em, or p >41 GeV I c and 
RL within ( -2.5,2.5) 
b) if p <5 GeVIc and the R (normalized dEidx) in the electron 
hypothesis greater than -3 
c) the track is not identified as a muon by QMUID02 
where Erad is the energy carried by the initial state radiation along the 
beam pipe, and 
• Against f.lp. 
8. The energy sum of the most energetic (leading) tracks in both hemi-
spheres is less than 1.6x Ebeam .3 
9. For dimuon-like events, the Etot must be smaller than 1.8xEbeam . 
A dimuon-like event satisfies either 
2the standard ALEPH muon identification program 
3This cut also rejects some 13habha events. 
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Figure 9.3: The cosO* distribution for tagged Bhabha data (in triangle) superposed by 
BABAMC in full line and UNIBAB in dashed line. They are corrected by (global) 
tagging efficiency. The distributions for the final rr data and Monte Carlo are also 
drawn (without correction {or the selection efficiency~ 78%). 
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a) both leading tracks are identified as muons by QMUIDO, or 
b) one hemisphere with leading identified as a muon and the other 
with (jet) energy greater than 0.9 x Ebeam 
9.2 Pre-selection efficiency 
The geometrical acceptance part of the selection efficiency (0.82is obtained from the 
KORALZ event generation [50] and complete detector simulation. Systematic effects 
from the dynamics in the generator are negligible at this point. 
The acceptance bias related to the cosO* < 0.9 cut under the assumption of a global 
rotation of ALEPH alignement by an angle~ is proportional to ~2 /2, and is negligibly 
small(-::; 10-7 ) for a reasonable value 0.001 radians for~ [51]. 
The cosO* is calculated using the cosO;,, 's obtained in each hemisphere from the 
reconstructed 4-vectors sum of neutrals and charged tracks. The error on the cos01,, 
due to a 2% bias in the energy measurement for a jet situated near the boundary 
region (cosO ~ 0.9) and built up by N tracks with a typical opening angle 0.04 radians 
(~ lfl,) is approximately[51] 
For N ~ 3, this means a 6·10-4 error on cos0;,1, translating into a 4·10-4 error in 
efficiency. 
The main source of systematic uncertainties on the selection efficiency is the abso-
lute energy scales, and the number of reconstructed objects and their angular separa-
tions. 
Table 9.1 gives an overview of the TSLTOl inefficiencies for the different cuts applied 
in order, as they given by the Monte Carlo. One could expect systematic effects in the 
simulation leading to incorrect values for the respective efficiencies. In order to check 
this and determine the real efficiencies on data, a procedure has been developed. In 
this section we shall only be concerned with cuts affecting the hadron-hadron final 
states of a 77' pair, whereas the leptonic final states will be dealt with in detail in 
Chapter 13. 
For all cuts involving only one variable, the data and Monte Carlo samples are 
compared with respect to this variable, all preceding cuts already applied. In order to 
estimate the event loss after the cut, it is necessary to understand the level of back-
ground around and slightly beyond the cut value. For this purpose the shape of the 
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Table 9.1: Monte Carlo values on the inefflciencies at peak energy (in %). h- his the 
event with botl1 non-leptonic hemispheres. 
TT e-X flo- X h-h 
cause for inefficiency 
geometrical acceptance 
No objects inside the detector 
Number of good tracks < 2 or > 8 16.51 17.14 16.04 16.36 
!cosO* I >0.9 
TSLTOl 
Aco!linearity< 160° 1.07 1.70 1.54 0.41 
E1 + E2 <0.35xEbeam when JPT < 0.066xEbeam 1.10 2.17 2.19 0.15 
Nobjl * Nobj2 >75 0.16 0 0 0.38 
Maximum opening angle sum> 0.25 rad 1.61 0.39 0.30 3.30 
Leading energy sum> 1.6xEbeam 0.55 0.28 0.39 0.87 
Etot cut 1.23 1.40 0.85 1.22 
additional cuts 
CUTs 1 and 2 0.13 0.34 0 0.05 
11 rejection 0.03 0.06 0.04 0 
Dimuon rejection 0.03 0 0.08 0 
I total meffictency 1 21.32 22.26 20.47 21.58 
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background is taken from the simulation, but normalized to the data at a relevant place 
not too far from the cut. The efficiency of the cut is directly measured on the data 
and the Monte Carlo taking into account the adjusted background in the former dis-
tribution. Figure 9.4 shows the distributions relevant to the Etot cuts against Bhabha 
and ft-pairs as they affect the hadron-hadron final states (in this case the events are 
tested for the E101 cuts if they are labelled ee-l ike or ft.U-like). The agreement between 
data and Monte Carlo is excellent for the Bhahha cuts, but the 1'1' cut introduces a 
discrepancy clearly produced by the !'It-like efficiency for hadrons observed to be larger 
in data. 
For the qij cuts a different philosophy is used since the relevant variables (number 
of energy-flow objects Nobj and jet opening angle a) are correlated. For these cuts the 
events are preserved if they are rr-like, i.e., at least one hemisphere with Nch = 1 and 
M;et < 1 Ge V / c2 • If they are not preserved then Nobj,l x Nobj,2 is required to be less 
than 75 and a 1 + a 2 less than 0.25 radians. Therefore 
where 6p and 6H are the preservation ( TT-like) and hadronic ( Nobj and a) efficiencies 
respectively. 
To measure cp, an unbiased M;ct distribution for the relevant sample (unpreserved) 
is constructed for both data and Monte Carlo by selecting 'non-preserved' hadronic 
hemispheres opposite to a 'preserved' hemisphere. A clear discrepancy is observed 
(Figure 9.5 (a)) and the preservation efficiency is smaller on data. 
Then 6H is determined assuming in a first step the 2 hemispheres not to be cor-
related in (Nobj,l> Nobj, 2 ) and (a~oa2 ). To compute cH all selected N hemispheres are 
combined one by one using the 2-dimensional distribution in (Nobj, a) (see Figure 9.5 
(b)-(c)) 
where IJ(x) is the step function (0=0 for x < 0 and 0=1 for x?: 0). 
cfl is computed for both data and Monte Carlo. To check if there is a correla-
tion between the 2 hemispheres, the true cqif is compared in the Monte Carlo to the 
uncorrelated 'mix' efficiency defined above, yielding 
c~~c = 0.9633 
C:~Cmix 0.9531 





(a) Etot < 1.6xEbeam {b) Etot < 1.4 X Eb,am 
10 
(c) Etot < 1.8x Ebeam 
Figure 9.4: 
Etot distributions {or h- h events where all the previous cuts in Table 9.1 are applied. 
Tl1e events in (a) and (b) arc flagged as Dhabha-like, and (c) as dimuon-like. 










Figure 9.5: (a) Data and Monte Carlo comparison for Mjet of a. hemisphere when the 
opposite fulfills the rr-likc condil.ions (only one good cha.rged tra.ck and Mjet < 1 
GeVjc2). (b) a.nd (c) (Nobj,a) for a. hemisphere which docs not sa.tisfy the rr-like 
conditions, while the opposil;e docs. 
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The discrepancy observed between c:~J-'" m;x and c:~c m;x is then scaled by the ratio 
of the corresponding Monte Carlo inefficiencies given above. 
Let us summarize in Table 9.2 the results of the efficiency study on different rr 
final states (again the leptonic final states will be covered in Chapter 13). 
Table 9.2: Relative efficiency variations between data and Monte Carlo as measured 
by direct comparison ( 10•·:?-c: Me). 
MC 
Final state cuts 6.c:/c: (10 3) 
hadron-hadron qq (mix) -13.6±1.0 
(+correction) -10.6±0.8±1.5 
(6.ehh/c:hh) leading energy +0.5±0.5 
Etot -2.0±0.9 
other cuts negligible 
e-X 
( 6.c:ex / eex) all cuts (see Chapter 13) -0.7±0.9 
1-'- X 
(6.c:~x /c:~x) all cuts (see Chapter 13) -0.1±0.7 
Taking all final states into a.ccount, the total shift is found 
6.c:rr = -(5.33±0.65) · 10-3 
err 
and using the Monte Carlo efficiency 0. 7883±0.0009 slightly corrected for input 
branching ratios ( x 1.00003), the TSLTOl efficiency at Z" peak is found to be 
c~".J." = 0.7842±0.0012 (9.1) 
The components of the total error are given in Table 9.3. 
It should be emphasized that other uncertainties can affect Err when the absolute 
efficiency is needed. Triggering and tracking (reconstruction and da cut) could produce 
systematic effects not well simulated by Monte Carlo. From separate studies [52] it 
is known that these effects in the tracking efficiency are not larger than 10-3 , and 
would produce an addition 0.0012 uncertainty in err. However, for the measurement 
of branching ratios they produce a negligible effect because they affect the studied final 
states (IX) and all rr final states in a similar way, and the remaining uncertainty is 
estimated to be below 2 · 10-·•. 
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Table 9.3: Uncertainties in the determination of the rr event efficiency using TSLT01 
pre-selection. 
effect uncertainty 
MC stat. 0.00092 
hh tests (stat) 0.00043 
IX tests (stat) 0.00027 
IX syst. 0.0003 
hh syst. 0.0006 
(sum) 0.0012 
tracking 0.0012 
total I 0.0017 
Finally, we note that the present measurement of c:~"i" is only in fair agreement with 
a previous determination in ALEPH [49] using rr data events, split then re-mixed in 
order to simulate unbiased events; it yielded c:~"i" = 0.7815±0.0020±0.0012(tracking). 
It could be that this procedure is more sensitive to the assumed non-correlation between 
the 2 hemispheres. 
9.3 Summary of pre-selection efficiency and back-
grounds 
Table 9.4 summarizes the efficiencies and non-r background fractions with TSLTOl r 
selection for 3 years of data-taking. 
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1991 scan 1992 peak 1993 scan 
t::rr 0. 7832±0.0017 0.7842±0.0017 0.7823±0.0018 
luminosity (nb I) 11932 22442 31599 
Nrr 11346 26220 25468 
J!l~n-r (%) 
process 
e+e --*e+e 0.96±0.10 0.66±0.14 0.67±0.08 
e+ e- """-*fl+ fl- 0.21±0.05 0.25±0.05 0.16±0.03 
e+c--*qq 0.25±0.03 0.25±0.03 0.25±0.02 
e+e----*(e+e-)1] 0.60±0.08 0.31±0.02 0.43±0.01 
4-fermion 0.14±0.01 0.14±0.01 0.14±0.Ql 
COSffiiCS 0.24±0.05 0.17±0.03 0.27±0.03 
total 2.43±0.15 1.78±0.16 1.93±0.09 
Table 9.4: TSLTOl rr select.ion efficiencies (err) and non-r background fractions 
(J¥~n-r) for the 3 running periods together with the luminosities and the selected 
number of rr 's ( Nrr ). 
Chapter 10 
Reduction of non-T backgrounds 
This chapter is to show how the non-r backgrounds which are still present after the 
pre-selection in the lepton channels can be reduced and how the remaining fractions 
are estimated. · 
Here and afterward a (reconstructed) charged track means a track with 
a) an angle relative to the jet axis smaller than 60° 
b) at least 4 reconstructed space-points in TPC 
c) a momentum greater than 0.15 Ge VIc and smaller than 500 Ge VIc 
d) Idol less than 50 em, and lzolless than 50 em 
and a good (reconstwcted charged) track means together with above qualifications 
a)-c) a track with 
d) Idol less than 2 em, and lzolless than 10 em 
e) the cosine between the track and the beam in (-0.95,0.95) 
Also the following studies are performed for the events where both hemispheres have 
at least 1 good track. 
10.1 Bhabha events 
Bhabha scattering is the dominant background after the rr pre-selection algorithm 
(TSLT01) amounting to 0.66% in the selected rr sample. 
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This Bhabha background is significantly reduced using the final particle identi-
fication, and the remaining part is estimated mostly on data with the help of 2 
Monte Carlo simulations, one with initial state radiation limited to one photon (BABAMC) 
the other with higher order QED corrections (UNIBAB). 
Two samples with the following characteristics have been used : 
4 The BABAMC Monte Carlo sample has an initial statistics of 190,000 
events with the minimal electron production angle of 10° (cosO -:::: 98.5° ) 
corresponding to a cross section of 3.22 nb. They passed full GALEPH 
simulation with 1992 geometry. 
4 The UNIBAB Monte Carlo starts with 100,000 events generated with 
cosO• between -0.91 and +0.91 giving the cross section of 1.96 nb, and 
then passed through GALEPH with 1992 geometry. 
10.1.1 How are the Bhabha events rejected ? 
Event topologies are split into e-e, e-crack, e-h and crack-h, using the TAUPIDX 
identification flags for leading tracks in each hemisphere. Here, 'crack' means a non-
identified particle going through a crack in ECAL and h is an identified hadron or a 
hemisphere with more than one good track (in particular, several electrons). 
The first series of cuts -CUTs 1- is applied in a correlated way on the energy of 
one hemisphere E1 versus that of the other hemisphere E2 differently in 3 cosO* bins 
: forward and backward endcaps, and barrel. E1 and E2 are the calorimetric ener-
gies measured in ECAL and HCAL (ECAL energy only for h hemisphere) within the 
30° cone around the leading track. 
In addition, for the first two event topologies, which are less populated by real TT, 
further cuts -CUTs 2- are applied on the acoplanarity b.cf> between the jets, and on 
Etot in 2 cosO* bins (end caps and barrel). 
The following table defines the scheme for Bhabha background reduction. 
• CUTs 1 : E1 vs. E2 
• CUTs 2 : b.cjJ , Etot 1 
1the variable used in TSI:l'Ol : E"' =E\ + E2 + E,od· 
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Event topologies Applied cuts 
hemisphere a b CUTs 1 CUTs 2 
e e X X 
e crack X X 
e h X 
crack h X 
An event passing TSLT01 is considered as a Bhabha event if it satisfies the following 
conditions CUTs 1 or CUTs 2. 
• CUTs 1 
1. The event satisfies the energy cuts on the (E"E 2 ) plane : with a sim-
plified notation (40,10) meaning E1 > 40 GeV and E2 > 10 GeV 
Event topologies (energies in Ge V) 
cosO* region e-e e- crack e-h crack- h 
cosO* > +0. 7 (40,10) or (10,40) (30,10) (40,10) or (10,40) (10,30) and E 1 < 40*) 
cosO* < -0.7 (40,10) or (10,40) ( 40,10) ( 40,10) -
Ieos()• I < 0.7 ( 40,40) - ( 40,20) -
•) in the lect ·o ' L k s e S ce e r ns passmg an ECA crac lose om energy, 
the upper bound has been imposed. 
• CUTs 2 
2. The event has e - e, or e - crack topology and satisfies 
cosO* region 
I cosO* I > 0. 7 6.1> < 1° and Etot > 1.2xEbeom 
!cosO* I < 0.7 6.1> < 0.4" and Etot > 1.5xEbeam 
10.1.2 Effects of CUTs 1 
Figure 10.1 shows the CUTs 1 energy distributions for the important cases. The clear 
accumulation of the events at ( Ebcam ,Ebeam ) in each case reveals the Bhabha signature 
in data, well predicted qualitatively by the Bhabha Monte Carlos. For example, in the 
plot (a) 80 events are cut out by the correlated energy cut drawn by lines inside the 
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plot, while 3 TT events arc expected to be present signaling 77 ±9 Bhabha events in 
this e- e forward (cosO* between 0.7 and 0.9) configuration. These identified Bhabha 
events represent 27% of total Bhabha events found by CUTs 1. The cuts shown in each 
plot are optimized to cut most of clear Bhabha signals, while not loosing too many 
rr's. The largest Bhabha contribution is in the e- h topology with cos()* between 
0.7 and 0.9, 92 events amounting 32% of the total rejected Bhabha events which is 
underestimated by Monte Carlos as shown in the plot (c). 
The quantitative predictions of the 2 Bhabha Monte Carlos agree only within a 
factor of two with the observed number of Bhabha events in data. Notably, for e-h with 
cosB* between 0.7 and 0.9, the difference is maximal (3.5 times smaller in BABAMC 
and 4.8 times in UNIBAB than the observed amount). Tables 10.1, and 10.2 compile 
the number of rejected events and the net Bhabha signals in data with predictions from 
the two Bhabha Monte Carlos, respectively. 
This disagreement is due to the underestimated fraction of non- Bbabba-Jike events 
by the simulations2 • Figure 10.2 compares the UNIBAB predictions for the Bbabba-
like(a) event with for the non-JJhabha-like(b)-(d) events. The events in (a) and (b) 
are selected to have cos()* between 0. 7 and 0.9 together with the leading momenta sum 
larger than 50 GeV /c. In case of (a), except for a small deficit of events near the peak 
in simulation, the Etot distributions are well predicted around the acceptance region 
(below 1.6xEbeam ). However, in the events flagged as non-Bbabha-like (b), in fact a 
lot of Bhabha events a.re present, a.nd since the Etot cuts in TSLT01 are applied only 
for Bhabha-like events, these non-Bhabha-like events can only be eliminated by the 
leading energy sum cut : less than l.6xEbeam ~73 GeV, (c) shows the effect of this 
cut. Here although the Bha.bha excess in (b) is very much reduced, there remains a 
sizable amount of Bhabha events unpredicted by the Monte Carlos. 
Then finally the additional Bha.bha rejections -CUTs 1 and 2- discussed in this 
section lead to the plot (d) where no Bhabha excess in data is present3 • 
In addition to the energy correlations between the two hemispheres used in CUTs 1, 
the angular correlation also characterizes the Bhabha signature. The acoplanarity !':;,¢ , 
given by the azimuthal angle difference between the jets is peaked at 0° for Bhabha 
events (typically< 1° ), while it is broadly distributed over few degrees for TT. 
To be convinced that the excess of rejected events by CUTs 1 really comes from 
the Bhabha contribution, the acoplanarity and acollinearity distributions are checked 
(see Figure 10.3). The rejected events as Bhabha events by CUTs 1 are well confirmed 
2The 92% (267±18) of rejcct.ed !lhabha cvent.s by CUTs 1 were flagged as non-Bhabha-like in 
TSI:TOl. 
3The apparent small excess of events around 2x Ebcam comes from a fluctuation of rr data as 
explained later in this section. 
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Figure 10.1: The energy distributions fore- c(a), e- crack(b), and e- h(c) topologies 
with 0.7 < cosO• < 0.9 and e- e topology with -0.9 < cosO' < -0.7 (d). The TT MC is 
normalized to the sa.me number of taus aB t.he data 1991-93 after TSLTOl pre-selection. 
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~ "' z 
• DATA 91-93 !Z;to ~ "' >
"' UNIU/\8 -.1.-J.· I TTMC 10 
10 
(a) Bhabha-Jike (b) non-Bhabha-/ike 
.... 
(c) non-Bhab/w-like (d) non-Bhabha-like 
Figure 10.2: The Etot distributions (xtot = E,0 ,j Ebeam) for the Bhabha-like(a) and 
non-Bhabha-like(b)-(d) events with coc<O* inside (0. 7,0.9) and the leading momenta 
sum larger than 50 Gc\fjc. (c) after pre-selection and (d) after CUTs 1 and 2. 
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in the plots where the excess is localized at the expected places for Bhabha events. 
Figure 10.3: The acoplana.rity (b.¢) and a.collinea.rity distributions for the events re-
jected by the energy correlated cuts, CUTs 1. 
Etot contains an angle dependent component, Erad· Etot is already used in TSLT01 
to identify the Bha.bha events, which radiate a lot of their energies into the beam pipe, 
escaping detection. The Etot distributions for rejected events by CUTs 1 are shown 
in Figure 10.4. The peak at 2XE&eam ensures the .Bhabha excess in data, while an 
accumulation of events just below the pre-selection cut at 1.4xEbeam is better fitted 
by BABAMC. 
In particular, since the observed Bhabha events are much populated in the forward 
region and CUTs 1 is applied in a coarse manner in the cosO* distributions, there is 
still room to check further the compatibility of the rejected events with the Bhabha 
hypothesis by fitting the cosO* distributions inside the (0.7,0.9). Figure 10.5 shows the 
cosO* distributions of the rejected events where rr expected contribution is already 
subtracted. The superposed histogram is the raw cosO* distribution of UNIBAB Monte 
Carlo with no selection cuts applied a.nd norrna.li><ed to the same number of entries a.s 
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Figure 10.4: The E101 distributions (oT the events rejected by CUTs 1. Same conven-
tions for plots are used as the pTcvious figures. 
the data in triangle. Assuming the TSLT01 pre-selection and CUTs 1 don't bias the 
raw cosO* distribution, the x2 is calculated as 1.8/d.f. 
Table 10.1 summarizes the number of rejected events by CUTs 1, and Table 10.2(a) 
is for the identified Bhabha events after subtracting the TT events in Table 10.1. About 
75% of identified Bhabha events are located at cosO* between 0. 7 and 0.9, and half of 
them have the e- h topology4 • The identified number of Bhabha events in each 3 years 
of data taking is correctly correlated to its luminosity and no fluctuation of the events 
in one particular year compared to the others is observed. 
The absolute estimates of BABAMC and UNIBAB are recorded in Tables 10.2(b) 
and 10.2(c), respectively. They don't predict correctly the observed characteristics of 
the identified Bhabha events. In the worst case for e - h topology, both simulations 
predict four times ( 6o-) smaller events, from the reasons explained above. They are less 
peaked at forward than data: 68% in BABAMC found cosO* between 0.7 and 0.9, and 
65% in UNIBAB. 
The loss of TT efficiency because of CUTs I is expected to be 0.08% relatively, a 
value quite small compared to the 1.3% inefficiency of TSLTOl Bhabha rejection. 
4The 43% (60±9) of rejected llhabha events in e- h topology are of 'e- many good tracks' type. 
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Figure 10.5: The cosO* distributions of the identified Bhabha events by CUTs 1. 
Event topologies( data 1991 ,92,93) 
cosO* region e-e e- c1·ack e-h crack-h SUM 
cosO* > +0.7 (17,27,36) ( 9,11, 7) (25,44,42) (13,12,14) ( 64, 94, 99) 
cosO* < -0.7 ( 5, 6, 9) ( 0, 2, 0) ( 4,19, 9) - ( 9, 27, 18) 
/cosO* I < 0. 7 ( 2, 0, 2) - ( 5,10,12) - ( 7, 10, 14) 
SUM (21,33,47) ( 9,13, 7) (34,73,63) (13,12,14) ( 80,131,131) 
Table 10.1: The number of rejected events by CUTs 1 in data 1991-93. 
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(a) The net rejected JJhabha signal in data 1991-93. 
Event topologies( data 1991-93) 
cosO* region e-e e- crack e- h crack- h SUM 
cosO* > +0. 7 77±9 23±5 92±11 26±7 218±16 
cosO* < -0.7 17±5 2±1 24±6 - 43±8 
I cosO* I < 0. 7 4±2 - 24±5 - 28±6 
SUM 98±10 25±5 140±13 26±6 289±19 
(b) BABAMC predictions. 
Event topologies 
cosO* region e-e e- crack e-h crack- h SUM 
cosO* > +0. 7 48±7 33±6 26±5 11±3 118±11 
cosO* < -0.7 9±3 3±2 10±3 - 23±5 
I cosO* I < 0. 7 10±3 - 31±6 - 41±6 
SUM 68±8 36±6 67±8 11±3 181±14 
(c) UNIBAB predictions. 
Event topologies 
cosO* region e-e e- crack e-h crack- h SUM 
cosO* > +0.7 46±7 29±6 19±5 7±3 101±11 
cosO* < -0.7 11±4 0 8±3 - 19±5 
!cosO* I < 0. 7 10±3 - 18±4 - 28±6 
SUM 67±9 29±6 45±7 7±3 148±13 
Table 10.2: Summa1y of CUTs ]rejections. 
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10.1.3 Effects of CUTs 2 
The second series of cuts -CUTs 2- against Bhabha is applied to the events passing 
CUTs 1. 
CUTs 2 on !::;,¢ and E,., is applied only for e - e and e - crack topologies, where 
not too many rr's are present. The plots for !::;,¢and Etot are given in Figure 10.6. 
The corresponding number of rejected Bhabha. events and the predictions from the two 
Bhabha Monte Carlos can be found in Table 10.3. 
(e-e) topology (e-e) topology 
10 
10 !!ill UNIBAB 
(a) {b) 
Figure 10.6: (a) The acoplanarity distributions fore- e topology where !cosO* I> 0.7 
and Etot > 1.2 x Ebeam are already required. (b) The total energy distributions fore- e 
topology with JcosO*l > 0.7 and!::;,¢< 1°. The histograms are normalized to the total 
number of taus after TSLTOl selection. 
This time UNIBAB predicts more Bhabha events than observed in the data. The 
UNIBAB predictions are a. factor of two larger than BABAMC predictions and the data 
lies between them. Many UNII3AB events situated in the middle of CUTs 1 energy 
distribution (Figure 10.1 (a)) and passed CUTs 1 are eliminated rightnow by CUTs 
2. This regulation effect of CUTs 2 is very helpful in terms of systematics for CUTs 1 
treated in the section 11.1. 
The acollinearity distributions for the rejected events by CUTs 2 (in Fig 10.7) show 
that the higher order QED processes in UNIBAB simulation explains the radiative tail. 
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data(1991,92,93) Bhabha signal (91-93) BABAMC UNIBAB 
Ieos(!* I > 0. 7, 
D.¢> < 1°, and (17,27,37) 57±9 31±6 72±9 
Etot > 1. 2 X Ebeam 
lcosO* I< 0.7, 
D.¢> < 0.4°, and ( 4, 8,13) 21±6 11±3 16±4 
Etot > 1.5 X Ebeam 
SUM (21,35,50) 78±10 42±7 87±10 
Table 10.3: The number of rejected events by CUTs 2 in data 1991-93, and the net 
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Figure 10.7: The acollinearity distributions for the events rejected by CUTs 2. 
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The number of identified Bhabha events is at the 27% level compared with that of 
CUTs 1 rejection. The loss of rr events is 0.04% relatively, about half the inefficiency 
caused by CUTs 1. 
By CUTs 1 and 2, 367±22 (0.58% of TSLT01 rr sample) events are identified as 
Bhabha events where 223±15 are predicted from BABAMC and 235±16 from UNI-
BAB. The Joss of rr's through the additional Bhabha rejection is small and computed 
to be 0.13% relatively. 
With the identified Bhabha events through CUTs 1 and 2, further checks are pos-
sible. Figure 10.8 shows the acollinearity distributions. Here again, except the overall 
underestimate, the UNIBAB predicts less collinear events in agreement with data. The 
fraction of Bhabha events below 175° is 0.11±0.01 in data, 0.05±0.01 in BABAMC, 
and 0.14±0.03 in UNIBAB. 
10.1.4 Estimates for the remaining Bhabha events 
The next step is to estimate the remaining Bhabha background in the final rr and 
r-+vrC De (called simply e) samples. Clearly, the also lute predictions of Bhabha Monte 
Carlos cannot be reliable. The reduction factor achieved at this point is 4x 10-4 with 
BABAMC (6x 10-4 with UNIBAB) and at this level one can hardly expect correct 
simulations for the dynamics and detailed detector effects. In fact, the two generators 
predict a final Bhabha contamination in the e sample different by a factor of 2. 
A more conservative estimate can rely on the detected rate of Bhabha events in 
data throughout the rejection procedure. An observed excess of Bhabha events just 
outside of a cut can be extrapolated inside and the global excess of events rejected by 
the cut, once it is identified as really due to Bhabha events, can be interpreted as the 
same type of excess in the final sample with some confidence and can be checked. Then 
a choice of variables will be preferable if they have no steep variation. 
The procedure adopted here is to rely on the last placed cut for each event topology, 
i.e., CUTs 2 for e-e and e-crack and CUTs 1 for the rest. By monitoring the number 
of events rejected by CUTs 1 or 2 in data, rr Monte Carlo and the 2 Bhabha generators 
, and the number of events left after the cuts in the Bhabha Monte Carlo samples, the 
final estimate of the remaining background for each generator is given bl 
N Nleft (Ndata- NrrMC) Bhabha = RhabhaMC · N BhabhaMC rejected by last cuts 
s(N~,a-NrTMc) will he called the scale factor associated with the cut. 
Bhol>haMC 
rejected by la~t cut 
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data(1991,92,93) Bhabha signal (91-93) BABAMC UNIBAB 
/cosO* / > 0.7, 
fl.¢> < 1°, and (17,27,37) 57±9 31±6 72±9 
Etot > 1. 2 X Ebeam 
/cosO* / < 0.7, 
fl.¢ < 0.4°, and ( 4, 8,13) 21±6 11±3 16±4 
Etot > 1.5 X Ebeam 
SUM (21,35,50) 78±10 42±7 87±10 
Table 10.3: The number of rejected events by CUTs 2 in data 1991-93, and the net 
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Figure 10.7: The acoJlinearity distributions for the events rejected by CUTs 2. 
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The number of identified Bhabha events is at the 27% level compared with that of 
CUTs 1 rejection. The loss of TT events is 0.04% relatively, about half the inefficiency 
caused by CUTs 1. 
By CUTs 1 and 2, 367±22 (0.58% of TSI:l'01 n sample) events are identified as 
Bhabha events where 223±15 are predicted from BABAMC and 235±16 from UNI-
BAB. The loss of n's through the additional Bhabha rejection is small and computed 
to be 0.13% relatively. 
With the identified Bhabha events through CUTs 1 and 2, further checks are pos-
sible. Figure 10.8 shows the acollinearity distributions. Here again, except the overall 
underestimate, the UNIBAB predicts less collinear events in agreement with data. The 
fraction of Bhabha events below 175" is O.ll±0.01 in data, 0.05±0.01 in BABAMC, 
and 0.14±0.03 in UNIBAB. 
10.1.4 Estimates for the remaining Bhabha events 
The next step is to estimate the remaining Bhabha background in the final TT and 
T--+v7 e-De (called simply e) samples. Clearly, the alsolute predictionsofBhabha Monte 
Carlos cannot be reliable. The reduction factor achieved at this point is 4x 10-4 with 
BABAMC (6x10-4 with UNIBAB) and at this level one can hardly expect correct 
simulations for the dynamics and detailed detector effects. In fact, the two generators 
predict a final Bhabha contamination in the e sample different by a factor of 2. 
A more conservative estimate can rely on the detected rate of Bhabha events in 
data throughout the rejection procedure. An observed excess of Bhabha events just 
outside of a cut can be extrapolated inside and the global excess of events rejected by 
the cut, once it is identified as really due to Bhabha events, can be interpreted as the 
same type of excess in the final sample with some confidence and can be checked. Then 
a choice of variables will be preferable if they have no steep variation. 
The procedure adopted here is to rely on the last placed cut for each event topology, 
i.e., CUTs 2 for e-e and e-crack and CUTs 1 for the rest. By monitoring the number 
of events rejected by CUTs 1 or 2 in data, TT Monte Carlo and the 2 Bhabha generators 
, and the number of events left after the cuts in the Bhabha Monte Carlo samples, the 
final estimate of the remaining background for each generator is given by5 
N Nleft (Ndata- NTTMG) 
Bhabha = RhabhaA1C ' N BhabhaMC rejected by last cuts 
5 (Njf<~-NTTMc) will be called the scale factor associated with the cut. 
Bha/;haMC 
rejected by laH cut 
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Figure 10.8: The acollinearity distributions for the events rejected by CUTs 1 or 2. 
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This procedure depends on the shape of the distributions, but not on the absolute 
rates. 
The shapes of E1 or 2, !:J.¢> and Etot distributions are in good agreement between the 
two generators (refer Figures 10.1 and 10.6). Few cautions are in order. The fact 
that E 1 or 2 distributions disagree between the two generators in e - e topology do not 
cause a difference in the final estimates, for the estimates are performed independently 
for each topology and the last cuts for e - e are on the !:J.¢> and Etot where no severe 
disagreements exist. 
Secondly, the acollinearity distributions, although they are shown in this section to 
illustrate the difference between the 2 generators, aren't used to reject nor to estimate 
the Bhabha events. The correlation between the acollinearity and Etot is small (36% 
for e- Jl.) and shown in Figure 10.9 for e- Jl. and for rejected events by CUTs 1 or 2. 
It should be stressed that the estimates using data and UNIBAB or BABAMC are 
consistent within the statistical error. 
. 
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Figure 10.9: The acollinearity versus Etot distributions fore- Jl. events (a), and the 
events rejected by CUTs 1 or 2 (b). 
All detailed numeric informations are displayed in Table 10.4. The quoted errors 
in the table for averaged estimates take into account the difference between the two 
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estimates and the systematics from the energy cuts, as well as the statistical ones. 
Although the absolute levels of the remaining background in the e sample dis-
agree by a factor of 2 between the two generators, 45±8 for BABAMC and 93±13 
for UNIBAB, the scaling procedure provides consistent values. The estimate using 
the BABAMC gives 88±20, while it is 112±22 with UNIBAB. The values are then 
averaged and the maximal differences between the averaged values and the two Monte 
Carlo estimates are added in quadrature to the systematic errors. The background cal-
culated in this way for thee sample amounts to 100±16 in agreement with the absolute 
estimate from UNIBAB. The agreement, however, should be considered as accidental, 
for the simulation fails to predict the intermediate results. The estimated 100 electrons 
represent 0.49% of total e sample, consisting of 4 7 electrons from e - e type Bhabha 
events and 38 electrons from e- h topology, the rest 15 electrons from e- crack. 
The Bhabha background estimate for rr, given by the same averaging procedure 
as for e, amounts to 94±16, while UNIBAB predicts 65±9 (1.6 s.e. away from the 
estimate) and 42±7 from BABAMC. They represent 0.15% of totalrr sample with 55 
(59%) events of one hemisphere classified as hadron. 
Since not every hemisphere of Bhabha events is classified as e - some of them 
misidentified as hadrons, tracks in ECAL cracks are cut out, and hemispheres with 
more than one good track are not considered as e's - the number of Bhabha electrons 
in r-tvreDe sample is less than twice the number of Bhabha events present in rr's. For 
the remaining Bhabha events, the ratio is 1.1±0.2 from the estimates, 1.1±0.3 from 
BABAMC prediction, and 1.4±0.3 from UNIBAB, all compatible6. The ratio is small 
in that only 26% of remaining I3habha events have both hemispheres classified as e. 
From the scaling procedure, as the rejected Bhabha events show no fluctuation in 
3 years of data taking, the final estimates neither : 21±5 for 1991 r sample, 34±7 
for 1992, and 39±8 for 1993, which represent 0.19%, 0.13%, and 0.16% background 
fraction in each year, respectively. 
The main systematics for the estimates come from the data statistics (30% for 
rr and 37% for e), from the Bhabha Monte Carlo statistics (15% and 14%), from the 
difference of 2 generators (31% and 42%), and from the cuts on the energy distributions 
(24% and 7%). 
The systematics related to the energy cuts will be discussed in the section 11.1. 
6 As it is shown later, the corresponding ratios in Jl sample for remaining dimuon and two photon 
processes are close to 2, and that of cosmics is ncar to zero. 
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data 1993 Event topologies 
e-e e- crack e-h crack- h SUM 
CUTs1 Bhabha signal 44±7 5±3 51±8 9±4 110±12 
pred. BABAMC 30±4 16±3 30±4 5±2 81±6 
pred. UNIBAB 29±4 13±2 19±3 3±1 63±6 
CUTs 2 Bhabha signals 28±6 11±4 - - 39±7 
pred. BABAMC 14±3 5±2 - - 19±3 
pred. UNIBAB 31±4 7±2 - - 38±4 
estimate using BABAMC 9±4 8±5 19±5 36±8 
for rr using UNIBAB 13±4 8±5 22±7 44±9 
averaged 11±4 8±4 20±5 39±8 
pred. BABAMC 5±1 4±1 11±2 19±3 
pred. UNIBAB 14±3 5±2 8±2 28±4 
estimate using BABAMC 19±8 8±5 13±4 - 40±10 
fore using UNIBAB 26±8 8±5 15±6 - 50±11 
averaged 23±7 8±4 14±3 - 45±9 
pred. BABAMC 9±3 4±1 8±2 - 21±4 
pred. UNIBAB 29±5 5±2 6±2 - 40±6 
data 1992 Event topologies 
e-e e- crack e-h crack- h SUM 
CUTs1 Bhabha signals . 30±6 11±4 61±9 7±4 109±12 
pred. BABAMC 25±3 13±2 25±3 4±1 67±5 
pred. UNIBAB 26±3 11±2 18±3 3±1 58±5 
CUTs 2 Bhabha signals 18±5 6±3 - - 23±6. 
pred. BABAMC 11±2 4±1 - - 16±2 
pred. UNIBAB 28±4 6±2 - - 34±4 
estimate using BABAMC 6±3 4±3 21±6 31±7 
for rr using UNIBAB 8±3 4±3 25±8 38±9 
averaged 7±3 4±3 22±5 34±7 
pred. BABAMC 4±1 3±1 9±2 16±2 
pred. UNIBAB 13±2 5±1 7±2 25±3 
estimate using BABAMC 12±5 4±3 16±5 - 32±8 
fore using UNIBAB 17±6 4±3 18±7 - 39±9 
averaged 15±5 4±3 17±3 - 36±7 
pred. BABAMC 8±2 3±1 6±2 - 17±3 
prcd. UNIBAB 26±5 5±1 5±2 - 36±5 
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data 1991 Event topologies 
e-e e- crack e-h crack-h SUM 
CUTs1 Bhabha signals 23±5 8±3 29±6 11±4 71±9 
pred. BABAMC 12±1 6±1 12±1 2±1 33±2 
pred. UNIBAB 12±2 5±1 8±1 1±1 26±2 
CUTs2 Bhabha signals 12±4 4±2 - - 16±5 
pred. BABAMC 6±1 2±1 - - 8±1 
pred. UNIBAB 13±2 3±1 - - 16±2 
estimate using BABAMC 4±2 3±2 12±4 19±5 
for rr using UNIBAB 6±2 3±2 15±5 23±6 
averaged 5±2 3±2 13±3 21±5 
pred. BABAMC 2±1 1±1 4±1 8±1 
pred. UNIBAB 6±1 2±1 3±1 12±2 
estimate using BABAMC 8±4 3±2 7±3 - 18±5 
fore using UNIBAB 11±4 3±2 9±3 - 23±6 
averaged 10±4 3±2 8±2 - 21±5 
pred. BABAMC 4±1 1±1 3±1 - 8±1 
pred. UNIBAB 12±2 2±1 2±1 - 17±2 
data 1991-93 Event topologies 
e-e e- crack e-h crack- h SUM 
CUTs 1 Bhabha signals 98±10 25±5 140±13 26±7 289±19 
pred. BABAMC 68±8 36±6 67±8 11±3 181±14 
pred. UNIBAB 67±9 29±6 45±7 7±3 148±13 
CUTs 2 Bhabha signals 57±9 21±6 - - 78±11 
pred. BABAMC 31±6 11±3 - - 42±7 
pred. UNIBAB 72±9 16±4 - - 87±10 
estimate using BABAMC 19±8 13±7 52±13 87±17 
for TT using UNIBAB 27±7 16±8 61±18 105±21 
averaged 24±7 15±6 55±11 94±16 
pred. l3ABAMC 10±3 7±3 25±5 42±7 
pred. UNIBAB 34±6 12±4 19±5 65±9 
estimate using BABAMC 38±15 13±7 37±11 - 88±20 
fore using UNIBAB 51±15 16±8 42±14 - 112±22 
averaged 47±13 15±6 38±6 - 100±16 
prcd. 13Al3AMC 20±6 7±3 17±4 - 45±8 
prcd. UNIBAB 67±12 12±4 13±4 - 93±13 
Table 10.1: Sllmmary of estimates for the remaining Bhabha events. 
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10.1.5 Are there unestimated Bhabha events ? 
Once the remaining Bhabha events are estimated, further checks can be made on 
Bhabha enriched samples for unforeseen signals. 
• High momentum electrons 
The momentum and E distributions of identified electron hemispheres are shown 
in Figure 10.10. 
(a) Momentum (b) .E 
Figure 10.10: The electron momentum and energy distributions. E is the energy 
summed over calorimetric objects within 30° cone of electron. The dotted plot is the 
sum of TT Monte Carlo normalized to data after rr selection plus estimated Bhabha 
contribution in hatched. 
The number of electron hemispheres with P > 43 GeV / c (88 events) shows an 
excess compared to the Monte Carlo expectation ( 45±2 from TT plus 4±1 events from 
Bhabha estimate), i.e., 
N'(data)- W(n MC)- N°(Bhabha BKG) = 39±10 when P > 43 GeV/c 
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On the contrary, the E distribution is well reproduced by simulation : for E > 43 
GeV, 120 hemispheres in data are obtained, 118±4 inn Monte Carlo, and 12±4 esti-
mated for Bhabha contribution 7 • This suggests that the excess in P >43 Ge V / c sample 
cannot be explained by Bhabha background8 . 
Just to be convinced that no extra Bhabha events are left, the cosiJ• distribution for 
P > 43 Ge V / c electrons is checked in Figure 10.11, searching for any forward/backward 
asymmetry (AJb) attributable to an unexpected Bhabha contribution. The data is well 
fitted to TT Monte Carlo plus estimated Bhabha component with a x2 of 1.1/d.f. The 
observed Afb is -0.02±0.11, while the value for I3habha Monte Carlo (UNIBAB+BABAMC) 
is 0.634±0.092 obtained with P > 10 GeV / c electrons9 • Therefore, a bound for Bhabha 
contribution can be set as follows : 
( ) 0.09 N' from Bhabha < 0.542 · 88 = 15 
,allowing no more than 11 unestima.ted electrons from I3habha events (much smaller 
than the observed excess, 39). 
In addition, the composition of particle types opposite to the energetic electrons 
can be verified : in data the opposite consists of (8,5,15,60) for (e,crack,fl,hadron) 
giving only (9±3)% of e- e, while it is (18±3)% in TT Monte Carlo and (30±20)% for 
Bhabha Monte Carlos. 
• Non-Bl1abl1a-like events with Etot > 1.9 
The fore-mentioned excess of non-Bhabha-like events around 2xEbeam (Figure 10.2 
(d)) is examined more here. The number of events integrated from Etot > 1.9 is 91 in 
data, while 61±4 is expected from rr Monte Carlo. In particular, 23 events of them 
have e- h type but only 3±1 in rr Monte Carlo10 . In addition to the rr events, about 
4 Bhabha events should be present in this sample according to the estimates explained 
previously. 
7If this estimation is correct, it amounts 10% of sample, while the Bhabha fraction is 9% in case 
of P >43 Ge V / c sample. 
8 No clear explanation of this excess is offered : (1) there might be a question of input value for 
tau polarization in KORALZ, but not at this level and anyhow it should appear both in the energy 
and momentum distributions, (2) a possible bias on the TPC (high) momentum reconstruction for 
electrons, but not confirmed in the I' sample (Figure 11.11), and {3) the rate of photon production is 
higher in data compared with Monte Carlo, not the inverse (refer to Figure 10.14 for Bhabha sample, 
and Section 12.1 for electrons from r decays). 
9It is a.ssumed that the A fb of Bhabha events doesn't. strongly depend on the electron energy. 10The rest of the events has ))hadron-hadron" topology. 
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Figure 10.11: cosO* distributions for the events with electron momentum larger than 
43 GeVjc. The dotted histogram at this time is for rr Monte Carlo normalized to 
data in triangle while the hatched plot is for the BABAMC plus UNIBAB distribution 
with a rate fixed by the estimate. 
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If the data minus rr Monte Carlo (about 30 events) is due to a Bhabha contribution, 
then the angular distributions should look like a mixture of 2/3 rr's and 1/3 Bhabha 
events. 
Figure 10.12 shows the acoplanarity and acollinearity distributions11 • They are less 
peaked in data than rr Monte Carlo at the Bhabha expected locations. The mixed 
Monte Carlo distributions drawn in dashed histograms are less compatible with data 
than rr Monte Carlo alone. 
The following table is for the x2 of data distributions with rr Monte Carlo and the 
mixed distributions : 
x2 
distribution fit range rr Monte Carlo mixed sample 
acoplanarity 0- 2.5° 2.0 5.1 
acollineari ty 175-180° 0.7 1.9 
in favour of rr . 
The subsample of e - h type events therefore fits the global sample distributions 
with no additional Bhabha contribution. 
• e - e topology 
No energy (momentum) conditions are imposed fore- e events, and Bhabha events 
are searched using the angular informations. 
The /';.¢ distributions for e - e are compared with rr Monte Carlo expectations 
plus estimated Bhabha and j/CC backgrounds (see Figure 10.13). The 11ee contribu-
tion has to be equally considered as it amounts to about half of the non-r background 
present in that topology with specific/';.¢ and cosO* distributions. The/';.¢ distribution 
for data is well reproduced with the estimated amount of Bhabha and jjee contribu-
tions, the latter being discussed later. Since the backgrounds are localized in the first 
/';.¢ bin, for those perfectly coplanar events further checks are made by looking at the 
cosO* distribution, shown in Figure 10.13(b). The data cosO* distribution agrees well 
with the combined distribution of the simulations by estimated quantities resulting a 
x2 of 0.1/d.f. 
The following table summari7-cs the number of events in both plots of Figure 10.13 
11The cosO" distribution is also checked, but it. is not. sensitive to tell that the observed distribution 
is near to the TT or mixed distributions. 











Figure 10.12: The a.copla.na.rity and acollinea.rity distributions for non-Bha.bha-like 
events with E,., > 1.9. The dotted histogram is for rr Monte Carlo normalized 
to data in triangle. Here, the UNII3AB events w]Jich accounts for 33% of dashed 
histogram are selected in Bhabha-like sample with the same criteria applied for data 
drawn by triangle (in particular, Etot < 1.6 (or 1.4)xEbeam cut in TSLTOl has not 
been imposed). 
10.1. BHABHA EVENTS 
t:,,p 
cosO* 








Using the informations in Figure l0.13(b ), where 12 background events (15% of the 
sample) are estimated with Alb= 0.67±0.18 and AJ&(data) = 0.05±0.11, a. bound for 
the unexpected contribution from Bha.bha. and 11--+e+e- backgrounds can be set at 
Nee(backgrounds) < 14. 




















Figure 10.13: The!':,¢ and cosO* distributions fore- e events. The data is shown in 
triangle, the rr Monte Carlo in empty histogram normalized after rr selection, the 
Bhabha in dotted, and the 11ee in hatched. For the plot (b),!':,¢ < 0.2° is required. 
• Topology with several tracks in both hemispheres 
So far, the discussion did not involve explicitly the presence of photons. High 
photon-multiplicity Bha.bha. events could result in several tracks in both hemispheres, 
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and might be a source of undetected Bhabha events12 . This type of Bhabha events can 
only contribute to the rr sample not to e, according to the one-good-track requirement 
of lepton definition (discussed in Chapter 12). 
As a check, Figure 10.14 shows the number of photons, total reconstructed tracks, 
and good tracks distributions for tagged Bhabha events where at least one side has 
only one good track identified as an electron and the maximum ECAL energy of two 





Figure 10.14: The distributions of the number of photons, recontructed tracks, and 
good tracks of an event where one hemisphere has only one good track identified as an 
electron together with tlw maximal energy of two hemispheres is larger than 40 Ge V. 
In each plot the data in triangle shows higher multiplicities than UNIBAB in dotted 
normalized inside the plot (The small component shown in hatched is the TT Monte 
Carlo). 
In fact, the photon and track multiplicity distributions of data aren't well repro-
duced by simulation. Thus a direct search for the Bhabha events with more than 2 
good tracks is performed by comparing ECAL energy distributions in data and rr 
Monte Carlo. No peculiar structure is observed in data. 
A further check is made by looking at the cosO* distribution when the ECAL 
energy of one hemisphere larger than 35 GeV (see Figure 10.15). The observed 
cosO* distribution fits the simulation with a x' of 1. 7/d.f., while a bound for Bhabha 
presence in this high multiplicity rr sample is obtained as Nee < 00~ · 179 = 15. 
12This topology is controlled by TSI:l'Ol : no additional cuts are introduced and the Bhabha Monte 
Carlos predict about 2 events in the final rr sample. 




0 0.3 0.6 q.g 
cos9 
Figure 10.15: The cosO* distributions for the events with at least 3 good tracks. ECAL 
energy of one hemisphere is required to be larger than > 35 Ge V. The Bhabha estimate 
shown in hatched is ve1y small, and the data contains no extra Bhabha events fitting 
well the rr Monte Carlo distribution in dotted. The data shows a Afb = -0.02±0.07. 
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In conclusion, tests are performed for specific samples where relatively more Bhabha 
events are expected. No evidence of excess over the estimated quantities for Bhabha 
background is observed. For example, the observed excess of the number of events 
with high momentum tracks and large Etot is not confirmed by the study of angular 
distributions. It was also shown that the forward preference of Bhabha events persisting 
even after the cuts is quite helpful to demonstrate their (non-)existence. 
10.1.6 Conclusion for Bhabha events 
The efficient Bhabha rejection and careful estimates for remaining Bhabha events are 
performed in this section reducing their presence from (0. 72±0.05)% to (0.15±0.02)% 
in the final 77 sample with a small loss (0.13%) of 77 events. Various checks are done 
showing no deviations from the estimated quantities for Bhabha events in the final 
sample. Figure 10.16 summarizes the Bhabha rejection and estimates explained in this 
section. The systematic evaluations will be discussed in the section 11.1. 
10.2 Cosmic rays 
The cosmic rays are selected by TSLT01 at a rate of (0.22±0.04)%. The cut against 
cosmic rays in TSLT01 is the requirement of at least 1 good charged track with /do/less 
than 1 em and !zo/ less than 5 em, i.e, D = max(/do/ , /zo//5) < 1 em. The remaining 
cosmic rays have been then estimated by counting the number of events with two 
momentum-balanced tracks with the sum of their associated lTC hits less than 5, 
while correcting the efficiency for these conditions using the D > 1 em events13• 
The treatment of cosmic rays in this section for the events surviving TSLTOl is 
globally an inverse procedure : use the lTC conditions and then d0 to estimate the 
remaining cosmics as well as to reject them still more. 
For a cosmic ray which went through the lTC gate, the TPC would reconstruct 
two oppositely charged tracks with their helices originating at a same point in the X-Y 
plane (Figure 10.17(a)). Therefore, the two tracks have do's with equal magnitude, but 
with opposite signs (oppositely signed angular momenta). On the other hand, the z0 's 
are correlated and they are separated by an amount proportional to the time lag of 
cosmic arrival relative to the beam crossing (::;4 em). Sec Figure 10.17(b). The TPC 
space-points are reconstructed as if the ionized electrons drifted a longer or shorter 
distance than they actually did. In general, the cosmic will miss some of ITC hits 
13However, the efficiency might be wrong as the track parameter z 0 is correlated with the ITC hit 
configuration. 
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Figure 10.16: The estimates for the Bhabha fi-actions in each data sample. In the plots 
(a) and (b) tl1e BABJ\MC a.nd UNIBAB predictions for final samples are also drawn 
as arrows. In plots (c) and (d) 93-2 means, for example, the peak-2 GeV subsample in 
1993 data and the vertical lines indicate the averaged background estimates shown in 
(a) and (b) with 1 s.e. extension. 
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due to the readout window if it arrives later than ~ 100 ns after the beam crossing. 
Figure 10.17( c) shows the main components of electronic timing signals for z orr-¢> 
readout. All timing signals are derived from EGBX, GBX, and TO : in the absence 
of 'Busy', EGBX and GBX signals are generated from the trigger supervisor (TS) and 
TO is used to stop the drift-time TDCs, so it must have a delay of less than 400 ns 
relative to the beam crossing time. For example, a cosmic arrived at 360 ns after the 
beam crossing has no chance to get any ITC hits11 . 
An event passing TSLTOI is classified as a cosmic if it satisfies the following condi-
tions : 
1. Number of good charged tracks equal to 2. 
2. The particles are not electrons. 
3. Momentum asymmetry bel;ween the tracks is smaller than 0.3. 
4. The event satisfies the identification and lTC hits requirements or the 
d0 conditions as the following : 
4.1 J.t- J.t, or J.t- h topology : for the first topology one track 
has less than 5 lTC hits and the other less than 6, and for the 
second topology both less than 5. 
Figure 10.18 is for the data and 10.19 for the corresponding plots for rr Monte 
Carlo. The first plots of (a) show the momentum balance where all the other cuts 
are required already for J.t - J.t topology. The second and the third plots show the 
do anticorrelation and Zo correlation, respectively, for the rejected events as cosmics 
drawn in circle together with the events kept as rr not satisfying the momentum bal-
ance in the previous momenum plot in triangle. The plots of (b) are the corresponding 
ones for J.t - 1r cases. The cosmics identified by their small number of ITC hits due to 
a timing reason and by momentum balance are well confirmed with the distributions 
of do and Z0 • In particular, the nice anticorrelation of do is observed as expected for 
a cosmic ray reconstructed like two charged tracks originated at a same space point 
close to the interaction region. The events satisfying all cuts except the momentum 
balance locate at (0,0) in the do and Z 0 distributions, that is, both tracks have good 
d0 and Zo like typical TT events. 
Then the cosmic rays are further searched in the complementary sample concerning 
the lTC and identification conditions : j.t- h with at least one track having equal to or 
greater than 5 ITC hits, Jl. - J1 with both tracks having lTC hits equal to 5 or at least 
14Refer to the [42] for complete components of readout timing signals. 
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Figure 10.17: Illustra.tions for the cha.ra.cteristics of a. cosmic event. 
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one track greater than 6, and h- h with unrestricted lTC hits. The latter contribution 
is non-negligible, for the cosmic muons could miss some subdetector information due to 
trigger mismatching and would be identified as a hadron. By doing this complementary 
search, any danger from the calculation of ITC hit efficiency and trigger effect on the 
particle identification can be avoided. 
The following cut is applied for the complementary events not containing electrons. 
4.2 The event satisfying the complementary conditions of 4.1 
must have both Idol's larger than 0.1 em with similar magnitudes 
and opposite signs, i.e., Jdo,l + do,zJ/(Jdo.JI + Jdo,zi) < 0.3. 
The do distribution for the complementary sample is shown in the first plot of Fig-
ure 10.18(c) for data. Apart from the huge accumulation of the events at (0,0), vertical 
and horizontal bands are observed corresponding to the interactions and multiple scat-
tering of the tracks with detector material which are also expected in the rr Monte 
Carlo shown in Figure 10.19(c). From the previous discussion on the anticorrelation, 
however, the cosmic signature is expected in a negative slope line, which in fact is 
observed in the data, but not in the rr Monte Carlo. 
To be sure the rejected events by do cuts ( 4.2) are the cosmics, the Z 0 distribution 
for those events is plotted in the second of (c) where the circle is for finally rejected 
events while the triangle is for saved events as rr's not satisfying the momentum 
balance. Two off-diagonal bands of same slope are shown for the cosmics arrived at 
about 360±100 ns after the beam crossing where their arrival time lags can be deduced 
from the Z 0 separation of both tracks (3.6±1.0 em) and from the knowledge of TPC 
drift velocity (5 em/ p.s ). The averaged TO measured by ECAL wires (300±100 ns) 
is quite compatible with the deduced time lag from the averaged Zo separation. The 
cosmics in diagonal have many lTC hits and p. - p. topology, while the off-diagonal 
cosmics have 1r- 1r topology with 0 lTC hits. This structure due to the timing is not 
apparent in the corresponding plot for the rr Monte Carlo. 
The last plot in (c) shows the momentum balance between the two reconstructed 
tracks with all cuts applied including the do ones, except the momentum balance. 
The rejected events as cosmics are well balanced in momenta, which are uniformly 
distributed over large domain. 
From these additional cuts against cosmics, 28, 55, and 66 events are further re-
jected in 1991, 1992, and 1993 data samples respectively, representing 0.24% of selected 
events by TSLTOl. The rr loss during these rejections are quite small being only 
(0.004±0.001 )%. 
Figure 10.20 shows the ECAL timing (TO) for rejected events. For the figure, the 
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Figure 10.18: data 1991-93 The cosmic ray rejection. 
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only missing component is the p - 1f toplogy with 0 ITC hits : 15 events representing 
14% of 0 ITC cosmics. Their TO distribution is in between that of p- p and 1r- 11". 
The remaining cosmics are estimated by mutiplying the rejected events from do cut 
( 4.2) by the inefficiency to efficiency ratio of that cut obtained using the identified 
cosimcs with the restrained ITC and identification conditions (4.1) 15 . The efficiency of 
the do cut is averaged over the 3 years and is 0.81±0.04. The estimate for remaining 















Finally, the estimated cosmic background fraction for TT is (0.024±0.003)% and for 
p is (0.012±0.005)%, therefore negligible. 
10.3 Dimuons 
The dimuon background is mostly rejected by the leading momentum sum < 1.6 x Ebeam 
cut in TSLT01 leaving 1468 (3%) events out of 53931 initial statistics generated by 
KORL06 at peak energy used in this analysis. Then for the events with both lead-
ing tracks identified as muons by QMUIDO or one identified as muon and the other 
with momentum greater than 0.9 x Ebeam (called dimuon-Iike), E 101 is demanded to be 
smaller than 1.8 x Ebeam • The Etot cut rejects mainly the events of energy between 1.6 
and 1.8, but also the events with initial state radiation resulting in only 194 events left 
in the p- p Monte Carlo (3.6x 10-3 rejection). 
The remaining small (0.21 %) dimuon background can be reduced still more using 
the momentum correlation of leading tracks. 
An event passing TSLT01 is considered as a. dimuon event if it satisfies the following 
conditions 1 or 2. 
1. If both leading tracks are identified as muons, both their momenta 
should be larger than 10 GeV I c with at least one larger than 43 GeV I c. 
2. If one leading is identified as a muon, while the other as a hadron, 
their momenta should be larger than 10 GeV I c with the muon momentum 
15It is assumed that the remaining cosmics have only 2 good tracks not identified as electrons with 
the momentum asymmetry not worse than 30%. 
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Figure 10.20: ECAL timing (TO) for rejected cosmic events. Cosmics with >0 ITC hits 
(the first plot) have good TO, and 88% of them have p.- p. topology (10% have p.- 1r 
topology, and only 1 event has 1r - 1r ). The second plot for p. - p. type cosmics with 
0 ITC hits, shows a dispersed TO distribution around beam crossing time (0 second), 
while in the last plot for identified cosmics in 1r- 1r topology TO is shifted to the positive 
direction with a mean 300 ns and a a ~ 100 ns. 
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larger than 44 GeV I cor that ofthe other track larger than 44 GeV I c with 
calorimetric energy less than I 0 Ge V. 
161 
Figure 10.21 shows the momentum distributions for p- p and p-h topologies with 
the corresponding cuts drawn in pp Monte Carlo, in TT Monte Carlo, and in data. As 
is shown in the plot (a), the principal feature of the remaining pp is one muon at beam 
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Figure 10.21: The momentum distributions for p-p(a)-(c), and {or p-1r(d)-(f) topolo-
gies. The rr Monte Carlo is normalized to the same number of taus after TSLTOJ. 
According to the rejected events in data and by subtracting the expected loss of rr 
events, the following table is obtained. 
Among the 69 identified pp events in data representing (0.11±0.1 )% of the TSLTOI 
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Rejected dimuon background 
rejected pp 
pp MC pred. 
1993 1992 1991 
13±4 39±7 16±4 




77 sample,, 66 (81%) are of p-p topology with both leading tracks identified as muons 
by TAUPIDX. 
The 2.5 times larger predition of pp Monte Carlo is explained by the pessimistic 
simulation of the radiative tail shown in the Etot distribution compared to the data. 
See Figure 10.22(a) where both plots for data and J.LJ.L Monte Carlo of J.L- J.L topology 
tagged with one momentum larger than 40 GeV /care normalized inside the plot. It 
shows that a relatively large number of events in pp Monte Carlo remains after the 
TSLT01 (Etot < 1.8xEbeam ) cut, then rejected. . 
The momentum distribution shown in Figure 10.22 for the tagged events looks not 
too bad although the same type of problem exists. This effect might remain after the 
TSLT01 Etot cut, but it is hard to test because of limited statistics. 
The estimate for the remaining J.LJ.L contribution is based on the same method as 
for Bhabhas explained previously. The observed rate of J.LJ.L events in the data by the 
correlated momentum cuts are multiplied by the inefficiency to efficiency ratio of that 
rejection obtained from the pp Monte Carlo. Table 10.5 gives the results. 
45± 11 PJ.L events are estimated to remain in the final 77 sample representing a 
fraction of (0.07±0.02)% with a small 77 loss of (0.023±0.003)%. The number of pp 
background for the muon sample is 73±18 (0.35±0.09%), yielding the ratio of this 
number to the estimated background for 77 as 1.6±0.4. The estimate for the 1993 77 
sample 9±4 is very small compared with for the other years16• This is because the 
Etot distribution for 1993 drops more rapidly in the tail than for 1992 and therefore 
relatively smaller number of dimuons are left after Etot > 1.8x Ebeam cut as clearly 
shown in Figure 10.23( a). Then the plot (b) shows the momentum distributions of 
tagged muons, which are very close to each other with the same mean 45.3 Ge VIc, but 
a 1. 7% narrower spread ( 2. 99 Ge VIc) in 1993 com pared to 1992. 
Then Figure 10.24 shows the momentum distribution for the p - J.L type events 
already shown in Figure 10.21(c), but now splitting the sample into 1993 and 1992 
data. In addition to smaller population in 1993 of J.LP events in the rejection region, 
the density of events around the cuts is also less in 1993. 
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Figure 10.22: The Etot distributions for the tagged J.LJ.L events (a), and the muon mo-
mentum distributions (b) where the opposite is tagged to have a momentum larger 
than 40 GeVjc. 
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Figure 10.23: The Etot distributions for the tagged f!f' events for 1993 in triangle and 
1992 in dotted (a), and the muon momentum distributions (b) where the opposite is 
tagged to have a momentum larger than 40 GeV/c with same conventions as in (a). 
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Systematics for the momentum cuts will be discussed in the section 11.2. 
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Figure 10.24: The momentum distributions for fl - fl topology for two years of data 
taking. 
1993 1992 1991 sum 
estimate for TT 9±4 25±7 11±4 45±11 
pred. 46±5 47±5 21±2 114±13 
estimate for fl 14±6 42±11 18±6 73±18 
pred. 76±9 78±9 33±4 187±23 
Table 10.5: The estimates for the dimuon background together with predictions from 
the flfl Monte Carlo. Errors in the estimates are statistical ones plus systematics from 
the momentum cuts explained in the section 11.2. 
10.4 "!"/ processes 
The 11 processes are rejected in TSLTOI by a cut on the acollinearity ( < 160° ), the 
sum of jet energies(> 0.35x Ebwm ), and the transverse momentum balance between 
the jets(> 0.066xEbeam) resulting in a 0.41% contribution to the TT sample after 
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TSLTOl. The cuts introduced in this section incorporate the particle identification 
information to improve the 11 signatures. 
An event passing TSLT01 is considered as a 11-+e+ e- event if it satisfies the fol-
lowing conditions : 
' 
1. The event has the e- e, or e - cr·ack topology with their calorimetric 
energies smaller than 35 GeV and the momentum and energy asymmetries17 
smaller than 0.4 and 0.6, respectively. 
2. The acollinearity is less than 170°. 
An event passing TSLT01 IS considered as a 11-+P.+ Jl- event if it satisfies the 
following conditions : 
1. Both leading tracks are identified as muons with the sum of their calori-
metric energies smaller than 25 Ge V and the momentum asymmetry smaller 
than 0.4. 
2. The acollinearity is less than 170°. 
The distributions of energy and momentum balance show no strong signal for //-
induced events in data, and the cuts are optimized based on the corresponding 11 and 
rr Monte Carlos. 
Figure 10.25 is given for the acollinearity distributions of each type of events where 
all the cuts are already applied except the acollinearity. In each case, the data has a long 
tail which can be attributable as the 11-processes well agreed with the simulations. 
The events of large acollinearity ( < 170° ) in the plots then are cut out as the //-
induced events, while the extrapolation is done to estimate the remaining 11 events 
assuming the acollinearity distributions are well described by the simulations. This 
estimation procedure is the same method used for the Bhabha events and p.p. 's. 
Table 10.6 summarizes the number of rejected events and the estimates for the 
remaining 11-+e+e- and //--'t/1-+ p.- events. 
The 46 11-+e+e- events represent (0.07±0.02)% of the final TT sample and 82 
electrons from the 11-+e+e- , (0.40±0.10)% of thee sample. One 11-+e+e- event is 
estimated from Monte Carlo to contribute 1.8~g:; to e in average, while this number is 
1.8~S:~ for n-+p.+ 11--. 
17The energy asymmetry is defined as lEI- E,lf(Et + E,). 
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1993 1992 1991 sum 
rejected 11-+e+ e 15±5 15±5 12±4 42±8 
rejected 11-+ Jl.+ Jl.- 14±4 18±5 14±4 46±7 
estimate for 11-+e+ e-
for TT 17±6 16±6 13±5 46±13 
fore 30±10 29±10 23±8 82±21 
estimate for 11-+ Jl.+ Jl.-
for TT 15±5 20±6 15±5 50±13 
for J1. 27±9 35±11 26±9 89±21 
Table 10.6: The number of rejected 11-+e+ e- and 1!-+Jl.+ Jl.- events, and the estimates for the remaining backgrounds. 
The number of rejected 11 events and the estimates for remaining 11's are in good 
agreement with the absolute predictions from the corresponding Monte Carlos. 39±6 
and 43±6 are for the rejected events by the 11-+e+e- and 1/-+J.L+J.l- cuts respectively, 
and 43±6 and 49±6 for the remaining 11 processes in the final TT sample. 
The TT loss due to this additional cuts is (0.030±0.04)%, in which 0.019% is due 
to the 11-+e+ e- cuts. 
In addition to the contributions from the 11-+e+ e- and 11-+J.L+ Jl.- , a contribution 
from the 11-+T+T- is also expected by an amount of 39±6 (0.06%) events in the final 
sample. No special attempt is made to reduce this 1/-+T+T- contribution as their 
decay topologies are identical to those of rr's from the e+e- -tr+r- process under 
study. The ratio of the number of electrons to taus for 1/-+T+T- is 0.16±0.04 and of 
muons to taus is 0.09±0.03. 
The contributions from the VDM and QPM uu/dd processes are expected to be 
small from the corresponding Monte Carlo studies (49] (15±7) and do not contaminate 
the electron or muon samples. 
Table 10.7 summarizes the final11 background contaminations in the T samples. 
10.4.1 Z-+qq and four-fermion processes 
The Z-tqq background, contributing only to TT not to the e nor J1. sample, is expected 
from the Monte Carlo (51] at a rate of (0.26±0.03)%. The correctness of the Monte 
Carlo prediction is checked by looking at the data and the qq Monte Carlo in a phase 
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Figure 10.25: The acollinearity distributions for 11 induced events, where all the cuts 
except the acollinearity are already applied. The rr Monte Carlo is normalized to data 
inside this plot and the 11 Monte Carlo is normalized to the difference of the number 
of events between the data and the TT MC below 1700 . 
for TT e J1 
11--'te+ e 0.07±0.02 0.40±0.10 0 
11--'tJl+ 11- 0.08±0.02 0 0.43±0.10 
11--'tT+T- 0.06±0.01 0.06±0.02 0.04±0.01 
/1--'tqi'j 0.02±0.01 0 0 
sum 0.23±0.03 0.46±0.10 0.47±0.10 
Table 10.7: Summary for 11 backgrounds (in %). 
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space region where the Z---+qij is dominant, and also directly comparing the variables 
(number of objects and the opening angle) used in the r selection, both checks showing 
a good agreement with a better precision than the quoted error from the Monte Carlo 
statistics. 
' Small contributions from the l+J-ff processes are also expected. Their rates are 
calculated using the complete simulations for the four fermion states [55]. 
The following table is a brief summary for cross sections at peak energy of the 
'most' contributing channels to the r sample (in pb). 
ff---+ p+p- r+r- dd uti ss 
II 
e+e 2.98 1.66 0.75 2.15 0.63 
p+p- 0.55 
The other processes give less than 2 events in total (0.003% of the rr sample) and 
are safely neglected. 
For each process displayed above, 1000 events are generated, and the following 
number of events are left. 
Jl 
63 508 88 110 29 
384 
The selection efficiencies for these processes are independent of the ±2 GeV scan 
of production energy ( vs), but the cross sections vary by a factor of 2, and therefore 
the expected rates are obtained from a convolution of the cross sections at each energy 
with the luminosity taken at that energy. 
For the 6 types of events, the expected number of backgrounds for rr, e, and p 
samples are given in the following table. 
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llff for 77 e J.l 
CCJ.LJ.l 11±1 10±1 0 
eer7 46±2 13±1 12±1 
eedd 4±1 4±1 0 
eeu\i 14±1 13±1 0 
eess 2±1 2±1 0 
fl.fl·T7 12±1 3±1 3±1 
sum 88±3 45±2 15±1 
The expected number of 4-fermion events represents (0.14±0.01 )% of the final rr 
sample where the half come from the eerr process, (0.22±0.01 )% of e, and (0.07±0.01)% 
of J.L due mainly to the eerr. The ratio of the backgrounds for e's to their con-
tribution for taus is 0.25±0.01 being larger than the corresponding value for the 
e+e- --tr+7- <'vents (about 0.16) and the ratio of background contributions for f1. to for 
taus 0.085±0.006 j, nlUch smaller than for the e+c--tr+r- (about 0.17). Therefore 
their contri bmiono <c!Tcct the e and fl. branching ratio measurements and are subtracted 
properly in the finai samples. 
10.4.2 Summary for the non-r backgrounds 
The various non-r backgrounds in the final r samples are recorded in Table 10.8. 
77' e fl. 
Bhabha 0.15±0.03 0.49±0.08 0 
cosmic rays 0.02 0 0.01 
dimuon 0.07±0.02 0 0.35±0.09 
11 processes 0.23±0.03 0.46±0.10 0.47±0.10 
Z--tqij 0.26±0.03 0 0 
4-fermion 0.14±0.01 0.22±0.01 0.07±0.01 
sum 0.88±0.06 1.17±0.13 0.90±0.13 
Table 10.8: Summa1y for non-r backgrounds (in %). 
The total rr loss during the additional background rejections against Bhabha, 
dimuon, and 11's is expected to be 0.19% from the rr Monte Carlo (rr loss due 
to Bhabha and dirnuon rejections is checked in data : see Section 13.3. 7). 
From the Bhabha and rr cross sections and luminosities taken at each energy 
and assuming the Bhabha rejection efficiencies are independent of beam energy, the 
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expected fraction of Bhabhas in 1993 TT sample is 20% larger than in 1992 due to off-
peak contribution. Table 10.9 summarizes the expected fractions of each background in 
1993 and 1991 TT samples in unit of the corresponding background fractions in 199218 • 
Bhabha 11-+e+e n-+P+P 
1993 1.20 1.34 1.46 
1991 1.10 1.19 1.24 
Table 10.9: The expected enhancement of non-T backgrounds in 1991 and 1993 runs 
compared with 1992 run due to scan. 
Figure 10.26 shows the estimated background fractions in the e or p sample. 
Then the final statistics, the selection efficiencies, and the background fractions for 
TT are collected in Table 10.10, while a. corresponding table for e and p will be given 
in Chapter 14. 
data. sample 1991 1992 1993 
Nrr 11170 25913 25166 
CTT 0.7818±0.0017 0.7827±0.0017 0.7809±0.0018 fnon-T 
rr 0.0103±0.0009 0.0085±0.0006 0.0085±0.0006 
Table 10.10: Statistics of the rr data sample for the 3 running periods. err is the 
rr selection efficiency determined from data as explained in the previous chapter and 
J¥~n-r is the estimated contamination from non-r backgrounds. 
18 For Bhabha fractions, BABAMC and UNIBAB predict 1.25 and 1.13 respectively for 1993, while 
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Figure 10.26: The measured background contaminations in thee or J1 sample compared 
at the peak energy. The rates of each year are scaled to the corresponding rates at 
the ZfJ peak to be independent of the energy scan in 1991 and 1993. For example, 
the Bhabha fraction in tile 1993 e sample is divided by 1.20, the 11-+e+e- fraction by 
1.34, and the 11-+ft+l'- fraction in the I' by 1.46. The averages for 3 years are shown 
by a vertical line together with the corresponding Monte Carlo predictions by arrows. 
Chapter 11 
Systematic studies for non-T 
backgrounds 
The important systematics concerning the Bhabha and dimuon backgrounds are dis-
cussed in this chapter. 
11.1 Bhabha background 
Evaluation of systematics 
The energy (E1 or 2 ) distributions of one hemisphere where the opposite is tagged with 
momentum larger than 40 GeV / c show that BABAMC is in fact in better agreement 
with data than UNIBAB (see Figure 11.1). The peaks in both generators deviate from 
data by 1 GeV, while the radiative tail is better simulated in BABAMC. For the off-
peak events in 1993 data (c)-( d), the data. is shifted by -1.5 GeV from the Monte Carlo 
distributions which are generated at peak energy. 
Figure 11.2 gives the E1 + E2 distributions, although they are not directly relevant 
for the systematics of CUTs 1, applied in a. correlated way to the energy of each 
hemisphere. 
The events passing TSLT01 would have quite different distributions, which are 
difficult to test since the statistics at this stage is small. 
In any case, as the energy plots indicate there might be a systematic effect for the 
energy cuts by order of 2 GeV, the cuts on the hemisphere energies for Bhabha Monte 
Carlos are varied by cut values ±2 Ge V (see Table 11.1). Several interesting features 
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Figure 11.1: Comparison of energy distributions of one hemisphere when the opposite 
is tagged with P>40 GeV/c between data(199J-93) and two Bhabha Monte Carlos. 
The histograms are normalized to the same number of entries. 
















Figure 11.2: Comparison of energy distributions for Bhabha events. The events are 
selected to have e - e topology and the leading momentum of one hemisphere larger 
than 40 GeV/c with that of the opposite larger than 20 GeV/c. The histograms are 
normalized to the same number of entries. 
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in Table 11.1 are noteworthy. 
The variation of the estimates for e is smaller compared to for TT in - shift. At -2 
GeV shift from the applied energy values, the variation is 13% forT, but only 4% for e. 
Fore-e and e-crack topologies, the events rejected additionally by the tightened cuts, 
in fact, would be rejected by CUTs 2 otherwise. This can be seen from the final number 
of events (10,8,10,7) for each topology (e- e,e- crack,e- h,crack- h) in comparison 
with (10,8,17,7) of standard cut values for BABAMC. Therefore the net effects of the 
shift is to increase the scale factor for e - e topology by 34%, while decreasing the 
number of remaining e - h events with mild changes of their scale factors cancelling 
the previous increment. The cancellation is then close to the maximum for e estimate 
where the number of e- e events is multiplied by 2. 
In the + shift, there is a compensation and the estimates at +2 GeV converge to 
the standard values. This is due to the effects of shift are mostly controlled by the 
e- e topology for which CUTs 2 acts on resulting (15,8,19,8) final number of events 
in BABAMC. The cancellation in this case is made inside the e- e with its number of 
events increased but decreased (by 32%) scale factor. 
With UNIBAB the variations in either side are relatively moderate, and the quoted 
variations given in the table are always taken from the averages of BABAMC and 
UNIBAB, which are smaller than the statistical uncertainties of the estimates. 
The final systematic errors coming from this energy cut are then obtained by taking 
the maximal variations of each estimate within the varied range, amounting 0.02% for 
N77 and 0.03% for N •. The systematics contributes 24% (7%) of total systematics for 
Bhabha estimates for TT (e). 
The correlation between the hemisphere energies and the Etot was neglected in the 
previous discussions on the systematics for CUTs 1. Figure 11.3 shows the correlated 
plot for the maximum of E 1 and E2 to Etot . The correlation, in fact, is very weak 
around E1 or 2 of 40 GeV where CUTs 1 rejections are situated. Etot can scan wide 
range by undetected final state radiations not affecting the cosO* configuration. The 
dead storeys, for example, can provide a loss of photons at this level (10-4 ) of Bhabha 
rejection. 
ECAL energy calibration 
It is mandatory to check the ECAL energy calibration using the Bhabha events, in 
particular as a function of year and barrel and both cndcaps. The energy calibration 
shown in Figure 11.4(a) is in good agreement between 1992 and 1993. The sample is 
selected to have both electrons with one electron momentum larger than 40 GeV /c. 
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Figure 11.2: Comparison of energy distl"ibutions for Bhabha events. The events are 
selected to have e - e topology and the leading momentum of one hemisphere larger 
than 40 GeV/c with that of the opposite larger than 20 GeV/c. The histograms are 
normalized to the same number of entries. 
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in Table 11.1 are noteworthy. 
The variation of the estimates for e is smaller compared to for TT in - shift. At -2 
GeV shift from the applied energy values, the variation is 13% for r, but only 4% for e. 
Fore-e and e-crack topologies, the events rejected additionally by the tightened cuts, 
in fact, would be rejected by CUTs 2 otherwise. This can be seen from the final number 
of events (10,8,10,7) for each topology (e- e,e- crack,e- h,crack- h) in comparison 
with (10,8,17,7) of standard cut values for BABAMC. Therefore the net effects of the 
shift is to increase the scale factor for e - e topology by 34%, while decreasing the 
number of remaining e - h events with mild changes of their scale factors cancelling 
the previous increment. The cancellation is then close to the maximum for e estimate 
where the number of e - e events is multiplied by 2. 
In the + shift, there is a compensation and the estimates at +2 GeV converge to 
the standard values. This is due to the effects of shift are mostly controlled by the 
e- e topology for which CUTs 2 acts on resulting (15,8,19,8) final number of events 
in BABAMC. The cancellation in this case is made inside the e- e with its number of 
events increased but decreased (by 32%) scale factor. 
With UNIBAB the variations in either side are relatively moderate, and the quoted 
variations given in the table are always taken from the averages of BABAMC and 
UNIBAB, which are smaller than the statistical uncertainties of the estimates. 
The final systematic errors coming from this energy cut are then obtained by taking 
the maximal variations of each estimate within the varied range, amounting 0.02% for 
Nrr and 0.03% for N •. The systematics contributes 24% (7%) of total systematics for 
Bhabha estimates for rr (e). 
The correlation between the hemisphere energies and the Etot was neglected in the 
previous discussions on the systematics for CUTs 1. Figure 11.3 shows the correlated 
plot for the maximum of E 1 and E2 to Etot . The correlation, in fact, is very weak 
around E1 or 2 of 40 GeV where CUTs 1 rejections are situated. Etot can scan wide 
range by undetected final state radiations not affecting the cosO• configuration. The 
dead storeys, for example, can provide a loss of photons at this level (10-4 ) of Bhabha 
rejection. 
ECAL energy calibration 
It is mandatory to check the ECAL energy calibration using the Bhabha events, in 
particular as a function of year and ba.rrel a.nd both endca.ps. The energy calibration 
shown in Figure 11.4(a.) is in good agreement between 1992 a.nd 1993. The sample is 
selected to ha.ve both electrons with one electron momentum la.rger than 40 Ge V /c. 
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variation of energy cuts 
J-2 GeV -1 GeV applied values +1 GeV +2 GeV (MAX-MIN)/2 I 
Bhabha estimate for rr 
82±15 89±15 94±16 105±18 102±18 12 
Bhabha estimate for e 
96±17 98±15 100±16 111±16 106±18 7 
Table 11.1: The variation of Bhabha background estimates for different energy cut 
values. Here -2 GeV means , for example, that the energy cuts are changed only for 
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Figure 11.3: The maximum hemisphere energy versus X tot distributions for the rejected 
events by CUTs 1 or 2 in data. 
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The effect of scan in 1993 data is clearly visible in (b) at peak-2 GeV, while in case of 
peak+2 GeV the effect is visible as the initial state radiation processes are more active 
at this energy. 
The variation of ECAL Bhabha energies as a function of their production angle 
cosO• is checked to see any subcomponent dependent effects of the calibration. The 
angular region is divided into 4 angular zones of ECAL, !cosO• I > 0.8, 0.85-0.72, 
0.72-0.5, < 0.5, and the mean and r.m.s values are recorded (see Table 11.2). The 
statistical uncertainties in each sample are about 0.03% for the means and 1% for 
the r.m.s. values. The mean energy scale for 1993 peak data. is 500 MeV lower than 
1992 data. with 5% smaller r.m.s. value, mainly due to the reduced high energy tail in 
1993 data. compared to 1992. In both data., the r.m.s. are worse in the cosO* range of 
0.85-0.72 (32° - 44° ) region which include the overlaps between the ECAL barrel and 
endca.ps, having 1. 7 times larger value than in barrel with 1 or 2% smaller mean value. 
The mean for end caps is almost identical to that for barrel (the difference is less than 
0.5%) only with 1.3 times larger energy resolution. The UNIBAB description (found 
in Figure 11.2 together with BABAMC) is very poor especially underestimating the 
low energy tail and giving 2 GeV higher mean and 8% smaller r.m.s. values. 
I cosO* I >0.85, 0.72-0.85, 0.5-0.72, <0.5, all (unit) 
'92 
MEAN 89.2 88.2 88.9 89.3 89.0 GeV 
R.M.S 4.2 5.5 3.3 3.3 4.1 GeV 
'93 
MEAN 88.5 86.9 88.3 89.0 88.3 GeV 
R.M.S 4.5 5.3 3.5 3.2 4.2 GeV 
'93(peak) 
MEAN 88.7 87.0 88.5 89.1 88.5 GeV 
R.M.S 4.2 5.3 3.3 3.0 3.9 GeV 
UNIBAB 
MEAN 91.1 90.4 91.1 91.5 91.1 GeV 
R.M.S 4.0 4.9 3.2 3.0 3.7 GeV 
Table 11.2: The mean and r.m.s values for the Bha.bha energy distributions in different 
angular regions. 
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Figure 11.4: ECAL energy calibrations tested by Bbabba events. 
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11.1.1 Bhabha estimates for each production energy 
The remaining Bhabha fractions are hardly distributed uniformly over the scanned 
energies. Relatively larger Bhabha fraction is expected for peak-2 GeV run. 
On the other hand, as the estimate depends linearly on the quantity of identified 
Bhabha events in the rejection region of energy (or angular) cuts, which might be 
relatively smaller in the peak-2 GeV sample, the use ofBhabha Monte Carlos generated 
at peak may underestimate the Bhabha background in this sample. If that is true, then 
the underestimate wouln't be cancelled by a possible overestimate for the peak+2 GeV 
data, since the energy distribution for the peak+2 GeV is not different from that of the 
peak (see the previous plot and Figure 11.1(c) for the hemisphere energy of off-peak 
events showing a net effect from the peak-2 GeV contribution.). Thus the stability of 
Bhabha rejections across the 2 Ge V shift should be checked. 
To see if there is any real effect from the scan, the whole procedure explained in 
Section 10.1 is repeated with 3 subsamples depending on their energy in 1993 : peak-2 
GeV, peak, andpeak+2 GeV. The number of events for each sample is 3148, 17243, 
and 4775 respectively, corresponding to 12.5%, 68.5%, and 19% of 1993 rr sample. 





























The estimated background fraction in the peak-2 GeV is 2 times larger than in 
peak+2 GeV, demonstrating no severe unstability of rejections and corresponding es-
timates for Bhabha events1. The estimated Bhabha contamination in each sample is 
distributed reasonably over each energy scale and, in particular, gives no indication of 
underestimate for Bhabha. events in the peak-2 GeV sample. 
1This factor-of-two enhancement of the 13habha fraction in the peak-2 GeV is also observed by two 
groups working on the tau forward/backward asymmetry. 
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11.2 Dimuon background 
Systematics of the momentum cuts are studied by comparing data and dimuon Monte 
Carlo momentum distributions of one hemisphere where the opposite is tagged with 
P > 40 GeVIc (see Figure 10.22(b)). The peaks agree with the r.m.s. of 3.00 
Ge VIc and 3.35 Ge VIc respectively for data and simulation. 
The fraction of events below 43 Ge VIc is 6. 7% in data, while 7. 7% in Monte Carlo, 
and the systematic error is estimated by lowering the cut value by 300 MeV/ c in 
simulation to have the same integrated area below the cut as in data2 • 
The -300 MeV I c shift of cut values in simulation is reasonable, as the cuts are 
about 1 a away from the peak and the only difference between the two distributions is 
the 350 MeV I c larger resolution in simulation. 
With these deplaced cuts ( 42.7 and 43.7 Ge VIc instead of 43 and 44 Ge VIc ) in 
simulation, the estimation procedure gives 38±10 for rr and 62±15 for f.t samples. 
The differences between the two estimates -6± 12 and -11 ± 18 are then considered as a 
systematic error being 14% and 16% of the estimates for rr and f.t respectively. 
2 1t is assumed that this systematic effect persists after TSI:l'Ol pre-selection. 
Chapter 12 
The lepton definition 
In the previous chapter on the non-r backgrounds, the terms like 'e sample' and '11 
sample' are used without specifying them. This chapter is devoted to the definition 
of a leptonic hemisphere, the studies of the corresponding efficiency ((o:1)w), and the 
background from r hadronic decays (f!:--'>1). 
The definition for leptonic tau decays should be optimal in keeping the maximal 
number of signals T--'>Vriiee( 1) and r--'>Vrii,p( 1 ), while ruling out most of the hadronic 
r decays which, otherwise would be confused as leptonic. This definition should also 
permit systematic checks at the level of 1 %o· 
The basic tool to identify leptons is a likelihood method for a single track, realized by 
TAUPIDX, as shown in Chapters 6- 7. The identification procedure provides estimators 
for a track reconstructed in the TPC and its associated shower shapes in the ECAL 
and HCAL, which are used to discriminate between electrons, muons and hadrons. 
A leptonic hemisphere contains only one good track, which is identified as an elec-
tron or a muon by TA UPIDX, and its invariant mass with neighbouring photons is not 
compatible with hadron resonances. 
In subsequent sections, each component of the lepton definition is discussed in 
details. After then, a data and Monte Carlo comparison for lepton selection efficiencies 
((o:1)sei) is done in the following chapter. The following table summarizes the principal 
ingredients of the lepton definition. 
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component To be determined 
lepton identification one good track 
particle id. (c:i)ID fh-tl 
invariant mass veto 
checks for ( Ei )sel 
To get some quantitative ideas for the following discussions, the statistics for the 
final samples after the lepton definition are recorded in Table 12.1. 
1993 1992 1991 sum 
N, 8487 8432 3652 20571 
NM 8513 8526 3708 18047 
Table 12.1: The statistics of lepton samples. 
12.1 One good track requirement 
The good track conditions are listed in Chapter 10. They consist of 4 TPC space-points 
associated to a track to get the correct helix parameters and a good extrapolation to 
the interaction point, while the secondary tracks from an interaction of a primary 
track with detector material and from a photon conversion would in general miss the 
interaction region. 
About 2% (0.04%) of r-+v,vee('y) (r-+v,v~Jl('y)) decays have more than 1 good 
track because of photons from radiation or bremsstrahlung, followed by conversions 
into ee pairs. Most of the ee pairs converted outside the beam pipe with small momenta 
wouldn't qualify as good tracks extrapolating to the interaction point. 
12.1.1 Former preliminary 1991 analysis 
In fact for 1991, an analysis 1 with no restrictions on the number of good tracks in 
leptonic channels used a delicate pair finding algorithm to reconstruct the converted 
photons and the original topologies. However, the overall functionality of that algo-
rithm depends crucially on how each particle is identified when they are close to each 
other, which is quite hard to test. Apart from a small uncertainty on the pair finding 
1Presented to the 2nd Workshop on :D1u Lepton Physics (1992,0hio). 
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efficiencies, 37% of the hadron contamination, according to a Monte Carlo study, are lo-
calized in the high track multiplicities (Figure 12.1) and they are not controllable with 
proper test samples. Therefore they depend on the Monte Carlo, which is probably 
not reliable at this level. 
For p events, the bremsstrahlung is suppressed by a factor of (me/m"Y ~ 2 · 10-5 







Figure 12.1: The number of good track distributions for generated leptons (in full line), 
identified "leptons" (in dashed line), and hadrons in that "lepton" sample after the pair 
finding algorithm once used for 1991 analysis. 
Table 12.2 summarizes the characteristics of the 1991 lepton definition. 
These observations explain the main motivation for the lepton definition adopted 
in this analysis to which we return. 
12.1.2 How to determine the 'one good track' efficiency ? 
The only thing to be determined is the fraction of lepton events with more than 1 good 
track, i.e., the inefficiency induced by the single track requirement. As this fraction of 
e events is about 1.7% by Monte Carlo, it'll be sufficient to check it at the 5 to 10% 
level. Any complicated hadron contamination with more than 1 good track multiplicity 
become zero by definition, contributing no systematics. In short, the one-good-track 
requirement keeps the analysis in the well-established working-ground of single track 
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Table 12.2: Monte Carlo studies for 1991 lepton definition (in %). 
1 good track 2 3 4 
'' e" sample 
fraction of events 98.3±0.1 1.0±0.1 0.7±0.1 0.01±0.Dl 
id. efficiency 94.9±0.1 76±3 83±3 33±27 
h contamination 1.7±0.1 41±3 41±3 89±10 
"tt" sample 
fraction of events 99.6±0.1 0.24±0.03 0.14±0.02 
id. efficiency 89.6±0.2 73±5 92±4 
h contamination 2.2±0.1 35±6 63±5 
reconstruction with the TPC space-points, avoiding to deal with dE/dx sharing and 
ECAL/HCAL delicate simulations. 
Monte Carlo values for the inefficiency of 1 good track requirement are checked and 
corrected in two independent ways by comparing data and Monte Carlo. 
A. Looking at the number of reconstructed tracks 
In the first method, the number of reconstructed tracks are compared. A reconstructed 
track, if it is not good, has large Jdo J or lzol 2 • Even though thee hemispheres have only 
one good track by definition, they can possess any number of (badly) reconstructed 
tracks. An excess of events with many reconstructed tracks should imply an excess of 
events with many good tracks once properly scaled3 . Given an identical photon energy 
spectrum for simulation as data, this method tests how large the photon conversion 
probabilities are in terms of detector material along the radial direction. See Fig-
ure 12.2 for the number of reconstructed tracks (simply called 'tracks') distributions, 
and Figure 12.3 for the photon energy spectrum of e and tt samples indicating similar 
energy distributions in data and Monte Ca.rlo. 
The data and Monte Carlo distributions are compatible : the excess of data over 
Monte Carlo for the number of e (tt) hemispheres with ~ 2 tracks is 16±22 (-9±13). 
Then the differences should be scaled by a ra.tio of the number of generated lepton 
events resulting in more than 1 good track to the number of correctly identified lepton 
2The definition of reconstructed tracks is given in Chapter 10. 
3This will be false if the excess is related with a difference in the photon spectrum and/or the good 
track reconstruction efficiency as a function of energy. The later cannot be a cause, since the electrons 




(a) e sample 
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(b) p. sample 
Figure 12.2: The number of reconstructed track distributions (per hemisphere) for 
lepton samples. Data drawn in triangle, is well reproduced by Monte Carlo (dotted 
histogram} normalized in this plot, while the remaining hadron background from T 
decays (hatched histogram) is about 10% in cases of 2:: 2 tracks. 
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(a) e sample (b) f.1 sample 
Figure 12.3: The photon energy spectrum for identified lepton samples. Data in triangle 
are compared to Monte Carlo histogram normalized inside this plot. 
events with more than 1 reconstructed track. The ratio for electron is 0.97±0.04 and 
for muon 0.56±0.04, giving an estimate for the excess of lepton event loss of 17±22 for 
electron and -5±7 for muon. The excess is compatible with zero for both leptons, and 
the statistical precision of this test (0.11% for e) is already satisfactory. The following 
table summarizes the estimates by the first method. 
data-MC : The first method 
1993 1992 1991 sum 
e -5±13 22±14 0±8 17±22 
7±5 -8±4 -4±3 -5±7 
B. Comparing the number of photons 
The second method checks the photon multiplicities detected in ECAL for lepton 
events. More photons are emitted, larger is the chance that an event contains an 
ee pair. More precisely, this comparison determines the photon generation rate, while 
the probability of photon conversions yielding an additional good track is measured in 
r decays with 7r 0 's. Then 
N-y(c data) X P-y---'t>Igoodtrack (12.1) 
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can be compared to the equivalent quantity for Monte Carlo and gives an estimate for 
the number of lost lepton events in data. 
• Counting photons 
In practice, due to the ECAL threshold (~ 300 MeV) the detected number of 
photons might be different from the generated number of photons, and the detection 
efficiency simulation for the low energy photons could be unreliable. See Figure 12.4 
for the ECAL threshold effect. The large excess of e data around 600 MeV can be 
interpreted as originating from a real physical process, more fake photons in data, more 
steep energy calibration function, and/or a high photon detection efficiency convoluted 




(a) e sample (b) p sample 
Figure 12.4: The photon energy spectrum for identified lepton samples. This plot is a 
zoom of Figurel2.3 with (r) hadron contamination shown in hatched. 
Given no clear dissociation of the various effects, it is better to avoid the delicate low 
energy region. Therefore only photons with energy larger than 800 MeV are counted, 
and to complete the energy domain a more direct approach is chosen at low energy 
: the number of events with one or two additional good tracks from a conversion are 
compared when the sum of their momenta is below 800 MeV
4
• 
4 Because of the requirement. of 4 TPC space-points, photons with energy smaller than 150 MeV 
cannot yield reconstructed tracks. The shift. of measured photon energies in TPC due to an unrecon-
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In comparing the number of photons, it is necessary to avoid photons which show 
the signature of hadronic final states, otherwise the disagreement of hadron misiden-
tification into electron confuse the lepton efficiency test. Therefore, if an event has 2 
photons around the lepton track, the hadronic mass should be less than 0.5 Ge VI c2 or 
greater than 1.0 Ge VI c2 assuming a pion mass for the track, and the 11 mass less 
than 0.1 GeV I c2 or greater than 0.2 GeV lc2 , while the efficiency of each requirement 
is obtained from Monte Carlo and properly taken into account in the final estimation. 
If there are 3 photons, the hadron mass should be smaller than 0.5 Ge VI c2 , and the 
events of more than 3 photons are not counted. The efficiencies of hadron mass condi-
tions are 0. 73±0.03 and 0.51±0.07 for 2 and 3 photons respectively for e sample and 
0.81±0.14 for 2 photons in f1 together with lepton purities of about (91±1)% for both 
samples. 
The difference of total number of photons between data and Monte Carlo is, after 
the efficiency corrections 168±85 for e sample and 55±34 for fl· The differences are 
small and scaled by the probabilities of retaining one additional good track from a 
conversion. Figure 12.5 shows the photon multiplicity distributions for identified lepton 
samples where the hadron mass conditions are applied. 
• Determination of P-y--t?_lgoodtrack 
It's not possible to determine P,--t>t good track directly from e data. Thus e and 
p--t1r1r 0 Monte Carlo will be used to get the probability and the correctness of the 
value will be checked by comparing p data with Monte Carlo. 
The probabilities of conversion yielding one or two good tracks can be decomposed 
into two parts : 
P"f--t '2:: l good track = P?.t good track Jconv. · Pconv. 
The first part P?. 1 good track lconv. means the proba.bility ofretaining at least one good track 
when a conversion happens and is approximated by N2,or3goodtracks/ N2,or3reconstructedtracks 
being 0.47±0.01 for the generated e events and 0.35±0.02 for fl, while the conversion 
probability part is approximated as 
2 · Pconv(l - Pconv) = Nz, or3 reconstructed t7·acks/ N1, 2, or3reconstructed tracks 
from the p--'t7r1r 0 Monte Carlo events giving 0.084±0.001 and can be used for both 
leptons. Then the probability of having one or two good additional tracks from a 
conversion is 0.040±0.001 for e and 0.029±0.002 for fl· 
structed track is small, about 30 MeV in average for 800 MeV photons, which is 5 times smaller than 
the ECAL energy resolution. 






(a) e sample (b) Jl sample 
Figure 12.5: The photon multiplicities for identified lepton samples. The Monte Carlo 
(dotted histogram) is normalized to data inside this plot and hadron contamination is 
shown in hatched histograms. 
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A possible systematic bias in the probability determinations can be checked by 
comparing the frequencies of conversion yielding one or two good tracks in p events. 
For the hemispheres with maximum 3 tracks where only the leading is identified as a 
hadron (the rest as electrons) with one photon detected in ECAL, 
N 2, or 3 good tracks 
2 · J\T1,2,o,·3goodtracks 
is 0.056±0.002 for data, and 0.056±0.001 for Monte Carlo in complete agreement5. 
As the comparison shows good agreement for conversion probabilities, the test for 
the inefficiency for 1 good track requirement is reduced to compare the observed photon 
multiplicities to the simulation, that is, to get 
[N,(edata)- N~(eMC)J X P~-'t?;lgoodtrack(1r 0 data) 
The value is 7±3 for e and 2±1 for J-l, a negligible excess of lepton events with 2 or 
more good tracks expected from the E~ > 800 MeV photon multiplicities. 
The second method (a) : E~ > 800 MeV 
e 1-' 
data-MC 7±3 2±1 
To explore the low energy region, E~ < 800 MeV, a direct search of e and f.1. events 
with 2 or 3 good tracks is performed where the sum of additional track momenta 
is below 800 MeV/ c and the leading particle is identified as an electron or muon. 
Figure 12.6 shows the sum of non-leading track momenta. An excess of events is 
observed for e in the lowest energy bin where the hadron background is minimum6•7 . 
The number of events is compared at two points depending on the condition con-
cerning the number of photons in ECAL : 0 photon or any number of photons. 
The second method (b) : E7 < 800 MeV 
data-MC 
ECAL photon condition 
N~ = 0 




5The p fraction in Nz,or3goodt,·ack~ is 92% and 79% in Nt,2,or3goodtrack$· 
6This confirms the excess of low energy photons already observed in the ECAL photon energy 
distributions in Figure 12.4(a). 
7These events are scanned visually with DALI display and it is found that the additional tracks 
originate from VDET or inner lTC layers. 
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(a) e tagging (N0 :0: 0) 
CHAPTER 12. THE LEPTON DEFINITION 
4 
yenergy (GeV) 
(b) J.' tagging (N0 = 0) 
Figure 12.6: Photon energies measured in TPC by a converted ee pair when at least 
one of them is reconstructed as a good track. The hadron background in e tagging 
(hatched histogram) is kinematically suppressed in the low photon energy domain. 
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For e, the inclusive result is adopted as it is less sensitive to the multiple photon 
generation and based on higher tagging efficiencies fore events: 0.91±0.08 for inclusive 
sample and 0.64±0.06 for N-, = 0 sample with corresponding e purities of (86±2)% 
and (98±1)% respectively. However, for f-l tagging, the N-, = 0 result is used as it is 
obtained with higher purity (99±1)% than that of inclusive sample (87±4)%. 
Then finally the second estimate is a sum of two estimates for low and high E-, 's 
and recorded below. 
data-MC : The second method 
1993 1992 1991 sum 
e 9±7 23±8 4±5 36±13 
f-l -1±3 2±4 2±3 3±6 
The two independent methods give consistent estimates for the excess of lepton 
events with 2 2 good tracks. They are averaged giving a final estimate for the lepton 
event loss excess in data as 
C. Summary 
data-MC : averaged 
1993 1992 1991 sum 
e 5±6 23±7 3±4 31±11 
f-l 1±3 -2±3 -1±2 -2±5 
The Monte Carlo value for the event loss is 353±10 (1.69±0.05%) for electrons and 
75±4 (0.36±0.02%) for muons, and by adding the estimated excess of lepton events 
loss, the corrected inefficiency of 1 good track requirement is (1.83±0.07)% for e. For 
p, the correction is negligble but the error is enlarged. Table 12.3 summarizes the 
results. 
Table 12.3: Inefficiency of 1 good track requirement (in %). 
1993 1992 1991 sum 
e 1.76±0.08 2.02±0.09 1.81±0.11 1.83±0.07 
f-l 0.36±0.05 0.34±0.05 0.34±0.05 0.35±0.03 
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12.1.3 0 good tracks 
So far the discussion concentrated on the loss of high multiplicity lepton events. On 
the contrary, a lepton hemisphere with a lost single track would be rejected by tau 
pre-selection as it demands at least one good track in both hemispheres. This loss 
would affect both numerator and denominator giving a rather moderate net effect in 
the branching ratio calcnlation. 
Apart from the geometrical low angle acceptance (lcosOI :::; 0.95), track interactions 
with detector material giving badly reconstructed helix (large Idol) and low momentum 
leptons are the main sources of zero good track lepton events. Figure 12.7 shows the 
[dol distributions of e and p, samples. The inefficiencies due to large reconstructed 
[dol are small and well described by Monte Carlo. 
(a) e sample (b) J.l sample 
Figure 12.7: The [dol distributions for identified lepton samples. The data drawn in 
triangle is superposed by the TT MC. The tail in the electron distribution comes from 
the effect of bremsstrahlung in the detector material. 
Figure 12.8 is to see whether the small (transverse) momentum acceptance is well 
simulated by Monte Ca.rlo. No effect is seen and no corrections are applied. 
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(a) p (b) Pr 
Figure 12.8: A zoom of (transverse) momentum distributions for identified e sample 
where rr MC is normalized to data (1991-93} after rr selection. 
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12.2 Particle identification 
The good track is then further identified as a lepton by the single-track likelihood 
particle identification realized in TAUPIDX. A detailed description of its characteristics 
is found in Chapters 6- 7. This section recalls some relevant points concerning the 
conditions and efficiencies for lepton likelihood identification. 
A hemisphere with one good track with momentum below 2 GeV I cis saved only 
if it is identified as an electron by dEidx. For such low momenta, muons cannot 
be separated from hadrons and are lost (5.0% of sample). Above 2 GeV I call the 
identification variables (8 in total) are used to assign a particle type to the track. 
The identification is performed over the full solid angle of ALEPH together with 
a close monitoring of particle trajectory along the detection volume. In particular, 
when a track is extrapolated into ECAL near the edges of calorimeter modules (less 
than 1 em away from the inactive crack regions), the hemisphere is saved only if the 
track is identified as a muon. The muon identification response is independent of its 
path along the ECAL, while electrons in ECAL cracks are hard to be separated from 
hadrons. Because of this ECAL .. crack cut 4.7% of electrons are lost, but from the 
geometrical nature of the cut no systematic effect should affect this inefficiency. 
Once the momentum and ECAL conditions are satisfied, a lepton is correctly iden-
tified with an efficiency 99.49% for e and 99.32% for JL In any case, no electrons are 
identified as muons and vice versa. The small inefficiency ( ~ 0.6%) due to a misiden-
tification of a lepton as a hadron has been measured as a function of energy using the 
independent lepton samples in data by tagging one hemisphere as Bhabhas (energies 
from 8 to 45 GeV), dimuons (from 20 GeV to 45 GeV), (ee)ee's and (ee)p.J.t's, and 
studying the opposite hemispheres. 
For the detailed discussions on the likelihood identification efficiencies refer to Chap-
ter 7. 
12.3 Hadronic veto 
The hadron contamination in the lepton samples is about 2.5% after the single track 
likelihood identification. In addition, this fraction cannot be determined better than 
about 10% accuracy which would then be the dominant systematics for the leptonic 
branching ratio measurement. 
Fortunately, at least 75% of ]-prong ha.dronic T decays are expected to be accom-
panied by additional 7r 0 's and can be identified by some activity in ECAL around the 
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track. The 'track'-photons invariant mass (M~-, .. -y, calculated by assigning the pion 
mass to the charged particle) can be compared with known hadron resonances and the 
mass constructed among photons ( M'Y .. 'Y ) can be tested with 7f 0 hypothesis. 
This section treats the cases where the charged particle is identified as a lepton, but 
the photonic informations are challenging enough to overwrite the likelihood identifica-
tion. The optimized criteria are obtained by studing the invariant mass distributions. 
If a hemisphere satisfies the following conditions, then it is considered as a hadronic 
r decay: 
For identified e 
• If the likelihood probability of the track to be a hadron (Ph) is greater 
than 1% and 0.5 < M~-, .. -, < 2 GeV/c2 
• If Ph< 1%, then M~-, .. -, > 0.5 GeV/c2 and there are at least 4 recon-
structed tracks in the same hemisphere8 
For identified JJ 
• If M-, .. -,> 0.1 GeV jc2 and 0.5 < M~-, .. -, < 1.4 GeV jc2 
For identified electrons, the likelihood probabilities are helpful - the misidentified 
hadrons, in general, are located in the tail of e probability distribution ( Pe = 1 - Ph) 
- and can be used to save lot of real electrons with radiated photons. In most cases 
of misidentified hadrons as electrons, one energetic photon from a 7f 0 has been merged 
into an ECAL shower associated with the track resulting in a good electromagnetic 
shower shape for the hadron. Therefore M-, .. -, cannot be correctly reconstructed and 
has a strong correlation with M~-,.·'Y , and thus it is not used. 
For the identified muons, the likelihood probability is not used because about 30% 
of hadron contamination come from hadron decays to muons which have identical 
muon probabilities as muons from tau decays. Furthermore, there are not many muons 
carrying photons unlike electrons. Since the hadron misidentification as a muon is 
independent of photon mergings into a muon shower in the ECAL, M-, .. -, can be well 
constructed and brings an additional information for hadron signatures. 
Figure 12.9 shows the hadronic mass distribution for hemispheres with the track 
identified as electron where P, > 1% or the condition of at least 4 reconstructed tracks 
is demanded. 
8 This rejects p and al-+Jr27r0 decays where the uuclear int.eraction produces lot of secondary 
particles. 
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Figure 12.9: M~-, .. -, distribution to veto hadronic final state where the particle is iden-
tified as an electron. The real electrons from r decays have a smaller mass (hatched 
histogram), while the data shows a clear indication of hadron resonances confirmed by 
rr Monte Carlo normalized to the same number of taus after rr selection. The arrow 
shows the cut on this mass to purify further the electron sample. The discrepancy 
between data and Monte Carlo for the rate of hadron-to-electron misidentification is 
discussed in Chapter 7. 
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The number of events rejected by the cut in Figure 12.9 is 273 in data compared 
with 181±7 in Monte Carlo9 . For these hemispheres some additional checks were made, 
especially on the dE/dx distribution and photon qualities. They showed that there-jected hemispheres are really compatible with hadronic final states and the discrepancy 
between data and Monte Carlo is found to be due to the imperfect description of hadron 
interactions in ECAL producing a large amount of electromagnetic energy (rr 0 's) 10 • 
For identified muons, M~~--~ is correlated with M~ .. ~ at high mass. A bidimensional 
plot on (M~~--~,MT_~) is given at Figure 12.10 with projections to each variable. In (b) a peak at the 1r 0 mass well predicted by Monte Carlo is shown, while (c) is domi-
nated by hadron resonances. Applying the cuts indicated by arrows, 313 identified p's 
are rejected in data and 280±9 in Monte Carlo showing no big systematic effects as 
discussed in Chapter 7. 
After these cuts, the hadron contamination is reduced by a factor of 1.9 for e 
and 2.4 for 1-' using the hadronic veto with only 0.07% (0.04%) additional loss of real 
electrons (muons). The final hadron contamination presents in the lepton samples is 
(1.26±0.07)% for e and (1.11±0.08)% for 1-'· 
The final hadron contamination is obtained by correcting the Monte Carlo pre-
diction by an amount determined from an extrapolation of observed excess of vetoed 
hemispheres. For electrons, the correction is obtained by taking the average with the 
dE/dx tagging results 11 . 
Figure 12.11 shows the hadron contamination as a function of momentum, while 
Table 12.4 gives the values. 
momentum (GeVfc) in e sample momentum (GeV /c) in 1-' sam pie 
0-2 1.44±0.40 2-5 3.20±0.32 
2-8 0.58±0.03 5-8 0.98±0.12 
8-20 1.20±0.06 8-20 0.96±0.10 
> 20 1.90±0.19 > 20 0.85±0.17 
Table 12.4: The hadron contamination (in %) in the final lepton samples for 1991-93 
data. 
992±2% (91±1%) of them in data (MC) are rejected by the first condition, i.e., with Ph> 1%. 10 Refer to Chapter 7 for related discussions. 
1l For details, refer to Chapter 7. 
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Figure 12.10: Mrr0 .. 0 and M-r .. o distributions to veto hadronic final state where the 
particle is identified a.s a muon. For (b) and (c), the rr MC (dotted histogram) is 
normalized as the number of taus aft;er rr selection. 
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Figure 12.11: The hadron contamination in the final lepton samples for 1991-93 data. 
Chapter 13 
Lepton selection efficiencies 
13.1 Importance of different cuts 
A lepton is defined in this analysis as a good track identified as an electron or a muon 
by single track likelihood method and surviving the hadronic mass veto. At this point, 
the lepton selection efficiencies can be checked by comparing Monte Carlo and data for 
the lepton- X type events. Table 9.1 gives the Monte Carlo values of the event losses 
due to each selection criterion providing an idea for their relative importance1• 
Several levels characterize the lepton selection efficiencies. At first, 77.4% of the 
total rr inefficiency is due to the geometrical acceptance loss. This fraction is 77.0% for 
e and 78.4% for Jl resulting in (err/ee)geometric = 1.008±0.002 and (err/r::,.)9 eometric = 
0.994±0.002, which can be compared with the final values err/ee = 1.012±0.002 and 
r::rr/r::,. = 0.989±0.002. 
The inefficiency of geometrical acceptance (16.51±0.07%) is larger than the integra.! 
of 3/4 ·(I+ cos 20*) between 0.9 a.nd 1, 14.275%. The difference is due to the condition 
of a.t least 1 good track per hemisphere, which causes a. loss of (2.24±0.02)%. This 
probability to have one hemisphere with no good charged track was studied in data [54] 
using a single-hemisphere r-tag with efficiency ~ 18%, a.nd found to be (1.90±0.26)% 
in good agreement with the Monte Carlo value. 
Except for the geometrical acceptance, the place where most leptons a.re lost is 
the oPr, a.collinearity, and Etot cuts. Among them, the first two have less systematic 
worries from their kinematical characteristics than the Etot· In general, each TSLT01 
1The inefficiency of each cut is calculated for a sample obtained after applying all the precedent 
cuts in the Table. 
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cut affects differently C:iepton and c:77 , but at the end the effect is rather moderate: the 
inefficiency is 5.53% for TT, 5.72% fore, and 5.09% for!-'· 
Although the inefficiency for the Nobj 1 * Nabj 2 cut is very small in Monte Carlo, it 
is studied that the value is 2.1 times larger in data [56]. 
13.2 Beam energy dependence of efficiencies 
The off-peak and on-peak events have different efficiencies : the main effect is on the 
geometrical acceptance. The following table shows the inefficiencies at peak±2 GeV 
(in %) 2 • 


















Although the £TT and C:iepton drop by 1.5% at peak-2 GeV and by 0.9% (except for 
!-') at peak+2 GeV compared with peak values, there ratios are essentially constant : 
2The peak±2 GeV Monte Carlos are generated with KORL07, which has different radiative cor-
rections than KORL06. To isolate the effect of production energy, the peak±2 GeV inefficiencies are 
scaled by the ratios of corresponding inefficiencies of KORL06 peak to KORL07 peak. The KORL07 
peak inefficiencies are given below : 
TT e-X p- X 
geometric 16.23% 17.00% 15.64% 1.009 
total 21.13% 22.33% 20.15% 1.015 
The J(ORL07 peak efficiencies divided by those of KORL06 are : 
Err Ee-X 
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peak-2 GeV peak peak+2 GeV 
( £rr / Ce )geometric 1.007±0.004 1.008±0.002 1.009±0.004 
( €rr / c:,Jgeometric 0.991±0.004 0.994±0.002 0.991±0.004 
err/ee 1.012±0.005 1.012±0.002 1.015±0.005 
err /e~ 0.987±0.005 0.989±0.002 0.981±0.005 
Therefore, 
(en I ee)peak -2 GeV = 1.0001 ±0.0053 (en/ee)p<ak ±2 GeV = 1.0031±0.0054 
( ~ j~ ) k (Crr/Ce)peak ~rr ~, pea· 
(cn/c~)peak-2GeV = 0.9976±0.0051 (€rr/ep)peakf2GeV = 0.9921±0.0051 
( ~ j~ ) (C:rr /£,,)peak ~rr ~~ peak 
giving no indication of energy dependence of cn/ce and err/cw 
13.3 Systematic studies of lepton efficiencies 
So far, the discussions are limited to the Monte Carlo studies. However, err is deter-
mined by the peak data as explained in Chapter 9, while the corrections at different 
production energies are made using the Monte Carlo. This chapter focuses on the ef-
ficiencies for e-X and J1.- X. All the cut variables are compared between data and 
Monte Carlo when one hemisphere is identified as a lepton. 
The Monte Carlo statistics used for this study is : 
300,000 KORL06 (peak), 
200,000 KORL07 (peak), 
50,000 KORL07 (peak-2 GeV), and 
47,500 KORL07 (peak+2 GeV). 
It is 7.5 times larger than 1991-93 data with 83.8% of peak events compared with 84.5% 
in data. 
13.3.1 cosB* 
Requiring I cosO* I < 0.9 has an efficiency of 85.73% and defines a phase space region 
where one can expect to measure some object. The cosO;et of a hemisphere containing 
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a lepton is given by the track momentum reconstructed in the TPC for a muon or the 
associated ECAL clusters for an electron. Thus in most cases, the cos()* for 'lepton-X' 
events is defined as '1 track + a jet with neutrals', which suggests to check the two 
components separately : 
systematic effects on the cosO* cut 
component of a hemisphere possible origin of systematic bias 
charged particles TPC angular offset ( e.g.,uncorrect simulation 
for the drift velocity) jet with neutrals Energy mismeasurement (e.g., dead storeys) 
The TPC angular offset due to uncorrect drift velocity in simulation can be esti-
mated by comparing the Z 0 difference ( flzo ) between the two good tracks of tagged 
dimuon data. and Monte Carlo. A gaussian fit of the distribution around Zo = 0, gives 
the identical u of about 60 f.lm, with the mean of -1.2·10- 5 em in data., while 1.1·10-6 
em in Monte Carlo. The Z0 distribution for 1-prong tau decays in both hemispheres 
has larger r.m.s than for dimuon samples because of r lifetime effect (see Figure 13.1). 
The simulation agrees well with the tau data with a smaller mean value, -5.3 · 10-5 
em, than that of data, -2.7 · 10-4 em. Therefore, the amount of bias on the polar angle 
reconstruction of a charged particle can be estimated as 
2.2 · 10-4 em 
~ 100 em ~ 2.2 · 10-
6 rad 
translating into a 1 · 10-6 error in efficiency. 
For electrons and neutral objects in ECAL', the main systematic effect is expected 
from the presence of dead storeys. The probability of neutrals having <': 2 dead storeys 
in stack 1 or 2 is known as 0.4% from the Bha.bha data.4 • Since the typical opening 
angle of tau decay products is 0.04 rad, a bias on O;et would be 
0.4% · 0.04 ra.d = 1.6 · 10-4 ra.d 
implying a bias of 7 ·10-5 in efficiency. 
The previous arguments show tha.t the systematic bias on the efficiency of cos()* cut 
is negligible. Furthermore, since a large part of systematic effects on the acceptance 
would be common for lepton -X events with the rest of rr events, the effects on the leptonic branching ratios from the bias should still be negligible. 
Figure 13.2 shows the cosO* distributions for the final lepton samples. 
3The !!CAL neutral objects contribute very little on the cosO*, because of small branching fraction (~ 1%) containing I<£. 
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Figure 13.1: The Zo difference between the two good tracks (fl.zo ) distribution of 1-
prong-1-prong tau events. The mean and r.m.s of data distribution is also written. 
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Figure 13.2: cosO* distributions for the final lepton samples. Histograms are normalized 
inside this plot and the hatched histogram is for the estimated contribution of Bhabha (VNIBAB) and Tr--+e+ e- backgrounds in {a) and dimuon and ii--+J-1+ J-t- in (b). 
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13.3.2 Acollinearity 
lepton- X events are affected by the acollinearity cut 1.5 times more than the other rr 
decay topologies. The acollinearity distribution is determined by well known dynamics 
and should have small systematic effects. See Figure 13.3. Data and Monte Carlo 
show good agreement around the cut value : data minus Monte Carlo for the number 
of e-X (X of e) events rejected by this acollinearity cut - with acoll = (150° , 160° ) 
-is 19±15, while the value is 6±11 for J.1.- X (X of J.1.) 5 • 
No corrections are made on the Monte Carlo efficiencies of this cut and no systematic 
errors are attached except the Monte Carlo statistics 
13.3.3 Visible energy 
Visible energy (E1 + E2 ) > 0.35xEbeam cut when oPr < 0.066xEbeam rejects most 
of 11 backgrounds which pass the acollinearity cut. Figure 13.4 shows the visible 
energy distribution with a good agreement between data and Monte Carlo around the 
cut. Data minus Monte Carlo for the number of e - X (X of e) events with the 
visible energy between 0.2xEbeam and 0.35xEbeam is 10±17, while the value is 11±16 
for muon. 
No additional systematic errors other than Monte Carlo statistics are added for this 
cut, and Monte Carlo values for the efficiency are used6 . 
13.3.4 Maximum opening angle sum 
If an event has at least one hemisphere with only 1 good charged track and < 1 
Ge V f c2 invariant mass, it is preserved as rr and the maximum opening angle sum cut 
does not apply. See Figure 13.5 for the distribution of maximum opening angle sum. 
There is no Z-+qq background in this lepton - X sample (so this cut was not 
necessary in TSLT01) and a small discrepancy for the number of rejected events by 
this cut is observed mainly due to the difference on the preservation rate. The number 
of non-preserved events in the final e- X and J.1. -X sample is : 
5Throughout the study on the lepton selection efficiencies the e- e and 1-' -I-' types (dominated 
by backgrounds) are not considered. 
6The Monte Carlo efficiency is uncorrected not only a.s the data and Monte Carlo agree within 
1 s.e., but also a.s the TY Monte Carlos predict poorly the absolute rate (maybe the form too) of 
observed 11 backgrounds. 
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Figure 13.3: Acollinearity distributions fore- X (X# e) topology (a), and for 11- X 
(b) which shows large contribution of II-" I'+ 11- background mostly of 11-11 topology. 
All TSLTOl selection cuts are applied except this acollinearity cut shown by an arrow. 
Histograms are normalized to the same number of 77's after the final 77 selection. 
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Figure 13.4: Visible energy (x 1 + x 2) distributions when SPr < 0.066xEbeam . All 
the previous cuts in Table 9.1 are applied and the "(I Monte Carlos shown in hatched 
histogram are normalized locally by scaling the m1mber of I'Y Monte Carlo events to 
the data minus rr Monte Carlo in the bills marked with lines. 











representing 4.3% of e-X and 4.2% of Jt - X sample. 












Therefore, the Monte Carlo efficiencies are corrected and decreased by 7±7 events 
for e and 4±6 for 11· 
13.3.5 Leading energy sum 
There are not many lepton events with leading energy sum> 1.6xEbeam . Figure 13.6 
shows the leading energy sum distributions well described by the rr Monte Carlo7 . 
No corrections arc made for the Monte Carlo efficiencies associated with this leading 
energy sum cut. 
13.3.6 Etot 
For electrons, two different cuts are applied for Etot depending on the direction tangent 
to the leading track. If the closest approach of the tangent to an ECAL crack is smaller 
than 6 em - signaling there might be photons pointing into the ECAL crack -, then 
Etot < 1.4xEbeam. Otherwise Etot < 1.6xEbeam. About 61% of rr electrons lost by 
the Etot cut have been classified as the first case. See Figure 13.7. 
The fraction of Bhabha-like events in the final e-X (X # e) sample is 9.1 %, while 
that of dimuon-Iike events in 11 - X (X # f1) is 15.2% obtained using the data. The 
Bhabha-like fraction is in good agreement (less than 1 sigma difference) between data 
and rr Monte Carlo, while the dimuon-like fraction is 4 sigma smaller in Monte Carlo, 
14.1%. 
7The excess of events with leading energy sum between 1.6xEbeam and l.75xEbeam can be ex-
plained by Bhabha events. The Etot distribution for those events in data has a mean 2.0xEbeam with 
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Figure 13.5: Maximum opening angle sum distributions for the lepton-X sample where 
all other selection cuts are applied. Each hemisphere has at least 2 good charged tracks 
or> 1 Ge V /c2 invariant mass. Histograms a.re normalized to the same number of TT 's 
after the TT selection. 
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Figure 13.6: Leading enc1gy sum distributions where all the previous cuts in Table 9.1 
are applied. In addition, 1':,.</J > zo is 1·cquircd. The Bhabha background (UNIBAB) in 
(a) and dimuon background in (b) arc normalized by scaling the number of background 
Monte Carlo events to the data. minus rr Monte Carlo in the bins marked with lines. 
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The number of rejected events can be compared in a region with little background8 
therefore 
data MC data- MC 
e-X(XcJe) 
Etot < 1. 6 X Ebeam : Etot between 1.6-1.8 75 59±3 16±11 
Etot < 1.4 X Ebeam : Etot between 1.4-1.6 91 99±4 -8±14 
p-X(XcJp) 
Etot < 1.8 X Ebeam : Etot between 1.8-1.9 95 97±4 -2±13 
where the number of events for data are obtained after subtracting each background9 • 
They are in good agreement : for e, data-M C in two classes ( Etat < 1.6 x Ebeam and 
Etot < 1.4 x Ebeam ) have opposite signs giving a net value of 8±18. 
Here, a (small) correction is applied by the observed differences, and the statistical 
precision of the comparison is considered as a systematic error being 0.085% (0.062%) 
for e (Jl.) branching ratio measurement. 
13.3. 7 Hemisphere energy 
The loss of lepton events due to the additional background rejection is small. For 
Bhabha and dimuon rejections where the loss is relatively larger, the systematic effects 
are dominated by high energy (momentum) side of two hemispheres. Figure 13.8 shows 
thee and f.1. energy distributions for e-X (X cJ e) and 11- X (X cJ p) topologies, 
respectively. 
The TT Monte Carlo reproduces well the data distributions. For e, the number of 
e-X (X cJ e) events with E. > 40 GeV is 326 in data while in Monte Carlo it is 
331±7 in good agreement. Then a systematic bound is obtained by varying the cut 
energy value within a range which provides a compatible number of e-X (X cJ e) 
events with the energies larger than the cut value, i.e.,~ 326±18. The following table 
records the variation in Monte Carlo. 
E> 39.8 GeV 39.1 40 40.1 40.2 
MC 352 342 331 321 309 
8 According to rr Monte Carlo, X tot for e- e events is shifted by -0.1 compared with for e-X 
(X oft e), and x,, for p.- I' by -0.5 compared with for I'- X (X oft p.) contributing a small fraction 
of events rejected by X tot and can therefore be safely neglected in the comparison. 
9The sample used in this comparison represents 54% (58%) of rejected e's (p.'s) by the Etot cut. 
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Figure 13.7: E101 dist1?butions for lepton events where a.ll the previous cuts in Table 9.1 
are applied. The events in (a) and (b) arc [Jagged as Bhabha-like, and (c) as dimuon-
like. Histograms arc norma.lizetl as for the previous plot. 
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Thus applying the 40±0.2 GeV cut in the Bhabha rejection, the variation of e 
selection efficiency is monitored and found to be 0.013%. 
Similar procedure can be used for 11- X (X# !1) sample. The number of P~ > 43 
Ge V / c events is 56 in data, while 54±3 in Monte Carlo. A variation is made in Monte 
Carlo as : 
P~ > 42.8 GeV/c 42.9 43 43.1 43.2 
MC 62 58 54 50 47 
Then finally, the systematic error on the muon efficiency is estimated at 43±0.2 Ge V / c 
amounting 0.008%. 
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Figure 13.8: Electron hemisphere cne1gy distributions fore- X (X~ e) topology (a) 
and muon momentum distributions for 11- X (X ~ p) topology (b). The plots are 




The statistics of the lepton samples is given in Table 14.1 with a summary of the 
relevant efficiencies and background fractions with their systematic uncertainties'. 
Together with the statistics of TT samples given in Table 10.10, the leptonic branch-
ing ratios are calculated as 
Be = 0.1779 ± 0.0012(stat) ± 0.0005(syst) 
B~ = 0.1731 ± O.OOll(stat) ± 0.0005(syst) 
(14.1) 
( 14.2) 
They agree with the published ALEPH values from 1989+1990 data but are more 
precise by a factor of 4.3 [57]. 
The results for different years are summarized in Figure 14.1. 
The x2 of the new measurements (assuming the averaged values as the true branch-
ing ratios) is 
for Be : 6.1 for 2 d.f. (probability = 5%) 
forB~: 4.1 for 2 d.f. (probability= 13%) 
1The expression for the leptonic branching ratios can be recalled here : 
B, = N,(l- J,non-rn~f-i-+1) ("rr) _1_ 
2Nrr(l- frr ) c1 ulrr (ci)fD 
where the efficiencies are split between t.he rr selection and lepton identification procedures. 
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Table 14.1: Statistics of the lepton samples. 
data 1991-93 
e {l 
Nt 20571 20745 
(ct)seiTT 0. 7689±0.0013 0. 7923±0.0011 
( C:t) ID 0.9292±0.0013 0.9386±0.0012 
Jfon-T O.Oll8±0.0014 0.0090±0.0014 
it:--+t 0.0126±0.0007 O.Oll0±0.0008 
data 1993 
e {l 
Nt 8487 8512 
( C/ )setTT o. 7667±0.0016 0. 7916±0.0013 
( C:t) ID 0.9300±0.0014 0.9385±o.0012 fllOU-T 0.0119±0.0017 0.0061±0.0013 
H--+t 0.0125±0.0010 0.0120±0.0012 
data 1992 
e {l 
Nt 8432 8526 
(ct)setTT 0.7709±0.0016 0.7933±0.0013 
( C:t) ID 0.9281 ±0.0015 0.9388±0.0012 
J1non-r 0.0104±0.0016 0.0101±0.0019 
fl:--+t O.Ol34±0.00ll 0.0102±0.00ll 
data 1991 
e {l 
Nt 3652 3707 
(c:t)setTT 0.7691±0.0021 0.7916±0.0017 
( C:t) ID 0.9299±0.0017 0.9388±0.0012 
J1non-T 0.0119±0.0027 0.0132±0.0029 
fh--+t 0.0104±0.0014 0.0109±0.0017 
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Figure 14.1: Measurements of the T leptonic branching ratios for the different data 
sets. Results from 89-90 data are already published. Probabilities for the consistancy 
of the 91-92-93 measurements are given. 
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14.2 Systematic checks for the consistency 
The results for different years are only in fair agreement, and much effort was devoted 
to pin down a possible systematic effect between the different data sets. From the 
expression for the branching ratios, it is possible to systematically investigate all the 
components. 
In the following sections, 1993/92 experimental distributions are compared to bound 
a possible year-dependent systematic effect2 • 
14.2.1 ETT 
Since both Be and BM are higher in 1993 then 1992, a first attempt is to check the dis-
tributions of selection cuts which affect mostly the hadronic part, i.e., Nobj 1 * Nobj2 > 75 
and maximum opening angle sum> 0.25 rad (Figure 14.2). 
The number of events rejected by either of these cuts is 2620 in 1993 data and 2657 
in 1992 scaled by the number of rr's after the final selection, in a good agreement 
giving a difference of 37±68. The difference is in wrong direction to explain the higher 
Bleptons in 1993 with a statistical precision of 2.7°/oo· 
Assuming the contribution of qq background in the rejected sample is the same in 
both data sets, a bound on !'!.err can be obtained as (in the direction which would 
produce a large branching ratio in 1993) 
!'!.err/ E:rr < 31/25166 = 1.2%o 
The most relevant cuts for lepton selection efficiencies are acollinearity< 160° , E1 + E2 <0.35xEbeam when JPr < 0.066xE&cam, and Etot cut. Figure 14.3 compares the 
distributions for 1993/92 data fore- X(X o/ e) and f1.- X(X o/ fl.) topologies. 
The plots show a. good agreement, and a bound for f'l.ciel can be put from the 
statistical uncertainty of cie/ determination as 
2The order of magnitude of the effect searched for is about 3% in efficiencies : 250 electrons (muons), or 750 rr's in a year. 
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Figure 14.2: The distributions of the variables which concern mostly the hadronic r 
decays. In these plots all the TSLTOl cuts are applied except the cut which is shown 
by an arrow. The rr Monte Carlo (dotted histograms) and 92 data are normalized to 
the 93 data after the final 1'1' selection. No qij background is shown. 




(a) e- X(X ofo e) (b) I'- X{X ofo p) 
Figure 14.3: Comparison of dist.ributions bdwcen 1993 data (in triangle) and 1992 for 
e- X(X i e) and f1.- X(X i p) samples. Arrows show the cut which defines the final lepton sample. 
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14.2.3 non-r backgrounds (f!f~'r7 ) 
' 
The important non-r backgrounds have been reduced at typically few 0/ooievels, and 
determined by data distributions in each year (see, for example, Figure 10.26). 
Careful checks made in Chapter 10 showed no evidence for bias in one particular 
year in the background determination, and unforeseen systematic effects can be safely 
bounded from the uncertainty of background fractions in the lepton samples : 
Also, the composition of opposite hemispheres can be checked searching for unex-
pected contributions from, for example, 11 processes which give exclusively e - e or 
J.L- J.L topologies. Figure 14.4 shows the differences and ratios of the number of events 
between 1993 and 1991+92, reasonably distributed with a x2 for the ratios given inside 
the plots. 
Finally, the 1993 data sample is divided into 3 subsamples depending on the LEP 
running energy, a.nd the branching ratios measured for the different samples a.re con-
sistent (for peak sample the values a.re even higher than for the pea.k±2 GeV samples 
for both leptons, which is contrary to a. possible effect due to background). 
14.2.4 fh-'tl 
The hadron contamination in lepton samples ( ~ 1.2%) has been determined by 7r 0 tagging 
(also by dE/dx tagging for electrons), and showed no variation over the 3 years of data 
taking (see Figure 14.5)3 . 
There is no indication to believe that the tagging procedure yielded uncorrect value 
for hadron contamination in one year compared to other years, and the statistical 
precision of the determination puts a bound as 
Another check is provided by the global analysis of all r branching fractions [24] 
where it is observed that the excess of leptons in the 1993 data compared to 1991 +92 
is not correlated to the drop of a specific hadron channel (say r--+V7 7r or r--+v7 p) as 
3 A slight year-dependence for hadron contamination is expected due to the difference of TPC 
(dE/dx) running conditions and calorimeter calibrations. 
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opposite to leptons 
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Figure 14.4: The composition of opposite hemispheres of leptons: the difference of the 
number of events (left side) and the ratios (right}, where Nevents(91 + 92) is scaled to 
the 1993 rr sample. TheY in e- Y (p- Y) denotes an unidentified particles in ECAL 
cracks (P < 2 GeV/cJ, and 'rr' includes also many-good-tracks hemispheres. The x2 for to this observation with the average shown by two vertical Jines is given. 
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Figure 14.5: Measured hadron contamination in tl1e lepton samples as a function of 
momentum for different data sets. 
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could be expected from a misidentification problem, but is rather uniformly balanced 
by all the hadronic modes (see Figure 14.6)4 • 
14.2.5 (ct)w 
The 4. 7% inefficiency for electrons due to ECAL crack cut is purely geometric, and 
the low momentum accpetance agrees well between the two data sets (Figure 14.7), no 
systematic effect should exist here. 
Apart from the track selection inefficiencies, the inefficiency from the misidentifica-
tion of leptons as hadrons is very small~ 0.6%. Figure 14.8 compares the likelihood 
probability distributions between 1993 and 1992. They agrees remarkably well. A 
bound on the variation of (c:t)ID is put from the statistics of reference samples as 
14.2.6 Conclusion 
In conclusion, no systematic effect is found beyond the quoted uncertainties and the 
only possible explanation at this stage is a statistical fluctuation in the number of 
electrons (mostly) and muons. 
Finally, Figure 14.9 shows the 1993/92 comparison of momentum spectra for both 
leptons where overall excess over the expected value 0.971 is obtained. 
14.2. 7 Summary for systematic uncertainties 
A summary of the uncertainties appears in Table 14.2. It should be emphasized that 
estimated systematic uncertainties are the result of measurements in the most critical 
cases, since the Monte Carlo simulation cannot be trusted at this level of precision. 
The effects not directly measured are the simulation for radiation (ISR, FSR, and 
in decays) : ISR should not affect Err/ C:t, while the effect of FSR and radiations in 
4The track merging for 3-prong T decays resulting in a good track and giving a high ionization (to 
be identified as an electron) is negligible. This was studied by looking at the HCAL energies and the 
number of reconstructed tracks for electron hemispheres with R > 1.9, and no yearly variation was 
observed. 




5hn° • ' 
' 
' 
Sh • ' 
' 
















h2n° • ' . 
hno ' 
h • 
• J..l . THIS analy~is 
e 
' . 
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 
B93-B91+92 (%) 
Figure 14.6: 
The difference of hadronic branching ratios between 1993 and 1991+92 data sets ob-
tained with the global analysis {24}, where E( B;) = 100% is assumed and the inputs for 
leptonic part (backgrounds and particle identification) have been determined by this 
analysis. 
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Figure 14.7: 1993/1992 comparison of small momentum acceptance for 1 good track 
hemispheres where 1992 data is normalized to 1993 in triangle after rr selection. 
decays on c:f•1 should be negligible since the QED effects are well controlled at a O(a) 
level [58], and only O(a2 ) effects can be expected to contribute5• 
Clearly this analysis is statistics-limited and will profit from larger data sets avail-
able in 1994 and 1995. 
Systematics for hadronic branching ratios 
The systematic error from the knowledge of 1-prong hadronic r decays would be small 
since it enters through the misidentifcation of hadrons into leptons : 
"j' Bl-prong ~Bl-prong 
L.\ h---'tl . h . h 
Bz 
where Llff.---+z = 1.3%, B,:-prong = 0.5, and LlB~-prong = 1%, yielding 0.04%. 
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PROBe 
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PROBJ.t 
Figure 14.8: Probability distributions of the identified leptons : the points and the 
histogram correspond to 1993 and 1992 data, respectively. Below P1 = 0.5, the particle 
is classified as a hadron. 
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Figure 14.9: The ratio (1993/92) of the number of lepton hemispheres as a function of 
momentum, showing an overall excess compared with the expected value 0.971 indi-
cated by the horizontal line. 
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e J.! 
statistics(Data) 6.5 6.4 
statistics(MC(*l) 1.4 1.3 
rr selection 1.2 1.2 
non-r background 1.4 1.4 
l selection 0.9 0.7 
single track 0.6 0.2 
ID efficiency 1.0 1.0 
hadron contamination 0.7 0.8 
hadronic BR 0.4 0.4 
r polarisation 0.2 0.4 
total systematics 2.9 2.6 
l*) Considering the MC statistics as a systematic error is a conservative 
approach, since it is dominated by the cosO* -cut which is purely geometric 
with a negligible systematic error. 
Table 14.2: Summary of relative uncertainties (in °/oo)· 
Systematics for r polarisation 
The efficiency of the energy cuts depends on the r polarisation : leptons from the 
negatively polarised taus are affected more by the cuts imposed at high energy (against 
Bhabhas and dimuons) than from the opposite polarisation, while the low energy cuts 
(P < 2 GeV /c for muon identification and 11 cuts) remove more frequently leptons 
from the positively polarised taus. 
From a KORL06 Monte Carlo study, the following table for £(' for each helicity 
(±) is obtained : 
£1 £/ 
electrons 0.7329 0. 7161 
muons 0.7284 0.6872 
which indicates that the low energy cuts have more effect (2 % for electrons and 6% 
for muons) than high energy ones. 
Thus the limited knowledge for r polarisation6 is translated into a systematic error 
as: 
6The Monte Carlo input forT polarisation is -0.129. 
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and with D.P = 2% it is 0.02% for e and 0.04% for p. 
Momentum distributions 
The momentum distributions are shown in Figure 14.10 and 14.11, in good agreement 
with the simulation including backgrounds. 
14.2.8 Comparison with other experiments 
Figure 14.12 compares the results for the leptonic branching ratios with the other 
experimental results. They agree well with the average value of other experiments, but 
more precise (The PDG94 value is Be= (18.01±0.18)% and B~ = (17.65±0.24)%.). 
14.3 Tests of lepton universality and a 5 
14.3.1 e - ft universality 
The ratio of the muon to electron branching fractions is 
B 
B: = 0.9732 ± 0.0095(stat) ± 0.0033(sys) (14.3) 
taking into account correlated systematic effects7 • 
The value is consistent with standard theory (0.9726, refer to Chapter 2), and from 
the relation 0.9726 = (gef g~)2 • B~f Be it yields a test of p- e universality in the charged 
weak currents (W!V, couplings) 
7 For the statistical error 1 a multinomial random experiment with Be, B11 , and 1.-Be -Bp has been 
performed to estimate the r.m.s. of B"/ Be ditribution. The uncertainties on the err and hadronic 
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Figure 14.10: The electron momentum distributions (insert for low-momentum elec-
trons in 0.15 GeV /c bins). The dotted histogram is for the MC with backgrounds 
indicated from 1r misidentification and non-T sources (BKG). The MC is normalized 
inside this plot. 
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Figure 14.11: The measured muon spectra. 
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Figure 14.12: Comparison with other experiments. 
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g~ = 1.0003 ± 0.0051 
g. 
where unity corresponds to perfect e- p. universality. 
237 
(14.4) 
The result compares well (but it is more precise) with the PDG'94 value [21] 
1.0009±0.0081 obtained from the published measurements on T leptonic decay frac-
tions. Currently, including this work and other preliminary values presented in [4], the 
e- p. universality is tested using leptonic r decays with a precison of 3-4°/00 [21] : 
gp.j 9e = 1.0008±0.0035 ( r--tvrlvt) 
The result from leptonic r decays applies to the coupling to a transverse W, while 
the best test of e- p. universality from 11"--tliJt decays, 1.0012±0.0016 [19, 20], pertains 
to a longitudinal W and could in principle be different. 
With leptonic W decays, the UA1 collaboration found [17] g~f g. = l.05±0.07(stat) 
±0.08(syst). 
14.3.2 f.l- r universality 
Since the ratio of muon to electron branching ratios agrees with theory, they can be 
combined into a consistent leptonic branching ratio for a zero mass lepton8 
B'/'~0 = 0.1779 ± 0.0007(stat) ± 0.0004(sys) (14.5) 
This result can be combined with the current ALEPH determination of the r lifetime 
[59] T7 = (292.5±2.8± 1.5)/ s to directly check Jl-T universality in the charged current 
couplings : 
(14.6) 
8 A multinomial Monte Carlo experiment has been performed for the sum of Be and B" to obtain 
the statistical error, and the common errors between them (on the err and hadronic BR) have been 
taken into account for the average. 
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where 8w and 8~ deviate only very slightly from unity ( -3.0 10-4 and 8.610-5 , re-
spectively; see Chapter 2). Figure 14.13 shows the comparison with universality using 
mr = 1777.00 ± 0.26 MeV /c2 [16], or equivalently 
gr = 0.9964 ± 0.0055(ALEPH 7r) ± 0.0023( Bt) ± 0.0004( mr) (14. 7) 
g~ 
Using the world averaged 7 lifetime [21] 7r = (291.6 ± 1.6)fs, the value becomes 
gr = 0.9979 ± 0.0027( world av. 7r) ± 0.0023(Bt) ± 0.0004( mr) (14.8) 
g~ 
in good agreement with Jt - 7 universality, less than 0.6 standard deviation from 
unity (see Figure 14.14). 
The result agrees well with the PDG'94 value [21] of grfg~ = 0.9930±0.0065. 
14.3.3 CYs 
The value for B;"'=0 = 0.1779 ± 0.0008 gives 
Rr(ALEPH) = 3.65±0.026 (14.9) 
which then implies 
a.(mr) = 0.372±0.024(ALEPH, using Rr from Bt only) (14.10) 
It compares with the value obtained from the combined fit for a. using the Rr 
(Eq. 14.9) and the first four moments (Chapter 2) of spectral functions : 
a.(mr) = 0.356±0.022(ALEPH, combined fit) (14.11) 
After running, both approaches yield a.( mz) respectively 
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Figure 14.13: Test of fJ.- 7 universality: the uncertainty on the prediction comes from 
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Figure 14.14: Test of f.£- r universality using the world averaged r lifetime. 
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a.( mz) MS = 0.1226±0.0016( Bt )±0.0016(!(4 uncertainty )±0.0010( running )±0.16. 
(14.12) 
as( mz )Ms = 0.1211±0.0016( Bt and moments )±0.0016( K4)±0.0010(running)±0.16. 
(14.13) 
where 6. comes from the theoretical uncertainty on the non-perturbative effects (6. ~ 0.01 - 0.06). 
The results are in good agreement with the value obtained from Rt = 20. 795±0.040 
of zo decays [11 J 
a.( mz) Ms = 0.126±0.005( stat. combined LEP)±0.002(Higgs) 
where the value is obtained with mH = 300 GeV /c2 , and the second error corre-









To date measurements of K0 production in T decays have been essentially limited to 
the study of K*(892) in the T- ---+ Fri<:5 rr- channel1 using the rr+rr- decay of the K:S. 
More complete studies are worthwhile, not only to improve the general knowledge ofT 
decays, but also because K0 production can affect measurements of the main r-decay 
modes. In particular K[_'s have gone undectected in the past, and decays Ks ---+ rr 0 7r 0 
can be confused with other hadronic T channels. 
Recently, ALEPH reported the 9 decay modes containing one charged and/or one 
neutral kaon using the data collected in 1991-1993 (44, 61, 23]. The method applied by 
ALEPH was to classify the 1-prong hadronic T decays according to their rr 0 multiplicity 
(up to two rr 0 's) detected by an electromagnetic calorimeter and to Ko multiplicity 
(up to one K0 ) reconstructed in a fine-grain hadronic calorimeter by tagging their 
K£ component, and then determine the charged K fraction using a dE/dx measurement 
in the central detector. This method emphasizes the orthogonality of Ko identification 
by K£ tagging to the dE/dx measurement, while the conventional K:S ---+rr+rr- tagging 
makes the ionization information more difficult to use because of close tracks. 
The complementarity between measurements of the charged particle, of the photons 
from 7r 0 's and of the K£ 's allows the first measurement of several decay modes of the 
T lepton. This approach is also useful to determine the background in channels like 
T- ---+ vriC and T- ---+ vriCrr 0 [44] experimentally, and to improve our presently poor 
knowledge of the T decays involving strange particles. 
1 Inside ALEPH, this work has been performed initially by A. Frey (1992), and then by M. Davier 
and myself (1992-93), and now this channel is analyzed by F. J3ossi. 
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The present results deal with K0 production in one-prong r decays : 
where the charged hadron h- is further identified statistically using dEidx. 
15.2 Event selection 
(15.1) 
(15.2) 
A data sample corresponding to about 1.6 million hadronic zo decays collected by 
ALEPH in 1991-93 is analyzed. The TT events are selected offiine with an efficiency of 
91.5% within the geometrical acceptance of 85.7% with a background contamination 
of 1.9%, the largest contribution coming from Bhabha events (0.7%)2• 
Then the events are divided into two hemispheres each containing one r final state. 
The 1-prong hadronic T decays are identified as one charged particle originating from 
the interaction region ( 2': 4 TPC pads, Idol < 2 em, lzol < 10 em) with a momentum 
larger than 2 GeV I c, and typical ECAL and HCAL shower distributions. The non-r 
background to this 1-prong hadronic sample is 0.2%. The hadron identification effi-
ciency in this momentum range is 98.5% (0.9% of them being misidentified as muons), 
while the r backgrounds from the misidentified electrons and muons are 0.18% and 
0.22%, respectively. 
The photons are detected in ECAL with an energy threshold of 300 MeV and 7r 0 's 
are reconstructed with a cut on the TY invariant mass, 0.09-0.19 GeVIc2 • Since high-
energy 7r 0 's cannot be easily resolved and low-energy photons are lost, single photons 
with an energy larger than 4 GeV are also retained as 7r 0 candidates. 
This allows the decay data sample to be split in 2 classes : 
h + 01 and 2 < Ph < 20 GeV I c 
h + l7r0 or 1{ with E., >4 GeV and 2 < Ph+ E,,,., < 30 GeV 
Because K 0 's carry a large fraction of the r energy, the remaining total hadronic 
energy measured in TPC and ECAL must be less than 20 GeV (30 GeV) in the 'h' 
('h 7r 0 ') sample. 
A sample of about 125000 T decays are obtained from the ALEPH 1991-93 data 
taking, yielding a sample of 48000 one-prong hadronic r decays. 
2In this analysis, additional rejections done for leptonic r decay analysis are not applied. 
, 
I 
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15.3 Calorimetric selection 
The K£ selection proceeds using only hadronic calorimetry. The charaCteristic K£ 
behaviour is a large energy deposition in HCAL, exceeding the expected amount from 
the charged hadron alone. Furthermore, there should be a displacement of the energy 
barycentre from the extrapolation point of the track in the HCAL. These two features 
are well-illustrated in Figure 15.1, showing typical events selected by the n1ts described 
below. Note that only the tower read-out of HCAL and its well-calibrated energy 
response are used. The detailed pattern of the hit tubes (projected into a plane normal 
to the beams) is not used in the selection because the shower topologies of the charged 
hadron and the KL, vary considerably depending on whether the respective showers 
begin in the ECAL, in the coil or in the HCAL. However, the digital patterns can be 
very helpful in checking the selection procedure, and they have been used for verification 
in the visual scan of the selected events. 
The displacement of the HCAL energy barycentre should occur mostly in the plane 
transverse to the beams, since the effect of track bending in the magnetic field domi-
nates over the typical opening angles (a few degrees) in r decays at the zo peak. Then 
a K£ is tagged by using the two characteristic variables defined as 
(i) The relative energy excess 
(15.3) 
where EucAL is the sum of the energies for HCAL clusters within a 30° cone 
around the charged hadron of momentum Ph and O'h = 0.9j Ph(GeV /c) is the expected 
fluctuation of the charged hadron energy measured in HCAL. 
(ii) The transverse angular offset 
[J<p = ~)cPbarycentre - cPtrack impact) (15.4) 
where~ = + 1 if the energy weighted azimuthal angle cPbarycentre between the HCAL 
clusters is inside the charged hadron bending and~= -1 if outside (tangential to the 
track curvature), and cPtrackimpact is the azimuthal angle of the charged hadron at the 
beginning of the HCAL. 
Thus, the presence of a KL, should be signalled by a positive value for OE and a 
negative value for 15</J. 
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Using a Monte Carlo simulation of r production and decay [50], the final cuts in the 
(oE, o¢>) plane are chosen to minimize the non-K£ backgrounds while keeping a reason-
able efficiency. Three conditions must be simultaneously satisfied (see Figure 15.2) : 
OE > 1 
o¢> < -1° 
-?OE +so¢>+ 64 < o 
(15.5) 
where o¢> is expressed in degrees. In addition, to avoid small fluctuations of the 
charged hadron shower energy, an absolute cut is placed on the residual HCAL energy 
EucAL- Ph > 4 GeV (15.6) 
maintaining high efficiency, since the expected K[, energy spectrum vanishes below 
an energy of about 4 GeV. 
Additional cuts are applied to remove further backgrounds: 
• Final states with a charged hadron and 7r 0 's in which part of the 71" 0 energy leaks 
into HCAL (through the cracks between ECAL modules) can simulate a fake 
K[, signal. A cut on the ¢> angle of the 'neutral' H CAL cluster (when different 
from the charged-particle associated cluster) is applied around the module edges 
of ECAL. 
• A small contribution from 3-prong events with only one (good) reconstructed 
track is also present. To reduce it to a negligible level, events with badly recon-
structed tracks missing the interaction region are rejected. 
The effect of the ( oE, o¢>) calorimetric cuts is shown in Figure 15.2 for the hK[, and 
hrr° K[, samples. A clear tail, originating from K[,'s, is observed both in the data and 
the Monte Carlo. The shapes of the OE, o¢> and residual HCAL energy distributions 
have been checked and agree with the Monte Carlo predictions within statistics. 
Whereas the analysis depends on the Monte Carlo to estimate the background from 
71" 0 energy leakage into HCAL, this is not the case for channels with only a single charged 
hadron. In the latter case, the o¢> distribution should be essentially symmetric since 
shower fluctuations can occur on either side of the track impact. Thus, it is possible 
to check the Monte Carlo estimate of this background by counting events in a (oE,o¢>) 
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region symmetric to the chosen cuts (Eq. 15.5) with respect to o<f>. The number of 
background events is 2 (2) in the hi<£ (htr° K£ ) samples, in fair agreement with the 
Monte Carlo expectation of 3.9 ± 1.0 ( 4.3 ± 1.0), respectively. 
The charged hadron in each r decay is statistically identified as a pion or a kaon 
using the dE/dx measurement in the TPC, following the method described in [44]. The 
distribution of the kaon estimator P K should show an excess above the distribution 
for pure pions near PK "' 1. Figure 15.3 shows clear evidence for the K-K£ and 
K-tr°K£ channels in the hK[, and htr°K[, samples, respectively. In both cases, since 
the number of events is quite low, the K fractions are obtained through an unbinned 
likelihood fit, using the experimentally determined probabilities for pions and kaons for 
each particle. From a hK£ sample of 111 events, the dE/dx fit yields a kaon content 
of 13±4, while the kaon rate is 5±2 among the 28 /m0 l('L events. 
The efficiencies and purities relevant for all r decay channels are obtained from the 
Monte Carlo [50], supplemented by a separate sample of the r- --+ v7 K-K 0 mode which 
is not included in the present version, KORAL063. Almost all backgrounds correspond 
to decay modes with relatively well-known branching fractions, except for the tr-KoKo 
mode. This channel accounts for 50% of the background in the tr-Ko channel using an 
estimate based on measurements of the related channel tr-K+K- [62, 63] which have 
large uncertainties. An uncertainty of ± 50% is assigned to this contribution in the 
systematic error. 
15.4 Results and discussions 
The efficiencies are expressed (Table 15.1) in terms of produced K0 's even though the 
method is sensitive mostly to the K£ component. The detected sample actually cor-
responds to approximately 87% K[, and 13% Iq., and therefore the total K0 efficiency 
is quoted for clarity. The systematic uncertainties are dominated by the calorimetric 
cuts. Since the measured distributions do not show any significant deviations from the 
Monte Carlo expectations (see Figure 15.4), it is possible to place limits on systematic 
effects in the description of showers in HCAL (energy calibration, shower fluctuations). 
Varying the values for the cuts in the simulation within limits compatible with the 
agreement between data and Monte Carlo would change the efficiencies by as much as 
± 7%, a value limited by the statistics of the data sample. 
The final branching fractions, scaled to the full K0 rate, are determined : 
3The simulation of the r- -t vrK 1< 0 channel assumes a spin-one state for the hadronic system, 
as expected from the dominance of first-class currents. 
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B( r- -+vriT-1<0 ) = 0.79±0.08±0.09% (15.7) 
B(r- -+vri<-1<0 ) = 0.26±0.08±0.02 % (15.8) 
B( r- -tVr7r-7r°K0 ) = 0.32±0.07±0.05 % (15.9) 
B( r- -+vrK-rr°K0 ) = 0.10±0.04±0.03% (15.10) 
where the first error is from the data statistics and the second from the systematics. 
Branching fractions for the decays r- -+ vrK-K0, Vr7r-rr°K0 and vrK-7r°K0 are 
measured here for the first time. The measurement of the K- K0 mode can be compared 
to an experimental upper limit of 0. 26% ( 65]. 
Table 15.1: Summary of the results. Here "correction" is the number of background 
events to be subtracted. 
sample decays channel !(± correction c(%) 
'hi<£' 111 KK0 13±4 -1 3.0 
d<o 98± 10 -19±5 6.3 
'h7rol<o' L 28 K7r0l(O 5±2 -1 2.9 
7r7rol(o 23±5 -8±2 2.9 
The 1r K0 final state is dominated by K* production as expected. The 1r K0 invariant 
mass distribution, plotted in Figure 15.5, agrees with the Monte Carlo simulation and 
the fitted mass of 898±23 MeV agrees with the standard value (14]. Scaled to the full 
K* decay modes using isospin invariance, the rate of the r decay into K* is 
B(r--+ VrK*-(892)) = 1.19 ± 0.12 ± 0.13% (rrK£ mode) (15.11) 
This result, obtained with the rr K£ mode, can be combined with the independent 
measurement using the Krr0 and 1rK$ modes in ALEPH (23] 
B(r--+ vrK*-(892)) = 1.56 ± 0.12 ± 0.15% (K1r0 mode) 
B(r--+ vrK*-(892)) == 1.50 ± 0.30 ± 0.18% (rrK$ mode) 
where the latter one is obtained using only the 1991-92 data, giving 
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(15.12) 
where the uncorrelated systematic uncertainties have been added in quadrature. 
The combined measurement is consistent with the previous world average (15], (1.42±0.18) 
%. 
A test of Standard Model can be performed in the strange sector of the r : using 
the ALEPH value B( r--+v7 I<) = (0.72±0.06)% from (23] and Bi'~0 measured in the 
previous part, the ratio 
(15.13) 
is obtained and can be compared to 0.0393±0.0002 expected from r- p universality, 
the measured K --+v~p decay rate and radiative corrections. 
The ratio Bg·f BP is related to the corresponding ratios for the decay constants 
through the Cabibbo angle and known kinematical factors (26] 
fp e 
-1 =tan c [(• 
m~ + 2mJ<. 
m 2 +2m2 
, T p 
and together with B(r---+ VrP-) = 25.02±0.20% (24] gives 
/p = 0.93±0.03 !K· 
(15.14) 
(15.15) 
which compares to hL1• = 0.82±0.04 (23] obtained from a similar relation of Bg /B. !( 
to this ratio. 
The branching fraction for the decay r- --+ vrK-K 0 can be compared to theoretical 
estimates. In principle, this decay rate could be extracted from e+ e- --+ K+K-, K£K~ 
data by isolating the isovector component, but this is not possible with presently avail-
able data. Using the isovector channel e+ e- --+ 7r+7r- scaled by a kinematic fac-
tor to take into account the 1r-K mass difference, estimates of (0.11±0.03)% (66] and 
(0.16±0.02)% (37] are obtained. These values are smaller than the present measure-
ment, but they do not take into account SU(3)-breaking, which could result into a 
different resonance behaviour in the 1r1r and KK channels. 
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Finally, the sum of the exclusive modes considered here and presented in [23] sat-
urates the 1-prong inclusive K rate with an accuracy of 0.1% : 
(15.16) 
As a conclusion, the results presented in this chapter together with dE/dx and 
K$ analyses in ALEPH offer a consistent and complete set of measurements of kaon 
production in one-prong hadronic r decays. 
15.4. RESULTS AND DISCUSSIONS 
~ ALEPK 
(a) The produced K£ is identified by an energy excess (27 GeV), mea-
sured on the tower readout and displayed as a histogram in the hadronic 
calorimeter (HCAL), which is offset in azimuth with respect to the im-
pact of the rr track (3.5 GeV /c). The digital pattern of the streamer 
tubes is a further check of the K£ shower. 
~ALEPH 
(b) The I<[. is identified by a 41 GeV energy cluster measured in HCAL 
with -16' offset with respect to the impact of the 3 GeV / c 1r track. 
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Figure 15.1: Two r-pair events in the ALEPH detector (view transverse to the beams), 
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(b) MC backgrounds 
(c) data(91-93) 
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Figure 15.2: (oE,o¢) distributions for 'h' and 'h 7r 0 ' samples. The signal for hJ(L, is 
K* -tn: KL, and KKL, and for hn:° KL, is U 0 K'L and Kn:° KL, . 
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Figure 15.3: PK distributions for 'hi<[.' and 'hrr°K[.' samples. 
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Figure 15.4: Data and Monte Carlo comparison of relevant variables for hi\£ sample 
(a), and h1r•K'L sample (b). 
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The r+r- events from zo decay are selected offline with a high efficiency of 91.3% 
within the geometrical acceptance of 85. 7%. The physics backgrounds are kept small 
(0.85%, the largest contribution coming from Z-+qq, 0.26%) and carefully estimated 
using mostly data with help of Monte Carlo simulation. 
Then each r+r- event is divided into two hemispheres each containing one T final 
state. A hemisphere is defined as containing a leptonic T decay. if it has only one 
good track reconstructed in the TPC, which is identified as an electron or a muon by 
the likelihood charged particle identification (TAUPIDX) and the invariant mass with 
neighbouring photons is not compatible with hadron resonances. The overall electron 
(muon) identification efficiency in the selected T decays is 92.9% (93.9%), where the 
largest inefficiency is due to a geometrical ECAL crack cut for electrons and momentum 
cut (P > 2 GeV /c) for muons. 
The lepton selection and identification efficiencies are obtained from data by com-
paring data and simulation for relevant variables, and using kinematically tagged data. 
The total systematic error on the leptonic T decay fractions is 2.9%ofor B. and 2.6%ofor 
B,, dominated by Monte Carlo statistics (1.4%o), non-r backgrounds (1.4%o) and TT 
selection uncertainty (1.2%0 ). Finally, the following branching ratios are obtained : 
Be = (17.79±0.13)% 
B, = (17.31±0.12)% 
These measurements allow to test precisely the e - f1 universality in the charged 
weak current couplings (Wliit) 
258 
g,, "' 1.0003 ± 0.0051 
9e 
where unity corresponds to perfect e - /J. universality. 
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Furthermore, when combined with the current determination of T mass (mr = 
1777.00±0.26 MeV /c2 ) and the world average r lifetime h = 291.6±1.6 fs) they yield 
the most accurate test of f.' - T universality : 
gr = 0.9979 ± 0.0027(worldav. Tr) ± 0.0023(81) ± 0.0004(mr) g, 
again consistent with unity. 
This determination of leptonic branching fractions gives 
RT "'3.65±0.026 
which allows one to extract the most precise measurement of a,(mz) 
a,(mz )Ms = 0.1226±0.0016( experimental error) 
In addition, a hadronic r final state containing a K£ is studied, which nicely demon-
strates the ALEPH capabilities of K£ identification. The following results are obtained 
B(r- -+ vT1r-W) 
B(r--+ vrK-K0 ) 
B(r--+ Vr1f-7ro J(o ) 
B( T- -+ VrK-1f° K 0 ) 
B(r- -+ VrK•-(892)) 
(0.79 ± 0.08 ± 0.09)% 
= (0.26 ± 0.08 ± 0.02)% 
(0.32 ± 0.07 ± 0.05)% 
(0.10 ± 0.04 ± 0.03)% 
- (1.38 ± 0.08 ± 0.08)% 
The results, combined with a global analysis of all T branching ratios, are im-
portant to separate truly exclusive hadronic channels as opposed to often-measured 
semi-exclusive final states. 
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In the present analysis, great care has been exercised in order to measure all relevant 
efficiencies to reduce systematic effects. As a result the systematic uncertainties are 
much smaller than the statistical ones. Therefore, additional data taken in 1994 and 
foreseen in 1995 will directly profit from this analysis and one can expect to reach a 
precision level of 3°/oofor either Be or B, in ALEPH. This will bring the test of p. - e 
universality at the best level and improve further the test of p.- T universality with a 
corresponding (probably smaller) improvement in the T lifetime measurement. 
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Conclusion 
Les evenements TT de Ia desintegration du Z' sont selectionnes avec une efficacite de 
91.3% dans l'accepta.nce de 85.7%. Les bruits de fond physiques sont petits (0.85% dont Ia 
contribution principale vient de Z-4qij, 0.26%) et sont estimes en utilisant les donnees avec 
!'aide des evenements Monte Carlo simules. 
Ensuite, chaque evenement est divise en deux hemispheres, chacun contenant l'etat final 
d'un r. Un hemisphere est defini comme leptonique s'il n'a qu'une seule bonne trace recon-
struite par Ia TPC identifiee comme electron ou muon par TAUPIDX. Ce dernier identifie 
les particules chargees par Ia methode de vraisembla.nce. La. masse invariante de Ia trace 
chargee avec les photons voisins ne doit pas etre compatible avec !es resonances ha.droniques. 
L'efficacite globa.!e d'identification des electrons (muons) est de 92.9% (93.9%), ou Ia plus 
grande inefficacite est due a Ia coupure sur Ia geometriedu crack de ECAL pour les electrons 
eta Ia coupure sur l'irnpulsion(P > 2 GeV /c) pour les muons. 
Les efficacites de selection et d'identification sont obtenues par Ia comparaison des donnees 
avec les evenernents sirnules pour les variables concernees et en utilisant les donnees etiquetees 
cinematiquernent. L'erreur totale systematique sur les rapports d'embranchement leptoniques 
est de 2.9'/, pour B, et 2.6'/, pour B,,. Les valeurs des rapports d'ernbranchernent ainsi 
obtenues sont : 
B, = (17.79±0.13)% 
B,, = (17.31±0.12)% 
Ces mesures perrnettent de tester pn\cisement l'universalite e- JL des couplages du courant 
charge (Wlz71) 
g,, = 1.0003 ± 0.0051 
g, 
ou l'universalite parfaite correspond a Ia valeur de g,.jg, = 1. 
Si on combine ce resultat avec les determinations recentes de Ia masse du T (mT = 
1777.00±0.26 MeV /c') et de Ia duree de vie du r (rT = 291.6± 1.6 fs), on obtient le resultat 
le plus precis des tests de l'universalite JL- r : 
gT = 0.9979 ± 0.0027(moyenne mondiale rT) ± 0.0023(81) ± 0.0004(mT) g,, 
Aussi, l'etat final hadroniquc des r con tenant un 1<1, a etc etudie, rnontrant les capacites 
d'ALEPH pour !'identification de 1<1,· Quatre rapports d'embranchement du r pour des etats 
finals avec un !{~ ont 6t6 mesures dont trois pour les premieres fois (r-4vTKK', r-4vTtrtr' K', 
T-4VT Ktr' K' ) . 

R/ - .--. / . esume· 
. . . ' . . '. : . . .· . 
Dans. cette these, !'identification du lepton r par les produits de sa desintegration . 
permet Ia meshre de ses rapports d'embranchement dans les canaux avec tin electron, 
un muon; et ceux q1.1i contiennent unK£, · 
Unep~ire der+r~ peut etre produite au LEP par I~ processus d'am1ihilation e+e~ 
au Z 0 , e+e~ ~ zo -t r+r~, et les i se desintegrentselqn r -t v,X. $euls les etats 
· . finals avec · . · 
. X = eii •. , p.ii,., et 7r/K(ir0 )KI, 
. : .. . . . ·. -. -. . . . . . ·, . . . . 
ont ete consideres dans cette these. Environ 62000 evenements rront ete detectes 
par !'experience ALEPH pendant .la periodede 1991 a 1993 a l'energie de centre de 
masse de 91 GeV, aupicdelaresonance zo. . · · · 
. L'erreur. totaie systematique sur les rapports cl'embranchementleptoniques est de 
2.9°/oo pour B. et 2.6°/oo ·pour Bp.' . Les ~aleius des rapports d'embranchement ainsi 
obtenues sont : · · · · 
. B. = (17;79±0.13)% 
B" = (i7.31±0.12)% 
Ces mesures permettent de tester precisement l'universalitee-p- rdes couplages .. 
du courant charge (Wlv1) · 
gp. . . . . . 
- = 1.0003 ± 0.0051 
.. g. . . 
g, = 0.9979 ± 0,0027(moyenne rnondiale r,) ± 0.0023(B1) ± 0.0004(m,.) gp. . .· . . . . . ·... . •. ' ·. • . . .. • ·. . 
· ·. ou l'universalite parfaite correspond a Ia vale~r de .9,./g. =;1 et g;jg!' ~ l. . 
Aussi, l'etat final hadr~nique des r con tenant un KI, a ete etudie, montrant les · 
capacitesd'ALEPH pourl'identificationdeK[,. Quatr~e rapports d'erribranchementdu 
r pou.r des etatsfinals avec un I<£ <;>nt ete mes.ures dont trois pour les premieresfois 
(r-tv,KK0 ,r-tvr11"11"° Ko ,r-tv,K7r0 !<0 ). · 
