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Abstract. We study semilinear evolution equations dU
dt
= AU +B(U) posed
on a Hilbert space Y, where A is normal and generates a strongly continu-
ous semigroup, B is a smooth nonlinearity from Y` = D(A`) to itself, and
` ∈ I ⊆ [0, L], L ≥ 0, 0, L ∈ I. In particular the one-dimensional semilinear
wave equation and nonlinear Schro¨dinger equation with periodic, Neumann
and Dirichlet boundary conditions fit into this framework. We discretize the
evolution equation with an A-stable Runge-Kutta method in time, retaining
continuous space, and prove convergence of order O(hp`/(p+1)) for non-smooth
initial data U0 ∈ Y`, where ` ≤ p + 1, for a method of classical order p, ex-
tending a result by Brenner and Thome´e for linear systems. Our approach is
to project the semiflow and numerical method to spectral Galerkin approxi-
mations, and to balance the projection error with the error of the time dis-
cretization of the projected system. Numerical experiments suggest that our
estimates are sharp.
Keywords: Semilinear evolution equations, A-stable Runge Kutta semidis-
cretizations in time, fractional order of convergence.
AMS subject classification: 65J08, 65J15, 65M12, 65M15.
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1. Introduction
We study the convergence of a class of A-stable Runge-Kutta time semidiscretiza-
tions of the semilinear evolution equation
dU
dt
= AU +B(U) (1.1)
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2 C. WULFF AND C. EVANS
for non-smooth initial data U(0) = U0. In the examples we have in mind (1.1) is a
partial differential equation (PDE). We assume that (1.1) is posed on a Hilbert space
Y, A is a normal linear operator that generates a strongly continuous semigroup,
and that B is smooth on a scale of Hilbert spaces {Y`}`∈I , I ⊆ [0, L], 0, L ∈ I, as
detailed in condition (B) below. Here Y` = D(A`) ⊆ Y, ` ≥ 0. Note that condition
(B) depends on both, the smoothness properties of the nonlinearity B(U) and the
boundary conditions. Under these assumptions the class of equations we consider
includes the semilinear wave equation and the nonlinear Schro¨dinger equation in
one spatial dimension with periodic, Neumann and Dirichlet boundary conditions
(see Examples 2.3 - 2.8 below). For an example in three space dimensions see
Example 5.4. We discretize (1.1) in time by an A-stable Runge Kutta method; the
condition of A-stability ensures that the numerical method is well-defined on Y,
and is satisfied by a large class of methods including the Gauss-Legendre collocation
methods.
Discretizing in time while retaining a continuous spatial parameter means that we
consider the numerical method as a nonlinear operator on the infinite dimensional
space Y. This leads to several technicalities, in particular existence results for the
numerical method Ψh as well as the semiflow Φt and regularity of solutions in both
cases are required to ensure convergence results analogous to the finite dimensional
case. In [15], existence and regularity of the semiflow of (1.1) on a scale of Hilbert
spaces, corresponding results for the numerical method, and full order convergence
of the time semidiscretization for sufficiently smooth data are studied in detail. We
review the relevant results in Sections 2 and 3.
In this paper we consider the effect of non-smooth data on the order of con-
vergence of the time semidiscretization in this setting. We consider an A-stable
Runge-Kutta method of classical order p applied to the problem (1.1) with initial
data U0 ∈ Y`, ` ∈ I. The main result we give here, Theorem 5.3, shows that we
can expect order of convergence O(hq) where q(`) = p`/(p + 1) for 0 ≤ ` < p + 1.
This corresponds closely with numerical observation, cf. Figure 1. Given a time
T > 0 we prove the above order of convergence for the time-semidiscretization up
to time T for any solution U(t) of (1.1) with a given Y` bound. Here ` > 0 is such
that `− k ∈ I for k = 1, . . . , b`c (the greatest integer ≤ `). It is shown in [15] that
for ` ≥ p+ 1 we have full order of convergence O(hp).
The reduction in order of the method from p to q for ` < p+ 1 is caused by the
occurrence of unbounded operators in the Taylor expansion of the one-step error
coefficient. Our approach is to apply a spectral Galerkin approximation to the
semiflow of the evolution equation (1.1), and to discretize the projected evolution
equation in time. This allows us to bound the size of the local error coefficients in
terms of the accuracy of the projection. By balancing the projection error with the
growth of the local error coefficients we obtain the estimates of our main result,
Theorem 5.3.
Related results include those of Brenner and Thome´e [3], who consider linear
evolution equations U˙ = AU in a more general setting, namely posed on a Banach
space X , where A generates a strongly continuous semigroup etA on X . They show
O(hq) convergence of A-acceptable rational approximations of the semigroup for
non-smooth initial data U0 ∈ D(A`), ` = 0, . . . , p + 1, with q = q(`) = p`/(p + 1)
as above, if ` > (p + 1)/2 (when ` ≤ (p + 1)/2 they prove convergence with order
q(`) < p`/(p+ 1)). Kova´cs [9] generalizes this result to certain intermediate spaces
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with arbitrary ` ∈ [0, p + 1] and also provides sufficient conditions for when q =
q(`) = p`/(p+ 1) for all ` ∈ [0, p+ 1] (which are satisfied in our setting).
For splitting methods, where the linear part of the evolution equation is evalu-
ated exactly, a higher order of convergence has been obtained for specific choices
of ` and specific evolution equations in [13] and [6], see also Example 5.4 below.
While splitting methods are very effective for simulating evolution equations for
which the linear evolution etA can easily be computed explicitly, Runge–Kutta
methods are still a good choice when an eigen-decomposition of A is not avail-
able, for example for the semilinear wave equation in an inhomogeneous medium,
see Example 2.7. Moreover, the simplest example of a Gauss–Legendre Runge-
Kutta method, the implicit mid point rule, appears to have some advantage over
split step time-semidiscretizations for the computation of wave trains for nonlinear
Schro¨dinger equations because the latter introduce an artificial instability [18].
For Runge-Kutta time semidiscretizations of dissipative evolution equations,
where A is sectorial, a better order of convergence can be obtained, see [10] for
the linear case and [11, 12] and references therein for the semilinear case. Note that
our approach is different from the approach of [11, 12]. In [11, 12] some smooth-
ness of the continuous solution is assumed and from that a (fractional) order of
convergence is obtained, using the variation of constants formula. The order of
convergence obtained in [11, 12] is in general lower than in the linear case (where
full order of convergence is obtained in the parabolic case [10]), but no extra as-
sumptions on the nonlinearity B(U) of the PDE are made. In particular in [12,
Theorems 4.1 and 4.2] the existence of (ps + 2) time derivatives of the continuous
solution U(t) of a semilinear parabolic PDE (1.1) is assumed, where ps is the stage
order of the method. This assumption is then used to estimate the error of the
numerical approximation of the inhomogenous part of the variation of constants
formula. Here the stage order ps comes into play. Note that if the nonlinearity
B(U) of the evolution equation (1.1) only satisfies the standard assumption rather
than our assumption (B), i.e., is smooth on Y only (so that the Hilbert space scale
is trivial with L = 0) then the existence of U ′(t) can be guaranteed for U0 ∈ Y1
by semigroup theory [17], but it is not clear whether higher order time derivatives
of the solution U(t) of (1.1) exist as assumed in [12] - therefore in [12] also time-
dependent perturbations of (1.1) are considered. In this paper we instead take the
approach of making assumptions (namely condition (B) on the nonlinearity B(U) of
the evolution equation and the condition that U0 ∈ Y`) which are straightforward
to check and guarantee the existence of the time derivatives of the continuous solu-
tion U(t) up to order k ≤ `. We then obtain an order of convergence O(hp`/(p+1))
of the Runge-Kutta discretization which is identical to the order of convergence in
the linear case [3, 9]. In [11, Theorem 2.1] some smoothness of the inhomogeneity
of the PDE is obtained from the smoothing properties of parabolic PDEs, and this
is used to prove an order of convergence h log h, without the assumption of the
existence of higher time derivatives of the continuous solution U(t). Here we do
not consider parabolic PDEs, so that we cannot use this strategy.
Alonso-Mallo and Palencia [2] study Runge-Kutta time discretizations of in-
homogeneous linear evolution equations where the linear part creates a strongly
continuous semigroup. Similarly as in [12] they obtain an order of convergence
depending on the stage order ps of the Runge-Kutta method. They assume the
continuous solution U(t) to be (p+ 1)-times differentiable in t, but in their context
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the condition U(t) ∈ D(Ap−ps), where p is the order of the numerical method,
is in general not satisfied due to the inhomogeneous terms in the evolution equa-
tion, and this leads to a loss in the order of convergence compared to our results.
Note that in our setting, due to our condition (B) on the nonlinearity, provided
U(0) ∈ Yp+1 we have U(t) ∈ D(Ap+1) = Yp+1 and U(t) is p + 1 times differen-
tiable in t (in the Y norm) and so we get full order of convergence in this case (see
[15]). Calvo et al [4] study Runge-Kutta quadrature methods for linear evolution
equations U˙(t) = A(t)U(t) which are well-posed and prove full order convergence if
the continuous solution U(t) has p+ 1 time derivatives; they also obtain fractional
orders of convergence as in [3] for solutions U(t) ∈ Y` with ` < p+ 1.
We proceed as follows: in Section 2 we introduce the class of semilinear evolution
equations that we consider in this paper, give some examples, review existence and
regularity results of [17, 15] for the semiflow, and adapt them to the case of non-
integer `. In Section 3 we introduce a class of A-stable Runge-Kutta methods. We
review existence and regularity of these methods when applied to the semilinear
evolution equation (1.1) and a convergence result for sufficiently smooth initial data
from [15]. In Section 4 we study the stability of the semiflow and numerical method
under spectral Galerkin truncation, and establish estimates for the projection error.
Lemma 4.2 and 4.3 are established in [16] for integer values of `; for completeness
we review the proofs, which also work for non-integer `. In Section 5 we prove our
main result on convergence of A-stable Runge-Kutta discretizations of semilinear
evolution equations for non-smooth initial data. In Section 6 we generalize our
result to nonlinearities B(U) which are defined on domains other than balls.
2. Semilinear PDEs on a scale of Hilbert spaces
In this section we introduce a suitable functional setting for the class of equations
we subsequently study. We review results from [17, 15] on the local well-posedness
and regularity of solutions of (1.1) and give examples.
For a Hilbert space X we let
BRX (U0) = {U ∈ X : ‖U − U0‖X ≤ R}
be the closed ball of radius R around U0 in X . We make the following assumptions
on the semilinear evolution equation (1.1):
(A) A is a normal linear operator on Y that generates a strongly continuous semi-
group of linear operators etA on Y in the sense of [17].
It follows from assumption (A) that there exists ω ∈ R with
Re(spec(A)) ≤ ω, ‖etA‖Y→Y ≤ eωt, (2.1)
see [17]. In light of (A) we define the continuous scale of Hilbert spaces Y` = D(A`),
` ≥ 0, Y0 = Y. Thus the parameter ` is our measure of smoothness of the data.
For m > 0 we define Pm to be the spectral projection of A to spec(A) ∩ BmC (0), let
Qm = id−Pm and set P = P1, Q = id−P. We endow Y` with the inner product
〈U1, U2〉Y` = 〈PU1,PU2〉Y + 〈|A|`QU1, |A|`QU2〉Y , (2.2)
which implies
‖A`‖Y`→Y ≤ 1. (2.3)
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We deduce from assumption (A) that for u ∈ Y, limm→∞ Pmu = u, and from (2.2)
the estimates
‖A`PmU‖Y ≤ m`‖PmU‖Y , ‖Pm‖Y`→Y`+k ≤ mk, ‖QmU‖Y ≤ m−`‖U‖Y` (2.4)
for ` ≥ 0, k ≥ 0, m ≥ 1.
Remark 2.1. When ` lies in a discrete set such as N0, for ` > 0 often the inner
product
〈U1, U2〉` = 〈U1, U2〉Y + 〈A`U1, A`U2〉Y (2.5)
is used on Y` instead of (2.2). For ` = 0, for consistency, one defines 〈U1, U2〉0 =
〈U1, U2〉Y . The reason why we do not use this inner product here is that (2.2)
is continuous in ` as ` → 0, but the graph inner product (2.5) is not: we have
lim`→0〈U1, U2〉` = 2〈U1, U2〉Y = 2〈U1, U2〉0.
To formulate our second assumption, on the nonlinearity B, we introduce the
following notation: for Banach spaces X , Z, we denote by E i(X ,Z) the space of
i-multilinear bounded mappings from X to Z. For U ⊆ X we write Ckb(U ,Z) to
denote the set of k times continuously differentiable functions F : intU → Z such
that F and its derivatives DiF are bounded as maps from the interior intU of U
to E i(X ,Z) and extend continuously to the boundary of intU for i ≤ k. We set
Cb(U ,Z) = C0b(U ,Z). Note that if dimX = ∞, there are examples of continuous
functions F : U → Z where U is closed and bounded, which do not lie in Cb(U ,Z),
see e.g. [15, Remark 2.3]. In the following for ` ∈ R let b`c be the largest integer less
than or equal to ` and d`e be the smallest integer greater or equal to `. Moreover
for R > 0 and ` ≥ 0 we abbreviate
BR` = BRY`(0). (2.6)
We are now ready to formulate our condition on the nonlinearity B(U) of (1.1).
(B) There exists L ≥ 0, I ⊆ [0, L], 0, L ∈ I, N ∈ N, N > dLe, such that B ∈
CN−d`eb (BR` ;Y`) for all ` ∈ I and R > 0.
We denote the supremum of B : BR` → Y` as M`[R] and the supremum of its
derivative as M ′`[R], and set M [R] = M0[R] and M
′[R] = M ′0[R]. Moreover we
define
I− := {` ∈ I, `− k ∈ I, k = 1, . . . , b`c}. (2.7)
We seek a solution U(·) ∈ C([0, T ];Y`) of (1.1) for some T > 0, ` ∈ I, with initial
data U(0) = U0 ∈ Y`, and write Φt(U0) ≡ Φ(U0, t) ≡ U(t). The following result
is an extension of Theorem 2.4 of [15], see also [17], to non-integer ` and provides
well-posedness and regularity of the semiflow Φt under suitable assumptions.
Theorem 2.2 (Regularity of the semiflow). Assume that the semilinear evolution
equation (1.1) satisfies (A) and (B). Let R > 0. Then there is T∗ > 0 such that
there exists a semiflow Φ which satisfies
Φt ∈ CNb (BR/20 ;BR0 ) (2.8a)
with uniform bounds in t ∈ [0, T∗]. Moreover if ` ∈ I− and k ∈ N0 satisfies k ≤ `,
then
Φ(U) ∈ Ckb([0, T∗];BR0 ) (2.8b)
with uniform bounds in U ∈ BR/2` . The bounds on T∗ and Φ depend only on R, ω
from (2.1), and the bounds afforded by assumption (B) on balls of radius R.
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Proof. The proof of (2.8) is an application of a contraction mapping theorem with
parameters to the map
Π(W,U, T ) = etTAU +
∫ t
0
eT (t−τ)AB(W (τ))dτ, (2.9)
on the scale of Banach spaces Z` = Cb([0, 1];Y`), ` ∈ I, where we define Z := Z0.
The solution W (U, T )(t) = ΦtT (U) of (1.1) is obtained as a fixed point of (2.9)
for U ∈ BR/2Y (0) as in [15]. Here Π : BRZ(0) × BR/2Y (0) × [0, T∗] → Z. In order to
apply the contraction mapping theorem we first check that Π(W, ·, ·) maps BRZ(0)
to itself: For U ∈ BR/2Y (0) we have
‖Π(W,U, T )‖Z ≤ max
τ∈[0,1]
‖eτTAU‖Y + T eωTM0[R] (2.10)
≤ eωTR/2 + T eωTM0[R] ≤ R
for T ∈ [0, T∗] and T∗ small enough. So Π maps BRZ(0) to itself. Moreover for
sufficiently small T∗ there is c ∈ [0, 1) such that ‖DΠ(W,U, T )‖Z→Z ≤ c for all
W ∈ BRZ(0), U ∈ BR/2Y (0) and T ∈ [0, T∗] so that Π is a contraction. Hence,
W ∈ Cb(BR/2Y (0) × [0, T∗];BRZ(0)) with N derivatives in the first component. This
proves statements (2.8a) and also Φ(U) ∈ Ckb([0, T∗];BR0 ) in the case k = 0.
For k ∈ N, k ≤ ` it follows from the fact ` ∈ I− that the above argument applies
with Y replaced by Y`−j , j = 0, . . . , k. Hence there is some T∗ > 0 such that
Φ ∈ Cb(BR/2`−j × [0, T∗];BR`−j) for j = 0, . . . , k. As detailed in [15] for U ∈ BR/2`
the t derivatives up to order k can then be obtained by implicit differentiation
of Π(W (U, T ), U, T ) = W (U, T ) with Π defined above which implies that Φ(U) ∈
Ckb([0, T∗];BR0 ) for k ≤ ` with uniform bounds in U ∈ BR/2` . 
Note that this theorem extends to mixed (U, t) derivatives which are, however,
in general only strongly continuous in t, see [15] for details. For our purposes in
this paper the above theorem is sufficient.
Example 2.3 (Semilinear wave equation, periodic boundary conditions). Consider
the semilinear wave equation
∂ttu = ∂xxu− V ′(u) (2.11)
on [0, 2pi] with periodic boundary conditions. Writing v = ∂tu and U = (u, v)
T
Equation (2.11) takes the form (1.1) where
A = Q0A˜, A˜ =
(
0 id
∂2x 0
)
, B(U) =
(
0
−V ′(u)
)
+ P0A˜U. (2.12)
Here P0 is the spectral projector of A˜ to the eigenvalue 0. Since the Laplacian is
diagonal in the Fourier representation with eigenvalues −k2 for k ∈ Z, the eigen-
value problem for A separates into 2×2 eigenvalue problems on each Fourier mode,
and it is easy to see that the spectrum of A is given by
specA = {ik : k ∈ Z} \ {0}.
Note that P0A˜ has a Jordan block and is hence included with the nonlinearity B.
We denote the Fourier coefficients of a function u ∈ L2([0, 2pi];Rd) by uˆk, so that
u(x) =
1√
2pi
∑
k∈Z
uˆk e
ikx . (2.13)
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Then the Sobolev space H`([0, 2pi];Rd) is the Hilbert space of all u ∈ L2([0, 2pi];Rd)
for which
‖u‖2H` = 〈u, u〉H` <∞ ,
where the inner product is given by
〈u, v〉H` = 〈uˆ0, vˆ0〉Rd +
∑
k∈Z
|k|2` 〈uˆk, vˆk〉Rd . (2.14)
In the setting of the semilinear wave equation, we have
Y` = H`+1([0, 2pi];R)×H`([0, 2pi];R) , (2.15)
and the group etA is unitary on any Y`. So (A) is satisfied. Moreover in this
example, the inner product (2.2) on Y` corresponds to the inner product defined
via (2.14). If the potential V : R → R is analytic, then, by Lemma 2.9 a) below,
the nonlinearity B(U) is analytic as map of Y` to itself for any ` ≥ 0 and B and
its derivatives are bounded on balls around 0. Hence assumption (B) holds for any
L ≥ 0 and N > dLe with I = [0, L].
Example 2.4 (Semilinear wave equation, non-analytic nonlinearity). If V ∈ CN+2(R)
then (B) holds with I = [0, L] and dLe < N . To see this note that Lemma 2.9 c)
applied to f = V ′ ∈ CN+1(R) ensures that f ∈ CN−b`cb (BRH`+1 ;H`) for all R > 0
and therefore that (B) holds, noting that Y` is as in (2.15). Here we abbreviated
H` := H`([0, 2pi];R).
Example 2.5 (Semilinear wave equation, Dirichlet boundary conditions). When en-
dowed with homogeneous Dirichlet boundary conditions u(t, 0) = u(t, pi) = 0 the
linear part A of the semilinear wave equation (2.11) still generates a unitary group.
In this case we have P0 = 0, A = A˜, and
Y` = D(A`) = H0`+1([0, pi];R)×H0` ([0, pi];R).
Here H0` ([0, pi];R) = D((−∆)`/2), where ∆ denotes the Laplacian with Dirichlet
boundary conditions. By [8] for ` /∈ 2N0 + 12
H0` ([0, pi];R) = {u ∈ H`([0, pi];R) : u(2j)(0) = u(2j)(pi) = 0 for 0 ≤ 2j < `−
1
2
}.
If V : R→ R is analytic and even so that f = −V ′ satisfies the required boundary
conditions, the conclusions of Lemma 2.9 a) apply to f = −V ′ on the spaces
H0`+1([0, pi];R) and H0` ([0, pi];R), provided that ` + 1 /∈ 12 + 2N0 or ` /∈ 12 + 2N0,
respectively. Since we need −V ′(u) to map from an open set of H0`+1([0, pi];R)
into H0` ([0, pi];R) it is sufficient to satisfy either of those two constraints on `, at
least one of which is always true. So in this example condition (B) is satisfied with
I = [0, L] for any L ≥ 0. Moreover the condition that V is even may be relaxed to
the requirement that V (2j+1)(0) = 0 for 0 ≤ 2j ≤ L+ 12 .
Example 2.6 (Semilinear wave equation, Neumann boundary conditions). In the
case of Neumann boundary conditions on [0, pi], the operator A = A˜ from (2.12) is
again skew-symmetric and has the same spectrum as in Example 2.3. In this case,
Y` = Hnb`+1([0, pi];R) × Hnb` ([0, pi];R). Here Hnb` ([0, pi];R) = D((−∆)`/2), where ∆
now denotes the Laplacian with Neumann boundary conditions. Due to [8]
Hnb` ([0, pi];R) = {u ∈ H`([0, pi];R) : u(2j+1)(0) = u(2j+1)(pi) = 0 for 0 ≤ 2j < `−
3
2
} ,
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for ` /∈ 3/2 + 2N0. If V : R → R is analytic, then the conclusions of Lemma
2.9 a) apply to f = −V ′ on the spaces Hnb`+1([0, pi];R) (Hnb` ([0, pi];R)) whenever
` + 1 /∈ 32 + 2N0 (` /∈ 32 + 2N0). This follows from the fact that all terms in the
sum obtained from computing ∂2j+1x f(u) contain at least one odd derivative of u of
order at most 2j + 1, so that the required boundary conditions for f are satisfied.
Hence Condition (B) is satisfied for any L ≥ 0 with I = [0, L].
Example 2.7 (A semilinear wave equation in an inhomogeneous material). Instead
of (2.11), let us consider the non-constant coefficient semilinear wave equation
∂ttu = ∂x(a ∂xu) + b u− V ′(u)
with periodic boundary conditions where V ∈ CN+2(R), a, b ∈ CNb ([0, 2pi];R) are
2pi-periodic with a(x) > 0 and b(x) ≤ 0 for x ∈ [0, 2pi]. Then the conclusions of
Example 2.4 apply.
Example 2.8 (Nonlinear Schro¨dinger equation). Consider the nonlinear Schro¨dinger
equation
i ∂tu = ∂xxu+ ∂u¯V (u, u¯) (2.16)
on [0, 2pi] with periodic boundary conditions, where V (u, u¯) is assumed to be ana-
lytic as a function in u1 = Re (u) and u2 = Im (u). Setting U = (u1, u2), we can
write (2.16) in the form (1.1) with
A =
(
0 ∂2x
−∂2x 0
)
, B(U) =
1
2
(
∂u2V
−∂u1V
)
. (2.17)
The Laplacian is diagonal in the Fourier representation (2.13) with eigenvalues
−k2 and L2([0, 2pi];C)-orthonormal basis of eigenvectors e±ikx/√2pi where k ∈ Z.
Hence, the spectrum of A is given by
specA = {−ik2 : k ∈ Z}
and A is normal and generates a unitary group on L2([0, 2pi];C) and, more generally,
on every H`([0, 2pi];C) with ` ≥ 0.
By Lemma 2.9 a) below the nonlinearity B(U) defined in (2.17) is analytic as
map from H`([0, 2pi];R2) to itself for every ` > 1/2. Hence, assumption (B) holds
for the nonlinear Schro¨dinger equation (2.16) for any I = [0, L], L ≥ 0 if we set
Y` = H2`+α([0, 2pi];R2) for α > 1/2.
When we equip the nonlinear Schro¨dinger equation (2.16) with Dirichlet (Neu-
mann) boundary conditions we need to require that `+ α2 /∈ N0 + 14 (`+ α2 /∈ N0 + 34 )
and, for Dirichlet boundary conditions, we need the potential V to be even or sat-
isfy V (2j+1)(0) = 0 for 0 ≤ j < L + α − 14 . Here I = [0, L] \ (N0 + 14 − α2 ) for
Dirichlet boundary conditions and I = [0, L]\ (N0 + 34 − α2 ) for Neumann boundary
conditions.
The nonlinearities of the PDEs in the above examples are superposition operators
f : H`([0, 2pi];Rd) → H`([0, 2pi];Rd) of smooth functions f : D ⊆ Rd → Rd or
restrictions of such operators to spaces encorporating boundary conditions. To
prove that these superposition operators satisfy assumption (B) we have employed
the following lemma. Part a) of this lemma has already been stated in slightly
different form in [7, 14], and parts b) and c) follow from [15].
Lemma 2.9 (Superposition operators). Let Ω ⊆ Rn be an open set satisfying the
cone property.
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a) Let ρ > 0 and let f : BρCd → Cd be analytic. If Ω is unbounded assume f(0) =
0. Then f is also analytic as a function from BRH` to H` := H`(Ω;Cd) for
every ` > n/2 and R ≤ ρ/c with c from (2.19) below. Moreover f : BRH` →H` and its derivatives up to order N are bounded with N -dependent bounds
for arbitrary N ∈ N.
b) Let f ∈ CNb (D,Rd) for some open set D ⊂ Rd and N ∈ N. If Ω is unbounded
assume f(0) = 0. Let j ∈ N be such that j > n/2. Let D be an Hj bounded
subset of
{u ∈ Hj(Ω;R), u(Ω) ⊂ D}
and for R > 0, k ∈ N with k ≥ j let
Dk = D ∩ BRHk(0). (2.18)
Here Hk = Hk(Ω;Rd). Then,
f ∈ CN−kb (Dk;Hk), for k ∈ {j, . . . , N}
with R-dependent bounds.
c) Let D, f and j be as in b) and let L > n/2 be such that bLc ≤ N . Then
f ∈ CN−b`cb (D`;H`−1) for all ` ∈ [j, L],
with D` defined as in (2.18).
Proof. We restrict to the case d = 1. A generalization to d > 1 is straightforward.
To prove a) let ` > n/2. Then there exists a constant c = c(`) such that for
every u, v ∈ H`(Ω;C) we have uv ∈ H`(Ω;C) with
‖uv‖H` ≤ c ‖u‖H`(Ω;C) ‖v‖H`(Ω;C) , (2.19)
see, e.g., [1]. Let f be analytic on BρC and let
f(z) =
∞∑
n=0
an z
n (2.20)
be the Taylor series of f around 0 for |z| ≤ ρ. Let g : R→ R be its majorization
g(s) =
∞∑
n=0
|an| sn .
By applying the algebra inequality (2.19) to each term of the power series expansion
(2.20) of f(u), we see that the series converges for every u ∈ H` provided ` > n/2,
and that
‖f(u)‖H` ≤ c−1 g
(
c ‖u‖H`
)
+ |a0|(
√
|Ω| − c−1) , (2.21)
where c is as in (2.19), R ≤ ρ/c and a0 = 0 if Ω is unbounded. In other words, f is
analytic and bounded as function from a ball of radius R around 0 inH` = H`(Ω;C)
to H`. Similarly we see that the same holds for the derivatives of f .
To prove b) note that D is well-defined because by the Sobolev embedding the-
orem Hj(Ω;R) ⊆ Cb(Ω;R). In [15, Theorem 2.12], the statement was proved in the
case n = 1. The extension to the case n > 1 is straightforward. Here let us just
illustrate the idea of the proof for the example n = 1, N = 1 and j = k = 1. Then
f ∈ C1b(D1;L2) by the Sobolev embedding theorem, but also f ∈ Cb(D1;H1) since
for this we only need that ∂xf(u) = f
′(u)∂xu ∈ L2 with uniform bound in u ∈ D1
which is again true by the Sobolev embedding theorem.
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To prove c) note that for ` ∈ [j, L] we know from b) that f ∈ CN−b`c(Db`c;Hb`c).
Since D` ⊆ Db`c and Hb`c ⊆ H`−1 this implies f ∈ CN−b`c(D`;H`−1). 
3. Runge-Kutta time semidiscretizations
In this section we apply an A-stable Runge-Kutta method in time to the evolution
equation (1.1), and establish well-posedness and regularity of the numerical method
on the infinite dimensional space Y.
Given an (s, s) matrix a, and a vector b ∈ Rs, we define the corresponding
Runge-Kutta method by
W = U01 + ha(AW +B(W )), (3.1a)
Ψh(U0) = U0 + hbT (AW +B(W )), (3.1b)
where
U1 =
U...
U
 ∈ Ys for U ∈ Y, W =
W
1
...
W s
 , B(W ) =
B(W
1)
...
B(W s)
 .
Here, W 1, . . . ,W s are the stages of the method, we understand A to act diagonally
on the vector W , i.e., (AW )i = AW i, and
(aW )i =
s∑
j=1
aijW
j , bTW =
s∑
i=1
biW
i.
We define
‖W‖Ys` := maxj=1,...,s ‖W
i‖Y`
and re-write (3.1a) as
W = (id−haA)−1(1U0 + haB(W )), (3.2)
and (3.1b) as
Ψ(U, h) = Ψh(U) = S(hA)U + hbT (id−haA)−1B(W (U, h)), (3.3)
where S is the stability function, given by
S(z) = 1 + zbT (id−za)−11. (3.4)
In the following C−0 = {z ∈ C : Re(z) ≤ 0}. We assume A-stability of the numerical
method as follows (cf. [12]):
(RK1) S(z) from (3.4) is bounded with |S(z)| ≤ 1 for all z ∈ C−0 .
(RK2) a is invertible and the matrices id−za are invertible for all z ∈ C−0 .
Example 3.1. Gauss-Legendre collocation methods such the implicit midpoint rule
satisfy (RK1) and (RK2) [15, Lemma 3.6].
The following result is needed later on, see also [15, Lemmas 3.10, 3.11, 3.13]:
Lemma 3.2. Under assumptions (A), (RK1) and (RK2) there are h∗ > 0, Λ > 0
and σ > 0 such that for h ∈ [0, h∗]
‖S(hA)‖Y→Y ≤ 1 + σh (3.5a)
‖(id−haA)−1‖Ys→Ys ≤ Λ. (3.5b)
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Moreover, for any k ∈ N0, U ∈ Yk, W ∈ Ysk,
h 7→ S(hA)U ∈ Ckb([0, h∗];Y),
and
h 7→ (id−haA)−1W ∈ Ckb([0, h∗];Ys), h 7→ h(id−haA)−1W ∈ Ck+1b ([0, h∗];Ys).
Finally there are cS,k > 0 with
sup
h∈[0,h∗]
‖∂khS(hA)‖Yk→Y ≤ cS,k, (3.5c)
and, with Λk := k!‖a‖kΛk+1, we have for k ∈ N0,
‖∂kh((id−haA)−1)‖Ysk→Ys ≤ Λk, ‖∂kh(h(id−haA)−1)‖Ysk−1→Ys ≤ Λk/‖a‖.
(3.5d)
Proof. Most of the statements follow directly from [15, Lemmas 3.10, 3.11, 3.13].
(3.5d) follows from
∂kh(id−haA)−1 = k! (aA)k (id−haA)−k−1 .
and
∂kh[h(id−haA)−1] = ∂k−1h (id−haA)−2 = k! (aA)k−1 (id−haA)−k−1 ,
see [15, Lemma 3.10]. 
Analogously to Theorem 2.2, we require a well-posedness and regularity result
for the stage vectors W i, i = 1, . . . , s, and the numerical method Ψh. The following
result is an extension of [15, Theorem 3.14] to non-integer values of `.
Theorem 3.3 (Regularity of numerical method). Assume that the semilinear evo-
lution equation (1.1) satisfies (A) and (B), and apply a Runge-Kutta method subject
to conditions (RK1) and (RK2). Let R > 0. Then there is h∗ > 0 such that there
exist a stage vector W and numerical method Ψ which satisfy
W i(·, h),Ψ(·, h) ∈ CNb (Br0;BR0 ) (3.6a)
for i = 1, . . . , s, where
r = r(R) =
R
2Λ
. (3.6b)
with uniform bounds in h ∈ [0, h∗]. Furthermore, for ` ∈ I−, k ∈ N0, k ≤ `, we
have for i = 1, . . . , s,
W i(U, ·),Ψ(U, ·) ∈ Ckb([0, h∗];BR0 ) (3.6c)
with uniform bounds in U ∈ Br` . The bounds on h∗, Ψ and W depend only on R,
(3.5), those afforded by assumption (B) on balls of radius R and on a, b as specified
by the numerical method.
Proof. As in [15] we compute W as fixed point of the map Π : BRYs(0) × BrY(0) ×
[0, h∗]→ Ys, given by
Π(W,U, h) = (id−haA)−11U + ha(1− haA)−1B(W ), (3.7)
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using (3.2). To be able to apply the contraction mapping theorem we need to check
that Π(W,U, h) ∈ BRYs(0) for U ∈ BrY(0). For such U we have
‖Π(W,U, h)‖Ys ≤ ‖(id−haA)−11U‖Ys + h‖a‖ΛM
≤ Λr + h‖a‖ΛM ≤ R/2 + hΛ‖a‖M ≤ R (3.8)
for h ∈ [0, h∗] and h∗ small enough, with M = M0[R]. So Π maps BRYs(0) to
itself. Furthermore there is some c ∈ [0, 1) such that ‖DΠ(W,U, h)‖Ys→Ys ≤ c for
W ∈ BRYs(0), W ∈ BrY(0), h ∈ [0, h∗] if h∗ is small enough, and so Π is a contraction.
Hence, W ∈ Cb(BrY(0))× [0, h∗];BRYs(0)) with N derivatives in U .
This proves statements (3.6a) and also (3.6c) in the case k = 0 for W . Due to
(3.3), these statements also hold true for Ψ. In the case k 6= 0 it follows from the
that ` ∈ I− that the above argument also holds on Y`−j , j = 0, . . . , k. Hence there
is some h∗ > 0 such that W i,Ψ ∈ Cb(Br`−j× [0, h∗];BR`−j), j = 0, . . . , k, i = 1, . . . , s.
As shown in [15] for U ∈ Br` the h derivatives up to order k can then be obtained
by implicit differentiation of Π(W,U, h) = W (U, h) with Π defined above and by
differentiating (3.3), cf. the proof of Theorem 2.2. This then implies (3.6c). 
A discretization yn+1 = ψh(yn) of an ordinary differential equation (ODE) dydt =
f(y) is said to be of classical order p if the local error, i.e., the one-step error, of
the numerical method is given by the Taylor remainder of order p+ 1,
y(h)− ψh(y0) =
∫ h
0
(h− τ)p
p!
∂p+1τ (y(τ)− ψτ (y0))dτ. (3.9)
When considering the local error of a semidiscretization of a PDE on a Hilbert
space Y, the derivatives of the semiflow and numerical method in time and step
size respectively are not necessarily defined on the whole space Y. To obtain global
error estimates for semidiscretizations of PDE problems analogous to the familiar
results for ODEs, we must consider the local error as a map Z → Y, where Z is
a space of higher regularity. Using the regularity results for the semiflow and its
discretization in time, Theorems 2.2 and 3.3, the following can be shown (see [15,
Theorem 3.20]): if (A), (B), (RK1) and (RK2) hold, and (in our notation) ` ∈ I−,
` ≥ p+ 1 then for fixed T > 0, R > 0 there exist constants c1, c2, h∗ > 0 such that
for every solution Φt(U0), t ∈ [0, T ] with ‖Φt(U0)‖Yp+1 ≤ R and every h ∈ [0, h∗],
we have
‖Φnh(U0)− (Ψh)n(U0)‖Y ≤ c1ec2nhhp, (3.10)
provided that nh ≤ T . In this paper we study the case where the solution U(t)
satisfies U(t) ∈ Y` with ` < p+ 1, by means of Galerkin truncation.
4. Spectral Galerkin truncations
In this section we consider the stability of the semiflow Φt of (1.1), and the
numerical method Ψh defined by (3.1) under truncation to a Galerkin subspace of
Y. As before for m > 0 we denote by Pm the spectral projection operator of A
on to the set spec(A) ∩ BmC (0), and set Qm = id−Pm. In this setting we define
Bm(um) = PmB(um), and consider the projected semilinear evolution equation
dum
dt
= Aum +Bm(um) (4.1)
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with flow map φtm(u
0
m) = um(t) for um(0) = u
0
m ∈ PmY. Moreover we define
Φtm := φ
t
m◦Pm. The Galerkin truncated semiflow has the same regularity properties
as the full semiflow (see Theorem 2.2) uniformly in m.
Lemma 4.1 (Regularity of projected semiflow). Assume (A) and (B) and let R >
0. Then there is T∗ > 0 such that for m ≥ 0 there exists a projected semiflow Φm
which satisfies
Φtm ∈ CNb (BR/20 ;BR0 ) (4.2a)
with uniform bounds in t ∈ [0, T∗] and m ≥ 0. Moreover if ` ∈ I− and k ∈ N0
satisfies k ≤ `, then
Φm(U) ∈ Ckb([0, T∗];BR0 ) (4.2b)
with uniform bounds in U ∈ BR/2` and m ≥ 0. The bounds on T∗ and Φm, depend
only on R, ω from (2.1), and those afforded by assumption (B) on balls of radius
R.
In the case B ≡ 0 it is clear that for U0 ∈ Y` we have the estimate ‖Φt(U0) −
Φtm(U
0)‖Y = O(m−`) on any finite interval of existence [0, T ]. With the presence
of a nonlinear perturbation B 6= 0 a similar result can be obtained by a Gronwall
type argument as shown in the lemma below, which gives an appropriate bound for
the error of the semiflow incurred in Galerkin truncation. Note that similar results
for mixed higher order derivatives in time and initial value are obtained, for integer
` in [16, Theorems 2.6 and 2.8].
Lemma 4.2 (Projection error for the semiflow). Assume that the semilinear evo-
lution equation (1.1) satisfies (A) and (B), let ` > 0, T > 0 and δ > 0. Then for
all U0 with
‖Φt(U0)‖Y` ≤ R, t ∈ [0, T ] (4.3a)
there is m∗ ≥ 0 such that for m ≥ m∗ we have Φtm(U0) ∈ BR+δ0 for t ∈ [0, T ], and
‖Φt(U0)− Φtm(U0)‖Y = m−`Re(ω+M
′)t = O(m−`) (4.3b)
for m ≥ m∗ and t ∈ [0, T ], where M ′ = M ′0[R+δ]. Here m∗ and the order constant
depend only on δ, R, T , (2.1) and the bounds afforded by (B) on balls of radius
R+ δ.
Proof. The statement is shown for integer ` in [16]. We review the argument, which
also works for arbitrary ` ∈ I. To prove (4.3b) we use the mild formulation (2.9)
for Φ and Φm. We find
‖Φt(U0)− Φtm(U0)‖Y ≤ ‖QmΦt(U0)‖Y
+ ‖
∫ t
0
e(t−τ)A(PmB(Φτ (U0))− PmB(Φτm(U0)))dτ‖Y
≤ m−`R+
∫ t
0
eω(t−τ)‖B(Φτ (U0))−B(Φτm(U0))‖Ydτ
≤ m−`R+M ′
∫ t
0
eω(t−τ)‖Φτ (U0)− Φτm(U0)‖Ydτ,
where M ′ = M ′0[R + δ] a bound of DB as map from BR+δ0 to E(Y), see condition
(B), and we choose m∗ > 0 big enough such that
‖Φτ (U0)− Φτm(U0)‖Y ≤ δ for τ ∈ [0, T ]. (4.4)
Thus, applying a Gronwall type argument, we obtain (4.3b). 
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We also consider an s-stage Runge-Kutta method applied to the projected semi-
linear evolution equation (4.1). We denote by wm = wm(u
0
m, h) the stage vector of
this map, and by ψhm(u
0
m) the one-step numerical method applied to the projected
system (4.1) and define Wm = wm ◦ Pm, Ψhm = ψhm ◦ Pm. Similar to Lemma 4.1
and Lemma 4.2, we have the following results regarding the existence, regularity
and error under truncation for the projected numerical method. Note that similar
results have been obtained, for integer `, and mixed derivatives in [16, Theorems
3.2 and 3.6].
Lemma 4.3 (Regularity of projected numerical method and projection error).
Assume that the semilinear evolution equation (1.1) satisfies (A) and (B), and
apply a Runge-Kutta method subject to conditions (RK1) and (RK2). Let R > 0.
Then there is h∗ > 0 such that for m ≥ 0 there exist a stage vector Wm and
numerical method Ψm of the projected system (4.1) which satisfy
W im(·, h),Ψm(·, h) ∈ CNb (Br0;BR0 ) (4.5a)
for i = 1, . . . , s, where r is as in (3.6b), with uniform bounds in h ∈ [0, h∗], m ≥ 0.
Furthermore, for ` ∈ I−, k ∈ N0, k ≤ `, we have for i = 1, . . . , s,
W im(U, ·),Ψm(U, ·) ∈ Ckb([0, h∗];BR0 ) (4.5b)
with uniform bounds in U ∈ Br` , m ≥ 0. Finally, if ` ∈ I, ` > 0, then for m ≥ 0 we
get
sup
U∈Br`
h∈[0,h∗]
‖W (U, h)−Wm(U, h)‖Ys = O(m−`) (4.5c)
and
sup
U∈Br`
h∈[0,h∗]
‖Ψ(U, h)−Ψm(U, h)‖Y = O(m−`). (4.5d)
The bounds on h∗, Ψm and Wm and the order constants depend only on R, (3.5),
those afforded by assumption (B) on balls of radius R and on a, b as specified by
the numerical method.
Proof. The statements (4.5a) and (4.5b) are shown exactly as in the proof of Theo-
rem 3.3 and (4.5c), (4.5d) are shown for integer ` in [16]. The same arguments are
valid for arbitrary ` ∈ I as well, we review the proof for completeness. From the
formulation (3.2) of the stage vectors W i,W im, i = 1, . . . , s, we find
‖W (U, h)−Wm(U, h)‖Ys ≤ ‖(id−haA)−1‖Ys→Ys‖QmU‖Y
+ ‖ha(id−haA)−1QmB(W )‖Ys
+ h‖(id−haA)−1‖Ys→Ys‖a‖‖Pm(B(W )−B(Wm)))‖Ys
≤ Λ‖QmU‖Y + h‖a‖Λm−`M`[R]
+ hΛ‖a‖‖PmB(W (U, h))− PmB(Wm(U, h))‖Ys
≤ Λ‖U‖Y`m−` + h‖a‖Λm−`M`[R]
+ hΛ‖a‖M ′‖W (U, h)−Wm(U, h)‖Ys (4.6)
with an order constant uniform in U ∈ Br` . Here M ′ = M ′0[R] and we used (3.5b)
and (2.4). Solving for ‖W (U, h) − Wm(U, h)‖Ys and taking the supremum over
h ∈ [0, h∗] and U ∈ Br` we get (4.5c).
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Similarly for the numerical method using (3.3), (3.5) and (2.4) we estimate
‖Ψh(U)−Ψhm(U)‖Y ≤ ‖S(hA)‖Y→Y‖QmU‖Y + ‖Qmbh(id−haA)−1B(W )‖Ys
+ h‖b‖Λ‖Pm(B(W )−B(Wm))‖Ys
≤ (1 + σh)‖U‖Y`m−` + s‖b‖hΛm−`M`[R]
+ sh‖b‖ΛM ′‖W (U)−Wm(U)‖Ys
≤ (1 + σh)‖U‖Y`m−` + s‖b‖hΛm−`M`[R]
+ sh‖b‖ΛM ′O(m−`). (4.7)
Here we used (4.5c) in the last line. 
5. Trajectory error bounds for non-smooth data
In this section we consider the convergence of the global error
En(U, h) = ‖Φnh(U)− (Ψh)n(U)‖Y (5.1)
as h→ 0 for non-smooth initial data. As mentioned above, cf. (3.10), [15, Theorem
3.20] states that we have En(U0, h) = O(hp) in some interval [0, T ], 0 ≤ nh ≤ T ,
given sufficient regularity of the semiflow and time semidiscretization to bound the
local error given by the Taylor expansion to order p+ 1 as a map
U 7→ ‖
∫ h
0
(h− τ)p
p!
∂p+1τ (Φ
τ (U0)−Ψτ (U0)) dτ‖Y , (5.2)
see (3.9). As stated by Theorems 2.2 and 3.3, this is the case provided ` ∈ I−,
` ≥ p+1. In this paper we study the order q = q(`) of convergence of the global error
for non-smooth initial data U0 ∈ Y`, ` ∈ I−, ` < p+1, such that En(U, h) = O(hq)
and show that we obtain q(`) = p`/(`+ 1) as Brenner and Thome´e [3] and Kova´cs
[9] did for linear strongly continuous semigroups.
The implicit midpoint rule, the simplest Gauss-Legendre method, satisfies the
conditions (RK1) and (RK2), see Example 3.1 with p = 2. Figure 1 shows the
order of convergence of the implicit midpoint rule applied to the semilinear wave
equation (2.11) with V ′(u) = u − 4u2 for ` = j/2, j = 0, . . . , 6, on the integration
interval t ∈ [0, 0.5], using a fine spatial mesh (we use N = 1000 grid points on
[0, 2pi]). As initial values we choose U0 = (u0, v0) ∈ Y` where
u0(x) =
N=1∑
k=0
cu
k`+1/2+
(cos kx+ sin kx), v0(x) =
N=1∑
k=0
cv
k`+1/2+
(cos kx+ sin kx).
Here cu and cv are such that ‖U0‖Y` = 1, with U0 = (u0, v0), and  = 10−8. From
Theorem 2.2, with Y replaced by Y`, we know that there is some T∗ > 0 such
that Φt(U0) ∈ BR` for U0 ∈ Y` so that the assumption (5.20) of our convergence
result, Theorem 5.3 below, is satisfied. We integrate the semilinear wave equation
with the above initial data for the time steps h = 0.1, 0.095, 0.09, 0.085, . . . , 0.05,
when ` > 0. At ` = 0, to reduce computational effort, we only used the time
steps h = 0.1, 0.09, . . . 0.05. To estimate the trajectory error, we compare the
numerical solution to a solution calculated using a much smaller time step, h˜ = 10−3
for ` > 0 and h˜ = 10−4 for ` = 0. From the assumption En(h) = chq we get
logEn(h) = log c+ q log h. Fitting a line to those data, we take the gradient of the
line as our estimated order of convergence of the trajectory error. The decay in q(`)
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as ` decreases from 3 is clearly shown. Note that the order of convergence does not
decrease to exactly 0 at ` = 0 and is slightly better than predicted by our theory
when ` = 2.5. This is because we simulate a space-time discretization rather than
a time semidiscretization. Moreover at ` = 0, despite the fact that we already use
a finer time step size, the approximation of the exact solution is not that accurate
as the order of convergence for the time-semidiscretization vanishes at ` = 0.
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Figure 1. Plot of a numerical estimate of q(`) against ` for the
implicit midpoint rule applied to the semilinear wave equation,
with the prediction of Theorem 5.3 for comparison.
In the rest of this section, equipped with the results of Section 4 on the stability
of the semiflow and the numerical method under Galerkin, truncation we estimate
the growth with m of the local error of a Runge-Kutta method (3.1), subject to
(RK1) and (RK2), applied to the projected equation (4.1) subject to (A) and (B)
for non-smooth initial data. In this setting, by coupling m and h and balancing the
projection error and trajectory error of the projected system, we obtain an estimate
for q(`) that describes the convergence of the numerical method for the semilinear
evolution equation (1.1) as observed in Figure 1, see Section 5.2.
5.1. Preliminaries. We start with some preliminary lemmas.
Lemma 5.1 (m-dependent bounds for derivatives of Φm). Assume that the semi-
linear evolution equation (1.1) satisfies (A) and (B) and choose ` ∈ I−, T > 0,
m∗ ≥ 0 and R > 0. Then for all U0 with
Φtm(U
0) ∈ BR` for t ∈ [0, T ], m ≥ m∗, (5.3a)
and for all k ∈ N0, k ≤ ` we have
Φm(U
0) ∈ Ckb ([0, T ];BR0 ) (5.3b)
with bounds uniform in U0 and m ≥ m∗. Further, choose k ∈ N0 with ` ≤ k ≤ N .
Then for all U0 satisfying (5.3a), (5.3b) still holds, but with m-dependent bounds
which are uniform in U0. Moreover for all such U0, ` ≤ k ≤ N ,
‖∂kt Φtm(U0)‖Cb([0,T ];Y) = O(mk−`), (5.3c)
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with bounds uniform in U0. The bounds and order constants only depend on T , R,
(2.1) and the bounds from assumption (B).
Proof. Due to Lemma 4.1 statement (5.3b) is non-trivial only if ` ≥ 1. In this
case let um(t) = Φ
t
m(U
0). From Lemma 4.1 with Y replaced by Y`, using (5.3b)
we also get um ∈ Cb([0, T ];BR` ). From (5.3a) and (4.1) we conclude that ∂tum ∈
Cb([0, T ];Y`−1) and thus, um ∈ Cb([0, T ];Y`)∩C1b([0, T ];BR`−1) with bounds uniform
in m ≥ m∗ and U0 satisfying (5.3a). That proves (5.3b) for k = 1. If ` ≥ 2
then from (4.1) we get ∂tum ∈ C1b([0, T ];Y`−2) and therefore um ∈ C2b([0, T ];BR`−2).
Inductively this proves that
Φm(U
0) ∈ Ckb([0, T ];BR`−k) (5.4)
for k ≤ ` with uniform bounds in m ≥ m∗ and in all U0 satisfying (5.3a). This
proves (5.3b) for k ≤ ` with m independent bounds.
To prove (5.3c) we proceed by induction over k = d`e, . . . , N . We consider the
cases ` < 1 and ` ≥ 1 separately. If ` < 1 then from (4.1) we have
‖∂tum‖C([0,T ];Y) ≤ ‖Amum‖C([0,T ];Y) +M ≤ m1−`‖um‖C([0,T ];Y`) +M = O(m1−`)
where M = M0[R], with order constant independent of m ≥ m∗ and of U0 satisfying
(5.3a). This then immediately shows (5.3c) for k = d`e = 1. If ` ≥ 1, ` ∈ Z then
the start of the induction is k = `, and the left hand side of (5.3c) is bounded by
(5.3b).
If ` ≥ 1, ` /∈ Z then the start of the induction is k = d`e > `. Using (5.4) we can
bound the b`c-th derivative independent of m in the Y`−b`c norm. Using the Faa`
di Bruno formula [5] we find that for any i ∈ N, i < N ,
∂i+1t um = ∂
i
t(Aum +Bm(um))
= A(∂itum) +
∑
1≤β≤i
i!DβuBm(um)
j1! · · · ji!
i∏
α=1
(
∂αt um
α!
)jα
, (5.5)
where β = j1 + · · · + ji and the sum is over all jα ∈ N0, α = 1, . . . , i, with
j1 + 2j2 + · · ·+ iji = i. We consider (5.5) with i replaced by b`c. Then the second
term in the last line of (5.5) is bounded independent of m ≥ m∗ due to (5.3b).
Furthermore, since ∂
b`c
t um ∈ Y`−b`c by (5.4) with uniform bound in m ≥ m∗, we
estimate
‖A(∂b`ct um)‖Y = ‖A1+b`c−`(A`−b`c∂b`ct um)‖Y = O(m1+b`c−`),
where we have used the first inequality of (2.4). So (5.3c) also holds true for
k = i+ 1 = d`e when ` > 1, ` /∈ Z.
Now fix an integer k and assume that (5.3c) holds for all integers i such that
` ≤ i ≤ k. We now use (5.5) with i = k to estimate ‖∂k+1t um‖Y . By the first
inequality of (2.4) and the induction hypothesis the first term on the second line of
(5.5) is O(mk+1−`). Moreover, by (5.3b) and the induction hypothesis, the Y norm
of the second term is of order O(mn) with n = 0 if jd`e + . . .+ jk = 0 and
n = (d`e − `)jd`e + · · ·+ (k − `)jk ≤ k − `.
if jd`e + . . .+ jk > 0. Thus we see that the right hand term of (5.5), with i = k, is
O(mk+1−`) as well. 
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Lemma 5.2 (m-dependent bounds for derivatives of Ψm and Wm). Assume that
the semilinear evolution equation (1.1) satisfies (A) and (B), and apply a Runge-
Kutta method subject to (RK1) and (RK2). Choose ` ∈ I− and k ∈ N0 with
` ≤ k ≤ N . Let R > 0 and define r as in (3.6b). Then there is h∗ > 0 such that
for m ≥ 0 and i = 1, . . . , s,
W im(U, ·),Ψm(U, ·) ∈ Ckb ([0, h∗];BR0 ) for i = 1, . . . , s (5.6)
with m-dependent bounds which are uniform in U ∈ Br` . Moreover
sup
U∈Br`
h∈[0,h∗]
‖∂khΨhm(U)‖Y = O(mk−`), sup
U∈Br`
h∈[0,h∗]
‖∂khWm(U, h)‖Ys = O(mk−`). (5.7)
The order constants in (5.7) depend only R, (3.5), a and b from the numerical
method and the bounds afforded by (B) on balls of radius R.
Proof. By Lemma 4.3, with Y replaced by Y`−j ,
Ψm,W
i
m ∈ Cjb ([0, h∗];BR`−j), (5.8)
for i = 1, . . . , s, j = 1 . . . , b`c, with bounds independent over m ≥ 0 and U ∈ Br` .
From (3.3) we formally obtain
∂khΨ
h
m(U, h) = ∂
k
hS(hA)PmU +
k∑
j=0
(
k
j
)
bT∂k−jh (h(id−haA)−1)∂jhPmB(Wm(U, h)).
(5.9)
By (3.5c) and (2.4) there are h∗ > 0, cS,k such that for all h ∈ [0, h∗] and k ≥ `
‖∂khS(hA)Pm‖Y`→Y ≤ ‖∂khS(hA)‖Yk→Y‖Pm‖Y`→Yk ≤ cS,kmk−`. (5.10)
In addition (3.5d) shows that for n ∈ N with n− 1 ≥ `
‖∂nh (h(id−haA)−1Pm)‖Ys`→Ys ≤ ‖∂nh (h(id−haA)−1)‖Ysn−1→Ys‖Pm‖Ys`→Ysn−1
≤ Λn‖a‖m
n−1−`. (5.11)
Using (5.11) (with ` replaced by `− j and n by k − j) and (5.8), we can estimate
the j-th term in the sum of (5.9) for 0 ≤ j ≤ ` ≤ k as follows:
‖∂k−jh (h(id−haA)−1)∂jhPmB(Wm(U, h))‖Ys
≤ ‖∂k−jh (h(id−haA)−1)Pm‖Ys`−j→Ys‖∂
j
hB(Wm(U, h))‖Ys`−j
≤ O(mk−`). (5.12)
To obtain the first estimate of (5.7) assume that there is bj > 0 such that
‖∂jhPmB(Wm(U, h))‖Y ≤ bjmj−` (5.13)
for all h ∈ [0, h∗], U ∈ Br` and k ≥ j ≥ `. This will be proved below. Then, using
(5.11) and (5.13) we can estimate the j-th term in the sum of (5.9) for j ≥ ` as
follows:
‖∂k−jh (h(id−haA)−1)∂jhPmB(Wm(U, h))‖Ys
≤ ‖∂k−jh (h(id−haA)−1)Pm‖Ys→Ys‖∂jhB(Wm(U, h))‖Ys
≤ Λk−j‖a‖ m
k−jbjmj−` = O(mk−`). (5.14)
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These estimates, with (5.9) and (5.10), then prove the first estimate of (5.7).
To prove (5.13) and the second estimate of (5.7), differentiate (3.2) k times in h:
∂khWm = ∂
k
h(id−haA)−11PmU +
k∑
j=0
(
k
j
)
∂k−jh (ha(id−haA)−1Pm)∂jhB(Wm).
(5.15)
By (3.5d) and (2.4), for k ≥ `,
sup
h∈[0,h∗]
‖∂kh(id−haA)−11Pm‖Ys`→Ys ≤ Λkmk−`. (5.16)
Now we show inductively the second estimate of (5.7) and estimate (5.13) for k =
d`e, . . . , N . If ` ∈ N0 then the start of the induction is k = `, and the required
estimates are given by Theorem 4.3. If ` /∈ N0, then the start of the induction is
k = d`e > `. If k = d`e then, due to (5.16), the first term in (5.15) is of order
O(mk−`), and all other terms in the sum of (5.15) are bounded due to (3.5d) and
(5.8) except when j = k in the sum. Hence, using (3.5b),
sup
h∈[0,h∗]
U∈Br`
‖∂khWm(U, h)‖Ys ≤ O(mk−`)+Λ‖a‖h∗ sup
h∈[0,h∗]
U∈Br`
‖∂khB(Wm(U, h))‖Ys . (5.17)
Now we use the Faa` di Bruno formula (5.5) again:
∂khB(Wm(U, h)) =
∑
1≤β≤k
k!DβwBm(Wm(U, h))
j1! · · · jk!
k∏
α=1
(
∂αhWm(U, h)
α!
)jα
(5.18)
where β = j1 + · · · + jk and the sum is over all jα ∈ N0, α = 1, . . . , k with
j1 +2j2 + · · · kjk = k. We see that all terms on the right hand side of (5.18) contain
h-derivatives of order at most k − 1 and are therefore bounded and in particular
O(mk−`), except when β = jk = 1 and jα = 0 for α 6= k. So we obtain
sup
h∈[0,h∗]
U∈Br`
‖∂khB(Wm(U, h))‖Ys ≤ O(mk−`) + sup
h∈[0,h∗]
U∈Br`
‖DB(Wm(U, h))∂khWm(U, h)‖Ys
≤ O(mk−`) +M ′0[R] sup
h∈[0,h∗]
U∈Br`
‖∂khWm(U, h)‖Ys . (5.19)
Substituting this into (5.17) gives the second estimate of (5.7) for k = d`e and h∗
small enough. Resubstituting this estimate into (5.19) also shows (5.13) for k = d`e.
Now assume these estimates hold true for all kˆ ∈ N0 with ` ≤ kˆ ≤ k − 1 and let
k ≤ N . Then, using the induction hypothesis and the above estimates, in particular
(5.12), (5.13), (5.14) and (5.16), all terms in (5.15) are O(mk−`) except when j = k
in the sum. We deduce that (5.17) remains valid under the induction hypothesis.
Moreover, by the induction hypothesis, each term in the sum of the Faa` di Bruno
formula (5.18) with jk = 0 is of order O(mn) with n = 0 if jd`e+ . . .+ jk−1 = 0 and
n = (d`e − `)jd`e + · · ·+ (k − 1− `)jk−1 ≤ k − `
if jd`e + . . . + jk−1 > 0. Hence (5.19) remains valid, and we deduce (5.13) and the
second estimate of (5.7) as before. 
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5.2. Trajectory error for nonsmooth data. Now we are ready to prove our
main result:
Theorem 5.3 (Trajectory error for nonsmooth data). Assume that the semilinear
evolution equation (1.1) satisfies (A) and (B) and apply a Runge-Kutta method
(3.1) subject to (RK1) and (RK2). Let ` ∈ I−, 0 < ` ≤ p + 1, and fix T > 0 and
R > 0. Then there exist constants h∗ > 0, c1 > 0, c2 > 0 such that for every U0
with
‖Φt(U0)‖Y` ≤ R, for t ∈ [0, T ] (5.20)
and for all h ∈ [0, h∗] we have
‖Φnh(U0)− (Ψh)n(U0)‖Y ≤ c1ec2nhhp`/(p+1), (5.21)
provided that nh ≤ T . The constants h∗, c1 and c2 depend only on R, T , (2.1),
(3.5), a, b from the numerical method and the bounds afforded by (B).
Proof of Theorem 5.3. The proof consists of several steps, as outlined in the diagram
below:
Solution of the PDE Error to be estimated RK solution of PDE
Projection error ↓ Projection error ↑
Solution of projected PDE −→ RK solution of projected PDE
Numerical scheme error
We want to estimate the error of the Runge Kutta time discretization of the evolu-
tion equation (first line of the diagram). To do this, in a first step, we discretize in
space by a Galerkin truncation. We estimate the projection error and prove regu-
larity of the solution um(t) of the projected system (first column in the diagram).
In the second step of the proof we investigate the error of the time discretization of
the space-discretized system (third row in the diagram) and couple the spatial dis-
cretization parameter m with the time step size h in suitable way. In the third step
of the proof (third column of the diagram) we prove regularity of the space-time
discretization and estimate the projection error of the Runge Kutta time discretiza-
tion. This concludes the proof.
Step 1 (Regularity of solution of the projected system) In a first step we aim to prove
regularity of the continuous solution of the projected system um(t) = φ
t
m(PmU0) =
Φtm(U
0) which will be needed later. For the proof we denote R from (5.20) as RΦ
to indicate that it is a bound on Φt(U0). We will prove that there is some rφ > 0
such that
‖φtm(PmU0)‖Y` ≤ rφ (5.22)
uniformly in U0 satisfying (5.20) and m ≥ m∗, t ∈ [0, T ], where m∗ ≥ 0 is suffi-
ciently large. Fix δ > 0. Then we have
‖Φtm(U0))‖Y` ≤ ‖PmΦt(U0)− Φtm(U0)‖Y` + ‖PmΦt(U0)‖Y`
≤ m`‖PmΦt(U0)− Φtm(U0)‖Y + ‖Φt(U0)‖Y`
≤ RΦe(ω+M ′)t +RΦ = rφ (5.23)
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for U0 satisfying (5.20) and m ≥ m∗. Here M ′ = M ′0[RΦ + δ] and we used (2.4) in
the second estimate and Lemma 4.2 and (5.20) in the final estimate. This proves
(5.22).
Step 2 (Trajectory error of the time discretized projected system) Next we aim to
estimate the trajectory error of the time discretization of the projected system. First
note that by Theorem 4.3 (with r replaced by 2rφ and consequently R by 4rφΛ)
there is h∗ > 0 such that for m ≥ 0, h ∈ [0, h∗] we have W ih,Ψhm ∈ C1b(B2rφ0 ;Y),
i = 1, . . . , s, with uniform bounds in m ≥ 0, h ∈ [0, h∗]. Moreover, using (3.3),
(3.5a) and (3.5b) we obtain the following bound for h ∈ [0, h∗] to be used later:
sup
U∈B2rφ0
‖DΨhm(U)‖Y→Y ≤ ‖S(hA)‖Y→Y + hΛ‖b‖M ′‖W ′m(U)‖Y→Ys
≤ 1 + σh+ hΛ‖b‖M ′‖W ′m(U)‖Y→Ys =: 1 + σΨh. (5.24)
where M ′ = M ′0[4rφΛ].
Now we define the global error of the projected system, for jh ≤ T ,
Ejm(U
0, h) = ‖Φjhm (U0)− (Ψhm)j(U0)‖Y . (5.25)
We estimate for any U0 satisfying (5.20) and for all (n + 1)h ≤ T , h ∈ [0, h∗],
m ≥ m∗,
En+1m (U
0, h) = ‖Φ(n+1)hm (U0)− (Ψhm)n+1(U0)‖Y
≤ ‖Φhm(Φnhm (U0))−Ψhm(Φnhm (U0))‖Y + ‖Ψhm(Φnhm (U0))−Ψhm((Ψhm)n(U0))‖Y
≤ h
p+1
(p+ 1)!
sup
τ∈[0,h]
(‖∂p+1τ Φτm(Φnhm (U0))‖Y + ‖∂p+1τ Ψτm(Φnhm (U0)))‖Y)
+ sup
θ∈[0,1]
‖DΨhm(Φnhm (U0) + θ((Ψhm)n(U0)− Φnhm (U0)))‖Y→Y · Enm(U0, h)
(5.26a)
≤ h
p+1
(p+ 1)!
(
sup
t∈[0,T ]
‖∂p+1t Φtm(U0)‖Y + sup
t∈[0,T ]
sup
h∈[0,h∗]
‖∂p+1h Ψhm(Φtm(U0))‖Y
)
+ sup
U∈B2rφ0
‖DΨhm(U)‖Y→Y · Enm(U0, h) (5.26b)
≤ ρhp+1mp+1−` + (1 + σΨh)Enm(U0, h),
for some ρ > 0. Due to (5.24), the second lines of (5.26a) and (5.26b) are valid as
long as
Φnhm (U
0)+θ((Ψhm)
n(U0)−Φnhm (U0)) ∈ B2rφ0 , θ ∈ [0, 1], nh ≤ T, h ∈ [0, h∗]. (5.27)
Moreover the first supremum of (5.26b) is O(mp+1−`) by Lemma 5.1, with R re-
placed by rφ. The second supremum of (5.26b) is O(m
p+1−`) by Lemma 5.2, with
Br` replaced by Brφ` (and R replaced by 2rφΛ).
Clearly E0m(U, h) = 0, so
Enm(U, h) ≤ ρhp+1mp+1−`
(1 + σΨh)
n − 1
σΨh
≤ ρ
σΨ
hpmp+1−`
(
1 +
nσΨh
n
)n
≤ ρ
σΨ
hpmp+1−`enσΨh.
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Choosing m(h) = h−p/(p+1) we see that for nh ≤ T , h ∈ [0, h∗],
‖(Ψhm)n(U0)− Φnhm (U0)‖Y ≤
ρ
σΨ
eσΨThpmp+1−` = CeσΨTh`p/(p+1). (5.28)
Using (5.28) we can ensure that for nh ≤ T , h ∈ [0, h∗]
‖(Ψhm)n(U0)− Φnhm (U0)‖Y ≤ rφ (5.29)
by possibly reducing h∗ > 0, and hence that (5.27) holds.
Step 3 (Projection error of numerical trajectory) We now estimate the global pro-
jection error of the numerical method. We will prove that for m(h) = h−p/(p+1),
nh ≤ T , h ∈ [0, h∗],
‖(Ψh)n(U0)− (Ψhm(h))n(U0)‖Y = O(m−`) (5.30)
uniformly for initial data U0 satisfying (5.20).
We first establish the required regularity of the numerical trajectory of the pro-
jected system: To bound the Y`-norm of the Galerkin truncated numerical trajec-
tory (Ψhm(h))
n(U0) note that for m = m(h) = h−p/(p+1), nh ≤ T , h ∈ [0, h∗], with
h∗ small enough such that m(h∗) ≥ m∗, we have
‖(Ψhm(h))n(U0)‖Y` ≤ ‖(Ψhm)n(U0)− Φnhm (U0)‖Y` + ‖Φnhm (U0)‖Y`
≤ m`‖(Ψhm)n(U0)− Φnhm (U0)‖Y + rφ
≤ m`(CeσΨTmp+1−`hp) + rφ ≤ CeσΨT + rφ ≤ rψ (5.31)
for some rψ > 0. Here rφ is as in (5.22) and we used (2.4) in the second line and
(5.28) in the third line.
To prove (5.30) let
ej(U0) = (Ψh)j(U0)− (Ψhm)j(U0)
be the truncation error at time jh ≤ T . Then for (n+ 1)h ≤ T ,
en+1(U0) = (Ψh ◦ (Ψh)n)(U0)− (Ψh ◦ (Ψhm)n)(U0)
+ (Ψh ◦ (Ψhm)n)(U0)− (Ψhm ◦ (Ψhm)n)(U0). (5.32)
By Theorem 4.3, with r replaced by 2rψ (and consequently R by 4rψΛ, see (3.6b))
we have
Ψm ∈ C1b(B2rψ0 ;Y). (5.33)
By (5.24), with Ψm replaced by Ψ and the supremum taken over B2rψ0 , using (5.33)
we get from (5.32) for n ≥ 1, h ∈ [0, h∗] and (n+ 1)h ≤ T that
‖en+1(U0)‖Y ≤ sup
θ∈[0,1]
‖DΨh((Ψhm)n + θ((Ψh)n − (Ψhm)n)(U0))‖Y→Y‖en(U0)‖Y
+ ‖e1((Ψhm)n(U0))‖Y
≤ sup
‖U‖Y`≤2rψ
‖DΨh(U)‖Y→Y‖en(U0)‖Y + ‖e1((Ψhm)n(U0))‖Y
≤ (1 + σΨh)‖en(U0)‖Y + hO(m−`), (5.34)
where m = m(h), with order constant uniformly in all U0 satisfying (5.20), as long
as
(Ψhm)
n(U0) + θ((Ψh)n(U0)− (Ψhm)n(U0)) ∈ B2rψ0 , θ ∈ [0, 1]. (5.35)
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Here we used that for U ∈ PmY,
e1(U) = hbT (id−haA)−1 ((Pm(B(W (U, h))−B(Wm(U, h))) +QmB(W (U, h))) ,
so that for U ∈ Brψ` ∩ PmY, h ∈ [0, h∗], by (4.5c) (with r replaced by rψ and R by
2rψΛ)
‖e1(U)‖Y ≤ h‖b‖Λ(M ′‖W (U, h)−Wm(U, h)‖Ys + ‖QmB(W (U, h))‖Ys)
≤ h‖b‖(ΛM ′O(m−`) +O(m−`)) = hO(m−`), (5.36)
where m = m(h) and M ′ = M ′0[2rψΛ]. In the last inequality of (5.36) we used that
‖QmB(W (U, h))‖Ys ≤ m−`M = O(m−`), (5.37)
where M = M0[2rψΛ].
From (5.34) we deduce for nh ≤ T , h ∈ [0, h∗] and all U0 satisfying (5.20) that
‖en(U0)‖Y ≤ (1 + σΨh)n−1‖e1(U0)‖Y + 1
σΨh
(
(1 + σΨh)
n−1 − 1)hO(m−`)
≤ exp(σΨT )(‖e1(U0)‖Y +O(m−`)) = O(m−`), (5.38)
with m = m(h). Here (5.36) does not apply to ‖e1(U0)‖Y because in general
U0 /∈ PmY. But from (4.5d) we see that ‖e1(U0)‖Y = O(m−`). By choosing a
possibly bigger m∗ (and, by virtue of m = h−p/(p+1), a smaller h∗) we can achieve
that ‖en(U0)‖Y ≤ rψ so that the required condition (5.35) is satisfied. This proves
(5.30).
Hence, (4.3b), (5.28) and (5.30) prove that
En(U0, h) = Enm(U
0, h) +O(m−`) = O(hp`/(p+1)) (5.39)
for nh ≤ T , h ∈ [0, h∗] and U0 satisfying (5.20). 
Example 5.4. (Cubic nonlinear Schro¨dinger equation in R3) We now consider a
cubic nonlinear Schro¨dinger equation in R3
iut = ∆u+ |u|2u (5.40)
as in [13]. We rewrite it in the form (1.1) with U = (u1, u2) where u = u1 + iu2
with
A =
(
0 ∆
−∆ 0
)
, and B(U) = (u21 + u
2
2)
(
u2
−u1
)
,
cf. also Example 2.8, and consider it on Y = H2(R3;R2). By Lemma 2.9 a) the
nonlinearity B(U) is analytic on Y and the same holds true on Y` = D(A`) =
H2(`+1)(R3,R2) where ` ≥ 0. In this case assumption (B) holds for I = [0, L] and
any L > 0. If (5.40) is discretized by the implicit mid point rule and U0 ∈ Y1 = H4,
then from Theorem 5.3 we obtain an order of convergence O(h2/3) in the H2-norm.
In [13] a second order Strang type time discretization is used to discretize (5.40)
and a better rate of convergence is observed, namely an order of convergence O(h)
in the H2-norm for U0 ∈ H4. This is due to the fact that the linear part of the
evolution equation (1.1), i.e., U˙ = AU , is integrated exactly by this method. We
plan to extend the methods of this paper to splitting and exponential integrators
in future work.
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6. Appendix: Trajectory error on general domains
In this appendix we show how to extend the results of this paper to more general
domains. We make the following assumption for the nonlinearity B(U) of the
semilinear evolution equation (1.1):
(B1) There exists L ≥ 0, I ⊆ [0, L], 0, L ∈ I, N ∈ N, N > dLe and a nested collec-
tion of open, Y`-bounded sets D` ⊂ Y`, ` ∈ I, such that B ∈ CN−d`eb (D`;Y`)
for ` ∈ I.
Similarly as before we denote the supremum of B : D` → Y` as M` and the
supremum of its derivative as M ′`, and set M = M0, M
′ = M ′0 and D = D0.
The right hand side of the evolution equation (1.1) is bounded in the Y norm
for U ∈ D ∩ D(A) and it is well-known that there exists a differentiable solution
Φt(U) ∈ Y in this case, see [17] and Theorem 6.1 below. Extending this setting we
will in this section consider initial data U0 ∈ Y` with ` ∈ J− defined as follows:
J− := {` ∈ J : `− k ∈ I, k = 1, . . . , b`c}, where J = I ∪ [L,L+ 1], (6.1)
similarly as in (2.7). For our main result, Theorem 6.10 below, we need an additional
condition on the nonlinearity B of (1.1).
(B2) B : D[`−1]+ ∩ BR` → Y` is bounded for any ` > 0 with ` ∈ J− and any R > 0.
Here we define [x]+ = max(x, 0) for x ∈ R. Assumption (B2) is often satisfied
for superposition operators, see Lemma 2.9 b), c) and in particular Example 2.4
where the potential V of the semilinear wave equation is only defined on an open
subset D of R.
For a subset U of some Hilbert space Y and δ > 0 we denote by
Uδ =
⋃
u∈U
BδY(u)
a δ-neighbourhood of U . Moreover for any subset U` of Y`, ` ∈ I, we define
(U`)δ` = Uδ` as a δ-neighbourhood of U` in Y`. In the following let U` ⊆ D`, ` ∈ I,
be a nested collection of open sets and δ > 0 be such that
Uδ` ⊆ D`, ` ∈ I. (6.2)
We will also frequently use the abbreviation
Û` := U[`−1]+ ∩ BR` (6.3)
for ` ∈ J .
To extend Theorem 2.2 (and also Theorem 3.3, see below) to general domains we
cover the domain U` with open balls of radius δ and apply the corresponding theo-
rems on each ball. To ensure uniformity of the maximal time interval of existence
T∗ we consider initial data in (Û`)δ/20 .
Theorem 6.1 (Regularity of the semiflow on general domains). Assume (A) and
(B1) and choose ` > 0. Then there is T∗ > 0 such that
Φt ∈ CNb ((Û`)δ/20 ;D) (6.4a)
with uniform bounds in t ∈ [0, T∗]. Moreover if ` ∈ J− and k ∈ N0 satisfies k ≤ `,
then
Φ(U) ∈ Ckb([0, T∗];D) (6.4b)
with uniform bounds in U ∈ Û`. The bounds on T∗ and Φ, depend only on δ from
(6.2), R from (6.3), ω from (2.1), and those afforded by assumption (B1).
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Proof. The proof is a modification of the proof of Theorem 2.2. Here we let U0 ∈ Û`
and take R = δ. As before we compute W as fixed point of the map Π from (2.9),
but this time we consider Π as map from BδZ(U0)×Bδ/2Y (U0)× [0, T∗] to Z noting
that by (6.2) we have BδY(U0) ⊆ D. Then (2.10) becomes
‖Π(W,U, T )−U0‖Z ≤ max
τ∈[0,1]
‖eτTA(U −U0)‖Y + max
τ∈[0,1]
‖(eτTA− 1)U0‖Y +T eωTM
(6.5)
and, for 0 <  ≤ min(1, `), we estimate the additional term as follows
max
τ∈[0,1]
‖(eτTA − id)U0‖Y ≤ max
τ∈[0,1]
‖(eτTA − id)‖Y→Y‖U0‖Y ≤ cT ‖U0‖Y
uniform in U0 ∈ Û`. Here we have used Lemma 6.2 below and that ‖U0‖Y ≤
‖U0‖Y` ≤ R for U0 ∈ Û`. Hence for T∗ > 0 sufficiently, Π(·, U, T ) maps BδZ(U0)
into itself and, similarly as before, W ∈ Cb(Bδ/2Y (U0) × [0, T∗];BδZ(U0)) with N
derivatives in the first component and uniform bounds in U0 ∈ Û`. This proves
(6.4a).
Note that the term ‖(eτTA− id)U0‖Y in (2.10) can not be made small uniformly
in U ∈ U0 since the operator etA is not uniformly continuous in t. But we can make
that term order O(T ) uniformly in U0 ∈ Û` due to Lemma 6.2 below.
The proof of (6.4b) is similar to the analogous result (2.8) on balls, with obvious
modifications. 
The following lemma was needed in the proof:
Lemma 6.2. Assume (A). Then for every T∗ > 0 there is some c > 0 such that
for  ∈ [0, 1], T ∈ [0, T∗],
‖eTA − id ‖Y→Y ≤ cT . (6.6)
Proof. We have with m(T ) = 1/T
‖eTA − id ‖Y→Y ≤ ‖Pm(eTA − id)‖Y→Y + ‖Qm(eTA − id)‖Y→Y
≤ ‖Pm
∫ T
0
AetAdt‖Y→Y + ‖Qm(eTA − id)‖Y→Y
≤ eTω‖PmTA‖Y→Y + (1 + eTω)‖Qm‖Y→Y
≤ eTωTm1− + (1 + eTω)m− = (1 + 2eTω)T .
Here we used (2.1) in the third line, (2.4) in the last line and we estimated, using
(2.3), that
‖PmA‖Y→Y ≤ ‖PmA1−‖Y→Y‖A‖Y→Y ≤ m1−.

Theorem 6.3 (Regularity of numerical method on general domains). Assume (A),
(B1), (RK1) and (RK2) and let ` > 0. Then there is h∗ > 0 such that
W i(·, h),Ψ(·, h) ∈ CNb ((Û`)r0;D), (6.7a)
with uniform bounds in h ∈ [0, h∗]. Here r = r(δ) is as in (3.6b). Furthermore, for
` ∈ J−, k ∈ N0, k ≤ `, we have for i = 1, . . . , s,
W i(U, ·),Ψ(U, ·) ∈ Ckb([0, h∗];D) (6.7b)
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with uniform bounds in U ∈ Û`. The bounds on h∗, Ψ and W depend only on δ
from (6.2), R from (6.3), (3.5), those afforded by assumption (B1) and on a, b as
specified by the numerical method.
Proof. To prove (3.6a) let U0 ∈ Û`. As in the proof of Theorem 3.3 we compute W
as fixed point of the map Π from (3.7), but this time we consider Π as a map from
BrYs(1U0) × BδY(U0) × [0, h∗] to Ys where r = r(δ) is as in (3.6b). To check that
Π(W,U, h) ∈ BδYs(1U0) for sufficiently small h∗ > 0 let 0 <  ≤ min(1, `). Then
‖Π(W,U, h)− 1U0‖Ys ≤ Λ‖U − U0‖Ys + ‖((id−haA)−1 − id)1U0‖Ys + h‖a‖ΛM,
(6.8)
and we estimate
‖((id−haA)−1 − id)1U0‖Ys ≤ ‖((id−haA)−1 − id)‖Ys→Ys‖U0‖Y ≤ ch‖U0‖Y
(6.9)
for h ∈ [0, h∗] and h∗ small enough and independent of U0 ∈ Û`. Here we have used
Lemma 6.4 below and that ‖U0‖Y ≤ ‖U0‖Y` ≤ R for U0 ∈ Û`. The other terms
of (6.8) are estimated as in (3.8) with R replaced by δ. So Π maps BδYs(1U0) to
itself and is a contraction for h∗ small enough. This proves statements (6.7a) and
also (6.7b) in the case k = 0.
Note that the term in (6.9) can not made small independent of U ∈ U0 since
the operator (id−haA)−1 is not uniformly continuous in h. But we can make that
term order O(h) uniformly in U0 ∈ Û` due to Lemma 6.4 below.
The rest of the proof is similar to the proof of Theorem 3.3. 
In the proof we needed the following lemma:
Lemma 6.4. Assume (A), (RK1) and (RK2). Then there are h∗ > 0, c > 0 such
that for  ∈ [0, 1], h ∈ [0, h∗],
‖(id−haA)−1 − id ‖Ys→Ys ≤ ch (6.10)
Proof. By Lemma 3.2 there is h∗ > 0 such that (id−haA)−1 is bounded as map
from Ys to itself, uniformly in h ∈ [0, h∗]. Note that
‖(id−haPA)−1 − id ‖Ys→Ys ≤ ch
with P = P1 as before. Due to the definition of the norm on Y`, see (2.2), it remains
to prove that
‖f(L, a, h)‖Ys→Ys ≤ ch, (6.11)
where L = (id−P)A and
f(λ, µ, h) := λ−((1− hµλ)−1 − 1).
Because L is normal (6.11) is equivalent to
sup
λ∈spec(L)
‖f(λ, a, h)‖Cs→Cs ≤ ch. (6.12)
Let µ be an eigenvalue of a. We first show that
sup
λ∈spec(L)
|f(λ, µ, h)| ≤ ch. (6.13)
Note that  ≤ 1 and so 0 is a removable singularity of f(·, µ, h). Furthermore the
pole λ0(h) = 1/(hµ) satisfies Reλ0(h) > 0 because Re(µ) > 0 for all µ ∈ spec(a)
by (RK2). By (2.1) there is ω ∈ R with Re spec(L) ≤ ω. For h∗ > 0 sufficiently
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small we have Reλ0(h) > ω for all h ∈ [0, h∗] and so λ0(h) /∈ specL. Moreover
a straightforward computation shows that there is δ > 0 such that for sufficiently
small h∗ > 0
|1− hµλ| ≥ δ for all λ ∈ spec(L), µ ∈ spec(a), h ∈ [0, h∗].
For example it is sufficient to choose
δ < Reµ/|µ| − h∗max(ω, 0)|µ| for all µ ∈ spec(a).
Then f(·, µ, h) is continuous on D = {λ ∈ C, |1−hλµ| ≥ δ}. Now let z = hµλ and
define
g : Ω→ C, where g(z) := z−((1− z)−1 − 1) and Ω = {z ∈ C, |z − 1| ≥ δ}.
Then g : Ω→ C is continuous and f(λ, µ, h) = (hµ)g(hµλ). Since limz→∞ g(z) =
0 and a continuous function is bounded on a compact set, g is bounded on Ω,
uniformly in  ∈ [0, 1]. That proves (6.13). If a is diagonalizable then (6.13) implies
(6.12) and (6.11).
Now consider the case where a has Jordan blocks and µ is an eigenvalue of a with
differing algebraic and geometric multiplicity. Let n be its algebraic multiplicity.
Let Eµ be the generalized eigenspace of a to the eigenvalue µ. Then we can find
coordinates on Eµ such that
a|Eµ = aµ = µ1+N,
where 1 is the identity on Cn and N is a nil-potent (n, n)-matrix, i.e., Nn = 0 (the
(n, n) null-matrix). Then it is sufficient to prove (6.12) with a replaced by aµ for
all µ ∈ spec(a). We have
f(λ, aµ, h) = λ
−((1− haµλ)−1 − 1) = (hµ)G(z,N) (6.14)
where
G(z,N) = z−
((
1− z
(
1+
N
µ
))−1
− 1
)
=
1
z(1− z)
(
1− z
µ(1− z)N
)−1
− 1
z
=
n−1∑
j=0
zj−
µj(1− z)j+1N
j − z−1 =
n−1∑
j=1
gj(z)
µj
N j + g(z)1
and we set z = hµλ, gj(z) := z
j−/(1 − z)j+1. Here we used the geometric series
and the fact that Nn = 0. The functions gj(z) : Ω → C are continuous and
limz→∞ gj(z) = 0 for all j = 1, . . . , n− 1, and the same is true for g(z). Therefore,
as before g, gj : Ω→ C are bounded uniformly in  ∈ [0, 1]. With (6.14) this shows
(6.12) and hence (6.10). 
The following lemma is an adaptation of Lemma 4.1 and Lemma 4.2 to the
setting considered in this section:
Lemma 6.5 (Regularity of projected semiflow and projection error on general
domains). Assume (A) and (B1), let δ > 0 be as in (6.2) and let ` > 0. Then
there is m∗ ≥ 0 such that for m ≥ m∗ there exists a projected semiflow Φm with
the properties specified in Theorem 6.1, with uniform bounds in m ≥ m∗. Moreover
choose T > 0. Then for sufficiently large m∗ ≥ 0 the following holds: for all U0
with
Φt(U0) ∈ Û`, t ∈ [0, T ] (6.15)
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and for all m ≥ m∗ we have Φtm(U0) ∈ D for t ∈ [0, T ], and (4.3b) is true with
an order constant that depends only on δ, R from (6.3), T , (2.1) and the bounds
afforded by (B1).
Proof. The only modification required to apply Theorem 6.1 is that we need to
choose m∗(δ) ≥ 0 large enough to be able to apply the contraction mapping theorem
on PmΠ(W,PmU, h), with Π as in (2.9), see [16]. The proof of (4.3b) is similar to
the proof of Lemma 4.2, with obvious modifications. 
Lemma 6.6 (Regularity of projected numerical method and projection error on
general domains). Assume (A), (B1), (RK1) and (RK2), let δ > 0 be as in (6.2)
and let ` > 0. Then there is m∗ ≥ 0 such that W im, i = 1, . . . , s and Ψm satisfy
(6.7a) and, if ` ∈ J−, also (6.7b) with uniform bounds in m ≥ m∗. Moreover, if
` ∈ J−, then (4.5c) and (4.5d) hold true for m ≥ m∗, with Br` replaced by Û`. The
bounds on h∗, m∗, Ψm and Wm and the order constants depend only on δ, R from
(6.3), (3.5), the bounds afforded by assumption (B1) and on a, b as specified by the
numerical method.
Proof. The proof is a modification of the proof of Lemma 4.3. To prove (6.7a) and
(6.7b) for the projected numerical method we need to choose m∗ ≥ 0 large enough
to be able to apply the contraction mapping theorem on PmΠ(W,PmU, h), with Π
as in (3.7), see [16].
To prove (4.5c) in this setting, we need estimate the term in the second line
of (4.6) differently than in (4.6) because from (B1) we can not guarantee that
W i(U, h) ∈ D`, i = 1, . . . , s; in particular this is wrong if ` > L. Therefore we
cannot estimate B(W ) in the Ys` norm. We proceed as follows: note that, since
` ∈ J− there is  ∈ (0, 1] such that ` −  ∈ I. Then by (6.7a), with D replaced by
D`−, there is h∗ > 0 such that for h ∈ [0, h∗], W i(·, h) ∈ Cb(Û`,D`−), i = 1, . . . , s.
Hence
‖ha(id−haA)−1QmB(W )‖Ys ≤ ‖Qm‖Ys`→Ys‖ha(id−haA)−1‖Ys`−→Ys` ‖B(W )‖Ys`−
≤ ΓM`−m−`
with an order constant uniform in U ∈ Û`. Here we used (6.16) which will be proved
in Lemma 6.7 below. Then solving (4.6) for ‖W (U, h)−Wm(U, h)‖Ys gives (4.5c).
To prove (4.5d) in this setting we estimate the term ‖Qmbh(id−haA)−1B(W )‖Ys
in the first line of (4.7) as follows:
‖Qmbh(id−haA)−1B(W )‖Ys ≤ s‖b‖‖Qma−1ha(id−haA)−1‖E(Ys`−,Ys)‖B(W )‖Ys`−
≤ s‖b‖‖Qm‖Y`→Y‖a−1ha(id−haA)−1‖E(Ys`−,Ys` )M`−
≤ s‖b‖‖a−1‖ΓM`−m−`.
Inserting this into (4.7) proves (4.5d), with Br` replaced by Û`. 
The following lemma was needed in the proof:
Lemma 6.7. Under assumptions (A), (RK1) and (RK2) let h∗ > 0, and Λ > 0 be
as in Lemma 3.2. Then for h ∈ [0, h∗]
‖ha(id−haA)−1‖Ys→Ys1 ≤ Γ := h∗‖a‖Λ + (Λ + 1). (6.16)
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Proof. Using Lemma 3.2 we estimate
‖ha(id−haA)−1‖E(Ys,Ys1 ) ≤ ‖ha(id−haA)−1‖E(Ys) + ‖haA(id−haA)−1‖E(Ys)
≤ h‖a‖Λ + (Λ + 1).

Lemma 6.8 (m-dependent bounds for derivatives of Φm on general domains).
Assume (A) and (B1) and choose ` > 0 with ` ∈ J−, T > 0, R > 0 and m∗ ≥ 0.
Then (5.3b) holds true for all k ∈ N0 with k ≤ ` and all U0 with
‖Φtm(U0)‖Y` ≤ R, Φtm(U0) ∈ D[`−1]+ for t ∈ [0, T ], m ≥ m∗. (6.17)
Further, for k ∈ N0 with ` ≤ k ≤ N and for all U0 satisfying (6.17) the estimate
(5.3c) is still true with bounds uniform in U0. The bounds and order constants only
depend on T , (2.1), R from (6.17) and the bounds from assumption (B1).
Proof. The proof is similar to the proof of Lemma 5.1, but with BR`−k replaced D`−k
in (5.4). 
Lemma 6.9 (m-dependent bounds for derivatives of Ψm and Wm on general do-
mains). Assume (A), (B1), (RK1) and (RK2). Choose ` ∈ J−, ` > 0 and k ∈ N0,
` < k ≤ N . Then there are h∗ > 0 and m∗ ∈ N such that for m ≥ m∗ and
i = 1, . . . , s, (5.6) holds, with BR0 replaced by D, with m-dependent bounds which
are uniform in U ∈ Û`. Moreover (5.7) holds true with Br` replaced by Û`. The
order constants in (5.7) depend only on δ from (6.2), R from (6.3), (3.5), a and b
from the numerical method and the bounds afforded by (B1).
Proof. The following modifications have to be made to the proof of Lemma 5.2:
replace BR`−j by D`−j and Br` by Û`. Furthermore, when j = 0, k > ` > 0 in (5.12)
then we do not know if W im ∈ D`, in particular this is wrong if ` > L. Therefore we
cannot use (B1) to bound ‖B(Wm(U, h))‖Ys` . So we proceed by Lemma 6.6, with
Y replaced by Y[`−1]+ , to obtain that Wm(U, h) ∈ D[`−1]+ for U ∈ Û`, h ∈ [0, h∗]
which with (5.11) implies
‖∂kh(h(id−haA)−1)PmB(Wm(U, h))‖Ys ≤
‖∂kh(h(id−haA)−1)Pm‖Ys
[`−1]+→Ys‖B(Wm(U, h))‖Ys[`−1]+
= O(mk−1−[`−1]
+
) ≤ O(mk−`).

Theorem 6.10 (Trajectory error for nonsmooth data on general domains). Assume
(A), (B1), (B2), (RK1) and (RK2), and let ` ∈ J− with 0 < ` ≤ p+ 1. Fix T > 0.
Then there exist constants h∗ > 0, c1 > 0, c2 > 0 such that for every U0 with
{Φt(U0) : t ∈ [0, T ]} ⊂ Û` (6.18)
and for all h ∈ [0, h∗] estimate (5.21) holds true for nh ≤ T . The constants h∗, c1
and c2 depend only on δ from (6.2), R from (6.3), T , (2.1), (3.5), a, b from the
numerical method and the bounds afforded by (B1) and (B2).
Proof. The main difference to the proof of Theorem 5.3 is that we have to ensure
that the Galerkin truncation and time discretization of the solution Φt(U0) stay in
the domain D[`−1]+ .
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In the first step, where we prove regularity of Φtm(U
0) = um(t), we make the
following changes: we first apply Lemma 6.5 with Y replaced by Y[`−1]+ , with `
replaced by  := ` − [` − 1]+ ∈ (0, 1], with D replaced by Uδ/4[`−1]+ and with δ from
(6.2) replaced by δ/4. This, together with (5.22) shows that, for sufficiently large
m∗, we have for all U0 satisfying (6.18)
Φtm(U
0) ∈ Uδ/4[`−1]+ ∩ B
rφ
` , t ∈ [0, T ],m ≥ m∗. (6.19)
In the second step of the proof we make the following changes: in this case, due
to Lemma 6.6, we have Ψhm ∈ C1b((Û`)r0;D) for r = r(δ) as in (3.6b). Using Lemma
6.5 we get for m ≥ m∗ with m∗ sufficiently large that
Φtm(U
0) ∈ (Û`)r/20 for t ∈ [0, T ]. (6.20)
This ensures that Ψhm is well defined on the trajectory um(t) = Φ
t
m(U
0) of the
Galerkin truncated system. Moreover Ψhm is well-defined on the numerical trajec-
tory (Ψhm)
n(U0), nh ≤ T , as long as
‖(Ψhm)n(U0)− Φnhm (U0)‖Y ≤ r/2, (6.21)
which will be proved later. Furthermore estimate (5.24) on DΨhm holds with B2rφ0
replaced by (Û`)r0. Also, (5.26) holds with the same replacement in (5.26b) and
in (5.27). In this case the first term of (5.26a) is O(mp+1−`) by Lemma 6.8 (with
R replaced by rφ) which applies due to (6.19). The second term of (5.26a) is
O(mp+1−`) by Lemma 6.9, with Û` replaced by Uδ/4[`−1]+ ∩ B
rφ
` (and consequently δ
in (6.2) replaced by 3δ/4), see (6.3) and (6.19). Using (5.28) we can achieve (6.21)
for h∗ > 0 small enough. This then ensures that conditon (5.27), with B2rφ0 replaced
by (Û`)r0, is satisfied.
In the third step of the proof we make the following changes: We first establish
the required regularity of the numerical trajectory of the projected system: we
prove that
(Ψhm)
n(U0) ∈ Uδ/2[`−1]+ for m = m(h), nh ≤ T, h ∈ [0, h∗] (6.22)
and all U0 satisfying (6.18). From (5.28) and (2.4) we see that, with  = `− [`−1]+,
for h ∈ [0, h∗], nh ≤ T ,
‖(Φnhm (U0)− (Ψhm(h))n(U0)‖Y`− ≤ ‖Φnhm (U0)− (Ψhm)n(U0)‖Ym`−
≤ CeσΨTh`p/(p+1)−(`−)p/(p+1) = CeσΨThp/(p+1).
Using that Φtm(U
0) ∈ Uδ/4[`−1]+ for t ∈ [0, T ], see (6.19), we can achieve (6.22), by
possibly decreasing h∗ > 0. The estimate (5.31), together with (6.22), shows that
(Ψhm(h))
n(U) ∈ Ûδ/2` := Uδ/2[`−1]+ ∩ B
rψ
` , 0 ≤ nh ≤ T, h ∈ [0, h∗]. (6.23)
By Lemma 6.6, with Û` replaced by Ûδ/2` , and consequently δ replaced by δ/2 and
r = r(δ) replaced by r(δ)/2 (see (3.6b)) we have
Ψm ∈ C1b((Ûδ/2` )r/20 ;D). (6.24)
Then (5.34) is still valid, with the condition that ‖U‖Y` ≤ 2rψ replaced by the
condition U ∈ (Ûδ/2` )r/20 and with an order constant which is uniform in all U0
satisfying (6.18) provided that (5.35) holds with B2rψ0 replaced by (Ûδ/2` )r/20 .
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Moreover (5.36) holds for U ∈ Ûδ/2` ∩PmY instead of U ∈ B2rψ` ∩PmY, by Lemma
6.6, with Û` replaced by Ûδ/2` . To prove (5.37) in this setting note that by (6.7a),
with D replaced by D[`−1]+ , with Û` replaced by Ûδ/2` and with ` by  := `− [`−1]+,
we have
W i(U, h) ∈ D[`−1]+ , for U ∈ Ûδ/2` , h ∈ [0, h∗], i = 1, . . . , s. (6.25)
Moreover, by (3.2), (6.25), Lemma 3.2 and (6.16) we have for i = 1, . . . , s, h ∈ [0, h∗]
and U ∈ Ûδ/2` that
‖W i(U, h)‖Y` ≤ RW := Λrψ + ΓM[`−1]+ .
This shows that W i(U, h) ∈ D[`−1]+ ∩ BRW` , i = 1, . . . , s. Hence by (B2), we have
sup
h∈[0,h∗]
U∈Ûδ/2`
‖B(W (U, h))‖Ys` <∞
and that, with (2.4), proves (5.37).
The local projection error e1(U) along the numerical trajectory (Ψhm)
n(U0) is
estimated as in the proof of Theorem 5.3. By possibly choosing a bigger m∗ we
can achieve that ‖en(U0)‖Y ≤ r/2, nh ≤ T , h ∈ [0, h∗]. Then, due to (6.23), the
required condition (5.35), with B2rψ0 replaced by (Ûδ/2` )r/20 , is satisfied. This proves
(5.30) and concludes the proof. 
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