An improved version of the well-known Poincaré-Dulac's normal form theorem is first proposed. It is shown that, for a nonlinear vector field, a normal form near a singular point can always be chosen so that the number of nonlinear components is at most equal to the number of Jordan blocks in the normalized leading matrix, thus leading to the "simplest" form in which a formal vector field can be written near a singular point. Within this scope, a generalization to any dimension of an important result on normal forms of nilpotent systems is given. This is the main result of the paper.
Introduction
As said in french by Lochak and Meunier in their beautiful introduction to normal forms in the journal Gazette des Mathématiciens [9] , "normal forms are encountered in a large number of areas in mathematics; matrix diagonalization stands for an elementary example of the theory, but one can also think of the theory of singularities, the classification of fibers on algebraic curves or the theory of bifurcations. The term designates in fact nothing more than the simplest form under which appears a particular phenomenon after an adequate choice of a system of coordinates, thus leading to the notion of up-to-equivalence classification which has had and still have much importance in contemporary mathematics. This point of view has enabled us to simply unify a large part of perturbation theory of ordinary differential equations, from general results of averaging till special theorems of Hamiltonian systems. It should be stressed, however, that application of a similar program to partial differential equations still remains in an embryonic stage of realization." In this paper, after exposing the theory's basic strategy and presenting the Poincaré-Dulac characterization of normal forms (section 2), we recall an improved version of the Poincaré-Dulac theorem which can be already found in the first pages of the Ph.D. thesis of F. Zinoun [17] (in french, under the direction of J. Mikram), a result that has not been highlighted therein and never published in a journal since, at that time, we have found no serious application of this proposition 1 . In the present work, the Poincaré-Dulac theorem restatement will be retaken with the complete proof (section 3), and an important application to nilpotent systems is proposed (section 4). Our attention to nilpotent systems has been recalled by a relatively recent work of Dullin and Meiss [6] where it is shown that, for a nilpotent divergence-free vector field in R 3 with maximal Jordan block as leading matrix, normal form coordinates can be chosen so that the nonlinear terms occur just as a single function of two variables in the third component. A generalization to R n of the fact that normal form's nonlinear terms do not depend on the last variable has already been given by Stolovitch [13] , when dealing with nilpotent normal forms via Carleman linearization procedure. It remains just to generalize the normal form "single-function-like" character, thus improving at the same time Stolovitch result for nilpotent systems with one-Jordan-block leading matrix. This is the subject of proposition 4 in the final section.
Poincaré-Dulac's normal form theorem revisited
To recall the well-known theorem and Poincaré-Dulac's basic strategy to characterize a normal form, let there be given a formal vector field of C n which can be written in the neighborhood of the origin as
where L is a matrix of M n (C), the set of square matrices of order n with coefficients in C, s a formal vector series written as s(x) = k≥1 s k (x) with s k (x) ∈ P k , the space of vector homogeneous polynomials of degree (k + 1) in x = (x 1 , ..., x n ). The associated system of differential equations (dynamical system) is given by
The explicit problem of normal forms reads as follows: "Find a change of variables x = H(y), where H is a vector series (a priori formal) in y = (y 1 , ..., y n ) with H(0) = 0, which transforms the system (1) to a simpler system
The study of system (1) would be then reduced to the study of another system, more simple, which is linked to it by some transformation. To surround the problem, we will begin computations by applying some coordinates transformations to system (1) and keeping closely tracking of their "knock-on effect" on our system. For simplification reasons which will become clear in the next, we will consider near-identity transformations (also called Poincaré's transformations) of the type
Denote by Γ = Dh k the Jacobian matrix of h k in y:
I being the identity matrix of order n. As
and by inverting [I + Γ] in a neighborhood of the origin, which is licit, we have
[I + Γ] −1 can be developed as a series
and so is for v(y + h k (y)). For J = (j 1 , ..., j n ), and with the usual multi-index notations
we define the operators
representing all partial derivatives of order |J|, and in terms of which system (3) is written as
Isolating terms of the same order in the above expression, one can see that, under the action of the elementary change of coordinates (2), each term s m is transformed into
where [m/k] designates the integer part of m/k. In principle, one can obtain explicit forms for terms of any degree but, practically, these computations becomes quickly complicated as m increases. Note however that terms of order less than k are not affected by the transformation:
and terms of order k ≤ m < 2k are transformed according to
In particular
where [., .] designates the Lie bracket of vector fields defined by
Back now to our normal form problem. We have seen the elementary h kgenerated change of variables effect on our system: it doesn't affect terms of order less than k when terms s m of order m ≥ k will be perturbed by adding terms which depend (via well-defined formulae) on generator h k and also on terms s l with l < m, these laters having been themselves subject of perturbation under the effect of the change of variables. To simplify then our system, it would be worth to do it order by order and to focus at each order k just on terms s k which the perturbation is not so "harsh" as for the case of high-order terms. The normal form problem (or more precisely, the k-th order normal form) is to find a generator h k so that the term s k is as simple as possible, or even null. We are then inescapably taken to solve the following
To get the same equation in the frame of Lie algebras, one can use -instead of Poincaré's transformations -a sequence of elementary Lie-Poincaré's transformation which are defined by the local action of the flow generated by an homogeneous vector polynomial. In fact, if we denote exp(th) the flow generated by h, and we let be given a formal vector field v, the transformed field exp(th) * v is shown to be expanded by the Lie series [11] (also called sometimes Baker-Campbell-Haussdorf formula)
where [., .] designates the Lie bracket of vector fields, the change of coordinates being obtained by a simple application of the diffeomorphism exp(th) to the coordinate function x:
Computations can then be conducted in the same manner as for Poincaré's transformations, isolating at each step terms of the same order in the Lie series. However, we get here some advantages comparing to the former approach.
First, one don't mind about domains on which the coordinates transformation is invertible since the inverse transformation generated by h is simply the transformation generated par −h, i.e. exp(−th); second, as our transformations are defined by actions of vector fields, one can use and take advantage of Lie group theory; finally, and it is perhaps the most important, one get an easy-to-handle representation in terms of Lie brackets of the transformed field. In fact, supposing h being of order k and writing v = m v m , terms of different orders in Lie series can be easily isolated and represented in terms of Lie brackets in the following manner (we have chosen t = 1)
where [·] designates integer part and adh is the adjoint operator associated to
The reader is invited to compare this formula to the one given by (4) . Now, to begin the normalization process, let's first write equation (5) in terms of the adjoint operator associated to L :
Denoting by ad k L the restriction of adL to the space P k , note that, by definition of the Lie bracket of vector fields, it is a linear operator and is degreepreserving. Then, in principle, if ad k L has no vanishing eigenvalues, it is invertible and equation (5) is solvable. In other words, term s k of the initial vector field can be eliminated, which invite to iterate the procedure for high-order terms. In the other case, we will follow a classical path in the computation (or at least the characterization) of the normal form, that is we will split the space P k as follows:
where
Of course, the decomposition supposes that an inner product in P k has already been fixed; the choice of it is not important in this discussion. See however section 4 where such an inner product can play a central role in the characterization of the normal form. Besides, C k (L) is by no means unique. Split then the term s k with respect to these two subspaces:
when this is not the case for the term s
there exists a change of variables that can eliminate some part of the k-th order term, leaving unchanged the remainder. As this doesn't affect equations (5), we can apply the same operation to terms of higher order. Theoretically, we should obtain (symbolically, after a finite number of steps) a system of the form
This process is called from now on normalization. Note, however, that generators h k are not uniquely defined: they are solutions of equations (5), but only up to terms in the kernel of the adjoint operator defined by L. One can then think to choice in adequate manner the "free" terms in the normalization process in order to further simplify our system: this is the theory of further reduction of normal forms or renormalization. For the interested reader, an explicit and powerful algorithm has been proposed by Gaeta [8] 
where L s is the semisimple part in the (additive) decomposition of JordanChevalley of L into (commuting) semisimple and nilpotent parts. Λ k designates the spectrum of ad k L s , the later leaving stable eigenspaces P k,α such that α ∈ Λ k \{0} since ad k L s and ad k L n are shown to commute (and then, they stabilize eigenspaces of each other). Adding the fact that ad k L is invertible on 
the nonlinear part of (H * v) being constituted only of resonant monomial fields
The term resonant, as defined above, goes back to Poincaré. It will be used in a large sense below.
An improved version of the Poincaré-Dulac theorem
Now, we will propose a typical normal form to which any vector field can be formally reduced. More precisely, it is shown that a nonlinear vector field can always be taken near a singular point to a (normal) form with a number of nonlinear components no more than the number of Jordan blocks in the normalized leading matrix. The reader is now supposed to be quite familiar with Poincaré-Dulac normal forms and related topics (Lie series, homological operators, resonant monomials, ...), emphasis being then mainly on how to adjust vector fields according to the Jordan form of the leading matrix about the origin, which is the cornerstone of all the subject. The resulting proposition is an improved version of Poincaré-Dulac's and is the main result of the paper. Let there be a formal nonlinear vector field of C n of the form
where J is a matrix n × n (which is, for simplicity, assumed to be already reduced into Jordan normal form by a linear transformation) and the s k 's are homogeneous vector polynomials of degree k. We will say for 1 ≤ j ≤ n that the associated j-th row of J n , the nilpotent part of the matrix J, is resonant if it contains only zero entries. The n-th row, for example, will be always resonant and it stands for the unique resonant row in the case J is a Jordan block. It is then shown that for the k-homogeneous vector field
all components s i k can be forced to vanish provided i is nonresonant. In fact, by introducing the linear degree-preserving first order differential operator
(Jx) i being the i-th component of Jx, I the identity operator and λ j the eigenvalue of J satisfying
nonlinear terms (s k (x)) j can be eliminated at each order k, provided the j-th row of J n (or simply say j, from now on) is nonresonant. In counter part, for the smallest resonant r > j, we have creation of the term
to be added to (s k (x)) r , Υ r−j being the Υ operator applied (r − j) times. This is done by applying to v a sequence of near-identity transformations generated at each order k by the following homogeneous k-vector polynomial
exp (h k ), the time-one action of the (local) flow generated by h k , being an appropriate candidate if one wants the approach to be couched in the LiePoincaré scheme. In fact, as well-known, the degree-(k − 1)-Taylor polynomial of the transformed vector field
is the same as v's one, the k-th term s k being transformed as
where ad J denotes the homological operator associated to J : 
l being associated to the resonant (if any) row situated just "above" the jth one. Embedding this approach within a normal form one, we obtain the following refreshing version of the Poincaré-Dulac theorem: 
Proposition 1 (Zinoun [17]) Let v be a formal vector field of C n which can be written in the neighborhood of the origin as
where m 0 = 0 by convention.
As can be seen, nonlinear blocks of resonant monomials appear only in components (H * v).e m 1 +···+m i , i = 1, ..., r. In particular, for systems with a single eigenvalue, that is for which the leading matrix is a Jordan block, the result ensures the existence of a change of variables taking the system to a system of linear differential equations, except the last equation which is written in "resonant form". The above proof stands for a computational algorithm to construct such a normal form.
On normal forms of nilpotent systems
System (1) is called nilpotent if the leading matrix L is nilpotent. So, in the sense of Poincaré-Dulac, a nilpotent system is always in normal form: nothing to normalize, all terms are resonant! However, even though the situation is perplex looking, some elements of answer can be still given to such a problem. Before recalling the main approaches for simplifying (to not say normalizing, for the moment) nilpotent systems, we begin by a motivation to their study. In fact, our attention to nilpotent systems has been originally motivated in [16] by an attempt to study the following linear differential system of C n : 
are the eigenvalues of L 0 , a resonance relation reads:
In addition to the term x q , nonlinear terms of the above system are the monomials
Then, a resonant monomial is of the form x ν y j e l , 1 ≤ j ≤ n, ν ≥ 1 and λ j = λ l . Consequently, by reducing the system to normal form, we obtain a set of uncoupled systems, each one being associated to a unique eigenvalue. The problem is then reduced to the study of a one-eigenvalue system, and we know that via a classical change of variables, one can put the eigenvalue at zero, to be finally left with a purely nilpotent system. To the best of our knowledge, there is two well-known styles for normalizing systems of ordinary differential equations with nilpotent linear part, dealing bona fide with the classical problem of creating a complement to the range of the nilpotent homological operator: inner-product [1] [7] and sl(2) styles [4] , as called by Murdock [10] . Another important result, but regrettably not cited enough in the literature, has been found by Stolovitch [13] when dealing with normal forms via Carleman linearization procedure [2] , thereby generalizing to any dimension a well-known result on the subject by Takens [14] . For the sl(2) style, the representation theory of groups is used. By constructing a sequence of finite dimensional representations of sl(2, R) and decomposing them as irreducible representations, we get the normal form in a completely constructive way. For the inner-product style, which seems to have been already known by Belitskiȋ [1] from the Soviet school, a global normal form characterization for nilpotent systems is given in [7] . In fact, by an adequate choice of an inner product on the space P k , it is shown that a normal form can be defined by terms commuting with the group generated by the adjoint of the nilpotent leading matrix. More precisely, with obvious notation, we know that the splitting
can be done independently from the chosen inner product to define "adjoint" and "orthogonal". However, such an inner product can be chosen so that
In fact, choosing a functional basis e μ,j (x) of P k , with the components
we define an inner product on P k as follows
where ., . is the Bargmann inner product on the space of monomials in x i :
Doing so, the space P k is finally shown to split as
the associated normal form F being characterized by the equation
An illustrating example with a comparison will be given at the end of this section. Now, going back to the literature, it seems that one of the recent and serious studies on nilpotent normal forms is a work by Dullin and Meiss [6] where, after recalling the two commonly used methods, it is shown that, for a nilpotent divergence-free vector field in R 3 with maximal Jordan block as leading matrix, normal form coordinates can be chosen so that the nonlinear terms occur just as a single function of two variables in the third component. This fact can be stated as follows:
Proposition 2 (Dullin and Meiss [6] ) Consider a smooth vector field on A generalization to R n of the fact that normal form depends only on two variables has already been given by Stolovitch [13] , when dealing with nilpotent normal forms via Carleman linearization procedure. In fact, the following holds:
Proposition 3 (Following Stolovitch [13] ) For n-dimensional nilpotent systems with maximal nilpotent Jordan block, a normal form can be chosen as follows (with obvious notation and with the convention x n+1 = 0):
the last nonzero component of Q being always ≥ 2.
The proof of Stolovitch result can not be retaken here: all our considerations are couched in the Lie-Poincaré scheme when normal forms via Carleman linearization express a different point of view which is beyond the scope of the paper. However, from our modest experience in normal form theory, one can definitely say that, whatever will be the used algorithm to derive a normal form, one think is unavoidable: solving an homologic-like equation at each step of the normalization process. Indeed, for Carleman linearization, equation (5) appears as a Sylvester matrix equation of the form [16] XA − BX = C
which is nothing more than a sort of "encryption" of the well-known homological equation according to a lexicographic basis to be defined on P k . We know that if matrices A and B have no common eigenvalues, that is
there is a unique solution of (8) given by the Rosenblum formula
where ζ is a closed curve containing Sp (A) , but not Sp (B) . This condition on A and B is equivalent to the exceptional nonresonant case, where normalization amounts to a system linearization near the origin. To get the general result of proposition 3, Stolovitch has dealt more closely with the Sylvester equation, taking profitably the sparse (but large!) aspect of the involved matrices to try, as possible, to eliminate a maximal number of nonlinear terms 2 . The result is, indeed, a generalization to R n of the fact that Dullin-Meiss normal form depends only on the two first variables. It remains now to generalize the normal form "single-function-like" character of Dullin and Meiss, thus improving at the same time Stolovitch result. For this, as homological equations (5) and Sylvester equations (8) appearing in Carleman-based normal form schemes are mathematically the same, one have just to embed Carleman-based nilpotent normal form of Stolovitch within proposition 1, which can be termed a "Jordan adjustment" of vector fields near a singular point. In other terms, we proceed at each step by first carrying all nonlinear terms to join the last equation via a sequence of (6)-type generating transformations, and next, to eliminate "nonresonant" monomials in the spirit of Stolovitch method. Doing so, nilpotent vector fields with a maximal Jordan block leading matrix are shown to be formally equivalent to the class of divergence-free nilpotent vector fields with nonlinearities appearing as a special single function in the last component. In other words, we get a direct generalization to any dimension of the interesting result proposed by Dullin and Meiss in R 3 , as well as an improved versionbut not a further reduction -of Stolovitch normal form. Indeed, the following holds:
Proposition 4 For n-dimensional nilpotent systems with maximal nilpotent Jordan block, a normal form can be chosen as follows (with obvious notation and with the convention x n+1 = 0):
As can be seen, taking into account the Kronecker symbol δ i,n , we really get a generalization to any dimension of proposition 2. To illustrate the importance of the "single-function-like" character of Dullin-Meiss normal form, thus justifying the generalization, we compare to the inner-product style the generic normal form obtained for a nilpotent system with the following Jordan block leading matrix [7] ϕ being a polynomial in x and y, which terms of lowest degree are at least quadratic. We invite the reader to compare these normal forms, without further comment.
Conclusion
An improved version of Poincaré-Dulac's normal form theorem has been proposed, leading to a sort of "Jordan normal form" for nonlinear vector fields near a singular point. A careful combination between the Poincaré-Dulac theorem new version and the original way Stolovitch [13] has followed to eliminate "resonant" terms in nilpotent systems with one-Jordan-block leading matrix (to reach a normal form depending only on the first (n − 1) variables of the n-dimensional vector field) leads to a generalization to any dimension of an important result on normal forms of nilpotent systems proposed by Dullin and Meiss [6] . We believe that a similar generalization can be done for general nilpotent systems, in the spirit of Stolovitch results, one and exactly one nonlinear component being at most associated to each nilpotent Jordan block of the leading matrix. It should be stressed, however, that for general vector fields as well as for nilpotent ones, results proposed in the present paper should be considered as a restatement of old normal form results rather than a further reduction of these normal forms.
