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ABSTRACT
Sevostyanov, A. 1999. The Whittaker model of the center of the quantum
group and Hecke algebras. 77 pp. Uppsala. ISBN 91-506-1342-1.
In 1978 Kostant suggested the Whittaker model of the center of the universal en-
veloping algebra U(g) of a complex simple Lie algebra g. An essential role in this
construction is played by a non–singular character χ of the maximal nilpotent sub-
algebra n+ ⊂ g. The main result is that the center of U(g) is isomorphic to a
commutative subalgebra in U(b−), where b− ⊂ g is the opposite Borel subalgebra.
This observation is used in the theory of principal series representations of the cor-
responding Lie group G and in the proof of complete integrability of the quantum
Toda lattice.
We show that the Whittaker model introduced by Kostant has a natural homo-
logical interpretation in terms of Hecke algebras. Moreover, we introduce a general
definition of a Hecke algebra Hk∗(A,B, χ) associated to the triple of an associative
algebra A, a subalgebra B ⊂ A and a character χ of B. In particular, the Whittaker
model of the center of U(g) is identified with Hk0(U(g), U(n+), χ)
opp.
The goal of this thesis is to generalize the Kostant’s construction to quantum
groups. An obvious obstruction is the fact that the subalgebra in Uh(g) generated
by positive root generators (subject to the quantum Serre relations) does not have
non–singular characters. In order to overcome this difficulty we introduce a family
of new realizations of quantum groups, one for each Coxeter element of the corre-
sponding Weyl group. The modified quantum Serre relations allow for non–singular
characters, and we are able to construct the Whittaker model of the center of Uh(g).
The new Whittaker model is applied to the deformed quantum Toda lattice
recently studied by Etingof. We give new proofs of his results which resemble the
original Kostant’s proofs for the quantum Toda lattice.
Finally, we study the “quasi-classical” limit of the Whittaker model for Uh(g).
A remarkable new result is a cross-section theorem for the action of a complex
simple Lie group on itself by conjugations. We are able to prove this theorem for
all such Lie groups except for the case of E6! Using the cross–section theorem we
establish a relation between the Whittaker model and the set of conjugacy classes
of regular elements in the corresponding Lie group G.
Alexei Sevostyanov, Department of Theoretical Physics, Uppsala University,
Box 803, S-751 08 Uppsala, Sweden
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Introduction
In 1978 Kostant suggested the Whittaker model of the center of the uni-
versal enveloping algebra U(g) of a complex simple Lie algebra g. An essen-
tial role in this construction is played by a non–singular character χ of the
maximal nilpotent subalgebra n+ ⊂ g. The main result is that the center
of U(g) is isomorphic to a commutative subalgebra in U(b−), where b− ⊂ g
is the opposite Borel subalgebra. This observation is used in the theory of
principal series representations of the corresponding Lie group G and in the
proof of complete integrability of the quantum Toda lattice.
We show that the Whittaker model introduced by Kostant has a natural
homological interpretation in terms of Hecke algebras. Moreover, following
[28] we introduce a general definition of a Hecke algebra Hk∗(A,B, χ) asso-
ciated to the triple of an associative algebra A, a subalgebra B ⊂ A and a
character χ of B. In particular, the Whittaker model of the center of U(g)
is identified with Hk0(U(g), U(n+), χ)
opp.
The goal of this thesis is to generalize the Kostant’s construction to
quantum groups. An obvious obstruction is the fact that the subalgebra in
Uh(g) generated by positive root generators (subject to the quantum Serre
relations) does not have non-singular characters. In order to overcome this
difficulty we introduce a family of new realizations of quantum groups, one
for each Coxeter element of the corresponding Weyl group (see also [27]).
The modified quantum Serre relations allow for non–singular characters, and
we are able to construct the Whittaker model of the center of Uh(g).
The new Whittaker model is applied to the deformed quantum Toda
lattice recently studied by Etingof (see [10]). We give new proofs of his
results which resemble the original Kostant’s proofs for the quantum Toda
lattice.
Finally, we study the “quasi-classical” limit of the Whittaker model for
Uh(g). A remarkable new result is a cross-section theorem for the action of
a complex simple Lie group on itself by conjugations. We are able to prove
this theorem for all such Lie groups except for the case of E6! This theorem
is a group counterpart of the cross-section theorem of Kostant (Theorem C,
Section 1.3). Using the cross–section theorem we establish a relation between
the Whittaker model and the set of conjugacy classes of regular elements in
the corresponding Lie group G.
The thesis is organized as follows. Chapter 1 contains a review of Kostant’s
results on the Whittaker model [16], [17]. In order to create a pattern for
proofs in the quantum group case we recall most of the Kostant’s proofs.
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Chapter 2 is devoted to Hecke algebras. It contains the definition of the
algebra Hk∗(A,B, χ) and the interpretation of the Whittaker model as
Hk0(U(g), U(n+), χ)
opp. The central part of the thesis is Chapter 3. There
we describe new realizations of finite-dimensional quantum groups and present
the Whittaker model of the center of Uh(g). Chapter 3 also contains a dis-
cussion of the deformed quantum Toda lattice. In Chapter 4 we establish
a relation between the Whittaker model and regular elements in algebraic
groups. The main result of this Chapter is a cross-section theorem for the
action of a complex simple Lie group on itself by conjugations (see also [26]
where we prove a modification of this theorem for loop groups).
Many results presented in this thesis for finite-dimensional quantum
groups have natural counterparts for affine quantum groups. In order to
simplify the presentation we treat only the finite-dimensional case, and refer
the reader to the papers [27], [12], [26] for further details on the affine case.
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Chapter 1
Whittaker model
In this chapter we recall the Whittaker model of the center of the universal
enveloping algebra U(g), where g is a complex simple Lie algebra.
1.1 Notation
Fix the notation used throughout of the text. Let G be a connected simply
connected finite–dimensional complex simple Lie group, g its Lie algebra.
Fix a Cartan subalgebra h ⊂ g and let ∆ be the set of roots of (g, h) .
Choose an ordering in the root system. Let αi, i = 1, . . . l, l = rank(g) be
the simple roots, ∆+ = {β1, . . . , βN} the set of positive roots. Denote by ρ
a half of the sum of positive roots, ρ = 12
∑N
i=1 βi. Let H1, . . . ,Hl be the set
of simple root generators of h.
Let aij be the corresponding Cartan matrix. Let d1, . . . , dl be coprime
positive integers such that the matrix bij = diaij is symmetric. There exists a
unique non–degenerate invariant symmetric bilinear form (, ) on g such that
(Hi,Hj) = d
−1
j aij. It induces an isomorphism of vector spaces h ≃ h
∗ under
which αi ∈ h
∗ corresponds to diHi ∈ h. We denote by α
∨ the element of h
that corresponds to α ∈ h∗ under this isomorphism. The induced bilinear
form on h∗ is given by (αi, αj) = bij.
Let W be the Weyl group of the root system ∆. W is the subgroup of
GL(h) generated by the fundamental reflections s1, . . . , sl,
si(h) = h− αi(h)Hi, h ∈ h.
The action of W preserves the bilinear form (, ) on h. We denote a repre-
sentative of w ∈ W in G by the same letter. For w ∈ W, g ∈ G we write
7
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w(g) = wgw−1.
Let b+ be the positive Borel subalgebra and b− the opposite Borel sub-
algebra; let n+ = [b+, b+] and n− = [b−, b−] be their nil-radicals. Let
H = exp h, N+ = exp n+, N− = exp n−, B+ = HN+, B− = HN− be the Car-
tan subgroup, the maximal unipotent subgroups and the Borel subgroups of
G which correspond to the Lie subalgebras h, n+, n−, b+ and b−, respectively.
We identify g and its dual by means of the canonical invariant bilinear
form. Then the coadjoint action of G on g∗ is naturally identified with the
adjoint one. We also identify n+
∗ ∼= n−, b+
∗ ∼= b−.
Let gβ be the root subspace corresponding to a root β ∈ ∆, gβ = {x ∈
g|[h, x] = β(h)x for every h ∈ h}. gβ ⊂ g is a one–dimensional subspace. It
is well–known that for α 6= −β the root subspaces gα and gβ are orthogonal
with respect to the canonical invariant bilinear form. Moreover gα and g−α
are non–degenerately paired by this form.
Root vectors Xα ∈ gα satisfy the following relations:
[Xα,X−α] = (Xα,X−α)α
∨.
If V is a finite–dimensional complex vector space, S(V ) will denote the
symmetric algebra over V and Sk(V ) denotes the homogeneous subspace of
degree k. If V ∗ is the dual space to V then S(V ∗) is regarded as the algebra
of polynomial functions on V .
Let U(g) be the universal enveloping algebra of g, and Uk(g) the standard
filtration in U(g). From the Poincare´–Birkhoff–Witt theorem it follows that
the associated graded algebra GrU(g) is isomorphic to the symmetric algebra
S(g) of the linear space g.
Equip S(g) with a Poisson structure as follows. For each sk ∈ Sk(g)
choose a representative uk ∈ Uk(g) such that uk/Uk−1(g) = sk. We shall
denote sk = Gruk. Given two such elements si and sj with chosen represen-
tatives ui and uj, the commutativity of S(g) implies that
[ui, uj ] ∈ Ui+j−1(g).
Define
{si, sj} = [ui, uj ]/Ui+j−2(g). (1.1.1)
It is easy to see that this bracket is independent of the choice of represen-
tatives ui, uj and equips S(g) with the structure of a Poisson algebra, i.e.
it is a derivation of the multiplication in S(g). We refer to the procedure
described above as the graded limit.
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1.2 The Whittaker model
In this section we introduce the Whittaker model of the center of the uni-
versal enveloping algebra U(g). We start by recalling the classical result of
Chevalley which describes the structure of the center.
Let Z(g) be the center of U(g). The standard filtration Uk(g) in U(g)
induces a filtration Zk(g) in Z(g). The following important theorem may be
found for instance in [2], Ch.8, §8, no. 3, Corollary 1 and no.5, Theorem 2.
Theorem (Chevalley) One can choose elements Ik ∈ Zmk+1(g), k =
1, . . . l, where mk are called the exponents of g, such that Z(g) = C[I1, . . . , Il]
is a polynomial algebra in l generators.
The adjoint action of G on g naturally extends to S(g). Let S(g)G be
the algebra of G–invariants in S(g). Clearly, GrZ(g) ∼= S(g)G. In particular
S(g)G ∼= C[Î1, . . . , Îl], where Îi = GrIi, i = 1, . . . , l. The elements Îi, i =
1, . . . , l are called fundamental invariants.
Following Kostant we shall realize the center Z(g) of the universal en-
veloping algebra U(g) as a subalgebra in U(b−). Let
χ : n+ → C
be a character of n+. Since n+ =
∑l
i=1CXαi ⊕ [n+, n+] it is clear that χ is
completely determined by the constants ci = χ(Xαi), i = 1, . . . , l and ci are
arbitrary. In [16] χ is called non–singular if ci 6= 0 for all i.
Let f =
∑l
i=1X−αi ∈ n− be a regular nilpotent element. From the
properties of the invariant bilinear form (see Section 1.1) it follows that
(f, [n+, n+]) = 0, (f,Xαi) = (X−αi ,Xαi), and hence the map x 7→ (f, x), x ∈
n+ is a non–singular character of n+.
Recall that in our choice of root vectors no normalization was made.
But now given a non–singular character χ : n+ → C we will say that f
corresponds to χ in case
χ(Xαi) = (X−αi ,Xαi).
Conversely if χ is non–singular there is a unique choice of f so that f corre-
sponds to χ. In this case χ(x) = (f, x) for every x ∈ n+.
Naturally, the character χ extends to a character of the universal en-
veloping algebra U(n+). Let Uχ(n+) be the kernel of this extension so that
one has a direct sum
U(n+) = C⊕ Uχ(n+).
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Since g = b−⊕ n+ we have a linear isomorphism U(g) = U(b−)⊗U(n+)
and hence the direct sum
U(g) = U(b−)⊕ Iχ, (1.2.1)
where Iχ = U(g)Uχ(n+) is the left–sided ideal generated by Uχ(n+).
For any u ∈ U(g) let uχ ∈ U(b−) be its component in U(b−) relative to
the decomposition (1.2.1). Denote by ρχ the linear map
ρχ : U(g)→ U(b−)
given by ρχ(u) = u
χ. Let W (b−) = ρχ(Z(g)).
Theorem A ([16], Theorem 2.4.2) The map
ρχ : Z(g)→W (b−) (1.2.2)
is an isomorphism of algebras. In particular
W (b−) = C[I
χ
1 , . . . , I
χ
l ], I
χ
i = ρχ(Ii), i = 1, . . . , l
is a polynomial algebra in l generators.
Proof. First, we show that the map (1.2.2) is an algebra homomorphism. If
u, v ∈ Z(g) then uχvχ ∈ U(b−) and
uv − uχvχ = (u− uχ)v + uχ(v − vχ).
Since (u − uχ)v = v(u − uχ) the r.h.s. of the last equality is an element of
Iχ. This proves u
χvχ = (uv)χ.
By definition the map (1.2.2) is surjective. We have to prove that it is
injective. Let U(g)h be the centralizer of h in U(g). Clearly Z(g) ⊆ U(g)h.
From the Poincare´–Birkhoff–Witt theorem it follows that every element z ∈
U(g)h may be uniquely written as
z =
∑
p,q∈NN ,<p>=<q>
Xp1−β1 . . . X
pN
−βN
ϕp,qX
q1
β1
. . . XqNβN ,
where < p >=
∑r
i=1 piβi ∈ h
∗ and ϕp,q ∈ U(h).
Now recall that χ(Xβi) = 0 if βi is not a simple root, and we easily obtain
ρχ(z) =
∑
p,q∈Nl,<p>=<q> 6=0
X
pj1
−αk1
. . . X
pjl
−αkl
ϕp,q
l∏
i=1
c
qji
ki
+ ϕ0,0.
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Let z ∈ Z(g). One knows that the map
Z(g)→ U(h), z 7→ ϕ0,0,
called the Harich-Chandra homomorphism, is injective (see (c), p. 232 in
[7]). It follows that the map (1.2.2) is also injective.
Definition A The algebra W (b−) is called the Whittaker model of Z(g).
Next we equip U(b−) with a structure of a left U(n+) module in such a
way that W (b−) is realized as the space of invariants with respect to this
action.
Let Yχ be the left U(g) module defined by
Yχ = U(g)⊗U(n+) Cχ,
where Cχ denotes the 1–dimensional U(n+)–module defined by χ. Obviously
Yχ is just the quotient module U(g)/Iχ. From (1.2.1) it follows that the map
U(b−)→ Yχ; v 7→ v ⊗ 1 (1.2.3)
is a linear isomorphism.
It is convenient to carry the module structure of Yχ to U(b−). For u ∈
U(g), v ∈ U(b−) the induced action u ◦ v has the form
u ◦ v = (uv)χ. (1.2.4)
The restriction of this action to U(n+) may be changed by tensoring with
1–dimensional U(n+)–module defined by −χ. That is U(b−) becomes an
U(n+) module where if x ∈ U(n+), v ∈ U(b−) one puts
x · v = x ◦ v − χ(x)v. (1.2.5)
Lemma A ([16], Lemma 2.6.1.) Let v ∈ U(b−) and x ∈ U(n+). Then
x · v = [x, v]χ.
Proof. By definition x · v = (xv)χ − χ(x)v. Then we have xv = [x, v] + vx
and hence x ·v = ([x, v])χ+(vx)χ−χ(x)v. But clearly (vx)χ = vχ(x). Thus
x · v = ([x, v])χ.
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The action (1.2.5) may be lifted to an action of the unipotent group N+.
Consider the space U(b−)
N+ of N+ invariants in U(b−) with respect to this
action. Clearly, W (b−) ⊆ U(b−)
N+ .
Theorem B ([16], Theorems 2.4.1, 2.6) Suppose that the character χ is
non–singular. Then the space of N+ invariants in U(b−) with respect to the
action (1.2.5) is isomorphic to W (b−), i.e.
U(b−)
N+ ∼=W (b−). (1.2.6)
We shall prove Theorem B in the next section.
1.3 Geometric approach to the Whittaker model
In this section we establish a relation between the Whittaker model and the
geometry of the adjoint action of the corresponding Lie group.
Denote the character of S(n+) that equals to χ(x) for every x ∈ n+ by
the same letter. Similarly to (1.2.1) we have the following decomposition for
S(g):
S(g) = S(b−)⊕ I
0
χ,
where I0χ is the ideal in S(g) generated by the kernel of χ. For any s ∈ S(g)
let sχ be its component in S(b−) relative to this decomposition.
Now using Lemma A we define the graded limit of the action (1.2.5). For
x ∈ n+ and s ∈ S(b−) we put
x · s = ({x, s})χ. (1.3.1)
This action may be lifted to an action of the unipotent group N+ on
S(b−). For a ∈ N+, s ∈ S(b−) this action is given by
a · s = (Ad(a)(s))χ.
Observe that S(b−) is naturally identified with the algebra of polynomial
functions on b+. We shall describe the space of invariants S(b−)
N+ using
the induced action of N+ on b+.
To calculate this action it suffices to consider the restriction of the action
(1.3.1) to linear functions. Let s ∈ b− be such a function. Then for a ∈ N+
a · s = (Ad(a)(s))χ = Pb−(Ad(a)(s)) + χ(Pn+(Ad(a)(s))),
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where Pb− and Pn+ are the projection operators onto b− and n+, respectively,
in the direct sum g = b− + n+. By the definition of the induced action we
have
a · s(s′) = s(a−1 · s′), for every s′ ∈ b+.
On the other hand
a · s(s′) = (Pb−(Ad(a)(s)), s
′) + χ(Pn+(Ad(a)(s))) =
(Ad(a)(s), s′) + (Ad(a)(s), f),
where f ∈ n− corresponds to χ. Since the canonical bilinear form (, ) is
Ad-invariant the last formula may be rewritten as:
a · s(s′) = (s,Ad(a)−1(s′ + f)) = s(Pb+(Ad(a)
−1(s′ + f))),
where Pb+ is the projector onto b+ in the direct sum g = b+ + n−.
Finally observe that the subspace f + b+ is stable under the adjoint
action of N+. Therefore Pb+(Ad(a)
−1(s′ + f)) = Ad(a)−1(s′ + f) − f , and
the induced action of N+ on b+ takes the form:
a · s′ = Ad(a)(s′ + f)− f. (1.3.2)
Now the algebra of invariants S(b−)
N+ may be identified with a certain
subalgebra in the algebra of functions on the quotient b+/N+. The space
b+/N+ has a nice geometric description.
Observe that [f, n+] ⊂ b+. Moreover, [f, n+] is an adρ stable subspace
of b+. Since ρ is a semi–simple element there exists an adρ invariant stable
subspace s ⊆ b+ such that b+ = s+ [f, n+] is a direct sum. By Theorem 8
and Remark 19’ in [17] s is an l–dimensional subspace in n+.
Theorem C ([16], Theorem 1.2 ) The map
N+ × s→ b+
given by (a, x) 7→ a · x is an isomorphism of affine varieties. Therefore the
quotient space b+/N+ is isomorphic to s.
The linear space s naturally appears in the study of regular elements
in g. Recall that an element of g is called regular if its centralizer in g is
of minimal possible dimension. Let R be the set of regular elements in g.
Clearly, R is stable under the adjoint action of G and in fact R is the union
of all G orbits in g of maximal dimension.
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Theorem D ([16], Theorem 1.1; [17], Theorem 8) The affine space
f + s is contained in R and is a cross–section for the action of G on R.
That is every G–orbit in g of maximal dimension intersects f + s in one and
only one point.
Let Î1, . . . , Îl ∈ S(g)
G be the fundamental invariants. Î1, . . . , Îl may be
viewed as polynomial functions on g∗ ∼= g. The restrictions of these functions
to f + s define a global coordinate system on s.
Theorem E ([16], Theorem 1.3) For any Î ∈ S(g)G one has Îχ ∈
S(b−)
N+ . Furthermore the map
S(g)G → S(b−)
N+ , Î 7→ Îχ (1.3.3)
is an algebra isomorphism. In particular
S(b−)
N = C[Îχ1 , . . . , Î
χ
l ]
is a polynomial algebra in l generators.
Proof. First observe that elements of S(g) may be viewed as polynomial
functions on g∗ ∼= g. Note also that the ideal I0χ is generated by the elements
x−(x, f), x ∈ n+. Therefore I
0
χ is the ideal of polynomial functions vanishing
on the subspace f + b+ and so for every Î ∈ S(g) Î
χ may be regarded as the
restriction of the function Î to the subspace f + b+.
For Î ∈ S(g)G, s′ ∈ b+ and a ∈ N+ one has Î(Ad(a)(f +s
′)) = Îχ(a ·s′).
Since Î(Ad(a)(f + s′)) = Î(f + s′) it follows that Îχ ∈ S(b−)
N+ .
By Theorem C the map
S(b−)
N+ → S(s∗)
given by the restriction v 7→ v|s is an algebra isomorphism. Now by Theorem
D the restrictions of the functions Îχi , i = 1, . . . , l to s are a coordinate
system. Therefore (1.3.3) is an isomorphism.
Proof of Theorem B. First observe that elements Îχi , i = 1, . . . , l are the
graded limits of the elements Iχi ∈ U(b−)
N+ , i = 1, . . . , l. ThereforeGrW (b−) =
S(b−)
N+ . Recall that W (b−) ⊆ U(b−)
N+ is a linear subspace.
Let J ∈ U(b−)
N+ ∩ Uk1(b−) be an invariant element. Clearly, GrJ ∈
S(b−)
N+ . Since GrW (b−) = S(b−)
N+ one can find elements I1 ∈ W (b−) ∩
Uk1(b−) and J1 ∈ U(b−)
N+ ∩ Uk2(b−), k2 < k1 such that
J − I1 = J1.
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Applying the same procedure to J1 we obtain elements J2 ∈ U(b−)
N+ ∩
Uk3(b−), k3 < k2, I2 ∈W (b−) ∩ Uk2(b−) such that
J1 − I2 = J2.
We can continue this process. Since the standard filtration in U(b−)
is bounded below we finally obtain that for some i Ji − Ii = c ∈ C. By
construction the element J is represented as J =
∑i
j=1 Ij + c, Ij ∈W (b−)∩
Ukj(b−). Therefore J ∈W (b−). This concludes the proof.
Now we make an important remark.
Remark A Observe that the space U(b−)
N+ may be interpreted as the
zeroth cohomology space of the U(n+) module Yχ, where U(n+) is augmented
by χ. Indeed, for every associative algebra B equipped with character χ and
for every left B–module V the cohomology module H∗(V ) is defined as the
cohomology space of the complex (see [4])
HomB(X,V ), (1.3.4)
where X is a projective resolution of the one–dimensional B–module Cχ
defined by χ. In homological algebra χ is called an augmentation of B. It
is well–known that the graded vector space H∗(V ) does not depend on the
resolution X and the zeroth cohomology space H0(V ) is isomorphic to the
space of invariants HomB(Cχ, V ) (see [4]). Using the map
HomB(Cχ, V )→ V ; vˆ 7→ vˆ(1) = v
this space may be identified with the subspace in V spanned by elements
v ∈ V such that bv = χ(b)v for every b ∈ B, i.e.
H0(V ) = HomB(Cχ, V ) = {v ∈ V : bv = χ(b)v for every b ∈ B}.
Now for B = U(n+), χ as in Theorem B and V = Yχ we have H
0(Yχ) =
{v ∈ Yχ : xv = χ(x)v for every x ∈ U(n+)}. From (1.2.5) and (1.2.3) it
follows that H0(Yχ) = U(b−)
N+ .
Now recall that by Theorem B there exists a linear isomorphismW (b−) ∼=
U(b−)
N+ . Therefore the associative algebra W (b−) is isomorphic to H
0(Yχ)
as a linear space. In Section 2.6 we show that the multiplicative structure
of W (b−) naturally appears in the context of homological algebra.
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Chapter 2
Hecke algebras
In this section we give a homological definition of Hecke algebras (see Section
2.2). Let K be a ring with unit, A an associative algebra over K, and B
a subalgebra of A with augmentation, that is, a K–algebra homomorphism
ε : B → K. The Hecke algebra Hk∗(A,B, ε) of the triple (A,B, ε) is a
natural generalization of the algebra HomA(A ⊗B K,A ⊗B K). For every
left A module V and every right A module W the algebra Hk∗(A,B, ε) acts
in both the cohomology space H∗(B,V ) and the homology space H∗(B,W )
of V and W as B–modules. Hecke algebras are also closely related to the
quantum BRST cohomology (see [19]).
To define Hecke algebras we study complexes of A–endomorphisms of
graded left A modules. Let X be such a complex, EndA(X) be the cor-
responding complex of endomorphisms. Our main observation is that the
natural multiplication in EndA(X) given by composition of endomorphisms
induces a multiplicative structure on the cohomology space H∗(EndA(X)).
Furthermore, the associative algebra H∗(EndA(X)) only depends on the ho-
motopy class of the complex X.
As an application of our construction we show that the Whittaker model
W (b−) is the zeroth graded component of the Hecke algebra of the triple
(U(g), U(n), χ).
The exposition in this chapter follows [28].
2.1 Endomorphisms of complexes
Let A be an associative ring with unit, X a graded complex of left A modules
equipped with a differential d of degree −1. Recall the definition of the
17
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complex Y = EndA(X) [21].
By definition Y is a Z–graded complex
Y =
∞⊕
n=−∞
Y n
with graded components defined as
Y n =
∏
p+q=n
Y p,q,
where
Y p,q = HomA(X
p,X−q).
Clearly Y is closed with respect to the multiplication given by composi-
tion of endomorphisms. Thus it is a graded associative algebra.
We introduce a differential on Y of degree +1 as follows:
(df)p,q = (−1)p+qfp−1,q ◦ d+ d ◦ fp,q−1,
f = {fp,q}, fp,q ∈ Y p,q,
where d is the differential of X. If f is homogeneous then
df = d ◦ f − (−1)deg(f)f ◦ d. (2.1.1)
So that d is the supercommutator by d.
We shall consider also the partial differentials d′ and d′′ on Y :
for f ∈ Y p,q
(d′f)(x) = (−1)p+q+1f(dx), x ∈ Xp+1;
(d′′f)(x) = df(x), x ∈ Xp.
(2.1.2)
It is easy to check that
d′2 = d′′2 = d′d′′ + d′′d′ = 0
These conditions ensure that d2 = 0.
The following property of d is crucial for the subsequent considerations.
Lemma 2.1.1 d is a superderivation of Y .
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Proof. Let f and g be homogeneous elements of Y . Then deg(fg) = deg(f)+
deg(g) and (2.1.1) yields:
d(fg) = d ◦ fg − (−1)deg(f)+deg(g)fg ◦ d =
d ◦ fg − (−1)deg(f)f ◦ d ◦ g + (−1)deg(f)f ◦ d ◦ g − (−1)deg(f)+deg(g)fg ◦ d =
(df)g + (−1)deg(f)f(dg).
This completes the proof.
The most important consequence of the lemma is
Proposition 2.1.2 The homology space H∗(Y ) inherits a multiplicative struc-
ture from Y. Thus H∗(Y ) is a graded associative algebra.
Proof. First, the product of two cocycles is a cocycle. For if f and g are
homogeneous and df = dg = 0 then
d(fg) = (df)g + (−1)deg(f)f(dg) = 0.
Now we have to show that the product of homology classes is well–
defined. It suffices to verify that the product of a homogeneous cocycle with
a homogeneous coboundary is cohomologous to zero. For instance consider
the product fdh. Equation (2.1.1) gives
fdh = f ◦ (d ◦ h− (−1)deg(h)h ◦ d) = (2.1.3)
(−1)deg(f)d ◦ f ◦ h− (−1)deg(h)f ◦ h ◦ d = (−1)deg(f)d(fh).
This completes the proof.
One of the principal statements of homological algebra says that homo-
topically equivalent complexes have the same homology. In particular the
vector space H∗(Y ) depends only on the homotopy class of the complex
X. It turns out that the same is true for the algebraic structure of H∗(Y ).
Indeed we have the following
Theorem 2.1.3 Let X,X ′ be two homotopically equivalent graded complexes
of left A–modules. Then
H∗(Y ) ∼= H∗(Y ′)
as graded associative algebras.
Proof. Let F : X → X ′, F ′ : X ′ → X be two maps between the complexes
such that
F ′F − idX = dXs+ sdX , s : X → X, s ∈ Y
−1,
FF ′ − idX′ = dX′s
′ + s′dX′ , s
′ : X ′ → X ′, s′ ∈ Y ′−1.
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Consider the induced mappings of the complexes Y, Y ′:
FF ′∗ : Y → Y ′,
FF ′∗f = F ◦ f ◦ F ′, f ∈ Y ;
F ′F ∗ : Y ′ → Y,
F ′F ∗g = F ′ ◦ g ◦ F, f ∈ Y ′.
Their compositions are homotopic to the identity maps of Y and Y ′ (see
Chap. 4, [4] for a general statement about equivalences of functors). But
this means that FF ′∗ is inverse to F ′F ∗ when restricted to homology. Thus
H∗(Y ) is isomorphic to H∗(Y ′) as a vector space. We have to show that
the restrictions of FF ′∗ and F ′F ∗ to the homologies are homomorphisms of
algebras.
Let f and g be homogeneous elements of Y and dXf = dXg = 0. By
the definition of the induced maps we have
FF ′∗(fg) = F ◦ fg ◦ F ′.
On the other hand
FF ′∗(f)FF ′∗(g) = F ◦ f ◦ F ′F ◦ g ◦ F ′ = (2.1.4)
F ◦ f(idX + dXs+ sdX)g ◦ F
′.
Now recall that f and g are cocycles in Y . By (2.1.1) they supercommute
with dX :
dX ◦ f = (−1)
deg(f)f ◦ dX . (2.1.5)
Using (2.1.5) and the fact that F and F ′ are morphisms of complexes we
can rewrite (2.1.4) as follows:
F ◦ f(idX + dXs+ sdX)g ◦ F
′ = F ◦ fg ◦ F ′ +
+(−1)deg(f)dX′ ◦ F ◦ fsg ◦ F
′ + (−1)deg(g)F ◦ fsg ◦ F ′ ◦ dX′ = (2.1.6)
= F ◦ fg ◦ F ′ + (−1)deg(f)dX′(F ◦ fsg ◦ F
′).
Finally observe that by (2.1.6), FF ′∗(fg) and FF ′∗(f)FF ′∗(g) belong to
the same homology class in H∗(Y ′). This completes the proof.
2.2 Hecke algebras
Let A be an associative algebra over a ring K with unit, and B a subalgebra
of A with augmentation, that is, a K–algebra homomorphism ε : B → K.
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Let X be a projective resolution of the left B–module K defined by
ε. Since X is a complex of left B–modules, the space A ⊗B X is also a
differential complex. Observe that this complex has the natural structure
of a left A–module. Therefore we can apply Proposition 2.1.2 to define a
graded associative algebra
Hk∗(A,B, ε) = H∗(EndA(A⊗B X)).
Note that all B–projective resolutions of K are homotopically equivalent
and so the complexes A ⊗B X are homotopically equivalent for different
resolutions X. Hence by Theorem 2.1.3 the associative algebra Hk∗(A,B, ε)
does not depend on the resolution X. We shall call it the Hecke algebra of
the the triple (A,B, ε).
Now consider A as a left A–module and a right B–module via multi-
plication. In this way A becomes a left A ⊗ Bopp–module. Let X ′ be a
projective resolution of this module. The complex X ′ ⊗B K, where the B
module structure on K is defined by ε, is a left A–module. Therefore one
can define an associative algebra
Ĥk
∗
(A,B, ε) = H∗(EndA(X
′ ⊗B K))
independent of the resolution X ′.
Proposition 2.2.1 Hk∗(A,B, ε) is isomorphic to Ĥk
∗
(A,B, ε) as a graded
associative algebra.
Proof. We shall use the standard bar resolutions for computing Ĥk
∗
(A,B, ε)
and Hk∗(A,B, ε) [21], [4]. Consider the complex B ⊗ T (I(B)) ⊗ B, where
I(B) = B/K and T denotes the tensor algebra of the vector space. Elements
of B⊗T (I(B))⊗B are usually written as a[a1, . . . , as]a
′. The differential is
given by
da[a1, . . . , as]a
′ = aa1[a2, . . . , as]a
′ + (2.2.1)
s−1∑
k=1
(−1)ka[a1, . . . , akak+1, . . . , as]a
′ + (−1)sa[a1, . . . , as−1]asa
′.
Then B ⊗ T (I(B))⊗B ⊗B K = B ⊗ T (I(B))⊗K is a free resolution of
the left B–module K. And A ⊗B B ⊗ T (I(B)) ⊗ B = A ⊗ T (I(B)) ⊗ B is
a free resolution of A as a right B–module. The complex A⊗ T (I(B))⊗B
is also a free left A–module via left multiplication by elements of A. Hence
this is an A⊗Bopp– free resolution of A.
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Thus the complex EndA(A⊗BB⊗T (I(B))⊗K) = EndA(A⊗T (I(B))⊗
K) for the computation of Hk∗(A,B, ε) is canonically isomorphic to the
complex EndA(A ⊗ T (I(B)) ⊗ B ⊗B K) = EndA(A ⊗ T (I(B)) ⊗ K) for
the computation of Ĥk
∗
(A,B, ε). This establishes the isomorphism of the
algebras.
2.3 Action in homology and cohomology spaces
Recall that for every left B–module V the cohomology modules are defined
to be
H∗(B,V ) = Ext∗B(K,V ) = H
∗(HomB(X,V )), (2.3.1)
where X is a projective resolution of K. On the other hand for every right
B–module W one can define the homology modules
H∗(B,W ) = Tor
B
∗ (W,K) = H∗(W ⊗B X). (2.3.2)
Now observe that for every left A–module V the complex in (2.3.1) for
calculating its cohomology as a right B–module may be represented as fol-
lows:
HomB(X,V ) = HomA(A⊗B X,V ). (2.3.3)
Endow the space HomA(A⊗BX,V ) with a right EndA(A⊗BX)–action:
HomA(A⊗B X,V )× EndA(A⊗B X)→ HomA(A⊗B X,V ),
ϕ× f 7→ ϕ ◦ f,
ϕ ∈ HomA(A⊗B X,V ), f ∈ EndA(A⊗B X).
(2.3.4)
This action is well–defined since f commutes with the left A–action.
Clearly this action respects the gradings, i.e., it is an action of the graded
associative algebra on the graded module.
Proposition 2.3.1 For every left A module V the action (2.3.4) gives rise
to a right action
H∗(B,V )×Hk∗(A,B, ε)→ H∗(B,V ), (2.3.5)
Hn(B,V )×Hkm(A,B, ε)→ Hn+m(B,V ).
Proof. Let ϕ ∈ HomA(A ⊗B X,V ) and dϕ = ϕ ◦ d = 0. Let also f ∈
EndA(A ⊗B X) be a homogeneous cocycle. By (2.1.5) ϕ ◦ f is a cocycle in
HomA(A⊗B X,V ). Indeed
d(ϕ ◦ f) = ϕ ◦ f ◦ d = (−1)deg(f)ϕ ◦ d ◦ f = 0.
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Next we need to show that the action does not depend on the choice of
the representative f in the homology class [f ], that is ϕ◦dg is homologous to
zero for every homogeneous g ∈ EndA(A⊗BX). This is a direct consequence
of the definitions:
ϕ ◦ dg = ϕ ◦ (d ◦ g − (−1)deg(g)g ◦ d) = −(−1)deg(g)d(ϕ ◦ g),
since ϕ ◦ d = 0.
Finally let us check that the action is independent of the representative
in the homology class [ϕ]. For ψ ∈ HomA(A ⊗B X,V ) dψ ◦ f is always
homologous to zero:
dψ ◦ f = ψ ◦ d ◦ f = (−1)deg(f)ψ ◦ f ◦ d = (−1)deg(f)d(ψ ◦ f).
This concludes the proof.
Similarly for every right A–module W one can equip the homology mod-
ule H∗(B,W ) with a structure of a left Hk
∗(A,B, ε)–module. First the
complex W ⊗B X = W ⊗A A ⊗B X has the natural structure of a left
EndA(A⊗B X)–module:
EndA(A⊗B X)×W ⊗A A⊗B X →W ⊗A A⊗B X,
f × w ⊗ x 7→ w ⊗ f(x),
w ⊗ x ∈W ⊗A (A⊗B X), f ∈ EndA(A⊗B X).
(2.3.6)
Observe that according to the convention of Section 2.1 elements of
EndnA(A⊗BX) have degree -n as operators in the graded spaceW⊗AA⊗BX:
EndnA(A⊗B X)×W ⊗A A⊗B Xm →W ⊗A A⊗B Xm−n.
The following assertion is an analogue of Proposition 2.3.1 for homology.
Proposition 2.3.2 For every right A module W the action (2.3.6) gives
rise to a left action
Hk(A,B, ε)∗ ×H∗(B,W )→ H∗(B,W ), (2.3.7)
Hk(A,B, ε)n ×Hm(B,W )→ Hm−n(B,W ).
2.4 Structure of the Hecke algebras
In this section we investigate the Hecke algebras under some technical as-
sumptions. The main theorem here is
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Theorem 2.4.1 Assume that
TorBn (A,K) = 0 for n > 0.
Then
Hkn(A,B, ε) = ExtnA(A⊗B K,A ⊗B K) = Ext
n
B(K,A ⊗B K).
In particular
Hkn(A,B, ε) = 0, n < 0,
and
Hk0(A,B, ε) = HomA(A⊗B K,A⊗B K)
as an associative algebra.
Proof. Equip the complex Y = EndA(A ⊗ T (I(B)) ⊗K), which we used in
Proposition 2.2.1 for the computation of Hk∗(A,B, ε), with the first filtra-
tion as follows:
F kY =
∞∑
n=−∞
∏
p+q=n,p≥k
Y p,q.
The associated graded complex with respect to this filtration is the dou-
ble direct sum
GrY =
∞∑
p,q=−∞
Y p,q.
One can show that the filtration is regular and the second term of the cor-
responding spectral sequence is
Ep,q2 = H
p
d′(H
q
d′′(GrY )), (2.4.1)
where H∗d′ and H
∗
d′′ denote the homologies of the complex with respect to
the partial differentials (2.1.2).
Now observe that at the same time the complex A ⊗ T (I(B)) ⊗ K is
a complex for the calculation of TorBn (A,K) because A ⊗ T (I(B)) ⊗ B is
a free resolution of A as a right B–module. It is also free as a left A–
module. Therefore the functor HomA(A ⊗ T (I(B)) ⊗ K, ·) is exact. By
assumption H∗(A⊗ T (I(B))⊗K) = TorB0 (A,K) = A⊗B K. Using the last
two observations we can calculate the cohomology of the complex GrY with
respect to the differential d′′ :
H∗d′′(GrY ) = H
∗
d′′(HomA(A⊗ T (I(B))⊗K,A ⊗ T (I(B))⊗K)) =
HomA(A⊗ T (I(B))⊗K,A⊗B K).
(2.4.2)
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Here HomA should be thought of as a direct sum of the double graded com-
ponents. Now (2.4.2) provides that the spectral sequence (2.4.1) degenerates
at the second term. Moreover,
Ep,∗2 = H
p
d′(H
0
d′′(GrY )) = H
p
d′(HomA(A⊗ T (I(B))⊗K,A ⊗B K)).
But the complex A⊗ T (I(B))⊗K may be regarded as a free resolution
of the left A–module A⊗B K. Therefore
Ep,∗2 = Ext
p
A(A⊗B K,A ⊗B K).
Finally by Theorem 5.12, [4] we have:
Hkn(A,B, ε) = Hn(Y ) = En,02 = Ext
n
A(A⊗B K,A⊗B K).
Since TorBn (A,K) = 0 for n > 0 we can apply the Shapiro lemma (see
Proposition 4.1.3 in [4]) to simplify the last expression:
ExtnA(A⊗B K,A⊗B K) = Ext
n
B(K,A ⊗B K).
Clearly, Hk0(A,B, ε) = HomA(A⊗B K,A ⊗B K) as an associative algebra.
This completes the proof.
Remark 2.4.1 In particular the conditions of the theorem are satisfied if A
is projective as a right B–module. For instance suppose that there exists a
subspace N ⊂ A such that multiplication in A provides an isomorphism of
vector spaces A ∼= N ⊗B. Then A is a free right B–module.
2.5 Comparison with the BRST complex
Let g be a Lie algebra over a field K. For simplicity we suppose that g
is finite–dimensional. However the arguments presented below remain true,
with some technical modifications, for an arbitrary Lie algebra. We shall
apply the construction of Section 2.2 in the following situation.
Let B = U(g) and let A be an associative algebra over K containing
B as a subalgebra. Note that U(g) is naturally augmented. Consider the
U(g)–free resolution of the left U(g)–module K as follows:
X = U(g)⊗ Λ(g),
d(u⊗ x1 ∧ . . . ∧ xn) =
∑n
i=1(−1)
i+1uxi ⊗ x1 ∧ . . . ∧ x̂i ∧ . . . ∧ xn+∑
1≤i<j≤n(−1)
i+ju⊗ [xi, xj ] ∧ x1 ∧ . . . ∧ x̂i ∧ . . . ∧ x̂j ∧ . . . ∧ xn,
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where the symbol x̂i indicates that xi is to be omitted.
Introduce operators of exterior and inner multiplication on Λ(g) as fol-
lows. For every x ∈ g and x∗ ∈ g∗ we define
xx1 ∧ . . . ∧ xn = x ∧ x1 ∧ . . . ∧ xn,
x∗x1 ∧ . . . ∧ xn =
∑n
i=1(−1)
i+1x∗(xi)x1 ∧ . . . ∧ x̂i ∧ . . . ∧ xn.
Equip the linear space g+g∗ with a scalar product given by the canonical
paring between g and g∗. Using this scalar product we can construct the
Clifford algebra C(g + g∗). The operators x, y∗, x ∈ g, y∗ ∈ g∗ satisfy the
defining relations of this algebra,
xy∗ + y∗x = y∗(x).
Therefore the algebra C(g+ g∗) naturally acts in the space Λ(g). Moreover,
it is well–known that EndK(Λ(g)) = C(g+ g
∗).
Now the differential of the complex A ⊗U(g) X = A ⊗ Λ(g) may be ex-
plicitly described using the operators of exterior and inner multiplications,
d =
∑
i
ei ⊗ e
∗
i −
∑
i,j
1⊗ [ei, ej ]e
∗
i e
∗
j . (2.5.1)
Here ei is a linear basis of g, e
∗
i is the dual basis, ei ⊗ 1 is regarded as the
operator of right multiplication in A, ei ⊗ 1 · u⊗ 1 = uei ⊗ 1.
Now consider the complex EndA(A ⊗U(g) X) = EndA(A ⊗ Λ(g)) for the
computation of the algebra Hk(A,B, ε). Observe that
EndA(A⊗ Λ(g)) = A
opp ⊗ EndK(Λ(g)) = A
opp ⊗ C(g+ g∗).
Under this identification Aopp acts on A⊗Λ(g) by multiplication in A on the
right and the Clifford algebra acts by the exterior and inner multiplication
in Λ(g). This allows to consider the differential (2.5.1) as an element of the
complex Aopp ⊗ C(g+ g∗).
It is easy to see that the canonical Z–grading of the complex Aopp ⊗
C(g+ g∗) coincides mod 2 with the Z2–grading inherited from the Clifford
algebra. Therefore according to (2.1.1) the differential d is given by the
supercommutator in Aopp ⊗ C(g+ g∗) by element (2.5.1).
Now recall that the complex Aopp⊗C(g+g∗) with the differential given by
the supercommutator by the element (2.5.1) is the quantum BRST complex
proposed in [19]. This establishes
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Proposition 2.5.1 The complex (EndA(A⊗U(g)X),d) is isomorphic to the
BRST one Aopp ⊗C(g+ g∗) with the differential being the supercommutator
by the element (2.5.1).
2.6 Whittaker model as a Hecke algebra
In this section we use the notation introduced in Section 1.1. Let g be
a complex simple Lie algebra, n+ ⊂ g the maximal nilpotent subalgebra,
χ : n+ → C a character. Let W (b−) be the Whittaker model of the center
Z(g) of the universal enveloping algebra U(g).
Proposition 2.6.1 Suppose that the character χ is non–singular. Then
W (b−) is isomorphic to Hk
0(U(g), U(n+), χ)
opp as an associative algebra.
Proof. First observe that since g = b− ⊕ n+ we have a linear isomor-
phism U(g) = U(b−) ⊗ U(n+). Therefore from Remark 2.4.1 and The-
orem 2.4.1 it follows that Hk0(U(g), U(n+), χ) = HomU(g)(Yχ, Yχ), where
Yχ = U(g)⊗U(n+) Cχ.
Now observe that the map
HomU(g)(Yχ, Yχ)→ HomU(n+)(Cχ, Yχ); v˜ 7→ vˆ,
where vˆ is given by vˆ(z) = v˜(1⊗z) for every z ∈ Cχ, is a linear isomorphism.
Note also that by Remark A and Theorem B there exists a linear iso-
morphism
HomU(n+)(Cχ, Yχ)→W (b−); vˆ 7→ v, where v ⊗ 1 = vˆ(1).
Therefore we have a linear isomorphism
HomU(g)(Yχ, Yχ)→W (b−); v˜ 7→ v. (2.6.1)
We have to prove that (2.6.1) is an antihomomorphism.
Let v˜, w˜ ∈ HomU(g)(Yχ, Yχ) be two elements such that v˜(1 ⊗ 1) = v ⊗
1, w˜(1 ⊗ 1) = w ⊗ 1. Then v˜(w˜(1 ⊗ 1)) = v˜(w ⊗ 1). Since v˜ is an U(g)
endomorphism of Yχ we have v˜(w˜(1 ⊗ 1)) = wv˜(1 ⊗ 1) = wv ⊗ 1 This
completes the proof.
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Chapter 3
Quantum deformation of the
Whittaker model
Let g be a complex simple Lie algebra, Uh(g) the standard quantum group
associated with g. In this section we construct a generalization of the Whit-
taker model W (b−) for Uh(g).
Let Uh(n+) be the subalgebra of Uh(g) corresponding to the nilpotent
Lie subalgebra n+. Uh(n+) is generated by simple positive root generators of
Uh(g) subject to the quantum Serre relations. It is easy to show that Uh(n+)
has no non–singular characters (taking nonvanishing values on all simple
root generators). Our first main result is a family of new realizations of the
quantum group Uh(g), one for each Coxeter element in the corresponding
Weyl group (see also [27]). The counterparts of U(n+), which naturally arise
in these new realizations of Uh(g), do have non–singular characters.
Using these new realizations we can immediately formulate a quantum
group version of Definition A. We also prove counterparts of Theorems A
and B for Uh(g).
Finally we define quantum group generalizations of the Toda Hamilto-
nians. In the spirit of quantum harmonic analysis these new Hamiltonians
are difference operators. An alternative definition of these Hamiltonians has
been recently given in [10].
3.1 Quantum groups
In this section we recall some basic facts about quantum groups. We follow
the notation of [6].
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Let h be an indeterminate, C[[h]] the ring of formal power series in h. We
shall consider C[[h]]–modules equipped with the so–called h–adic topology.
For every such module V this topology is characterized by requiring that
{hnV | n ≥ 0} is a base of the neighbourhoods of 0 in V , and that translations
in V are continuous. It is easy to see that, for modules equipped with this
topology, every C[[h]]–module map is automatically continuous.
A topological Hopf algebra over C[[h]] is a complete C[[h]]–module A
equipped with a structure of C[[h]]–Hopf algebra (see [6], Definition 4.3.1),
the algebraic tensor products entering the axioms of the Hopf algebra are re-
placed by their completions in the h–adic topology. We denote by µ, ı,∆, ε, S
the multiplication, the unit, the comultiplication, the counit and the an-
tipode of A, respectively.
The standard quantum group Uh(g) associated to a complex finite–dimensional
simple Lie algebra g is the algebra over C[[h]] topologically generated by el-
ements Hi, X
+
i , X
−
i , i = 1, . . . , l, and with the following defining relations:
[Hi,Hj] = 0, [Hi,X
±
j ] = ±aijX
±
j ,
X+i X
−
j −X
−
j X
+
i = δi,j
Ki−K
−1
i
qi−q
−1
i
,
where Ki = e
dihHi , eh = q, qi = q
di = edih,
(3.1.1)
and the quantum Serre relations:
∑1−aij
r=0 (−1)
r
[
1− aij
r
]
qi
(X±i )
1−aij−rX±j (X
±
i )
r = 0, i 6= j,
where[
m
n
]
q
=
[m]q!
[n]q![n−m]q!
, [n]q! = [n]q . . . [1]q, [n]q =
qn−q−n
q−q−1
.
Uh(g) is a topological Hopf algebra over C[[h]] with comultiplication defined
by
∆h(Hi) = Hi ⊗ 1 + 1⊗Hi,
∆h(X
+
i ) = X
+
i ⊗Ki + 1⊗X
+
i ,
∆h(X
−
i ) = X
−
i ⊗ 1 +K
−1
i ⊗X
−
i ,
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antipode defined by
Sh(Hi) = −Hi, Sh(X
+
i ) = −X
+
i K
−1
i , Sh(X
−
i ) = −KiX
−
i ,
and counit defined by
εh(Hi) = εh(X
±
i ) = 0.
We shall also use the weight–type generators defined by
Yi =
l∑
j=1
di(a
−1)ijHj,
and the elements Li = e
hYi . They commute with the root vectors X±i as
follows:
LiX
±
j L
−1
i = q
±δij
i X
±
j . (3.1.2)
The Hopf algebra Uh(g) is a quantization of the standard bialgebra struc-
ture on g, i.e. Uh(g)/hUh(g) = U(g), ∆h = ∆ (mod h), where ∆ is the
standard comultiplication on U(g), and
∆h −∆
opp
h
h
(mod h) = δ,
where δ : g→ g⊗ g is the standard cocycle on g. Recall that
δ(x) = (adx ⊗ 1 + 1⊗ adx)2r+, r+ ∈ g⊗ g,
r+ =
1
2
l∑
i=1
Yi ⊗Xi +
∑
β∈∆+
(Xβ ,X−β)
−1Xβ ⊗X−β. (3.1.3)
Here X±β ∈ g±β are root vectors of g. The element r+ ∈ g ⊗ g is called a
classical r–matrix.
The following proposition describes the algebraic structure of Uh(g).
Proposition 3.1.1 ([6], Proposition 6.5.5) Let g be a finite–dimensional
complex simple Lie algebra, let Uh(h) be the subalgebra of Uh(g) topologically
generated by the Hi, i = 1, . . . l. Then, there is an isomorphism of algebras
ϕ : Uh(g)→ U(g)[[h]] over C[[h]] such that ϕ = id (mod h) and ϕ|Uh(h) = id.
Proposition 3.1.2 ([6], Proposition 6.5.7) If g is a finite–dimensional
complex simple Lie algebra, the center Zh(g) of Uh(g) is canonically isomor-
phic to Z(g)[[h]], where Z(g) is the center of U(g).
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Corollary 3.1.3 ([6], Corollary 6.5.6) If g be a finite–dimensional com-
plex simple Lie algebra, then the assignment V 7→ V [[h]] is a one–to–one
correspondence between the finite–dimensional irreducible representations of
g and indecomposable representations of Uh(g) which are free and of finite
rank as C[[h]]–modules. Furthermore for every such V the action of the gen-
erators Hi ∈ Uh(g), i = 1, . . . l on V [[h]] coincides with the action of the
root generators Hi ∈ h, i = 1, . . . l.
The representations of Uh(g) defined in the previous corollary are called
finite–dimensional representations of Uh(g). For every finite–dimensional
representation πV : g → EndV we denote the corresponding representation
of Uh(g) in the space V [[h]] by the same letter.
Uh(g) is a quasitriangular Hopf algebra, i.e. there exists an invertible
element R ∈ Uh(g)⊗ Uh(g), called a universal R–matrix, such that
∆opph (a) = R∆h(a)R
−1 for all a ∈ Uh(g), (3.1.4)
where ∆opp = σ∆, σ is the permutation in Uh(g)
⊗2, σ(x⊗ y) = y ⊗ x, and
(∆h ⊗ id)R = R13R23,
(id⊗∆h)R = R13R12,
(3.1.5)
where R12 = R⊗ 1, R23 = 1⊗R, R13 = (σ ⊗ id)R23.
From (3.1.4) and (3.1.5) it follows that R satisfies the quantum Yang–
Baxter equation:
R12R13R23 = R23R13R12. (3.1.6)
For every quasitriangular Hopf algebra we also have (see Proposition
4.2.7 in [6]):
(S ⊗ id)R = R−1,
and
(S ⊗ S)R = R. (3.1.7)
We shall explicitly describe the element R. First following [15] we recall
the construction of root vectors of Uh(g). We shall use the so–called normal
ordering in the root system ∆+ = {β1, . . . , βN} (see [32]).
Definition 3.1.1 An ordering of the root system ∆+ is called normal if
all simple roots are written in an arbitrary order, and for any theree roots
α, β, γ such that γ = α+ β we have either α < γ < β or β < γ < α.
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To construct root vectors we shall apply the following inductive algorithm.
Let α, β, γ ∈ ∆+ be positive roots such that γ = α+ β, α < β and [α, β] is
the minimal segment including γ, i.e. the segment has no other roots α′, β′
such that γ = α′+β′. Suppose that X±α , X
±
β have already been constructed.
Then we define
X+γ = X
+
αX
+
β − q
(α,β)X+β X
+
α ,
X−γ = X
−
β X
−
α − q
−(α,β)X−αX
−
β .
(3.1.8)
Proposition 3.1.4 For β =
∑l
i=1miαi, mi ∈ N X
±
β is a polynomial in the
noncommutative variables X±i homogeneous in each X
±
i of degree mi.
The root vectors Xβ satisfy the following relations:
[X+α ,X
−
α ] = a(α)
ehα
∨
− e−hα
∨
q − q−1
.
where a(α) ∈ C[[h]]. They commute with elements of the subalgebra Uh(h)
as follows:
[Hi,X
±
β ] = ±β(Hi)X
±
β , i = 1, . . . , l. (3.1.9)
Note that by construction
X+β (mod h) = Xβ ∈ gβ,
X−β (mod h) = X−β ∈ g−β
are root vectors of g. This implies that a(α) (mod h) = (Xα,X−α).
Let Uh(n+), Uh(n−) be the C[[h]]–subalgebras of Uh(g) topologically gen-
erated by the X+i and by the X
−
i , respectively.
Now using the root vectors X±β we can construct a topological basis of
Uh(g). Define for r = (r1, . . . , rN ) ∈ N
N ,
(X+)r = (X+β1)
r1 . . . (X+βN )
rN ,
(X−)r = (X−β1)
r1 . . . (X−βN )
rN ,
and for s = (s1, . . . sl) ∈ N
l,
Hs = Hs11 . . . H
sl
l .
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Proposition 3.1.5 ([15], Proposition 3.3) The elements (X+)r, (X−)t
and Hs, for r, t ∈ NN , s ∈ Nl, form topological bases of Uh(n+), Uh(n−)
and Uh(h), respectively, and the products (X
+)rHs(X−)t form a topological
basis of Uh(g). In particular, multiplication defines an isomorphism of C[[h]]
modules:
Uh(n−)⊗ Uh(h) ⊗ Uh(n+)→ Uh(g).
An explicit expression for R may be written by making use of the q-
exponential
expq(x) =
∞∑
k=0
xk
(k)q!
,
where
(k)q! = (1)q . . . (k)q, (n)q =
qn − 1
q − 1
.
Now the element R may be written as (see Theorem 8.1 in [15]):
R = exp
[
h
l∑
i=1
(Yi ⊗Hi)
]∏
β
expq−1
β
[(q − q−1)a(β)−1X+β ⊗X
−
β ], (3.1.10)
where qβ = q
(β,β); the product is over all the positive roots of g, and the
order of the terms is such that the α–term appears to the left of the β–term
if α < β with respect to the normal ordering of ∆+.
Remark 3.1.2 The r–matrix r+ =
1
2h
−1(R− 1⊗ 1) (mod h), which is the
classical limit of R, coincides with the classical r–matrix (3.1.3).
3.2 Non–singular characters and quantum groups
In this section we construct quantum counterparts of the principal nilpotent
Lie subalgebras of complex simple Lie algebras and of their non–singular
characters. We mainly follow the exposition presented in [27].
First we would like to show that the algebra Uh(n+) spanned by X
+
i , i =
1, . . . , l does not admit characters which take nonvanishing values on all
generators X+i , except for the case of Uh(sl(2)) when the quantum Serre
relations do not appear.
Suppose, χh is such a character, and χh(X
+
i ) = ci ∈ C[[h]], ci 6= 0, i =
1, . . . l. By applying the character χh to the quantum Serre relations one
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obtains a family of identities,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
qi
= 0, i 6= j. (3.2.1)
We claim that some of these relations fail for the quantized universal
enveloping algebra Uh(g) of any simple Lie algebra g , with the exception
of g = sl(2). In a more general setting, relations (3.2.1) are analysed in the
following lemma.
Lemma 3.2.1 The only solutions of equation
m∑
k=0
(−1)k
[
m
k
]
t
tkc = 0, (3.2.2)
where t is an indeterminate, are of the form
c = −m+ 1,−m+ 2, . . . ,m− 2,m− 1. (3.2.3)
Proof. According to the q–binomial theorem [13],
m∑
k=0
(−z)k
[
m
k
]
t
=
m−1∏
p=0
(1− tm−1−2pz). (3.2.4)
Put z = tc in this relation. Then the l.h.s of (3.2.4) coincides with the
l.h.s. of (3.2.2). Now (3.2.4) implies that c = m− 1 − 2p, p = 0, . . . ,m − 1
are the only solutions of (3.2.2).
Now we return to identities (3.2.1). Any Cartan matrix contains at least
one off-diagonal element equal to −1. Then, m = 1 − aij = 2 and c = ±1,
and Lemma 3.2.1 implies that some of identities (3.2.1) are false for any
simple Lie algebra, except for sl(2). Hence, subalgebras of Uh(g) generated
by X+i do not possess non–singular characters.
It is our goal to construct subalgebras of Uh(g) which resemble the sub-
algebra U(n+) ⊂ U(g) and possess non–singular characters. Denote by Sl
the symmetric group of l elements. To any element π ∈ Sl we associate
a Coxeter element spi by the formula spi = spi(1) . . . spi(l). For each Coxeter
element spi we define an associative algebra U
spi
h (n+) generated by elements
ei, i = 1, . . . l subject to the relations :
1−aij∑
r=0
(−1)rqrc
pi
ij
[
1− aij
r
]
qi
(ei)
1−aij−rej(ei)
r = 0, i 6= j, (3.2.5)
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where cpiij =
(
1+spi
1−spi
αi, αj
)
are matrix elements of the Caley transform of spi
in the basis of simple roots.
Proposition 3.2.2 The map χspih : U
spi
h (n+)→ C[[h]] defined on generators
by χspih (ei) = ci, ci ∈ C[[h]], ci 6= 0 is a character of the algebra U
spi
h (n+).
To show that χspih is a character of U
spi
h (n+) it suffices to check that the
defining relations (3.2.5) belong to the kernel of χspih , i.e.
1−aij∑
r=0
(−1)rqrc
pi
ij
[
1− aij
r
]
qi
= 0, i 6= j. (3.2.6)
As a preparation for the proof of Proposition 3.2.2 we study the matrix
elements of the Caley transform of spi which enter the definition of U
spi
h (n+).
Lemma 3.2.3 The matrix elements of 1+spi1−spi are of the form :
cpiij =
(
1 + spi
1− spi
αi, αj
)
= εpiijbij, (3.2.7)
where
εpiij =

−1 π−1(i) < π−1(j)
0 i = j
1 π−1(i) > π−1(j)
Proof. (compare [1], Ch. V, §6, Ex. 3). First we calculate the matrix of the
Coxeter element spi with respect to the basis of simple roots. We obtain this
matrix in the form of the Gauss decomposition of the operator spi.
Let zpi(i) = spiαpi(i). Recall that si(αj) = αj −ajiαi. Using this definition
the elements zpi(i) may be represented as:
zpi(i) = ypi(i) −
∑
k≥i
api(k)pi(i)ypi(k),
where
ypi(i) = spi(1) . . . spi(i−1)αpi(i). (3.2.8)
Using the matrix notation we can rewrite the last formula as follows:
zpi(i) = (I + V )pi(k)pi(i)ypi(k),
where Vpi(k)pi(i) =
{
api(k)pi(i) k ≥ i
0 k < i
(3.2.9)
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To calculate the matrix of the operator spi with respect to the basis
of simple roots we have to express the elements ypi(i) via the simple roots.
Applying the definition of simple reflections to (3.2.8) we can pull out the
element αpi(i) to the right:
ypi(i) = αpi(i) −
∑
k<i
api(k)pi(i)ypi(k).
Therefore
αpi(i) = (I + U)pi(k)pi(i)ypi(k) , where Upi(k)pi(i) =
{
api(k)pi(i) k < i
0 k ≥ i
Thus
ypi(k) = (I + U)
−1
pi(j)pi(k)αpi(j). (3.2.10)
Summarizing (3.2.10) and (3.2.9) we obtain:
spiαi =
(
(I + U)−1(I − V )
)
ki
αk. (3.2.11)
This implies:
1 + spi
1− spi
αi =
(
2I + U − V
U + V
)
ki
αk. (3.2.12)
Observe that (U +V )ki = aki and (2I+U−V )ij = −aijε
pi
ij. Substituting
these expressions into (3.2.12) we get :(
1 + spi
1− spi
αi, αj
)
= −(a−1)kpε
pi
piapibjk = (3.2.13)
−djajk(a
−1)kpε
pi
piapi = ε
pi
ijbij. (3.2.14)
This concludes the proof of the lemma.
Proof of Proposition 3.2.2 Identities (3.2.6) follow from Lemma 3.2.1 for
t = qi, m = 1−aij, c = ε
pi
ijaij since set of solutions (3.2.3) always contains
±(m− 1).
Motivated by relations (3.2.5) we suggest new realizations of the quantum
group Uh(g), one for each Coxeter element spi. Let U
spi
h (g) be the associa-
tive algebra over C[[h]] with generators ei, fi,Hi, i = 1, . . . l subject to the
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relations:
[Hi,Hj ] = 0, [Hi, ej ] = aijej , [Hi, fj] = −aijfj,
eifj − q
cpiijfjei = δi,j
Ki−K
−1
i
qi−q
−1
i
,
Ki = e
dihHi ,
∑1−aij
r=0 (−1)
rqrc
pi
ij
[
1− aij
r
]
qi
(ei)
1−aij−rej(ei)
r = 0, i 6= j,
∑1−aij
r=0 (−1)
rqrc
pi
ij
[
1− aij
r
]
qi
(fi)
1−aij−rfj(fi)
r = 0, i 6= j.
(3.2.15)
It follows that the map τpih : U
spi
h (n+) → U
spi
h (g); ei 7→ ei is a natural
embedding of U spih (n+) into U
spi
h (g). From now on we identify U
spi
h (n+) with
the subalgebra in U spih (g) generated by ei, i = 1, . . . l.
Theorem 3.2.4 For every solution nij ∈ C, i, j = 1, . . . , l of equations
djnij − dinji = c
pi
ij (3.2.16)
there exists an algebra isomorphism ψ{n} : U
spi
h (g) → Uh(g) defined by the
formulas:
ψ{n}(ei) = X
+
i
∏l
p=1 L
nip
p ,
ψ{n}(fi) =
∏l
p=1 L
−nip
p X
−
i ,
ψ{n}(Hi) = Hi.
Proof is provided by direct verification of defining relations (3.2.15). The
most nontrivial part is to verify deformed quantum Serre relations (3.2.5).
The defining relations of Uh(g) imply the following relations for ψ{n}(ei),
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
qk(djnij−dinji)ψ{n}(ei)
1−aij−kψ{n}(ej)ψ{n}(ei)
k = 0,
for any i 6= j. Now using equation (3.2.16) we arrive to relations (3.2.5).
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Remark 3.2.3 The general solution of equation (3.2.16) is given by
nji =
1
2
(εpiijaij +
sij
di
), (3.2.17)
where sij = sji.
We call the algebra U spih (g) the Coxeter realization of the quantum group
Uh(g) corresponding to the Coxeter element spi.
Remark 3.2.4 Let nij be a solution of the homogeneous system that corre-
sponds to (3.2.16),
dinji − djnij = 0.
Then the map defined by
X+i 7→ X
+
i
∏l
p=1 L
nip
p ,
X−i 7→
∏l
p=1 L
−nip
p X
−
i ,
Hi 7→ Hi
(3.2.18)
is an automorphism of Uh(g). Therefore for given Coxeter element the iso-
morphism ψ{n} is defined uniquely up to automorphisms of Uh(g).
Now we shall study the algebraic structure of U spih (g). Denote by U
spi
h (n−)
the subalgebra in U spih (g) generated by fi, i = 1, . . . l. From defining relations
(3.2.15) it follows that the map χspih : U
spi
h (n−)→ C[[h]] defined on generators
by χspih (fi) = ci, ci ∈ C[[h]], ci 6= 0 is a character of the algebra U
spi
h (n−).
Let U spih (h) be the subalgebra in U
spi
h (g) generated by Hi, i = 1, . . . , l.
Define U spih (b±) = U
spi
h (n±)U
spi
h (h).
We shall construct a Poincare´–Birkhoff-Witt basis for U spih (g). It is con-
venient to introduce an operator K ∈ End h such that
KHi =
l∑
j=1
nij
di
Yj. (3.2.19)
In particular, we have
nji
dj
= (KHj,Hi).
Equation (3.2.16) is equivalent to the following equation for the operator
K:
K −K∗ =
1 + spi
1− spi
.
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Proposition 3.2.5 (i)For any solution of equation (3.2.16) and any normal
ordering of the root system ∆+ the elements eβ = ψ
−1
{n}(X
+
β e
hKβ∨) and fβ =
ψ−1{n}(e
−hKβ∨X−β ), β ∈ ∆+ lie in the subalgebras U
spi
h (n+) and U
spi
h (n−),
respectively.
(ii)Moreover, the elements er = er1β1 . . . e
rN
βN
, f t = et1β1 . . . e
tN
βN
and Hs =
Hs11 . . . H
sl
l for r, t, s ∈ N
N , form topological bases of U spih (n+), U
spi
h (n−)
and U spih (h), and the products f
tHser form a topological basis of U spih (g). In
particular, multiplication defines an isomorphism of C[[h]] modules
U spih (n−)⊗ U
spi
h (h) ⊗ U
spi
h (n+)→ U
spi
h (g).
Proof. Let β =
∑l
i=1miαi ∈ ∆+ be a positive root, X
+
β ∈ Uh(g) the corre-
sponding root vector. Then β∨ =
∑l
i=1midiHi, and soKβ
∨ =
∑l
i,j=1minijYj .
Now the proof of the first statement follows immediately from Proposition
3.1.4, commutation relations (3.1.2) and the definition of the isomorphism
ψ{n}. The second assertion is a consequence of Proposition 3.1.5.
Now we would like to choose a normal ordering of the root system ∆+
in such a way that χspih (eβ) = 0 and χ
spi
h (fβ) = 0 if β is not a simple root.
Proposition 3.2.6 Choose a normal ordering of the root system ∆+ such
that the simple roots are written in the following order: αpi(1), . . . , αpi(l). Then
χspih (eβ) = 0 and χ
spi
h (fβ) = 0 if β is not a simple root.
Proof. We shall consider the case of positive root generators. The proof for
negative root generators is similar to that for the positive ones.
The root vectors X+β are defined in terms of iterated q-commutators (see
(3.1.8)). Therefore it suffices to verify that for i < j
χspih (eαpi(i)+αpi(j)) =
χspih (ψ
−1
{n}((X
+
pi(i)X
+
pi(j) − q
(αpi(i),αpi(j))X+pi(j)X
+
pi(i))e
hK(dpi(i)Hpi(i)+dpi(j)Hpi(j)))) = 0.
From (3.2.19) and commutation relations (3.1.2) we obtain that
ψ−1{n}((X
+
pi(i)X
+
pi(j) − q
(αpi(i),αpi(j))X+pi(j)X
+
pi(i))e
hK(dpi(i)Hpi(i)+dpi(j)Hpi(j))) =
q−dpi(j)npi(i)pi(j)(epi(i)epi(j) − q
bpi(i)pi(j)+dpi(j)npi(i)pi(j)−dpi(i)npi(j)pi(i)epi(j)epi(i))
(3.2.20)
Now using equation (3.2.16) and Lemma 3.2.3 the combination bpi(i)pi(j)+
dpi(j)npi(i)pi(j)−dpi(i)npi(j)pi(i) may be represented as bpi(i)pi(j)+ε
pi
pi(i)pi(j)bpi(i)pi(j).
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But εpipi(i)pi(j) = −1 for i < j and therefore the r.h.s. of (3.2.20) takes the
form
q−dpi(j)npi(i)pi(j) [epi(i), epi(j)].
Clearly,
χspih (eαpi(i)+αpi(j)) = q
−dpi(j)npi(i)pi(j)χspih ([epi(i), epi(j)]) = 0.
3.3 Quantum deformation of the Whittaker model
In this section we define a quantum deformation of the Whittaker model
W (b−). Our construction is similar the one described in Section 1.2, the
quantum group U spih (g), the subalgebra U
spi
h (n+) and characters χ
spi
h : U
spi
h (n+)→
C[[h]] serve as natural counterparts of the universal enveloping algebra U(g),
of the subalgebra U(n+) and of non–singular characters χ : U(n+)→ C.
Let U spih (n+)χspi
h
be the kernel of the character χspih : U
spi
h (n+)→ C[[h]] so
that one has a direct sum
U spih (n+) = C[[h]]⊕ U
spi
h (n+)χspi
h
.
From Proposition 3.2.5 we have a linear isomorphism U spih (g) = U
spi
h (b−)⊗
U spih (n+) and hence the direct sum
U spih (g) = U
spi
h (b−)⊕ Iχspih , (3.3.1)
where Iχspi
h
= U spih (g)U
spi
h (n+)χspi
h
is the left–sided ideal generated by U spih (n+)χspi
h
.
For any u ∈ U spih (g) let u
χspi
h ∈ U spih (b−) be its component in U
spi
h (b−)
relative to the decomposition (3.3.1). Denote by ρχspi
h
the linear map
ρχspi
h
: U spih (g)→ U
spi
h (b−)
given by ρχspi
h
(u) = uχ
spi
h .
Denote by Zspih (g) the center of U
spi
h (g). From Proposition 3.1.2 and
Theorem 3.2.4 we obtain that Zspih (g)
∼= Z(g)[[h]]. In particular, Zspih (g)
is freely generated as a commutative topological algebra over C[[h]] by l
elements I1, . . . , Il.
Let Wh(b−) = ρχspi
h
(Zspih (g)).
Theorem Ah The map
ρχspi
h
: Zspih (g)→Wh(b−) (3.3.2)
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is an isomorphism of algebras. In particular, Wh(b−) is freely generated as a
commutative topological algebra over C[[h]] by l elements I
χspi
h
i = ρχspih (Ii), i =
1, . . . , l.
Proof is similar to that of Theorem A in the classical case.
Definition Ah The algebraWh(b−) is called the Whittaker model of Z
spi
h (g).
Next we equip U spih (b−) with a structure of a left U
spi
h (n+) module in such
a way that Wh(b−) is identified with the space of invariants with respect to
this action. Following Lemma A in the classical case we define this action
by
x · v = [x, v]χ
spi
h , (3.3.3)
where v ∈ U spih (b−) and x ∈ U
spi
h (n+).
Consider the space U spih (b−)
Uspi
h
(n+) of U spih (n+) invariants in U
spi
h (b−) with
respect to this action. Clearly, Wh(b−) ⊆ U
spi
h (b−)
Uspi
h
(n+).
Theorem Bh Suppose that χ
spi
h (ei) 6= 0 (mod h) for i = 1, . . . l. Then the
space of U spih (n+) invariants in U
spi
h (b−) with respect to the action (3.3.3) is
isomorphic to Wh(b−), i.e.
U spih (b−)
Uspi
h
(n+) ∼=Wh(b−). (3.3.4)
Proof. Let p : U spih (g) → U
spi
h (g)/hU
spi
h (g) = U(g) be the canonical projec-
tion. Note that p(U spih (n+)) = U(n+), p(U
spi
h (b−)) = U(b−) and for every
x ∈ U spih (n+) χ
spi
h (x) (mod h) = χ(p(x)) for some non–singular character
χ : U(n+) → C. Therefore p(ρχspi
h
(x)) = ρχ(p(x)) for every x ∈ U
spi
h (g), and
hence by Theorem Aq p(Wh(b−)) = W (b−). Using Lemma A and the defi-
nition of action (3.3.3) we also obtain that p(U spih (b−)
Uspi
h
(n+)) = U(b−)
N+ =
W (b−).
Now let I ∈ U spih (b−)
Uspi
h
(n+) be an invariant element. Then p(I) ∈
W (b−), and hence one can find an element K0 ∈Wh(b−) such that I−K0 =
hI1, I1 ∈ U
spi
h (b−)
Uspi
h
(n+). Applying the same procedure to I1 one can find
elements K1 ∈ Wh(b−), I2 ∈ U
spi
h (b−)
Uspi
h
(n+) such that I1 − K1 = hI2,
i.e. I − K0 − hK1 = 0 (mod h
2). We can continue this process. Fi-
nally we obtain an infinite sequence of elements Ki ∈ Wh(b−) such that
I −
∑p
i=0 h
pKp = 0 (mod h
p+1). Since the space U spih (b−) is complete in the
h–adic topology the series
∑∞
i=0 h
pKp ∈ Wh(b−) converges to I. Therefore
I ∈Wh(b−). This completes the proof.
Similarly to Proposition 2.6.1 we have
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Proposition 3.3.1 The algebra Wh(b−) is isomorphic to the zeroth graded
component of the Hecke algebra of the triple (U spih (g), U
spi
h (n+), χ
spi
h ) with the
opposite multiplication,
Wh(b−) = Hk
0(U spih (g), U
spi
h (n+), χ
spi
h )
opp.
3.4 Coxeter realizations of quantum groups and
Drinfeld twist
In this section we show that the Coxeter realizations U spih (g) of the quantum
group Uh(g) are connected with quantizations of some nonstandard bial-
gebra structures on g. At the quantum level changing bialgebra structure
corresponds to the so–called Drinfeld twist. We shall consider a particular
class of such twists described in the following proposition.
Proposition 3.4.1 ([6], Proposition 4.2.13) Let (A,µ, ı,∆, ε, S) be a
Hopf algebra over a commutative ring. Let F be an invertible element of
A⊗A such that
F12(∆ ⊗ id)(F) = F23(id⊗∆)(F),
(ε⊗ id)(F) = (id⊗ ε)(F) = 1.
(3.4.1)
Then, v = µ(id⊗ S)(F) is an invertible element of A with
v−1 = µ(S ⊗ id)(F−1).
Moreover , if we define ∆F : A→ A⊗A and SF : A→ A by
∆F (a) = F∆(a)F−1, SF (a) = vS(a)v−1,
then (A,µ, ı,∆F , ε, SF ) is a Hopf algebra denoted by AF and called the twist
of A by F .
Corollary 3.4.2 ([6], Corollary 4.2.15) Suppose that A and F as in
Proposition 3.4.1, but assume in addition that A is quasitriangular with uni-
versal R–matrix R. Then AF is quasitriangular with universal R–matrix
RF = F21RF
−1, (3.4.2)
where F21 = σF .
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Fix a Coxeter element spi ∈W , spi = spi(1) . . . spi(l). Consider the twist of
the Hopf algebra Uh(g) by the element
F = exp(−h
l∑
i,j=1
nji
dj
Yi ⊗ Yj) ∈ Uh(h) ⊗ Uh(h), (3.4.3)
where nij is a solution of the corresponding equation (3.2.16).
This element satisfies conditions (3.4.1), and so Uh(g)
F is a quasitriangu-
lar Hopf algebra with the universal R–matrix RF = F21RF
−1, where R is
given by (3.1.10). We shall explicitly calculate the element RF . Substituting
(3.1.10) and (3.4.3) into (3.4.2) and using (3.1.9) we obtain
RF = exp
[
h(
∑l
i=1(Yi ⊗Hi) +
∑l
i,j=1(−
nij
di
+
nji
dj
)Yi ⊗ Yj)
]
×∏
β expq−1
β
[(q − q−1)a(β)−1X+β e
hKβ∨ ⊗ e−hK
∗β∨X−β ],
where K is defined by (3.2.19).
Equip U spih (g) with the comultiplication given by : ∆spi(x) = (ψ
−1
{n} ⊗
ψ−1{n})∆
F
h (ψ{n}(x)). Then U
spi
h (g) becomes a quasitriangular Hopf algebra
with the universal R–matrix Rspi = ψ−1{n}⊗ψ
−1
{n}R
F . Using equation (3.2.16)
and Lemma 3.2.3 this R–matrix may be written as follows
Rspi = exp
[
h(
∑l
i=1(Yi ⊗Hi) +
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi)
]
×∏
β expq−1
β
[(q − q−1)a(β)−1eβ ⊗ e
h 1+spi
1−spi
β∨fβ].
(3.4.4)
The element Rspi may be also represented in the form
Rspi = exp
[
h(
∑l
i=1(Yi ⊗Hi)
]
×∏
β expq−1
β
[(q − q−1)a(β)−1eβe
−h 1+spi
1−spi
β∨ ⊗ fβ]exp
[
h(
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi)
]
.
(3.4.5)
The comultiplication ∆spi is given on generators by
∆spi(Hi) = Hi ⊗ 1 + 1⊗Hi,
∆spi(ei) = ei ⊗ e
hdi
2
1−spi
Hi + 1⊗ ei,
∆spi(fi) = fi ⊗ e
−hdi
1+spi
1−spi
Hi + e−hdiHi ⊗ fi.
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Note that the Hopf algebra U spih (g) is a quantization of the bialgebra
structure on g defined by the cocycle
δ(x) = (adx ⊗ 1 + 1⊗ adx)2r
spi
+ , r
spi
+ ∈ g⊗ g, (3.4.6)
where rspi+ = r+ +
1
2
∑l
i=1
1+spi
1−spi
Hi ⊗ Yi, and r+ is given by (3.1.3).
We shall also need the following property of the antipode Sspi of U spih (g).
Proposition 3.4.3 The square of the antipode Sspi is an inner automor-
phism of U spih (g) given by
(Sspi)2(x) = e2hρ
∨
xe−2hρ
∨
,
where ρ∨ =
∑l
i=1 Yi.
Proof. First observe that by Proposition 3.4.1 the antipode of U spih (g) has
the form: Sspi(x) = ψ−1{n}(vSh(ψ{n}(x))v
−1), where
v = exp(h
l∑
i,j=1
nji
dj
YiYj).
Therefore (Sspi)2(x) = ψ−1{n}(vSh(v
−1)S2h(ψ{n}(x))Sh(v)v
−1). Note that Sh(v) =
v, and hence (Sspi)2(x) = ψ−1{n}(S
2
h(ψ{n}(x))).
Finally observe that from explicit formulas for the antipode of Uh(g) it
follows that S2h(x) = e
2hρ∨xe−2hρ
∨
. This completes the proof.
In conclusion we note that using Corollary 3.1.3 and the isomorphism
ψ{n} one can define finite–dimensional representations of U
spi
h (g).
3.5 Quantum deformation of the Toda lattice
Recall that one of the main applications of the algebra W (b−) is the quan-
tum Toda lattice [18]. Let χ : n− → C be a non–singular character of
the opposite nilpotent subalgebra n−. We denote the character of N− cor-
responding to χ by the same letter. The algebra U(b−) naturally acts by
differential operators in the space C∞(Cχ⊗N−B−). This space may be iden-
tified with C∞(H). Let D1, . . . ,Dl be the differential operators on C
∞(H)
which correspond to the elements Iχ1 , . . . , I
χ
l ∈ W (b−). Denote by ϕ the
operator of multiplication in C∞(H) by the function ϕ(eh) = eρ(h), where
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h ∈ h. The operators Mi = ϕDiϕ
−1, i = 1, . . . l are called the quantum Toda
Hamiltonians. Clearly, they commute with each other.
In particular if I is the quadratic Casimir element then the corresponding
operator M is the well–known second–order differential operator:
M =
l∑
i=1
∂2i +
l∑
i=1
χ(Xαi)χ(X−αi)e
−αi(h) + (ρ, ρ),
where ∂i =
∂
∂yi
, and yi, i = 1, . . . l is an ortonormal basis of h.
Using the algebra Wh(b−) we shall construct quantum group analogues
of the Toda Hamiltonians. A slightly different approach has been recently
proposed in [10].
Denote by A the space of linear functions on C[[h]]χspi
h
⊗Uspi
h
(n−)U
spi
h (b−),
where C[[h]]χspi
h
is the one–dimensional U spih (n−) module defined by χ
spi
h . Note
that C[[h]]χspi
h
⊗Uspi
h
(n−) U
spi
h (b−)
∼= U spih (h) as a linear space. Therefore A =
U spih (h)
∗. The algebra U spih (b−) naturally acts on C[[h]]χspih ⊗U
spi
h
(n−) U
spi
h (b−)
by multiplications from the right. This action induces an U spih (b−)–action in
the space A. We denote this action by L, L : U spih (b−) → EndA. Clearly,
this action generates an action of the algebra Wh(b−) on A.
To construct deformed Toda Hamiltonians we shall use certain elements
in Wh(b−). These elements may be described as follows. Let µ : U
spi
h (g) →
C[[h]] be a map such that µ(uv) = µ(vu). By Proposition 3.4.3 (Sspi )2(x) =
e2hρ
∨
xe−2hρ
∨
. Hence from Remark 1 in [9] it follows that (id⊗µ)(Rspi21R
spi(1⊗
e2hρ
∨
)), where Rspi21 = σR
spi , is a central element. In particular, for any
finite–dimensional g–module V the element
CV = (id⊗ trV )(R
spi
21R
spi(1⊗ e2hρ
∨
)), (3.5.1)
where trV is the trace in V [[h]], is central in U
spi
h (g).
Using formulas (3.4.4) and (3.4.5) we can easily compute elements ρχspi
h
(CV ) ∈
Wh(b−). For every finite–dimensional g–module V we have
ρχspi
h
(CV ) = (id⊗ trV )(e
t0
∏
β expq−1
β
[(q − q−1)a(β)−1fβ ⊗ eβe
−h 1+spi
1−spi
β∨ ]×
et0
∏
β expq−1
β
[(q − q−1)a(β)−1χspih (eβ)⊗ e
h 1+spi
1−spi
β∨fβ](1⊗ e
2hρ∨)),
(3.5.2)
where t0 = h
∑l
i=1(Yi ⊗Hi).
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We denote by WReph (b−) the subalgebra in Wh(b−) generated by the
elements ρχspi
h
(CV ), where V runs through all finite–dimensional representa-
tions of g. Note that for every finite–dimensional g–module V ρχspi
h
(CV ) is
a polynomial in noncommutative elements fi, e
hx, x ∈ h.
Now we shall realize elements of WReph (b−) as difference operators. Let
Hh ∈ U
spi
h (h) be the subgroup generated by elements e
hx, x ∈ h. A difference
operator on A is an operator T of the form T =
∑
fiTxi (a finite sum), where
fi ∈ A, and for every y ∈ Hh Txf(y) = (ye
hx), x ∈ h.
Proposition 3.5.1 ([10], Proposition 3.2) For any Y ∈ U spih (b−), which
is a polynomial in noncommutative elements fi, e
hx, x ∈ h, the operator
L(Y ) is a difference operator on A. In particular, the operators L(I), I ∈
WReph (b−) are mutually commuting difference operators on A.
Proof. It suffices to verify that L(fi) are difference operators on Hh. Indeed,
L(fi)f(e
hx) = f(ehxfi) = e
−hαi(x)f(fie
hx) = χspih (fi)e
−hαi(x)f(ehx).
This completes the proof.
Let  : Hh → U
spi
h (h) be the canonical embedding. Denote Ah = 
∗(A).
Let T be a difference operator on A. Then one can define a difference
operator ∗(T ) on the space Ah by 
∗(T )f(y) = T ((y)).
Let Dhi = 
∗(L(ρχspi
h
(CVi))), where Vi, i = 1, . . . l are the fundamen-
tal representations of g. Denote by ϕh the operator of multiplication in
Ah by the function ϕh(e
hx) = ehρ(x), where x ∈ h. The operators Mhi =
ϕhD
h
i ϕ
−1
h , i = 1, . . . l are called the quantum deformed Toda Hamiltonians.
From now on we suppose that π = id and that the ordering of positive
roots ∆+ is fixed as in Proposition 3.2.6. We denote sid = s. Now using for-
mula (3.5.2) we outline computation of the operatorsMhi . This computation
is simplified by the following lemma.
Lemma 3.5.2 ([10], Lemma 5.2) Let X = fγ1 ...fγn . If the roots γ1, ..., γn
are not all simple then L(X) = 0. Otherwise, if γi = αki, then
∗(L(X))f(ehy) = e−h(
∑
αki ,y)f(ehy)
∏
i
χsh(fki)
Proof follows immediately from Proposition 3.2.6 and the arguments used
in the proof of Proposition 3.5.1.
Using this lemma we obtain that if β is not a simple root then the term in
(3.5.2) containing root vector fβ gives a trivial contribution to the operators
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L(ρχs
h
(CVi)). Note also that by Proposition 3.2.6 χ
s
h(eβ) = 0 if β is not a
simple root. Therefore from formula (3.5.2) we have
L(ρχs
h
(CVi)) =
L(id ⊗ trV )(e
t0
∏
i expq−2di [(qi − q
−1
i )fi ⊗ eie
−hdi
1+s
1−s
Hi ]×
et0
∏
i expq−2di [(qi − q
−1
i )χ
s
h(ei)⊗ e
hdi
1+s
1−s
Hifi](1⊗ e
2hρ∨)).
(3.5.3)
In particular, let g = sl(n), V1 = V the fundamental representation of
sl(n). Then direct calculation gives
M1f(e
hy) =
 n∑
j=1
T 2j − (q − q
−1)2
n−1∑
i=1
χsh(ei)χ
s
h(fi)e
−h(y,αi)Ti+1Ti
 f(ehy),
where Ti = Tωi , ωi are the weights of V . The last expression coincides with
formula (5.7) obtained in [10].
Chapter 4
Poisson–Lie groups and
Whittaker model
In this Chapter we introduce another quantum version of the Whittaker
model. We consider quantizations of algebras of regular functions on alge-
braic Poisson–Lie groups. We define the Whittaker model of the center of
these quantum algebras. The algebraic structure of this model is related to
the structure of the set of regular elements in the corresponding algebraic
group. This relation is parallel to the one established by Kostant for Lie al-
gebras (see Section 1.3). Our main geometric result is an analog of Theorem
C for algebraic groups. A generalization of this theorem for loop groups is
contained in [26].
4.1 Poisson–Lie groups
Recall some notions concerned with Poisson–Lie groups (see [8], [22], [25],
[6]). Let G be a finite–dimensional Lie group equipped with a Poisson
bracket, g its Lie algebra. G is called a Poisson–Lie group if the multi-
plication G × G → G is a Poisson map. A Poisson bracket satisfying this
axiom is degenerate and, in particular, is identically zero at the unit element
of the group. Linearizing this bracket at the unit element defines the struc-
ture of a Lie algebra in the space T ∗eG ≃ g
∗. The pair (g, g∗) is called the
tangent bialgebra of G.
Lie brackets in g and g∗ satisfy the following compatibility condition:
Let δ : g→ g ∧ g be the dual of the commutator map [, ]∗ : g
∗ ∧ g∗ → g∗.
Then δ is a 1-cocycle on g (with respect to the adjoint action of g on g∧g).
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Let ckij , f
ab
c be the structure constants of g, g
∗ with respect to the dual
bases {ei}, {e
i} in g, g∗. The compatibility condition means that
csabf
ik
s − c
i
asf
sk
b + c
k
asf
si
b − c
k
bsf
si
a + c
i
bsf
sk
a = 0.
This condition is symmetric with respect to exchange of c and f . Thus if
(g, g∗) is a Lie bialgebra, then (g∗, g) is also a Lie bialgebra.
The following proposition shows that the category of finite–dimensional
Lie bialgebras is isomorphic to the category of finite–dimensional connected
simply connected Poisson–Lie groups.
Proposition 4.1.1 ([6], Theorem 1.3.2) If G is a connected simply con-
nected finite–dimensional Lie group, every bialgebra structure on g is the
tangent bialgebra of a unique Poisson structure on G which makes G into a
Poisson–Lie group.
Let G be a finite–dimensional Poisson–Lie group, (g, g∗) the tangent bial-
gebra of G. The connected simply connected finite–dimensional Poisson–Lie
group corresponding to the Lie bialgebra (g∗, g) is called the dual Poisson–
Lie group and denoted by G∗.
(g, g∗) is called a factorizable Lie bialgebra if the following conditions are
satisfied (see [22] , [8]):
1. g is equipped with a non–degenerate invariant scalar product (·, ·).
We shall always identify g∗ and g by means of this scalar product.
2. The dual Lie bracket on g∗ ≃ g is given by
[X,Y ]∗ =
1
2
([rX, Y ] + [X, rY ]) ,X, Y ∈ g, (4.1.1)
where r ∈ End g is a skew symmetric linear operator (classical r-
matrix).
3. r satisfies the modified classical Yang-Baxter identity:
[rX, rY ]− r ([rX, Y ] + [X, rY ]) = − [X,Y ] , X, Y ∈ g. (4.1.2)
Define operators r± ∈ End g by
r± =
1
2
(r ± id) .
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We shall need some properties of the operators r±. Denote by b± and n∓
the image and the kernel of the operator r±:
b± = Im r±, n∓ = Ker r±. (4.1.3)
Proposition 4.1.2 ([3], [23]) Let (g, g∗) be a factorizable Lie bialgebra.
Then
(i) b± ⊂ g is a Lie subalgebra, the subspace n± is a Lie ideal in b±, b
⊥
± =
n±.
(ii) n± is an ideal in g
∗.
(iii) b± is a Lie subalgebra in g
∗. Moreover b± = g
∗/n±.
(iv) (b±, b
∗
±) is a subbialgebra of (g, g
∗) and (b±, b
∗
±) ≃ (b±, b∓). The
canonical paring between b∓ and b±is given by
(X∓, Y±)± = (X∓, r
−1
± Y±), X∓ ∈ b∓; Y± ∈ b±. (4.1.4)
The classical Yang–Baxter equation implies that r± , regarded as a mapping
from g∗ into g, is a Lie algebra homomorphism. Moreover, r∗+ = −r−, and
r+ − r− = id.
Put d = g⊕ g (direct sum of two copies). The mapping
g∗ → d : X 7→ (X+, X−), X± = r±X (4.1.5)
is a Lie algebra embedding. Thus we may identify g∗ with a Lie subalgebra
in d.
Naturally, embedding (4.1.5) extends to an embedding
G∗ → G×G, L 7→ (L+, L−).
We shall identify G∗ with the corresponding subgroup in G×G.
4.2 Poisson reduction
In this section we recall basic facts on Poisson reduction (see [30], [24]).
These facts will be used in the proof of the group counterpart of Theorem
E (see Section 1.3).
Let M, B, B′ be Poisson manifolds. Two Poisson surjections
M
pi′
ւ
pi
ց
B′ B
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form a dual pair if the pullback π
′∗C∞(B′) is the centralizer of π∗C∞(B) in
the Poisson algebra C∞(M). In that case the sets B′b = π
′
(
π−1(b)
)
, b ∈ B
are Poisson submanifolds in B′ (see [30]) called reduced Poisson manifolds.
Fix an element b ∈ B. Then the algebra of functions C∞(B′b) may be
described as follows. Let Ib be the ideal in C
∞(M) generated by elements
π∗(f), f ∈ C∞(B), f(b) = 0. Denote Mb = π
−1(b). Then the algebra
C∞(Mb) is simply the quotient of C
∞(M) by Ib. Denote by Pb : C
∞(M)→
C∞(M)/Ib = C
∞(Mb) the canonical projection onto the quotient.
Lemma 4.2.1 Suppose that the map f 7→ f(b) is a character of the Pois-
son algebra C∞(B). Then one can define an action of the Poisson algebra
C∞(B) on the space C∞(Mb) by
f · ϕ = Pb({π
∗(f), ϕ˜}), (4.2.1)
where f ∈ C∞(B), ϕ ∈ C∞(Mb), ϕ˜ ∈ C
∞(M) is a representative of ϕ
in C∞(M) such that Pb(ϕ˜) = ϕ. Moreover, C
∞(B′b) is the subspace of
invariants in C∞(Mb) with respect to this action.
Proof. Let ϕ ∈ C∞(Mb). Choose a representative ϕ˜ ∈ C
∞(M) such that
Pb(ϕ˜) = ϕ. Since the map f 7→ f(b) is a character of the Poisson al-
gebra C∞(B), Hamiltonian vector fields of functions π∗(f), f ∈ C∞(B)
are tangent to the surface Mb. Therefore using the the definition of the
dual pair we obtain that ϕ = π′∗(ψ) for some ψ ∈ C∞(B′b) if and only if
Pb({π
∗(f), ϕ˜}) = 0 for every f ∈ C∞(B). Note also that the r.h.s. of (4.2.1)
only depends on ϕ but not on the representative ϕ˜, and hence formula (4.2.1)
defines an action of the Poisson algebra C∞(B) on the space C∞(Mb). Fi-
nally we obtain that C∞(B′b) is exactly the subspace of invariants in C
∞(Mb)
with respect to this action.
Definition 4.2.2 The algebra C∞(B′b) is called a reduced Poisson algebra.
We also denote it by C∞(Mb)
C∞(B).
Remark 4.2.5 Note that the description of the algebra C∞(Mb)
C∞(B) ob-
tained in Lemma 4.2.1 is independent of both the manifold B′ and the pro-
jection π′. Observe also that the reduced space B′b may be identified with a
cross–section of the action of the Poisson algebra C∞(B) on Mb by Hamil-
tonian vector fields. In particular, B′b may be regarded as a submanifold in
Mb.
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An important example of dual pairs is provided by Poisson group actions.
Recall that a Poisson group action of a Poisson–Lie group A on a Poisson
manifold M is a group action A ×M → M which is also a Poisson map
(as usual, we suppose that A ×M is equipped with the product Poisson
structure). In [24] it is proved that if the space M/A is a smooth manifold,
there exists a unique Poisson structure on M/A such that the canonical
projection M →M/A is a Poisson map.
Let a be the Lie algebra of A. Denote by 〈·, ·〉 the canonical paring
between a∗ and a. A map µ : M → A∗ is called a moment map for a right
Poisson group action A×M →M if ([20])
LX̂ϕ = 〈µ
∗(θA∗),X〉(ξϕ), (4.2.2)
where θA∗ is the universal right–invariant Maurer–Cartan form on A
∗, X ∈ a,
X̂ is the corresponding vector field on M and ξϕ is the Hamiltonian vector
field of ϕ ∈ C∞(M).
By Theorem 4.9, [20] one can always equip A∗ with a Poisson structure
in such a way that µ becomes a Poisson mapping. Then from the definition
of the moment map it follows that if M/A is a smooth manifold then the
canonical projection M → M/A and the moment map µ : M → A∗ form a
dual pair (see [20] for details).
The main example of Poisson group actions is the so–called dressing
action. The dressing action may be described as follows (see [20], [24]).
Proposition 4.2.2 Let G be a connected simply connected Poisson–Lie group
with factorizable tangent Lie bialgebra, G∗ the dual group. Then there exists
a unique right Poisson group action
G∗ ×G→ G∗, ((L+, L−), g) 7→ g ◦ (L+, L−),
such that the identity mapping µ : G∗ → G∗ is the moment map for this
action.
Moreover, let q : G∗ → G be the map defined by
q(L+, L−) = L−L
−1
+ .
Then
q(g ◦ (L+, L−)) = g
−1L−L
−1
+ g.
The notion of Poisson group actions may be generalized as follows. Let
A×M →M be a Poisson group action of a Poisson–Lie group A on a Poisson
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manifold M . A subgroup K ⊂ A is called admissible if the set C∞ (M)K of
K-invariants is a Poisson subalgebra in C∞ (M). If space M/K is a smooth
manifold, we may identify the algebras C∞(M/K) and C∞ (M)K . Hence
there exists a Poisson structure on M/K such that the canonical projection
M →M/K is a Poisson map.
Proposition 4.2.3 ([24], Theorem 6; [20], §2) Let (a, a∗) be the tangent
Lie bialgebra of A. A connected Lie subgroup K ⊂ A with Lie algebra k ⊂ a
is admissible if k⊥ ⊂ a∗ is a Lie subalgebra.
We shall need the following particular example of dual pairs arising from
Poisson group actions.
Let A×M →M be a right Poisson group action of a Poisson–Lie group
A on a manifold M . Suppose that this action possesses a moment mapping
µ : M → A∗. Let K be an admissible subgroup in A. Denote by k the Lie
algebra of K. Assume that k⊥ ⊂ a∗ is a Lie subalgebra in a∗. Suppose also
that there is a splitting a∗ = t ⊕ k⊥, and that t is a Lie subalgebra in a∗.
Then the linear space k∗ is naturally identified with t. Assume that A∗ is
the semidirect product of the Lie subgroups K⊥, T corresponding to the Lie
algebras k⊥, t respectively. Suppose that K⊥ is a connected subgroup in A∗.
Fix the decomposition A∗ = K⊥T and denote by πK⊥, πT the projections
onto K⊥ and T in this decomposition.
Proposition 4.2.4 Define a map µ : M → T by
µ = πTµ.
Then
(i) µ∗ (C∞ (T )) is a Poisson subalgebra in C∞ (M), and hence one can
equip T with a Poisson structure such that µ :M → T is a Poisson map.
(ii)Moreover, the algebra C∞ (M)K is the centralizer of µ∗ (C∞ (T )) in
the Poisson algebra C∞ (M). In particular, if M/K is a smooth manifold
the maps
M
pi
ւ
µ
ց ,
M/K T
(4.2.3)
form a dual pair.
Proof. (i)First, by Theorem 4.9 in [20] there exists a Poisson bracket on
A∗ such that µ : M → A∗ is a Poisson map. Moreover, we can choose this
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bracket to be the sum of the standard Poisson–Lie bracket of A∗ and of a
left invariant bivector on A∗. Denote by A∗M the manifold A
∗ equipped with
this Poisson structure. Now observe that T is identified with the quotient
K⊥ \A∗M , where K
⊥ acts on A∗M by multiplications from the left. Therefore
to prove part (i) of the proposition it suffices to show that K⊥–invariant
functions on A∗M form a Poisson subalgebra in C
∞(A∗M ).
Observe that since A∗ is a Poisson–Lie group and the Poisson structure
of A∗M is obtained from that of A
∗ by adding a left–invariant term, the
action of A∗ on A∗M by multiplications from the left is a Poisson group
action. Note also that K⊥ is a connected subgroup in A∗ and (k⊥)⊥ ∼= k is
a Lie subalgebra in a. Therefore by Proposition 4.2.3 K⊥ is an admissible
subgroup in A∗. Therefore K⊥–invariant functions on A∗M form a Poisson
subalgebra in C∞(A∗M ), and hence µ
∗ (C∞ (T )) is a Poisson subalgebra in
C∞ (M). This proves part (i).
(ii)By the definition of the moment map we have:
L
X̂
ϕ = 〈µ∗(θA∗),X〉(ξϕ), (4.2.4)
where X ∈ a, X̂ is the corresponding vector field on M and ξϕ is the Hamil-
tonian vector field of ϕ ∈ C∞(M). Since A∗ is the semidirect product of
K⊥ and T the pullback of the right–invariant Maurer–Cartan form µ∗(θA∗)
may be represented as follows:
µ∗(θA∗) = Ad(πK⊥µ)(µ
∗θT ) + (πK⊥µ)
∗θK⊥ ,
where Ad(πK⊥µ)(µ
∗θT ) ∈ t, (πK⊥µ)
∗θK⊥ ∈ k
⊥.
Now let X ∈ k. Then 〈(πK⊥µ)
∗θK⊥),X〉 = 0 and formula (4.2.4) takes
the form:
L
X̂
ϕ = 〈Ad(πK⊥µ)(µ
∗θT ),X〉(ξϕ) =
〈Ad(πK⊥µ)(θT ),X〉(µ∗(ξϕ)).
(4.2.5)
Since Ad(πK⊥µ) is a non–degenerate transformation, LX̂ϕ = 0 for every
X ∈ k if and only if µ∗(ξϕ) = 0, i.e. a function ϕ ∈ C
∞(M) is K–invariant if
and only if {ϕ, µ∗(ψ)} = 0 for every ψ ∈ C∞(T ). This completes the proof.
Remark 4.2.6 Let t ∈ T be as in Lemma 4.2.1. Assume that π(µ−1(t))
is a smooth manifold (M/K does not need to be smooth). Then the algebra
C∞(π(µ−1(t))) is isomorphic to the reduced Poisson algebra C∞(µ−1(t))C
∞(T ).
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4.3 Quantization of Poisson–Lie groups and Whit-
taker model
Let g be a finite–dimensional complex simple Lie algebra. Observe that
cocycle (3.4.6) equips g with the structure of a factorizable Lie bialgebra.
For simplicity we suppose that π = id, and denote sid = s. Using the
identification End g ∼= g⊗ g the corresponding r–matrix may be represented
as
rs = P+ − P− +
1 + s
1− s
P0,
where P+, P− and P0 are the projection operators onto n+, n− and h in the
direct sum
g = n+ + h+ n−.
Let G be the connected simply connected simple Poisson–Lie group with
the tangent Lie bialgebra (g, g∗), G∗ the dual group. Observe that G is an
algebraic group (see §104, Theorem 12 in [31]).
Note also that
rs+ = P+ +
1
1− s
P0, r
s
− = −P− +
s
1− s
P0,
and hence the subspaces b± and n± defined by (4.1.3) coincide with the
Borel subalgebras in g and their nil–radicals, respectively. Therefore every
element (L+, L−) ∈ G
∗ may be uniquely written as
(L+, L−) = (h+, h−)(n+, n−), (4.3.1)
where n± ∈ N±, h+ = exp(
1
1−sx), h− = exp(
s
1−sx), x ∈ h. In particular,
G∗ is a solvable algebraic subgroup in G×G.
For every algebraic variety V we denote by F(V ) the algebra of regular
functions on V . Our main object will be the algebra of regular functions
on G∗, F(G∗). This algebra may be explicitly described as follows. Let
πV be a finite–dimensional representation of G. Then matrix elements of
πV (L±) are well–defined functions on G
∗, and F(G∗) is the subspace in
C∞(G∗) generated by matrix elements of πV (L±), where V runs through all
finite–dimensional representations of G.
The elements L±,V = πV (L±) may be viewed as elements of the space
F(G∗) ⊗ EndV . For every two finite–dimensional g modules V and W we
denote rs+
VW = (πV ⊗ πW )r
s
+, where r
s
+ is regarded as an element of g⊗ g.
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Proposition 4.3.1 ([25], Section 2) F(G∗) is a Poisson subalgebra in
the Poisson algebra C∞(G∗), the Poisson brackets of the elements L±,V are
given by
{L±,W1 , L
±,V
2 } = 2[r
s
+
VW , L±,W1 L
±,V
2 ],
{L−,W1 , L
+,V
2 } = 2[r
s
+
VW , L−,W1 L
+,V
2 ],
(4.3.2)
where
L±,W1 = L
±,W ⊗ IV , L
±,V
2 = IW ⊗ L
±,V ,
and IX is the unit matrix in X.
Moreover, the map ∆ : F(G∗)→ F(G∗)⊗F(G∗) dual to the multiplica-
tion in G∗,
∆(L±,Vij ) =
∑
k
L±,Vik ⊗ L
±,V
kj , (4.3.3)
is a homomorphism of Poisson algebras.
Remark 4.3.7 Recall that a Poisson–Hopf algebra is a Poisson algebra
which is also a Hopf algebra such that the comultiplication is a homomor-
phism of Poisson algebras. According to Proposition 4.3.2 F(G∗) is a Poisson–
Hopf algebra.
Now we describe a quantization of the Poisson–Hopf algebra F(G∗). Let
U˜ sh(g) be the subalgebra in U
s
h(g) topologically generated, in the sense of
formal power series over C[[h]], by elements H˜i = hHi, i = 1, . . . l, e˜β =
heβ , f˜β = hfβ , β ∈ ∆+.
In fact U˜ spih (g) is a Hopf subalgebra in U
s
h(g), explicit formulas for the
comultiplication may be obtained using Proposition 8.3 in [15].
Proposition 4.3.2 U˜ sh(g) is a quantum formal series Hopf algebra (or QFSH
algebra), i.e. U˜ sh(g) is isomorphic as a C[[h]]–module to Map(I,C[[h]]) for
some set I, and U˜ s(g) = U˜ sh(g)/hU˜
s
h(g)
∼= C[[ξ1, ξ2, . . .]] as a topological
algebra, for some (possibly infinite) sequence of indeterminates ξ1, ξ2, . . ..
Proof is similar to the proof of the same result for Uh(g) (see Section 8.3 C
in [6]).
Note that U˜ s(g) is naturally a Poisson–Hopf algebra, the Poisson bracket
is given by
{x1, x2} =
[a1, a2]
h
(mod h), (4.3.4)
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if a1, a2 ∈ U˜
s
h(g) reduce to x1, x2 ∈ U˜
s(g) (mod h).
For any finite–dimensional U sh(g) module V [[h]] we denote by
hL±,V the
following elements of U sh(g)⊗ EndV [[h]] (see [11]):
hL+,V = (id⊗ πV )R
s
21
−1 = (id⊗ πV S
s)Rs21,
hL−,V = (id⊗ πV )R
s.
We also denote RVW = (πV ⊗πW )R
s. Observe that from formula (3.4.4)
it follows that actually hL±,V ∈ U˜ sh(g)⊗EndV [[h]]. If we fix a basis in V [[h]],
hL±,V may be regarded as matrices with matrix elements (hL±,V )ij being
elements of U˜ sh(g). From the Yang–Baxter equation for R we get relations
between L±,V :
RVW hL±,W1
hL±,V2 =
hL±,V2
hL±,W1 R
VW , (4.3.5)
RVW hL−,W1
hL+,V2 =
hL+,V2
hL−,W1 R
VW . (4.3.6)
By hL±,W1 ,
hL±,V2 we understand the following matrices in V ⊗W :
hL±,W1 =
hL±,W ⊗ IV ,
hL±,V2 = IW ⊗
hL±,V ,
where IX is the unit matrix in X.
From (3.1.5) we can obtain the action of the comultiplication on the
matrices hL±,V :
∆s(
hL±,Vij ) =
∑
k
hL±,Vik ⊗
hL±,Vkj . (4.3.7)
We denote by Fh(G
∗) the Hopf subalgebra in U˜ sh(g) generated in the sense
of h–adic topology by matrix elements of hL±,V , where V runs through all
finite–dimensional representations of g.
Proposition 4.3.3 Denote by p : U˜ sh(g) → U˜
s(g) the canonical projection.
Then p(Fh(G
∗)) is isomorphic to F(G∗) as a Poisson–Hopf algebra.
Proof. Denote F(G∗)′ = p(Fh(G
∗)), L˜±,V = p(hL±,V ) ∈ F(G∗)′ ⊗ EndV .
First observe that the map
ı : F(G∗)′ → F(G∗), (ı⊗ id)L˜±,V = L±,V
is a well–defined linear isomorphism. Indeed, consider, for instance, element
L˜−,V . From (3.4.4) it follows that
L˜−,Vij = {exp
[∑l
i=1−2p(hYi)⊗ πV (
s
1−sHi)
]
×∏
β exp[2(Xβ ,X−β)
−1p(heβ)⊗ πV (X−β)]}ij .
(4.3.8)
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On the other hand (4.3.1) implies that every element L− may be repre-
sented in the form
L− = exp
[∑l
i=1 bi
s
1−sHi
]
×∏
β exp[bβX−β], bi, bβ ∈ C,
(4.3.9)
and hence
L−,Vij = {exp
[∑l
i=1 bi ⊗ πV (
s
1−sHi)
]
×∏
β exp[bβ ⊗ πV (X−β)]}ij .
(4.3.10)
Therefore ı is a linear isomorphism. We have to prove that ı is an isomor-
phism of Poisson–Hopf algebras.
Recall that Rs = 1 ⊗ 1 + 2hrs+ (mod h
2). Therefore from commutation
relations (4.3.5), (4.3.6) it follows that F(G∗)′ is a commutative algebra,
and the Poisson brackets of matrix elements L˜±,Vij (see (4.3.4)) are given by
(4.3.2), where L±,V are replaced by L˜±,V . From (4.3.7) we also obtain that
the action of the comultiplication on the matrices L˜±,V is given by (4.3.3),
where L±,V are replaced by L˜±,V . This completes the proof.
We shall call the map p : Fh(G
∗)→ F(G∗) the quasiclassical limit.
Now using the Hopf algebra Fh(G
∗) we shall define another quantum
version of the Whittaker model W (b−). Let Fh(N±) be the subalgebras
in Fh(G
∗) generated by matrix elements of the matrices N−,V = (id ⊗
πV )R
s
∆, N
+,V = (id ⊗ πV )R
s
∆
−1
21 , where
Rs∆ =
∏
β
expq−1
β
[(q − q−1)a(β)−1eβ ⊗ e
h 1+s
1−s
β∨fβ].
Suppose that the ordering of the root system ∆+ is fixed as in Proposition
3.2.6. Then by Proposition 3.2.6 the map χsh : Fh(N−)→ C defined by
(χsh⊗id)(N
−,V ) =
l∏
i=1
expq−1αi
[
(qi − q
−1
i )
h
ci⊗πV (e
hdi
1+s
1−s
Hifi)], ci ∈ C[[h]], ci 6= 0
(4.3.11)
is a character of Fh(N−).
We also denote by Fh(H) the intersection U
s
h(h)∩Fh(G
∗). Clearly, Fh(H)
is a commutative subalgebra in Fh(G
∗). From commutation relations (4.3.6)
one can obtain the following weak version of the Poincare´–Birkhoff–Witt
theorem for Fh(G
∗).
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Proposition 4.3.4 Multiplication defines an isomorphism of C[[h]]–modules
Fh(N+)⊗Fh(H)⊗Fh(N−)→ Fh(G
∗).
Define Fh(B±) = Fh(N±)Fh(H). Let Fh(N−)χs
h
be the kernel of the char-
acter χsh so that one has a direct sum
Fh(N−) = C[[h]]⊕Fh(N−)χs
h
. (4.3.12)
From Proposition 4.3.4 and formula (4.3.12) we obtain also the direct
sum
Fh(G
∗) = Fh(B+)⊕ Iχsh , (4.3.13)
where Iχs
h
= Fh(G
∗)Fh(N−)χs
h
is the left–sided ideal generated by Fh(N−)χs
h
.
Denote by ρχs
h
the projection onto Fh(B+) in the direct sum (4.3.13).
Let Z(Fh(G
∗)) be the center of Fh(G
∗). Similarly to the classical case we
define a subspace Wh(B+) in Fh(B+) by Wh(B+) = ρχsh(Z(Fh(G
∗))).
To formulate the quantum version of Theorem A for Wh(B+) we recall
that for any finite–dimensional g–module V the element
CV = (id ⊗ trV )((S
s ⊗ id)(L+,V )L−,V (1⊗ e2hρ
∨
)),
where trV is the trace in V [[h]], is central in Fh(G
∗) (see formulas (3.5.1)
and (3.1.7)).
Theorem Aq (i)The map
ρχspi
h
: Z(Fh(G
∗))→ Wh(B+) (4.3.14)
is an isomorphism of algebras.
(ii) The algebra Wh(B+) is freely generated as a commutative topological
algebra over C[[h]] by the elements C
ρχs
h
Vi
= ρχs
h
(CVi), i = 1, . . . , l, where
Vi, i = 1, . . . l are the fundamental representations of g.
Proof of (i) is similar to that of Theorem A in the classical case. Part (ii)
will be proved in Section 4.5.
Corollary 4.3.5 The algebra Z(Fh(G
∗)) is freely generated as a commuta-
tive topological algebra over C[[h]] by the elements CVi , where Vi, i = 1, . . . l
are the fundamental representations of g.
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Definition Aq The algebra
Wh(B+) = ρχsh(Z(Fh(G
∗))).
is called the Whittaker model of the center Z(Fh(G
∗)).
Now following Section 1.2 (see Lemma A) we equip Fh(B+) with a struc-
ture of a left Fh(N−) module in such a way that Wh(B+) is realized as the
space of invariants with respect to this action. For every v ∈ Fh(B+) and
x ∈ Fh(N−) we put
x · v = ρχs
h
([x, v]). (4.3.15)
Consider the space Fh(B+)
Fh(N−) of Fh(N−) invariants in Fh(B+) with
respect to this action. Clearly, Wh(B+) ⊆ Fh(B+)
Fh(N−).
To formulate the quantum version of Theorem B for Wh(B+) we have
to impose a restriction on the coefficients ci in (4.3.11). Define an element
u ∈ N− by
u =
l∏
i=1
exp[2dic
0
iX−αi ], c
0
i = ci (mod h), (4.3.16)
where the terms in the product are ordered as in (4.3.11). The motivation
for this definition will be explained in the next section.
Theorem Bq Suppose that u ∈ N+sN+ ∩N−, where s stands for a repre-
sentative of the Coxeter element in G. Then the space of Fh(N−) invariants
in Fh(B+) with respect to the action (4.3.15) is isomorphic to Wh(B+), i.e.
Fh(B+)
Fh(N−) ∼=Wh(B+). (4.3.17)
The proof of this theorem occupies two next sections.
Remark 4.3.8 The following lemma shows that the set N+sN+∩N− is not
empty.
Lemma 4.3.6 ([29], Lemma 4.5) Let w0 ∈W be the longest element; let
τ ∈ Aut ∆+ be the automorphism defined by τ (α) = −w0α,α ∈ ∆+. Let
Ni ⊂ N+ be the 1-parameter subgroup generated by the root vector Xτ(αi), i =
1, . . . l. Choose an element ui ∈ Ni, ui 6= 1. Then we have w0uiw
−1
0 ∈
B+siB+. We may fix ui in such a way that w0uiw
−1
0 ∈ N+siN+. Set x =
u1u2...ul. Then f = w0xw
−1
0 ∈ N+sN+ ∩N−.
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Similarly to Proposition 2.6.1 we also have the following homological
description of Wh(B+).
Proposition 4.3.7 Suppose that the conditions of Theorem Bq are satisfied.
Then Wh(B+) is isomorphic to Hk
0(Fh(G
∗),Fh(N−), χ
s
h)
opp as an associa-
tive algebra.
4.4 Poisson reduction and the Whittaker model
In this section we start the proof of Theorem Bq. We shall analyse the
quasiclassical limit of the algebra Fh(B+)
Fh(N−). Using results of Section
4.2 we realize this limit algebra as the algebra of functions on a reduced
Poisson manifold.
Denote F(N±) = p(Fh(N±)), F(B±) = p(Fh(B±)), F(H) = p(Fh(H)).
We denote by χsh the character of the Poisson subalgebra F(N−) such that
χs(p(x)) = χsh(x) (mod h) for every x ∈ Fh(N−). From (4.3.11) we have
(χs ⊗ id)p(N−,V ) =
l∏
i=1
exp[2dic
0
i ⊗ πV (X−αi)], c
0
i = ci (mod h). (4.4.1)
Let F(N−)χs be the kernel of the character χ
s so that one has a direct
sum
F(N−) = C⊕F(N−)χs . (4.4.2)
Similarly to (4.3.13) we have the direct sum
F(G∗) = F(B+)⊕ Iχs , (4.4.3)
where Iχs = F(G
∗)F(N−)χs is the left–sided ideal generated by F(N−)χs .
Denote by ρχs the projection onto F(B+) in the direct sum (4.4.3). Using
Lemma Aq we define the quasiclassical limit of action (4.3.15) by
x · v = ρχs({x, v}), (4.4.4)
where v ∈ F(B+) and x ∈ F(N−). We shall describe the space of invari-
ants F(B+)
F(N−) with respect to this action by analysing “dual geometric
objects”.
First observe that algebra F(B+)
F(N−) is a particular example of the
reduced Poisson algebra introduced in Lemma 4.2.1. Indeed, define a map
µN− : G
∗ → N− by
µN+(L+, L−) = n−, (4.4.5)
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where n− is given by (4.3.1). µN− is a morphism of algebraic varieties.
We also note that by definition F(N−) = {ϕ ∈ F(G
∗) : ϕ = ϕ(n−)}.
Therefore F(N−) is generated by the pullbacks of regular functions on N−.
Since F(N−) is a Poisson subalgebra in F(G
∗), and regular functions on N−
are dense in C∞(N−) on every compact subset, we can equip the manifold
N− with the Poisson structure in such a way that µN+ becomes a Poisson
mapping. Let u be the element defined by (4.3.16),
u =
l∏
i=1
exp[2dic
0
iX−αi ] ∈ N−. (4.4.6)
Then from (4.4.1) it follows that χs(ϕ) = ϕ(u) for every ϕ ∈ F(N−). χ
s
naturally extends to a character of the Poisson algebra C∞(N−).
Now applying Lemma 4.2.1 for M = G∗, B = N−, π = µN+ , b = u we
can define the reduced Poisson algebra C∞(µ−1N+(u))
C∞(N−) (see also Remark
4.2.5). Denote by Iu the ideal in C
∞(G∗) generated by elements µ∗N+ψ, ψ ∈
C∞(N−), ψ(u) = 0. Let Pu : C
∞(G∗)→ C∞(G∗)/Iu = C
∞(µ−1N+(u)) be the
canonical projection. Then the action (4.2.1) of C∞(N−) on C
∞(µ−1N+(u))
takes the form:
ψ · ϕ = Pu({µ
∗
N+ψ, ϕ˜}), (4.4.7)
where ψ ∈ C∞(N−), ϕ ∈ C
∞(µ−1N+(u)) and ϕ˜ ∈ C
∞(G∗) is a representative
of ϕ such that Puϕ˜ = ϕ.
Lemma 4.4.1 µ−1N+(u) is a subvariety in G
∗. Moreover, the algebra F(B+)
F(N−)
is isomorphic to the algebra of regular functions on µ−1N+(u) which are invari-
ant with respect to the action (4.4.7) of C∞(N−) on C
∞(µ−1N+(u)), i.e.
F(B+)
F(N−) = F(µ−1N+(u)) ∩ C
∞(µ−1N+(u))
C∞(N−).
Proof. By definition µ−1N+(u) is a subvariety in G
∗. Next observe that Iχs =
F(G∗) ∩ Iu. Therefore the algebra F(B+) = F(G
∗)/Iχs is identified with
the algebra of regular functions on µ−1N+(u).
Since F(N−) is dense in C
∞(N−) on every compact subset in N− we
have:
C∞(µ−1N+(u))
C∞(N−) ∼= C∞(µ−1N+(u))
F(N−).
Finally observe that action (4.4.7) coincides with action (4.4.4) when
restricted to regular functions.
64 CHAPTER 4. POISSON–LIE GROUPS AND WHITTAKER MODEL
We shall realize the algebra C∞(µ−1N+(u))
C∞(N−) as the algebra of func-
tions on a reduced Poisson manifold. In the spirit of Lemma 4.2.1 we shall
construct a map that forms a dual pair together with the mapping µN+ . In
this construction we use the dressing action of the Poisson–Lie group G on
G∗ (see Proposition 4.2.2).
Consider the restriction of the dressing action G∗ ×G→ G∗ to the sub-
group N+ ⊂ G. Note that by Proposition 4.1.2 (i), (iii) and Proposition 4.2.3
N+ is an admissible subgroup in G. Therefore C
∞(G∗)N+ is a subalgebra in
the Poisson algebra C∞(G∗).
Proposition 4.4.2 The algebra C∞(G∗)N+ is the centralizer of µ∗N+ (C
∞ (N−))
in the Poisson algebra C∞(G∗).
Proof. We shall prove the proposition in a few steps. First we restrict the
dressing action of G on G∗ the the Borel subgroup B+. According to part
(iii) of Proposition 4.1.2 (b+, b−) is a subbialgebra of (g, g
∗). Therefore B+
is a Poisson–Lie subgroup in G.
By Proposition 4.2.2 for X ∈ b+ we have:
L
X̂
ϕ(L+, L−) = (θG∗(L+, L−),X)(ξϕ) = (r
−1
− µ
∗
B+(θB−),X)(ξϕ), (4.4.8)
where X̂ is the corresponding vector field on G∗, ξϕ is the Hamiltonian
vector field of ϕ ∈ C∞(G∗), and the map µB+ : G
∗ → B− is defined by
µB+(L+, L−) = L−. Now from Proposition 4.1.2 (iv) and the definition of
the moment map it follows that µB+ is a moment map for the dressing action
of the subgroup B+ on G
∗.
Observe that the orthogonal complement of the Lie subalgebra n+ ⊂ b+
in the dual space b− coincides with the Lie subalgebra h ⊂ b−. Hence by
Proposition 4.2.3 N+ is an admissible subgroup in the Lie–Poisson group B+.
Moreover the dual group B− is the semidirect product of the Lie groups H
and N− corresponding to the Lie algebras n
⊥
+ = h and n
∗
+ = n− , respectively.
We conclude that all the conditions of Proposition 4.2.4 are satisfied with
A = B+,K = N+, A
∗ = B−, T = N−,K
⊥ = H,µ = µB+ . It follows that
the algebra C∞(G∗)N+ is the centralizer of µ∗N+ (C
∞ (N−)) in the Poisson
algebra C∞(G∗). This completes the proof.
Let G∗/N+ be the quotient of G
∗ with respect to the dressing action of
N+, π : G
∗ → G∗/N+ the canonical projection. Note that the space G
∗/N+
is not a smooth manifold. However, in the next section we will see that
the subspace π(µ−1N+(u)) ⊂ G
∗/N+ is a smooth manifold. Therefore by Re-
mark 4.2.6 the algebra C∞(π(µ−1N+(u))) is isomorphic to C
∞(µ−1N+(u))
C∞(N−).
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Moreover we will see that π(µ−1N+(u)) has a structure of algebraic variety. Us-
ing Lemma 4.4.1 we will obtain that the algebra F(B+)
F(N−) is the algebra
of regular functions on this variety.
4.5 Cross–section theorem
In this section we describe the reduced space π(µ−1N+(u)) ⊂ G
∗/N+ and the
algebra F(B+)
F(N−). We also complete the proof of Theorem Bq.
First observe that using the embedding q : G∗ → G (see Proposition
4.2.2) one can reduce the study of the dressing action to the study of the
action of G on itself by conjugations. This simplifies many geometric prob-
lems. In particular, consider the restriction of this action to the subgroup
N+. Denote by πq : G → G/N+ the canonical projection onto the quo-
tient with respect to this action. Then we can identify the reduced space
π(µ−1N+(u)) with the subspace πq(q(µ
−1
N+
(u))) in G/N+. Using this identifica-
tion we shall explicitly describe the reduced space π(µ−1N+(u)). We start with
description of the image of the “level surface” µ−1N+(u) under the embedding
q.
Proposition 4.5.1 Let q : G∗ → G be the map introduced in Proposition
4.2.2,
q(L+, L−) = L−L
−1
+ .
Then q(µ−1N+(u)) is a subvariety in N+sN+.
Proof. First, using definition (4.4.5) of the map µN+ we can describe the
space µ−1N+(u) as follows:
µ−1N+(u) = {(h+n+, s(h+)u)|n+ ∈ N+, h+ ∈ H}, (4.5.1)
since by (4.3.1) h− = s(h+). Therefore
q(µ−1N+(u)) = {s(h+)un
−1
+ h
−1
+ |n+ ∈ N+, h+ ∈ H}. (4.5.2)
Now recall that u ∈ N+sN+ ∩N−, and hence
un−1+ ∈ N+sN+. (4.5.3)
Next, the space N+sN+ is invariant with respect to the following action
of H:
h ◦ L = s(h)Lh−1. (4.5.4)
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Indeed, let L = vsu, v, u ∈ N+ be an element of N+sN+. Then
h ◦ L = s(h)vs(h)−1s(h)sh−1huh−1 = s(h)vs(h)−1shuh−1. (4.5.5)
The r.h.s. of the last equality belongs to N+sN+ because H normalizes N+.
Comparing action (4.5.4) with (4.5.2) and adding (4.5.3) we obtain that
q(µ−1N+(f)) ⊂ N+sN+. Since q is an embedding, q(µ
−1
N+
(f)) is a subvariety in
N+sN+. This concludes the proof.
We identify µ−1N+(u) with the subvariety in N+sN+ described in the previ-
ous proposition. As we observed in the beginning of this section the reduced
space π(µ−1N+(u)) is isomorphic to πq(q(µ
−1
N+
(u))). Note that by Proposi-
tion 4.5.1 q(µ−1N+(u)) ⊂ N+sN+. But the variety N+sN+ is stable under
the action of N+ by conjugations. Therefore to describe the reduced space
πq(q(µ
−1
N+
(u))) we have to study the structure of the quotient N+sN+/N+.
Our main geometric result is
Theorem Cq ([26], Theorem 3.1) Let N
′
+ = {v ∈ N+|s
−1(v) ∈ N−}.
Then the action of N+ on N+sN+ by conjugations is free, and N
′
+s is a
cross–section for this action, i.e. for each L ∈ N+sN+ there exists a unique
element n ∈ N+ such that nLn
−1 ∈ N ′+s. Moreover, the projection πq :
N+sN+ → N
′
+s is a morphism of varieties.
Lemma 4.5.2 ([5], Theorem 8.4.3, [29] Lemma 7.2) N ′+ ⊂ N is an
abelian subgroup, dimN ′+ = l. Moreover, every element L ∈ N+sN+ may be
uniquely represented in the form L = vsu, v ∈ N ′+, u ∈ N+.
Proof of Theorem Cq. Denote by h the Coxeter number of g. By definition
h is the order of the Coxeter element, sh = id. Note that h = 2Nl .
Let Cs ⊂ W be the cyclic subgroup generated by the Coxeter element.
Cs has exactly l different orbits in ∆. The proof depends on the structure
of these orbits. For this reason we have to distinguish several cases1.
1.Let g be of type Al.
The following lemma is checked by straightforward calculation.
Lemma 4.5.3 (i) Each orbit of Cs in ∆ consists of exactly h elements. One
can order these orbits in such a way that k-th orbit contains all positive roots
of height k and all negative roots of height h− k.
Put
nk =
⊕
{α∈∆+, ht α=k}
nα, Nk = exp nk.
1 The proofs given below do not apply when g is the simple Lie algebra of type E6.
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For each k we can choose γk ∈ ∆+ in such a way that
nk =
h−k−1⊕
p=0
ns−p(γk).
Put npk = ns−p(γk), N
p
k = exp n
p
k.
Let L = vsu, v ∈ N ′+, u ∈ N+. We must find n ∈ N+ such that
nvsu = v0sn, v0 ∈ N
′
+. (4.5.6)
For any n ∈ N+ there exists a factorization
n = n1n2 . . . nl, where nk ∈ Nk.
Moreover, each nk may be factorized as
nk = n
0
kn
1
k . . . n
h−k−1
k , n
p
k ∈ N
p
k .
For any n ∈ N+ the element nvsu admits a representation
nvsu = v˜su˜, v˜ ∈ N ′+, u˜ ∈ N+.
Let
u˜ =
−→
l∏
k=1
−−−→
h−k−1∏
p=0
u˜pk, u˜
p
k ∈ N
p
k ,
be the corresponding factorization of u˜.
Lemma 4.5.4 We have u˜pk = s
−1
(
np−1k
)
V pk , where the factors V
p
k ∈ N
p
k
depend only on u, v and on nqj with j < k.
Assume now that n satisfies (4.5.6). Then we have v˜ = v0, u˜ = n. This
leads to the following relations:
s−1
(
np−1k
)
V pk = n
p
k, (4.5.7)
where we set formally n−1k = 1.
Lemma 4.5.5 The system (4.5.7) may be solved recursively starting with
k = 1, p = 0.
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Clearly, the solution is unique. This concludes the proof for g of type Al.
2. Let now g be a simple Lie algebra of type other than Al and E6.
Lemma 4.5.6 (i) The Coxeter number h is even.
(ii) Each orbit of Cs in ∆ consists of exactly h elements and contains an
equal number of positive and negative roots.
(iii) Put
∆p+ = {α ∈ ∆+; s
pα /∈ ∆+}, n
p =
⊕
α∈∆p+
C ·Xα;
then np ⊂ n is an abelian subalgebra, dim np = l.
If g is not of type D2k+1 this assertion follows from Proposition 33,
Chap.6, no. 1.11 and Corollary 3, Chap.5, no. 6.2 in [1]. For g of type
D2k+1 it may be checked directly.
Put Np = exp np. Let Np be the corresponding subgroup of G. Let
L = vsu, v ∈ N ′+, u ∈ N+. We must find n ∈ N+ such that
vsu = nv0sn
−1, v0 ∈ N
′
+.
Put
n = n1n2 . . . nh
2
, np ∈ Np. (4.5.8)
The elements np will be determined recursively. We have
vs (u) =
−→∏
p
npv0s
(
←−∏
p
n−1p
)
. (4.5.9)
We shall say that an element x ∈ G is in the big cell in G if x ∈ B+N− ⊂ G.
Lemma 4.5.7 vs (u) is in the big cell in G and admits a factorization
vs (u) = x1+x
1
−, x
1
+ ∈ N+, x
1
− ∈ N−.
Indeed, let u = uh/2uh/2−1 . . . u1, up ∈ N
p be a similar decomposition
of u. Then we have simply x− = s (u1) . (It is clear that x
1
+ ∈ B+ actually
does not have an H-component and so belongs to N+
A comparison of the r.h.s in (4.5.9) with the Bruhat decomposition of
the l.h.s. immediately yields that the first factor in (4.5.8) is given by n1 =
s−1 (x−)
−1 .
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Assume that n1, n2, . . . , nk−1 are already computed. Put
mk = n1n2 . . . nk−1
and consider the element
Lk := sk−1
(
m−1k vs(u)s(mk)
)
. (4.5.10)
Lemma 4.5.8 Lk is in the big cell in G and admits a factorization
Lk = xk+x
k
−, x
k
+ ∈ N+, x
k
− ∈ N−. (4.5.11)
The elements xk± are computed recursively from the known quantities.
By applying a similar transform to the r.h.s. of (4.5.9) we get
Lk = sk−1
(
m−1k
−→∏
p
npv0s
(
←−∏
p
n−1p
)
s(mk)
)
= (4.5.12)
sk−1
−→∏
p≥k
npv0
 sk
←−−−∏
p≥k+1
n−1p
 sk (n−1k ) .
Comparison of (4.5.12) and (4.5.11) yields xk− = s
k
(
n−1k
)
. Hence nk =
s−k
(
xk−
)−1
, which concludes the induction.
Finally observe that by construction the map πq : N+sN+ → N
′
+s is a
morphism of varieties.
Corollary 4.5.9 The space π(µ−1N+(u)) is a subvariety in N
′
+s. The algebra
F(B+)
F(N−) is isomorphic to the algebra of regular functions on π(µ−1N+(u)).
Proof. First observe that by construction π(µ−1N+(u))
∼= πq(q(µ
−1
N+
(u))) is a
subvariety in N ′+s. In particular, π(µ
−1
N+
(u)) is a smooth manifold. Hence
by Remark 4.2.6 the map
C∞(π(µ−1N+(u)))→ C
∞(µ−1N+(u))
C∞(N−), ψ 7→ π∗ψ
is an isomorphism.
Now observe that by construction the map π : µ−1N+(u) → π(µ
−1
N+
(u))
is a morphism of varieties. Therefore if ψ ∈ F(π(µ−1N+(u))) then π
∗ψ is a
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regular function on µ−1N+(u). Conversely, suppose that ϕ ∈ F(µ
−1
N+
(u)) ∩
C∞(µ−1N+(u))
C∞(N−). Note that π(µ−1N+(u)) may be regarded as a subvariety
in µ−1N+(u) (see Remark 4.2.5). Then the restriction of ϕ to π(µ
−1
N+
(u)) ⊂
µ−1N+(u) is a regular function. Therefore the map
F(π(µ−1N+(u)))→ F(µ
−1
N+
(u)) ∩C∞(µ−1N+(u))
C∞(N−), ψ 7→ π∗ψ
is an isomorphism.
Finally observe that by Lemma 4.4.1 the algebra F(µ−1N+(u))∩C
∞(µ−1N+(u))
C∞(N−)
is isomorphic to F(B+)
F(N−). This completes the proof.
Theorem Cq is a group counterpart of Theorem C. Moreover the space
N ′+s naturally appears in the study of regular elements in G. Recall that an
element of G is called regular if its centralizer in G is of minimal possible
dimension. Let R be the set of regular elements in G. Clearly, R is stable
under the action of G on itself by conjugations and in fact R is the union of
all G orbits in G of maximal dimension. A function ψ on G is called a class
function if f(x) = f(y) whenever x and y are conjugate points of definition
of ψ. We denote by FG(G) the algebra of regular class functions on G.
Theorem Dq ([29], Theorems 1.4 and 6.1) Let G be a complex connected
simply connected simple algebraic group. Then The space N ′+s is contained
in R and is a cross–section for the action of G on R. That is every G–orbit
in G of maximal dimension intersects N ′+s in one and only one point. The
algebra of regular class functions on G is freely generated as a commuta-
tive algebra over C by the characters of fundamental representations of G,
χ1, . . . , χl. Moreover, N
′
+s is an algebraic variety, and the algebra of regular
functions on N ′+s is freely generated as a commutative algebra over C by the
restrictions of the characters χ1, . . . , χl to N
′
+s .
Theorem Eq For any ψ ∈ F
G(G) one has ρχs(p
∗ψ) ∈ F(B+)
F(N−). Fur-
thermore the map
FG(G)→ F(B+)
F(N−), ψ 7→ ρχs(p
∗ψ) (4.5.13)
is an algebra isomorphism. In particular,
F(B+)
F(N−) = C[ρχs(p
∗χ1), . . . , ρχs(p
∗χl)]
is a polynomial algebra in l generators.
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Proof. Let ψ be an element of FG(G). The restriction of ψ to the subva-
riety π(µ−1N+(u))
∼= πq(q(µ
−1
N+
(u))) ⊂ N ′+s ⊂ G is a regular function. Using
the isomorphism F(π(µ−1N+(u)))
∼= F(B+)
F(N−) (see Corollary 4.5.9) this re-
striction may be identified with ρχs(q
∗ψ) ∈ F(B+)
F(N−). By Theorem Dq
the algebra F(N ′+s) is freely generated as a commutative algebra over C by
the restrictions of the fundamental characters χ1, . . . , χl. Since π(µ
−1
N+
(u))
is a subvariety in N ′+s the algebra F(π(µ
−1
N+
(u))) is generated by the restric-
tions of the fundamental characters χ1, . . . , χl. Therefore the map (4.5.13)
is surjective. We have to prove that it is injective.
Let χi be a fundamental character. Consider the restriction of the func-
tion ρχs(q
∗χi) to the subspace in µ
−1
N+
(u) formed by elements (see (4.5.1)):
(h+, s(h+)u), h+ ∈ H.
Then ρχs(q
∗χi)(h+, s(h+)u) = χi(s(h+)uh
−1
+ ). Since χi is a character we
have χi(s(h+)uh
−1
+ ) = χi(h
−1
+ s(h+)u). The element u is unipotent, and
hence χi(h
−1
+ s(h+)u) = χi(h
−1
+ s(h+)). Now recall that the restrictions of the
fundamental characters to the Cartan subgroup are algebraically indepen-
dent (they are given by the well–known Weyl formula). Therefore (4.5.13)
is an isomorphism. This completes the proof.
Proof of Theorem Bq. Let p : Fh(G
∗) → F(G∗) be the map defined in
Proposition 4.3.3. Let WReph (B+) be the subalgebra in Wh(B+) topologi-
cally generated by the elements C
ρχs
h
Vi
= ρχs
h
(CVi), i = 1, . . . , l. From the the
definition of the elements C
ρχs
h
Vi
it follows that p(C
ρχs
h
Vi
) = ρχs(p
∗χi). There-
fore by Theorem Eq p(W
Rep
h (B+)) = F(B+)
F(N−), and WReph (B+) is freely
generated as a commutative topological algebra over C[[h]] by the elements
C
ρχs
h
Vi
= ρχs
h
(CVi), i = 1, . . . , l.
On the other hand using the definitions of the algebras Fh(B+)
Fh(N−)
and F(B+)
F(N−) it is easy to see that p(Fh(B+)
Fh(N−)) = F(B+)
F(N−). We
shall prove that WReph (B+) is isomorphic to Fh(B+)
Fh(N−).
Let I ∈ Fh(B+)
Fh(N−) be an invariant element. Then p(I) ∈ F(B+)
F(N−),
and hence one can find an element K0 ∈ W
Rep
h (B+) such that I − K0 =
hI1, I1 ∈ Fh(B+)
Fh(N−). Applying the same procedure to I1 one can find
elements K1 ∈ W
Rep
h (B+), I2 ∈ Fh(B+)
Fh(N−) such that I1 − K1 = hI2,
i.e. I − K0 − hK1 = 0 (mod h
2). We can continue this process. Fi-
nally we obtain an infinite sequence of elements Ki ∈ W
Rep
h (B+) such that
I −
∑p
i=0 h
pKp = 0 (mod h
p+1). Since the space Fh(B+) is complete in the
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h–adic topology the series
∑∞
i=0 h
pKp ∈ W
Rep
h (B+) converges to I. There-
fore I ∈WReph (B+), and hence Fh(B+)
Fh(N−) is isomorphic to WReph (B+).
We also have the following inclusions:
WReph (B+) ⊆Wh(B+) ⊆ Fh(B+)
Fh(N−) ∼=W
Rep
h (B+).
Therefore WReph (B+) coincides with Wh(B+). This proves part (ii) of The-
orem Aq and Theorem Bq.
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