We propose a generalized framework for single-shot acquisition of multidimensional objects using compressive Fresnel holography. A multidimensional object with spatial, spectral, and polarimetric information is propagated with the Fresnel diffraction, and the propagated signal of each channel is observed by an image sensor with randomly arranged optical elements for filtering. The object data are reconstructed using a compressive sensing algorithm. This scheme is verified with numerical experiments. The proposed framework can be applied to imageries for spectrum, polarization, and so on.
In conventional imaging systems, object information is projected on a two-dimensional image sensor. Consequently, some multidimensional information, such as depth, spectral, or polarization, is inevitably lost through this imaging process. The axial planes along such dimensional axes are referred to as channels in this letter. Fortunately, by designing the acquisition process using compressive sensing (CS), we can acquire the information lost in conventional imaging systems [1] .
Digital holography is a three-dimensional imaging approach that has been used for various applications [2] [3] [4] [5] [6] [7] [8] [9] . In this letter, we propose a generalized framework to acquire multichannel optical data using compressive Fresnel holography (CFH). CFH is a method for digital holography that can recover an optical field from sparse sampling based on CS [10] . The CFH method in [10] assumes a single acquisition channel, that is, a single wavelength. We adapt the CFH method to multichannel data acquisition. The schematic diagram of the proposed framework is shown in Fig. 1 . The light distribution of the object with multiple channels is propagated with the Fresnel diffraction. The channels may correspond to spectral, polarization, etc. The propagated signal of each channel is observed by the image sensor with randomly arranged optical elements to filter each channel. Because the sampling process for each channel in the proposed scheme corresponds to the CFH method, the object with multiple channels can be reconstructed from the single captured image.
The observation process of the proposed system is introduced. For simplicity, one lateral axis (y) of the object is omitted. The object is expressed as F x; z; C, where x and z indicate the lateral and the axial positions, and C is the index of the channel. In this letter, integer variables are denoted with capital letters. The extension for higherdimensional objects is straightforward. The observation process is written as follows:
where G is the captured data, u is the lateral position on the image sensor, Q represents the properties of filters arranged on the image sensor, and P is the point spread function (PSF) for the Fresnel diffraction. Equation (1) indicates that the object's light distribution F is convolved with the Fresnel kernel P for each distance [11] , the convolved signals are multiplied with the filter response Q, and the resultant signals are integrated on to the image sensor to produce G. The depth corresponding to z is acquired by the depth-variant PSF [12] , and the channel corresponding to c is acquired by the filtering elements.
The observation process in Eq. (1) can be rewritten with linear algebra as follows:
where the number of elements of the object data along the x axis is defined as N X , which is assumed to be the same as that of the captured data for simplicity. g ∈ C N X ×1 is the vector captured data, H ∈ C N X ×N X ×N Z ×N C is the system matrix, f ∈ C N X ×N Z ×N C ×1 is the vector object data, Q ∈ C N X ×N X ×N C is a matrix indicating the filter response, and P ∈ C N X ×N C ×N X ×N Z ×N C is a matrix indicating the Fresnel kernel. N Z and N C are the numbers of the elements of the z axis and the channel, respectively. C a×b shows an a × b matrix with complex numbers. Q in Eq. (2) is written as follows:
where Q 0 C ∈ R N X ×N X is a diagonal matrix indicating the filter response of the Cth channel. R a×b shows an a × b matrix with real numbers. Also, P in Eq. (2) is written as follows: 
where P 0 Z ∈ C N X ×N X is a Toeplitz matrix indicating the Fresnel diffraction kernel for the Zth depth. We note that the sensing process described by Eq. (1) is separable in the channel and spatial dimensions. Theoretical bounds for CS performance with separable sensing process can be found in [13] . Optimum spatial filter distributions may be considered.
The system model in Eqs.
(1) and (2) can be adapted to various optical information acquisition. Examples of various applications and its implementations are summarized in Table 1 . Also, some of these modalities can be combined. In spectral imaging, the PSF in Eq. (1) depends not only on the depth but also on the wavelength.
As indicated in Eq. (2), the proposed system is linear and the inverse problem is ill-posed. CS can solve such a problem using a sparsity constraint [1] . A CS algorithm called two-step iterative shrinkage/thresholding (TwIST) [14] is used in this letter. TwIST solves the following optimization problem:
where ∥ · ∥ ℓ 2 indicates the ℓ 2 norm, τ is a regularization parameter, and R· is a regularizer. The two-dimensional total variation (TV) [15] is used as the regularizer for each Z, Cth plane in this letter. The performance of the proposed system was verified with simulations. In the following simulations, the pixel pitch of the image sensor was Δ 3 μm, the numbers of the spatial elements of the image sensor and the object were N X × N Y 64 × 64 pixels, and the signal-to-noise ratio (SNR) of the measurement Gaussian noise was 40 dB, respectively. Objects in the simulations are composed of multiple Shepp-Logan phantoms. The number of the nonzero coefficients of the single Shepp-Logan phantom in the TV domain was 502.
Using the proposed scheme, acquisition of an object with five channels is shown in Fig. 2 . The object distance z was 1 mm from the image sensor, and the wavelength was λ 660 nm. z was set to be larger than N X Δ 2 ∕λ to achieve maximum CS performance with the Fresnel diffraction [16] . The filter pattern of each channel that corresponds to Q in Eq. (3) is shown in Fig. 2(b) . In this simulation, each filter on the detector of the image sensor passes single channels. The filter patterns are complementary. Therefore, the sampling ratio for each channel is 20%. The captured image is shown in Fig. 2(c) . Figure 2(d) shows the reconstruction without the regularization, where τ was 0 in Eq. (6). The object was not reconstructed and the peak SNR (PSNR) between the object and the reconstructed one was 18.3 dB. Using TwIST, the object was reconstructed well as shown in Fig. 2(e) , and the reconstruction PSNR was drastically improved to 54.6 dB.
The number of the channels was increased to ten as shown in Fig. 3(a) . The other parameters are the same as those in the previous simulation. The filters in Fig. 3(b) pass single channels as the simulation in Fig. 2 . The sampling ratio for each channel is 10%. Figure 3(c) shows the captured image. The object was not reconstructed well, as shown in Fig. 3(f) , because the sampling was insufficient. The reconstruction PSNR was 25.8 dB.
To improve the result of Fig. 3(f) , filters passing multiple channels were simulated. The filters in Fig. 3(d) are composed of randomized binary patterns. The sampling ratio for each channel is 50%. The filter patterns are not complementary anymore. Figure 3 (e) shows the captured image. The reconstruction fidelity was significantly improved from the result of Fig. 3(f) , as shown in Fig. 3(g) , and the reconstruction PSNR was 44.5 dB. This result indicates the design for multichannel data acquisition using CFH. Acquisition of an object with red, green, and blue spectral channels at three distances was simulated [see Fig. 4(a) ]. The wavelengths λ were 660 nm, 540 nm, and 450 nm, and the objects' distances z from the image sensor were 1.0 mm, 1.5 mm, and 2.0 mm, respectively. The filters in Fig. 4(b) pass single channels as in the first simulation, and the sampling ratio for each channel is 33%. Figure 4(c) shows the captured image. The object was successfully reconstructed as shown in Fig. 4(d) , and the reconstruction PSNR was 43.8 dB. The proposed scheme can be applied for acquisition of depth-variant objects with multispectral channels.
In summary, we have proposed a method for singleshot acquisition of multidimensional optical information using CFH. The object waveform is propagated according to the Fresnel diffraction. The propagated signals are captured by an image sensor with randomly arranged filters corresponding to various channels of the object, such as spectral or polarimetric. The object is reconstructed from the single captured data with a CS algorithm. The concept was verified by the simulations. In the simulations, filters passing single and multiple channels were considered. Also, acquisition of a depth-variant multispectral object was demonstrated. The proposed scheme can be applied to various optical information acquisitions [17] . Future work will present the similarity between random data encoding for CS and data encryption [18] , and system performance bound with respect to the filter spatial distributions.
