A fundamental task in the analysis of datasets with many variables is screening for associations. This can be cast as a multiple testing task, where the major challenge is achieving high detection power while controlling type I error. We consider m hypothesis tests represented by pairs ((P i , X i )) 1≤i≤m of p-values P i and covariates X i , such that P i ⊥ X i under the null hypothesis. Here, we show how to use information potentially available in the covariates about heterogeneities among hypotheses to increase power compared to conventional procedures that only use the P i . To this end, we upgrade existing weighted multiple testing procedures through the Independent Hypothesis Weighting (IHW) framework to use data-driven weights which are a function of the covariate X i . Finite sample guarantees, e.g. false discovery rate (FDR) control, are derived from cross-weighting, a novel datasplitting approach that enables learning the weight-covariate function without overfitting as long as the hypotheses can be partitioned into independent folds, with arbitrary within-fold dependence. We show how the increased power of IHW can be understood in terms of the conditional two-groups model. A key implication of IHW is that hypothesis rejection in many common multiple testing setups should not proceed according to the ranking of the p-values, but by an alternative ranking implied by the covariate-weighted p-values.
Introduction
Screening large datasets for interesting associations is a basic operation in statistical data analysis. For instance, in high-throughput biology, we are interested in detecting mutations associated with a phenotype, genes differentially expressed between biological conditions, or chemicals impacting the growth of a cell culture. As an example from a different field, in commerce we may wish to detect fraudulent activities in a stream of transactions (Bolton and Hand, 2002) .
The aim here is to identify a relatively small number of "hits" out of millions of possible ones, which are then followed up by additional analyses. One way to view such a screen is as a classification task characterized by very different class sizes and costs for false positives and false negatives. In practice, generating suitable training datasets and assessing the performance of a procedure can be challenging. A widely used alternative route is to treat the screen as a multiple hypothesis testing task. In particular, this is possible if the detection can be cast as an association test or a regression model (Dudoit et al., 2002; Newton et al., 2001) . This approach has the advantage that measures of type I error, such as p-values, are readily tractable, so that performance considerations can focus on power. Furthermore, domain knowledge, confounders and other criteria can be explicitly incorporated into the regression model.
Hit lists generated in this manner are typically reported with a false discovery rate (FDR), the expected proportion of false discoveries among all discoveries (hits). Benjamini and Hochberg (1995) proposed a procedure to control the FDR solely from the list of p-values P i . Given a target FDR α, the procedure determines a threshold t * and rejects all hypotheses with P i ≤ t * . This approach has been highly influential in the natural sciences (Benjamini, 2010) , and the paper is among the 100 most cited scientific papers of all time (Noorden et al., 2014) .
In practice, the threshold t * is often (although not necessarily) much smaller than α, which means that the level of replication or the effect size for a test H i to be rejected generally need to be higher than in the single test case. Therefore, multiple testing has been described as imposing a "burden" or a "problem" -a price to pay for doing high-throughput exploratory analysis. This paper proposes a different view: multiple testing presents an opportunity, as seeing the results from many tests simultaneously enables us to infer properties, such as priors and other modelling parameters, that we could never learn from a single test (Efron et al., 2001; Stephens, 2016) . Arguably, the perception of multiple testing as a burden has been exacerbated by shortcomings of existing statistical methods that do not make use of such available information by borrowing strength.
A case in point is that, beyond the p-value, side information represented by a covariate X i is often available for each hypothesis. Such side-information reflects the heterogeneity of the tests and may be related to their different power, or to different prior probabilities of their null hypothesis being true. Suitable covariates are often apparent to domain scientists or to statisticians.
To illustrate, we consider a high-throughput genetics dataset by Grubert et al. (2015) . We screen it for associations between genetic polymorphisms (SNPs) in the human genome and the activity of genomic regions (H3K27ac peaks). In an analysis that is presented in more detail in Section 4.3, we performed about 16 billion hypotheses tests, one for each pair of SNP and region on the same chromosome. Figure 1 illustrates how the p-value distributions differ as a function of the genomic distance between SNP and region. These differences are consistent with biological domain knowledge: associations across shorter distances are a-priori more plausible and empirically more frequent (Ignatiadis et al., 2016) .
While hypothesis heterogeneity is apparent in Figure 1 , existing methods working only with p-values ignore this information -possibly because it was irrelevant in the context of (frequentist) single hypothesis testing. First proposals for covariate-adjusted FDR estimation and control were made over a decade ago (Ferkingstad et al., 2008; Ploner et al., 2006) ; more recently, approaches that are more practically applicable and provide better performance guarantees have become available. We provide a survey of these approaches in Section 6.
In this paper, we provide the formal statistical framework for an idea we recently introduced to the computational biology community (Ignatiadis et al., 2016) : we proposed independent hypothesis Figure 1 : Heterogeneous hypothesis testing in a biological data example: We consider a multiple testing situation in which besides the p-value P i , a covariate X i is available for each hypothesis (i = 1, . . . m), which here is the genomic distance between SNP and peak. A. Marginal histogram of p-values: We recognize the usual peak close to the origin, corresponding to enrichment of alternative hypotheses, and a near-uniform tail for larger p-values. More context on the data is given in Section 4.3; note that the displayed p-values are right-censored at 10 −4 , as is further explained in Section 6.2.2. B. Scatterplot of − log 10 (P i ) versus the rank of X i for 10000 randomly selected hypotheses with p-value ≤ 10 −7 : Small p-values are enriched at lower distances. C. Histograms of p-values stratified by the covariate: Upon partitioning our hypotheses at the boundaries denoted by dashed lines in panel B, we observe that at small distances the signal (peak to the left of the histograms) is very strong, while for larger distances the distribution is nearly uniform.
weighting (IHW), a modification to the procedure of Benjamini and Hochberg (1995) that uses covariates X i . The X i can be of arbitrary categorical or continuous data types, with the only requirement that each X i is independent of the p-value P i under the null hypothesis, but is somehow informative about the power of the test for H i or its prior probability of being true. The basic idea is simple: assign weights, i.e., non-negative numbers w i ≥ 0 that average to one, to the hypotheses based on the values of their covariates X i with the aim to approximate the optimal decision boundary in a data-driven way. However, doing this in a naive way can result in overfitting and loss of type-I error control. This is avoided by cross-weighting, so that the weight for a hypothesis is learned from data independent of it. The idea is widely applicable to a diverse set of multiple testing procedures, under weak assumptions and is also practical.
Outline
Section 2 starts with a recap of weighted multiple testing procedures and a presentation of the IHW framework, which enables the use of data-driven weights with finite-sample guarantees. In Section 3 we demonstrate how one can learn powerful weighting functions by estimating the conditional two-groups model, while Section 4 pertains to the practicality and availability of the proposed methodology. In Section 5 we discuss the choice of informative covariates. We provide a survey of related approaches in Section 6 and discuss broader context and potential extensions in Section 7.
2 Multiple testing with data-driven weights
Weighted multiple testing background
To set the stage, consider testing m distinct hypotheses H 1 , . . . , H m . We write H i = 0 for the null hypotheses and H i = 1 for the alternatives. A multiple testing procedure will reject R hypotheses, and V of these will be nulls, i.e., it will commit V type I errors. Generalized type I errors are usually defined as expectations of a function of V and R. For example, the family-wise error rate is FWER := P[V ≥ 1]. The false discovery rate (FDR) is the expectation of the false discovery proportion (FDP):
Traditional procedures operate based on the tuple of p-values P = (P 1 , . . . , P m ). For example, the Bonferroni procedure rejects all hypotheses with P i ≤ α m . Similarly, the Benjamini-Hochberg (BH) (Benjamini and Hochberg, 1995) procedure sorts the p-values as P (1) ≤ . . . ≤ P (m) and then rejects all hypotheses with p-value ≤ P (k * ) , where k * = max k | P (k) ≤ kα/m , k ≥ 1 (or does not reject anything if the latter set is empty). Under suitable assumptions, these procedures control the FWER, respectively the FDR at level α ∈ (0, 1).
Note that any procedure that ranks hypotheses solely based on their p-values does not take heterogeneity (e.g., when covariates X i exist as in Figure 1 ) into account. While type I error control is guaranteed, power can be compromised. Yet, there are multiple ways to exploit such heterogeneity (Section 6). The approach we pursue here is to assign a weight W i to each hypothesis, such that hypotheses with W i > 1 get prioritized. The W i satisfy W i ≥ 0 and m i=1 W i = m. Many commonly used procedures can be modified to account for such weights; for example one can simply apply the Bonferroni or BH procedures to the weighted p-values P i /W i .
If the weights are chosen a-priori, i.e., without looking at the p-values, then the weighted procedures provide the same error control guarantees as their unweighted counterparts (Genovese et al., 2006) and most of the literature to date is concerned with deterministic weights (Blanchard et al., 2008; Habiger, 2014; Roquain and Van De Wiel, 2009 ). These results are valuable, since weighted multiple testing procedures are tolerant to weight mispecification (Genovese et al., 2006) : choosing good weights can lead to huge increases in power, yet "bad" weights will only slightly decrease power Algorithm 1: Generalized IHW (Independent Hypothesis Weighting) Input : A nominal level α ∈ (0, 1), a m-tuple of p-values P = (P 1 , . . . , P m ) and a corresponding m-tuple of covariates X = (X 1 , . . . , X m ) (IHWsplit) Split the hypotheses into K independent folds
compared to the unweighted procedure. This has led to numerous papers heuristically suggesting weights for specific scientific applications, e.g., Cairns et al. (2016) ; Li et al. (2013) ; Roeder et al. (2006) ; Xing et al. (2010) . As an example of principled prior guessing, Dobriban et al. (2015) and Fortney et al. (2015) derive weights based on effect size information from a prior study.
In contrast, the main goal of this work is to let the weights depend on the (same) data while still providing type-I error control. Indeed, the weights will have to be data-driven if we want to develop a powerful procedure that is practical and can be used out-of-the-box by practitioners without laborious modeling (but see also Section 6.4 for a counter-point).
Generalized independent hypothesis weighting
The basic idea of IHW is that in the presence of informative covariates X = (X 1 , . . . , X m ) that are independent of the p-values under the null hypothesis, we can emulate an oracle with "prior" information. The key ingredients are as follows:
1. We reduce our attention to weighting rules that are low-complexity functions of the covariates, i.e. W i = W (X i ).
2.
It is often possible to partition our hypotheses into K independent folds I 1 , . . . , I K . Then we can learn a weighting function for the k-th fold based on the p-values in the other folds, i.e., P −I k = (P i ) i∈{1,...,m}\I k and the covariates X. Such cross-weighting emulates "independent" prior information while extracting it from the data at hand.
3. Keeping in mind that the weights within each fold should average to 1, we can apply a weighted multiple testing procedure.
These three ideas are encapsulated in the generalized IHW framework (Algorithm 1), of which we give a schematic representation in Figure 2 in the context of our data example.
Instantiating this algorithm requires 1) the specification of a partitioning scheme, 2) a way to learn the weighting function and 3) a weighted multiple testing method. The first and third points are crucial for type-I error control. We defer the second point, which enables power gains, to Sections 3 and 4 and allow it be an arbitrary black-box learner for now.
A plethora of weighted multiple testing procedures can accomodate the general methodology, see Table 1 for the methods considered in this paper. Sometimes the (deterministically) weighted procedures can be used as is, ignoring the random nature of the weights (e.g., Theorem 1). In other cases further modifications are necessary (e.g., Theorem 2). 
Formal guarantees for IHW under arbitrary within fold dependence
We start with the most general assumptions the IHW framework currently accomodates:
Assumption 1 (Distributional setting with dependence). Let (P i , X i ), i ∈ {1, . . . , m} be (p-value, covariate) pairs and H 0 ⊂ {1, . . . , m} the index set of null hypotheses. We assume that:
(a) There exists a partition of {1, . . . , m} into folds I 1 , . . . , I K such that hypotheses are independent across folds, i.e. ((P i , X i ) i∈I l ) l , l ∈ {1, . . . , K} are jointly independent.
(b) For each fold l and each null hypothesis i ∈ H 0 ∩ I l it holds that P i is independent of (X i ) i∈I l .
The key ingredient in cross-weighting and for Assumption 1 to hold is that the folds are mutually independent. Often-especially since real data invariably contains some dependences-the only way to achieve this is to use domain specific knowledge to partition the hypotheses into independent blocks. In our example from Figure 1 , we can assume that hypotheses corresponding to different chromosomes are independent to sufficient approximation.
Assumption 1 is broad, broader even than those of some commonly-used unweighted procedures. For example, further assumptions are necessary for FDR control with the BH procedure. However, Assumption 1 is sufficient for the Benjamini-Yekutieli (BY procedure) (Benjamini and Yekutieli, 2001) , i.e., the BH procedure applied at level α/ m k=1 1/k. Returning to cross-weighting, the key intuition is that it makes the p-values independent of their weights. This is formalized in the following Lemma: Lemma 1. Let ((P i , X i )) i∈{1,...,m} satisfy Assumption 1. Then for the IHW procedure (Algorithm 1) it holds that:
(a) For all folds I l and all i ∈ H 0 ∩ I l , P i is independent of (W k ) k∈I l .
Proof. Let i ∈ H 0 ∩ I l . By construction of the IHW procedure (in particular, the cross-weighting), (W k ) k∈I l is a function only of P −I l and X. It thus suffices to argue that P i is independent of (P −I l , X). Writing the latter as (P −I l , X −I l , X I l ) we conclude as an immediate consequence of Parts a) and b) of Assumption 1.
With Lemma 1 in hand, we are in a position to show our first finite-sample results.
Theorem 1. Let ((P i , X i )) i satisfy Assumption 1.
(a) Then the IHW-Bonferroni procedure (i.e., weighted Bonferroni applied with Algorithm 1 at level α) controls the FWER at level α:
FWER IHW-Bonferroni ≤ α (b) Furthermore, the IHW-BY procedure (i.e., weighted Benjamini-Yekutieli applied with Algorithm 1 at level α) controls the FDR at level α:
Proof. We only prove Part (a) here as it is straightforward and (we hope) instructive. For Part (b), see Section S1.
Note that going from the third to the fourth line, we used the fact that for i ∈ H 0 it holds that P i is super-uniform. Also, by Lemma 1, P i is independent of W i .
Remark 1. The IHW-Bonferroni procedure when applied at level kα controls the k-FWER (Lehmann and Romano, 2005b) , i.e., Pr[V ≥ k].
Remark 2. While we have omitted this from the notation in Algorithm 1), occasionally it will be useful for the weighted testing procedure to also be aware of the partitioning into folds. In Supplementary Section S2, we show how such a partionining-aware modification of the Holm procedure allows us to strictly improve upon the Bonferroni procedure. The same idea also applies for the weighted Storey procedure, see Theorem 3.
Formal guarantees for IHW under independence
Often multiple testing methods which work under arbitrary dependence have greatly inferior power compared to what could be had under independence. For example, under independence one can apply the BH procedure at level α to control the FDR at α, while for arbitrary dependence one has to use α/ m i=1 1/i. Motivated by this, below we consider an assumption which is strictly stronger than Assumption 1:
Assumption 2 (Distributional setting under independence). Let (P i , X i ), i ∈ {1, . . . , m} be (p-value, covariate) pairs and H 0 ⊂ {1, . . . , m} the index set of null hypotheses. We assume that:
(a) The null pairs ((P i , X i )) i∈H0 are jointly independent.
(b) The null pairs ((P i , X i )) i∈H0 are independent of the alternative pairs ((P i , X i )) i / ∈H0 .
(c) For i ∈ H 0 it holds that P i is independent of X i .
Operationally, compared to Assumption 1, Assumption 2, provides a simple and reliable baseline for partitioning hypotheses: One can assign hypotheses into folds randomly. This introduces the complication of randomization; the assigned weights and hence also the rejected hypotheses depend on the random split. This can be ameliorated by randomly repeating the splitting B times. In particular, assume hypothesis i gets assigned weight W i,b in the random-split b of the IHW procedure. Then one can instead use the average weight:
However, partitions based on domain-specific knowledge, when available, will usually be preferable.
What are the benefits of making Assumption 2? With a similar argument as in Lemma 1, we get the following, stronger result:
Lemma 2. Let ((P i , X i )) i∈{1,...,m} satisfy Assumption 2. Then for the IHW procedure (Algorithm 1) it holds for each fold l that:
(b) (P i ) i∈H0∩I l are jointly independent and super-uniform conditionally on (W i ) i∈H0∩I l .
As a first example of the increased power gained through Assumption 2 and Lemma 2, we consider a weightedŠidák procedure in Supplementary Section S3. Of course, the more interesting case is the weighted Benjamini-Hochberg procedure. Its direct application in conjunction with Algorithm 1 however does not work: see Supplementary Section S4 for a counterexample which hinges on the intricate geometry of the BH procedure. Instead, inspired by Li and Barber (2016) , we propose IHWc (Independent Hypothesis Weighting with censoring), which is obtained from two modifications of Algorithm 1. Fix τ ∈ (0, 1), then:
(IHWc-1) In step (IHWlearn), set W −I k (·) = WeightLearner P −I k 1 {P −I k >τ } , X, α . In other words, p-values ≤ τ are set to 0 for the sake of learning the weighting function.
(IHWc-2) In step (IHWtest), use a modification of weighted BH that prohibits rejecting hypotheses with P i > τ : reject all hypotheses with
Theorem 2. Let ((P i , X i )) i∈{1,...,m} satisfy Assumption 2. Then the IHWc procedure controls the FDR at the nominal level α:
Remark 3. IHWc enables FDR control under an arbitrary black-box weight learner, at the cost of the above modifications. It may also be possible to achieve FDR control in other ways. For instance, directly using IHW-BH with the learner described in Section 4.1 appears to provide FDR control. This is corroborated by extensive simulations (Section 4) and asymptotic results by Ignatiadis et al. (2016) and Durand (2017) , who also showed asymptotic power optimality. This may be due to the fact that this learner is "reasonable" or "simple", and a more precise characterization of eligible learners and their implications would be an interesting future result.
3 Learning weighting functions 3.1 Empirical Bayes: the conditional two-groups model So far we have only considered the issue of type-I error control, however for Algorithm 1 to be effective, we also need a way of learning weights in step (IHWlearn). Towards achieving this, we will consider a generative model for the (P i , X i ), in a way that flexibly captures the structure apparent in Figure 1 and also captures our key assumption (cf. Assumptions 1 and 2) that the p-values are independent of their covariates under the null hypothesis. We emphasize that our generative model does not have to be true for our procedures to control type-I error; however, if and where it is a good approximation to the truth, we will be able to gain substantial power. Our starting point is the two-groups model (Efron et al., 2001; Storey, 2003) , in which for some prior probability π 0 ∈ [0, 1] and alternative distribution F alt , p-values are generated as follows:
The natural generalization of this is the conditional two-groups model in which π 0 and F alt are functions of the covariate (see also Ignatiadis et al. (2016) ; Lei and Fithian (2018) ):
Marginalizing over H i , we get that:
Thus, in the conditional two-groups model, (P i , X i , H i ) are assumed to be exchangeable. We are now in a position to ask what the optimal weights are if (3) holds. For this, it will be convenient to momentarily think in terms of rejection regions rather than weighting functions. With (3), it is natural to define a multiple testing procedure in terms of a function g : X → [0, 1], chosen from some space of functions G, such that hypothesis i gets rejected if P i ≤ g(X i ). The expected number of discoveries of such a procedure is:
If we define this quantity as our measure of power, then the optimal g ∈ G will be that that optimizes (4) under the constraint that type-I error is controlled. For example, we might be interested in controlling the posterior probability of being a null (conditional on rejection):
Under this constraint, an optimal threshold function g is a solution to the following optimization problem:
The posterior probability (5) is the appropriate objective to control if we are interested in asymptotically optimal procedures for FDR control (Storey, 2003) . As another example, if we want to use the IHW-Bonferroni procedure, it is more appropriate to control the expected number of false discoveries (as this provides a good bound on the FWER):
To obtain a set of hypothesis weights from the oracle threshold function g from (6), the function is used as the WeightLearner in Algorithm 1, and the subsequent normalization step makes sure that the weights average to 1. These can then be used for down-stream weighted multiple testing.
Remark 4. Although the rescaling might appear ad-hoc, it can be justified in the context of the weighted BH procedure with rescaled weights. First, we can think of the weighted BH procedure as calibrating an initial rejection rule P i ≤ g(X i ) by shifting the whole rejection region tog(·) =tg(·) for some data-driven choice oft ≥ 0 which guarantees control of FDR at a target level. Through this interpretation of weighted BH, we see that the initial scaling of g is inconsequential and gets absorbed intot. Furthermore, Durand (2017) shows asymptotic power optimality of this procedure (with null proportion adaptivity as in Section 6.1.2) in the case of a categorical covariate. This remains true when the conditional two-groups model is estimated from the data (as in the following section). Finally, since optimization problem (6) is calibrated at the target level α, we can also interpret the above procedure as implicitly conducting multi-weighting (Durand, 2017; Roquain and Van De Wiel, 2009 ).
Weighted learning by plugin-estimation
So far, it might seem like we have not made a lot of progress: we have shifted the a-priori guessing from the weights (Genovese et al., 2006) to guessing the conditional two-groups model (3), which is required before we can embark on solving optimization problem (6). However, here it is natural to solve (6) in a plug-in fashion using an estimated conditional two-groups model (3) to derive our data-driven weights. Due to cross-weighting, this will not cause overfitting.
Consequently, our task now is to specify estimators for the unknown quantities appearing in (3), as well as a class G of functions over which (6) should be optimized. Here there are two main goals guiding our design choices: first, the estimated threshold function should generalize to the held-out fold, so that the procedure will be more powerful than its unweighted counterpart. Second, the computation should be tractable, even for large-scale problems.
Estimation of the conditional two-groups model
Estimation of model (3) requires estimation of P X , π 0 (·) and the conditional distributions F (t | x):
1. We estimate P X by the empirical measure of the X i 's. We point out that in the cross-weighting scheme of Algorithm 1 we are allowed to use all the X i 's. Furthermore, when we are learning the weights for fold l, we estimate P X by the empirical measure of only (X i ) i∈I l . In this way, the estimate of the weighting function for fold l is made from the covariate values in this fold; this is particularly appropriate if the covariate distributions differ across folds.
2. Turning to π 0 (x), in many cases we can get good results by conservatively estimating it as 1. Section 6.1 provides more possibilities.
project the estimated density onto the space of decreasing densities (Mammen et al., 2001) . The projection step is in general very simple, and consists in applying the pooled-adjacent violators (PAVA) algorithm. When applied to the empirical cumulative distribution function (ECDF), this estimator is also called the Grenander estimator (Grenander, 1956) and is the least concave majorant of the ECDF.
An alternative is to use parametric models, such as the GLMs in Lei and Fithian (2018) .
Convex optimization and G
A key observation by Ignatiadis et al. (2016) was that optimization problem (6) can be equivalently written as follows (below we also replace P X by the empirical measure of the X i 's):
This implies that for many reasonable choices of G, the problem will be convex if F (· | X i ) is concave for all i. For example, if we allow G to consist of all measurable functions X → [0, 1], then we just need to optimize over
. . , m}, thus yielding a convex m-dimensional optimization problem, which has computational advantages.
Nevertheless, it is beneficial to impose additional conditions on G, depending on the structure of the problem (cf. Dobriban (2017) ; Li and Barber (2016) ). For example, we could impose a block-wise structure (i.e., enforce piecewise constant solutions within pre-specified intervals), low total-variation, monotonicity constraints, smoothness criteria(e.g., using regression or smoothing splines; see also Boca and Leek (2017) ). All of these would still yield convex problems and act as regularizers.
Choice of tuning parameters through nested cross-validation
The estimator of F (t | x), π 0 (·) and the set G are allowed to depend on tuning parameters. These can be chosen by a cross-validation procedure, which should be nested within the cross-weighting. In other words, one splits the K − 1 held out folds in step (IHWsplit) of Algorithm 1 into K further folds, potentially repeating this multiple times.
A natural criterion to use in conjuction with the nested cross-validation is the following: apply the weighted multiple testing procedure to the held-out fold with the learned weights from the training folds and calculate the number of discoveries. Finally, choose the tuning parameter that leads on average to the highest number of discoveries.
In this section we describe and motivate the specific design choices made in the software and provide an additional example for the practical efficacy and relevance of the method by applying it to one of the largest multiple testing settings in current biological data analysis. Ignatiadis et al. (2016) The covariate X is discretized into a covariate X with finitely many levels 1, . . . , J. We estimate π 0 (x) by 1 and F (t | x) by applying the Grenander estimator to p-values P i with the same value of the discretized covariate. The class of functions from which the estimate is chosen is restricted by the total variation of the weights, i.e., for fold l, λ l > 0 we set
The implementation of IHW by
if the levels of the covariate have a natural order. Otherwise, one can instead penalize deviations from uniformity via
Because the Grenander estimator is concave and piecewise linear, the resulting optimization problem (8) is a linear program, which can be easily solved by standard solvers.
Tuning parametes for the sets G are chosen by nested cross-validation -and hereby we err towards smaller λ l , hence pushing the weights towards uniformity. Thus, if there is no signal in the covariate, we often automatically recover the unweighted procedure.
The R interface is very simple:
ihw ( p v a l u e s , c o v a r i a t e s , a l p h a )
Worked through examples and diagnostic plots are shown in the package vignette.
Evidence of practical efficacy
The IHW package is accompanied by another package, IHWpaper 2 , which reproduces all computational results by Ignatiadis et al. (2016) as well as those shown in this work. Ignatiadis et al. (2016) conducted extensive simulation benchmarks against many competing methods and illustrated the method on three recent datasets from high-throughput biology. Furthermore, the implementation of IHW in the Bioconductor package has been extensively benchmarked by others, e.g., Durand (2017) ; Hasan (2017) ; Lei and Fithian (2018) ; Zhang et al. (2017) . In all cases, FDR control was maintained, and compared to the unweighted BH method, substantial power gains from using informative covariates were confirmed. This is remarkable given that default parameters were used and some of the settings were beyond what we designed for, e.g., Zhang et al. (2017) used as covariates the cluster labels from K-means clustering applied to multivariate covariates.
Moreover, in Section 4.3 of this work, we describe an application of IHW to a screen of 16 billion hypotheses on a large dataset from genetics, and in the vignette IHW censoring storey simulations.html of the IHWpaper package we report a simulation study that explores the novel IHWc and IHWc-Storey procedures from Theorems 2 and 3. 4.3 Application example: biological high-throughput data Grubert et al. (2015) assayed cell lines derived from 75 human individuals for the status of their single nucleotide polymorphisms (SNPs, i.e., differences that exist between individuals) and a biochemical modification called H3K27ac. We tested all within-chromosome associations by marginal regression of the quantitative readout from the ChiP-seq assay on the polymorphisms (encoded as categorical variables with levels, aa, ab, bb) using the software Matrix eQTL (Shabalin, 2012) . Here we restrict ourselves to associations in Chromosomes 1 and 2, for which Grubert et al. reported the status of N 1 = 645452 and N 2 = 699343 SNPs and the H3K27ac levels at K 1 = 12193 and K 2 = 11232 genomic positions ("peaks") on these chromosomes. This results in a total of approximately 16 billion hypotheses (m = N 1 × K 1 + N 2 × K 2 ≈ 1.6 · 10 10 ). Figure 1 shows the marginal histogram of the p-values and illustrates how these p-values are related to the genomic distance between SNP and H3K27ac peak. This covariate is motivated from biological domain knowledge: associations across shorter distances are a-priori more plausible and empirically more frequent (Ignatiadis et al., 2016) .
We compare two different approaches of dealing with the multiplicity, while controlling the FDR:
1. The Benjamini-Yekutieli (BY) procedure on the m p-values: Such a conservative procedure is justified, since p-values for the same H3K27Ac peak and different, but genetically linked SNPs will be strongly dependent.
2. The IHW-BY method using as covariate the genomic distance between SNP and H3K27ac peak. To satisfy Assumption 1 and hence have guaranteed FDR control by Theorem 1, we partition p-values into two folds corresponding to the different chromosomes, which are to sufficient approximation, independent.
The results are shown in Figure 2 . IHW more than doubles the discoveries compared to the unweighted procedure while maintaining all formal guarantees of FDR control. Panel A shows the learned weight functions for the two folds. Upon applying the weighted BY procedure, the weights translate into thresholds for rejection: hypothesis i is rejected if P i ≤ W it * IHW for some common choice oft * IHW and hypothesis-dependent W i (Panel D). In contrast, the BY procedure uses the same rejection thresholdt * BY for all hypotheses (Panel C). As a consequence, the BY procedure had to be relatively stringent throughout, while IHW could be permissive at smaller and stringent only at higher distances.
There is another interpretation explaining why IHW increases power: it attempts to set thresholds in a way that balances the conditional local false discovery rate (fdr), at least among the non-zero thresholds. This is shown in Panel F. Indeed, under certain assumptions, the optimal decision boundary is one of constant local fdr (cf. Section 6.3 and Supplementary Section S7 for details and references). On the other hand, since BY thresholds only depend on the p-values, the local fdr varies widely and increases as a function of genomic distance, as seen in Panel E.
Finally, we note that the estimation method for the local fdr in Panels E and F is the same that was used to derive the weights. The local fdr estimates appear to be noisy, while the learned weights do not. This is a key feature of IHW; even inaccurate estimates of the local fdr can lead to powerful weights (increase in number of discoveries). The frequentist guarantees of the procedure are completely independent of and unaffected by the (in)accuracy of the local fdr estimate.
Choice of informative covariates
Covariates that can take the role of X i in the conditional two-groups model (3) are available in many multiple testing applications of practical interest, and in this section we discuss a range of examples. We will group them into domain-specific and statistical covariates. Whereas the former derive from an understanding of the data-generating process, the latter reflect mathematical properties of the specific test procedure used to compute the p-values. Domain-specific covariates are often informative about prior probabilities (i.e., the function π 0 (x) depends on x), statistical covariates about the B.
C. we consider a multiple testing situation with m = m 1 + m 2 hypotheses that can be partitioned into two independent folds (here: two chromosomes). Besides the p-value P i , a covariate X i is available for each hypothesis (i = 1, . . . m), which here is the genomic distance between SNP and peak. For each fold we learn the optimal weighting function, and assign weights to hypotheses from fold 1 using the function learned from the (P i , X i ) i of fold 2, and vice versa. B. Data-driven weighting increases power: Upon merging the two tables of hypotheses, we apply the Benjamini-Yekutieli (BY) method at α = 0.01 to the p-values, or the weighted BY method with the learned weights (IHW-BY). Each method returns a list of rejected hypotheses. IHW more than doubles the total number of discoveries. C, D. Decision boundaries for BY and IHW: BY rejects all hypotheses with p-value P i below a fixed threshold, while IHW rejects hypotheses with P i ≤ t l (X i ), where l ∈ {1, 2} denotes the fold, and the threshold depends on the covariate X i . The threshold is more lenient for hypotheses with small genomic distance X i . For larger X i , the threshold becomes smaller (more stringent); in this example application, it reaches 0 for very large X i . E, F. Estimated conditional local fdr (Equation (14)) at the BY and IHW rejection thresholds. We observe that for BY the conditional local fdr varies widely, while for IHW it is approximately balanced at the non-zero thresholds (note the different scales of the y-axis in panels E,F). The conditional density f (t | x) is estimated by binning along X i and applying the Grenander estimator within each bin. We set f (0 | x) = ∞, so that the conditional local fdr is 0 when t(x) = 0.
power of the test and thus the shape of the function F alt|x . The categorization is informal, loose and partially overlapping. For a given application, there will often be more than one possible choice of covariate. In our formulation of the conditional two-groups model (3), we assume for simplicity of notation that X i is either one particular choice, or the combination of several original covariates into a single "effective" covariate, e.g., by taking the Cartesian product. The details of how to select or combine will depend on the application and the data and are beyond the scope of this paper.
Domain-specific covariates
In many scientific applications, informative covariates are apparent to domain scientists due to mechanistic insight or prior experience. Examples include:
• Genomic distance between SNPs and peaks. This is the covariate in our motivating example in Figure 1 and Section 4.3. The p-values are from testing the association between SNPs and H3K27ac peak heights across different individuals from the human population. The choice of covariate is motivated by the expectation that many of the true instances where a DNA polymorphism affects a H3K27ac peak are short-range, so that π 0 for hypotheses with a short distance is smaller than for those where SNP and peak are far apart.
• Physical distance between pairs of firing neurons. It is now possible to simultaneously measure the activity of many neurons, and there is interest in determining whether two neurons are firing in synchrony (Scott et al., 2015) . We know that neurons in close proximity are a-priori more likely to be interacting, thus, the distance between neurons can be used as a covariate for association tests between pairs of neurons.
• Gene expression patterns in nearby genetic variants. Genome-wide association studies (GWAS) look for statistical associations between genetic variants in a population with prevalence of a disease. Once discovered, such an association can be the basis for a follow-up mechanistic study. Sample size and power tend to be limiting bottlenecks of many GWAS due to multiple testing and to the study's expense. Power can be increased by considering (phenotype-unrelated) gene expression patterns around the loci of the genetic variants (Baillie et al., 2018) .
• P-values from a distinct but related experiment. For example, Fortney et al. (2015) used data from previous, independent GWAS for related diseases to increase the power of a GWAS study of a longevity phenotype.
In a different context-multivariate regression rather than hypothesis testing-the widespread existence of such covariates was observed by Wiel et al. (2016) , who used the term "co-data" for them and developed a weighted ridge regression procedure, with data-driven penalization weights.
Statistical covariates
In single hypothesis testing, classical theory (Lehmann and Romano, 2005a) dictates that the whole dataset should be reduced to its minimal sufficient statistic, which in turn can be used to derive the best test statistic under optimality considerations. Everything else, say, ancillary statistics, can be discarded or should be conditioned on. This data compression comes without any loss of statistical power.
However, the m resulting p-values for the individual tests are in general not able to capture how one should weigh the hypotheses relative to each other to arrive at an optimal multiple testing protocol (Storey, 2007) . The consequence is that information irrelevant for single hypothesis testing can be embedded in the conditional two-groups framework and can help increase the power of the resulting multiple testing procedure; sometimes dramatically so.
Sample size
A generic covariate, likely to be useful whenever it differs across tests, is the sample size N i . Note that if the test statistic is continuous and the null hypothesis is simple, then the p-value P i under the null is uniformly distributed independently of N i . Often, there is no reason to expect that the prior probability of a hypothesis being true depends on N i . However, the alternative distribution will depend on N i : for higher sample size, we have more power.
A simple, but generic and instructive example is as follows: consider a series of one-sided z-tests in which we observe independent Y i 1 , . . . , Y i Ni ∼ N (µ i , 1), where µ i > 0 if H i = 1 and µ i = 0 otherwise. We can use P
Now consider the case in which π 0,i = π 0 and µ i = µH 0 ∀i, i.e., a common prior probability and a common effect size. In this case, Equation (9) leads to the conditional two-groups model with covariate N i and F alt,i (t) = F alt (t | N i ). Then, to maximize discoveries and thus power, hypotheses with large sample sizes N i should be prioritized. The methods described here are able to accomplish this automatically. Remark 5. At this point, readers might ask themselves whether this is desirable -since, in practice, different effect sizes µ i may be present. Prioritizing hypotheses with large sample sizes N i will lead to a trade-off where some discoveries with smaller N i but higher µ i are missed, for the benefit of making more discoveries with larger N i but smaller µ i . Yet, the former might be more valuable to us. In a way, one can draw analogies to the streetlight effect: if we have lost our keys during a walk at night and have no idea where it happened, it makes sense to start searching under the streetlight, where it is easiest to see. However, if we do have guesses where we might have dropped them, it makes sense to combine these guesses with the ease of seeing in each place to arrive at an optimal search schedule. We discuss such extensions in Section 7.3. Remark 6. The optimal weights are not necessarily a monotonic function of the sample size. With IHW, it is possible that hypotheses with covariates associated with very large sample size (or effect size) are down-weighted relative to more intermediate hypotheses. This phenomenon is called sizeinvesting (Habiger et al., 2017; Ignatiadis et al., 2016; Peña et al., 2011; Roeder et al., 2007) . The intuition is that higher weights should be preferentially allocated where they make most differenceand little to hypotheses that are anyway exceedingly easy or hard to reject.
Overall variance (independent of label) in ANOVA tests
As another example, consider two-sample testing for equality of means. Assume that for the i-th hypothesis we observe
. We are interested in testing H i : µ Z,i = µ Y,i and do not know σ i . The optimal test statistic for this situation is the two-sample t-statistic:
where Z i and Y i are the sample means and S 2 Z,i and S 2 Y,i the sample variances. In addition, denote byμ i := 1 2 Z i + Y i and S 2 i the sample mean and sample variance after pooling all observations (Z i,1 , . . . , Z i,n , Y i,1 , . . . , Y i,n ) and forgetting their labels. Now note that under the null hypothesis, µ Z,i = µ Y,i = µ i and Z i,1 , . . . , Z i,n , Y i,1 , . . . , Y i,n ∼ N (µ i , σ 2 i ) i.i.d. Then, (μ i , S 2 i ) is a complete sufficient statistic for the experiment, while T i is ancillary for (µ i , σ 2 i ). Thus, by Basu's theorem, (μ i , S 2 i ) is independent of T i and we can use it as a covariate. Now consider S 2 i in particular and note that under the null it is distributed as a scaled χ 2distribution. On the other hand, under the alternative, we expect S 2 i to take larger values with high probability, especially if |µ Z,i − µ Y,i | is large. Therefore, if we are doing m t-tests, each with unknown variance σ 2 i and if we assume σ i ∼ G from a concentrated distribution G, then hypotheses with high S 2 i are more likely to be true alternatives (and also likely to be alternatives with high power). Thus, the overall variance (ignoring sample labels) is not only independent of the p-values under the null hypothesis, but also informative about the alternatives. Using it as a covariate can lead to a large power increase in simultaneous two-sample t-tests (Bourgon et al., 2010; Ignatiadis et al., 2016) . The result extends to more complex ANOVA settings.
For a second example of the usefulness of (μ i , S 2 i ) in this setting, consider the screening statistic |μi| Si . This can be interpreted as a statistic for the null hypothesis µ Z,i = µ Y,i = 0. If we believe a-priori that for many of the hypotheses i with µ Z,i = µ Y,i a sparsity condition holds, so that in fact µ Z,i = µ Y,i = 0 (Liu, 2014) , then large values of this statistic are more likely to correspond to alternatives. Note that we did not actually re-specify our null hypothesis from µ Z,i = µ Y,i to µ Z,i = µ Y,i = 0. We just assumed properties of the alternatives to motivate a choice of covariate, and are still testing for µ Z,i = µ Y,i .
Remark 7. In single hypothesis testing, there is nothing to be gained from (μ i , S 2 i ). Its usefulness only emerges in the multiple testing setup.
Ratio of number observations in each group in two-sample tests
For yet another example, revisit the two-sample situation, but now assume that for the i-th hypothesis, we have n 1,i observations of the first population and n 2,i observations from the second population, such that n 1,i + n 2,i = n i . Then n1,i n2,i n 2 i is a statistic which is related to the alternative distribution, with values close to 1 4 implying higher power (Roquain and Van De Wiel, 2008) . This statistic is also related to the Minor Allele Frequency (MAF) in genome-wide association studies (Boca and Leek, 2017) .
Sign of estimated effect size
As a final example of a statistical covariate, consider a two-sided test where the null distribution is symmetric and the test-statistic is the absolute value of a symmetric statistic T i . Then, the sign of T i is independent of the p-value under the null hypothesis. However, we might a-priori believe that among the alternatives, more have one or the other sign of effect size. Thus, the sign can be used as an informative covariate. Previous uses of stratification by sign to improve power include the SAM (significance analysis of microarrays) procedure (Storey and Tibshirani, 2003; Tusher et al., 2001) .
6 Connections to related approaches 6.1 Estimation of π 0 (x) 6.1.1 FDR-regression estimator of π 0 (·) Consideration of the multiple testing setting with covariates, as in the conditional two-groups model (3), immediately suggests estimation of π 0 (·). Besides its usefulness for designing more powerful procedures for FDR control, this is also an interesting quantity in its own right. Thus, the issue has received considerable previous attention. For instance, in the Group Benjamini Hochberg (GBH) procedure (Hu et al., 2010; Sankaran and Holmes, 2014) , the covariate is categorical with a finite number of levels. In this case, for each level of the covariate, a standard π 0 estimator, e.g., as in Benjamini and Hochberg (2000) ; Benjamini et al. (2006) ; Storey et al. (2004) , can be used. Boca and Leek (2017) and Li and Barber (2016) consider the more challenging task of estimating π 0 (·) for arbitrary covariates.
In the context of weighted procedures, the π 0 (·) estimator can be useful for deriving the weights themselves. For example, the weights in SABHA fulfill W i = π −1 0 (X i ) (Li and Barber, 2016) , while in GBH they fulfill W i ∝ 1−π0(Xi) π0(Xi) (Hu et al., 2010) . Such heuristics could be used to get weights even for high-dimensional covariates, where the curse of dimensionality obstructs the estimation of conditional distributions. It is also compatible with the censoring protocol of IHWc. In addition, for IHW, the π 0 (·) estimator can flow into the final weights via optimization problem (8).
Remark 8. Approaches to increase the power of multiple testing procedures that solely build upon estimates of π 0 (·) have the potential disadvantage of not being able to deliver size-investing (see Section 5.2.1). This is in contrast to approaches such as IHW that are also able to reflect covariatedependent alternative distributions. See (Ignatiadis et al., 2016, Supplementary Note 5) for further discussion of this point.
Null proportion adaptivity
A second reason for considering π 0 (·)-estimation lies in the BH procedure itself. Recall that under the two-groups model (2), the procedure actually controls the FDR at level π 0 α ≤ α. Hence power can be increased by applying the BH procedure at level α / π 0 , with an estimator π 0 of π 0 (Benjamini and Hochberg, 2000; Storey et al., 2004) . Similarly, for a weighted BH procedure (assuming a deterministic weight function W (·)), one can see (Habiger, 2014 ) that the FDR is controlled at approximately
where
One way of achieving null-proportion adaptivity is to start by estimating π 0 (·) as in Section 6.1.1. Alternatively, one could just attempt to estimate the scalar quantity π 0 . Here we show how the IHWc procedure with threshold τ ∈ (0, 1) can be modified in such a way: fix τ ∈ [τ, 1), then π 0 within each fold I l can be estimated using a weighted Storey-type estimator as in Ramdas et al. (2017) :
In the next step, the weight of each hypothesis is modified as follows: W Storey i = W i /π 0,I l for i ∈ I l . Finally, IHWc is applied with these weights. The conclusion of Theorem 2 extends to the resulting IHWc-Storey procedure.
Theorem 3. Let ((P i , X i )) i∈{1,...,m} satisfy Assumption 2. Then the IHWc-Storey procedure controls the FDR at the nominal level α:
Proof. See Supplementary Section S6.
SABHA and AdaPT

SABHA
The only other weighted BH method with data-driven weights and finite sample guarantees is the Structure Adaptive Benjamini Hochberg Algorithm (SABHA) by Li and Barber (2016) . Therein, after estimation of π 0 (·), each hypothesis gets assigned the weight W i = 1/ π 0 (X i ). Thus they fulfill an empirical version of null-proportion adaptivity π 0 ≈ 1, with π 0 defined in (12). Overfitting by the resulting procedure is avoided by upper bounding the FDR by a quantity greater than α which depends on the Rademacher complexity of the class of functions used for estimating π 0 (·). In contrast, IHW avoids overfitting by cross-weighting. We remark that the proof of Theorem 2 starts off similarly to the proof for SABHA, but then deviates to take advantage of cross-weighting.
A disadvantage of SABHA is that the weighting scheme is inadmissible even under oracle knowledge (Lei and Fithian, 2018) . For example, in a realistic situation with a binary covariate X ∈ {A, B}, for which π 0 (A) = 0.9 and π 0 (B) = 1, oracle SABHA weighting will only be able to mildly prioritize the hypotheses with X i = A (by a relative factor of 10/9). On the other hand, an optimal procedure would assign weight W (B) = 0.
AdaPT
AdaPT (Lei and Fithian, 2018 ) is a recent and ingenious procedure, which has a very similar motivation to IHW. AdaPT also uses the conditional two-groups model (3) and tries to approximate the Bayes decision boundary (6). Similarly to IHW, it aims at flexible modeling and being robust to misspecification, in the sense that the latter should only affect power and not jeopardize control of FDR.
The main difference is that, while IHW (and SABHA) use the FDR estimator of the BH procedure as the starting point, the authors of AdaPT use a Barber-Candès (BC) type FDR estimator (Arias-Castro and Chen, 2016; Barber et al., 2015) . This leads to an elegant algorithm: to estimate the number of false discoveries, they do not use the fact that P [P i ≤ t] ≤ t under the null, but instead they use that P i d =1 − P i under the null. The application of this idea in the conditional setting (3) allows them to mask information, uncover it in a step-wise fashion and thus avoid overfitting. The name of the game thus is similar to IHW: use covariate information to learn adaptive decision boundaries, but do not leak information which could lead to loss of FDR control.
Using a BC-versus a BH-type FDR estimator, however, also leads to some potential limitations: in situations in which the null p-values are strongly super-uniform (e.g., one-sided tests that go into the wrong direction), AdaPT will strongly overestimate the number of false discoveries, hence will be almost powerless. In addition, AdaPT suffers from discretization: for example, for α = 0.1, AdaPT can only reject 10 or more hypotheses, or no hypotheses at all. IHW is not affected by either of these.
A further ramification is that IHW is able to deal with right-censoring of p-values. Revisiting our example from Section 4.3, we note that computing and storing 16 billion p-values puts notable demands on current computing infrastructure. Therefore, a common choice made by implementations such as Matrix eQTL (Shabalin, 2012) to reduce storage requirements is to only report p-values below some threshold (e.g., below 10 −4 ). However, AdaPT without randomization also requires p-values close to 1 to estimate the FDR.
Overall comparison
At the end of the day, compared to AdaPT and SABHA, IHW benefits from the flexibility of weighted multiple testing procedures. These are known to be robust to weight misspecification (Genovese et al., 2006) and are applicable to the control of many generalized type I error rates (Table 1 ). In comparison, it is not as obvious how the other procedures could be applied to settings beyond FDR control. Janson et al. (2016) provide one possible avenue, but the power will likely be low. Furthermore, IHW comes with an easy and practical way of extending to the case of strong dependence, while AdaPT and SABHA rely on independence.
Local false discovery rates
The observation that one loses power and interpretability by reducing each hypothesis to a single number (the p-value) has been prominent in multiple testing research employing the local false discovery rate (fdr) (Ploner et al., 2006; Stephens, 2016) . In particular, several authors have considered variants of the conditional two-groups model (3) wherein p-values and covariates are available (Cai and Sun, 2009; Efron, 2010; Efron and Zhang, 2011; Ferkingstad et al., 2008; Ochoa et al., 2015; Scott et al., 2015; Tansey et al., 2014; Zablocki et al., 2014) . Under the conditional two-groups model (3), the conditional local fdr is defined as follows (f (· | x) being the Lebesgue density of the marginal p-value distribution F (· | x)):
The methods cited above take advantage of two important properties of fdr(t | x): it can be used to estimate the false discovery rate (FDR), and the solution of optimization problem (8) has contours of equal fdr 3 . Hence methods based on fdr(t | x) have high power and are asymptotically consistent if the conditional two-groups model (3) is true. However, under misspecification, FDR control is often jeopardized (Ignatiadis et al., 2016) . Methods such as AdaPT (Lei and Fithian, 2018) and IHW provide a framework that enables modeling of the conditional fdr (and the flexibility this entails) while simultaneously guaranteeing finite-sample FDR control under broad conditions.
A-priori weighting
A parallel research avenue is to figure out a-priori weights, that is without using data from the study at hand, but from a previous study (Dobriban, 2017; Dobriban et al., 2015; Fortney et al., 2015; Roeder and Wasserman, 2009 ). Such methods have the advantage of not having to worry about overfitting. They control type I error automatically via the results of Genovese et al. (2006) . From a practical point of view, these methods are particularly relevant when one expects at most a handful of discoveries even after optimal weighting (say, when going from 0 discoveries with an unweighted procedure to 5 discoveries with weights). In such situations, the available signal might not be strong enough for successful modeling of the conditional distribution under masking.
Data splitting
One of the initial attempts at data-driven weights (Rubin et al., 2006) also used randomization in the form of data-splitting: again consider the setting where we start with a m × n data-matrix from which we get our p-values by calculating the statistic in a row-wise fashion. Then one can calculate "prior" p-values P i based on n 1 < n columns and use the other n − n 1 columns for the actual p-values P i . Hence, as in Section 6.4, one can derive prior weights based on (P i ) i and apply the weighted procedure with (P i ) i . However, the authors then show that in this case it is more powerful to simply use an unweighted procedure with p-values calculated based on the whole dataset, rather than a weighted procedure with data-splitting. Habiger and Peña (2014) pursue a similar approach. For IHW, we instead split horizontally rather than vertically, and the p-values are unaltered.
Cross-fitting and pre-validation
One of the key ideas in this paper is that of cross-weighting. This is a novel form of data splitting, suited to a multiple testing task in which the hypotheses are mutually independent or can be grouped into independent folds with arbitrary dependence within. It is reminiscent of pre-validation (Tibshirani and Efron, 2002) , which follows a similar data splitting approach in an attempt to compare predictors derived internally from a dataset to external predictors in a fair way. Note however that if we think of a m × n data-matrix from which we get our p-values by calculating the statistic in a row-wise fashion, then pre-validation splits by columns (samples), while IHW splits by rows. Furthermore, cross-weighting is similar to cross-fitting (Chernozhukov et al., 2017; Nie and Wager, 2018; Schick, 1986; Wager et al., 2016) , a method popular in the field of causal inference for dealing with high-dimensional nuisance parameters.
Discussion
Despite the catholic uptake by the natural sciences of the concepts of multiple testing (and in particular the FDR), and despite ever growing volumes of data and possible hypothesis tests, surprisingly little attention has been paid to systematic approaches to account for hypothesis heterogeneity in order to increase detection power. While this may be justifiable in situations where power is large anyway, in many cases the costs of the underlying experiments or studies are substantial and increase with sample size, and questions of power and cost decide over success or failure. In such cases, a purely computational approach that increases power compared to a baseline analysis should be of considerable benefit.
Our approach highlights the value of "big data": due to dataset size, modeling and inference opportunities open up that were irrelevant or impossible in the "small data" setting.
Conditional inference
In motivating IHW, we started with a tuple of p-values-as the key object-, which we then complemented by covariates that are independent of those p-values that correspond to null hypotheses. Such independent covariates exist in many practical situations, and they enable the approach we pursued here. However, in other situations, more general covariates might be available, and there is no fundamental limitation to using these, too. In principle, any covariate can be used, as long as p-values are calculated conditionally on the latter. For example, recently Heller et al. (2017) proposed a two stage procedure for multiple-testing in which hypotheses can be partitioned into meaningful groups: First, test the global null in each group and second, apply the BH method on the list of conditional p-values corresponding to rejected groups. This was shown to increase power in eQTL studies. Instead of a hard cutoff based on the aggregated p-values one could modify their idea to use weights with the first stage p-value as the covariate.
Conditional inference is a classical topic in statistics, aiming at the relevance and tractability of conducted inference (Cox, 1958; Fisher, 1934; Lee et al., 2016) . However, for single hypothesis testing, it has also been considered to be more conservative compared to unconditional inference. In contrast, it is an interesting question whether this behavior is reversed in modern multiple testing situations. Fisher's exact test has less power than Barnard's test (Barnard, 1945) , since it misses out on the information available in the margins of the 2 × 2 table; however the latter could be used as covariates along with Fisher's exact test p-value.
What to do if there are experiment-wide dependences?
To avoid overfitting and the ensuing loss of type I error control, we use cross-weighting and split the hypotheses into K folds, so that the weights fitted for one fold are independent of its p-values. This requires that there is no (or negligible) dependence between the p-values across folds. If, for a dataset at hand, this cannot be achieved by any available fold-splitting scheme, it is possibly better not to try to address the dependences at the level of the multiple testing procedure, but upstream: strong, experiment-wide dependences usually signal the need for a fundamental rethink of the analysis approach.
So-called batch effects are common in large-scale data (Leek et al., 2010) and cause dataset-wide, and generally undesired, dependences. Good experimental design can help avoid or reduce them. Once they are a matter of fact, it is sometimes possible to remove them by mapping the data to a new set of properly "normalized" and "batch-corrected" variables (Leek and Storey, 2008; Stegle et al., 2010; Wang et al., 2017) .
Another cause for dependences are features that are highly correlated by design, such as genetic markers in linkage disequilibrium, or more generally, spatio-temporal sampling points that are spaced apart less than the noise's autocorrelation length. In such cases, an intuitive approach is to cluster neighboring features and perform the testing on the level of these clusters. This also has the potential advantage of reducing high-frequency components of the noise. Moreover, in such setups, the cluster is the natural unit of discovery, not the individual feature (Benjamini and Heller, 2007; Siegmund et al., 2011) .
If avoiding dependence by modifying the analysis upstream of the multiple testing treatment is not possible, the analyst should also consider whether marginal hypothesis tests are indeed more appropriate than, say, a multivariate model with FDR guarantees (Candès et al., 2018; Sesia et al., 2017) .
Further ways to exploit hypothesis heterogeneity
Once a multiple testing setup is viewed in the light of the conditional two-groups model, Equation (3), a variety of possible extensions to the approach presented in this paper becomes apparent. For example, as already mentioned in Remark 5, sometimes certain discoveries are more "valuable" to us than others. We might model this with another random variable G i that represents the value we put on discovering hypothesis i. Then we will want to maximize the expected weighted number of discoveries (weighted by G i ). This could be achieved by modifying the objective of optimization problem (8), for instance by replacing it with
In the above case, we modify the objective. However, it might also be the case that there is heterogeneity in the cost v i > 0 attached to falsely rejecting hypothesis H i . In this case, it might for example be of interest to provide inferential guarantees on the weighted false discovery rate:
Such a notion of weighted FDR was introduced by Benjamini and Hochberg (1997) , and it redefines the notion of generalized type-I error control; as such it is not be to be confused with the weighted BH procedure of Genovese et al. (2006) , which controls the ordinary FDR. However, both notions of weighting are compatible with each other, as demonstrated for the case of deterministic weights by Ramdas et al. (2017) . With some additional bookkeeping, our data-driven procedures could be extended to such situations, thus taking further advantage of non-exchangeability of the hypotheses.
Supplement S1: The IHW-BY procedure: Proof of Theorem 1(b)
Proof. We will equivalently prove that applying the Benjamini-Hochberg procedure at level α controls the FDR at level α m k=1 1 k .
For a probability measure ν on R + , define a reshaping function β : R + → R + as introduced by Blanchard et al. (2008) ; Ramdas et al. (2017) as:
Furthermore, letk be the number of rejections of the IHW procedure applied at level α. Then for arbitrary c > 0, i ∈ H 0 and on the event {W i > 0}:
The inequality follows from Lemma 3.2. (iii) in Blanchard et al. (2008) (also Lemma 1c in Ramdas et al. (2017) ), which we reproduce in a slightly modified form here for the reader's convenience:
Lemma 3. Let U a super-uniform random variable and S > 0 another random variable, then for all t > 0:
Applying this result conditionally on W i with U = P i , S =k ∨ 1 and t = cαWi m and upon noting that P i | W i is still super-uniform (since P i ⊥ W i by Assumption 1) we recover the above inequality.
The same result also holds true almost surely on the event {W i = 0}, as the distribution of P i | W i cannot have a point mass at 0, since this would contradict super-uniformity. Thus we also get unconditionally that 
We conclude by using that m i=1 W i = m almost surely as follows: S1
Note that the above proof extends to applying the weighted BH procedure with arbitrary reshaping function as in Blanchard et al. (2008) ; Ramdas et al. (2017) .
Supplement S2: The IHW-Holm procedure
We quickly recall the weighted Holm (Genovese et al., 2006; Holm, 1979) procedure (with deterministic weights) which uniformly improves upon the weighted Bonferroni procedure (i.e. it controls the FWER under the same assumptions, but always detects at least as much or more).
We order the hypotheses by their weighted p-value Q i = P i /W i :
We write, e.g., P (i) or W (i) for the p-value and weight corresponding to Q (i) . Also define m i = m =i W ( ) and:
Then reject all hypotheses with Q (i) ≤ Q (k * ) or reject nothing if the set above is empty.
To make this applicable with the IHW scheme, as mentioned in Remark 2, we need to modify the weighted Holm procedure in a way that depends on the partition into folds: We separately apply the weighted Holm procedure to fold l at level α l = α|I l | m . Then we aggregate the rejections across all folds.
Theorem 4. Let ((P i , X i )) i satisfy Assumption 1.
(a) Then the IHW-Holm procedure controls the FWER at level α:
FWER IHW-Holm ≤ α (b) Furthermore, the IHW-Holm procedure is at least as powerful as the IHW-Bonferroni procedure with the same weighting scheme and the same folds.
Proof. For part a), we will first show that for all folds l:
Here α l := α |I l | m . This suffices to prove FWER control by a simple application of the union bound and noting that m = l |I l | since the folds constitute a partition of {1, . . . , m}. Now let us study the event i∈I l ∩H0 {H i rejected}. We restrict our attention to the event i∈H0∩I l W i > 0, since outside of it, the probability of rejecting a null in fold l is 0. (We use the convention for the weighted p-values that P i /W i = ∞ for P i > 0 and W i = 0.) Order the hypotheses in fold l by their weighted p-value:
Here with the notation Q (i,l) we mean the i-th smallest weighted p-value among the |I l | weighted p-values in fold l. Also we let m i,l = |I l | k=i W (k,l) . When we reject a null, it means that there exists a smallest i l ≥ 1 such that (since the weighted-Holm procedure is a step-down procedure):
Furthermore, note that by minimality of i l , W (1,l) , . . . , W (i l −1,l) do not correspond to null hypotheses and therefore:
Hence on the event that we reject a null in fold l, it also holds that:
Or in other words:
Hence we get that:
In the penultimate line we use Part a) of Lemma 1, as well as the super-uniformity of the null p-values.
For part b) let us fix a fold l and a hypothesis i ∈ I l . We want to argue that if i gets rejected by IHW-Bonferroni, then it also gets rejected by IHW-Holm.
To this end, note that it gets rejected by IHW-Bonferroni if and only if:
We conclude by noting that |I l | = |I l | k=1 W (k,l) ≥ m i,l for all i.
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Supplement S3: The IHW-Šidák procedure
Recall that theŠidák (Šidák, 1967) multiple testing procedure works by rejecting hypothesis i if P i ≤ 1 − (1 − α) 1/m . The latter threshold is always greater than the Bonferroni threshold α/m, yet requires the additional assumption of independence of the null p-values. Kang et al. (2009) extend this to a weighted procedure by rejecting the i-th hypothesis if:
To make this applicable to the IHW scheme of data-driven weighting, we proceed as in Section S2 by separately applying the weightedŠidák procedure to each fold at level α l := α|I l | m and then aggregating rejections across all folds.
Theorem 5. Let ((P i , X i )) i satisfy Assumption 2. Then the IHW-Šidák procedure controls the FWER at level α:
Proof. As in the proof of Theorem 4, it suffices to prove FWER control within each fold at level α l := α|I l | m plus an application of the union bound. To this end we get:
In the penultimate line we used that Part b) of Lemma 2 and the super-uniformity of null p-values.
Remark 9. Instead of the IHW-Šidák procedure, we can retain the same guarantees also with its step-down improvement, just as we improved IHW-Bonferroni to IHW-Holm in Section S2.
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Supplement S4: Counterexample to demonstrate P i ⊥ W i , i ∈ H 0 does not suffice for FDR control
In our counterexample we observe four independent and uniform (null) p-values P 1 , P 2 , P 3 , P 4 . The adversarial weighting scheme goes as follows: If α 2 ≤ P 1 ≤ α, assign W 3 = 2, W 4 = 0. Otherwise assign W 3 = 0, W 4 = 2. Similarly if α 2 ≤ P 3 ≤ α, then assign W 1 = 2, W 2 = 0 and otherwise W 1 = 0, W 2 = 2.
To study this we just partition the sample space according to the four possibilities for the weight assignment. Also note that due to the weighting scheme in the end we will be applying unweighted Benjamini-Hochberg to two hypotheses at level α. For notational convenience we will write BH(P i , P j ) for the event that BH applied to P i , P j at level α rejects at least one of these two p-values.
Case 1: Here we have W 2 = W 4 = 2 and W 1 = W 3 = 0. Thus we are just doing unweighted Benjamini-Hochberg on the p-values P 2 and P 4 . Noting that occurence of this case depends only on P 1 , P 3 , we get by independence:
Case 2: Now consider W 1 = W 3 = 2 and W 2 = W 4 = 2. In this case, we know that both α 2 ≤ P 1 ≤ α and α 2 ≤ P 3 ≤ α. These in turn imply that BH(P 1 , P 3 ) also holds (in fact BH rejects both hypotheses). Thus:
Case 3: Now let W 1 = W 4 = 2 and W 2 = W 3 = 0. Then:
The latter is true since if P 1 ∈ [ α 2 , α], the only way BH will reject is if P 1 < α 2 or P 4 ≤ α 2 . Hence the event on the RHS can be written as the disjoint union of {P 1 < α/2} and {P 4 ≤ α/2, P 1 > α}.
Case 4: By symmetry this reduces to case 3 (and contributes the same).
Summing up all 4 cases, we see that
Supplement S5: The IHWc procedure: Proof of Theorem 2 Proof. We start by following closely the proof by Li and Barber (2016) , adapted to the current setting. Let W be the weights andk the number of discoveries after applying IHWc at level α. Also write X = (X 1 , . . . , X m ), P = (P 1 , . . . , P m ) and 1 {P≤τ } = (1 {P1≤τ } , . . . , 1 {Pm≤τ } ). For i ∈ {1, . . . , m}, denote by k i the number of discoveries of IHWc if P gets replaced by P i→0 = (P 1 , . . . , P i−1 , 0, P i+1 , P m ). Note that because of (IHWc-1), the tuple of weights W remains unchanged on the event {P i ≤ τ }.
Furthermore, because of (IHWc-2), H i rejected implies that P i ≤ αWik m ∧ τ . In particular, the event {P i ≤ τ } holds. Hence, for any k ≥k, counting the entries of P, respectively P i→0 , that are not greater than the corresponding entries of αWk m ∧ τ must yield the same number. We conclude that:
Therefore,
Note at this point that we can assume without loss of generality that P[P i ≤ τ ] > 0 for all i ∈ H 0 . Otherwise, just set H 0 = {i ∈ H 0 | P[P i ≤ τ ] > 0} and all the steps below will go through essentially unchanged with H 0 replacing H 0 .
For i ∈ H 0 and conditioning on the event {P i ≤ τ } and on the random variables W, X, P i→0 , 1 {P≤τ } , we get:
This follows because for i ∈ H 0 it holds that P i is super-uniform, P[P i ≤ τ ] > 0 and P i is independent of (P i→0 , X) and also because k i , W, 1 {P≤τ } are functions of (P i→0 , X) on the event {P i ≤ τ }. It then follows that:
Moreover, by marginalization over P i→0 and X (and noting again that 1 {Hi rejected} = 0 for 1 {Pi≤τ } = 0),
In total, we thus get
At this point we diverge from Li and Barber (2016) and use the hypothesis splitting property (in the form of Lemma 1).
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Going from the second to the third line, we used that for i ∈ H 0 , P i is independent of W i .
S8
Supplement S6: The IHWc-Storey procedure: Proof of Theorem 3
Proof. Take i ∈ I l ∩ H 0 and define the leave-one-out null proportion estimator (compare to Equation (13)):π −i 0,I l = max j∈I l W j + j∈I l \{i} W j 1 {Pj >τ } |I l |(1 − τ ) . Now note that on the event {P i ≤ τ } (since τ ≥ τ ) we have that: π 0,I l =π −i 0,I l . Thus, define
Similarly to the proof of Theorem 2 we thus get
Now, sinceπ −i 0,I l clearly does not depend on P i (it depends on P i→0 ), all arguments of the proof of Theorem 2 go through essentially unchanged, except the last line: it no longer holds that m i=1 W i = m almost surely .
Indeed we are hoping that this sum is greater than m so that we can gain power by the nullproportion adaptivity. However it suffices to argue that: i∈H0 E W i ≤ m .
And hence it also suffices to prove that for each fold l the following holds:
To see this we first need to observe that an argument as in the proof of Lemma 1 shows that
This is true since (W i ) i∈H0∩I l is a function of all X i and the p-values in the other folds. For notational convenience write W H0∩I l for (W i ) i∈H0∩I l . Then:
In the penultimate line we used the Inverse Binomial Lemma of Ramdas, Barber, Wainwright and Jordan (Lemma 2 in Ramdas et al. (2017) ), noting that conditionally on W H0∩I l , the weights in folds l are deterministic and the p-values (P i ) i∈H0∩I l are independent and super-uniform.
We conclude our proof by iterated expectation and summing over i ∈ H 0 ∩ I l . S10 Supplement S7: Local false discovery rate methods To introduce the local fdr, we revisit the two-groups model (2). Recall that the Bayesian Fdr was defined as the posterior probability P[H i = 0 | P i ≤ t]. In similar spirit, assuming that the marginal distribution has Lebesgue density f (·), we define fdr(t) := P[H i = 0 | P i = t] = π 0 f (t) .
The local fdr has the intuitive interpretation that it assigns a posterior probability to each hypothesis, while the Bayesian Fdr instead assigns a posterior probability to all the hypotheses below a threshold. These two concepts however are related as follows:
Extending this to the conditional two-groups model (3), for which the conditional distribution F (t | x) has Lebesgue density f (t | x) for all x, we analogously define the conditional local fdr:
Analogously to above, we get for a threshold function g: E[fdr(P i | X i ) | P i ≤ g(X i )] = X π 0 (x)g(x)dP X (x) X F (g(x)|x)dP X (x) = P[H i = 0 | P i ≤ g(X i )]
In addition, conditional local fdrs are related to the solution of optimization problem (8), with G = {g : X → [0, 1] measurable}. Under certain regularity conditions, all the conditional local fdrs must be equal in the optimal solution (Ochoa et al., 2015) , i.e.: fdr(g(X i ) | X i ) = fdr(g(X j ) | X j ) ∀ i, j ∈ {1 . . . , m}
To show this, we provide a very informal Lagrange Multiplier argument (see Lei and Fithian (2018) for a more rigorous treatment), starting from the equivalent form of the optimization problem in (8). Thus let g(X i ) = t i and define the Lagrangian:
(π 0 (X i )t i − αF (t i | X i )) .
Then:
∂L ∂t i = f (t i | X i ) + λ(π 0 (X i ) − αf (t i | X i )) .
Setting this equal to 0 and dividing by f (t i | X i ), we get S11 π 0 (X i ) f (t i | X i ) = α − 1 λ , i.e., ∀ i we have: fdr(t i | X i ) = α − 1 λ Now assume that the conditional two-groups model (3) holds with continuously differentiable conditional distributions and is known to an oracle. According to Equation (16), we should rank the hypotheses by fdr(P i | X i ) rather than P i . Equation (15) implies that we can estimate Fdr (and hence also FDR) of a procedure with decision threshold g by:
Putting these two ideas together, we get the oracle procedure in Algorithm 2.
Algorithm 2: The conditional local fdr procedure Input : A nominal level α ∈ (0, 1) and an m-tuple of p-values P 1 , . . . , P m and covariates X 1 , . . . , X m . 1 Let Cfdr i := fdr(P i | X i ) 2 Let Cfdr (1) , . . . , Cfdr (m) be the order statistics of Cfdr 1 , . . . , Cfdr m and let Cfdr (0) := 0 3 Let k * = max k | 1 k k i=1 Cfdr (i) ≤ α , 1 ≤ k ≤ m . If the latter set is empty, let k * = 0. 4 Reject all hypotheses with Cfdr i ≤ Cfdr (k * ) Such a procedure indeed controls the FDR (Cai and Sun, 2009) , if the conditional two-groups model (3) is true and the oracle has access to the true model. Data-driven approximations to this procedure can be developed by plugging in estimates of the conditional densities f (t | x) and π 0 (·) (Cai and Sun, 2009 ).
While such a procedure can be shown to be asymptotically consistent, it is not robust towards misspecification of the conditional two-groups model, and no finite-sample results are available. Even if (3) is true, the difficulty of estimating conditional densities, especially at the tails of the distribution, can make the estimator (17) an unreliable choice compared to estimators based only on the empirical cumulative distribution function.
Nevertheless, the local fdr, even if not estimated perfectly, can be used successfully in procedures such as IHW or AdaPT (Lei and Fithian, 2018) . Furthermore, given the Bayesian interpretation of the (conditional) local fdr and its appeal for ranking hypotheses, it is a very important task to develop practical estimators (Stephens, 2016) .
