Abstract. Multivariate resultants generalize the Sylvester resultant of two polynomials and characterize the solvability of a polynomial system. They also reduce the computation of all common roots to a problem in linear algebra. We propose a determinantal formula for the sparse resultant of an arbitrary system of n ϩ 1 polynomials in n variables. This resultant generalizes the classical one and has significantly lower degree for polynomials that are sparse in the sense that their mixed volume is lower than their Bézout number. Our algorithm uses a mixed polyhedral subdivision of the Minkowski sum of the Newton polytopes in order to construct a Newton matrix. Its determinant is a nonzero multiple of the sparse resultant and the latter equals the GCD of at most n ϩ 1 such determinants. This construction implies a restricted version of an effective sparse Nullstellensatz. For an arbitrary specialization of the coefficients, there are two methods that use one extra variable and yield the sparse resultant. This is the first algorithm to handle the general case with complexity polynomial in the resultant degree and simply exponential in n. We conjecture its extension to producing an exact rational expression for the sparse resultant.
Introduction
The resultant of a system of n ϩ 1 arbitrary polynomial equations in n ϩ k variables is a polynomial in k variables, which characterizes the solvability of the system. In other words, for a particular specialization of the k remaining variables, the resultant vanishes if and only if the given polynomial system has a nontrivial solution. As it allows the elimination of n variables, the resultant is also called eliminant. The resultant of two univariate polynomials is named after Sylvester, while for an arbitrary number of linear polynomials the resultant coincides with the determinant of the coefficient matrix.
Classical elimination theory and the classical multivariate resultant have a long and rich history, briefly sketched in Section 2. The classical resultant characterizes the existence of common roots in projective space and its degree depends on the Bézout bound on the number of common projective roots [van der Waerden 1950; Zippel 1993] .
This article considers the sparse resultant, which generalizes the classical resultant and exploits the monomial structure of the given polynomials. We shall formalize the notion of sparseness in Section 3. In general, the sparse resultant has smaller degree than its classical counterpart because its degree depends on the Bernstein bound on the number of affine roots [Bernstein 1975 ]. Bernstein's bound is at most equal to Bézout's and, for sparse systems, it is substantially smaller and often exact.
Our main contribution is to present historically the first general and efficient algorithm to compute the sparse resultant, by completing and expanding on the construction of Canny and Emiris [1993] . The algorithm defines a matrix with entries equal to the input coefficients or zero, whose determinant is a nontrivial multiple of the sparse resultant, and from which the resultant can be recovered. The construction relies on a mixed polyhedral subdivision, and yields a bound on matrix size in terms of Newton polytopes. This leads to a bound on the Newton polytopes of the polynomials in the ideal membership formula, in other words an effective sparse Nullstellensatz. This is historically the first algorithm with total complexity bounded by a polynomial in the resultant degree and a simple exponential in n.
In general, matrices with the above properties are called resultant matrices. We introduce the terminology Newton matrix to distinguish our matrix from other matrix formulas of the same resultant. Moreover, we wish to emphasize the fact that a different matrix is constructed for every distinct set of Newton polytopes. The algorithm generalizes Sylvester's algorithm for two univariate polynomials, since it produces Sylvester's resultant matrix in this case. For an arbitrary number of dense polynomials, the algorithm produces the classical Macaulay matrix, discussed in the next section.
The rest of this section motivates resultant-based methods and sparse elimination, and concludes with an outline of the article. Several variable elimination and system solving problems are most efficiently solved by resultants in general, and U-resultants in particular. Application areas include complexity theory, quantifier elimination, algebraic number arithmetic, and integration, 1 as well as robotics, vision, geometric modeling and computational biology.
A specific example is given by the implicitization problem, of central importance in geometric and solid modeling. Given a parameterized surface ͑ x, y, z, w͒ ϭ ͑X͑s, t͒, Y͑s, t͒, Z͑s, t͒, W͑s, t͒͒, where X, Y, Z and W are polynomials in the parameters s, t, the question is to find an implicit description of this surface as the zero set of a single polynomial in x, y, z, w. This is achieved by eliminating the parameters s, t from the system wX͑s, t͒ Ϫ xW͑s, t͒ ϭ wY͑s, t͒ Ϫ yW͑s, t͒ ϭ wZ͑s, t͒ Ϫ zW͑s, t͒ ϭ 0, which is equivalent to computing the system's resultant. For a bicubic surface, methods based on customized resultants exploiting sparseness have achieved a speedup of at least 10 3 in the running time over approaches relying on Gröbner bases and the Ritt-Wu method [Manocha and Canny 1993] .
Sparseness can lead to an important improvement over classical elimination methods in practice. To illustrate the disparity between the classical Bézout bound and Bernstein's sparse bound, consider the problem of computing all eigenvalues and eigenvectors of a generic complex n ϫ n matrix A. This reduces to solving a system of n equations of the form ͚ j A ij v j ϭ v i , 1 i n, and ͚ i v i 2 ϭ 1, for unknowns v 1 , . . . , v n and . The Bézout bound is 2 nϩ1 , though the number of solutions is only 2n, two opposite eigenvectors per eigenvalue. Bernstein's bound is exact for this system.
Methods for the construction of resultants that exploit monomial structure had been ad hoc, for they relied on the specific problem. Hence, the need of a general algorithm, which is precisely the topic of this article. One problem from computer vision is computing the structure of the environment from motion. Ignoring the complexity of the initial off-line phase, the average on-line running time is 0.2 seconds on an 80 MHz DEC Alpha 3000, and results for most systems are accurate to 6 decimal digits. The running time and the accuracy compare favorably to sparse homotopies exploiting the monomial structure; furthermore, the accuracy is higher than that of least-square techniques, which require more information [Emiris 1997] .
The remainder of this article is organized as follows: The next section points to previous work and compares it with ours. Section 3 introduces the basic notions of sparse elimination theory, and presents the mathematical background necessary for our algorithm. Section 4 specifies a mixed subdivision of the Minkowski sum of the input Newton polytopes, and Section 5 describes the construction of Newton matrix M, thus establishing an a priori bound on the matrix size. The main properties of M, namely that det(M) is a multiple of the sparse resultant and is not identically zero, are established in the following section. Some important properties on the degree of the determinant in the coefficients of the given polynomials are established in Section 7, thus implying that the sparse resultant equals the Greatest Common Divisor (GCD) of at most n ϩ 1 determinants. Section 8 demonstrates a restricted version of a sparse effective Nullstellensatz and states a conjecture for the general case. Section 9 discusses two ways to compute the sparse resultant itself for arbitrary specializations. We illustrate the algorithm in Section 10. Sections 11 and 12 analyze the worst-case asymptotic bit complexity and randomization complexity of constructing the Newton matrix and computing the sparse resultant, respectively. The article concludes with a conjecture on generalizing Macaulay's exact rational formula to Newton matrices.
The basic algorithm and the main results of Sections 4 to 7 and of Section 9 first appeared in preliminary form in Canny and Emiris [1993] .
Related Work
Classical elimination theory considers systems of n homogeneous polynomials in n variables and k parameters or coefficients. The classical multivariate resultant is a single polynomial in the k coefficients that vanishes for a specialization of the coefficients if and only if the specialized system has a common root in the projective space over the coefficient field, denoted ‫ސ‬ n . The resultant degree in the coefficients of polynomial f i is
where deg f j is the total degree of f j . This is Bézout's bound on the number of common projective solutions of the system f j ϭ 0, j i [van der Waerden 1950] . One approach for the resultant of two homogeneous polynomials is named after Bézout and is based on discrete differentials. This yields small matrices whose entries are polynomials in the input coefficients. Its generalization, the Bezoutian matrix, works in arbitrary dimension and does not require any genericity assumption on the inputs [Mourrain 1997 ]. Another generalization is Dixon's matrix; see, for instance, Kapur and Saxena [1995] .
A different approach that also obtains determinantal expressions for the resultant stems from Sylvester's formulation for n ϭ 2. This is the determinant of a matrix of minimum possible size, where the entries are constrained to be either zero or some polynomial coefficient. For higher n, matrices whose determinant equals the resultant do not exist in general, but Macaulay expressed the classical resultant as the quotient of a matrix determinant divided by one of its minors [van der Waerden 1950; Canny 1988; Renegar 1992] . Our approach generalizes these kinds of matrices. Alternative algorithms for computing the classical resultant, solving polynomial systems, and eliminating quantifiers have been proposed in Lazard [1981] , Chistov and Grigoryev [1984] , Chistov [1986] , Grigoryev [1986] , and Guisti and Heintz [1991] .
Sparse elimination theory exploits the fact that certain coefficients are known to be zero a priori. The foundations were laid in the late 1980's in the work of Gelfand et al. [1994] . The sparse resultant was called the (Ꮽ 1 , . . . , Ꮽ nϩ1 )-resultant, where Ꮽ i ʚ ‫ޚ‬ n is the support of the ith polynomial. Pedersen and Sturmfels [1993] gave a product formula of Poisson type for the sparse resultant, namely RЈ ͟ ʦV( f 1 ,. . . , f n ) f nϩ1 (), where the extraneous factor RЈ is a rational function in the coefficients of f 1 , . . . , f n and V( f 1 , . . . , f n ) is the zerodimensional variety (or zero set) of f 1 , . . . , f n . This construction is too costly to have any practical significance. The first constructive methods for computing and evaluating the sparse resultant were proposed by Sturmfels [1993] the most efficient having complexity super-polynomial in the total degree of the sparse resultant and exponential in n with a quadratic exponent.
A greedy variant of our algorithm has been proposed by Canny and Pedersen [1993] , which, based on a mixed subdivision, typically constructs smaller matrices. This algorithm also removes a rather technical requirement on the input supports, formalized in Section 3. A second generalization has been proposed by Sturmfels [1994, Sect. 2, 3] for weakening the genericity requirement on the lifting functions used in our construction. An incremental randomized algorithm has been proposed by Emiris and Canny [1995] in order to construct Newton matrices of smaller size, which are optimal for all classes of polynomial systems where such matrices provably exist. More recent work focuses on the structure of these matrices, which has been shown to generalize Toeplitz structure [Emiris and Pan 1997] .
For solving systems of n polynomial equations in n unknowns, certain properties of the Newton matrix must be established. One approach is that of Pedersen and Sturmfels [1996] , whereas a simpler proof, based on the present algorithm, which reduces root-finding to an eigenproblem is found in Emiris [1996] . This result extends older work in Auzinger and Stetter [1988] and Manocha and Canny [1993] . Observe that the exact sparse resultant is not necessary, since a Newton matrix suffices. The computation of solution sets with positive dimension has been undertaken in Krishnan and Manocha [1995] . In practice, questions of degeneracy may have to be addressed, as in Manocha [1994] , Mourrain [1998] , and Rojas [1999] .
A related problem of independent significance is the computation of mixed volumes. Different algorithms and implementations have been suggested [Huber and Sturmfels 1995; Emiris and Canny 1995; Verschelde et al. 1996] . Sparse homotopies have been proposed in order to reduce the number of paths by relating their cardinality to Bernstein's bound rather than Bézout's [Huber and Sturmfels 1995; Verschelde et al. 1996] . The mixed polyhedral subdivision constructed by our algorithm allows computation of the mixed volume and specifies a start system for these homotopies.
Different notions of sparseness include straight-line programs [Aho et al. 1974; Guisti et al. 1995 ] and Khovanskii's [1991] fewnomials.
Sparse Elimination Theory
This section introduces the theory of sparse elimination and some necessary definitions for the study of polynomial systems. For background on polynomial systems, see van der Waerden [1950] and Zippel [1993] , and for background on combinatorial geometry and polytope theory [Schneider 1993] .
Sparse elimination theory generalizes several results of classical elimination theory on multivariate polynomial systems by considering the structure of the given polynomials, namely their Newton polytopes. This leads to stronger algebraic and combinatorial results. Assume the input polynomial coefficients lie in complex space ‫.ރ‬ By considering common roots in ‫ސ‬ n , the classical theory accounts for several projective solutions that are useless in physical applications and whose cardinality often dominates that of the affine roots. Being interested in affine roots only, sparse elimination focuses on ‫)*ރ(‬ n where ‫*ރ‬ ϭ ‫{گރ‬ 0} ʚ ‫ރ‬ ʚ ‫.ސ‬
The main problem is, given n ϩ 1 arbitrary polynomials f 1 , . . . , f nϩ1 in n variables, to find a condition on the coefficients of the f i that characterizes the solvability of the system. For now, we regard the coefficients as indeterminates and concentrate on solutions ʦ ‫)*ރ(‬ n . Under this assumption, we can deal with the more general case where f i is a Laurent polynomial, that is,
We use x a to denote the monomial x 1 a 1 . . . x n a n , where a ϭ (a 1 , . . . , a n ) ʦ ‫ޚ‬ n is an exponent vector.
To take advantage of sparseness, we take into account the fact that certain coefficients are known a priori to be zero. Let i be the number of nonzero coefficients, then every polynomial is written as follows:
The Newton polytope Q i ʚ ‫ޒ‬ n of f i is the convex hull of Ꮽ i . We shall assume that {a i1 , . . . , a im i } is the vertex set of Q i for m i i .
A polynomial system is unmixed if all supports Ꮽ i are identical; otherwise, it is mixed. The example of Section 10 shows a mixed system. Figure 1 depicts the Newton polytope for a bivariate polynomial and compares it with the Newton polytope of the dense polynomial with the same total degree, that is, a polynomial in which every coefficient is nonzero. Clearly, Newton polytopes provide a more precise description than the total degree does, and thus express the sparse structure of a given polynomial. Dealing with Laurent polynomials implies that multiplying a polynomial by a monomial gives an equivalent polynomial. In other words, translates of a Newton polytope are identified.
Newton polytopes cast the problem in geometric terms, which calls for some definitions from polytope theory. For arbitrary sets in ‫ޒ‬ n , there is a natural associative and commutative addition operation that generalizes vector addition and is called Minkowski addition. It is easy to prove that A ϩ B is convex if A, B are convex [Schneider 1993 ]. the mixed volume of the given polytopes, which is multilinear with respect to Minkowski addition and scalar multiplication, that is, for , ʦ ‫ޒ‬ 0 and convex polytope AЈ k ʚ ‫ޒ‬ n ,
To define mixed volume exactly we require that
where Vol(⅐) denotes n-dimensional Euclidean volume, such that it assigns unit volume to the unit cube. An equivalent definition [Schneider 1993 ] is the following:
Definition 3.4. For 1 , . . . , n ʦ ‫ޒ‬ 0 and convex polytopes A 1 , . . . , A n ʚ ‫ޒ‬ n , the mixed volume MV( A 1 , . . . , A n ) is precisely the coefficient of 1 2 . . .
The Newton polytopes offer a model of the sparseness of a polynomial system, in light of Bernstein's upper bound on the number of common roots. This bound is also called the 〉⌲⌲ bound to underline the contributions of Kushnirenko [1976] and Khovanskii [1978] in its development and proof. THEOREM 3.5. [BERNSTEIN 1975] 
]. The number of common zeros in ‫)*ރ(‬ n is either infinite, or does not exceed MV (Q 1 , . . . , Q n ). For almost all specializations of the coefficients c ij , the number of solutions is exactly MV(Q 1 , . . . , Q n ).
The mixed volume is typically significantly lower than Bézout's bound. Recall, for instance, the eigenproblem presented in Section 1, or see the system of Section 10. The two bounds coincide for dense polynomials, because then each Newton polytope is an n-dimensional unit simplex scaled by deg f i ; thus, by definition, the mixed volume of the dense system is
where S is the unit simplex in ‫ޒ‬ n . The main object for the study and solution of polynomial systems will be the sparse resultant, which is a necessary and sufficient condition for the given Laurent polynomials to have a common root. We use a simpler definition than the one in Gelfand et al. [1994] , relying on an additional assumption on the genericity of the coefficients [Pedersen and Sturmfels 1993] . We regard a polynomial f i as the following generic point:
in the space of all possible polynomials with the given support Ꮽ i , after identifying scalar multiples. Then the input system is the following point:
. . , Ꮽ nϩ1 ) be the set of all points c such that the corresponding polynomial system has a solution in ‫)*ރ(‬ n , and let Z ϭ Z(Ꮽ 1 , . . . , Ꮽ nϩ1 ) denote the Zariski closure of Z 0 in the product of projective spaces. Z is an irreducible algebraic set [Pedersen and Sturmfels 1993] .
Definition 3.6 [Pedersen and Sturmfels 1993] . With the above notation, the
Observe that this defines R within a nonzero scalar factor. It is assumed without loss of generality that the affine lattice generated by
This technical hypothesis is removed in Canny and Pedersen [1993] . This lattice is identified with ‫ޚ‬ n possibly after a change of variables, which can be implemented by applying Smith's normal form [Sturmfels 1994] . Under this hypothesis, the resultant's degree can be specified. 
Consequently, the total degree of the sparse resultant is deg R ϭ ͚ iϭ1 nϩ1 MV Ϫi . A crucial question in the complexity analysis of sparse elimination algorithms is the relation between mixed volume and the volume of the Minkowski sum Q ϭ Q 1 ϩ . . . ϩ Q nϩ1 ʚ ‫ޒ‬ n . We denote by e Ͻ 2.718 the exponential base. A weaker version of the following result first appeared in Canny and Emiris [1993] .
LEMMA 3.8 [EMIRIS 1996] . For unmixed systems with Newton polytopes
where deg R is the total degree of the sparse resultant in the input coefficients.
To model mixed systems, we have to express their difference in shape and volume.
Definition 3.9 [Emiris 1996] . Let the polytope of minimum volume be Q , 1 n ϩ 1, such that Vol͑Q ͒ ϭ min͕Vol͑Q i ͉͒i ϭ 1, . . . , n ϩ 1͖, and the system's scaling factor s be the minimum value such that 
Mixed Polyhedral Subdivisions
This section introduces some notation and defines a mixed polyhedral subdivision of the Minkowski sum of the Newton polytopes; for geometric definitions and details refer to Billera and Sturmfels [1992] and Schneider [1993] .
Let Q denote the Minkowski sum of all input Newton polytopes
Consider the following function expressing Minkowski addition.
This is clearly a many-to-one mapping. We wish, for each q ʦ Q, to define a unique inverse (
To this end, the following method is employed from Sturmfels [1994] . Choose n ϩ 1 sufficiently generic linear lifting homogeneous forms l 1 , . . . ,
. . , L n ʦ ‫.ޚ‬ We shall formalize below the genericity requirements on l i ; see Sturmfels [1994] for an approach that weakens these requirements. Define the lifted Newton polytopes
The "hat" notation implies lifting; note, however, that the lifted point is well defined only when the corresponding point in ‫ޒ‬ n is expressed as a sum of points in the Q i . The linearity of every l i implies that the dimension of Q i is the same as the dimension of Q i , even if the former lies in (n ϩ 1)-dimensional space. Similarly, the dimension of every face of Q i does not change by lifting. Let the Minkowski sum of the lifted Newton polytopes be
Definition 4.1. Given is a convex polytope in ‫ޒ‬ nϩ1 of positive (n ϩ 1)-dimensional volume. Its lower envelope (with respect to vector (0, . . . , 0, 1) ʦ ‫ޒ‬ nϩ1 ) is the union of all n-dimensional faces, or facets, whose inner normal vector has positive last component.
Recall, from Section 3, the hypothesis on the full-dimensionality of the lattice generated by the supports. It implies that Q has dimension n, Q has dimension n ϩ 1 (for a sufficiently generic lifting), and therefore its lower envelope has dimension n. Let :
. . , p n ) denote projection on the first n coordinates. Both Q and its lower envelope project, under , to Q, but the first mapping is many-to-one while the second is one-to-one. Let h: ‫ޒ‬ nϩ1 3 ‫:ޒ‬ ( p 1 , . . . , p nϩ1 ) ‫ۋ‬ p nϩ1 denote projection on the (n ϩ 1)st coordinate, thus expressing the "height" of a lifted point. The following function is now well defined.
The lower envelope of Q is then s(Q). The genericity requirement on l i is that every point q on the lower envelope can be uniquely expressed as a sum of points q 1 ϩ . . . ϩ q nϩ1 with q i ʦ Q i ; this is quantified in Lemma 11.1. Hence, we define a unique inverse for function ␣ over Q as follows:
. (3) By construction, the sum of the projections under of these points is q ϭ
Definition 4.2. Let q 1 ϩ . . . ϩ q nϩ1 , with q i ʦ Q i , be the unique Minkowski sum that sums up to s(q). Then, q 1 ϩ . . . ϩ q nϩ1 , which sums up to q ʦQ, is the optimal (Minkowski) sum of q ʦ Q. The optimal summands are equivalently specified by ␣ Ϫ1 ͉ Q (q). This definition is extended below to optimal sums expressing point sets of positive dimension. In the rest of this article, we sometimes refer to an optimal sum as the unique sum expressing a point (or point set) in Q.
The genericity condition is met in practice by picking, for every i, a random integer vector of coefficients for l i . Each entry is independently and uniformly distributed. The probability of failure of this scheme is analyzed in Section 11. It is straightforward to check deterministically whether a particular choice of lifting functions satisfies the genericity requirement when s(Q) is constructed. Definition 4.3. A polyhedral subdivision of a point set S is a collection of polyhedra whose union equals S, such that each intersection of two polyhedra of the same dimension is another polyhedron in the subdivision of lower dimension. The polyhedra of maximal dimension are called maximal cells or facets. We sometimes abuse terminology and refer to maximal cells simply as cells; moreover, we refer to the collection of maximal cells as the subdivision.
Consider the natural polyhedral subdivision of the lower envelope s(Q) of Q into its faces. Let ⌬ denote the collection of lower envelope facets. It is easy to see that, in the same way that Q is defined as the Minkowski sum of the lifted polytopes, every one of its faces can be expressed as the Minkowski sum of n ϩ 1 faces from the corresponding lifted polytopes, namely F 1 ϩ . . . ϩ F nϩ1 , where F i is a face of Q i . The sum of dimensions of all F i , for 1 i n ϩ 1, is larger or equal to the face dimension, which lies in {0, 1, . . . , n}. The genericity requirement on l i implies the following property; the proof is found in Billera and Sturmfels [1992] .
Moreover, given a face in ⌬, the collection F 1 , . . . , F nϩ1 is uniquely defined by PROOF. Since the lifting is linear, it does not affect the face dimension. Therefore, for the optimal summands F i of a cell in ⌬, ͚ i dim F i ϭ ͚ i dim F i n. Since dimension is a nonnegative quantity, we have established the lemma. e LEMMA 4.5 (GEOMETRIC). Let p be a point in the interior of some facet of the subdivision ⌬ of the lower envelope s(Q). By construction, p has a unique optimal expression as a sum of points from Q 1 , . . . , Q nϩ1 , and at least one of these is vertex
PROOF. It suffices to show that every other point q ʦ p Ϫ â ij ϩ Q i lies above the lower envelope. It is easy to see that q is contained in Q , because it is the sum of n ϩ 1 points, one from each lifted polytope. So q is either on or above the lower envelope. Now displace both p and q by decreasing their (n ϩ 1)-st coordinate by the same amount, thus defining points pЈ, qЈ ʦ ‫ޒ‬ nϩ1 , see Figure 2 . The displacement should be small enough so that the line through pЈ, qЈ intersects the lower envelope in the facet that contains p. This is always possible because p lies in the interior of a facet. If pЉ is this intersection point, it is clear that Q also contains pЉ Ϫ â ij ϩ Q i by the previous argument.
Consider q Ϫ p and qЈ Ϫ pЉ as vectors rooted at the origin. By convexity, vector qЈ Ϫ pЉ is smaller than q Ϫ p and is also in the same direction, see Figure  2 . Now q Ϫ p is contained in the convex set Q i Ϫ q ij , which contains the origin. It follows that qЈ Ϫ pЉ is also contained in 
where each F k is an edge of Q k , and a ij ʦ Ꮽ i .
Newton Matrix Construction
Relying on the properties of mixed subdivisions, we shall define a square Newton matrix M whose determinant is a nontrivial multiple of the sparse resultant. Relevant background material can be found in Grötschel et al. [1993] and Schneider [1993] . Matrix M is constructed by assigning a special role to polynomial f 1 ; any polynomial can assume this special role and an analogous construction will define the respective matrix. We say that f 1 is distinguished or that M is associated to f 1 .
We shall index the rows and columns of M by a subset of the integer lattice points in Q. In order to associate a unique maximal cell to each point we perturb Q slightly so that each integer lattice point lies in the relative interior of a maximal cell of ⌬. Let ␦ ʦ ‫ޑ‬ n be a sufficiently small vector in sufficiently generic position; the probability that a random ␦ is valid is analyzed in Section 11.
Definition 5.1. Let Ᏹ be the following set of integer lattice points or, equivalently, n-dimensional exponent vectors:
This set is in bijective correspondence with a set of Laurent monomials in n variables. Let ⌬ ␦ denote the subdivision obtained by shifting all cells of ⌬ by ␦, which means
Ᏹ will be the set that indexes the rows and columns of M. We shall denote by ⌬ ␦ the perturbed subdivision of the lower envelope s(Q). We now define our selection rule for the elements of M; recall that m i denotes the vertex cardinality of Q i .
The row content function RC is defined as follows:
where i ʦ {1, . . . , n ϩ 1} is the largest integer such that F i is a vertex, and
It is clear that j lies in {1, . . . , m i }, since the corresponding summand a ij is a vertex. Given the input supports, function RC can be computed as follows:
, and perturbation vector ␦ ʦ ‫ޑ‬ n .
Output: Vertex sets of Newton polytopes Q 1 , . . . , Q nϩ1 and the pair RC( p) ʦ {1, 2, . . . , n ϩ 1} ϫ ‫ގ‬ at every p ʦ Ᏹ.
Description. The first stage constructs the vertex sets of Q i by repeated application of linear programming, as discussed in Grötschel et al. [1993] . For a point a ik in Ꮽ i ϭ {a i1 , . . . , a i i }, we test whether there is a feasible solution to the following system:
Feasibility implies a ik is not a vertex and can be dropped from the first sum above, for subsequent tests. Infeasibility implies a ik is a vertex of Q i . Now assume Q i has vertex set {a i1 , . . . , a im i } for m i i . For a point p ʦ Ᏹ, p ʦ ϩ ␦ is equivalent to p Ϫ ␦ ʦ , for some (maximal) cell of ⌬ ␦ . We wish to find the optimal sum expressing p Ϫ ␦ in terms of points p i ʦ Q i . If p Ϫ ␦ lies in a mixed cell, exactly one p i will be a vertex; otherwise, at least two of them are vertices. To reduce to linear programming, we introduce constraints where the l i are the generic lifting linear forms. For every i, the ij that are positive in the optimal solution correspond to vertices a ij summing up to p i ʦ Q i in the optimal Minkowski sum of p Ϫ ␦. For points in the same cell ϭ F 1 ϩ . . . ϩ F nϩ1 , every summand face F i in the optimal sum of is defined by all distinct vertices of Q i appearing as summands in optimal sums of points in .
Finding all optimal sums offers a deterministic test for the genericity of ␦ by the following argument. If there exists a (nonmaximal) cell ϭ ͚ i F i , where the F i are computed by Algorithm 5.3 and ͚ i dim F i Ͻ n, then for all p ʦ , p Ϫ ␦ does not lie in the interior of any maximal cell. In this case, the chosen ␦ is not sufficiently generic and a new one must be chosen.
PROOF. Since p ʦ Ᏹ, we have p ʦ ϩ ␦, for some cell which can be expressed as a Minkowski sum
which is a subset of Q ϩ ␦, for any a ik ʦ Ꮽ i . e This lemma implies that a square matrix can be defined as follows:
Definition 5.5 (Newton Matrix). Assume the notation used so far for polynomial system (1). The Newton matrix M is a matrix whose rows and columns are indexed by elements of Ᏹ. The element of M at row p and column q, for arbitrary
Therefore M pp ϭ c ij , where (i, j) ϭ RC( p), for every p ʦ Ᏹ. The row of M indexed by p ʦ Ᏹ is filled in à la Sylvester, or Macaulay, and represents the following monomial multiple of f i :
where ͑i, j͒ ϭ RC͑ p͒.
This discussion leads to the following theorem:
THEOREM 5.6. Newton matrix M is well-defined by Definition 5.5 and can be constructed by Algorithm 5.3, given the input supports Ꮽ i , lifting functions l i and perturbation ␦. M is square and has dimension ͉Ᏹ͉.
A Nonzero Multiple of the Resultant
First, we prove that the determinant of M is a multiple of the sparse resultant and then, using properties of the subdivision, that this multiple is not zero for almost all specializations of the coefficients.
Regarding polynomial rings as vector spaces over the coordinate field, with respect to some fixed monomial basis, has been a fruitful viewpoint in the study of resultants. An (n ϩ 1)-tuple of polynomials can be written as the concatenation of the n ϩ 1 respective polynomial coefficient vectors. Let M denote the endomorphism represented by matrix M.
where
, and the support of every g i is defined to be supp(
The support of g i coincides with the set of monomials that multiply f i in defining the rows of M. This means there is a bijective correspondence, defined by function RC, between Ᏹ and the union of the supports supp( g i ). Since these supports are disjoint, they partition Ᏹ. Moreover, the support of g corresponds exactly to the monomials indexing the columns of M and equals Ᏹ. Endomorphism (4) is expressed as premultiplication of M by a row vector indexed by Ᏹ.
PROOF. Assume that M is nonsingular. Then endomorphism M is surjective and we can choose polynomials g 1 , . . . , g nϩ1 such that g in expression (4) is a monomial. This monomial is the sum of all products g i f i so it must be zero at every solution . This is impossible since has no zero component. e PROOF. For definitions and facts from algebraic geometry see van der Waerden [1959] and Zippel [1993] . The above lemma implies that det(M) ϭ 0 on the set Z 0 of specializations of c ij such that the system has a solution in ‫)*ރ(‬ n . Hence, the variety of det(M) in the space of all coefficients contains Z 0 so it must also contain its closure Z; recall that a (algebraic) variety is the set of common zeros of a set of polynomials. By Hilbert's Nullstellensatz, det(M) is in the radical of the ideal generated by the resultant R(Ꮽ 1 , . . . , Ᏹ nϩ1 ). Since the resultant is irreducible [Pedersen and Sturmfels 1993] , its ideal coincides with the ideal's radical; such an ideal is called radical or self-radical. Therefore, the ideal contains det(M), which is equivalent to saying that det(M) is the product of R with some polynomial over the coefficients c ij . e
To exclude the possibility that det(M) is identically zero, we show that it does not vanish under some family of specializations of the coefficients. We choose a parameterized specialization:
where l i are the lifting functions of the previous section, i ϭ ͉Ᏹ i ͉ and t is a new real indeterminate. Observe that the Newton polytope of the specialized f i as a polynomial in ‫[ރ‬ x 1 , x 1 Ϫ1 . . . , x n , x n Ϫ1 , t, t Ϫ1 ] is precisely Q i . Let M(t) denote the matrix M under this specialization, and det(M)(t) denote its determinant, which is a polynomial in t with integer coefficients. We wish to show that this determinant does not vanish.
The Newton polytope of the polynomial in row p is Q i shifted so that its vertex â ij lies on the lower envelope, over p. Geometric Lemma 4.5 essentially states that the rest of the polytope lies strictly above the lower envelope. Now define a matrix MЈ(t) by scaling the rows of M(t); recall that h( p) is defined to express the (n ϩ 1)-st coordinate of any p ʦ Q .
In the language of lifted Newton polytopes, the row-scaling of M(t) by powers of t corresponds to translating the Newton polytope of row p so that vertex â ij touches the lower envelope at p. With the current notation, the new determinant is expressed as follows: 
PROOF. Let p and q be the points on the lower envelope s(Q) such that
By geometric Lemma 4.5, there is a unique point of minimum (n ϩ 1)-st coordinate on the lower envelope over q Ϫ ␦, namely q, so qЈ cannot lie on the lower envelope, hence h(qЈ) Ͼ h(q). e : RC͑ p͒ ϭ ͑i, j͒.
THEOREM 6.4. The lowest degree term in t of det(M)(t) is the product of the leading diagonal elements of M(t). This term has unit coefficient and integer exponent ͚ pʦᏱ l i (a ij ), where (i, j) ϭ RC( p). Therefore, det(M)(t) does not vanish.

PROOF. The determinant of MЈ(t)
Therefore, there exists some sufficiently small value t 0 Ͼ 0 such that for every t ʦ (0, t 0 ), the leading diagonal product is not canceled.
COROLLARY 6.5. Matrix M is not singular for almost all coefficient specializations.
PROOF. There exists specialization (5) and an open interval for t between zero and a sufficiently small positive value t 0 so that det(M)(t) is nonzero by Theorem 6.4. Hence det(M) is not identically zero. Consider the variety, in the space of complex coefficients, defined by det(M) ϭ 0, where the latter is considered as a polynomial in the coefficients. We have proven that this variety is not full-dimensional, hence it has zero volume [van der Waerden 1950; Zippel 1993 ]. e It has been shown that the Newton matrix determinant gives a nontrivial multiple of the sparse resultant. The next question is how close this multiple is to the actual resultant.
The Determinant Degree
This section examines the degree of det(M) in the coefficients of each input polynomial f i and compares it to the respective degrees of the sparse resultant.
Given fixed integer vectors e 1 , . . . , e n ʦ ‫ޚ‬ n , define an n-dimensional half-open integral parallelotope HO: HO ϭ ͕r 1 e 1 ϩ r 2 e 2 ϩ · · · ϩ r n e n ͉ r 1 , . . . , r n ʦ ͓0, 1͖͒.
The point subset where r i ϭ 0 constitutes a facet of HO, while for r i ϭ 1 the opposite facet is defined, where HO is open. The two facets are related by a displacement vector v ϭ e i .
LEMMA 7.1 The number of integer lattice points in a half-open integral parallelotope equals its volume Vol(HO).
PROOF. It follows from Stanley [1980, Remark, p. 335 ] that the number of lattice points is n! Vol(S) where S is the simplex with vertex set the origin and the endpoints of e 1 , . . . , e n . The volume of the parallelotope HO is known to be n! Vol(S). e PROPOSITION 7.2. For any ␦ ʦ ‫ޒ‬ n , the number of integer lattice points in HO ϩ ␦ equals Vol(HO).
PROOF. Imagine that HO is displaced by t␦ as t varies from 0 to 1. Observe that for each facet of HO that is open or closed, the opposite facet is closed or open respectively, and that opposite facets are displaced from each other by an integral vector v. Thus, as HO moves, whenever a lattice point p enters HO, a corresponding point at p ϩ v exits, and vice versa. Thus, the number of lattice points inside HO remains constant. By Lemma 7.1, this number is the parallelotope's volume. e A mixed cell in ⌬ ␦ is the Minkowski sum of n edges and a vertex, hence a parallelotope in ‫ޒ‬ n .
LEMMA 7.3. The number of rows indexed by all integer points in a mixed cell equals the cell's volume.
PROOF. The perturbation by ␦ guarantees that all integer points in Ᏹ lie in the relative interior of a mixed cell, hence the number of these points equals the number of integer points in the half-open parallelotope defined by the n edges in the optimal sum of the cell. Since each point corresponds to exactly one row, Proposition 7.2 implies the lemma. e
The degree of det(M) in the coefficients of some f i equals the number of rows expressing multiples of f i . (M) in the coefficients of f 1 equals MV(Q 2 , . . . , Q nϩ1 ), which equals the degree of R(Ꮽ 1 , . . . , Ꮽ nϩ1 ) in the same coefficients. Moreover, the degree of det (M) in the coefficients of f j , for j Ͼ 1, is at least as large as MV Ϫj , which equals the respective degree of R(Ꮽ 1 , . . . , Ꮽ nϩ1 ).
THEOREM 7.4. Suppose that Newton matrix M is constructed having assigned a special role to f 1 , that is, with the row content function of Definition 5.2. The degree of det
PROOF. The row content function RC chooses f 1 precisely at the mixed cells to which Q 1 contributes a vertex. By Lemma 4.7, the total volume of these cells equals MV(Q 2 , . . . , Q nϩ1 ). So the number of rows containing coefficients of f 1 is precisely MV(Q 2 , . . . , Q nϩ1 ).
For every f j , j Ͼ 1, the number of rows containing a multiple of f j is at least as large as the number of points in the mixed cells to which Q j contributes a vertex, because for these cells RC has no choice but to pick a vertex in Ꮽ j . These cells have point cardinality MV Ϫj . The correlation of MV Ϫj and the respective resultant degree is given by Proposition 3.7. e In other words, the determinant degree is tight with respect to the distinguished polynomial, so the GCD of n ϩ 1 such determinants would give R.
Before studying the computation of R in Section 9, we examine certain ramifications.
Sparse Effective Nullstellensatz
The Newton matrix construction directly implies a sparse version of the effective Nullstellensatz, albeit only for ideals generated by at least n ϩ 1 sufficiently generic polynomials. In other words, it is possible to bound the Newton polytopes of the polynomial coefficients in the ideal membership formula in terms of the Newton polytopes of the ideal generators. Recall that Newton polytopes provide a more precise characterization of a polynomial than total degree. For definitions and notation, see van der Waerden [1950] and Zippel [1993] .
Hilbert's Nullstellensatz is a fundamental result in algebraic geometry, and its effective version is crucial in computational algebraic geometry. For the classical Nullstellensatz, the problem was settled by Brownawell [1987] and Kollár [1988] . 
For the special case of sets of n ϩ 1 generic polynomials over ‫,ރ‬ matrix M is nonsingular by Corollary 6.5 and function (4) is surjective. In addition, ideal I equals the entire ring and the associated variety is empty. This implies a restricted version of a sparse, or Newton, effective Nullstellensatz. 
PROOF. The surjectivity of M implies the existence of polynomials g i such that their image under M is 1, possibly after translating some Newton polytopes Q i . By definition, the support of g i contains vector differences of the form p Ϫ p i , where p ʦ Ᏹ and p i is a summand of p and a vertex of Q i . Therefore,
This proves the result. e This result can easily be extended to arbitrary fields K and to an arbitrary number of polynomials. A harder step is considering the case where the Newton matrix construction does not apply, most importantly when the common roots form a set of positive dimension. 
CONJECTURE 8.3 (SPARSE EFFECTIVE NULLSTELLENSATZ
1 ϭ iϭ1 r g i f i : QЈ i ʚ Q 1 ϩ · · · ϩ Q iϪ1 ϩ Q iϩ1 ϩ · · · ϩ Q r .
Sparse Resultant Computation
This section discusses efficient ways for computing the sparse resultant from a set of Newton matrices. We wish to compute the resultant of a specialized system, as opposed to the resultant of a generic system that has been considered so far.
We first construct n ϩ 1 matrices M 1 , . . . , M nϩ1 , where each M i has the minimum number of rows containing coefficients of f i . These are obtained by modifying the row content function so that it returns (k, j), for k i and any j, whenever possible; equivalently, it returns (i, j), for some j, only at the corresponding mixed cells. Let D 1 , . . . , D nϩ1 be the respective determinants, which are all multiples of the resultant. The GCD of D 1 , . . . , D nϩ1 has the correct degree in the coefficients of every f i and, since the GCD is divisible by the resultant R, it must be equal to R.
Unfortunately, this method does not always work because, although specialization commutes with addition and multiplication, it does not commute with the GCD operation. This is a fundamental problem in computing resultants for specialized systems, given a resultant matrix defined generically. The naive GCD approach can be used after a suitable perturbation of the specialized system, but here we propose two economical methods based on the approach of Canny [1988] . 9.1. DIVISION METHOD. Let g 1 , . . . , g nϩ1 be the specializations of the given polynomials with coefficients in an arbitrary coefficient field. The idea is to introduce some indeterminates that will guarantee that, in dividing out the extraneous factors, denominators do not vanish. Then we compute with this smaller set of indeterminates and eliminate them at the end.
First, we choose polynomials h 1 , . . . , h nϩ1 with random integer coefficients, such that h i has support Ꮽ i . Then, the input to the matrix construction algorithm is f 1 , . . . , f nϩ1 specialized to the following system:
where each u i is a new indeterminate. D i (u 1 , . . . , u n ) is the determinant of matrix M i constructed so that the number of rows corresponding to g i ϩ u i h i is minimal. Let b i (u 1 , . . . , u n ) be the extraneous factor D i /R, i ϭ 1, 2, . . . , n ϩ 1. LEMMA 9.1. The extraneous factor b i (u 1 , . . . , u n ) in D i (u 1 , . . . , u n ), with respect to the sparse resultant R(u 1 , . . . , u n ), does not depend on the coefficients of the ith polynomial, hence it is independent of u i , for any i ʦ {1, . . . , n ϩ 1}. Therefore, we can write
Let R ( j) (u 1 , . . . , u j ) be the coefficient of the highest-degree term, when R is regarded as a polynomial in indeterminates u jϩ1 , . . . , u nϩ1 , for j ϭ 1, 2, . . . , n ϩ 1; Lemma 9.3 elaborates on this notion. We define D i ( j) (u 1 , . . . , u j ) and
is the determinant of Newton matrix M i for the following specialized system:
Definition 9.2. Suppose that a polynomial P(u 1 , . . . , u nϩ1 ) has maximum degree d i in u i . Then P is said to be rectangular if its support contains exponent and b i ( j) are all rectangular polynomials, for i, j ϭ 1, 2, . . . , n ϩ 1.
PROOF. The degree of R in u i is MV Ϫi by Proposition 3.7. The coefficient of ͟ i u i (MV Ϫi ) in R is the sparse resultant of system h 1 , . . . , h nϩ1 . To see this, consider what happens when the u i take arbitrarily large values. The resultant of the h i is nonzero for sufficiently generic h i because, in this case, the h i have no common roots, and they have no zero coefficients by construction. Hence, R and R ( j) are rectangular, for j ϭ 1, 2, . . . , n ϩ 1. Similarly, each determinant D i is rectangular, because the coefficient of the monomial with highest degree in every u i is the determinant of the same Newton matrix for system h 1 , . . . , h nϩ1 . This implies b i is rectangular, and the same argument extends to
for all i and j, and, since b i
R (0) is some nonzero scalar, which does not affect the computation of R. R ϭ R (nϩ1) , so setting u 1 ϭ . . . ϭ u nϩ1 ϭ 0 in R (nϩ1) will give the resultant of system g 1 , . . . , g nϩ1 . This computation requires 2n ϩ 1 divisions, because for i ϭ 1, 2, . . . , n ϩ 1, we must compute 0) . However, the computa-tion involves polynomials in u 1 , . . . , u nϩ1 and would be practical only for small n. In what follows, we reduce the number of indeterminates to one. Observe that identity (8) is valid for any specialization of the u i indeterminates, as long as no denominator vanishes. So we take u 1 ϭ u 2 ϭ . . . ϭ u nϩ1 ϭ u. Lemma 9.3 still holds by an analogous proof, provided the h i have no common roots. Hence, recurrence (8) establishes the following theorem. THEOREM 9.4. Suppose that the choice of h 1 , . . . , h nϩ1 is sufficiently generic as specified above. Then this method constructs the sparse resultant from the Newton matrices associated to the n ϩ 1 polynomials after a sequence of 2n ϩ 1 exact divisions on univariate polynomials.
It is possible to detect failure of the condition on the h i deterministically, in which case new randomized variables are chosen as the h i coefficients. A bound on the probability of failure and the asymptotic bit complexity are analyzed in Section 12.1.
In the more favorable case that the g i polynomials are sufficiently generic, which means that no D i ( j) vanishes, we may compute D i ( j) for u ϭ 0, that is, for specialized system g 1 , . . . , g j , h jϩ1 , . . . , h nϩ1 . 9.2. GCD METHOD. We present a simpler method that strongly exploits the subdivision-based construction and applies to the case that the specialized coefficients are nonzero and chosen from some polynomial ring over ‫.ޑ‬ It is illustrated in the example of Section 10.
Again we choose polynomials h i with random integer coefficients and supports Ꮽ i . Then, the specialized system is as follows:
By Hilbert's irreducibility theorem [Zippel 1993, Sect. 19 .3], the resultant R will remain irreducible over ‫[ޑ‬u] for sufficiently generic h i . This is a Las Vegas step in the sense that failure of the choices is detected deterministically; the error probability is calculated in Section 12.2. Let D 1 (u) be the determinant of M 1 under this specialization, and let b(u) be the extraneous factor defined by
Suppose, without loss of generality, that M 1 was defined using a linear form l 1 which is so much larger than the others that whenever a vertex a 1j of Q 1 appears in the optimal Minkowski sum of a point in Ᏹ, this vertex must be the one which minimizes l 1 . In other words, in every row containing coefficients of f 1 , the leading diagonal element will be c 1j , with j such that
Now consider the following system:
and construct Newton matrix MЈ 1 associated to the first polynomial. Let DЈ 1 (u) be the determinant of MЈ 1 , with DЈ 1 (u) ϭ bЈ(u) RЈ(u) , where RЈ(u) is the sparse resultant of the new system and bЈ(u) is the extraneous factor. RЈ(u) is irreducible for sufficiently generic h i .
bЈ(u) does not depend on the first polynomial by Lemma 9.1. The two systems have the same supports and the last n polynomials are identical, hence the extraneous factors are equal to each other, that is,
and specializing u ϭ 0 gives the resultant of g 1 , . . . , g nϩ1 .
THEOREM 9.5. If the choice of h 1 , . . . , h nϩ1 is sufficiently generic as specified above, then the sparse resultant can be computed by a GCD operation on univariate Newton matrix determinants, followed by an exact division on univariate polynomials.
It is worth noting that the degree of b(u) is known in advance, namely it is the difference of the size of M 1 minus the total degree of the sparse resultant. Thus, the GCD computation is branch-free and reduces to calculation of the appropriate minors of the Sylvester matrix, or subresultants, of D 1 (u) and DЈ 1 (u) [Loos 1982] . The complexity of the method is analyzed in Section 12.2.
Once again, there is a more favorable case that simplifies the situation. Namely, if the given polynomials g i are generic enough, meaning that their sparse resultant is irreducible and the determinants D 1 (0) and DЈ 1 (0) are both nonzero, then R can be computed directly as D 1 (0)/GCD(D 1 (0), DЈ 1 (0)).
A Bivariate Example
The Newton matrix construction is illustrated for a system of 3 polynomials in 2 unknowns: The Newton polytopes are shown in figure 3 . The mixed volumes are MV(Q 1 , Q 2 ) ϭ 4, MV(Q 2 , Q 3 ) ϭ 4, MV(Q 3 , Q 1 ) ϭ 3, so the sparse resultant degree is 11. Compare this with the Bézout numbers of these subsystems: 8, 6, 12; hence the classical resultant degree is 26. Assume, without loss of generality, that the lifting functions are polytopes lie in three-dimensional space, the third coordinate being defined by the lifting functions. The linearity of l i implies that the lifted polytopes lie in a two-dimensional plane, as shown in Figure 4 from a perspective view. The figure also depicts the lower envelope s(Q) of their Minkowski sum Q constructed by the convex hull program of Emiris [1998] . The program automatically triangulates all output facets; this triangulation is immaterial in inducing a mixed subdivision of Q. This figure, as well as Figure 5 , are drawn by GEOMVIEW. Figure 5 depicts the projection of the lower envelope, which lies in threedimensional space, to the two-dimensional Euclidean plane, thus yielding the Minkowski sum Q of the original Newton polytopes. The perspective view shows the bijective correspondence between facets of s(Q) and maximal cells of Q. Again, all cells are triangulated as a side-effect of the convex hull code. Having computed the mixed subdivision of Q for the given lifting, we apply a small perturbation in order to associate a unique sum of Newton polytope faces to each maximal cell. The subdivision ⌬ ␦ of Q ϩ ␦ into maximal cells and the indices of the Newton polytope vertices in the optimal sums are shown in Figure  6 , for ␦ ϭ (Ϫ3/8, Ϫ1/8). Only mixed cells have a unique vertex associated; for the other three, we pick the vertex maximizing the first index.
Matrix M, the Newton matrix associated to f 1 , appears below with rows and columns indexed by the integer points in Ᏹ, and has dimension 15. For instance, the first row corresponds to point (1, 0) which lies in a maximal mixed cell expressed uniquely as a 11 ϩ [a 24 minimum number of f 1 rows, namely 4. The total number of rows is 4 ϩ 4 ϩ 7 ϭ 15, that is, the determinant degree is higher than optimal by 1 and 3, respectively, in the coefficients of f 2 and f 3 .
To illustrate the computation of the sparse resultant, we consider a specialization of the system to g 3 ϭ Ϫ19 Ϫ 23y Ϫ xy ϩ 3x.
In order to apply the GCD method of Section 9.2, we choose random integer polynomials, with coefficients uniformly and independently distributed in [0, 1000] : (nm) produces R(u) as above, for the specialized system g i ϩ uh i , i ϭ 1, 2, . . . , n ϩ 1, and the correct sparse resultant, by setting u ϭ 0. Hence, the conjecture is verified for this example.
Complexity of the Matrix Construction
This section analyzes the randomization and time complexity of constructing the Newton matrix, and combines the two in estimating the overall complexity. The viewpoint is that of worst-case asymptotic bit complexity, in the computational model of the bit-cost, or logarithmic-cost, RAM [Aho et al. 1974, Chap. 1] . In complexity bounds, we sometimes ignore polylogarithmic factors in the parameters appearing in polynomial factors; this is denoted by O*(⅐).
The first step is to bound the error probabilities in the two randomized steps, namely choosing l i and ␦. Recall that both steps are of the Las Vegas type.
LEMMA 11.1. Let m be the maximum vertex cardinality of any Q i over all i ʦ {1, . . . , n ϩ 1}. If all n(n ϩ 1) coefficients of l i ʦ ‫[ޚ‬ x 1 , . . . , x n ] are chosen independently and uniformly from an interval of size 2 L 1 , where L l ʦ ‫ޚ‬ Ͼ0 , then the probability ⑀ l ʦ (0, 1) that the lifting is not sufficiently generic is bounded as follows:
PROOF. The l i are not sufficiently generic if there exist two distinct sequences ( p 1 , . . . , p nϩ1 ) and (q 1 , . . . , q nϩ1 ), with p i , q i vertices of Q i , such that ͚ i p i ϭ ͚ i q i and the sums of their lifted images are equal. We bound the probability
Since the sequences are distinct, we can assume, without loss of generality, that p 1 and q 1 differ in their first coordinate. Fix all coefficients in the n ϩ 1 lifting functions, except for the first coefficient of l 1 . Then there is at most one integer value of this coefficient for which the two sums of lifted points are equal. The probability of picking the single undesired integer is 1/ 2 L l . This probability must be multiplied by the number of distinct pairs (( p i ), (q i )) whose respective sums are equal in ‫ޒ‬ n . To obtain an upper bound suppose that all points in ( p i ) are chosen at will, in any of m nϩ1 ways. Once q 1 , q 2 , . . . , q n are chosen, q nϩ1 shall be determined. If the subsequences of n elements are identical, then q nϩ1 ϭ p nϩ1 , which makes the complete sequences identical. Hence, the two subsequences must differ. There are at most m n Ϫ 1 valid choices for (q 1 , q 2 , . . . , q n ), given ( p i ). Since the two sequences are interchangeable, the total number of possible pairs is at most m nϩ1 (m n Ϫ 1)/ 2. e
The following result, also known as Schwartz's lemma, shall be applied repeatedly.
LEMMA 11.2 [SCHWARTZ 1980, LEMMA 1; ZIPPEL 1993, PROPOSITION 98] .
Given is nonzero polynomial P in any number of variables, with total degree deg P. Consider a specialization of the variables, distributed independently and uniformly in a set of S values. Then, the probability that the specialized polynomial vanishes is bounded by deg P/S.
Let e Ͻ 2.718 denote the exponential base and s the scaling factor of the system as defined in Definition 3.9. 
PROOF. Every maximal cell boundary is comprised of cells in ⌬ of dimension n Ϫ 1, each being part of a hyperplane in ‫ޒ‬ n . Therefore, every (n Ϫ 1)-dimensional cell is expressed as a subset of the roots of a linear polynomial. The random choice for ␦ is not generic if ␦ lies in some (n Ϫ 1)-dimensional cell, which happens with probability at most 1/ 2 L ␦ , by Lemma 11.2. Now we have to bound the number of (n Ϫ 1)-dimensional cells in ⌬. We know that each maximal cell has volume at least 1/n! because it is defined by integer points. The volume of a convex polytope is asymptotically equal to the number of integer lattice points in its interior, by Ehrart's theorem [Ehrart 1967 ]. The number of maximal cells is then O(͉Ᏹ͉ n!). Since every (n Ϫ 1)-dimensional cell can be defined as the intersection of two maximal cells, the number of the former is at most O( (͉Ᏹ͉n!) 2 ). We use Stirling's approximation [Aho et al. 1974; Zippel 1993] 
Instead of applying Ehrart's theorem, we can bound the volume of Q by Theorem 3.10 under the additional hypothesis that all Q i have positive volume.
We now examine the complexity of constructing M. The change of variables that may be required to ensure that ͚ iϭ1 nϩ1 Ꮽ i generates ‫ޚ‬ n involves the computation of a Smith normal form [Hafner and McCurley 1991] . Its asymptotic complexity is dominated so we ignore it in the sequel.
Identifying the vertices of all Newton polytopes may be reduced to linear programming. We can apply any polynomial-time algorithm such as Khachiyan's ellipsoid method or Karmarkar's algorithm. In the case of Karmarkar's algorithm [Karmarkar 1984 . By Lemma 11.3 the first two give a total of O*(log ͉Ᏹ͉ ϩ n ϩ log(1/⑀ ␦ ) ϩ log d). A lifted coordinate is a sum of n ϩ 1 products, each of a l i coefficient multiplied by an input point coordinate, hence of size O(log n ϩ log d ϩ L l ). By Lemma 11.1, this is O*(log d ϩ n log m ϩ log(1/⑀ l )). Hence the coefficient bit size is
For simplicity, we use B ϭ O*(log ͉Ᏹ͉ ϩ n log m log d log(1/⑀ ␦ ⑀ l )), and the claim follows. e Given the optimal sum of every point in Ᏹ, Newton matrix M is completely specified and can be represented implicitly by the polynomials and the monomials which index its rows and columns. The overall complexity is established in the next theorem, by combining the two previous lemmas. If an explicit dense representation is required, then an additional cost of O(͉Ᏹ͉ 2 ) must be included. For different matrix representations, see Aho et al. [1974] . PROOF. The bound follows by applying Ehrart's theorem [Ehrart 1967 ], which bounds ͉Ᏹ͉ asymptotically by the volume of Q. Then ͉Ᏹ͉ ϭ O(s n ⑀ nϩ1 deg R/n 3/ 2 ) by Theorem 3.10. Moreover, since all Newton polytopes are fulldimensional, ͉Ᏹ͉ d, so the logarithmic factor in d can be dropped. Similarly, the polynomial factor in n is dropped because of (se)
n . e This bound demonstrates the polynomial dependence of the complexity on the sparse resultant's total degree and the simply exponential dependence on n. Note that s is typically a small constant.
Complexity of the Resultant Computation
This section analyzes the worst-case asymptotic bit complexity and randomization complexity of computing the actual sparse resultant from a set of Newton matrices. First, the error probabilities are bounded for the randomized steps and then the total bit complexity is asserted.
The computational model is again the bit-cost RAM. O*(⅐) indicates that we have ignored polylogarithmic factors, and e denotes the exponential base. This section applies the current record asymptotic complexity for matrix multiplication, namely O(N 2.376 ) for N ϫ N matrices [Coppersmith and Winograd 1990] . In manipulating univariate polynomials, we shall use asymptotic bounds based on the Fast Fourier Transform (FFT). The running time for the interpolation of a univariate polynomial of degree D from its values at D points is O* (DB), where B stands for the bit size of the polynomial's coefficients [Aho et al. 1974, Sect. 7] . Given two univariate polynomials of degree at most D and with coefficient size bounded by B, where one polynomial divides the other, the computation of their quotient and product has bit complexity O*(DB) [Aho et al. 1974, Sect. 8] .
12.1. DIVISION METHOD. We consider the division method of Section 9.1. First, we have to bound the probability that a particular choice of a set of h i polynomials makes their sparse resultant vanish or causes D i ( j) (u 1 , . . . , u j ) to drop degree, for some i, j ʦ {1, . . . , n ϩ 1}. Both events reduce to the vanishing, under a specialization, of a nonzero polynomial in the coefficients of h i . LEMMA 12.1. When the h i are specialized with each coefficient having L h bits, the probability ⑀ h ʦ (0, 1) that this choice is not sufficiently generic for our algorithm is
where deg R is the total degree of the sparse resultant.
PROOF. The resultant of the h i has the same degree as the resultant of f i , since the two polynomial systems have identical supports. Moreover, the degree is at least as high as that of any D i ( j) , so the highest error probability occurs for the resultant of the h i . This probability is bounded by deg R/ 2 L h , by Lemma 11.2. The number of distinct polynomials that may vanish is at most (n ϩ 1) 2 ϩ 1. PROOF. Theorem 3.10 bounds ͉Ᏹ͉ via Ehrart's theorem, Lemma 12.1 bounds L h and Corollary 11.7 bounds the complexity of constructing each of the 2(n ϩ 1) Newton matrices. e 12.2. GCD METHOD. In the GCD method of Section 9.2, we pick the coefficients of each h i uniformly and independently with L h bits each. To estimate the error probability we adapt a quantified version of Hilbert's irreducibility theorem to our case. PROPOSITION 12.4 [ZIPPEL 1993, PROP. 133] 
. Given polynomial R(c h , u), where c h is the vector of all h i coefficients and u a variable, such that R is irreducible over ‫,ޑ‬ we specialize c h to random integer values of absolute value bounded by S Ͼ 0. Then the number of c h specializations for which R(u) is reducible, is bounded by D S
͉c h ͉Ϫ1/ 2 log S, where D is a function of the total degree deg R.
For independently and uniformly chosen coefficients, the probability of a choice that makes R(c h , u) reducible is at most D log S/(2 ͉c h ͉ S 1/ 2 ). We make use of the following conjecture. CONJECTURE 12.5 [ZIPPEL 1993, SECT. 19.3] [Loos 1982, Sect. 5.7] . Combining the various costs establishes the overall complexity. e
The computation of D 1 and DЈ 1 explicitly, as coefficient vectors, is imposed by the fact that evaluation and the GCD operation do not commute in general (as seen at the beginning of Section 9). Faster probabilistic interpolation techniques are surveyed in Zippel [1993, Chap. 15] . PROOF. We eliminate ͉Ᏹ͉ from the previous theorem by applying Theorem 3.10. Lemma 12.6 bounds L h and Corollary 11.7 bounds the complexity of constructing the two matrices M 1 and MЈ 1 . e
