The field of MR brain mapping is made possible by exploiting properties of cerebral hemodynamics subsequent to neuronal activity. With the onset of neuronal activity there is an associated change in cerebral metabolism, blood flow, blood volume and oxygen consumption [1] [2] [3] [4] [5] . The complex physiologic interplay of these parameters is not well understood. However, current research efforts are aimed at understanding these physiologic parameters and would certainly improve the methodology and localization of functional magnetic resonance imaging.
This simplified version of the physiologic changes during neuronal activation is still under debate. Other experimental methods such as optical imaging, PET imaging and MR spectroscopy have documented blood flow changes, blood volume changes, blood oxygenation and oxy/deoxy changes [2, 5, 6, [11] [12] [13] . These studies are just starting to unravel the complex puzzle of the physiology of activation.
One of the most fundamental concepts in functional magnetic resonance imaging is the realization that the measured signal is indirectly related to function. The MR signal is sensitive to changes in the oxy/deoxy ratio, which in turn is sensitive to a number of physiologic parameters including CBV, CBF, and O 2 consumption. Furthermore, there is a hemodynamic delay of 4-8 seconds because the measured response is related to blood flow [7, [14] [15] [16] [17] [18] . A study by D'Esposito has shown that the hemodynamic response varies dramatically from subject to subject [1] . However, the response in a single subject across days is similar. The ability to detect the hemodynamic response in different brain regions is very difficult and fraught with experimental complications such paradigm design, cognitive load and temporal resolution. The mean time to peak in D'Esposito's study was calculated to be 4.7 seconds. This delay is significantly longer than the tens to hundreds of milliseconds in electrically based methods. Thus, the temporal resolution of fMRI falls somewhere between EEG and PET. However, fMRI has the added advantage of high resolution, tomographic slices, which can be obtained in any orientation.
The BOLD experiment
The goal of the functional magnetic resonance imaging experiment is to modulate the activity of the brain in conjunction with a means to identify the brain regions that change signal intensity in sync with the paradigm. Generally, a boxcar scheme is used to define the experiment. In this case, the active and rest states are alternated with a known frequency, each having a known duration. In turn, the blood flow in the area of interest will change in accordance with the activity, see figure 2. It is important to understand that these signal changes are relative to the background task. Any activation inferred needs to be described relative to the cognitive background level. Note the lag in the MR signal (blood flow response), in figure 2. An alternate method for experimental design is the use of single events spaced in time. Initially these vents were spaced such that the hemodynamic response would not overlap with the previous event. These experiments were very long, non-naturalistic for the subject and had very low power. Then it was shown by several groups that it is possible to treat this as a linear system and allow the events to be spaced closer together [15] [16] . In this case, the events can be spaced 2-3 seconds apart and the individual responses be resolved. The advent of rapid event-related fMRI has greatly improved the field and expanded our knowledge about the brain. For example, it is possible to investigate what neuronal network is responsible for proper encoding of memory by reviewing the brain responses to correct memory. But what is more interesting is to investigate the brain regions that are (not) involved in the incorrect encoding of memories to identify the breakdown in the process. 
Practical Fundamentals of Functional MRI (fMRI)
Functional MRI is a field of Neuroimaging that detects small changes in blood oxygenation in cortical regions that are synchronized with the presentation of a specific paradigm. During the paradigm presentation, the scanner collects many slices (~24-36 slices) using echo planar imaging in a short amount of time, ~2 seconds. The result is a time series of volume data (4D). Since the magnitude of the change is quite small, ~1%, several pre-processing steps improve the detection of the activation induced signal changes. After the pre-processing has been applied, a statistical test or model can be used to determine the significance of the changes that occur. Finally, the statistically significant regions, "blobs", are coregistered to a high-resolution dataset for display and interpretation.
Pre-processing In all fMRI experiments there is a dummy period where the MR signal is allowed to reach a steady-state. Typically the first 10-12 seconds (5-6 dummy scans if TR=2s) of scanning is discarded. It is important to make sure that the appropriate amount of time is allotted in the paradigm design for the signal to reach steady state. Otherwise, there would be a timing error and the resultant activations would not reflect activation due to the particular portion of the paradigm.
Once the appropriate data has been retained, one must perform motion correction of the data. The goal of motion correction is to make sure that the volumes of data acquired are spatially aligned so that when a voxel is projected over time it represents the same brain tissue over time, see figure 3. Figure 3 Typically, the user identifies a reference volume at a specific time point (default is the first image in the series). This volume of data is compared to the next in the time series. An iterative process of shifting and rotating the new volume to match the reference volume is performed. The goal is to minimize the difference between the two datasets. Once this has been accomplished the resultant shift and rotation is applied to that volume and is used as the starting point for the next volume. This continues until all the time points have been corrected. A plot of the shifts and rotations is informative about how well the subject behaved and to determine if there are any activation induced motion artifacts, see figure 4. The motion correction algorithm can correct for sub-voxel movements but has difficulty in large shifts. This is due to the MR signal dependence on the RF pulsing history. Therefore, slow drifts in the data are acceptable but large (0.5mm or larger) volume-to-volume jumps are not. In the event that these jumps exist, one has to throw out the data or try to salvage portions that do not exhibit motion.
Figure 4
A controversial area of pre-processing for fMRI has been the issue of spatial and temporal smoothing. The benefit of smoothing is an increase in the apparent signal to noise. There is a dramatic effect with a small amount of smoothing, however, the downside of smoothing is that the localization of the activation is compromised. The range of spatial smoothing is anywhere from 5mm up to 12mm depending on the goal of the experiment. Obviously, with the larger smoothing kernel the goal of the research is to investigate larger network issues within the brain. Larger smoothing kernels are also used when data are normalized to a standard template to improve the transformation process by removing individual differences. The issue of temporal smoothing is somewhat less of an issue as the hemodynamic response is sluggish compared to the TR used in the fMRI experiment. The effect of smoothing in the time dimension is to reduce the physiologic fluctuations that occur and help reduced volume-to-volume signal changes that are a result of the imaging hardware.
The statistical analysis of functional data has always been a hot bed of controversy. It starts with the fact that the data are not independent samples as many statistics assume. There is an auto-correlation issue with the formation of MR data especially if one smoothes the data (i.e. mix signals in time and space from different voxels). Furthermore, there is the issue of multiple comparisons and how does one correct for these. In a typical dataset, there are 131072 (64x64x32) voxels, which can be reduced based on some intensity threshold but the number is still quite large. What does a confidence level mean with such a large number? For example a confidence level of 95% (? =0.05) means that you are willing to accept a 5% error. In the above example that would mean 6554 voxels would be false positives. How do you adjust the statistic to account for all the comparisons being made? The Bonferroni correction is a very conservative approach, which works well with a small number of comparisons, however it can be used as a guide. The correction considers each comparison separately but with a fraction of the desired confidence level. In the example above, the desired significance level is 0.05 and the number of comparisons is 131072. The Bonferroni correction would impose a significance level of 0.000000381 (0.05/131072) on each comparison to ensure that the overall significance level for the entire dataset was maintained at 0.05. In practice this is much to conservative. Each functional imaging software package has developed methods to address this issue. For example, SPM (http://www.fil.ion.ucl.ac.uk/spm/) invokes random Gaussian field theory to determine levels of significance and the thresholds that should be applied. Still other packages have utilized Monte Carlo simulations to develop a model of the noise of random data to guide the significance level and the thresholds that are applied to the data. The bottom line is that the theory used to determine the level of significance applied to the data has to be known by the user in order to interpret the data responsibly.
Another factor that goes into the threshold calculation used on the statistical maps is the amount of connectivity imposed. There should be more significance put on 5 voxels that are suprathreshold and connected than 5 individual islands of activation, where the latter has more potential to be noise. Now this is a tricky situation especially when there is a large amount of smoothing employed. You can imagine that if you take a single voxel with a large amount of activation and smooth it to cover a large area, the surrounding voxels will benefit. This could boost these voxels above the threshold and connect them so that they meet the cluster threshold. The areas of activation could be enlarged. Again it is important that the investigator understand how the data are preprocessed and what impact that will have on the generation of the statistical maps.
Finally a statistic with an appropriate threshold needs to be applied to the data. In some functional imaging software packages a model of the paradigm is constructed and used to fit the data. For example, it is known when the active and rest periods occur. This can be combined with a hemodynamic response to simulate the expected response from the vascular based signal. Accounting for motion correlated signal changes, physiologic induced variations, global signal changes over time and even difficulty of the task presented can further enhance the model. The more information supplied to the model the better the estimate of the activation induced signal changes. However, if the model is designed with poor information, it is possible to increase the error resulting in poor activation detection. The opposite end of the spectrum in functional brain imaging is to not assume too much about the signal response. This is advantageous because it can apply to any type of experiment but the residual signal has a large amount of variance. This increased variance may reduce the detection of the activation induced signal change or it may have a structure that can be used to improve the model. Nevertheless, there is a large spectrum of functional imaging analysis packages that have been developed by individual labs to accomplish the level of modeling or statistics that are required to attack a specific issue. It is important to understand the assumptions and basis of the software package that is being used to generate the statistical maps.
Once the statistical map has been created, it needs to be displayed. The first step in this process is to make sure that the high resolution anatomic data (2D or 3D) is coregistered with the functional data. The coregistration step ensures that the underlying anatomy is the source of the activation induced signal change. Next the functional data needs to be interpolated to the resolution of the anatomic data. Typical dimensions of the fMRI data are 64x64 and the anatomic data are 256x256. Bilinear interpolation can be used to increase the matrix size of the fMRI data. This operation takes into account the neighboring data values when creating the data to fill-in between the original data. Sinc interpolation is a better method but requires more computational effort since it incorporates more of the data when determining a voxel value. A larger problem is what to do in the slice dimension. Usually, the fMRI data has a thickness of 3-4mm whereas the anatomic data is typically 1mm thick. Simple duplication of the statistical over 4mm of the brain may not represent the true activation location or continuity. The use of trilinear or sinc interpolation is preferred to ensure that the continuity of the functional activation is preserved.
With the functional significance maps overlaid on the anatomic data, how does one demonstrate activation? This is accomplished by manipulating the look up table (LUT) for the image. Typical MR images are displayed in grayscale with black=minimum value (1) and white=maximum value (256). The user controls the window width (contrast) of pixel values displayed and the center level (brightness) of the window to create the desired image contrast. In the case of fMRI data, the LUT is modified such that the lower portion In most cases this means that a color LUT is used for the upper band. Typically the hot metal colormap is used such that regions that just meet significance are red/orange, higher levels of significance are yellow and the most significant are white. The cool metal colormap is used for negative activations. The 3D dataset with the modified LUT can be viewed with any 3D package to allow you to slice away the brain to expose the underlying activations or render the brain to visualize the activation patterns on the surface of the brain, see figure 6 . Figure 6 
