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We show that it is possible to derive tight bounds on the eigenvalues of real 
matrices whose off-diagonal entries are all equal. In most cases, these bounds are much 
sharper than those obtained by applying Gershgorin’s circle theorem. 
Off-diagonal constant matrices are square real matrices which can be 
written as the sum of a diagonal matrix and a constant matrix. Matrices of this 
type occur in the convergence analysis of algorithms used to solve the spatial 
equilibrium problem (see Zubieta [4]). T o correctly assess the convergence 
properties of these algorithms, it is necessary to determine the value of some 
of the eigenvalues of a given off-diagonal constant matrix or at least tight 
bounds on these eigenvalues. When the diagonal elements of the matrix are 
widely spaced and large compared to the offdiagonal elements, Gershgorin’s 
theorem and other elementary results of linear algebra yield in most cases 
satisfactory bounds on the eigenvalues of interest (see, for example, Noble and 
Daniel [2]). However, when the preceding conditions are not met, it is 
impossible to proceed with the convergence analysis. In this paper, we derive 
new bounds on the eigenvalues of off-diagonal constant matrices which are 
particularly sharp whenever Gershgorin’s theorem and related results are of 
little use. 
Let A be an n X 12 off-diagonal constant matrix such that a,, = a + d i, 
i = l,..., n, and aij = a, i + j, where a and d i’s are given scalars, and set 
DA {di, i=l,..., n }. Let now E be the set of distinct values in D indexed 
in ascending order, and m be the number of elements in E (so that we have 
e,<e,< ..’ <e,). For each j in {l,..., m }, let nj be the number of 
occurrences of ej in D, and lj be the subset of indices i such that d i = ej 
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(note that nj = JZ,I, j = l,.. ., m). In the following, we suppose that (Y > 0; 
when (Y < 0, one can simply derive bounds on the eigenvahres of - A and use 
the fact that, if X is an eigenvalue of - A, then - h is an eigenvalue of A. 
Let us first notice that the eigenvectors of A can be partitioned into two 
sets: those whose components sum to zero and those whose components do 
not sum to zero. We wiII now examine each of these sets separately. 
Let x be an eigenvector of A such that C~=,X i # 0. Without loss of 
generality, we may suppose that C:=ixi = 1. We know that for x to be an 
eigenvector, we must have Ax = Xx for some eigenvalue X of A. It is easily 
seen that, due to the special structure of A, the vector equation Ax = Xx is 
equivalent to the system d,xi + 1y = Ax,, i = 1,. . . , n. This in turn is equiv- 
alent to 
xi = a(h - di) -l, i=l ,***,n, 0) 
which implies 
i (A-d,)_‘=a-’ 
i=l 
- j~lnj(h-ej)-l=a-l. (2) 
It is fairly easy to see that the function f(X) A X;I= rnj( A - ej) ~ ’ is strictly 
monotone decreasing on any interval not containing any ej, that 
lim x__ccf(A)=limx,+,f(X)=O, and that limx_,e- f(X)= -cc and 
lim x _ p + f(X) = + co. From this, we can deduce that Equation (2) possesses 
exactly ‘m distinct roots X j, j = 1 
1 
,..., m, and that hjE(ej,ej+r), j= 
>...> m - 1, and X n, E (e,, + oo). To each of these roots, we can associate an 
eigenvector xi whose components sum to 1: 
X/=a(Aj-di)-l, i=l ,*..> n. (3) 
Let us now consider the eigenvectors of A whose components sum to 0. 
For any e in E such that nj > 1, it is easily verified that ej is an eigenvalue of 
A and t/r at the invariant subspace associated with ej contains the set 
xi= {XER”JCiEI xi = 0; xi = 0, i 4 Zj}. From this, we can infer that the 
multiplicity of ej ii no less than nj - 1. On the other hand, the sum of the 
multiplicities of the ej’s can be no more than n - m, since we have already 
found that the m roots of Equation (2) are eigenvalues of A. 
EIGENVALUES OF OFF-DIAGONAL CONSTANT MATRICES 
Using the fact that Cyz,(nj - 1) = (Cy=,nj) - m = n - m, we are now in 
position to conclude that: 
(1) each of the roots of Equation (2) is an eigenvalue of multiplicity 1; 
(2) each ej such that nj > 1 is an eigenvalue of multiplicity nj - 1. 
We have thus succeeded in locating fairly precisely all but one of the 
eigenvalues of A: the first m - 1 roots of Equation (2) which belong to the 
intervals (ej, ej+i), j = l,..., m - 1, and the eigenvalues which are equal to 
some of the ej’s. We will now proceed to bound the largest eigenvalue of A, 
x *, , which we already know to be in the interval (e,,, + oo). It is a well-known 
fact that the largest eigenvalue of any symmetrix matrix is larger than or equal 
to the largest diagonal element of this matrix; therefore X m > maxi (d i + a) = 
e,, + a. As for an upper bound on X mr we can derive a crude one by using 
Gershgorin’s theorem: X,, < e,,, + na. 
The bounds on X m can be improved by applying the well-known “ power 
method” (see, for example, Varga [3] or Atkinson [l]) to the matrix A. If 
d,>,O, i=l,..., n, the power method can be applied directly, since then A is 
a positive primitive matrix. If some of the di’s are negative, we can use the 
power method to find bounds on the dominant eigenvalue x of a positive 
primitive matrix of the form A + al where CJ is a constant such that u > ]e,]; 
we then have the relationship h,, = h - u. To simplify the exposition, we 
suppose in the following that d i > 0, i = 1,. . . , n. 
The power method proceed as follows: Starting with a positive initial 
vector y0 in R”, it constructs a sequence of vectors { y k } using the recursion 
formulayk+l=Ayk, k=1,2 ,.... From the y k ‘s, sequences of bounds on A rl, 
are determined through the following relationships: 
lower bounds: 
k=1,2,..., 
upper bounds: 
k=1,2,.... 
Under the hypothesis A > 0, we have I, < 1, < I, < . . . < p(A) Q . . . < 
u,~u,~u,andlimk,,~k=p(A)=limk,,~k,With X,=p(A),thespec- 
tral radius of A. The method will converge linearly to p(A) with convergence 
ratio less than or equal to e,,,/X,,. 
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In general, the number of operations required by each iteration of the 
power method is O(n2), but when it is applied to an off-diagonal constant 
matrix this can be reduced to O(n), since yk+ ’ can be computed using the 
formula yk+’ = diqk + zk, i = l,..., n, with zk = oCy=i~F. 
As a final remark, one can note that taking (1, 1,. . . , 1)” as y0 will yield 
Gershgorin’s upper bound as ur. Experience with small examples, however, 
has shown that (1, 1,. . . , 1)’ is not in general a good choice for yO; taking 
Yi’=d,+cu, i=l,,.., n, seems to yield faster convergence to A,,,. 
I would like to thank Patrice Marcotte for his cmnments on an earlier 
version of this paper. 
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