In this paper we propose a real-time selective video encryption solution in the scalable extension of High Efficiency Video Coding (HEVC) standard, referred to as SHVC. The proposed scheme encrypts a set of sensitive SHVC parameters with a minimum delay and complexity overheads. The encryption process is performed at the CABAC binstring level and fulfills both constant bitrate and format compliant video encryption requirements. In addition, it preserves all SHVC functionalities, including bitstream extraction for mid-network adaptation and error resilience.
Introduction
The new video coding standard High Efficiency Video Coding (HEVC) [1] , finalized in January 2013 [2] , enables up to 50% gain in terms of subjective video quality with respect to the H.264/AVC (Advanced Video Coding) high profile [3] . The scalable extension of HEVC (SHVC), adopted in October 2014, under two profiles (Scalable Main and Scalable Main 10), defines tools to enable fidelity (SNR), spatial, bit depth and color gamut scalability [4, 5] . The SHVC extension takes advantage of the spatial correlation between different video representations in order to improve the rate distortion coding performance by around 15%-30% [6] compared to the simulcast coding configuration. The SHVC bitstream is granular which enables the enduser to decode a set of layers that reach the requested video quality and fulfill user requirements in terms of bandwidth, display, computing and energy capabilities. In the up-coming years, the HEVC standard and its scalable extension SHVC are expected to be progressively deployed by the industry in order to offer new services with the perspective of
SHVC extension
The SHVC extension has been defined to provide spatial, fidelity, bit depth and color scalability with a simple and efficient coding architecture [4, 5] . All technologies defined in the HEVC standard are used in SHVC including quadtree-based block partitioning, large transform and prediction blocks, accurate intra/inter predictions, in-loop sample adaptive offset filter and highly adaptive entropy coding [1] . Moreover, the HEVC standard uses the concept of dQP to adapt the QP value at the coding unit level for visual quality optimization and rate control. The SHVC extension adopts an inter-layer prediction to take advantage of spatial correlation and improve the rate-distortion performance compared to independent encoding of the layers. The SHVC encoder consists of HEVC encoders, one encoder to encode each layer with the number of layers: one Base Layer (BL) and − 1 Enhancement Layers (EL). In the case of spatial scalability, the BL HEVC encoder encodes a down-sampled version of the original video and feeds the first EL encoder with the decoded picture and its MVs. The enhancement layer encoder encodes a higher resolution video with using the decoded picture from the lower layer as an additional reference picture. The inter-layer reference picture is up-sampled and its MVs up-scaled to match with the resolution of the EL layer being decoded. Fig. 1 shows an example of the SHVC encoder encoding two layers in a spatial scalability configuration. In the case of SNR scalability, the encoding process remains unchanged except that the picture used for inter-layer prediction is used without being up-sampled and its MVs up-scaled. The CABAC engine defined in HEVC remains unchanged in SHVC.
The SHVC encoder has one independent CABAC engine per layer (see Fig. 1 ). The CABAC engine at each layer consists of three main functions: binarization, context modeling and arithmetic coding [14] . First, the binarization step converts syntax elements to binary symbols (bin). Second, the context modeling updates the probabilities of bins, and finally the arithmetic coding compresses the bins into bits according to the estimated probabilities. Five binarization methods are used in HEVC, namely Unary (U), Truncated Unary (TU), Fixed Length (FL), Truncated Rice Code with context p (TRp) and Kth Order Exp-Golomb Code(EGk). The U code represents an unsigned integer with a binstring of length + 1 composed of 1-bins followed by one 0-bin. The TU code is defined with the largest possible value of the syntax element (0 ≤ ≤ ). When the syntax element value < , the TU is equivalent to U code, otherwise is represented by a binstring of 1-bins. The FL code represents a syntax element with its binary representation of length ⌈log 2 ( + 1)⌉ with ⌈ ⌉ is smallest integer greater than or equal to . The TRp code is a concatenation of a quotient = ⌊ ∕2 ⌋ (with ⌊ ⌋ being the largest integer less than or equal to ) and a remainder = − 2 . The quotient is first represented by the TU code as a prefix concatenated with a suffix represented by the FL code of length . The EGk code is also a concatenation of prefix and suffix. The prefix part of the EGk code is the U representation of ( ) = ⌊log 2 ( 2 + 1)⌋. The suffix part is the FL code of + 2 (1 − 2 ( ) ) with = + ( ). The arithmetic coder can be performed either by an estimated probability of a syntax element (context coded) or by considering equal probability of 0.5 (bypass coded). The three main functions of the CABAC at each SHVC layer are illustrated in Fig. 2 . The CABAC engine at each SHVC layer is initialized at the start of each frame and then the frame of each layer is encapsulated in an independent slice.
Robust and fast chaotic generator
The performance in terms of robustness and speed of any chaos-based cryptosystem depends greatly on the used chaotic generator. Moreover, the generated sequences must exhibit good cryptographic properties. We use an enhanced version (fast and secure) of our chaotic generator (without delays) published in El Assad and Noura patent [15] . It should be noted that the proposed joint selective encryption can be used with any secure and fast classical or chaos-based generator to obtain similar results [16, 17] .
Indeed, to the best of our knowledge, practically, most chaotic generators of the literature, in which they combine two chaotic maps are robust against statistical and known attacks. The main difference between them is how is the degree of robustness (described until now by the complexity of their structures) and their computational performance.
As illustrated in Fig. 3 , the chaotic generator consists of two discrete chaotic maps, namely the Skew Tent Map (STM), given by Eq. (6) and the Piece-wise Linear Chaotic Map (PWLCM), specified by Eq. (7), where 1 and 2 are the control parameters which range from 1 to 2 − 1 and 2 −1 − 1, respectively, with = 32 is the used finite precision of the calculus. represents the discrete time variable and 1 [ ] and 2 [ ] vary between 1 and 2 − 1. and each of 32 bits length come from an Initial Vector (IVg) produced by a pseudo random generator and are used to set 1 [ − 1] and 2 [ − 1], respectively at = 0. Each chaotic map includes a technique of perturbation based on a Linear Feedback Shift Register (LFSR). The outputs of the two disturbed maps are added or xored depending on whether the two values are equal or not, respectively.
The used chaos-based generator is described in the following four steps:
1. First, the secret key , composed of 6 initials parameters, is used as an input of the chaotic generator. These initial parameters are , , 1 ) and = ( ). Notice that and are used only in the first iteration of random values creations. This will increase the complexity of the system and prevents the recurrent random samples productions.
The creation of first random sample value is performed as in
Eqs.
(1) and (2).
4. The generation process of the remainder random sequences is done in the same manner as in previous without including the and values (see Eqs. (3) and (4))
5. The final random value ( ) is produced by xoring the 1 ( ) and 2 ( ) as follows:
The used chaotic generator illustrated in Fig. 3 enables the following features:
1. Cryptographically secure: First, as we can see in Fig. 4(a) , the produced sequences have passed the 188 statistical tests defined by the National Institute of Standards and Technology (NIST) [18] . We have performed the NIST test (a battery of 188 tests) on 100 sequences, each contacting one million bits. In Fig. 4(a) , we show the obtained proportion value of sequences passing a test, versus the index of the test (from 1 to 188). As we can see, the produced sequence have passed the 188 tests : Second, the mapping of Fig. 4 (b) (curve [ ( + 1), ( )]) shows that the generated sequences are unpredictable. Moreover, the size of the secret key is equal to 169 bits and the length of the generated trajectories (orbits) are very long. [19] . As shown in Fig. 4(b) , the trajectory of the proposed chaos-based generator looks as messy. This means that an attacker cannot retrieve any useful information from the output and thus a cipher text attack is infeasible.
The proposed chaotic generator produces completely different output sequences when it is initialized with a different IVg and the same secret key.
Related work
The most straightforward method to secure video contents is to encrypt the whole file by using standard encryption algorithms such as Advanced Encryption Standard (AES) [20] . This method called Naive Encryption Algorithm (NEA) treats the video bitstream as text data without considering the structure of the compressed video [10] . However, NEA suffers from several drawbacks. First, the encryption/decryption process becomes time and energy consuming (computationally costly) for large-scale data, especially video at high resolution and high bitrate. Therefore, NEA may not be suitable for real-time video streaming applications, which have rigid restrictions on delay and energy on mobile devices. Second, the NEA prevents untrusted middle-box 1 in the network from performing post-processing operations on the encrypted video bitstream such as transcoding and watermarking. Third, the NEA solution applied on the scalable video bitstream does not preserve the bitstream features such as sub-stream extraction for network adaptation and error resilience [11] .
Selective video encryption has emerged as an effective alternative to NEA [11, 21, 22] . Selective video encryption considers the coding structure of the video bitstream and encrypts only the most sensitive information in the video bitstream, in the following, some research are discussed:
• Authors in [21] studied the impact, in terms of both video quality and bitrate, of encrypting different HEVC parameters (i.e. syntax elements). The encryption of a set of parameters including Transform Coefficients (TCs), TC sign, Motion Vector (MV) difference, MV difference sign and delta Quantization Parameter (dQP) enables a high degradation of the video quality with a slight increase in bitrate. • Shahid et al. [22] proposed a selective encryption solution for the HEVC video at a constant bitrate. The proposed solution encrypts a set of HEVC syntax elements including TCs, TC sign, MVs difference and MV sign. The encryption is performed at the level of the Context-Adaptive Binary Arithmetic Coding (CABAC) binstring (i.e., after the binarization process of the CABAC). The binarization of the TCs is performed in the HEVC draft 6 2 through a combination of Truncated Rice code with an adaptive context (TRp) and th-order Exp-Golomb (EGk) code with = 0 (EG0). • Authors in [22] proposed an algorithm to encrypt the suffix of only TCs that do not impact the adaptive parameter after encryption. Thus, this algorithm fulfills constant bitrate and format compliant encryption requirements. Moreover, the AES algorithm is used, in Cipher Feedback (CFB) mode, to encrypt the HEVC syntax elements. Therefore, the authors in [22] proposed an algorithm to transform non-dyadic Encryption Space (ES) to dyadic a ES to prepare the plaintext for AES-CFB encryption, dyadic space represented by a number of bits and should be multiple of 2. However, in some cases, the last bit suffix cannot be encrypted (non-dyadic ES). • The encryption of Region of Interest (ROI) has been investigated by the authors in [23] based on the tiles repartition in HEVC [1] through both selective and naive encryption of the tiles within the ROI. • Authors in [24] proposed an encryption framework that offers full protection to the SVC bitstream while providing necessary transparency to perform secure mid-network adaptation. The whole SVC bitstream is encrypted using the AES encryption algorithm in block cipher mode, except the syntax elements containing information required to perform the adaptation. This clear (non-encrypted) information is also used to generate the Initial Vector (IV) of the AES encryption algorithm. 2 The binarization of the residual has been changed in the HEVC standard.
• In [25] authors showed the performance of a selective 3 encryption solution of the SVC bitstream with respect to the conventional standardized encryption solution: Secure Real-time Transport Protocol (SRTP). The selective encryption solution enables a significant gain in terms of both processing complexity and end-to-end delay: since no encryption/decryption is required for network adaptation and only partial information is encrypted/decrypted by the end-users. However, the selective encryption solution introduces a slight bitrate overhead mainly related to the transmission of the IVs required to initialize the AES algorithm to cope with issues related to error and synchronization.
Motivations and contributions
In this paper we investigate a real-time selective encryption for the SHVC coded video. Our main motivation is to design an encryption solution with the four following features: (a) format compliant, (b) constant bitrate, (c) secure with low delay and low complexity, (d) maintain SHVC scalability features, including granularity with the capability of accessing to different quality representations of the video content.
In this paper we propose an encryption solution that encrypts, in format compliant and constant bitrate, a set of SHVC parameters including TCs, TC sign, MV difference, MV difference sign and dQP sign. The encryption process is performed at the level of the CABAC binstring. We also propose a new algorithmic solution that determines the encryptable bins after the binarization of the TCs in TRp and EG-k ( = + 1) codes while satisfying constant bitrate and format compliant requirements. The proposed encryption solution uses a chaotic encryption system [15, 26] . Chaotic-based encryption systems are more flexible and modular, and thus are suitable for large-scale data encryption [27] . Moreover, the chaotic generator used as stream cipher enables the encryption and decryption the SHVC syntax elements on the fly, without additional delay and memory usage.
We investigate three SHVC encryption schemes. The first scheme encrypts only the lowest layer (SHVC-BL), the second scheme encrypts all SHVC layers (SHVC-All) while the third scheme encrypts only the highest SHVC layer (SHVC-EL). The performance of the proposed schemes has been assessed in different scalability configurations: fidelity (SNR) and spatial at two ratios 2x and 1.5x. The first scheme, encrypting only the lowest layer, enables a high security level on all layers. In fact, the inter-layer predictions, used in the SHVC extension, propagate the Table 1 Comparison between the proposed encryption schemes (SE-SHVC-BL and SE-SHVC-EL) and the state of the art methods.
SE schemes
Format compliance encryption from the encrypted base layer (BL) into all Enhancement Layers (EL). Moreover, this scheme encrypts on average less than 8% of the whole SHVC bitstream. This low encryption space is proportional to the resolution of the encrypted BL which is lower than the resolution of the EL especially in spatial scalability. The scheme encrypting only the highest layer enables a perceptual (transparent) encryption where the base layer remains clear and the quality of the EL is decreased below the quality of the BL. Regarding computational complexity, the proposed schemes were assessed in the context of a real-time SHVC decoder. The decryption of the BL in the first scheme (SE-SHVC-BL) introduces on average less than 3% additional complexity, while decrypting all layers introduces less than 6% of the whole decoding time of HD resolution video. We also show that the complexity overhead remains similar when using the AES encryption algorithm in stream cipher mode. Table 1 compares the SE-SHVC-BL and SE-SHVC-EL encryption schemes with the state of the art on different video encryption criteria. The SE-SHVC-BL and SE-SHVC-EL enable secured and perceptual video encryption, respectively; and can be applied on different SHVC scalability configurations: temporal, spatial, fidelity, bit depth and color gamut. With respect to transcoding capability, the SE-HEVC-BL scheme is robust to transcoding of all ELs while the SE-HEVC-EL encryption scheme is robust to BL transcoding. In fact, the ELs can be transcoded since they are not encrypted. On the other hand, SE-HEVC-EL is robust to BL transcoding since the BL is not encrypted, the transcoding can be performed on the BL. It should be noted that when the BL is transcoded it cannot be used to decode the enhancement layer without drift errors. Finally, the SE-HEVC-EL encryption scheme can also be applied to the single layer HEVC standard corresponding to simulcast and single layer HEVC configurations. The rest of this paper is organized as follows. The proposed selective SHVC encryption schemes are described in Section 3. The performance of the proposed encryption schemes is assessed and discussed in Section 4. Finally, Section 5 concludes this paper.
Proposed SHVC selective encryption schemes
The proposed solution encrypts the SHVC bitstream in three different configurations (here known as schemes). The first scheme encrypts only the bitstream of the BL (SE-SHVC-BL). This scheme will also affect the quality of the ELs since the decoded BL picture and its MVs are used as a reference for the inter-layer predictions of the EL encoders. The second scheme (SE-SHVC-All) encrypts the bitstream of all SHVC layers. Therefore, these two schemes will achieve a high security level of encryption since in addition to the encryption of the BL, all ELs are implicitly or explicitly encrypted in schemes SE-SHVC-BL and SE-SHVC-All, respectively. The third scheme (SE-SHVC-EL) encrypts only the highest EL. Thus, the lower quality of the video remains clear and only end-users holding the secret key can visual a higher quality of the video. The encryption solution encrypting each layer is similar and is described in the next sections.
Encryption parameters
The proposed encryption solution is SHVC format compliant and does not affect the compression ratio of the SHVC encoder. Therefore, only syntax elements binarized in FL code and then bypass coded can be safely encrypted. The selective encryption is performed after the binarization process in the CABAC as illustrated in Fig. 2 .
The CABAC uses the EG1 code for the binarization of MV differences the binarized values are then bypassed. Thus, the suffix part of MV difference is encrypted without impacting the compression ratio or violate the format compliance requirement, regarding the compression ratio, in the bypass mode each bit have the same probability which means flipping zero to one does not affect the compression ratio. Regarding the format compliance remember that the suffix of the EG1 is binarized using FL code which means the flipping bits will be a valid representation of the suffix part of the EG1. As an example, assume that on of the MV difference is 7, then using EG1, the prefix part is 110 and the suffix part is 001 while the whole code-word is 110001, now the prefix part is the U representation of (7) and one bit change will crash the decoder, while the suffix part is given by a FL code, as a result flipping 001 to one of the 000,001,010,011,100,101,110,111 values is a valid representation of the FL code and so is a format compliant encryption.
The sign of MV difference is also encrypted since it is binarized in FL code with = 1 and bypassed, again, bypass mode assign the same probability for zero as well as for one which mean changing zero to one or vice versa will never affect the compression ratio. Moreover, since the MV difference sign is binarized in FL code with = 1, flipping zero to one or vice versa will keep it in the same format which means a format compliant value.
The absolute value of the dQP is context coded so its encryption will affect its probability and the compression ratio. We propose in this paper to encrypt only the dQP sign which is bypassed in the SHVC CABAC and binarized in FL code with = 1. Concerning the TCs, they are bypassed and binarized with a combination of TRp with ∈ {0, 1, 2, 3, 4} and EGk codes ( = + 1). The suffix of the EGk code can be safely encrypted, while encryption of the TRp suffix is not format compliant since its encryption can affect the parameter value and consequently the compression ratio. In this paper we propose an algorithm enabling to accurately determine of the bins of the TRp suffix that can be encrypted without changing the before and after all possible values of the TRp suffix. The parameter value is updated after the binarization of each TC depending on its absolute value | | as follows:
where is initialized to 0 at the start of each transform sub-block.
The absolute value of TC (it is represented in this study as ) is composed of the base level (it is represented in this study as ) plus the remaining part (it is represented in this study as ). | | = + . The value of the is computed based on the value with ∈ {1, 2, 3} for ≠ 0. The base level value is first signaled in the bitstream with specific syntax elements and then only the remaining part different from 0 is binarized in TRp and EGk codes. Algorithm 2 provides the positions (from the least significant bin) of the encryptable bins in the TRp suffix. The whole suffix is encryptable. 3: else if (cRP == 1) then 4: if (baselevel == 2 AND (coef == 4 OR coef == 5)) then 5: No encryption. 6 :
The whole suffix is encryptable. 8: end if 9: else if (cRP == 2) then 10: if (coef ≤ 7 OR coef ≥ 12) then 11: The whole suffix is encryptable. 12: else if (baselevel == 2 AND (coef == 10 OR coef == 11)) then 13: No encryption. 14: else 15: The first bin of the suffix is encryptable. 16: end if 17: else if (cRP == 3) then 18: if (coef ≤ 15 OR coef ≥ 24) then 19: The whole suffix is encryptable. 20: else if (coef ≤ 19) then 21: The first two bins of the suffix are encryptable. 22: else if (baselevel == 2 AND (coef == 22 OR coef == 23)) then 23: No encryption. 24: else 25: The first bin of the suffix is encryptable. 26: end if 27: else if (cRP == 4) then 28: if (coef ≤ 31 OR coef ≥ 48) then 29: The whole suffix is encryptable. 30: else if (coef ≤ 39) then 31: The first three bins of the suffix are encryptable. 32: else if (coef ≤ 43) then 33: The first two bins of the suffix are encryptable. 34: else if (baselevel == 2 AND (coef == 46 OR coef == 47)) then 35: No encryption. 36: else 37: The first bin of the suffix is encryptable. 38: end if 39: end if In the case where base level is equal to 1, the whole suffix can be encrypted since the value plus 1 ( ) never exceeds the threshold to update for all possible suffix values ( + 1 ≤ 3 × 2 ). In the following part we discuss the encryption configurations provided in Table 2 for base level different from 1. Table 2 provides the encryptable bins in the suffix of the TC binarized in TRp code with = 3. The threshold computed by Algorithm 1 to update the parameter = 3 is equal to 24 (3 × 2 ). When the value is less than 16 or greater than 23, the three bins of the suffix can be safely encrypted since in these cases the TC value (| |) remains less or greater than 24 for all possible suffix values. When the value is less than 20 (and greater than 15) only the first two bins of the suffix can be encrypted. This is because encrypting the third bin can increase the value of the TC | | to be greater than Table 2 Encryptable bins in bold font of the TC suffix binarized in TRp code with = 3 and = + .
baseLevel Prefix  Suffix   2  3   14  16  17  10  110  15  17  18  10  111  16  18  19  110  000  17  19  20  110  001  18  20  21  110  010  19  21  22  110  011  20  22  23  110  100  21  23  24  110  101  22  24  -110  110  22  -25  110  110  23  25  -110  111  23  -26  110  111  24  26  27 1110 000 the threshold value and then update the parameter while the initial value | | does not. In the case where the value is equal to 22 or 23 along while the base level is equal to 2, the suffix cannot be encrypted since changing one bin in the suffix brings the value of the TC | | on the other side of the threshold. In all other configurations provided in Table 2 only the first bin of the suffix can be safely encrypted. Therefore, Algorithm 2 enables the format-compliant encryption of all possible bins in the suffix of the TCs binarized in TRp code, aiming to maximize the encryption space. Finally, the sign of the TC is encrypted. Table 3 summarizes the encrypted parameters in the proposed selective encryption solution.
Chaotic-based encryption system
The principle of the encryption system is illustrated in Fig. 5 . The encryption process is carried out syntax element by syntax element using a simple xor and addition operations:
where is the encryptable bin of one syntax element (plain), −1 is the encrypted bin of the previous syntax element. The previous encrypted value is used to transfer the diffusion effect from one encrypted parameter to the other plain ones, and is the generated bits from the chaotic generator (dynamic key). To encrypt the first syntax element, −1 with = 0 is set to ( −1 = ). The confusion effect is obtained by mixing the plain parameters with the key stream while the diffusion effect is obtained by using the previous ciphered parameters −1 .
In case that the addition operation has an overflow, the result is truncated since the addition operation in the both encryption and the decryption parts are exactly the same.
It must be noted that the chaotic generator at each iteration (call) generates a key stream of 32 bits. We add an extra layer on the top of the chaotic generator to manage returning a specific number of bits (0 ≤ ≤ 32) equal to the number of bits required to encrypt each syntax element (i.e. length of in bits). This layer manages an internal buffer that stores the key stream of 32 bits and calls the chaotic generator to fill its internal buffer when it is empty or the number of requested bits is higher than the remaining bits within the buffer. On the decoder side, the decryption is performed by an inverse operation as follows:
End-to-end synchronization
Synchronization between the encoder and the decoder is a challenging issue when the selective encryption is used with a stream cipher system. Moreover, the encryption must be robust to packet losses (i.e., enable re-synchronization of the decryption even after packet loss occurs in the network). Therefore, the joint compression/encryption system should be carefully designed to enable a secure encryption while preserving all SHVC features including sub-stream extraction and error resilience; and also by minimizing the bitrate overhead.
To preserve all SHVC functionalities, the dependencies of the chaotic generator follow the SHVC coding dependencies including temporal dependency (inter prediction) between frames of the same layer and dependency between SHVC layers (inter-layer prediction). We consider one independent chaotic generator for each SHVC layer, where each generator will produce the dynamic key ( ) used to encrypt the syntax elements of the corresponding SHVC layer. This enables an independent encryption and decryption of the L SHVC layers. Moreover, the different secret key must be shared between the encoder and the decoder decoding the video layers. This solution enables access rights per service brought by a specific set of SHVC layers (HD, UDH, High Dynamic Range, High Frame Rate etc.). Each chaotic generator is re-initialized with the same secret key and a new IVg at each new Clean Random Access (CRA) frame [30] . This enables a safe sub-stream extraction with a correct decryption of the BL and the corresponding ELs event when previous frames are not extracted and decoded. The IVg is a pseudo random sequence of 64 bits carried our at the start of each CRA frame either at the bitstream level as Supplemental Enhancement Information (SEI) or at the transport level by the used transport protocol (RTP, MPEG-TS, DASH). Authors in [31] proposed a solution to use attributes of Real-time Transport Protocol (RTP) as an IV and thus avoids additional bitrate overhead. In [24] , the non-encrypted information in the video bitstream is used to generate the Initial Vector (IV) of the AES encryption algorithm without additional overhead. Fig. 6 illustrates the structure of the encrypted SHVC bitstream with two layers using SE-SHVC-All encryption scheme. The Video Parameter Set (VPS) header contains information related to the whole video then the Sequence Parameter Set (SPS) and Picture Parameter Set (PPS) headers containing information of the BL are signaled followed by the first BL slice. The SPS and PPS headers of the EL are signaled before the first EL slice. The encrypted data at both the BL and EL slices using the SE-SHVC-All scheme are highlighted by red segments referring to a partial encryption. Therefore, the proposed selective encryption schemes do not encrypt the video headers including slice headers, information that is usually used for mid-network adaptation.
Results and discussions

Experimental design
The proposed encryption schemes were implemented in the Scalable Reference software Model (SHM) encoder version 4.1 [32] . The decryption algorithms were implemented under the optimized 4 SHVC decoder OpenHEVC [33] . This allows assessment of the complexity overhead of the decryption process in the context of the real-time SHVC decoder. We consider the common SHVC test conditions [34] . The configuration of the test video sequences is provided in Table 4 . These video sequences 4 Optimized software refers in this paper to a code-source written in Single Instruction Multiple Data (SIMD) operations. are encoded in low delay P configuration (I frame followed by P frames), two layers ( = 2) and three scalability configurations: two spatial configurations with ratios 2x, 1.5x and one fidelity (SNR) configuration. We consider three QP configurations EL QP is QP ∈ {22, 26, 34} and the corresponding BL QP is equal to the QP in spatial scalability configurations and QP ∈ {26, 30, 38} in SNR scalability. We use both Peak Signal to Noise Ratio (PSNR) and the Structural SIMilarity (SSIM) criteria to assess the quality of the decoded video. Table 5 gives an average performance in terms of PSNR Y, SSIM and ES of the three proposed encryption schemes for video classes A and B at one particular EL QP configuration (QP = 22). We can notice that encryption schemes SE-SHVC-BL and SE-SHVC-All, encrypting only the BL and both layers respectively, drastically decrease the objective quality of the video sequences by decreasing their average PSNR Y values to below 10 dB and their average SSIM values to below 0.2, in all scalability configurations. The encryption scheme SE-SHVC-BL considerably decreases the objective quality of both layers since the inter-layer prediction used in the SHVC extension propagates errors, introduced by encryption, from the encrypted BL to the clear (nonencrypted) EL. In fact, the EL decoder uses reconstructed samples of the BL picture as a reference for inter-layer prediction and also uses the encrypted BL MVs in the inter-layer merge mode. 5 We can also notice that the SE-SHVC-All encryption scheme enables a further decrease in the objective quality of the SHVC video by 0.1 dB-0.2 dB with respect to the SE-HEVC-BL encryption scheme.
Objective quality and encryption space
On the other hand, the SE-SHVC-EL encryption scheme encrypting only the EL slightly decreases the objective quality of the EL video. This is because most of the information is predicted from the clear BL while only details (difference between BL and EL) of the video are encoded and encrypted at the EL.
The ES of the SE-SHVC-BL remains on average less than 8% of the whole SHVC video bitstream including BL and EL. This low ES is obtained thanks to the selective encryption where only the most sensitive syntax elements are encrypted and also because the size of the BL bitstream is lower than the size of the non-encrypted EL particularly in spatial scalability configurations. The encryption space in the ES-HEVC-EL encryption scheme is around 11% of the whole SHVC video bitstream and encryption of both layers with SE-SHVC-All encryption scheme increases the ES to 16% on average.
The PSNR Y, SSIM and ES performance of the three considered schemes in all scalability configurations is provided in Table 6 for the 1080p50 Cactus video sequence at different QP configurations. We can notice that the three proposed encryption schemes decrease the objective quality of the video to the same low quality level whatever the QP values and the corresponding initial quality of the video. However, the ES slightly decreases with high QP values in the SE-SHVC-All encryption scheme since less syntax elements are present at low bitrate configuration. Moreover, for the SE-SHVC-BL and SE-SHVC-EL encryption schemes the ES depends not only on the QP but also on the scalability configuration which changes the resolution of the BL and the correlation degree between the two layers (related to the video sequence, the scalability configuration and the QP used at each layer). Table 7 shows the BL and EL PSNR of the three color components (Y, U and V) of the 1600p30 Traffic video sequence encrypted with the SE-SHVC-BL encryption scheme at different scalability and QP configurations. This Table shows that the SE-SHVC-BL encryption scheme decreases the PSNR of both layers to the same level in different QP and scalability configurations. The PSNR of the BL and EL is decreased to around 8.5 dB for the luminance Y component and 13 and 15 dB for the U and V color components, respectively. Table 8 gives the ES repartition between the different encrypted SHVC syntax elements in the three proposed encryption schemes for the Traffic video sequence in two QP configurations. In the two bitrate configurations, the TC sign represents the most encrypted syntax element with more than 85% and 73% in high and low bitrate configurations, respectively for the SE-SHVC-All encryption scheme. The proportion of the TC sign is higher than the TC since most of the TC values lower than the base level ( ) and different from zero are not binarized (remaining part is equal to 0) while their sign is signaled. Moreover, for the TCs binarized in TRp code, the proposed Algorithm 2 may reduce the number of encrypted bins in the TRp suffix. We can also notice that proportions of the MVs difference sign and the MVs difference slightly increase at low bitrate configuration mostly at the expense of TC sign and TCs syntax elements which are reduced at high QP value (low bitrate). The ES repartition in encryption schemes SE-SHVC-BL and SE-SHVC-EL shows that scalability configuration also impacts the ES repartition mostly caused by the resolution of the BL and the correlation between these two layers. Finally, the dQP sign represents less than 1% and 2% of the encrypted syntax elements in SE-SHVC-All scheme at high and low bitrate configurations, respectively.
Histogram analysis
To resist against an important statistical attack, the histogram of the encrypted frame should be uniformly distributed as much as possible and different from the original frame. Fig. 7 shows the histogram of the frame #8 of the PeopleOnStreet video sequence at QP = 22 in SNR scalability for the three proposed selective encryption schemes. In Figs. 7b and 7c relating the frames encrypted with encryption schemes SH-SHVC-BL and SE-SHVC-All, respectively, the histograms are distributed in a manner close to the pseudo-random distribution and are completely different from the original one. This result together with previous statistical analysis results leads to the robustness of the proposed schemes to the statistical and visual analysis attacks.
Edge differential ratio
Edge Differential Ratio (EDR) evaluates the edge differences between the original and the encrypted video sequences [35, 36] . As the edges are not longer clear the encryption solution is secure. To produce the edges of both frames (original and encrypted ones) the Laplacian of Gaussian method is used. The EDR is calculated as follows:
where and are the bit value in the edge detected binary matrix for the plain-frame (non-encrypted) and the ciphered-frame, respectively. Table 9 presents the average evaluation results of the EDR for the three proposed schemes. It is clear that the average EDR values are close to 1, which ensure that the proposed encryption schemes SE-SHVC-BL and SE-SHVC-All have high ability to hide the edges of the encrypted frames. Fig. 8 shows the edges of frame #8 of Kimono video sequences. It confirms the results provided in Table 9 . In fact, the structural information of the encrypted frame by schemes SE-SHVC-BL and SE-SHVC-All are completely hidden and become useless for the attacker. Fig. 9 shows the visual quality of BasketballDrive video sequence frame #9 encrypted by schemes SE-SHVC-BL and SE-SHVC-EL. We can notice that scheme SE-SHVC-BL encrypting only the BL also affects the visual quality of the EL. The inter-layer prediction using the decoded BL picture and its MVs propagates the errors to the EL. However, by using the SE-SHVC-EL, the BL remains clear and the quality of the EL is slightly decreased compared to the SE-SHVC-BL scheme. This is because most of the information is predicted from the base layer and only details (encrypted data) are encoded at the level of the EL. We can notice that the proposed SE-SHVC-EL encryption scheme leads to a perceptual (transparent) encryption solution by decreasing the visual quality of the EL layer below the quality of the BL while the EL video is still recognized. However, the encryption scheme SE-SHVC-BL enables a more secure encryption solution by drastically decreasing the visual quality of all layers. Additional analysis on the security parameters of these three proposed selective encryption schemes are investigated in the next section.
Visual quality
Subjective quality assessment
In order to evaluate, subjectively, the robustness of the proposed real time selective encryption method, we have performed a set of subjective encryption tests. They consist in evaluating the degree of perceptibility of visual content in the encrypted videos. Different configurations (perceptual schemes) and quality levels (different QPs) have been studied in this tests campaign. In this subjective quality assessment, the Double Stimulus Continuous Quality Scale (DSCQS) method was used [37] . Each encrypted video was presented twice to participants accompanied by its reference version (original). Participants were asked to numerically quantify the degree of content visibility of the encrypted videos. In other words, each participant must assign a visibility score to each of the 12 test videos, according to a rating scale: video content is completely invisible 1, Barley visible 2, Slightly visible 3, visible 4 and clearly visible 5 [38] . At the end of each test condition, a dedicated Graphical User Interface (GUI) is displayed on the screen for about 10 s during which the observer gives and then confirms its judgment. At the beginning of the experiment, additional sequences were introduced in order to stabilize the opinion of the observers (these sequences will not be taken into account for the final data processing). To eliminate the memory effect, video sequences were mixed in such a way that two successive sequences must be from different categories, sequences and quality levels. The first step in the results analysis is to calculate the average score of Mean Opinion Score (MOS) for each video used in the experience. This average is given by Eq. (11) .
where is the score of participant for degree of visibility of the sequence and is the number of observers. In order to better evaluate the reliability of the obtained results, it is advisable to associate for each MOS score a confidence interval, usually at 95%. Fig. 10 illustrates the MOS for four considered videos encrypted with the SE-BL-SHVC encryption scheme at three QP configurations. We can notice that the subject scores are between 1 and 2 which refer to completely invisible and barely visible qualities for the four videos at three different bitrates. Moreover, the confidential intervals for all video remain low and do not exceeds 2. The 2 point in the rating scale means that subjects can scarcely see a few things of the video (without being able to recognize the global context of the presented video). These subjective results confirm the high security level of the SE-BL-SHVC scheme to drastically decrease the video quality which convenient for secure applications.
Security analysis
Encryption quality
The difference between the frequency of occurrence for each byte before and after encryption is called Encryption Quality (EQ). It calculates the average frequency difference between all possible bytes in the original and the encrypted video frames. The EQ is defined as follows [39] :
where ( ) is the total number of occurrences for the byte in the ciphered frame , and ( ) is the total number of occurrences of the same byte in the original frame .
Therefore, the higher the EQ value is, the more secure is the encryption solution. Table 10 presents the EQ of the three proposed 
where ℎ and are the height and the width of the gray video frame, respectively. The derivation of Eq. (13) from Eq. (12) is detailed in Appendix.
The maximum EQ values of Kimono and PeopleOnStreet video sequences computed by Eq. (13) are equal to 16 136.7 and 31 875, respectively. We can notice from Table 10 that encryption schemes SE-SHVC-BL and SE-SHVC-All reach on average a higher EQ then half the maximum EQ in all scalability configurations and for both video sequences. However, the encryption scheme SE-SHVC-EL performs low EQ, which corresponds to features of the perceptual video encryption target. Fig. 11 gives more information on the EQ at each frame by the Cumulative Distribution Function (CDF) of the EQ for Kimono (a) and PeopleOnStreet (b) video sequences. We can notice that all frames of the Kimono and PeopleOnStreet video sequences have an EQ higher than 38.69% and 41.08% of the maximum EQ, respectively. On the other hand, all frames of these two video sequences have an EQ lower than 70.44% and 57.69% of the maximum EQ, respectively.
Key sensitivity test
Key sensitivity is extremely crucial for any encryption algorithm. It has a high security level relative to key sensitivity attacks if a slight change in the secret key produces a completely different ciphered image [40] . The testing scenario of key sensitivity is as follows: we have an original frame and two secret keys are different in one bit related to the least significant bit in the key ( 1 and 2 ). First, is encrypted using 1 to obtain the ciphered frame 1. Then the same frame is encrypted using 2 to obtain 2. Security parameters used to measure the resistance of any proposed cryptosystem for this attack are: Number of Pixels Change Rate (NPCR) and Unified Average Changing Intensity (UACI), they are given by the following equations, respectively [41, 42] :
where
The above tests are usually used to measure the resistance of a full encryption cryptosystem against the differential attacks introduced by Eli Biham and Adi Shamir [43] .
The optimal values of NPCR and UACI are 99.58% and 33.46%, respectively [41] . Although the proposed encryption solution is selective, the presented UACI and NPCR values in Table 11 for encryption scheme (a) Kimono.
(b) PeopleOnStreet. SE-SHVC-BL are close to optimal. Moreover, the average Hamming distance between the two encrypted frames are 49.69 and 50.87 for and , respectively. These HD values are too close to the optimal value of 50%. Finally, all experiments indicate that the proposed cryptosystems are sensitive to the one bit change in the secret key.
Error concealment attacks
One of the scenarios used to accomplish this type of attack is performed by replacing all encrypted bits with zeros. Table 12 presents the average PSNR and SSIM values over the whole frames of Kimono and PeopleOnStreet video sequences after replacing all encrypted bits by zeros for the BL.
It is clear from Table 12 , that after replacing all encryptable bits with zero, the PSNR and SSIM values remain low and far from the correct decoded and decrypted sequences. These results contend the robustness of the proposed schemes against this scenario of the known plain-text attacks.
Brute force attack
It breaks the cryptosystem by trying a large number of possible keys until the correct one is found. In the worst case, all possible keys in key space are tested [44, 45] .
Encryption of MVD and residual signs was classified by [46] to be secure selective encryption algorithms. In our proposed cryptosystem extra parameters such as the sign of dQP together with suffixes of the MVD and residuals increase the complexity of brute force attack.
Complexity evaluation
In this section we assess the computational complexity of the encryption schemes in the context of a real-time SHVC decoder. We use a computer fitted with an Intel Core i5 processor running at 2.5 GHz. Table 13 gives the Decoding Time (DT) and Complexity Overhead (CO) of the three encryption schemes using both chaotic and AES 6 encryption systems for the 1080p50 Cactus video sequence at different QP configurations. We can notice the high CO at high bitrate configuration (QP = 22) with respect to low bitrate configuration (QP = 34). This is mainly caused by the encryption of more syntax elements, including the complexity introduced by Algorithm 2 to safely encrypt the TCs, which increase in number at a high bitrate. The encryption scheme SE-SHVC-BL enables the lowest CO since only syntax elements of the BL are encrypted; and more especially in spatial scalability configurations where the resolution of the BL is lower than the EL resolution. On the other hand, the CO using either chaotic or AES encryption systems remains low in the context of real-time SHVC decoder and varies between 0% and 5% according to the bitrate, the scalability configuration and the used encryption scheme. This CO performance is obtained thanks to the low ES of the proposed selective encryption solution where less than 17% of the whole video size is encrypted. The maximum bitrate in Table 8 of the encryptable bits for the high resolution 1600p30
Traffic video sequence are 31.63 Mb/s and 28.66 Mb/s in 2x and SNR scalability configurations, respectively, with encryption scheme SE-SHVC-All at high bitrate (QP = 22). These bitrates remain very low with respect to the Chaotic and AES generators bitrates which are equal to 823.9 Mb/s and 888 Mb/s 7 , respectively. This not only decreases the complexity of the encryption/decryption, which is inconvenient for battery-operated devices, but also decreases the end-to-end delay for live and real-time video streaming applications.
Conclusion
In this paper we have proposed a selective video encryption solution based on the chaotic system in the scalable HEVC extension. The chaos- 6 AES system is used here in stream cipher mode (counter mode) for complexity comparison purposes with respect to the chaotic system. 7 This performance is obtained on a Core-i5-4300M CPU @ 2.6 GHz, using the Cryptopp [47] implementation of the AES encryption algorithm. based stream system used is more robust and faster than the traditional stream ciphers. The proposed selective encryption (SE) solution encrypts the most sensitive syntax elements in the scalable HEVC (SHVC) bitstream at the CABAC binstring level. This encryption solution is an SHVC format compliant and does not impact the SHVC compression ratio. The encryption is applied on the SHVC bitstream in three different configurations: encryption of only the Base Layer (BL), encryption of all layers and encryption of only the highest Element Layer (EL) resulting in three encryption schemes SE-SHVC-BL, SE-SHVC-All and SE-SHVC-EL, respectively. Experimental results have shown that the first two schemes enable a high security level by drastically decreasing the visual quality of the video while the third scheme performs perceptual video encryption. The three schemes preserve all SHVC functionalities, including bitstream extraction and error resilience. This process enables the untrusted middle-box to perform network adaptation on the bitstream and further decrease the end-to-end delay. The ES of SE-SHVC-BL scheme remains low and does not exceed 8% of the whole SHVC bitstream and this scheme also passes all security encryption tests. In terms of computational complexity, the SE-SHVC-BL encryption scheme introduces a low complexity overhead, which remains lower than 3% of the whole SHVC decoding time of High Definition video sequences at high bitrate.
