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We present analysis of a single channel interacting quantum wire problem in the presence of
spin-orbit interaction. The spin-orbit coupling breaks the spin-rotational symmetry from SU(2)
to U(1) and breaks inversion symmetry. The low-energy theory is then a two band model with a
difference of Fermi velocities δv. Using bosonization and a two-loop renormalization group procedure
we show that electron-electron interactions can open a gap in the spin sector of the theory when
the interaction strength U is smaller than δv in appropriate units. For repulsive interactions, the
resulting strong coupling phase is of the spin-density-wave type. We show that this phase has
peculiar emergent topological properties. The gapped spin sector behaves as a topological insulator,
with zero-energy edge modes with fractional spin. On the other hand, the charge sector remains
critical, meaning the entire system is metallic. However, this bulk electron liquid as a whole exhibits
properties commonly associated with the one-dimensional edge states of two-dimensional spin-Hall
insulators, in particular, the conduction of 2e2/h is robust against nonmagnetic impurities.
I. INTRODUCTION
The discovery of the quantum spin Hall insulator1–4
sparked the realization that gapped phases of matter with
identical bulk spectra are not all equivalent. Indeed, if
an insulator can be characterized by a nonzero topolog-
ical invariant, it hosts gapless modes at its edge which
are robust to perturbations that respect the anti-unitary
symmetries of the system. This topological protection
crucially depends on a finite gap in the bulk. While
the topological classification of non-interacting systems
is well established,5 the role of strong interactions is still
a matter of ongoing research.
A prime example of a strongly correlated system are
electrons in a quantum wire which are a good realization
of a Tomonaga-Luttinger liquid (LL).6,7 The distinctive
feature of this state of matter is that the elementary ex-
citations have no relation to free electrons, but rather
are described by collective plasmon modes. Addition-
ally, these plasmon modes carry spin and charge inde-
pendently, a phenomenon known as spin-charge separa-
tion. As a consequence of the collective nature of the ele-
mentary excitations, even weak interactions between the
electrons have profound consequences for the quantum
state of the system. If interactions become strong, they
can lead to a strong coupling regime where spectral gaps
are generated dynamically without spontaneous breaking
of any continuous symmetry.
A particularly fascinating example of such a dynam-
ically generated state is the Luther-Emery liquid8, in
which the charge sector remains critical (gapless), how-
ever, the spin degrees of freedom acquire a gap. This
can quite naturally occur for attractive interactions, in
which case the pairs of spins form singlets and the sys-
tem exhibits many properties of superconductivity.6,7,9 If
the interactions are repulsive, however, the spin-gap may
only form if SU(2) spin-rotational symmetry is somehow
broken in the system.6,7 While this case has the same
thermodynamic spectrum as the spin gap that appears
for attractive interactions, the states are rather differ-
ent, with the dominant correlations in the repulsive case
being of the spin-density- wave (SDW) type.
In this work, we will argue that the spin-gapped sys-
tem with repulsive interactions is topologically nontriv-
ial. This topological state is peculiar in the sense that
(i) it emerges as a strong coupling phase of the origi-
nal model and (ii) even while one sector of the theory
is gapped the other remains gapless so that the overall
electron liquid is not in a gapped phase. Nonetheless,the
system exhibits properties usually associated with topo-
logical insulators. First, zero-energy edge modes with
fractional spin emerge at the boundary of a finite system.
We note that this property has recently been predicted in
a related one-dimensional model with spin-triplet pairing
in Ref. 10, while various topological properties of gapless
states have been discussed more generally in Refs. 11 and
12. Second, since electrons carry both charge and spin
the gap in the spin sector affects the whole electron liquid
and leads to unusual transport properties. In particular,
we find that the bulk of the wire is robust against non-
magnetic impurities as long as interactions are not too
strong [for Kc > 3/4]. We note that these transport
properties are inherent to the SDW phase and have also
been discussed in Ref. 13 and 14. Throughout the pa-
per we will compare the transport properties of the two
realizations in more detail.
The study of strongly interacting one-dimensional sys-
tems is by no means academic. Over the last several
years there has been remarkable progress in nanotechnol-
ogy which has led to an explosive growth of experimen-
tal work on low-dimensional systems. Single and mul-
tichannel one-dimensional conductors or quantum wires
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2can now be manufactured in a controlled fashion.15–20
These systems provide a fertile ground for laboratory ex-
periments of strongly interacting systems.
However, as interactions in quantum wires are natu-
rally repulsive, the SDW phase can only be realized if
the spin SU(2) symmetry in the systems is broken. In
a realistic setup, this is naturally achieved by the pres-
ence of spin-orbital interaction. In experiment, ballis-
tic quantum wires are created in a two-dimensional elec-
tron gas (2DEG) by cleaved edge overgrowth. They are
therefore naturally subject to spin-orbit coupling (SOC)
which breaks the SU(2) symmetry. The SOC arises due
to the asymmetry associated with the potential that con-
stricts electrons to the two-dimensional plane, the so-
called Rashba SOC.21 The asymmetry and therefore the
Rashba SOC can be further controlled by applying ex-
ternal gate voltage.22–24 In addition to the noted asym-
metry due to the confining potential (which include the
quantum-well potential that confines the electrons to the
2D layer as well as the in-plane potential that forms
the quantum wire25) spin-orbit interaction is inherent
to semiconductors of zinc-blende or wurtzite structure
lacking a center of inversion. This leads to the so-called
Dresselhaus SOC.26 In this paper, we consider the situa-
tion where the Rashba term is tuned to be much stronger
than the Dresselhaus term. This limit can be achieved
experimentally by applying a sufficiently strong backgate
voltage.
The effect of SOC on interacting one-dimensional
systems has been discussed extensively in the
literature.13,14,25,27–34 However, so far it was be-
lieved that the SDW state can only be realized with
the help of an additionally applied magnetic field which
explicitly breaks the time-reversal symmetry of the
system13,14 or by fine tuning a modulated Rashba
SOC.35,36
In contrast, we show in this work that the SDW state
can be realized in quantum wires with strong spin-orbital
interaction even without additional perturbations such as
magnetic fields as long as the spin-orbit coupling leads to
different velocities25,27,28 at the Fermi points of the low-
energy bands. In this case, we find the criterion for the
gap opening that the dimensionless velocity difference δv
should be larger than the dimensionless Hubbard U in-
teraction. This constitutes one of the main results of our
work; throughout the paper we will critically contrast
our results with previous work on spin-orbit coupling in
quantum wires in order to explain how we obtained a
different answer. Having shown that the SDW may be
realized, we will then discuss the topological properties
of this state. In particular, we will show that zero-energy
edge modes emerge at the boundary of a finite wire, and
electrical conduction in this state is insensitive to impuri-
ties as long as time-reversal symmetry remains unbroken.
This constitutes the second main result of this paper.
The paper is structured as follows. In Sec. II, we first
use a specific tight binding model to study the effect of
spin-orbit interaction on the spectrum of non-interacting
fermions. After having established some basic under-
standing, we summarize results of previous studies and
contrast them to this work. In Sec. III, we use the re-
sults from the noninteracting case to formulate an ef-
fective low-energy theory in the presence of interactions.
We proceed to bosonize this model which takes interac-
tions into account exactly and discuss the influence of
SOC by deriving the renormalization group (RG) flow in
Sec. III B. We find that the RG flows to strong coupling
in a certain parameter regime which leads to the opening
of a spin gap. The nature of the strong coupling fixed
point is discussed in Sec. III C and we study the topolog-
ical properties as well as the effect of disorder in Sec. IV.
A summary of the present work is presented in Sec. V,
which is followed by two appendixes. In Appendix A,
we present the bosonization and refermionization con-
ventions used throughout the work, while Appendix B
presents details of the renormalization group procedure.
Throughout the paper, we use units where ~ = 1.
II. TIGHT BINDING MODEL FOR ONE
DIMENSIONAL ELECTRONS IN THE
PRESENCE OF SPIN-ORBIT-COUPLING
We consider spinful fermions confined to one spatial
dimension and subject to a Rashba spin-orbit-interaction
at incommensurate filling. The Hamiltonian of the model
is
H = H0 +HSO +Hint . (1)
The bare hopping Hamiltonian is given by
H0 =− t
∑
j,σ
c†j,σcj+1,σ + H.c.
− t′
∑
j,σ
c†j,σcj+2,σ + H.c.− µN
= −
∑
k,σ
[2t cos(k) + 2t′ cos(2k) + µ] c†k,σck,σ .
(2)
Here cj,σ destroys an electron with spin σ =↑, ↓ at site
j. The hopping amplitude is denoted by t for nearest
neighbor and t′ for next-nearest-neighbor hopping. We
use dimensions where the lattice spacing a0 = 1 and we
assume periodic boundary conditions.
The Rashba-type SOC reads as
HSO =− iα
∑
j,σ,σ′
c†j,σσ
z
σ,σ′cj+1,σ′ + H.c.
= 2α
∑
k
sin(k)c†k,σσ
z
σ,σ′ck,σ′ .
(3)
The Rashba SOC with coupling strength α breaks the
SU(2) spin-rotational symmetry down to U(1) but pre-
serves time-reversal symmetry. Here σi, with i ∈
{x, y, z}, denotes the set of Pauli matrices in spin space.
3Finally, the Hubbard interaction is given by
Hint = U
∑
j
nj,↑nj,↓ . (4)
with the coupling constant U and the electron density
operator nj,σ = c
†
j,σcj,σ.
Throughout this work, we assume the hopping am-
plitudes as positive, t, t′ > 0 and repulsive interactions,
U > 0.
A. Effects of spin orbit coupling on the spectrum
of noninteracting electrons
First, we discuss the effect of SOC on the spectrum
of noninteracting fermions without next-nearest-neighbor
coupling i.e we set t′ = 0. The non-interacting part of
the Hamiltonian (1) then reads as
H0 =
∑
k,σ
c†k,σ [−2t cos(k) + 2ασ sin(k)] ck,σ , (5)
where σ = ±1 are the eigenvalues of σz. Using the har-
monic addition theorem, this can be recast into the form
H0 =− 2t˜
∑
k,σ
cos(k − σq0)c†k,σck,σ . (6)
Here, t˜ =
√
t2 + α2 is the renormalized hopping ampli-
tude and q0 = arctan(α/t).
We conclude that in the absence of next-nearest-
neighbor hopping SOC renormalizes the hopping ampli-
tude and shifts the spectrum by a constant momentum
±q0, for spin up or down respectively. However, this shift
can always be removed by a spin dependent gauge trans-
formation and therefore has no observable effect on the
thermodynamic properties of the system [they depend
only on the spectrum].
This statement can be made explicit by considering the
Hamiltonian in Eq. (5) back in real space:
H˜0 =− 2t˜
∑
j,σ
eiq0jσc†j,σcj+1,σ = −2t˜
∑
j,σ
d†j,σdj+1,σ , (7)
where we defined the fermion operator dj,σ = e
iq0jσcj,σ.
The model in the presence of SOC is therefore unitarily
equivalent to a model without SOC but with renormal-
ized hopping parameter.34 Note that this statement re-
mains true in the presence of interactions since the trans-
formation leaves the density nj,σ = c
†
j,σcj,σ = d
†
j,σdj,σ
invariant and thus does not change the form of the inter-
action term Hint. For repulsive electron-electron inter-
action, the system therefore would be in the Luttinger
liquid phase (see Sec. III B), as it would be in the ab-
sence of SOC.
This possibility of gauging out the Rashba term was
presented recently by Goth and Assaad in Ref. 34. How-
ever, it is curious to note that this Hamiltonian is iden-
tical to that of two spinless fermionic chains in a mag-
netic field.37,38 The Rashba term in the former model is
equivalent to the orbital magnetic field in the latter; the
inter-chain coupling in the ladder model being equivalent
to a Zeeman term in the Rashba case, were such a term
to be present.
In the ladder realization of the Hamiltonian, it is fairly
clear why the magnetic field can be gauged out unless
the chains are coupled: a pure one-dimensional object
can have no orbital motion, and therefore can not feel
the orbital effects of a magnetic field. In its essence, the
reason why spin-orbit may be gauged out in the Hubbard
chain is analogous: There is no ”orbital” motion possible,
so the spin-orbit may only couple as a pure gauge [one
should be careful, however, that this is not to say there
are no observable effects of spin-orbit (see Ref. 34 for the
analysis)].
However, as any physical manifestation of a one-
dimensional wire is necessarily due to a confining poten-
tial in the transverse directions, the Rashba spin-orbit in-
teraction may nevertheless couple to the wave functions
in these transverse directions to affect the system in a
thermodynamic manner. This was analyzed 15 years ago
in a series of papers by Moroz et al ;25,27,28 the crux of
this work is that non-trivial effects occur when the parity
(inversion) symmetry of the wire is broken in an essen-
tial way (assuming time-reversal symmetry is preserved).
This broken inversion symmetry may be intrinsic to the
wire itself, or due to the confining potentials. While we
refer to these original papers for an overview of the mate-
rials physics aspect of this, it turns out one may capture
this behavior with a simple toy model, (1), with next-
nearest neighbor hopping.
When t′ 6= 0, the spectrum of (1) is given by
σ(k) = −2t˜ cos(k − σq0)− 2t′ cos(2k) . (8)
We find two bands characterized by the z-component
of the spin that are shifted by an constant momentum
q0. The band structure is depicted in Fig. 1. Notice
that the inversion symmetry is broken due to the SOC
σ(k) 6= σ(−k). While this is also true when t′ = 0, in
the presence of next-nearest neighbor hopping this leads
to different Fermi velocities at the Fermi points of each
band [cf. Fig. 2], and thus the symmetry can not be
restored by a trivial gauge transformation. Meanwhile,
time-reversal symmetry of the model is still preserved
and therefore σ(k) = −σ(−k).
We can find an analytical estimate for the velocity dif-
ference in the limit when t˜ t′ and the chemical poten-
tial is tuned to the bottom of the band. In this case, we
can expand the spectrum around k = σq0. We find the
Fermi points of the band σ determined by the equation
σ(k1,2) = µ and the Fermi velocities:
v1,2 =
∂σ(k)
∂k
∣∣∣∣
k=k1,2
=± 2
√
(t′)2 sin2(2q0) + µ˜
(
t˜+ t′ cos(2q0)
)
+ 4t′σ sin(2q0) .
(9)
4ε(k)-μ
k
FIG. 1. Spectrum in Eq. (8) of the hopping model in Eq. (1)
in the noninteracting case. The bands are labeled by the z-
component of the spin and shifted by the constant momentum
q0. The energy in units of the hopping parameter t is shown
for the parameters α/t = 0.3 and t′/t = 0.5.
where µ˜ = 2t′ cos(2q0)+2t˜+µ. Due to the preserved time-
reversal symmetry, the Fermi points and Fermi velocities
are not independent but rather k↑,1 = −k↓,1 ≡ k1, etc.
The velocity difference at the Fermi level is given by
∆v =
|v1| − |v2|
|v1|+ |v2| =
2t′
t˜
sin(2q0) +O
[(
t′/t˜
)2]
. (10)
Notice that the velocity difference vanishes either in the
absence of SOC, α = 0, or without next-nearest-neighbor
hopping, t′ = 0. For weak nearest-neighbor hopping and
weak SOC, it is of the order of δv ∼ αt′/t2.
To summarize, by using an explicit hopping model for
one-dimensional fermions in the presence of SOC, we
have identified two main effects of SOC on the spectrum
of noninteracting electrons. First, it breaks the SU(2)
spin-rotational symmetry and therefore lifts the spin de-
generacy of the spectrum and second it breaks inversion
symmetry leading to different Fermi velocities v1 6= v2.
Before we discuss the effect of interaction on the phase
diagram of the system we now review existing work on
the topic to put this work in the correct context.
B. Summary of previous work
This work considers two interrelated questions: first,
whether spin-orbit coupling may drive a [otherwise SU(2)
invariant] single-channel quantum wire with repulsive in-
teractions to a spin-gapped SDW phase; and secondly,
what are the physical properties of this phase, in partic-
ular, those associated with non-trivial topology. As, par-
ticularly, the former of these questions has a rich history,
we find it useful to briefly summarize previous results
relevant to this work.
The model we use was first described fifteen years ago
by Moroz et al.25,27,28, who derived explicitly that in
general the SOC gives rise to two bands with different
Fermi velocities. They modeled a quantum wire as a two-
dimensional electron gas confined in one spatial direction
by an external potential and derived the band structure
of the effective one-dimensional model. The spectrum in
the presence of SOC turns out to have the same form as
that of our hopping model and they propose the effec-
tive low-energy theory we discuss in Sec. III. We note,
however, that it was not until very recently34 that it was
realized how essential this difference in Fermi velocities
is, as if this effect is neglected, the SOC may be removed
by a gauge transformation.
The effect of interactions was also discussed in the
early works.27 By a simple scaling dimension analysis,
they concluded that the backscattering interaction term
potentially responsible for the opening of a spin-gap is
always irrelevant (for repulsive interactions), and thus
a spin-gap never opens. However, it turns out that in
the vicinity of the SU(2) symmetric point, the scaling
dimension alone is not a good indication of relevance
as the backscattering interaction at this point is exactly
marginal.6 One should therefore study this question more
carefully.
Five years later, Gritsev et al.32 revisited the prob-
lem of the RG of interacting fermions in the presence of
Rashba SOC. By treating the problem within two-loop
RG, they concluded that the SDW phase is possible, and
constructed a phase diagram. However, they start from
general parameters in the model [meaning interactions
may explicitly break SU(2) symmetry even in the ab-
sence of spin-orbit coupling], and it is very difficult from
their work to determine the line in parameter space the
physical situation where the SU(2) is broken only by spin-
orbit. In fact, as they do not consider different velocities
in the two bands, it must be true within their model that
the spin-gap state is never realized on this line.
A few years later, Schulz et al. revisited this problem
within one-loop RG, but treating the marginal backscat-
tering interaction much more carefully.33 Through this
analysis, they obtained a Berezinskii-Kosterlitz-Thouless
(BKT) phase diagram (as is the case without spin orbit6),
but with renormalized effective parameters, which de-
pend crucially on the velocity difference. Importantly, if
the velocity difference goes to zero, the bare backscatter-
ing parameters are not renormalized; which is an equiva-
lent way of saying that the SOC may be gauged out. The
result of this calculation, however, was that the parame-
ters are always renormalized towards the weak-coupling
side of the phase diagram, implying once more that the
SDW state is never realized.
We follow a very similar approach to Ref. 33, but by
integrating out the gapless charge sector, we treat ex-
actly the forward scattering couplings between the spin
and charge sectors before applying perturbative RG. Like
Schulz et al., we also obtain a BKT phase diagram with
renormalized parameters, but these renormalized param-
5eters can now be on either side of the phase boundary,
meaning that under certain conditions (which are derived
in this work), the spin-gap may appear and the SDW
phase is realized.
We note also that there is a lot of work on the realisa-
tion of the SDW state when a magnetic field is also added
to the system. The authors in Refs. 13 and 14 consid-
ered the situation when both spin-orbit coupling and a
magnetic field are present which breaks SU(2) symme-
try completely. They find that the system undergoes a
phase transition to the SDW state if the magnetic-field
and spin-orbit axes are orthogonal. Furthermore, if the
developed spin gap is large enough, the ordering in the
spin sector can crucially suppress the backscattering of
electrons of nonmagnetic impurities. On the other hand,
magnetic impurities can localize the SDW phase and de-
stroy the (near-)perfect conduction properties. This is
a general property of the SDW phase and will discussed
in detail in our work in Sec.IV A. One key feature of
the present case is that this phase is robustly protected
against these magnetic impurities by the time-reversal
symmetry in the system, or in other words, as long as
time-reversal symmetry remains unbroken, this state will
remain metallic.
Finally, we comment briefly on the topological proper-
ties of the phase we find, which are similar to those of a
topological insulator (due to the spin-gap), but occur in
a metallic system, due to the gapless charge modes. Re-
cently, another work appeared by Keselman and Berg10
looking at exactly this question. Although Keselman and
Berg looked at attractive interactions, they were inter-
ested in a spin-triplet pairing rather than the conven-
tional spin-singlet pairing, and this spin-triplet pairing
has exactly the same spin structure as our SDW. The
topological properties of the two models are therefore al-
most identical. The fractional spin-edge states we find
are analogous to those in 10, while we believe our con-
duction properties will also carry over to their model.
III. INTERACTION EFFECTS
We now construct an effective low-energy Hamiltonian
based on the previous results on SOC effects. In the pre-
vious section we have learned that the SOC lifts the spin
degeneracy of the energy bands and leads to two bands
(σ =↑, ↓) with asymmetric Fermi velocities v1 6= v2. To
find the effective low-energy form of the Hamiltonian we
linearize the spectrum near the Fermi points k1,2, see
Fig. 2. Next, we expand fermionic operators in modes
that vary slowly on the scale of the inverse Fermi mo-
mentum:
cj,↑ → ψ↑(x) = R↑(x) eik1x + L↑(x) e−ik2x ,
cj,↓ → ψ↓(x) = R↓(x) eik2x + L↓(x) e−ik1x .
(11)
This yields the density
nj,σ → R†σRσ + L†σLσ +R†σLσe−i2kF x + L†σRσei2kF x ,
(12)
where we defined kF = (k1 + k2)/2. While the SOC
breaks the chiral symmetry of the low- energy model,
time-reversal is still preserved. For spinful fermions,
the time-reversal symmetry operation T in real space
can be represented as T = iσyK. Here, σy acts in
spin space and K denotes complex conjugation. This
implies ψ↑(x) → ψ∗↓(x) and ψ↓(x) → −ψ∗↑(x). Us-
ing the low-energy decomposition in Eq. (11) we find
R↑(x) → L∗↓(x), L↑(x) → R∗↓(x) R↓(x) → −L∗↑(x), and
L↓(x) → −R∗↑(x). Using the bosonization conventions
outlined in Appendix A, this implies the following trans-
formation properties in the spin-charge basis:
ϕc(x) → ϕc(x) , ϕs(x) → −ϕs(x) ,
θc(x) → −θc(x) , θs(x) → θs(x) . (13)
Additionally the Klein factors transforms as κ↑ → κ↓ and
κ↓ → −κ↑.
The low-energy form of the Hamiltonian is given by
H0 =− iv1
∫
dx
(
R†↑∂xR↑ − L†↓∂xL↓
)
− iv2
∫
dx
(
R†↓∂xR↓ − L†↑∂xL↑
)
,
(14)
Hint =U
∫
dx
(
R†↑R↑ + L
†
↑L↑
)(
R†↓R↓ + L
†
↓L↓
)
+U
∫
dx
(
R†↑L↑L
†
↓R↓ + H.c.
)
.
(15)
Here, v1 and v2 are considered as phenomenological pa-
rameters of the low-energy theory which describe the dif-
ferent Fermi velocities at the left and right Fermi point.
On the basis of our analysis of the hopping model in
Sec. II we expect the velocity difference to be small but
in principle tunable through the Rashba parameter α.
The interaction term Hint follows from applying the de-
composition (12) in the Hubbard interaction in Eq. (4).
A. Bosonization
We study the low-energy theory with the help of the
bosonization technique using the conventions outlined in
Appendix A. The resulting Hamiltonian density of the
kinetic part reads as
H0 = vF
2
∑
σ
[
(∂xϕσ)
2
+ Π2σ
]
+
δv
2
[
∂xϕ↑Π↑ − ∂xϕ↓Π↓
]
,
(16)
where we introduced the difference δv = v1 − v2 and
average vF = (v1 + v2)/2 of Fermi velocities .
6k
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v2
FIG. 2. Band structure (k) of the low-energy theory. Due to
time-reversal invariance the dispersions of the two bands are
connected as ↑(k) = ↓(−k). The low-energy excitations for
up spins are right moving particles with velocity v1 at Fermi
momentum k1 and left moving particles with velocity −v2 at
Fermi momentum −k2 (analogously for down spins).
We now introduce the conventional spin and charge
operators
ϕc =
ϕ↑ + ϕ↓√
2
, ϕs =
ϕ↑ − ϕ↓√
2
. (17)
In the new basis the Hamiltonian density including
electron-electron interaction reads as
Hc =vc
2
[
KcΠ
2
c +K
−1
c (∂xϕc)
2
]
,
Hs =vs
2
[
KsΠ
2
s +K
−1
s (∂xϕc)
2
]
+
gs
2(pia)2
cos
(√
8piϕs
)
,
HSO =δv
2
[
∂xϕcΠs + ∂xϕsΠc
]
.
(18)
Here, the Luttinger parameters are defined as
Kµ = 1 +
gµ
2pivF
, µ = c, s . (19)
Due to Galilean invariance of the model it must hold that
vµKµ = vF . (20)
In terms of the original parameters, we have
gc = −gs = −a0U , (21)
where we reinstated the lattice constant a0. In particular
for repulsive interaction U > 0, we find Kc < 1.
We notice that the charge sector is described by a LL
state with coupling constants vc and Kc. The spin sector
is also a LL but includes a backscattering term that can
generate a spin gap if it becomes relevant in the RG sense.
We point out that the different Fermi velocities and thus
the SOC manifests itself only in the termHSO that breaks
the spin-charge separation. In the absence of SOC the
RG flow of the model is described by the well-known BKT
equations (35) and the corresponding flow is constrained
by SU(2) symmetry to the separatrix(see Fig. 3). Now, as
long as the velocity asymmetry δv is sufficiently small we
can stay in the spin-charge basis and treat the term H as
a small perturbation. Usually, the (marginal) term HSO
would be neglected as it only produces small corrections
under the RG. In the present case we have to keep it since
the conventional flow is exactly along the separatrix and
even a marginal term may drive the system into a new
phase.
To study the effect of this perturbation on the RG flow
of the model we will integrate out the (quadratic) charge
sector and derive the effective action of spin fields.
First we perform the Legendre transformation from the
Hamiltonian to the Lagrangian
L [ϕi, ∂xϕi, ∂tϕi] +H [ϕi, ∂xϕi,Πi]
=
∫
dx
∑
i
Πi(x)∂tϕi(x) .
(22)
where ∂tϕi = δH/δΠi. Solving the equations for the
conjugate momentum Π yields the expressions
Πc =
1
vF
∂tϕc − δv
2vF
∂xϕs, (23)
Πs =
1
vF
∂tϕs − δv
2vF
∂xϕc . (24)
Substituting Eqs. (18) and (24) into Eq. (22) yields the
resulting Lagrangian density
Lc = 1
2vcKc
[
(∂tϕc)
2 − v2c
(
1− δv
2
4v2c
)
(∂xϕc)
2
]
=
1
2v∗cK∗c
[
(∂tϕc)
2 − (v∗c )2 (∂xϕc)2
]
,
Ls = 1
2vsKs
[
(∂tϕs)
2 − v2s
(
1− δv
2
4v2s
)
(∂xϕs)
2
]
− gs
2(pia)2
cos
(√
8piϕs
)
,
Lsc =− δv
2vF
[∂xϕc∂tϕs + ∂xϕs∂tϕc] .
(25)
Here we introduced the renormalized coupling constants
K∗c = Kc
(
1− δv
2
4v2c
)− 12
, v∗c = vF /K
∗
c . (26)
Next we determine the action in imaginary time
iS =i
∫
dtdxL [ϕ, ∂xϕ, ∂tϕ]
t=iτ→ −S =
∫
dτdxL [ϕ, ∂xϕ, i∂τϕ] .
(27)
7The partition function is then
Z =
∫
DϕcDϕs e
−Ss[ϕs]−Sc[ϕc]−Ssc[ϕc,ϕs] , (28)
Sc =
∫
dx dτ
2vF
[
(∂τϕc)
2 + (v∗c )
2 (∂xϕc)
2
]
, (29)
Ss =
∫
dx dτ
2vF
[
(∂τϕs)
2 +
{
v2s −
(δv)2
4
}
(∂xϕs)
2
]
+
gs
2(pia)2
∫
dxdτ cos
(√
8piϕs
)
,
(30)
Ssc =
iδv
2vF
∫
dxdτ [∂xϕc∂τϕs + ∂xϕs∂τϕc] . (31)
Finally, integrating out the charge sector yields the ef-
fective action Ss = S0 + Sint in the spin sector at zero
temperature :
S0 =
1
2
∫
dq
2pi
dω
2pi
ϕs(q, ω)ϕs(−q,−ω)[
1
vs(q, ω)Ks(q, ω)
ω2 +
vs(q, ω)
Ks(q, ω)
q2
]
,
Sint =
gs
2(pia)2
∫
dxdτ cos
(√
8piϕs
)
.
(32)
The effective spin velocity and the Luttinger parameter
obey the following equations
vs(q, ω)Ks(q, ω) = vF , (33)
vs(q, ω)
Ks(q, ω)
=
vs
Ks
− vF
(
δv
2vF
)2 [
1− 4ω
2
ω2 + (v∗c q)2
]
. (34)
Note that vs and Ks are the coupling constants of the
system without SOC. The effective propagator in the spin
sector is affected in two ways by SOC as can be seen in
Eq. (34):
(i) The parameters in the spin sector are explicitly
renormalized by a δv term and (ii) there is a contribution
from the charge degrees of freedom where v∗c is renormal-
ized according to Eq. (26).
In the following, we will derive the RG equations of
the effective action Eq. (32) employing a standard Wilson
RG procedure in momentum space in order to study how
SOC affects the phase diagram of interacting electrons.
B. Renormalization group analysis
To determine the effect of SOC in the presence of inter-
actions, we study the RG equations of the effective action
Eq. (32) employing a perturbative Wilson RG procedure
in momentum space. To this end, we integrate out all
high energy degrees of freedom between the momentum
cutoff Λ and a lower cutoff Λ′ to obtain the low-energy
physics of the model. Details of the calculation can be
found in Appendix B. The result of this procedure is
encoded in differential equations for the dimensionless
strength of backscattering ys and forward scattering y
(the latter is related to Ks). The equations are of the
BKT type and read as:
dys
d`
=− ys(`)y(`) ,
dy
d`
= − y2s(`) .
(35)
Here, ` = ln(Λ/Λ′) and the initial values are given by
ys(0) = U and y(0) = U + δv f(U, δv) . (36)
They are determined by the dimensionless strength of in-
teraction U = a0U/pivF and the dimensionless strength
of SOC δv = (δv/2vF )
2. The function f(U, δv) is nonuni-
versal in the sense that it depends on the way the inte-
gration procedure of the RG is performed. The universal
fact, however, is that it vanishes at some point and that
sign
(
f(γ)
)
= sign
(
2U
δv
− 1
)
. (37)
The ratio of the two dimensionless parameters U and
δv therefore completely determines the phase of the in-
teracting electron gas in the presence of SOC. The cor-
responding phase diagram is shown in Fig. 3. In the
absence of spin-orbit coupling, for δv = 0, the bare cou-
pling constants are equal, ys(0) = y(0), and the flow is
along the separatrix. The SOC changes the initial val-
ues of the coupling strengths and depending on the sign
of the function f(U, δv) we either have ys(0) > y(0) or
ys(0) < y(0). For strong SOC, δv > 2U , the sign of f
is negative, which results in ys(0) > y(0) and the sys-
tem will flow to the strong coupling SDW phase. On the
other hand if δv < 2U we have ys(0) < y(0) and the sys-
tem flows to a Luttinger liquid phase with renormalized
Luttinger parameters.
To show this, we now review some of the properties
of the BKT flow equations.6 The flow equations are in-
variant under a sign change of ys (but not y) and are
characterized by the invariant µ2 = y2s − y2 and the ra-
tio of initial coupling constants y(0)/ys(0) ≡ cos(β). We
point out that while the RG flow is independent of the
sign of ys the nature of the strong coupling fixed point is
not. Indeed as we will discuss later in Sec. III C the dom-
inant correlations in the strong coupling phase are either
of the spin-density wave type (ys < 0) or the charge-
density wave type (ys > 0).
The flow equations can be integrated to find
y(l) = µ cot(µl + β), ys(l) =
µ
sin(µl + β)
. (38)
There are three different regimes, illustrated in Fig. 3.
(I) weak coupling: |y(0)| > ys(0), y(0) > 0. Here
β = iχ, χ > 0 and µ = im where m > 0. Backscat-
tering flows to weak coupling, ys → 0, while y → m
as l→∞. This phase is realized for δv < 2U .
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FIG. 3. RG flow of Eq. (35) describing the phase diagram
of interacting 1D fermions. In the presence of spin-orbit cou-
pling, the starting point of the flow is changed away from
the SU(2) invariant line (black rectangle) to the region of
strong coupling flow (blue circle) for strong spin-orbit cou-
pling, δv > 2U or to the region of flow towards the Luttinger
liquid phase for δv < 2U (green diamond).
(II) cross-over Here µ > 0 and 0 ≤ β ≤ pi. The flow
is still to strong coupling but via an intermediate
regime (0 ≤ β ≤ pi/2) where ys initially decreases.
This phase is realized for δv > 2U .
(III) strong coupling: |y(0)| > ys(0), y(0) < 0. Here
β = iχ + pi, χ > 0 which yields µ = −im where
m > 0. Both coupling constants flow to strong
coupling reaching a pole singularity at l0 = χ/m.
This phase is not realized in the context of our weak
coupling analysis.
The lines where µ = 0 are the SU(2) symmetric lines.
The flow is to weak coupling for repulsive interaction
[y(0) > 0] and towards strong coupling for attractive in-
teraction [y(0) < 0]. The RG flow evolves along these
lines in the absence of SOC.
We are particularly interested in the study of the
strong coupling phase where a gap opens in the spin
sector of the theory. This phase is realized in the case
of moderately strong SOC, δv > 2U , i.e., the crossover
regime in the above classification.
To get an estimate of the magnitude of the spin-gap
∆s, we integrate the RG-flow Eq. (38) up to a scale l
∗ =
ln(Λ/∆s) where gs(l
∗) = 1. In our case, the deviation
from the separatrix is always small and thus µ ' δv2  1.
This yields the estimate
∆s = Λe
−β/µ , (39)
where 0 < β < pi. The spin gap is therefore exponentially
small.
C. Nature of the strong coupling phase
In this section, we discuss which quasi-long-range cor-
relations govern the behavior of the strong coupling
phase. According to the Mermin-Wagner theorem, there
is no spontaneous breaking of a continuous symmetry
and thus no long-range order in dimensions D ≤ 2 at
any finite temperature and for short range interactions.
Therefore, the average of any order parameter 〈O(x)〉
vanishes. On the other hand, an operator O may exhibit
quasi-long-range order meaning that the correlation func-
tion 〈O(x)O(0)〉 decays as a power law. The ground state
of the system is then characterized by the operator whose
correlations decays the slowest among all.
We study two possibilities for the order parameter:
1. Charge-density wave:
OCDW =
(
R†↑L↑ + L
†
↑R↑
)
+
(
R†↓L↓ + L
†
↓R↓
)
=− 1
pia
[
sin(
√
4piϕ↑) + sin(
√
4piϕ↓)
]
=− 2
pia
sin(
√
2piϕc) cos(
√
2piϕs) .
(40)
2. z-component of the spin-density wave:
OSDW =
(
R†↑L↑ + L
†
↑R↑
)
−
(
R†↓L↓ + L
†
↓R↓
)
=− 1
pia
[
sin(
√
4piϕ↑)− sin(
√
4piϕ↓)
]
=− 2
pia
cos(
√
2piϕc) sin(
√
2piϕs) .
(41)
Superconducting correlations are also possible, but we
will not consider them here since we discuss the ex-
perimentally relevant case of repulsive electron-electron
interaction Kc < 1 for which their correlations decay
faster than density wave correlations. We note, how-
ever, that the crucial element in the following discussion
is the structure in spin-space (which has two possibili-
ties if gapped), so it is easy to adapt our results for the
case of attractive interactions, for example, as discussed
in Ref. 10.
In the strong coupling phase, the field ϕs orders and
therefore its dual field θs is totally disordered and all its
correlation functions decay exponentially to zero (this is
the case for the x and y components of the SDW and
we therefore exclude them from our discussion). On the
other hand, the CDW and SDW order parameters will
develop quasi-long range order.
We are now in the position to discuss the nature of
the strong coupling phase of interacting electrons in the
presence of SOC. We note that if the cosine term in the
spin-sector is relevant (massive phase), we have two pos-
sibilities:
• gs < 0, in which case the field ϕs wants to lock at
a minimum where cos(
√
8piϕs) = 1 to minimize the
9energy of the system, i.e. ϕs =
√
pi/2n. In this
case 〈cos(√2piϕs)〉 6= 0 and 〈sin(
√
2piϕs)〉 = 0, so
the dominant correlations are of the CDW type.
• gs > 0, in which case the field ϕs wants to lock at a
minimum where cos(
√
8piϕs) = −1 to minimize the
energy of the system, i.e. ϕs =
√
pi/2(n+ 1/2). In
this case 〈cos(√2piϕs)〉 = 0 and 〈sin(
√
2piϕs)〉 6= 0,
so the dominant correlations are of the SDW type.
In the case of repulsive electron-electron interaction
discussed above, we have gs(0) ' U > 0. The system
therefore develops SDW correlations in the z-component
of the spin.
IV. PROPERTIES OF THE
SPIN-DENSITY-WAVE PHASE
A. Effect of disorder
Consider the situation that the system has established
spin-density-wave order, i.e., the spin sector of the theory
is gapped. We now want to study the effect of sparsely
distributed disorder in this phase. This situation can
be modeled by considering a local scattering potential
at x = 0 with strength λσ for up- and down electrons,
respectively:
Himp =
∑
σ
λσnσ(0)
=
∑
σ
λσ
[
(R†σRσ + L
†
σLσ) + (R
†
σLσ + H.c.)
]
.
(42)
The first term describes forward scattering and we will
neglect it from now on since it is well known that it can
be removed via a gauge transformation.6 Thus,
Himp =
∑
σ
λσ(R
†
σLσ + H.c.)
=− 1
pia
[
λ↑ sin(
√
4piϕ↑) + λ↓ sin(
√
4piϕ↓)
]
=− λ↑ + λ↓
pia
sin(
√
2piϕc) cos(
√
2piϕs)
− λ↑ − λ↓
pia
sin(
√
2piϕs) cos(
√
2piϕc)
=
λ↑ + λ↓
2
OCDW + λ↑ − λ↓
2
OSDW .
(43)
In the last line we expressed the impurity operator in
terms of the CDW and SDW order parameters defined
in Eqs. (40) and (41). We point out that according to
the transformation rules in Eq. (13) OCDW is even under
time-reversal while OSDW is odd (note that this does not
imply that time-reversal symmetry is spontaneously bro-
ken in the SDW phase, since the type of order is not long-
range). We therefore refer to the two terms as nonmag-
netic and magnetic impurity, respectively. Time-reversal
symmetry of the Hamiltonian constricts the disorder po-
tential to be symmetric in spins, λ↑ = λ↓ = λ. Therefore,
only the nonmagnetic part of the impurity remains and
the impurity operator directly couples to the CDW order
parameter operator:
Himp = λOCDW . (44)
Since charge-density-wave correlations vanish in the
SDW phase, we can already anticipate that impurities
will be an irrelevant perturbation to the system. This
statement can be made more precise by the following ar-
gument. In the spin-gap phase, the field ϕs is locked to
one of the minima of cos(
√
8piϕs). Fluctuations around
this ground state can be described semiclassically by ex-
panding
ϕs(x, τ) = ϕ
(0)
s + δϕs(x, τ) . (45)
In the case of repulsive electron-electron interaction dis-
cussed in this work, the minima are ϕ
(0)
s =
√
pi/2(n+1/2)
and thus we get
Himp =
√
2λ√
pia
sin(
√
2piϕc)δϕs +O(δϕ3s) . (46)
Integrating out the massive fluctuations δϕs the charge
sector of the model maps to the Kane-Fisher model39
with K → 2Kc. Thus nonmagnetic impurities have no
effect to first order but can generate a term in second or-
der that can become relevant for very repulsive interac-
tions Kc < 1/2. Magnetic impurities, on the other hand,
which will only be present when time-reversal symmetry
is broken, are given by
Himp,magn =
λ
pia
cos(
√
2piϕc) +O(δϕ2s) , (47)
which becomes relevant for Kc < 2. So even a small
concentration of magnetic impurities would destroy the
SDW state.
The analysis of a single impurity in the SDW phase
closely resembles the study of a local perturbation in a
fermionic ladder.40,41 In the latter case, the system con-
sists of two interacting and closely located nanowires with
CDW correlations which have a relative phase shift of pi.
The authors find the surprising result that a single impu-
rity placed on a rung of the ladder represents an irrele-
vant perturbation that does not change the conductance
at zero temperature. On the other hand, two identical
impurities placed on the same rung represent a relevant
perturbation driving the ladder to an insulating phase.
This is completely analogous to the nonmagnetic or mag-
netic impurity in this work.
Let us now discuss the situation when we are not deal-
ing with single impurities but the impurity density is
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high. The corresponding Hamiltonian is given by
Himp =
∑
σ
∫
dxU(x)nσ(x)
=
∑
σ
∫
dx
[
Uf (x)(R
†
σRσ + L
†
σLσ)
+ (Ub(x)R
†
σLσ + H.c.)
]
=
2√
pi
∫
dx ∂xϕcUf (x)
− i
4pi
∫
dxUb(x)e
−√2piϕc cos(
√
2piϕs) + H.c. .
(48)
Here we defined the forward and backward scattering po-
tentials
Uf (x) =
∫
|q|kF
dq
2pi
eiqxU(q) ,
Ub(x) =
∫
|q|kF
dq
2pi
eiqxU(q + 2kF ) .
(49)
which are white noise correlated Uf (x)Uf (x′) =
Ub(x)U∗b (x′) = Dδ(x−x′). After averaging over disorder
the complete model is
Sc =
1
2K∗c v∗c
∑
a
∫
dxdτ
[
(∂τϕ
a
c )
2 + (v∗c )
2(∂xϕ
a
c )
2
]
,
Ss =
1
2K∗s v∗s
∑
a
∫
dxdτ
[
(∂τϕ
a
s)
2 + (v∗s )
2(∂xϕ
a
s)
2
]
+
gs
2(pia)2
∑
a
∫
dx dτ cos
(√
8piϕas
)
,
SSO =i
δv
vF
∑
a
∫
dxdτ ∂τϕ
a
c∂xϕ
a
s ,
Sf =− 2√
pi
∑
a
∫
dxdτ Uf (x)∂xϕ
a
c ,
Sb =
D
(pia)2
∑
a,b
∫
dxdτ1dτ2 cos(
√
2pi[ϕac (1)− ϕbc(2)])
× cos(
√
2piϕas(1)) cos(
√
2piϕbs(2)) .
(50)
Here, a, b denote replica indices. First we note that for-
ward scattering can be removed by the gauge transforma-
tion ϕac → ϕac + K∗c /v∗c
√
pi
∫ x
dy Uf (y). Second, we con-
sider the case where the spin gap already has established
and we add disorder on top of it. In this case we may ne-
glect the marginal term SSO and expand ϕs around the
ground state configuration. Integrating out the massive
fluctuations δϕs the model maps to the Giamarchi-Schulz
model42 with K → 2K∗c . Disorder thus becomes relevant
for K∗c < 3/4.
This result can also be implied from the result for a
single impurity by the following heuristic reasoning. For
a single nonmagnetic impurity the conductance reads as
G =
2e2
h
−A4Kc−2 , (51)
where A is a nonuniversal constant and  = max[T, V ].
To establish the boundary between localized and delocal-
ized regime for the case of weak disorder, it is sufficient
to replace  → 1/L and multiply δG by the number of
impurities Nimp ∼ 1/L. Now, if G grows with increasing
L, the system is in the localized regime or else it is in the
delocalized regime. This yields the thresshold Kc < 3/4
for localization in the presence of nonmagnetic impuri-
ties and K < 3 for magnetic impurities. This situation is
very similar to the effect of disorder in quantum-spin-Hall
edge states.43 The edge states are also protected against
nonmagnetic impurities for weak interactions, Kc > 3/8,
due to the time-reversal symmetry but are expected to lo-
calize if the interactions in the system become too strong.
B. Luther Emery solution and edge states
In the bosonized theory it is possible to investigate the
properties of the strong coupling phase by refermioniza-
tion (see Appendix A) which enables us to map the sine
Gordon model at Ks = 1/2 to spinless fermions with
mass m = gs/2pia. The Hamiltonian density in the spin
sector at Ks = 1/2 then reads as
Hs =v
2
[
Π2 + (∂xϕ)
2
]
+
m
pia
cos(
√
4piϕ)
=− iv(R†∂xR − L†∂xL)+ im(R†L − L†R) (52)
While this is valid only at one specific value of interac-
tion strength, we will assume that the features of the
refermionized Hamiltonian characterize the whole mas-
sive sector of the model. One particular property of the
model Eq. (52) we want to mention at this point is that
it hosts zero energy modes localized at the edge when
put on a finite segment 0 ≤ x ≤ L with open boundary
conditions.44 In the L→∞ limit (semi-infinite system),
the wave function of the zero energy bound state at x = 0
takes the form
χ0(x) =
m
vs
e−
m
vs
|x| (53)
While it is not mentioned explicitly in the original pub-
lication, it is important to realize that the edge state is
only a normalizable solution if m > 0.
Since electrons carry both charge and spin, the edge
state in the spin sector affects the whole electron liquid .
To see this, consider a boundary between a topologically
trivial phase with m > 0 (e.g., the vacuum) and the
topologically nontrivial phase with m < 0 at x = 0. Since
the field ϕs is pinned to ϕs =
√
pi/2n1 for m < 0 and to
ϕs =
√
pi/2(n2+1/2) form > 0 where n1, n2 are integers,
there must be a kink of minimal magnitude
√
pi/8 in ϕs
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across the boundary. Such a kink in ϕs corresponds to an
accumulation of half of the electron spin at the boundary:
Sz =
∫
dx ρs(x) =
1√
2pi
∫
dx ∂xϕs(x)
=
1√
2pi
[ϕs(0−)− ϕs(0+)] = ±1
4
.
(54)
where we used the spin-density defined in Eq. (A9). This
agrees with recent findings in an analogous model in
Ref. 10.
C. Topological classification
In this section, we show that the the strong coupling
fixed point in the spin sector of interacting electrons in
the presence of SOC is a topological insulator of class
BDI.
The topological phase of a model of noninteracting
massive fermions can be determined by the transforma-
tion properties of its single-particle Hamiltonian, which is
defined in the first Brillouin zone, under the anti-unitary
operations of time-reversal θ, charge conjugation C, and
the combined chiral operation Ξ ∼ θC. They are defined
as
θH∗(k)θ−1 = +H(−k) , θ2 = ±1
CH∗(k)C−1 =−H(−k) , C2 = ±1
ΞH∗(k)Ξ−1 =−H(k) .
(55)
Consider now the refermionized Hamiltonian (52), which
describes the effective theory of the spin sector in the
massive phase. Defining the vector Ψ = (R,L)T the
Hamiltonian in momentum space takes the form
H = Ψ†(k)
(
vkσz −mσy
)
Ψ(k) = Ψ†(k)H(k)Ψ(k) . (56)
For the single particle Hamiltonian H(k) in Eq. (56),
we can explicitly construct the antiunitary operations
in Eq. (55). They can be represented as θ = σxK,
C = K, Ξ = σx, where K denotes complex conjugation
and the Pauli matrices act in chiral space. Note, that
these are symmetries of the refermionized spin sector,
in particular the operator θ represents the projection of
the time-reversal operator onto the gapped spin sector
and should not be confused with the time-reversal oper-
ator T of the physical electrons defined above Eq. (13).
From the explicit construction of the operators, we see
that θ2 = Π2 = C2 = 1, which places the system into
the topological class BDI. This class has a Z topological
invariant in one dimension.
We now proceed to calculate the topological invariant.
To this end, we bring the Hamiltonian in the “conven-
tional” chiral form by switching σz to σx by an appro-
priate unitary rotation. The resulting Hamiltonian reads
as
H′(k) =
(
0 h(k)
h∗(k) 0
)
= d(k)σ (57)
where we defined h(k) = vk + im and d(k) =
(vk,−m, 0)T . We define the normalized matrix element
of the Hamiltonian q(k) = h(k)/|d(k)| and the winding
number
ν =
i
2pi
∫ ∞
−∞
dk q−1(k)∂kq(k) =
1
2
sign(m) . (58)
The winding number is not an integer since it is origi-
nally defined as a mapping from the compactified Bril-
louin zone, isomorphic to S1, to Z. The low-energy the-
ory defined on a non compactified manifold (R) does
not capture the physics in the whole Brillouin zone but
only at one time-reversal-invariant point [the other half
of the winding number is contributed by the other time-
reversal-invariant point but we have no means to tell if
it contributes sign(m) or −sign(m)]. From the winding
number we can therefore not deduce which sign of the
mass corresponds to the topological and which to the
trivial phase. We can, however, determine the number of
edge states at the boundary of two topological materials
with masses m1 and m2. It is given by n = ν(m1)−ν(m2)
and since ν 6= 0, we know that one sector has to be topo-
logically nontrivial. In fact, we have already established
that the SDW phase with m < 0 hosts zero energy edge
states and therefore this has to be the topologically non-
trivial one while the CDW phase is a topologically trivial
insulating phase. Note that the Z topological invariant
can take only two values in the present case because we
consider only a single quantum wire which can either
have edge states or not. If we considered multiple identi-
cal wires, scattering between them cannot gap the indi-
vidual edge states as long as the anti-unitary symmetries
are preserved leading to the Z topological classification.
This is similar to the topological properties of multiple
copies of the Su-Schrieffer-Heeger model45 for polyacety-
lene. We want to stress that the above classification
scheme applies only to the gapped spin sector, which can
be mapped to noninteracting fermions. Nonetheless, it
allows us to clearly identify that a topological and a triv-
ial phase exist. The properties exhibited by the whole
electron liquid if the spin sector is in the topological phase
have been discussed in the previous sections.
V. SUMMARY
We investigated the influence of spin-orbit coupling
in interacting one-dimensional quantum wires. Spin-
orbital interactions break the spin-rotational symmetry
from SU(2) to U(1) and break the inversion symmetry in
the wire. This lifts the spin degeneracy of the spin-up and
-down energy bands and leads to different Fermi veloci-
ties v1 6= v2 in each band which is depicted in Fig.2. In a
specific hopping model discussed in Sec. II, we estimate
that the velocity difference is of the order of δv ' αt′/t2,
where α is the strength of SOC and t, t′ are the am-
plitudes of nearest- and next-nearest neighbor hoppings,
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respectively. We find that this difference in velocities
drastically affects the nature of interacting electrons.
The most interesting situation occurs when the dimen-
sionless strength of SOC is stronger than the strength of
interactions δv > 2U . In this case, interactions drive
the spin sector of the system to a strong coupling phase
with quasi-long-range spin-density-wave order where a
spectral gap is dynamically generated. This prediction
was established by treating interactions using bosoniza-
tion and a weak coupling renormalization group analysis
which is controlled by the small parameters of dimension-
less interaction U and spin-orbit-coupling strength δv.
We show that the spin sector of the gapped spin-
density-wave state is topologically nontrivial (symmetry
class BDI). Meanwhile, the charge sector of the quantum
wire is still massless. Since physical electrons carry both
spin and charge the whole electron liquid forms an un-
usual topological state. The topological nature manifests
itself in the emergence of zero-energy edge modes at the
boundary of a finite system that carries fractional elec-
tron spin. The existence of these modes is protected by
the bulk spin gap. Furthermore, we find that due to the
gap in the spin sector, the bulk of the system is protected
against nonmagnetic impurity scattering for interaction
strengths Kc > 3/4, for high impurity concentration and
for Kc > 1/2 in the case of a single impurity. These
extraordinary transport properties are protected by the
time-reversal symmetry in the system.
We hope that our work will stimulate experimen-
tal search and studies of strongly interacting one-
dimensional systems with sizable spin-orbit coupling. In
particular, the robustness against disorder and the gap-
less edge states of the system should be probable in ex-
periment. We also note that this robustness to disorder
may eventually be technologically exploitable in nano-
electronics, as the near-perfect conduction property of
the wire is protected by topology and does not require
ultra-clean wires.
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Appendix A: Bosonization conventions
We use the following conventions:
Rσ(x) =
κσ√
2pia
ei
√
4piφRσ (x), Lσ(x) =
κσ√
2pia
e−i
√
4piφLσ (x).
(A1)
where a is the bosonic UV cutoff. The Klein factors an-
ticommute {κσ, κσ′} = 2δσ,σ′ and ensure correct anti-
commutation relations of fermions with different spins.
Since they are not dynamic variables, we are free to
choose a specific representation:
κ2σ = 1, κ↑κ↓ = −κ↓κ↑ = i. (A2)
The correct anti-commutation relations of right- and left-
movers are fixed by the commutations relations between
φR and φL:
[φRσ , φ
L
σ′ ] =
i
4
δσ,σ′ , (A3)
[φησ(x), φ
η′
σ′(y)] =
i
4
η δη,η′δσ,σ′ sign(x− y) . (A4)
and the Campbell-Baker-Hausdorff rule
eAeB = eA+Be
1
2 [A,B] (A5)
which holds when the commutator of A and B is not an
operator. We also introduce the conjugate variables
ϕσ = φ
R
σ + φ
L
σ , θσ = φ
L
σ − φRσ , (A6)
where Π = ∂xθ is the conjugate momentum to ϕ. Using
the above definitions, we find
ψ†η,σ∂xψη,σ = iη(∂xφ
η
σ)
2 ,
R†σLσ = −
i
2pia
e−i
√
4piϕσ ,
R†σRσ + L
†
σLσ =
1√
pi
∂xϕσ .
(A7)
The spin and charge degrees of freedom are given by
ϕc =
ϕ↑ + ϕ↓√
2
, ϕs =
ϕ↑ − ϕ↓√
2
. (A8)
In terms of these operators, the nonoscillatory part of the
charge density and the z-component of the spin density
read as
ρc(x) =
∑
σ
ψ†σ(x)ψσ(x) =
√
2√
pi
∂xϕc(x) ,
ρzs(x) =
∑
σ
ψ†σ(x)S
z
σσ′ψσ′(x) =
1
2
∑
σ
σψ†σ(x)ψσ(x)
=
1√
2pi
∂xϕs(x) .
(A9)
Finally, we state the following refermionization identities
for spinless fermions:
ei
√
4piϕ ↔ − i2piaL†R , (A10)
ei
√
4piθ ↔ i2piaL†R† , (A11)
∂xϕ ↔
√
pi
(
R†R + L†L
)
, (A12)
Π ↔ √pi(L†L −R†R) , (A13)
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Appendix B: Details of the momentum space RG
We introduce the vector notation q = (q, ω/vs) and
r = (x, vsτ). The absolute value is denoted by r = |r|.
To perform the RG analysis of Eq. (32) we split the fields
into fast (>) and slow (<) components (we drop the sub-
script s from now on since we exclusively deal with the
spin sector):
ϕ(x, τ) = ϕ>(x, τ) + ϕ<(x, τ) , (B1)
where we defined
ϕ<(x, τ) =
∫
|q|<Λ/b
dqdω
(2pi)2
eiqr ϕ(q, ω) , (B2)
ϕ>(x, τ) =
∫
Λ/b<|q|<Λ
dqdω
(2pi)2
eiqr ϕ(q, ω) . (B3)
Now, we integrate out the fast degrees of freedom whose
momenta lie between the momentum cutoff Λ and the
new smaller cutoff Λ/b, defined by the scaling factor b =
e` ≈ 1 + ` > 1. This yields the effective action
Seff =S
<
0 + 〈Sint〉> −
1
2
[
〈(Sint)2〉> − 〈Sint〉2>
]
, (B4)
Sint =
gs
2(pia)2
∫
dxdτ cos
[√
8pi
(
ϕ< + ϕ>
) ]
. (B5)
To perform the average, we need the correlation function
of spin fields in momentum and frequency space which
can be obtained from Eq. (32) and reads as
〈ϕ(q)ϕ(−q)〉
=
Ks
vs
1
(ω/vs)2 + q2 − q2δ
[
1− 4(ω/vs)2(ω/vs)2+γ2q2
] . (B6)
Here, we defined the dimensionless constants
γ =
v∗c
vs
, and δ =
(
δv
2vs
)2
. (B7)
The velocities in the charge and spin sectors are defined
in the main text in Eqs. (20) and (26). They can be
expressed in terms of microscopic parameters as
U =
aU
pivF
, and δv =
(
δv
2vF
)2
. (B8)
In order to make analytical progress, we assume weak
interactions U  1 and weak SOC δv  1. This allows
us to make the expansion
γ ' 1 + U − 1
2
δv , and δ ' δv . (B9)
Furthermore, we define the functions:
Fγ,δ(Λr) =
2pi
`Ks
〈ϕ>(x, τ)ϕ>(0, 0)〉> , (B10)
Aγ,δ(Λr) = e
−4pi〈ϕ>(x,τ)ϕ>(0,0)〉>
= e−2`KsFγ,δ(Λr) .
(B11)
In general, both Fγ,δ(r) and Aγ,δ(r) will depend on
the parameters γ and δ. Before we proceed to derive
the RG equations we shortly comment on the properties
of the function Fγ,δ(r). We first consider the case of
δ = 0. Then, we find F (Λr) = J0(Λr). The zeroth
Bessel function of the first kind is oscillating and falls
off as a power law as r → ∞. This is, however, not the
behavior we would like to have since it does not allow us
to perform a gradient expansion in r. It was shown that
this is a consequence of the fact that we chose a hard
cutoff for the radial integration. If we were instead to
choose a smooth cutoff F (r) is truly short range.6 In the
following, we will not specify the explicit form of F (r)
but just assume that it falls off rapidly as r →∞.
We now calculate the function Fα,δ(0) which turns out
to determine the flow in Eq. (B31):
Fγ,δ(0) =
2pi
`Ks
∫
Λ/b<|q|<Λ
dqdω
(2pi)2
Ks
vs
1
(ω/vs)2 + q2 − q2δ
[
1− 4(ω/vs)2(ω/vs)2+γ2q2
]
=
1
`
∫ Λ
Λ/b
dq
q
∫ 2pi
0
dθ
2pi
1
1− δ cos2(θ)
[
1− 4 sin2(θ)
sin2(θ)+γ2 cos2(θ)
]
=
∫ 2pi
0
dθ
2pi
1
1− δ cos2(θ)
[
1− 41+γ2 cot2(θ)
] .
(B12)
Analytical solution in the limit of small δ The integral in Eq. (B12) cannot be performed analyt-
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ically but we can find a analytical expression in the case
of δ  1. To first order in δ we find:
Fγ,δ(0)
'
∫ 2pi
0
dθ
2pi
{
1 + δ cos2(θ)
[
1− 4
1 + γ2 cot2(θ)
]}
= 1 +
δ
2
[
1− 4
(1 + γ)2
]
= 1 + δf(γ) .
(B13)
In the last equation we defined
f(γ) =
1
2
− 2
(1 + γ)2
. (B14)
Notice that f(γ) > 0 for γ > 1, f(γ) < 0 for γ < 1
and f(1) = 0 (at this value of γ the lowest non vanishing
correction is of order δ2). This can be summarized as
sign
[
f(γ)
]
= sign
(
2U
δv
− 1
)
(B15)
Derivation of the RG equations
We now proceed to derive the RG equations by calcu-
lating the effective action in Eq. (B5). To first order we
find
S
(1)
eff =
gs
2(pia)2
∫
dx dτ 〈cos [√8pi (ϕ< + ϕ>) ]〉
>
=
gs
2(pia)2
∫
dx dτ cos(
√
8piϕ<) e
−4pi〈[ϕ>(x,τ)]2〉
>
=
gs
2(pia)2
(2− 2KsFγ,δ(0))`
∫
dxdτ cos(
√
8piϕ) .
(B16)
In the last step we rescaled space time (x, τ) → b(x, τ),
so that the theory is again defined with the cutoff Λ. We
now define the short hand notation 1 = (x1, τ1). The
second order is
S
(2)
eff =−
1
2
g2s
4(pia)4
∫
d1 d2
{
〈cos [√8pi (ϕ< + ϕ>) (1)] cos [√8pi (ϕ< + ϕ>) (2)]〉
>
− 〈cos [√8pi (ϕ< + ϕ>) (1)]〉
>
〈cos [√8pi (ϕ< + ϕ>) (2)]〉
>
}
=− 1
2
g2s
(2pia)4
∫
d1 d2
∑
1,2=±
ei
√
8pi(1ϕ
<(1)+2ϕ
<(2))
{
〈ei
√
8pi[1ϕ
>(1)+2ϕ
>(2)]〉> − e−8pi〈[ϕ
>(0)]2〉>
}
=− g
2
s
(2pia)4
A−2(0)
∫
d1 d2
{
cos
(√
8pi[ϕ<(1)− ϕ<(2)]
) [
A−2(Λrs)− 1
]
+ cos
(√
8pi[ϕ<(1) + ϕ<(2)]
) [
A2(Λrs)− 1
] }
,
(B17)
where the function A(Λr) is defined in Eq. (B11). We
now introduce relative and center coordinates
X =
x1 + x2
2
, x = x1 − x2, (B18)
T =
τ1 + τ2
2
, τ = τ1 − τ2 (B19)
and the vectors R = (X, vsT ) and r = (x, vsτ). This
gives
S
(2)
eff = −
g2s
(2pia)4v2s
A−2(0)
∫
d2R d2r{
cos
(√
8pi[ϕ<(R+ r/2)− ϕ<(R− r/2)]
) [
A−2(Λr)− 1]
+ cos
(√
8pi[ϕ<(R+ r/2)) + ϕ<(R− r/2)]
) [
A2(Λr)− 1] } .
(B20)
We expand the terms in brackets to first order in `
A−2(0)
[
A−2(Λr)− 1] ' 2`KsFα,δ(Λrs) , (B21)
A−2(0)
[
A2(Λrs)− 1
] '− 2`KsFγ,δ(Λr) . (B22)
Since F (r) is decaying rapidly as r →∞ we can perform
a gradient expansion of the cosine terms.
cos
(√
8pi[ϕ<(R+ r/2)− ϕ<(R− r/2)]
)
' 1− 4pi
(
∇Rϕ(R)r
)2
,
(B23)
cos
(√
8pi[ϕ<(R+ r/2) + ϕ<(R− r/2)]
)
' cos
(√
32piϕ<(R)
)
.
(B24)
The cosine term that appears is less relevant than the
original cosine term and we therefore neglect it. The
first term however gives the following correction to the
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quadratic action
S
(2)
eff =
8pig2sKs
(2pia)4v2s
`
∫
d2R
(
∇Rϕ(R)
)2 ∫
d2r r2Fγ,δ(Λr) .
(B25)
The integral over relative coordinates gives a nonuniver-
sal number A1. We define∫
d2r r2Fγ,δ(Λr) =
2pi
Λ4
A1(γ, δ) . (B26)
Since the correction is already linear in ` we can set the
rescaling factor of the coordinates b to one. The resulting
correction reads as
S
(2)
eff =
g2sKs
(aΛ)4pi2vs
A1(γ, δ)`
∫
dxdτ
[
(∂xϕ)
2 +
1
v2s
(∂τϕ)
2
]
.
(B27)
The term gives a correction to vs/Ks but leaves 1/vsKs
invariant, which means that only Ks will flow. From
Eqs. (B16) and (B27) we find the differential equations
dKs
d`
= − g
2
s(`)K
3
s (`)
(aΛ)4v2s
A1(γ, δ) , (B28)
dgs
d`
= (2− 2Ks(`)Fγ,δ(0))gs(`) . (B29)
We can bring them in the conventional BKT form by
defining the dimensionless coupling constant
y2s =
2g2sKs
(aΛ)4pi2v2s
A1(γ, δ) . (B30)
It is straightforward to show that, to first order in gs, the
RG equations for ys are not affected under this redefini-
tion. The total set of flow equations then reads as
dys(`)
d`
=
[
2− 2Ks(`)Fγ,δ(0)
]
ys(`) ,
dKs(`)
d`
= − ys(`)
2Ks(`)
2
2
.
(B31)
Notice that these equations are perturbative in gs but
exact in Ks and the parameters γ = v
∗
c/vs and δ =
(δv/2vs)
2.
We simplify the flow equations for small interaction
strength and small δ by setting Ks(`) = 1 + g(`)/2 and
using the asymptotic form of Fγ,δ derived in Eq. (B13).
This yields
dys
d`
= − ys(`)
(
g(`) + δ f(γ)
)
+O(ysgδ) ,
dy
d`
= − y2s(`) .
(B32)
We can define y(`) = g(`) + δ f(γ) which leaves us with
the conventional KT flow equations.
dys
d`
=− ys(`)y(`) , (B33)
dy
d`
= − y2s(`) . (B34)
The initial values of these equations are given by ys(0) ≡
U and y(0) = U + δv f(γ). Note that in the absence
of SOC (δ → 0) the RG equations have to coincide to
describe the flow along the separatrix of the BKT flow.
Therefore, we must demand that g(0) = ys(0).
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