performance analysis and transceiver design with optimal and suboptimal decoding by Bkassiny, Mario
FREE-SPACE-OPTICAL COMMUNICATIONS OVER
TURBULENT CHANNELS: PERFORMANCE ANALYSIS
AND TRANSCEIVER DESIGN WITH OPTIMAL AND
SUBOPTIMAL DECODING
a dissertation
submitted to the department of electrical and computer engineering
and the committee on graduate studies
of the lebanese american university
in partial fulfillment of the requirements
for the degree of
master of science in engineering
By
Mario Bkassiny
Advisor
Dr. Chadi Abou-Rjeily
June 26th, 2009
Signatures Redacted
Signatures Redacted
Signatures Redacted
Plagiarism Policy Compliance Statement 

I certify that I have read and understood LAU's Plagiarism Policy. I undersland Ihal 
failure to comply wilh Ihis Policy can lead (0 academic and disciplinary actions against 
me. 
This work is substantially roy own, and the extenl that any pan of {his work is nOI my 
own I have indicated Ihal by acknowledging ils sources. 
Name: 
Signature: 
Signatures Redacted
 I grant to the LEBANESE AMERICAN UNIVERSITY the right to use this work, 
irrespective of any copyright, for the University’s own purpose without cost to the 
University or its students and employees. I further agree that the University may 
reproduce and provide single copies of the work to the public for the cost of reproduction. 
Contents
1 Introduction 1
2 Spatial Multiplexing 6
2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 ML detector for Spatial Multiplexing . . . . . . . . . . . . . . . . . . 7
2.2.1 SEP of MIMO Spatial Multiplexing vs. SISO . . . . . . . . . 8
2.2.2 Spatial Multiplexing with Q-ary PPM . . . . . . . . . . . . . 9
2.3 Simplified ML (S-ML) detector with N=1 receiver . . . . . . . . . . . 10
2.3.1 S-ML with M=2, N=1, and Q-ary PPM . . . . . . . . . . . . 11
2.3.2 S-ML with M=3, N=1, and Q-ary PPM . . . . . . . . . . . . 14
2.3.3 S-ML with M=4, N=1, and Q-ary PPM . . . . . . . . . . . . 14
2.3.4 Advantages of S-ML Detection . . . . . . . . . . . . . . . . . . 16
2.4 S-ML detector with M=2, and N receivers . . . . . . . . . . . . . . . 17
2.4.1 S-ML algorithm for M=2 and N receivers . . . . . . . . . . . . 20
2.5 Suboptimal detector: Collapsed receivers . . . . . . . . . . . . . . . . 22
2.5.1 Collapsed receivers detector . . . . . . . . . . . . . . . . . . . 24
2.6 Suboptimal detector: Reduced slots . . . . . . . . . . . . . . . . . . . 25
2.7 Suboptimal detector: Reduced slots with Threshold . . . . . . . . . . 28
3 Feedback Coding 33
4 Erlang Distribution 36
4.1 PDF of the Generalized Erlang distribution . . . . . . . . . . . . . . 36
4.1.1 Moments of the Generalized Erlang n distribution . . . . . . . 37
ii
4.2 PDF of the Erlang Distribution . . . . . . . . . . . . . . . . . . . . . 38
4.3 CDF of the Erlang Distribution . . . . . . . . . . . . . . . . . . . . . 39
4.4 Mean and Variance of the Erlang Distribution . . . . . . . . . . . . . 39
5 Erlang approximation of the Log-Normal PDF 40
5.1 Using integer n and finding LSE between PDFs . . . . . . . . . . . . 40
5.1.1 Optimization Strategy . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Using decimal n and finding LSE between PDFs . . . . . . . . . . . . 45
5.3 Using Special Optimization Algorithms (lsqcurvefit) with n being a
decimal to find LSE between PDFs . . . . . . . . . . . . . . . . . . . 47
5.4 Using integer n and finding LSE between CDFs . . . . . . . . . . . . 49
6 Erlang approximation of the Log-Normal Sum PDF 53
6.1 Erlang Approximations of Log-Normal Sum PDF’s with S.I.=0.4 . . . 54
7 Erlang approximation of the Rayleigh Sum PDF 58
7.1 Erlang approximation of Rayleigh Sum PDF using Integer n and find-
ing LSE between PDF’s . . . . . . . . . . . . . . . . . . . . . . . . . 59
7.2 Erlang approximation of Rayleigh Sum PDF using Integer n and find-
ing LSE between CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.3 Erlang approximation of Rayleigh Sum PDF using Non-Integer n and
finding LSE between PDF’s . . . . . . . . . . . . . . . . . . . . . . . 62
7.4 Erlang approximation of Rayleigh Sum PDF using Non-Integer n and
finding LSE between CDF’s . . . . . . . . . . . . . . . . . . . . . . . 63
8 BER calculation using approximated Erlang distributions 65
8.1 BER calculation using Erlang approximation with Log-Normal fading
(S.I.=0.6) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
8.2 BER calculation using Erlang approximation with Rayleigh fading . . 70
8.2.1 Interpretation of the bad approximation for BER at high SNR 71
8.3 Diversity Order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
iii
9 Capacity calculation using approximated Erlang distributions 77
9.1 Capacity calculation with Log-Normal fading . . . . . . . . . . . . . . 78
9.2 Capacity calculation with Rayleigh fading . . . . . . . . . . . . . . . 79
10 MSE of Erlang Approximations 83
10.1 RMSE for Log-Normal Sum PDF with integer n . . . . . . . . . . . . 83
10.2 RMSE for Log-Normal Sum PDF with Non-Integer n . . . . . . . . . 84
10.3 RMSE for Rayleigh Sum PDF with Integer n . . . . . . . . . . . . . . 84
10.4 RMSE for Rayleigh Sum PDF with Non-Integer n . . . . . . . . . . . 87
11 Conclusion 89
Bibliography 91
iv
List of Tables
2.1 Selection of S-ML Detection Arguments for the maximization set . . . 16
2.2 Probabilities calculated from the first receiver . . . . . . . . . . . . . 19
2.3 Probabilities calculated from the second receiver . . . . . . . . . . . . 19
v
List of Figures
2.1 MIMO FSO Spatial Multiplexing . . . . . . . . . . . . . . . . . . . . 6
2.2 SEP of SISO and Spatial Multiplexing systems (M=N=2) with Binary
PPM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 SEP, Spatial Multiplexing, M=4, N=1, Rayleigh fading . . . . . . . . 9
2.4 Simplified v.s Exact ML detection for 3-ary PPM and M=2, N=1 . . 12
2.5 Simplified v.s Exact ML detection for 4-ary PPM and M=2, N=1 . . 13
2.6 Average decoding time of 1 symbol using Exact and Simplified ML
detection methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.7 Number of comparisons in ML vs. S-ML detectors with M=2 . . . . . 22
2.8 SEP with ML and S-ML detectors, Q=4, M=2, N=2, Log-Normal fading 23
2.9 SEP with ML and S-ML detectors, Q=4, M=2, N=3, Log-Normal fading 23
2.10 SEP, Spatial Multiplexing, Q=4, M=3, N=3, Log-Normal fading . . . 24
2.11 SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, no back-
ground noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.12 SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, with back-
ground noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.13 Poisson distributions of the number of emitted photoelectrons . . . . 30
2.14 SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, with back-
ground noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.15 SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, without
background noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Feedback Coding, Q=2, M=4, N=3,Log-Normal Fading . . . . . . . . 35
vi
5.1 Erlang Approximation for Log-Normal PDF with S.I.=0.4 . . . . . . 42
5.2 Erlang Approximation for Log-Normal PDF with S.I.=0.4 . . . . . . 43
5.3 RMSE of Erlang approximation . . . . . . . . . . . . . . . . . . . . . 44
5.4 Erlang Approximations of Log-Normal PDFs with S.I.=0.6 . . . . . . 44
5.5 Erlang Approximations of Log-Normal PDFs with S.I.=1.0 . . . . . . 45
5.6 Erlang Approximations of Log-Normal PDFs with S.I.=0.4 . . . . . . 46
5.7 Erlang Approximations of Log-Normal PDFs with S.I.=0.6 . . . . . . 46
5.8 Erlang Approximations of Log-Normal PDFs with S.I.=1.0 . . . . . . 47
5.9 Erlang Approximations of Log-Normal PDFs with S.I.=0.4 using lsqcurve-
fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.10 Erlang Approximations of Log-Normal PDFs with S.I.=0.6 using lsqcurve-
fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.11 Erlang Approximations of Log-Normal PDFs with S.I.=1.0 using lsqcurve-
fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.12 Erlang Approximations of Log-Normal PDFs with S.I.=0.6 using LSE
between CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.13 Erlang Approximations of Log-Normal CDF’s with S.I.=0.6 using LSE
between CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.1 Numerical Exact PDF of the Log-Normal Sum PDF of L=1,3 and 6
RV’s with SI=0.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.2 PDF of the Exact Log-Normal Sum distributions and their Erlang
approximations for SI=0.4 (integer n, LSE between PDF’s) . . . . . . 55
6.3 PDF of the Exact Log-Normal Sum distributions and their Erlang
approximations for SI=0.4 (integer n, LSE between CDF’s) . . . . . . 55
6.4 CDF of the Exact Log-Normal Sum distributions and their Erlang
approximations for SI=0.4 (integer n, LSE between CDF’s) . . . . . . 56
6.5 PDF of the Exact Log-Normal Sum distributions and their Wilkinson’s
approximations for SI=0.4 . . . . . . . . . . . . . . . . . . . . . . . . 57
7.1 Jeremiah-Beaulieu Approx. of Rayleigh Sum PDF . . . . . . . . . . . 59
vii
7.2 Erlang Approx. of Rayleigh Sum PDF using integer n and LSE between
PDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
7.3 Erlang Approx. of Rayleigh Sum PDF using integer n and LSE between
CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.4 Erlang Approx. of Rayleigh Sum CDF using integer n and LSE between
CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.5 Erlang Approx. of Rayleigh Sum PDF using Non-Integer n and LSE
between PDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.6 Erlang Approx. of Rayleigh Sum PDF using Non-Integer n and LSE
between CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.7 Erlang Approx. of Rayleigh Sum CDF using Non-Integer n and LSE
between CDF’s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
8.1 Q(x) and its approximation . . . . . . . . . . . . . . . . . . . . . . . 66
8.2 BER using Exact Log-Normal Sum PDF and Erlang approximated
PDF’s based on LSE between PDF . . . . . . . . . . . . . . . . . . . 68
8.3 BER using Exact Log-Normal Sum PDF and Erlang approximated
PDF’s based on LSE between PDF’s and between CDF’s . . . . . . . 68
8.4 BER using Exact Log-Normal Sum PDF and Erlang approximated
PDF’s and analytical upper bound . . . . . . . . . . . . . . . . . . . 69
8.5 BER using Exact Log-Normal Sum PDF and Erlang approximated
PDF’s and Wilkinson’s approximation . . . . . . . . . . . . . . . . . 69
8.6 BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
based on LSE between PDF . . . . . . . . . . . . . . . . . . . . . . . 70
8.7 BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
based on LSE between PDF’s and between CDF’s . . . . . . . . . . . 71
8.8 BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
and analytical upper bound . . . . . . . . . . . . . . . . . . . . . . . 72
8.9 BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
and Jeremiah-Beaulieu approximation . . . . . . . . . . . . . . . . . . 72
8.10 f(γ) and p(γ) for L=3 and with Rayleigh fading (S.I.=1) . . . . . . . 73
viii
8.11 f(γ) and p(γ) for L=16 and with Rayleigh fading (S.I.=1) . . . . . . 74
8.12 Erlang parameter (n) v.s Number of Multipaths (L) . . . . . . . . . . 75
9.1 Exact and Erlang approximated (LSE between PDF’s) capacity curves
under Log-Normal fading (S.I.=0.4) . . . . . . . . . . . . . . . . . . . 78
9.2 Exact and Erlang approximated (LSE between CDF’s) capacity curves
under Log-Normal fading (S.I.=0.4) . . . . . . . . . . . . . . . . . . . 79
9.3 Exact andWilkinson’s approximated capacity curves under Log-Normal
fading (S.I.=0.4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
9.4 Exact and Jensen’s upper bound capacity curves under Log-Normal
fading (S.I.=0.4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
9.5 Exact and Erlang approximated and Jensen’s upper bound capacity
curves under Rayleigh fading (S.I.=1.0) . . . . . . . . . . . . . . . . . 81
9.6 Exact and Jeremiah-Beaulieu approximated capacity curves under Rayleigh
fading (S.I.=1.0) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
10.1 RMSE of Log-Normal fading (SI=0.4) using Erlang distribution (inte-
ger n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
10.2 RMSE of Log-Normal fading (SI=0.6) using Erlang distribution (inte-
ger n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
10.3 RMSE of Log-Normal fading (SI=1.0) using Erlang distribution (inte-
ger n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
10.4 RMSE of Log-Normal fading (SI=0.4) using Erlang distribution (Non-
Integer n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
10.5 RMSE of Log-Normal fading (SI=0.6) using Erlang distribution (Non-
Integer n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
10.6 RMSE of Log-Normal fading (SI=1.0) using Erlang distribution (Non-
Integer n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
10.7 RMSE of Rayleigh fading (SI=1.0) using Erlang distribution (integer n) 88
10.8 RMSE of Rayleigh fading (SI=1.0) using Erlang distribution (Non-
Integer n) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
ix
Abstract
Local Area Networks (LAN’s) are being expanded over large geographic areas and
they are used in many business fields. Thus, communication links between buildings
are to be optimized in order to achieve high transmission rates, high performance
levels, low cost and ease of deployment. Free-Space Optics (FSO) is a communica-
tion system that achieves all of the above objectives and, thus, constitutes a strong
candidate solution for such networks.
FSO systems are based on transmitting information through light beams in free atmo-
sphere and they suffer from fading due to atmospheric scintillations. Fading effects can
be reduced by deploying laser arrays and photo-detector arrays at the transmitter and
receiver sides respectively. Such systems are referred to as Multiple-Input-Multiple-
Output (MIMO) FSO systems. In addition to their robustness against fading, MIMO
FSO systems can also enhance the data rate since the array of lasers can be driven
by independent information sources.
Fading over FSO channels is often modeled by either Log-Normal or Rayleigh distri-
butions. In this context, the first contribution of this work consists of an analytical
characterization of the diversity order that can be achieved by MIMO FSO systems
over such channels. Based on the Erlang approximation, closed-form expressions of
the error-rate and channel-capacity were derived. These simple expressions offer use-
ful insights on the performance gains that can be achieved at a given Signal-to-Noise
Ratio (SNR).
On the other hand, for estimating the values of the transmitted signals, exiting MIMO
FSO systems are often associated with Maximum-Likelihood (ML) decoders. Al-
though these decoders achieve the smallest error rate, they suffer from an increased
complexity since the required decoding time increases exponentially with the size
of the transmitted constellation. The second contribution of this work consists of
proposing two novel simplified ML decoders that reduce the processing time with-
out increasing the error rate. We also propose suboptimal versions of these decoders
that present the advantage of very fast convergence times at the expense of a slight
2increase in the error rate. All the presented analysis and designs are supported by
simulations and analytical proofs.
Chapter 1
Introduction
Free Space Optics (FSO) is a communication technology that was demonstrated in
the late nineteenth century by Alexander Graham Bell, even before his demonstration
for telephone. However, the engineering researches and application of such systems
was expanded only in the last four decades, and these applications were restricted to
the military field [1].
FSO is a technology based on transmitting data, video and information through the
air using laser beams or Light Emitting Diodes (LED). This application was launched
30 years before fiber-optic cables, and the main difference between these two systems
is that in FSO the pulses of light that carry information are propagating in atmo-
sphere and not in fiber medium [2].
The technology of FSO was introduced to the telecommunication after the great ex-
pansion of the Wide-Area Network (WAN) and due to the need of a technology that
can link the WAN to the Local-Area Network (LAN) at a high bitrate, especially
after deploying the gigabit Ethernet ports. In fact, the Ethernet ports can handle a
high bitrate in the LAN system, and this high data rate will be useless unless a high
speed channel can link the local and international networks.
FSO is not the only last-mile solution, since there are other technologies used at this
stage of data transmission, such as RF and fiber optics. However, FSO has great
advantages over these technologies in the last-mile solution, due to the easy and fast
deployment of FSO systems, and to the high data rate that can be achieved with this
1
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system.
However, the main challenge that faces FSO systems is fading [3]. Fading represents
the amount of attenuation in optical intensity when it traverses a path in the atmo-
sphere. These fading coefficients are not deterministic, and they are often modeled
by Log-Normal or Rayleigh Random Variables (RV’s). In order to reduce the ef-
fect of fading in FSO systems, [3] proposes to use Multiple-Inputs Multiple-Outputs
(MIMO) FSO, which consists of using an array of M transmitters and N receivers
in the FSO system. Therefore, optical power is divided equally among the M trans-
mitters which transmit the same information at every time instant. We note that
MIMO FSO form a Line-Of-Sight (LOS) link between the transmitting and receiving
arrays, and the 3-dB beamwidth of every laser source cover all N photodetectors, i.e.
every photodetector receives optical energy from the M transmitters. This scheme is
referred by Spatial Repetition, and it is shown by [3] that the performance of FSO is
increased by applying MIMO technique. And this improvement is due to the increase
in spatial diversity in the multipath channel. In fact, optical energy is attenuated
if all channel’s paths have low fading coefficients, but when we increase the number
of multipaths, the probability of having all channels with low attenuation constants
becomes smaller, and therefore, we get better error rate.
In this paper, we propose a technique to increase the data rate in MIMO FSO, and
it is is referred by Spatial Multiplexing. In contrast with Spatial Repetition systems,
Spatial Multiplexing uses the M transmitting sources as M independent information
sources that transmit different symbols in a given symbol duration. In this way,
information is being multiplexed by spatial positioning. Similarly to Spatial Rep-
etition systems, in Spatial Multiplexing FSO, the N photodetectors receive optical
energy from the M independent laser sources. The detection consists of estimating
the transmitted symbol from every source and at every symbol duration. In Spatial
Multiplexing, the detection is not possible unless the channel paths’ coefficients are
known by the receiver, i.e. Channel State Information (CSI) is required for the de-
tection. Also, the channel path coefficient that links the mth transmitter to the nth
receiver is denoted by anm, and is a RV, as mentioned earlier.
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In this report, we design the Maximum-Likelihood (ML) detector for Spatial Multi-
plexing systems when using Q-ary Pulse-Position Modulation (PPM) as modulation
format for the transmitted information. This ML detector is the optimal detector
that minimizes the Symbol-Error Probability (SEP), and it is based on finding the
maximum among a set containing QM log-likelihood equations. Thus, the ML Spa-
tial Multiplexing decoder has an exponential complexity. In order to reduce this
the complexity, we design a Simplified ML (S-ML) detector by sorting the channel
paths constants (anm) and the number of emitted photoelectrons (or the ”number of
counts” znq according to [3]). However, this S-ML detector is designed for MIMO
FSO systems having only 1 receiver.
Another S-ML detector is obtained for any number of receivers (for any N) but it is
simulated for M = 2 transmitters (even though its algorithm can be generalized to
any number of transmitters M).
On the other hand, we propose a Suboptimal detector for Spatial Multiplexing that
reduces the maximization set from QM to MM elements, which is independent of
the Q-ary PPM modulation format. An additional improvement can be introduced
to this suboptimal detector by setting a Threshold level for the number of counts
znq, and we show that these Suboptimal detectors are close to the optimal solution
when FSO systems don’t have background noise. An additional advantage for the
two Suboptimal detectors is by being applied to any MIMO FSO Spatial Multiplexing
systems (for any M ,N and Q).
Afterwards, we propose another scheme for MIMO FSO and which is Feedback Coding.
Similarly to Spatial Multiplexing, Feedback coding cannot be implemented unless CSI
is available for the transmitter (and not to the receiver). Thus, in Feedback coding,
all transmitting sources are driven by the same information source, but the power
repartition among the M transmitters is optimized so that the SEP is minimized.
We derive the optimal solution for power allocation, and we show that Feedback cod-
ing systems yield to the smallest SEP for a given MIMO FSO system, but at the
expense of CSI. Also, Feedback coding can be easily applied to optical systems, and
doesn’t require complex algorithms for power allocation, in contrast to the waterfill-
ing algorithm that is used in wireless feedback coding [4].
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In the second part of this report, we are going to approximate the degree of diversity
that is introduced to MIMO FSO systems when we increase the number of multi-
paths. This calculation can be done by deriving the analytical expression for the
average SEP. However, it is shown that there is no closed form expression for the
average SEP when the channel paths’ coefficients are modeled by Log-Normal RV’s.
To overcome this problem, we will approximate the Log-Normal Sum PDF’s using
the Erlang distribution, and we’ll get a closed form approximation for the degree of
diversity in MIMO FSO systems, when increasing the number of multipaths.
Many researches have been made to approximate the distribution of the Log-Normal
Sum distribution, and one of the most accurate approximations is the Wilkinson’s
method for approximating the PDF of the Log-Normal Sum distribution. Although
Wilkinson’s approximation provides a small MSE between the exact and approxi-
mated PDFs, the expression of the approximated PDF cannot be used in the analyti-
cal calculation of the average BER of communication systems, and that’s why we need
to find an approximation for the Log-Normal Sum PDF which will have an expression
that can be used to come up with an analytical closed form expression for the BER,
and this objective can be achieved by using the proposed Erlang distribution, with a
small cost in the MSE, as we will show in this study.
Added to that, we will show that the Erlang approximation can also be used to find
an analytical expression for the upper bound of the channel’s capacity, using the
Jensen’s property.
Similarly, Rayleigh Sum PDF’s are approximated by the Small-Argument Approxi-
mation (SAA) method, and Beaulieu used a correction function to reduce the MSE
between the exact and approximated Rayleigh Sum PDF [5]. However, the resulting
approximation is expressed in a form that cannot be used to evaluate analytically the
expression of BER, that’s why we will show the validity of the Erlang distribution in
approximating the Rayleigh Sum distribution and in evaluating the BER.
In brief, we will present in this report different designs for Spatial Multiplexing detec-
tors. Then, we will define Feedback coding for MIMO FSO and compare it to Spatial
Repetition. Finally, we will introduce the Erlang distribution and we’ll use it to ap-
proximate the Log-Normal and Rayleigh Sum PDF’s in order to get an approximation
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for the ”frustration index” in MIMO FSO systems.
Chapter 2
Spatial Multiplexing
2.1 System Model
MIMO FSO Spatial Multiplexing systems are made of an array ofM transmitters and
N receivers. Every transmitter is an optical source directed towards the N photode-
tectors. The 3-dB beamwidth of every transmitter covers all N detectors. A diagram
of Spatial Multiplexing systems is shown in Fig. 2.1. The modulation format that is
used in FSO systems is Q-ary PPM and the channel fading coefficients are modelled
by Log-Normal or Rayleigh RV’s. There are N ∗M multipaths channels that link
the M transmitters to the N receivers, and these channels are represented by the
N -by-M matrix A = {anm} with n = 1, ..., N and m = 1, ...,M . The elements of A
Figure 2.1: MIMO FSO Spatial Multiplexing
6
CHAPTER 2. SPATIAL MULTIPLEXING 7
are independent and identically distributed (i.i.d.) RV’s having either Log-Normal or
Rayleigh distributions.
When fading is modeled by Log-Normal fading, the parameters of the Log-Normal
distribution are σ = 0.5
√
ln(1 + SI) and µ = −σ2, where SI is the Scintillation Index
that is defined in [3]. Also, when the fading coefficients anm follow Rayleigh distribu-
tion, their parameter β =
√
2
2
.
Referring to [3], the detectors are represented by the number of counts matrix Z =
{znq} with n = 1, ..., N and q = 1, ...,M . The elements of Z have a Poisson distribu-
tion whose mean is represented by n = nSGx+nb where G = {a2nm}, x = {xmq} that
contains the PPM representation for M spatially multiplexed Q-ary PPM symbols,
nS =
η.ES
M.h.f
and nb =
η.En
h.f
[3].
ES represents the Energy per symbol and it is normalized over the M transmitters
for analysis consistency. Also, x represents the M multiplexed Q-ary PPM symbols,
i.e. if Q = 4 and M = 3 and if we want to represents the 4-ary symbols 1, 2 and 4,
we use matrix x as defined in Eq. 2.1.
x =


1 0 0 0
0 1 0 0
0 0 0 1

 (2.1)
2.2 ML detector for Spatial Multiplexing
Consider the MIMO FSO Spatial Multiplexing system with M transmitters, N re-
ceivers and Q-ary PPM modulation format. The ML detector for this system is
defined by [6] as the detector that minimizes the Probability of Error in the detection
process. Based on this definition for the ML detector, the ML detection is based on
maximizing the Log-Likelihood equations that are represented in Eq. 2.2, where δ(.)
is the Dirac Delta function defined in Eq. 2.3.
(q˜1, ..., q˜M) = arg max
(q1,...,qM)
N∑
n=1
Q∑
k=1
znk ln(
nS
M
M∑
i=1
δ(qi, k).a
2
ni + nb) (2.2)
δ(qi, k) =
{
1, ifqi = k
0, ifqi 6= k
(2.3)
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Figure 2.2: SEP of SISO and Spatial Multiplexing systems (M=N=2) with Binary
PPM
Using the Log-Likelihood equation, we can get an approximation for the M multi-
plexed symbols that are represented by the Q-ary levels in the vector (q˜1, ..., q˜M).
Then, it is clear that the set of maximization is made of QM elements, that we will
minimize later.
2.2.1 SEP of MIMO Spatial Multiplexing vs. SISO
We simulate a MIMO FSO Spatial Multiplexing system where we are multiplexing 2
symbols (using M = 2 transmitters), so we are increasing the data rate by a factor
of 2. Also, we will be using N = 2 receivers, as if we are combining two Single-Input-
Single-Output (SISO) FSO systems. Then, we calculate the SEP curves for Spatial
Multiplexing when the channel is modeled by Log-Normal and Rayleigh fading, and
we compare our results to the SISO systems. The results are shown in Fig. 2.2.
In Fig. 2.2, the solid curves represent the Spatial Multiplexing systems when the
channel is modeled by Rayleigh and Log-Normal (SI = 0.6) fading. The dotted
curves represent SISO FSO systems where the ”triangles” curve represents FSO with
Rayleigh fading and the ”circles” curve represents FSO with Log-Normal fading. We
see clearly in this simulation that the Spatial Multiplexing systems have a smaller
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Figure 2.3: SEP, Spatial Multiplexing, M=4, N=1, Rayleigh fading
SEP when the channel is modeled by Rayleigh fading, but the SISO systems have
better performance with Log-Normal fading channels. Thus, we conclude that Spatial
Multiplexing reduces the SEP (and increases data rate) when MIMO FSO operate
in ”turbulent atmospheres” (modeled by Rayleigh fading),but SISO systems operate
better in less disturbance atmospheres (modeled with Log-Normal fading).
In addition to that, we remark that at low SNR, Spatial Multiplexing systems perform
better since they have a smaller SEP.
2.2.2 Spatial Multiplexing with Q-ary PPM
In this section, we will study the effect of varying the Q-ary constellation on the
Spatial Multiplexing systems. For analysis consistency, we calculate the SEP for
every Energy per bit (Eb) after normalization of ES. We consider a system of M = 4
transmitters, N = 1 receiver, operating under Rayleigh fading. Also we assume that
there is no background noise.
We analyze three systems having binary, 4-ary and 8-ary PPM modulations and we
plot the corresponding SEP curves in Fig. 2.3. We conclude from Fig. 2.3 that
Spatial Multiplexing systems perform better at large Q-ary PPM constellations, thus
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the advantage of increasing the value ofQ. Also, we note that increasing Q will require
larger bandwidth, but in FSO, we don’t have a problem in large bandwidth because
the transmission is made in a LOS, and there is no need for license bandwidth. We
should only adjust the transmission and reception equipments to have fast switching.
2.3 Simplified ML (S-ML) detector with N=1 re-
ceiver
The optimal ML detector for MIMO FSO Q-ary PPM Spatial Multiplexing systems
was described by Eq. 2.2. In this equation, we have to find the combination (q1, ..., qM)
that maximizes the Log-Likelihood equations. And since qi ∈ {1, ..., Q}, then we have
QM possible combinations, i.e. the maximization process has an exponential com-
plexity as a function of the Q-ary constellation size.
In this section, we suggest a Simplified ML (S-ML) decoder that eliminates a major
part of combinations that do not contribute to the optimal solution, prior to evaluat-
ing the Log-Likelihood equations. Also, in this S-ML method, the detection process
is made independent of the number of slots (Q) in the PPM symbol.
However, this S-ML detection method is restricted to a MIMO FSO system with only
N = 1 receiver.
This approach is based on taking the order of the number of counts (znq) and the
channel path gains (a1m) into consideration in the detection procedure. To do so,
we sort the number of counts in vector Z on the detector and we sort the channel’s
path gains, without losing the original order of the data to be able to recover it. In
this way, we can restrict the maximization set and eliminate many expressions by
assuming that the channel paths and number of counts are sorted.
To make this simplification clear, we take the example of three spatial multiplexing
systems having M = 2, 3 and 4 respectively, and we derive the simplified sets for
each case.
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2.3.1 S-ML with M=2, N=1, and Q-ary PPM
The detection of a Spatial Multiplexed Q-ary PPM signals can be simplified after
sorting the number of counts znq that is detected at the photodetector. In fact, in
every symbol duration, the ”count” vector (Z) has only one row since we are restrict-
ing this simplification to N = 1 receiver.
The system that will be considering has M = 2 transmitters and N = 1 receiver.
We assume a 3-ary PPM signaling and we let the count vector Z = [z1, z2, z3]. The
elements of this vector represent the number of counts in each of the three time slots
during which one PPM symbol is transmitted. The counts [z1, z2, z3] are arranged
such that z1 < z2 < z3.
The channel matrix A is a 1-by-2 matrix and we represent the mean number of
photoelectrons emitted due to a light pulse that is transmitted by signals s1 and s2
(during Ts) respectively by nS
M
a211 and
nS
M
a212, added to nb which is the mean number of
photoelectrons emitted during the symbol duration TS due to background noise. By
following the ML-detection method, the transimtted signals s1 and s2 are estimated
by finding the maximum among QM = 9 ML equations (constructed according to Eq.
2.2).
Since z1 < z2 < z3, the maximum is calculated over the three equations that cor-
respond respectively to the cases (q1, q2) ∈ {(2, 3), (3, 2), (3, 3)}. However, if we re-
arrange the transmitters order such that a11 < a12, the maximization set can be
reduced to (q1, q2) ∈ {(2, 3), (3, 3)}. In particular, to illustrate this simplification, we
consider the case of no background noise. After sorting the detected vector Z and
the paths gain G and saving the original order, if the detected vector Z = [0, 0, n]
(with n > 0), the detector estimates (q˜1, q˜2) = (3, 3). And if the detected vector
mathbfZ = [0, n1, n2] (with 0 < n1 < n2), the detector estimates (q˜1, q˜2) = (2, 3).
After recovering the original order, we conclude that the slot having the larger number
of emitted photoelectrons comes from the transmitter that is linked to the larger path
gain (if we assume that pulses are transmitted in distinct time slots).
To sum up, this simplification technique reduces the maximization set from 9 to 2
elements, without deviating from the optimal solution. To verify the optimality of
the S-ML detection, we compare it to the exact ML detection (that was introduced in
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Figure 2.4: Simplified v.s Exact ML detection for 3-ary PPM and M=2, N=1
section 2.2), and both SEP curves are plotted in Fig. 2.4. In this figure, we consider
the 3-ary PPM system, and we see the exact matching of the SEP curves that are
obtained by exact (circles) and simplified (triangles) ML detection methods. Next,
we can generalize this simplification to any Q-ary PPM signaling, with M = 2 and
N = 1, and keeping only 2 elements in the maximization set. The estimates in this
case are (q1, q2) ∈ {(Q − 1, Q), (Q,Q)}. To verify the general case of Spatial Multi-
plexing ofM = 2 transmitters and N = 1 receiver, we let Q = 4 and we construct the
MIMO FSO system with −170dBJ of background noise, and we simulate the SEP
curves of this system in Fig. 2.5, and we see again the similarity between the exact
and simplified ML detection.
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Figure 2.5: Simplified v.s Exact ML detection for 4-ary PPM and M=2, N=1
CHAPTER 2. SPATIAL MULTIPLEXING 14
2.3.2 S-ML with M=3, N=1, and Q-ary PPM
In this section, we will derive a simplified way to estimate the transmitted signals of
M = 3 transmitters. We can limit this detection procedure by assuming the number
of counts in the vector Z = [z1, z2, z3] to be sorted, and in a second step, we assume
that the paths gainG = [a211, a
2
12, a
2
13] that link the transmitters s1, , sM to the receiver
to be also sorted.
Here also we consider a 3-ary PPM signaling and we list the Log-Likelihood equa-
tions. Comparing these equations, we can reduce the maximization set by assuming
that z1 < z2 < z3 and a11 < a12 < a13.
The log-likelihood equations that remain after these assumptions correspond respec-
tively to the arguments (q1, q2, q3) ∈ {(1, 2, 3), (2, 2, 3), (2, 3, 3), (3, 2, 3), (3, 3, 2), (3, 3, 3)}
in Eq. 2.2. Thus, we have reduced the maximization set from 33 = 27 equations to
6 equations, which is a reduction of 77.78%. And this detection method can be gen-
eralized to any 3-by-1 MIMO system with any Q-ary PPM, where the maximization
set becomes: (q1, q2, q3) ∈ {(Q− 2, Q− 1, Q), (Q− 1, Q− 1, Q), (Q− 1, Q,Q), (Q,Q−
1, Q), (Q,Q,Q− 1), (Q,Q,Q)}.
2.3.3 S-ML with M=4, N=1, and Q-ary PPM
After doing the simplification for 2 and 3 transmitters systems, we will derive a prac-
tical method to obtain the simplified arguments set, and we apply this result for the
case of a MIMO system with M = 4 transmitters and N = 1 receiver.
Following from the ML criterion and from the previous simplification sets, we con-
clude a rule for simplifying the maximization set:
The sum of mean path’s gains of all signals transmitting during a slot q should be
greater than the sum of mean path’s gains of all signals transmitting in any slot be-
tween 1 and q − 1, given that the slots are sorted.
And any possible case that violates the above stated rule is eliminated from the max-
imization set. And we note that this rule follows only from the fact of sorting the
number of counts Z, and not from sorting the paths’ gains G.
Then, we consider a 4-ary PPM signaling, where the number of counts vector Z =
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[z1, z2, z3, z4], and the channel path gain G = [a211, a
2
12, a
2
13, a
2
14]. Also, using the as-
sumptions for simplification, we have z1 < z2 < z3 < z4 and a11 < a12 < a13 < a14.
After setting these restrictions, we can form the simplified maximization set using
Table 2.1. Following from the S-ML maximization set, Table 2.1 is constructed by
assuming that if a pulse is transmitted at a slot q, then at least one pulse should be
transmitted in all slots ranging from q+1 to Q, which is a direct consequence of the
previously stated simplification rule. After setting these restrictions, the remaining
cases are shown in Table 2.1 where the crosses represent the number of pulses trans-
mitted in every time slot.
Afterwards, given the total number of pulses during a symbol period (which is equal
to the number of transmitters M), we form all combinations of pulses, for example,
if we assume that all pulses are transmitted in slots going from 2 through 4, then we
can have two pulses transmitted in slot 2, and one pulse in each of slots 3 and 4. Also
we can form another repartition of pulses which is 1 pulse in each of slots 2 and 4,
and 2 pulses in slot 3, and so on...
Now, after listing the 8 cases of Table 2.1, we take each case alone and list all possi-
bilities of pulses corresponding to this case. For example, if we consider the 3rd row of
the diagram, we have 1, 2 and 1 pulses respectively in slots 2, 3 and 4. These pulses
can have respectively their means proportional to a211, a
2
12 + a
2
13, a
2
14 respectively, or
to the means a212, a
2
11+ a
2
13, a
2
14, but cannot have the means proportional respectively
to a211, a
2
12+ a
2
14, a
2
13 because a14 > a13 and this case violates the previous rule. Then,
following this strategy, we can form the S-ML equations.
The corresponding ML detection criterion is obtained by selecting the maximum
among the expressions having the following arguments:
(q1, q2, q3, q4) ∈ {(1, 2, 3, 4), (2, 2, 3, 4), (2, 3, 3, 4), (3, 2, 3, 4),
(3, 3, 2, 4), (2, 3, 4, 4), (2, 4, 3, 4), (2, 4, 4, 3), (4, 2, 3, 4), (4, 2, 4, 3),
(4, 4, 2, 3), (3, 4, 4, 4), (4, 3, 4, 4), (4, 4, 3, 4), (4, 4, 4, 3), (3, 3, 4, 4),
(3, 4, 3, 4), (3, 4, 4, 3), (4, 3, 3, 4), (3, 3, 3, 4), (4, 4, 4, 4)}.
Therefore, we are able to reduce the maximization set from 44 = 256 equations to
21 equations, which is a reduction of 91.8%, and by keeping the detection method
optimal. And the SEP simulation of the S-ML detection method was demonstrated
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in Fig. 2.3. Also, this simplification can be extended to any 4-by-1 MIMO systems
for any Q-ary signaling, as we did for the 2-by-1 and 3-by-1 systems, and Fig. 2.3
included an 8-ary PPM signaling that is obtained using this S-ML detection.
Table 2.1: Selection of S-ML Detection Arguments for the maximization set
Slot 1 Slot 2 Slot 3 Slot 4
x x x x
xx x x
x xx x
x x xx
xxx x
xx xx
x xxx
xxxx
2.3.4 Advantages of S-ML Detection
Using S-ML detection method, we have reduced significantly the maximization set,
and therefore, the total decoding time of the optimal detector will be minimized, and
is no more of an exponential order. Also, we see that the size of the maximization
set is function of the number of transmitters (M) and is independent of the number
of slots (Q) in the Q-ary PPM signaling, therefore, increasing the value of Q will
not slow down the detection speed, but on the opposite, we can take advantage from
having large value of Q to decrease the SEP, as shown in Fig. 2.3.
To visualize the difference between the detector’s processing time using both exact
and simplified ML detection, we simulate a 2-by-1 Spatial Multiplexing system for
different values of Q ranging from 2 to 32, and we register the average detection
time of a symbol using both exact and simplified methods. Both curves are shown in
Fig. 2.6, and we see that as the processing time increases exponentially using exact
ML detection, the processing time remains approximately constant when we used the
S-ML method. However, one limitation of the S-ML technique is its limitation to
MIMO systems with only N = 1 receiver.
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Figure 2.6: Average decoding time of 1 symbol using Exact and Simplified ML de-
tection methods
2.4 S-ML detector with M=2, and N receivers
As we mentioned earlier, the Simplified ML detector that is designed in section 2.3 is
restricted to N = 1 receiver. However, the general ML detector has an exponential
complexity, that’s why we need to design a Simplified ML detector for any MIMO
FSO Spatial Multiplexing system. In this section, we suggest an optimal S-ML de-
tector that can be applied with any number of receivers (N). We will apply this
simplified method to the case of M = 2 transmitters. We note that this method
can be generalized to any number of transmitters (M), but it requires more complex
algorithms to make it a generalized method.
Thus, in our analysis, we will consider a MIMO FSO Spatial multiplexing system con-
sisting of M = 2 transmitters, N receivers, and Q-ary PPM modulation format. The
proposed approach is based on calculating the probabilities that the optical pulses are
transmitted in the qth time slot, based on the detected number of counts znq. Also,
we refer by Signal 1 (s1) and Signal 2 (s2) to the information transmitted from the
first and second transmitter respectively.
Given any time slot (q), we can enumerate the following 4 possible events:
◦ No pulses are being transmitted at the time slot q
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◦ Only Signal 1 (s1) transmits a pulse at the time slot q
◦ Only Signal 2 (s2) transmits a pulse at the time slot q
◦ Both signals s1 and s2 transmit pulses at the time slot q
In fact, at any time slot (and for M = 2), the number of possible cases is equal to:
C02 + C
1
2 + C
2
2 = 1 + 2 + 1 = 4 possible cases (as shown above).
In general, for any value ofM , the number of possible cases at each time slot q is equal
to:
∑M
i=0C
i
M = 2
M . This formula follows from the polynomial expansion of (1+1)M ,
and in fact, at every time slot, everyone of theM signals can be either ”transmitting”
or ”non-transmitting” a pulse, so, every signal has two possible states. And since we
have M transmitting signals, we will end up with 2M possible cases in every time slot
and for every receiver.
Our job is to find the probability of the above stated events, knowing the channel’s
paths coefficients (anm), and assuming that the number of counts (znq) follows the
Poisson distribution.
To illustrate this method, we calculate the probabilities of the above cases at the
first time slot and at the first receiver. Before listing the probabilities, we let λnm =
ηES
hfM
a2nm and λb =
ηEn
hf
. Thus, the required probabilities are shown as follows:
p11 = Pr[s1 = 1, s2 6= 1] = exp {−(λ11+λb)}(λ11+λb)
z11
z11!
p12 = Pr[s1 6= 1, s2 = 1] = exp {−(λ12+λb)}(λ12+λb)
z11
z11!
p13 = Pr[s1 = 1, s2 = 1] =
exp {−(λ11+λ12+λb)}(λ11+λ12+λb)z11
z11!
p14 = Pr[s1 6= 1, s2 6= 1] = exp {−(λb)}(λb)
z11
z11!
Similarly, we can obtain the probabilities at all slots and at all receivers. These prob-
abilities will be shown in Table 2.2, where we consider 4-ary PPM modulation. We
note that the data in Table 2.2 are listed in 4 columns that represent the number of
possible cases, and in 4 rows that represent the number of time slots (Q).
Column 1 represents the probabilities that only 1 pulse is being transmitted by the
first transmitter (s1).
Column 2 represents the probabilities that only 1 pulse is being transmitted by the
second transmitter (s2).
Column 3 represents the probabilities that 2 pulse are being transmitted by the first
and the second transmitters (s1 and s2).
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Column 4 represents the probabilities that no pulses are being transmitted by any
of the transmitters. In this case, the emitted photoelectrons are due to background
noise.
For example, p33 represents the probability that s1 and s2 transmit pulses at the
3rd time slot(q = 3), and p41 represents the probability that only the transmitter s1
transmits a pulse at time slot 4.
Then, we construct a table similar to Table 2.2 for every receiver. If we assume that
we have N = 2 receivers, we will construct also Table 2.3 and use it with Table 2.2
to design the S-ML detector and to estimate the transmitted symbols.
Similarly, we define the following probabilities that are calculated from the number
of counts (z2q) detected at the second receiver:
q11 = Pr[s1 = 1, s2 6= 1] = exp {−(λ21+λb)}(λ21+λb)
z21
z21!
q12 = Pr[s1 6= 1, s2 = 1] = exp {−(λ22+λb)}(λ22+λb)
z21
z21!
q13 = Pr[s1 = 1, s2 = 1] =
exp {−(λ21+λ22+λb)}(λ21+λ22+λb)z21
z21!
q14 = Pr[s1 6= 1, s2 6= 1] = exp {−(λb)}(λb)
z21
z21!
Table 2.2: Probabilities calculated from the first receiver
Time Slot s1 s2 s1 and s2 background noise
q=1 p11 p12 p13 p14
q=2 p21 p22 p23 p24
q=3 p31 p32 p33 p34
q=4 p41 p42 p43 p44
Table 2.3: Probabilities calculated from the second receiver
Time Slot s1 s2 s1 and s2 background noise
q=1 q11 q12 q13 q14
q=2 q21 q22 q23 q24
q=3 q31 q32 q33 q34
q=4 q41 q42 q43 q44
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2.4.1 S-ML algorithm for M=2 and N receivers
After constructing the N data tables that correspond to the probabilities calculated
from the N receivers, we will demonstrate the algorithm operation based on Table
2.2 and Table 2.3. We recall that this Spatial Multiplexing system has M = 2 trans-
mitters, N = 2 receivers, 4-ary PPM signaling, and fading channels.
The S-ML detection is described in the following steps:
Step 1 : Find the maximum in the first column: max{p11, p21, p31, p41}.
Without loss of generality, we assume max{p11, p21, p31, p41} = p41
Step 2 : Knowing the maximum of Step 1, find the maximum of the second column,
except the row of the maximum in Step 1 (i.e. except the 4th row that contains p41):
Find max{p12, p22, p32}.
Also, we assume max{p12, p22, p32} = p12.
From the first two steps, we expect that s1 transmits symbol 4 and s2 transmits sym-
bol 1. In the following step, we will calculate the probability of s1 = 4 and s2 = 1 by
using all receivers.
Step 3 : Calculate the product Psingle pulses = p41 ∗ p12 ∗ p24 ∗ p34 ∗ q41 ∗ q12 ∗ q24 ∗ q34.
In this product, we assume that background noise is being transmitted in slots 2 and
3 where no pulses are expected to be transmitted. That’s why we included the terms
p24, p34, q24 and q34 in the product.
Step 4 : Repeat Step 1 and Step 2 but by finding the maximum in the second column
first, then finding the maximum in the first column (after excluding the row that
corresponds to the maximum that was found in the second column). Then construct
the corresponding probability Psingle pulses reverse similarly to Step 3.
Step 5 : Calculate the maximum of the third column (the probability that pulses are
transmitted in the same slot): max{p13, p23, p33, p43}
We assume that max{p13, p23, p33, p43} = p23
The probability of both pulses being transmitted in slot 2 is: Pdouble pulses = p23 ∗p14 ∗
p34 ∗ p44 ∗ q23 ∗ q14 ∗ q34 ∗ q44
This result is the probability that both signals transmit symbol 2 (i.e. s1=2 and
s2=2).
We note that once the maxima are selected from the first receiver, we assign the
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values of q (probabilities of the second receiver) to have the same indices as the ones
of p.
Step 6 : Repeat Steps 1-5 but by finding the maxima from the second receiver, and
obtain the probabilities Qsingle pulses, Qsingle pulses reverse and Qdouble pulses.
Step 7 : Find max{Psingle pulses, Psingle pulses reverse, Pdouble pulses,
Qsingle pulses, Qsingle pulses reverse, Qdouble pulses}
∴ The S-ML detector decides on the case that has the maximum probability among
the 6 probability values that are calculated in the last step.
The simplification that can be achieved using this simplified method can be counted
by the number of comparisons that are performed using this algorithm. In fact, to
obtain the maximum probability of pulses being transmitted in distinct slots, we per-
form CMQ = C
2
4 = 6 comparisons.
Also, to calculate the maximum probability of pulses being transmitted in the same
time slot, we perform CM−1Q = C
1
4 = 4 comparisons.
To sum up, for the case ofM = 2 transmitters andQ = 4, we performed CMQ +C
M−1
Q =
6 + 4 = 10 comparisons instead of QM = 42 = 16 comparisons that was used in the
exact ML detection. Thus, we have achieved a reduction by 37.5%. To visualize
this reduction for larger Q, we show in Fig. 2.7 the number of comparisons that are
performed with both ML and S-ML detectors, and we see that the S-ML method has
reduced the number of comparisons, but it is still increasing in function of Q.
In general, for any value of M and for any value of Q ≥M , the number of performed
comparisons is equal to:
∑M
i=1C
i
Q. And as Q → ∞, the number of comparisons
becomes equal to Q
M
M !
, i.e. it has a reduction of M ! times compared to the exact ML
detection method.
SEP for S-ML with M=2 and N receivers
In this section, we simulate the Spatial Multiplexing detectors using both exact and
S-ML detection methods. The SEP curves are shown in Fig. 2.8 and Fig. 2.9 where
we see that the S-ML method is an optimal detection method, when compared with
the exact optimal ML detector. Also, the results are still optimal even in the presence
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Figure 2.7: Number of comparisons in ML vs. S-ML detectors with M=2
of background noise.
2.5 Suboptimal detector: Collapsed receivers
In the design of ML detectors for Spatial Multiplexing systems, we have seen that the
exact ML detector has an exponential complexity. That’s why we’ve suggested two
optimal S-ML detectors; the first S-ML detector was limited to N = 1 receiver but it
had a relatively small decoding time, and the other S-ML detector could be applied
for any value of N , but it had a larger decoding time, compared with the first S-ML
detector.
In this section, we will suggest a suboptimal Spatial Multiplexing detector that takes
advantages from the simplicity of the S-ML detector which is described in section 2.3.
The suggested suboptimal detector will be referred as ”collapsed receivers” since we
will add the number of counts at every time slot from all the receivers, so that we
can obtain only one receiver. Also, we will add the paths gains that are linked to all
receivers and coming from every transmitter. In this way, we can apply the S-ML
method that is described in section 2.3 because the MIMO system is transformed to
anM-by-1 system. But we note that this transformation makes the detection method
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Figure 2.8: SEP with ML and S-ML detectors, Q=4, M=2, N=2, Log-Normal fading
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S−ML: N=3 (with reverse)
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Figure 2.9: SEP with ML and S-ML detectors, Q=4, M=2, N=3, Log-Normal fading
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Figure 2.10: SEP, Spatial Multiplexing, Q=4, M=3, N=3, Log-Normal fading
suboptimal.
2.5.1 Collapsed receivers detector
By adding the number of counts from the N receivers, the number of counts becomes a
1-by-Q matrix whose elements are described as: Z′ = [z′1, ..., z
′
Q] where z
′
q =
∑N
n=1 znq.
Also, the channel’s paths gain that are stored in the N -by-M matrix G should be
added such that we replace the gains that link a transmitter to the N detectors by
the sum of these paths because we are transforming the MIMO system into a sys-
tem having only one receiver. In this way, the new channel gain matrix becomes:
G′ = [g′1, ..., g
′
M ] where g
′
m =
∑N
n=1 a
2
nm.
By applying this transformation, the MIMO system looses some part of its spatial
diversity and that’s why this method is not optimal, but it has the advantage of the
simple decoding method.
By applying this transformation, we simulate the SEP curves for the ”collapsed re-
ceivers” detector and we compare it to the ML optimal detection method. The SEP
curves are shown in Fig. 2.10. We conclude from Fig. 2.10 that this method is not
optimal but it has the advantage of its simple detection method.
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2.6 Suboptimal detector: Reduced slots
In this section, we propose a suboptimal Spatial Multiplexing detector that can be
used with any number of receivers (N). The idea of this detector comes from the
structure of the PPM format. In fact, given M transmitted Q-ary PPM symbols,
every signal transmits a light pulse in one of the Q time slots. Thus, givenM symbols,
we will have at most M time slots in which light pulses are being transmitted (if pulses
are transmitted in distinct slots), and the remaining Q−M time slots will not contain
any light pulse (assuming that Q > M).
On the other hand, the time slots that contain light pulses are expected to generate
larger number of photoelectrons. Thus, instead of performing the ML detection based
on Q slots, we can operate our detector on theM largest slots, since we expect that all
pulses are being transmitted during the M time slots that have the largest numbers
of emitted photoelectrons.
Then, the detector sorts the number of counts and chooses the largest M slots to
perform the detection. However, the detector contains N receivers and the order of
the number of counts is not the same at all receivers. Thus, and because the number
of counts at all receivers are independent, we will sort the slots at the first receiver,
and apply this sorting order to the remaining receivers.
To illustrate this idea, we will consider N = 2 receivers, M = 3 transmitters and
Q = 4. The count vector could be equal to Z which is given in Eq. 2.4.
Z =
[
7 2 8 4
2 8 1 5
]
(2.4)
By sorting according to the first receiver, the sorted count vector Z’ will be given
in Eq. 2.5.
Z′ =
[
2 4 7 8
8 5 2 1
]
(2.5)
After applying the sorting on all receivers by applying the order of the first receiver,
we store the sorting order so that we can recover the initial order. Afterwards, we
will keep only the largest M = 3 slots. Thus, the final count matrix will be given in
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Figure 2.11: SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, no back-
ground noise
Eq. 2.6.
Z′′ =
[
4 7 8
5 2 1
]
(2.6)
After reducing the slots, we will perform the ML detection method that is described
in Eq. 2.2. But at this stage, the Log-Likelihood equations will be maximized over
a set containing MM instead of QM elements. Based on the results of Eq. 2.2, we
estimate the transmitted symbols, and we use the stored sorting order to obtain the
effective Q-ary symbols for the M signals.
The main advantage of this Suboptimal method is by being independent of the number
of slots Q in the PPM symbols. Whereas the maximization set increases exponentially
w.r.t.Q in the exact ML detection method, we see that the maximization set remains
constant for a given number of multiplexed symbols M . On the other hand, every
simplification has its tradeoff, and in this case we have lost optimality in the detection
method. However, in the case of no background noise, this reduced slots method is
still the optimal detection method because no photoelectrons are being transmitted
during an ”off” slot, but when we are considering background noise, the detection
won’t be optimal.
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Figure 2.12: SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, with back-
ground noise
The results of the SEP simulations are shown in Fig. 2.11 (without background noise)
and in Fig. 2.12 (with background noise). Then, as we mentioned, this Reduced slots
method is optimal for the case of no background noise, but it becomes suboptimal
when background noise is introduced to the FSO system. Also, we remark in Fig.
2.12 that the suboptimal SEP curve approaches the optimal curve at high SNR, and
the error rate is not very bad, compared with the optimal error rate, and by taking
into consideration the amount of simplification that is introduced to the detector.
In fact, in the Reduced slots method, and for M = 2 transmitters, the maximization
set is made of 22 = 4 elements, whatever the value of Q, but we saw in Fig. 2.7
that the number of comparisons was increased into thousands of times for Q = 64.
Therefore, the fixed maximization set size is a major advantage of this suboptimal
detection method.
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2.7 Suboptimal detector: Reduced slots with Thresh-
old
We have seen in the previous section that we can reduce the number of slots that
contribute to the detection method from Q to M , by stating that at most M slots
are being used to transmit the M pulses. In fact, this is the case when pulses are
being transmitted in distinct time slots. However, some pulses may be transmitted in
the same slot, and sometimes all pulses may be transmitted in the same slot. Then,
the suggested method will be based on estimating the number of time slots that are
being used to transmit light pulses.
The procedure of this method is similar to the detection method of the previous
section, and we will perform the sorting operation of the count vector and keep the
largest M slots. Then, the operation starts from the modified count matrix Z ′′ which
is described in Eq. 2.6.
In the count matrix, the first row contains the number of emitted photoelectrons at
the first receiver. For example, in Z”, we have in the first row the following vector:
[4, 7, 8]. Based on this first row, we will estimate the number of time slots that are
being used to transmit light pulses. To reach this objective, we will set a threshold
level for the number of photoelectrons; if the number of emitted photoelectrons is
larger than this threshold, then we will consider that light pulse(s) is (are) being
transmitted in the corresponding slot, otherwise, the emitted photoelectrons are due
to background noise.
The optimal choice for the Threshold level will be derived as follows:
We let amin = min{a11, a12, ..., a1M} which corresponds to the minimal path gain that
is linked to the first receiver (because the threshold level is decided based on the first
receiver).
Thus, a distinction should be made between photoelectrons being transmitted due to
background noise or due to the transmitter that has the smallest path gain.
The mean number of emitted photoelectrons during a slot q is equal to λ0 when we
have background noise, and it is equal to λ1 when a pulse is being transmitted from the
transmitter having the smallest path gain during the slot q (where λ1 = λ0+
ηES
hfM
a2min).
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In Fig. 2.13, we plot the PDF’s of the number of emitted photoelectrons conditioned
on the knowledge of their mean numbers. The first PDF to the left represents the
PDF of the emitted photoelectrons when only background noise is present during a
time slot q, and we see that the average of this pdf is near 0 (λ0 = 5). The next
PDF represents the probability distribution of the number of emitted photoelectrons
(number of counts znq) when its mean number is derived from the gain of the smallest
channel gain (represented by λ1 = 20). To the right of this PDF we plot the distribu-
tion of the number of counts when the mean is derived from the channel path gain of
the biggest gain channel (assuming M = 2 and λ2 = 30). And finally, the PDF of the
counts when both pulses are being transmitted in time slot q is shown to the right
side (with a mean λ12 = 15+ 25+ 5 = 45, because background noise was included in
the previous means).
Starting from 0 emitted photoelectrons and going up to 10 emitted photoelectrons, we
see in Fig. 2.13 that the highest probability (Maximum-Likelihood) corresponds to
the PDF of background noise. However, starting from 11 emitted photoelectrons and
going upward, we expect that the emitted photoelectrons are due to optical pulses.
Moreover, the threshold level should be derived from the comparison between the PDF
having the mean of background noise (λ0) and the PDF having the mean derived from
the smallest channel gain (λ1), regardless of the higher gain channels or combinations
of channels. In particular, we have seen in this example that the threshold level is
equal to 10 photoelectrons; if we detect more than 10 photoelectrons during a time
slot q, we expect that at least one optical pulse is being transmitted during this time
slot.
Thus, the threshold value can be defined as the number at which the probability of
the photoelectrons being emitted due to background noise is equal to the probability
of photoelectrons being emitted due to the transmitter that is linked to the smallest
path gain. Therefore, the threshold level (vth) is calculated in Eq. 2.7.
exp{−λ0}λvth0
vth!
=
exp{−λ1}λvth1
vth!
(2.7)
Solving Eq. 2.7, we get the value for the threshold level as shown in Eq. 2.8.
vth =
λ1 − λ0
ln(λ1)− ln(λ0) (2.8)
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Figure 2.13: Poisson distributions of the number of emitted photoelectrons
Then, at any time slot q (and at the first receiver), if z1q > vth, we expect that at least
one light pulse is being transmitted during this time slot, otherwise, no pulses are
transmitted during this time slot. In particular, if we consider the example shown in
Fig. 2.13, vth = 10.82, which means that if the detected number of photoelectrons are
larger than this value, then we expect that it’s not due to background noise, which
is in conformity with the previous discussion about this threshold.
Therefore, we will use this property to expect the number of time slots that are being
used to transmit pulses. If we recall the example of the count matrix Z” and if we
assume that the calculation leads to a threshold equal to vth = 5.2, and given the
counts [4, 7, 8], we expect that pulses are being transmitted during the last 2 slots, and
in this way, the maximization set for the Log-Likelihood equation will contain 22 = 4
elements. Moreover, if vth = 7.1, we expect that all pulses are being transmitted at
the last slot (i.e. all transmitted symbols are the same).
Using this threshold level, we can eliminate more slots and reduce the maximization
set size less than MM (depending on every multiplexed symbols), and afterwards, we
perform the ML detection method on the remaining time slots.
To analyze the performance of this suboptimal detector with threshold, we plot its
SEP curve in presence of background noise and we compare the results to the optimal
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Figure 2.14: SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, with back-
ground noise
SEP curve. The plots are shown in Fig. 2.14. We see in Fig. 2.14 that the suboptimal
detection method with threshold is not optimal, but the SEP curve didn’t lose its
diversity since its slope was similar to the slope of the optimal SEP curve.
However, when there is no background noise, this detection method yields into the
optimal SEP (as shown in Fig. 2.15).
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Figure 2.15: SEP, Spatial Multiplexing, Q=4, M=3, Log-Normal fading, without
background noise
Chapter 3
Feedback Coding
We have examined with Spatial Multiplexing coding the method of increasing the
data rate of the FSO MIMO system, when knowing the channel’s coefficients, known
as the Channel State Information (CSI). In the problem of Feedback Coding, we will
use the CSI in order to reduce the Probability of error without changing the data rate.
In this case, the MIMO system will be similar to the FSO MIMO Repetition Coding
that is presented by [3]. In Feedback Coding, all M transmitters are driven by the
same information source, but the power repartition between the M transmitters is
not uniform, in opposition with Repetition Coding. In fact, Feedback Coding will be
designed by getting the CSI and finding the optimal power repartition among the M
transmitters so that the SEP is minimized.
We let Fm.ES to be the fraction of energy per symbol that is allocated to the m
th
transmitter, therefore 0 ≤ Fi ≤ 1, ∀i ∈ {1, ...,M} and
∑M
i=1 Fi = 1.
The conditional probability of error is then:
Pr[Zn1 = 0|slot1,A] = exp
(
−∑Mm=1∑Nn=1 a2nm ηESFmhf ) where nS = ηEShf . The proba-
bility of error can be minimized by finding the optimal vector F∗ = (F ∗1 , ..., F
∗
M) that
maximizes the following expression:
F∗ = argmaxF
∑M
m=1
∑N
n=1 a
2
nmnSFm
F∗ = argmaxF
∑M
m=1
∑N
n=1 a
2
nmFm
F∗ = argmaxF
∑M
m=1 Fm
∑N
n=1 a
2
nm
We let Bm =
∑N
n=1 a
2
nm,
33
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therefore F∗ = argmaxF
∑M
m=1 FmBm = argmaxF (F1B1 + ... + FMBM)
Without loss of generality, we assume B1 > B2 > ... > BM , and we let S =∑M
m=1 FmBm. The problem is to show the following propositions:
◦ S ≤ B1 given the above defined constraints
◦ S = B1 iff F1 = 1
◦ S > B1 is always false ∀F (antilogy).
The first proposition can be shown as follows:

B1 ≤ B1 ⇒ F1B1 ≤ F1B1
B2 < B1 ⇒ F2B2 ≤ F2B1
...
BM < B1 ⇒ FMBM ≤ FMB1
(3.1)
We note that the equality in the first expression of Eq. 3.1 is always verified, but in
the remaining inequalities, the inequality can be achieved iff Fi = 0, ∀i 6= 1.
By adding both sides of the inequalities in Eq. 3.1, we get:
F1B1 + F2B2 + ...+ FMBM ≤ F1B1 + F2B1 + ...+ FMB1
⇒ S ≤ (F1 + F2 + ... + FM)B1
⇒ S ≤ B1
Thus, we prove the first proposition by showing that maxF S = B1
One solution for this optimal value is to set the argument vector F = (1, 0, 0, ..., 0).
Our second task is to show that this solution is unique.
So, we have to show that S = B1 iff F1 = 1.
Let’s assume that F1 < 1 and let’s find the maximum of S.
If F1 < 1, then ∃i 6= 1 such that Fi 6= 0 (because Fi > 0 ∀i and
∑M
i=1 Fi = 1). And
recalling the set of M − 1 inequalities that are obtained in Eq. 3.1 (excluding the
first equality), we obtain at least one inequality where the equality bound cannot be
achieved (because the corresponding coefficient Fi 6= 0).
Therefore, if F1 < 1, then F2B2 + F3B3 + ... + FMBM < F2B1 + F3B1 + ...+ FMB1
⇒ S = F1B1 + F2B2 + ...+ FMBM < F1B1 + F2B1 + ... + FMB1 == B1
⇒ S < B1
Then, by contradiction, S = B1 iff F1 = 1.
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Figure 3.1: Feedback Coding, Q=2, M=4, N=3,Log-Normal Fading
The third proposition can be shown as follows:
Let’s assume S > B1
⇒ F1B1 + F2B2 + ...+ FMBM > (F1 + F2 + ... + FM)B1
⇒ F2B2 + ...+ FMBM > F2B1 + ...+ FMB1
Comparing term by term, we see that the above inequality is always false (antilogy).
Then, S ≯ B1, ∀F.
∴ The optimal choice for vector F is F∗ = (1, 0, 0, ..., 0)
We deduce that the optimal energy repartition at the transmitters’ side is by allocat-
ing the whole symbol energy ES to the m
th transmitter, such that Bm is maximum.
Following this Feedback coding method, we simulate the MIMO FSO system with
binary PPM, M = 4 transmitters, N = 3 receivers, with Log-Normal fading (SI=1.0)
and with negligible background noise (Eb = −190dBJ). Also, we compare the Feed-
back coding scheme to the repetition coding that is presented by [3]. The corre-
sponding SEP curves are shown in Fig. 3.1. We deduce from Fig. 3.1 that Feedback
coding achieves a smaller SEP when compared to the Repetition coding, but at the
expense of CSI. Also, we note that the optimal power repartition in MIMO FSO is a
simple method (simply assign the whole symbol energy to the transmitter linked to
maximum channel’s paths), in opposition with the complex algorithms that are used
in wireless systems for feedback coding (such as the Waterfilling algorithm [4]).
Chapter 4
Erlang Distribution
The Erlang distribution is defined as the sum of independent Exponential distribu-
tions. The Erlang of order n (denoted by En) is the sum of n exponential RVs, where
n is a positive integer. Let Xi be a RV following an exponential distribution, then
the PDF of Xi is fXi(x) = λie
−λix where x ≥ 0 and λi ≥ 0. Therefore, if we define X
to be an Erlang RV, then X =
∑n
i=1Xi.
If λi 6= λj , ∀i 6= j, then the distribution of X will be called the Generalized Erlang
Distribution, and when λi = λj , ∀(i, j), the distribution of X will be called the Ho-
mogeneous Erlang or simply the Erlang distribution.
In this report, we will use the Homogeneous Erlang Distribution to approximate the
Log-Normal and Rayleigh Sum distributions.
4.1 PDF of the Generalized Erlang distribution
The PDF of the sum of two RV’s is equal to the convolution of the PDF’s of these
RV’s. Based on this property, we can derive the PDF of the Generalized Erlang
distribution. Since
X = X1 + X2 + ... + Xn, then fX(x) = fX1(x) ∗ fX2(x)... ∗ fXn(x) where ∗ is the
convolution operator.
Using the Laplace Transform,
FX(s) = FX1(s)×FX2(s)× ...×FXn (s) =
∏n
i=1 FXi(s) and FXi(s) = L[λie
−λix] = λi
s+λi
36
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The Laplace Transform of the Erlang distribution (Generalized and/or Homogeneous)
is given in eq. (4.1).
FX(s) =
n∏
i=1
λi
s+ λi
(4.1)
Using partial fraction expansion, we get another expression for eq. (4.1), and which
is shown in eq. (4.2).
FX(s) = (
n∏
i=1
λi)
n∑
i=1
1
(s+ λi)
∏n
j=1,j 6=i(λj − λi)
(4.2)
By applying the Inverse Laplace Transform to eq. (4.2), we get the PDF of the
Generalized Erlang Distribution in eq. (4.3).
fX(x) = (
n∏
i=1
λi)
n∑
i=1
e−λix∏n
j=1,j 6=i(λj − λi)
(4.3)
The PDF of the Generalized Erlang Distribution is effectively the PDF of the sum
of exponential RV’s (with distinct parameters), and it is shown in eq. (4.3) that the
PDF of the corresponding distribution is a linear combination of exponential terms.
4.1.1 Moments of the Generalized Erlang n distribution
The kth moment of the Generalized Erlang Distribution is given in eq. (4.4).
E[Xk] =
∫ ∞
0
xkfX(x)dx (4.4)
Using equations (4.3) and (4.4), we get the expression of the moment that is shown
in eq. (4.5).
E[Xk] = (
n∏
i=1
λi)
n∑
i=1
∫∞
0
xke−λixdx∏n
j=1,j 6=i(λj − λi)
(4.5)
The integral of eq. (4.6) is evaluated using the method of integration by parts and
by recursion.
∫ ∞
0
xne−λxdx =
n!
λn+1
(4.6)
CHAPTER 4. ERLANG DISTRIBUTION 38
Also, when n is a non-integer, the integral of eq. (4.6) can be expressed in function
of the Gamma Function, and we obtain a general expression for the integral in eq.
(4.7).
∫ ∞
0
xne−λxdx =
Γ(n+ 1)
λn+1
(4.7)
Replacing eq. (4.6) in eq. (4.5), we get the final expression of the kth moment of
the Generalized Erlang Distribution, and this moment is defined in eq. (4.8).
E[Xk] = (
n∏
i=1
λi)
n∑
i=1
k!
λk+1i
∏n
j=1,j 6=i(λj − λi)
(4.8)
4.2 PDF of the Erlang Distribution
The Erlang or the Homogeneous Erlang RV (En) is defined as the sum of n Indepen-
dent and Identically Distributed (i.i.d.) Exponential RV’s with constant parameter
λi = λ where i = 1, ..., n.
We evaluate eq. (4.1) for the case where λi is constant, and we obtain the Laplace
Transform of the PDF of the Erlang Distribution, and this expression is shown in eq.
(4.9).
FX(s) =
λn
(s+ λ)n
(4.9)
We apply the Inverse Laplace Transform to eq. (4.9) and we obtain the PDF of
the Erlang Distribution in eq. (4.10), where Γ(n) =
∫∞
0
e−ttn−1dt, x ≥ 0, λ ≥ 0 and
n ∈ N.
fX(x) =
e−λxxn−1λn
Γ(n)
(4.10)
In this project, we will use the PDF of the Erlang Distribution to approximate
the PDFs of Log-Normal sum and Rayleigh sum. The objective is then to find the
optimal values of the parameters n and λ so that the RMSE between the original and
approximated distributions is minimized.
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4.3 CDF of the Erlang Distribution
The Cumulative Density Function (CDF) of the Erlang distribution can be derived
analytically by integrating the PDF of this distribution.
FX(x) =
∫ x
0
e−λttn−1λn
Γ(n)
dt = λ
n
Γ(n)
∫ x
0
tn−1e−λtdt = α
∫ x
0
tn−1e−λtdt
Using the integration by parts, we obtain the following expression for the CDF.
FX(x)
α
= [ t
n−1e−λt
−λ ]
x
0 −
∫ x
0
(n−1)tn−2e−λt
−λ dt = −x
n−1e−λx
λ
+ n−1
λ
∫ x
0
tn−2e−λtdt
Integrating recursively, we obtain the expression of the CDF of the Erlang distribution
as shown in eq. (4.11), where x ≥ 0, λ ≥ 0 and n ∈ N.
FX(x) = 1−
n∑
i=1
e−λx(λx)n−i
(n− i)! (4.11)
4.4 Mean and Variance of the Erlang Distribution
Let X be a RV having an Erlang distribution with parameters n and λ. By definition,
X is the sum of n independent exponential RV’s whose parameter is λ.
Therefore, X =
∑n
i=1Xi where the PDF of Xi is fXi(x) = λe
−λx. Then, the mean of
Xi is E[Xi] =
1
λ
and its variance is V ar[Xi] =
1
λ2
.
Using the independence property, the mean and variance of the Erlang RV’s are given
in eq. (4.12) and eq. (4.13) respectively.
E[X ] = E[
n∑
i=1
Xi] =
n∑
i=1
E[Xi] =
n∑
i=1
1
λ
=
n
λ
(4.12)
V ar[X ] = V ar[
n∑
i=1
Xi] =
n∑
i=1
V ar[Xi] =
n∑
i=1
1
λ2
=
n
λ2
(4.13)
Chapter 5
Erlang approximation of the
Log-Normal PDF
We can use the Erlang PDF (fX(x)) to approximate a given distribution g(x) by
selecting optimal values for the parameters n and λ which minimize the Mean Square
Error (MSE) between the Erlang PDF and the original PDF g(x).
5.1 Using integer n and finding LSE between PDFs
In this section, we consider two Random Variables X and Y which have Erlang and
Log-Normal distribution respectively. The expression of the Log-Normal PDF is given
in eq. (5.1).
gY (x) =
1
xσ
√
2pi
e
−(ln(x)−µ)2
2σ2 (5.1)
The mean of the Log-Normal distribution is:
E[Y ] = eµ+
σ2
2 (5.2)
and its variance is:
V ar[Y ] = e2µ+2σ
2 − e2µ+σ2 (5.3)
In FSO communication systems, channel fading can be represented by Log-Normal
RV with Scintillation Index (S.I.). This index defines the ”amount” of turbulence in
40
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the atmosphere. For the Log-Normal case, S.I. = e4σ
2 − 1 and typical values of S.I.
range between 0.4 and 1.0 [3].
Therefore, to define a Log-Normal PDF with a given S.I., we select σ = 1
2
√
ln(1 + S.I.)
and µ = −σ2.
In this part, we consider the following values of S.I. = 0.4, 0.6, 1.0 and we will approx-
imate the Log-Normal PDFs that correspond to these S.I. using the Erlang PDF.
An optimal Erlang approximation for the Log-Normal PDF can be found by solving
eq. (5.4) which finds the optimal parameters combination (n∗, λ∗) that reduces the
MSE between the original and the approximated PDFs.
(n∗, λ∗) = argmin
n,λ
lim
k→∞
1
k
∫ k
0
[fX(x)− gY (x)]2dx (5.4)
5.1.1 Optimization Strategy
In this part, our objective is to approximate a Log-Normal RV with S.I. = 0.4 using
the Erlang RV. We generate the PDF of the Log-Normal distribution (g(x)) with
S.I. = 0.4. This operation can be done numerically where g(x) is stored in a 1-
Dimensional array (or a vector). The corresponding x vector defines the domain of
g(x) where the function is ”non-zero”, and the difference between two consecutive
entries in x is at most equal to 0.1.
On the other hand, the Erlang distribution has two parameters which are n and λ.
In this optimization problem, we generate a set of values for n and λ, and we form all
combinations (n, λ). Afterwards, we generate all Erlang PDFs that correspond to all
combinations (n, λ). These Erlang PDFs are stored in a 3-Dimensional array whose
entries are function of n, λ and x.
In this problem, n is a vector that contains all integer values from 1 to 100, λ is
a vector that takes values from 1 to 100 with a step-size of 1, and x is a vector
starting from 0 to 3 with a step size of 0.05. In this way, we define the domain of
our optimization, and for every combination (n, λ), we calculate the MSE between
the exact and approximated PDFs. So, for every n and λ, we take the corresponding
Erlang PDF that is stored numerically in the 3-Dimensional array, and we subtract
this PDF (Element-by-Element) from the vector that represents the PDF of the exact
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Figure 5.1: Erlang Approximation for Log-Normal PDF with S.I.=0.4
Log-Normal PDF. Then, we obtain, for every (n, λ), a vector that represents the error
(errorn,λ(x)) between the exact and approximated PDFs. Afterwards, we calculate
the square of the elements of these error vectors, and we calculate their sum over
all values of x, and we divide this value by the number of entries in x to obtain
the Mean Square Error (MSE). Then, we obtain a 2-dimensional array (MSE(n, λ))
which gives the MSE for every combination (n, λ) (a plot of this RMSE is shown in
Fig. 5.3). Thus, to obtain the Least-Square Error (LSE) approximation, we select the
combination (n∗, λ∗) which results in the smallest calculated MSE, and we generate
the corresponding Erlang PDF to approximate the original function g(x) (which is
the Log-Normal PDF in this case).
Using this setup, we calculate a first approximation for the Log-Normal PDF, and
this approximation is shown in Fig. 5.1 where the green curve represents the Erlang
approximation. The optimal choice of Erlang distribution that satisfies the LSE
criterion is for n = 13 and λ = 14, and the Root Mean Square Error (RMSE) for this
choice is equal to 0.0312.
To reduce further the RMSE, we perform a second iteration, and at this time, we
start by the optimization solution that we got in the first iteration and we search for
a better solution around the first solution. Then, n contains the values 12, 13 and
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Figure 5.2: Erlang Approximation for Log-Normal PDF with S.I.=0.4
14, and λ takes the values from 13 to 15 with a step size of 0.01.
The new approximation is shown in Fig. 5.2. At this time the new parameters take
the values n = 13 and λ = 13.87, and the RMSE was reduced to 0.028. The RMSE
values that we obtained in this second optimization are shown in Fig. 5.3, and we
selected the solution that minimizes this 3-dimensional graph.
To sum up, the optimization procedure that we suggested consists of the following
steps:
◦ Define a set of variables (n, λ). For example, n = [0, 1, ..., 100] and λ = [0, 1, ..., 100]
◦ Generate Erlang PDFs corresponding to each combination (n, λ) and calculate the
corresponding RMSE.
◦ Select the optimal combination (n∗, λ∗) that results in the smallest RMSE.
◦ Repeat this optimization procedure over a new set of variables to reduce the RMSE
further. The new set of variables can be: n = [n∗−1, n∗, n∗+1] and λ = [λ∗−1, λ∗−
0.9, ..., λ∗, ..., λ∗ + 0.9, λ∗ + 1]
Applying this optimization method, we generate the approximations for Log-
Normal distributions having S.I. = 0.6 (Fig. 5.4) and S.I. = 1.0 (Fig. 5.5). The
RMSE for S.I. = 0.6 and 1, 0 are 0.0282 and 0.0413 respectively.
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Figure 5.3: RMSE of Erlang approximation
Figure 5.4: Erlang Approximations of Log-Normal PDFs with S.I.=0.6
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Figure 5.5: Erlang Approximations of Log-Normal PDFs with S.I.=1.0
5.2 Using decimal n and finding LSE between PDFs
So far, we have optimized the MSE between the Erlang PDF and the Log-Normal
distribution by using integer values for the parameter n (to conform with the definition
of the Erlang distribution). However, we can use decimal values for n to get better
approximations. In the following part, we approximate the Log-Normal distribution
using the Erlang PDF using the optimization strategy described in Section 5.1.1,
but we will be using decimal values for n, in order to reduce the constraints on the
optimization space, and therefore, we can reduce the RMSE between the exact and
approximated PDFs.
The results of this new approximation are shown in Fig. 5.6, Fig. 5.7 and Fig. 5.8 for
the S.I. equal to 0.4, 0.6 and 1.0. The RMSE for these approximations are 0.0253,
0.0282 and 0.0324 respectively.
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Figure 5.6: Erlang Approximations of Log-Normal PDFs with S.I.=0.4
Figure 5.7: Erlang Approximations of Log-Normal PDFs with S.I.=0.6
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Figure 5.8: Erlang Approximations of Log-Normal PDFs with S.I.=1.0
5.3 Using Special Optimization Algorithms (lsqcurve-
fit) with n being a decimal to find LSE between
PDFs
The optimization method that is described in Section 5.1.1 applies for the constraints
of n being an integer or non-integer, and doesn’t need a starting point or a starting
”guess” for the solution.
However, this method suffers from having a combinatorial complexity regarding the
data structures size, but we could solve this issue by dividing the optimization pro-
cedure into two iterations, and the results were satisfactory. Also, we note that this
optimization strategy has a special characteristic which consists of selecting the value
of n being an integer or a non-integer, and this property cannot be easily used in
other optimization algorithms, as we will see in this section.
In this part, we propose a second optimization method that applies only for non-
integer values of n and which doesn’t require large data structures and which has a
small processing time, but it needs a starting point. This method is used in MatLab
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to find the parameters of the Erlang distribution that yield into the Least-Square
Error Fitting between the exact and approximated PDF curves.
Before we present this optimization method, we need to specify a starting point for
our approximation; since we we want to find the Erlang PDF that best fits the original
Log-Normal PDF, we expect that the two curves will have their first two moments
approximately equal. Therefore, we select the Erlang distribution that has the mean
and variance to be equal to the mean and variance of the original PDF. The desired
Erlang PDF will be characterized by its parameters (n, λ) which will be used as a
starting point solution to find the the best Erlang PDF which reduces the RMSE.
LetM and V be the mean and variance of the original probability distribution. In the
case of a Log-Normal RV, M and V are given in eq. (5.2) and eq.(5.3) respectively.
On the other hand, the mean of the Erlang distribution is n
λ
and its variance is n
λ2
,
then, we match the first two moments by solving the following system of equations,
and we get a starting point solution for our optimization.
By matching the Mean and the Variance of the Exact and Erlang distributions,
we get the solution in equations (5.5) and (5.6).
λ =
M
V
(5.5)
n =
M2
V
(5.6)
Using these two equations, we can find a starting point approximation for any
distribution, knowing its Mean (M) and its Variance (V ). In particular, given any
Log-Normal distribution, we can calculate its mean and variance (either numerically
or analytically), and using equations (5.5) and (5.6), we can obtain the corresponding
approximation using an Erlang distribution; and the resulting approximation will
be based on matching the first two moments. However, to obtain an optimal LSE
approximation, we will use the obtained solution as a starting point, and we will
apply special algorithms (using lsqcurvefit function from MatLab) for deriving new
parameters that optimize the error.
The corresponding approximation of the Log-Normal distribution with S.I.=0.4 is
shown in Fig. 5.9, where n = 12.4330, λ = 13.2494 and MSE = 6.3701 ∗ 10−4.
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Figure 5.9: Erlang Approximations of Log-Normal PDFs with S.I.=0.4 using lsqcurve-
fit
A similar approximation is obtained for S.I.=0.6, where we obtain an approxima-
tion with n = 9.0567, λ = 9.9009 and MSE = 7.9241 ∗ 10−4. This approximation is
shown in Fig. 5.10.
Also, for S.I.=1.0, n = 6.3189, λ = 7.2114 andMSE = 0.0010. The corresponding
PDF’s are shown in Fig. 5.11.
5.4 Using integer n and finding LSE between CDFs
In previous sections, all optimizations methods for finding the parameters of the
Erlang distribution were based on finding the LSE solution between the Erlang and
the original PDF’s. Now, we will find the LSE between the CDF’s of the original
and Erlang distributions. Also, we will restrict our analysis to the case of n being
an integer because, based on the CDF expression of the Erlang distribution which is
given in eq. (4.11), the parameter n specifies the upper limit of the summation, and
therefore, it has to be an integer.
However, we could derive numerically the CDF of the Erlang distribution whose
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Figure 5.10: Erlang Approximations of Log-Normal PDFs with S.I.=0.6 using
lsqcurvefit
Figure 5.11: Erlang Approximations of Log-Normal PDFs with S.I.=1.0 using
lsqcurvefit
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Figure 5.12: Erlang Approximations of Log-Normal PDFs with S.I.=0.6 using LSE
between CDF’s
parameter n is non-integer, and this CDF can be obtained by integrating numerically
the PDF of the corresponding Erlang distribution with n being a non-integer. In
fact, the simulation that we perform is similar to the optimization strategy that is
described in Section 5.1.1, but we integrated numerically both the Log-Normal and
the Erlang PDF’s, and we selected the LSE parameters. Therefore, there is no need for
an analytical expression for the CDF’s of both Log-Normal and Erlang distributions.
In the following, we derive an approximation for the Log-Normal PDF by finding the
LSE fitting of the corresponding CDF’s. We take S.I.=0.6. The results are shown in
Fig. 5.12 and Fig. 5.13. The MSE between CDF’s is equal to 1.2525 ∗ 10−4, and the
optimal values for the Erlang parameters are n = 10 and λ = 10.74.
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Figure 5.13: Erlang Approximations of Log-Normal CDF’s with S.I.=0.6 using LSE
between CDF’s
Chapter 6
Erlang approximation of the
Log-Normal Sum PDF
Many methods have been developed for estimating the PDF of the Sum of L i.i.d.
Log-Normal RV’s, due to the wide applications of this PDF in MIMO systems, and
one of these estimation techniques is the Wilkinson’s method [7]. However,using this
approximation, we obtain an expression for the resultant PDF which cannot be used
to get a closed form expression for the BER and Capacity limits in MIMO systems (as
we will see later), that’s why we will propose an approximation for the Log-Normal
Sum PDF using the Erlang PDF, and we will show the validity of this approximation
in calculating an approximation for the BER and the Capacity limits, and in obtaining
a closed form approximation for these quantities.
Therefore, our objective is to estimate the PDF of the Sum of Log-Normal RV’s;
however, the exact PDF of the sum of Log-Normal RV’s cannot be evaluated using
closed form expressions (that’s why we are estimating the solution), then, we can
obtain only a numerical exact PDF of the Log-Normal Sum PDF, and this PDF is
obtained by convolution.
Let’s define X =
∑L
l=1Xl where Xl are i.i.d. RV’s having a Log-Normal distribution.
The PDF of X is equal to the convolution of the PDF’s of the elementary RV’s, and
we calculate this convolution numerically, and we use it to be the exact PDF that we
will approximate using the Erlang distribution. Some plots for the exact Log-Normal
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Figure 6.1: Numerical Exact PDF of the Log-Normal Sum PDF of L=1,3 and 6 RV’s
with SI=0.4
Sum PDF’s are shown in Fig. 6.1 where we show the PDF’s of L = 1, 3 and 6 with
SI=0.4. And it is clear in this figure that as L increases, the PDF of X will be
centered about a larger value, and its standard deviation increases.
6.1 Erlang Approximations of Log-Normal Sum PDF’s
with S.I.=0.4
In the following, we derive the Erlang approximations of the PDF of the sum of
L = 1, 8 and 16 Log-Normal RV’s using integer values for the parameter n, and by
finding the LSE between PDF’s. The results for S.I.=0.4 are shown in Fig. 6.2 where
the Exact PDF’s are shown in blue and the approximations are shown in red with
dashed curves.
Also, we approximate the same Log-Normal Sum PDF’s, but based on finding the
LSE between CDF’s, and the resulting PDF’s are shown in Fig. 6.3. Also, we plot the
corresponding CDF’s in Fig. 6.4. On the other hand, we plot also the Wilkinson’s
approximation [7] of the PDF’s, and we show the results in Fig. 6.5. We note that the
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Figure 6.2: PDF of the Exact Log-Normal Sum distributions and their Erlang ap-
proximations for SI=0.4 (integer n, LSE between PDF’s)
Figure 6.3: PDF of the Exact Log-Normal Sum distributions and their Erlang ap-
proximations for SI=0.4 (integer n, LSE between CDF’s)
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Figure 6.4: CDF of the Exact Log-Normal Sum distributions and their Erlang ap-
proximations for SI=0.4 (integer n, LSE between CDF’s)
Wilkinson’s approximation of the sum of L Log-Normal RV’s is a Log-Normal PDF
whose mean (variance) is equal to the sum of the means (variances) of the individual
Log-Normal RV’s.
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Figure 6.5: PDF of the Exact Log-Normal Sum distributions and their Wilkinson’s
approximations for SI=0.4
Chapter 7
Erlang approximation of the
Rayleigh Sum PDF
Many methods are developed to approximate the Rayleigh Sum PDF, and two of these
methods are the Small Argument Approximation (SAA) and the modified version of
this method where a correction function is added to obtain a better approximation
[5]. We refer to this approximation by Jeremiah-Beaulieu method. An example of
this approximation is shown in Fig. 7.1. In this figure, the blue curve represents
the exact numerical PDF of the sum of L = 16 Rayleigh RV’s whose parameter
σi = 1/
√
L (Normalization equation). The cyan dash-dotted curve represents the old
SAA approximation, and the green dotted curve represents the correction function
that was introduced by Jeremiah-Beaulieu method. Finally, the red dashed curve
is the corrected SAA approximation that is introduced by [5]. In our problem, we
consider the sum of L = 1, 8, 16 Rayleigh RV’s Ri , and we approximate their PDF’s
by an Erlang distribution. We recall the PDF of the Rayleigh distribution which is
given in the following equation:
fRi(r) =
r
σ2i
e
− r2
2σ2
i , r > 0 (7.1)
We set the S.I. of Ri to be equal to 1. For the case of Rayleigh fading, σi =
√
ln(1+S.I.)
2(4−pi)
Similarly to the Log-Normal Sum PDF approximation that we performed in the
previous sections, we approximate the PDF of the sum of L Rayleigh RV’s using the
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Figure 7.1: Jeremiah-Beaulieu Approx. of Rayleigh Sum PDF
Erlang distribution, and we use several approximations methods that we discussed
earlier.
7.1 Erlang approximation of Rayleigh Sum PDF
using Integer n and finding LSE between PDF’s
In the following, we approximate the sum of L = 1, 8, 16 Rayleigh RV’s where
S.I. = 1.0 and σi =
√
ln( 1+S.I.
2(4−pi) = 0.6354. The first approximation is conducted
by finding the Erlang PDF that best fits the exact Rayleigh Sum PDF, where the
Erlang parameter n is an integer. Also, the optimization criterion is based on finding
the LSE between the PDF’s.
The results of this approximation are shown in Fig. 7.2. In this figure, the red dashed
curves are the Erlang PDF’s, and the blue solid curves are the exact Rayleigh sum
PDF’s. The three pairs of curves corresponds to the sum of 1, 8 and 16 Rayleigh RV’s.
The RMSE for these approximations are respectively 0.027, 0.0054 and 0.0044.
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Figure 7.2: Erlang Approx. of Rayleigh Sum PDF using integer n and LSE between
PDF’s
7.2 Erlang approximation of Rayleigh Sum PDF
using Integer n and finding LSE between CDF’s
Similarly to the approximation that we did in the previous section, we approximate
the same Rayleigh PDF’s, but this time, the optimization criterion is based on finding
the LSE between CDF’s. Also, in this problem, we use Erlang PDF’s with integer
n and we are approximating the sum of L = 1, 8, 16 Rayleigh RV’s. The results
of the approximated PDF’s are shown in Fig. 7.3, and their corresponding CDF
approximations are shown in Fig. 7.4. The RMSE for these approximations are
respectively 0.0279, 0.0059 and 0.0052.
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Figure 7.3: Erlang Approx. of Rayleigh Sum PDF using integer n and LSE between
CDF’s
Figure 7.4: Erlang Approx. of Rayleigh Sum CDF using integer n and LSE between
CDF’s
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Figure 7.5: Erlang Approx. of Rayleigh Sum PDF using Non-Integer n and LSE
between PDF’s
7.3 Erlang approximation of Rayleigh Sum PDF
using Non-Integer n and finding LSE between
PDF’s
In this section, we use the same approximation of Section 7.1, but we use Non-Integer
values for the Erlang parameter n. In this we, we are reducing the optimization
constraints, and we expect to reduce the RMSE. The results of this approximation
are shown in Fig. 7.5. The RMSE are in this case: 0.0157, 0.0025 and 0.0015.
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Figure 7.6: Erlang Approx. of Rayleigh Sum PDF using Non-Integer n and LSE
between CDF’s
7.4 Erlang approximation of Rayleigh Sum PDF
using Non-Integer n and finding LSE between
CDF’s
In this section, we use the same approximation of Section 7.2, but we use Non-Integer
values for the Erlang parameter n. The PDF’s and CDF’s of this approximation are
shown respectively in Fig. 7.6 and Fig. 7.7. The RMSE are in this case: 0.0203,
0.0032 and 0.0019.
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Figure 7.7: Erlang Approx. of Rayleigh Sum CDF using Non-Integer n and LSE
between CDF’s
Chapter 8
BER calculation using
approximated Erlang distributions
The main objective of this study is to obtain a closed form expression of the BER
equation that is shown in eq. (8.1).
Pb =
∫ ∞
0
p(γ)f(γ)dγ (8.1)
where p(γ) = Q(
√
SNRγ
2
), and Q(x) = 1
2
erfc( x√
2
). Also, f(γ) is the PDF of the
fading coefficient γ whose distribution can be modeled by Log-Normal or Rayleigh
distributions. However, for MIMO and UWB systems, γ will be the sum of Log-
Normal or Rayleigh RV’s, because of the multipaths superposition. In this section,
we consider γ to be the sum of L RV’s where L = 1, ..., 16. Therefore, f(γ) will
be approximated by an Erlang distribution after finding the optimal values for the
parameters n and λ. Then, f(γ) is expressed in eq. (4.10).
In the following, we will derive an analytical approximation for the BER. We replace
the quantities of eq. (8.1) by their corresponding expressions and we obtain eq. (8.2).
Pb =
∫ ∞
0
Q(
√
SNRx
2
).
e−λxxn−1λn
Γ(n)
dx (8.2)
To evaluate this integral, we need to find an approximation for Q(.) function. In
fact, limx→∞ erfcx(x) = 1√pi
1
x
and erfcx(x) = ex
2
erfc(x). Therefore, for large x the
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Figure 8.1: Q(x) and its approximation
complementary error function can be calculated by eq. (8.3).
lim
x→∞
erfc(x) =
e−x
2
x
√
pi
(8.3)
Also, the Q(.) function can be approximated for large x by eq. (8.4). The plots of
Q(x) and its upper bound are shown in Fig. 8.1.
lim
x→∞
Q(x) =
1√
2pi
e−x
2/2
x
(8.4)
Replacing eq. (8.4) in eq. (8.2), we get an analytical approximation for the BER,
which is shown in eq. (8.5).
Pb =
λn
Γ(n)
√
piSNR
∫ ∞
0
xn−
3
2 e−(λ+
SNR
4
)xdx (8.5)
The integral of eq. (8.5) can be evaluated using eq. (4.7), and we obtain the final an-
alytical upper bound of the BER using the Erlang approximation, and this expression
is shown in eq.(8.6).
Pb =
Γ(n− 1
2
)
Γ(n)
.
1√
piSNR
.
λn
(λ+ SNR
4
)n−1/2
(8.6)
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Practically, for large n, Γ(n) will cause overflow, but we can avoid this behavior by
using gammaln(x) = ln(Γ(x)) in MatLab, and then, the first factor of this equation
will be calculated as: exp(gammaln(n− 1
2
)−gammaln(n)), and thus, we obtain finite
results.
8.1 BER calculation using Erlang approximation
with Log-Normal fading (S.I.=0.6)
In this section, we will calculate the BER that is given in eq. (8.1), and we will plot
the result as a function of SNR. The PDF curves are approximated using Erlang
distribution with integer n. The BER curves that we will plot are described in the
following figures:
◦ Fig. 8.2 shows the exact numerical BER in solid blue line, and the BER of the
Erlang approximated PDF based on LSE between PDF’s (dashed red curve with
triangles). The curves are obtained for L = 1, ..., 16 where the smallest argument has
the highest BER.
◦ Fig. 8.3 shows the exact numerical BER in solid blue line, and the BER of the
Erlang approximated PDF based on LSE between PDF’s (red curve with triangles)
and based on LSE between CDF’s (green curve with squares).
◦ Fig. 8.4 shows the exact numerical BER in solid blue line, and the BER of the
Erlang approximated PDF based on LSE between PDF’s (red curve with triangles)
and analytical upper bound based on eq. (8.6) (green curve with squares).
◦ Fig. 8.5 shows the exact numerical BER in solid blue line, and the BER of the
Erlang approximated PDF based on LSE between PDF’s (red curve with triangles)
and using Wilkinson’s approximation (green curve with squares).
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Figure 8.2: BER using Exact Log-Normal Sum PDF and Erlang approximated PDF’s
based on LSE between PDF
Figure 8.3: BER using Exact Log-Normal Sum PDF and Erlang approximated PDF’s
based on LSE between PDF’s and between CDF’s
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Figure 8.4: BER using Exact Log-Normal Sum PDF and Erlang approximated PDF’s
and analytical upper bound
Figure 8.5: BER using Exact Log-Normal Sum PDF and Erlang approximated PDF’s
and Wilkinson’s approximation
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Figure 8.6: BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
based on LSE between PDF
8.2 BER calculation using Erlang approximation
with Rayleigh fading
Similarly to the calculation of BER with Log-Normal fading, the expression of BER
with Rayleigh fading is obtained using eq. (8.1), where we replace f(γ) by the PDF
of the sum of L Rayleigh RV’s. Also, we will calculate the approximations of the
BER by approximating f(γ) using the Erlang distribution (with integer n). Also, we
will calculate an upper bound for the BER using the eq. (8.6).
Several approximations are obtained for the BER, depending on the type of approx-
imation of f(γ), and these approximations are shown in the following figures:
◦ Fig.(8.6) shows the exact BER in a blue solid curve, and the approximated BER
using Erlang approximation (integer n, LSE between PDF’s) in a red curve (with
triangles). The BER are obtained for the sum of L = 1, ..., 16 Rayleigh RV’s with
S.I. = 1.0.
◦ Fig. 8.7 shows in green curve (with squares) the approximated BER using Erlang
approximation (integer n and LSE between CDF’s). This curve is shown in addition
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Figure 8.7: BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
based on LSE between PDF’s and between CDF’s
to the curves of Fig. (8.6).
◦ Fig. 8.8 shows the exact BER (blue curve), the Erlang approximated BER (n in-
teger, LSE between PDF’s) in red curve with triangles, and shows also an analytical
upper bound for BER in green curve with squares.
◦ Fig. 8.9 shows, in addition to curves of Fig. 8.6, the approximated BER using
Jeremiah-Beaulieu approximation (green curve with squares).
8.2.1 Interpretation of the bad approximation for BER at
high SNR
When we used the Erlang PDF to approximate the sum of L Rayleigh (or Log-Normal)
RV’s, we remark that the approximated BER estimates very well the exact BER at
low SNR, but as SNR increases, the approximated BER becomes smaller than the
exact BER. To analyze this behavior, we plot the curves that constitutes the equation
of Pb, which are the conditional probability of error p(γ) and the PDF of the fading
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Figure 8.8: BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
and analytical upper bound
Figure 8.9: BER using Exact Rayleigh Sum PDF and Erlang approximated PDF’s
and Jeremiah-Beaulieu approximation
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Figure 8.10: f(γ) and p(γ) for L=3 and with Rayleigh fading (S.I.=1)
coefficients f(γ).
p(γ) is a function of SNR, and we will plot this function for the cases of SNR = 0
and 16dB, and we plot also exact and approximated curves of f(γ). The results are
shown in Fig. (8.10) and Fig. 8.11. Fig. 8.10 shows on a semi-logarithmic scale the
exact PDF of the sum of L = 3 Rayleigh RV’s (blue curve), its Jeremiah-Beaulieu
approximation (red curve), and its Erlang approximation (green curve). Also, we plot
p(γ) for SNR = 0 dB (cyan curve) and 16 dB (purple curve). We see in this figure
that for low SNR, we multiply each PDF curve by the cyan curve, and therefore, the
output will be dominated by the upper part (peak) of the PDF curves. And in this
region, the Erlang PDF approximates well the exact PDF.
However, for high SNR, we multiply the PDF curves by the purple curve (which has a
steep slope), and we remark that the result will be dominated by the increasing part of
the PDF, where the value of p(γ) is still large. But in this region, there is a difference
between the exact and approximated PDF curves, that’s why the approximated BER
is found to be smaller than the exact PDF at high SNR. Therefore, we have to find a
better approximation for the increasing part of the PDF’s in order to obtain a better
approximation at high SNR.
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Figure 8.11: f(γ) and p(γ) for L=16 and with Rayleigh fading (S.I.=1)
8.3 Diversity Order
The aim of this study is to find an approximation for the diversity index at high
SNR and for an increasing number of multipaths L. The diversity can be obtained
graphically from the BER curves, and can be associated with the slope of these
BER curves. And if we analyze any figure from the BER curves that are derived in
this report, we remark that as the number of multipaths L increases, the slope of
the corresponding BER curve becomes steeper, at a given SNR. Thus, we conclude
graphically that the diversity order increases as we increase the number of multipaths
in the MIMO FSO system.
On the other hand, using the approximated expression for the BER (obtained in
Eq. 8.6), we will derive an approximation for the diversity order. First of all, we
will calculate the logarithm of this equation, and then calculate its partial derivative
w.r.t. SNR. Then, we will analyze the effect of an increases number of multipaths L
on this diversity order.
ln (Pb) = ln{Γ(n− 1/2)
Γ(n)
}+ ln{ 1√
piSNR
}+ n ln(λ)− (n− 1/2) ln(λ+ SNR
4
) (8.7)
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Figure 8.12: Erlang parameter (n) v.s Number of Multipaths (L)
Taking its partial derivative with respect to SNR, we get an approximation for the
diversity order in Eq. 8.8.
∂ ln(Pb)
∂SNR
=
−1/2
SNR
− n− 1/2
4λ+ SNR
=
−2λ− n.SNR
SNR(4λ+ SNR)
(8.8)
On the other hand, we could approximate the diversity order of MIMO FSO channels
by taking the limiting case of the probability of error at high SNR.
lim
SNR→∞
Pb =
Γ(n− 1/2)(4λ)n
Γ(n)
√
4pi
1
SNRn
=
k
SNRn
(8.9)
Then, we see in Eq. 8.9 that the diversity of the MIMO FSO channels can be ap-
proximated by n. And to find the relationship between the number of multipaths
(L) and the diversity, we plot the obtained parameters n versus different numbers of
multipaths, and using both Rayleigh and Log-Normal channels. The graph is shown
in Fig. 8.12. In this graph we can make three important conclusions. First of all, the
diversity of MIMO systems was assumed to be infinite once the number of multipaths
is larger than L = 6, and that’s why it was referred by the frustration index at high
SNR and for large L. However, we see in this graph that the diversity can be very
accurately approximated, even for large L. For example, the diversity of MIMO FSO
system having L = 6 multipaths is equal to 70 when fading is modeled by Log-Normal
CHAPTER 8. BER CALCULATION USING APPROXIMATED ERLANGDISTRIBUTIONS76
channel with S.I.=0.4.
Second, we can conclude that as the Scintillation Index (S.I.) increases, the diversity
decreases. In fact, for L = 6, the diversity is equal to 70, 48 and 34 for SI = 0.4, 0.6
and 1.0 respectively. Moreover, for Rayleigh fading, we obtain a much lower diversity
which is equal to 23. And these results justify the BER curves that are obtained
by [3], where they showed that the BER slopes are steeper for smaller SI in Log-
Normal channels, and where the BER curves obtained from Rayleigh fading channels
have smaller slopes than the ones obtained with Log-Normal fading.
And finally, for any operating fading channel, the diversity order increases linearly
with respect to the number of multipaths. Thus, we see that the diversity order (i.e.
the magnitude of the slope of the BER curves) can be increased by increasing the
number of multipaths, and therefore, the system performance is improved.
To sum up, we have shown analytically that the MIMO FSO systems ensure higher
diversity order as the number of multipaths L increases, i.e. it’s more advantageous
to increase L in order to get a better system performance. And this result is conform
with all simulations that we performed using MIMO FSO systems.
Chapter 9
Capacity calculation using
approximated Erlang distributions
The capacity of a communication system can be derived from the Shannon Theorem
where we assume a normalized capacity (with Bandwidth B = 1). Also, when the
channel suffers from fading, the SNR will be multiplied by a fading coefficient γ.
Thus, the channel capacity will be given in eq. (9.1).
C = log(1 + γSNR) (9.1)
In this equation, the RV γ represents the fading coefficient and the obtained equation
for capacity is in fact a conditional capacity; to obtain the average channel capacity,
we use the probability distribution of γ which can be represented by the sum of
L Log-Normal or Rayleigh RV’s. Also, we will approximate these distributions by
the Erlang distribution and we will deduce an upper bound for the capacity using
Jensen’s inequality. In fact, using the Jensen’s inequality, the average capacity can
be upper-bounded by using eq. (9.2).
C¯ = E[log(1 + γSNR)] ≤ log(1 + E[γ]SNR) (9.2)
When the RV γ is approximated by the Erlang distribution, E[γ] = n
λ
and the ana-
lytical approximated upper bound for the channel capacity will be given in eq. (9.3)
C¯ = E[log(1 + γSNR)] ≤ log(1 + n
λ
SNR) (9.3)
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Figure 9.1: Exact and Erlang approximated (LSE between PDF’s) capacity curves
under Log-Normal fading (S.I.=0.4)
9.1 Capacity calculation with Log-Normal fading
In this section, we consider γ to be the sum of L = 1, ..., 16 Log-Normal RV’s with
S.I. = 0.4, and we will calculate the average channel capacity using exact methods
and using the applied Erlang approximation methods. The results of these capacity
calculations are shown in the following figures, where we plot C¯ in function of SNR.
Also, the approximations of γ are used using Erlang PDF with integer parameter n
◦ Fig. 9.1 shows the exact capacity curve (blue). The red curve (with triangles)
represents the approximated capacity when using Erlang approximation with LSE
between PDF’s.
◦ Fig. 9.2 shows the exact capacity curve (blue) and the Erlang approximated
capacity (LSE between PDF’s). The green curve (with squares) represents the ap-
proximated capacity when using Erlang approximation with LSE between CDF’s.
◦ Fig. 9.3 shows the exact capacity curve (blue) and the Erlang approximated
capacity (LSE between PDF’s). The green curve (with squares) represents the ap-
proximated capacity using the Wilkinson’s approximation for the PDF’s.
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Figure 9.2: Exact and Erlang approximated (LSE between CDF’s) capacity curves
under Log-Normal fading (S.I.=0.4)
◦ Fig. 9.4 shows the exact capacity curve (blue) and the Jensen’s upper bound
approximation in red curve (with stars).
Also, we note that the capacity curves represents different number of channels’ path
with L = 1, ..., 16 where the lowest capacity curve corresponds to the smallest number
of paths L.
9.2 Capacity calculation with Rayleigh fading
Similarly to the previous section, we derive the exact and approximated capacity
curves when approximating the Rayleigh Sum PDF by an Erlang distribution (integer
n). Also, we derive an approximation for the Rayleigh Sum using the Jeremiah-
Beaulieu method, and finally, we plot an upper bound capacity using the Jensen’s
inequality. The results are shown in the following figures.
Fig. 9.5 shows the exact capacity curve in blue, the Erlang approximated capacity
(LSE between PDF’s) in dashed red curve with triangles, the Erlang approximated
capacity (LSE between CDF’s) in green dotted curve with squares, and the Jensen’s
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Figure 9.3: Exact and Wilkinson’s approximated capacity curves under Log-Normal
fading (S.I.=0.4)
Figure 9.4: Exact and Jensen’s upper bound capacity curves under Log-Normal fading
(S.I.=0.4)
CHAPTER 9. CAPACITY CALCULATION USING APPROXIMATED ERLANGDISTRIBUTIONS81
Figure 9.5: Exact and Erlang approximated and Jensen’s upper bound capacity curves
under Rayleigh fading (S.I.=1.0)
upper bound in purple with stars.
Also, Fig. 9.6 shows the exact capacity curve (blue) with the Jeremiah-Beaulieu
approximated capacities (red with stars).
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Figure 9.6: Exact and Jeremiah-Beaulieu approximated capacity curves under
Rayleigh fading (S.I.=1.0)
Chapter 10
MSE of Erlang Approximations
Given a function f(x) and its approximation g(x) (defined over a range [a, b]), the
Mean Square Error between the original and approximated functions is defined as
follows:
MSE =
1
b− a
∫ b
a
[f(x)− g(x)]2dx (10.1)
Also, we can calculate the Root Mean Square Error (RMSE) as the root of MSE. In
our case, we consider f(x) to be the exact PDF, g(x) an approximation for the PDF,
and a = 0 and b → ∞. Practically, x, f(x) and g(x) are defined in vectors where
xn = {n.∆x, n = 0, ..., Nf − 1} (with Nf > 250 is the number of sample points, and
∆x < 0.1), and the MSE is calculated as:
MSE =
Nf−1∑
i=0
[f(xi)− g(xi)]2
Nf
(10.2)
10.1 RMSE for Log-Normal Sum PDF with inte-
ger n
In the following, we derive the MSE for the Log-Normal Sum PDF and its Erlang
approximation (using integer n). We plot the RMSE curve as a function of the number
of RV’s (L) in the summation. We compare the RMSE when the approximation is
based on finding LSE between PDF’S (red curve with circles), between CDF’s (blue
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Figure 10.1: RMSE of Log-Normal fading (SI=0.4) using Erlang distribution (integer
n)
curve with triangles) and we plot also the RMSE of the Wilkinson approximation
(green curve with stars). The comparisons are made for S.I. = 0.4 (Fig. 10.1),
S.I. = 0.6 (Fig. 10.2) and S.I. = 1 (Fig. 10.3).
10.2 RMSE for Log-Normal Sum PDF with Non-
Integer n
Similarly to the previous section, we calculate the RMSE for S.I. = 0.4 (Fig. 10.4),
S.I. = 0.6 (Fig. 10.5) and S.I. = 1 (Fig. 10.6).
10.3 RMSE for Rayleigh Sum PDF with Integer n
We derive the MSE for the Rayleigh Sum PDF and its Erlang approximation (using
integer n). We compare the RMSE when the approximation is based on finding LSE
between PDF’S (red curve with circles), between CDF’s (blue curve with triangles)
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Figure 10.2: RMSE of Log-Normal fading (SI=0.6) using Erlang distribution (integer
n)
Figure 10.3: RMSE of Log-Normal fading (SI=1.0) using Erlang distribution (integer
n)
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Figure 10.4: RMSE of Log-Normal fading (SI=0.4) using Erlang distribution (Non-
Integer n)
Figure 10.5: RMSE of Log-Normal fading (SI=0.6) using Erlang distribution (Non-
Integer n)
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Figure 10.6: RMSE of Log-Normal fading (SI=1.0) using Erlang distribution (Non-
Integer n)
and we plot also the RMSE of the Jeremiah-Beaulieu approximation (green curve
with stars). The comparisons is made for S.I. = 1.0 (Fig. 10.7).
10.4 RMSE for Rayleigh Sum PDF with Non-Integer
n
Similarly to the previous section, we plot the RMSE for S.I. = 1.0 (Fig. 10.8).
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Figure 10.7: RMSE of Rayleigh fading (SI=1.0) using Erlang distribution (integer n)
Figure 10.8: RMSE of Rayleigh fading (SI=1.0) using Erlang distribution (Non-
Integer n)
Chapter 11
Conclusion
This thesis presents different improvements that can be made to MIMO FSO systems,
by using either Feedback Coding or Spatial Multiplexing. In fact, we took advantage
from the additional degree of freedom in MIMO systems to increase the data rate
and to reduce the probability of error. We applied the concept of Feedback Coding
on optical systems, and we derived the optimal power repartition for such systems,
and based on simulation results, we showed that Feedback coding outperforms the
Repetition Coding, but on the cost of the Channel State Information.
On the other hand, we analyzed thoroughly the Spatial Multiplexing systems, start-
ing by defining its concept, then to designing its optimal ML detector. Then, given
the exponential complexity of the optimal ML detector for spatial multiplexing, we
proposed two simplified optimal ML (S-ML) detectors. The first one was restricted
to MIMO systems with 1 receiver, and it was based on sorting the channel paths and
the number of counts, and this simplified detector has a big advantage by being in-
dependent from the size of the Q-ary PPM constellation. The second S-ML detector
is designed for MIMO systems with any number of receivers, and its concept can be
generalized to any number of transmitters. However, we limited our case to only 2
transmitters, and we showed that this S-ML detector performs optimal detection and
reduces the decoding complexity by a factor equal to the factorial of the number of
transmitters.
We introduced also different suboptimal detectors for Spatial Multiplexing systems
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that are characterized by their simplicity. The collapsed receivers detector was based
on transforming the receivers into a single receiver, so that we could apply the first
S-ML detection method, but the result is not optimal. The other detector was the
reduced slots with threshold which works as an optimal detector in absence of back-
ground noise, and whose complexity is independent of the size of the PPM constella-
tion.
In the second part of this thesis, our objective was to approximate the degree of
diversity of MIMO FSO systems, which was known by the frustration index. For
that reason, we introduced the homogeneous Erlang distribution and we used it as an
approximation for Log-Normal Sum and Rayleigh Sum distributions, and we showed
that the corresponding RMSE was in an acceptable range. A clear description was
given for the different methods of finding the LSE approximation, given that the min-
imization of the MSE has two parameters, which are the parameters of the Erlang
PDF. Afterwards, we approximated the BER of MIMO FSO systems in a closed-form
expression, and based on this equation, we could approximate the previously unknown
frustration index, and we found out that it is equal to the parameter n. Then, the
diversity of MIMO FSO systems is not infinite for large number of multipaths, and
we approximated very accurately its value for any MIMO system.
In addition to that, we derived a closed-form expression for the average capacity in
MIMO FSO systems, and we showed that the corresponding results are equal to the
exact capacity values.
Therefore, this thesis forms a deep study for Feedback Coding and Spatial Multiplex-
ing systems, and it provides accurate performance results that are verified analytically
and by simulation.
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