We construct a systematic high-frequency expansion for periodically driven quantum systems based on the Brillouin-Wigner (BW) perturbation theory, which generates an effective Hamiltonian on the projected zero-photon subspace in the Floquet theory, reproducing the quasienergies and eigenstates of the original Floquet Hamiltonian up to desired order in 1/ω, with ω being the frequency of the drive. The advantage of the BW method is that it is not only efficient in deriving higher-order terms, but even enables us to write down the whole infinite series expansion, as compared to the van Vleck degenerate perturbation theory. The expansion is also free from a spurious dependence on the driving phase, which has been an obstacle in the Floquet-Magnus expansion. We apply the BW expansion to various models of noninteracting electrons driven by circularly polarized light. As the amplitude of the light is increased, the system undergoes a series of Floquet topological-totopological phase transitions, whose phase boundary in the high-frequency regime is well explained by the BW expansion. As the frequency is lowered, the high-frequency expansion breaks down at some point due to band touching with nonzero-photon sectors, where we find numerically even more intricate and richer Floquet topological phases spring out. We have then analyzed, with the Floquet dynamical mean-field theory, the effects of electron-electron interaction and energy dissipation. We have specifically revealed that phase transitions from Floquet-topological to Mott insulators emerge, where the phase boundaries can again be captured with the high-frequency expansion.
I. INTRODUCTION
Periodically driven quantum systems are attracting intensive interests from a viewpoint of dynamically controlling quantum phases of matter by external drives. They indeed generate various phenomena, among which are modulation of the tunneling amplitude of particles [1] [2] [3] [4] , superfluid-to-Mott insulator transitions [5] [6] [7] , magnetic frustrations 8 , artificial gauge fields 9 in Bose-Einstein condensates, dynamical band flipping 10 , and Floquet topological insulators [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . The effect of a periodic drive is usually interpreted in terms of a change of the Hamiltonian to an effective static one derived from the Floquet theory [31] [32] [33] [34] and high-frequency expansions [35] [36] [37] [38] [39] [40] [41] . Specifically, topological phases sensitively depend on the parameters of the mapped Hamiltonian, as we see in this paper (see also Ref. 25) . Thus, it is imperative to understand the detailed behavior of the effective Hamiltonian for varied frequency and amplitude of the periodic drive.
According to the Floquet theory [31] [32] [33] [34] Hilbert space H is reduced to a time-independent eigenvalue problem for the Floquet Hamiltonian in an extended Hilbert space H ⊗ T, where T represents "multiphoton-dressed" states. This is a great advantage since the effective static Hamiltonian is usually much easier to treat than the original. A price to pay for that, however, is that now the dimension of T is infinite by construction. If one wants to interpret periodically driven systems in terms of a static Hamiltonian defined in the original Hilbert space H, one has to further reduce the degrees of freedom from H ⊗ T to H. Such a mapping is indeed possible in the highfrequency regime. Intuitively, when the frequency is high enough, the system cannot follow the rapid oscillation of the external drive. In this case, the system can be effectively regarded as a time-averaged one,
where H n = T −1 T 0 dt e inωt H(t) is the Fourier component of the original Hamiltonian, with T and ω = 2π/T being the period and frequency of the drive, respectively. There, the zero-photon-dressed states are decoupled from other dressed states. One can then include virtual processes for electrons absorbing and emitting one photon with a second-order perturbation theory to have
The eigenvalues of the effective Hamiltonian determine the non-time-periodic part of the wave function, while the time-periodic part is obtained by applying the micromotion operator 5 to the eigenstates (see Sec. II D). When it is applied to the tight-binding model on the honeycomb lattice with a circularly polarized light 17 , one can show that the second term in Eq. (2) gives a complex phase to the second-nearest-neighbor hopping. This enables one to map the problem to Haldane's model of a topological Chern insulator 42 , providing a clear view for the Floquet topological transition.
The relation (2) is a prelude to a high-frequency expansion: One can subsequently include simultaneous nphoton absorption and emission processes, which give a correction of order 1/ω. Higher-order perturbations should provide more complicated subleading terms of order (1/ω) n (n ≥ 2), but the question then is how one can systematically derive a consistent high-frequency expansion for the effective Hamiltonian. A conventional approach is based on the Floquet-Magnus expansion [36] [37] [38] 43 . However, it is known that this method gives an effective Hamiltonian that explicitly depends on the phase of the drive. Since the effective Hamiltonian should not have such a spurious dependence for time-periodic systems, it is desirable to have an expansion that does not suffer from this flaw. This point has been overcome by a van Vleck degenerate perturbation theory 40 , which is free from the phase dependence. While the van Vleck perturbation theory is a systematic and consistent highfrequency expansion that correctly reproduces the previous results 35, 39 , it is not easy to derive higher-order terms in 1/ω within this formalism.
This has motivated us in the present paper to develop an alternative approach to the consistent high-frequency expansion, based on the Brillouin-Wigner (BW) perturbation theory 44 . The idea is to project the whole Hilbert space H ⊗ T onto the zero-photon subspace H ⊗ T 0 ∼ H. We define the "wave operator" in the BW formalism that restores the eigenstates ∈ H⊗T from the projected states ∈ H⊗T 0 . There the wave operator can be determined recursively in powers of 1/ω. The effective Hamiltonian can then be expressed with the wave operator, which enables us to obtain the high-frequency expansion of the effective Hamiltonian in a transparent manner. While each term in the expansion is generally different from the one in Floquet-Magnus and van Vleck approaches, the BW formalism also correctly reproduces the quasienergies of the Floquet Hamiltonian up to a desired order in 1/ω. We reveal the relations among the BW, Floquet-Magnus, and van Vleck perturbative high-frequency expansions. The advantage of the BW method is that (i) it does not suffer from a problem of the driving-phase dependence, unlike the Floquet-Magnus expansion, and (ii) it is relatively easy to go to higher-order terms, as compared to the van Vleck perturbation theory. We can even formally write the whole infinite series. Another asset is that degenerate energy levels in unperturbed systems do not have to be treated separately in the BW perturbation theory. On the other hand, the drawback of the BW method is that the effective Hamiltonian derived in this way either depends on the quasienergy self-consistently or does not necessarily remain Hermitian if the quasienergy dependence is removed. While the latter may at first seem to be unphysical, we actually show that in the nth-order expansion [which is correct up to (1/ω) n ] the non-Hermitian part only has a contribution to the eigenvalues and right eigenstates of order (1/ω) n+1 , which can be neglected. Thus, our expansion is consistent and physical.
In order to demonstrate how useful the present method is, we have applied it to various models of noninteracting electrons driven by circularly polarized lights, which turn out to generate Floquet topological insulators. For the most simplified case of a Dirac field in a continuum space, an exact solution for the quasienergy spectrum can be obtained around the zero momentum, where we have checked that the BW approach correctly reproduces the high-frequency expansion of the exact results. We then examine tight-binding models on not only the honeycomb lattice, but also Lieb and kagomé lattices that accommodate flat bands raising an interesting problem about how the flat bands can possibly become topological. In the large frequency regime the BW expansion gives a good description of the Floquet topologicalto-topological transitions among phases having various Chern numbers. As one decreases the frequency, the BW expansion breaks down at the point where the photonundressed band touches a photon-dressed one. In this regime we have obtained Chern numbers numerically. This has led us to a finding that the topological transitions start to take place in a tantalizingly intricate manner as we approach zero frequency, with a nearly fractal phase diagram. For kagomé lattice we unravel that even the flat band becomes Floquet topological (with band bending). The final motivation of the present work has to do with an important question: Do we really have the quantized Hall conductivity in the dynamically driven Floquet topological insulators? In equilibrium at zero temperature, where all the bands below (above) the Fermi energy are fully occupied (empty), nonzero Chern numbers lead to quantization of the Hall conductivity. Since Floquet topological insulators arise in nonequilibrium, the distribution of electrons should differ from the equilibrium one due to the external drive, which may give rise to derivation from the quantization of the Hall conductivity. Thus, we have to consider the effects of energy dissipation 26, 29, 45 which should affect the Hall conductivity. Moreover, in real situations many-body electronelectron interactions are present, and the competition between the topological phases and correlated phase such as Mott's insulator becomes an intriguing problem. To explore these, we have studied a dissipative Hubbard model defined on the honeycomb and Lieb lattices by attaching a heat bath and switching on the Hubbard interaction, with the Floquet dynamical mean-field theory (Floquet DMFT) 46, 47 . We have identified the condition for the Hall conductivity to approach the quantized value. We have also found that there exists a Floquet topologicalto-Mott insulator transition (or crossover), as detected from the double occupancy along with the Hall conductivity. The crossover line, again, can be well explained by the high-frequency expansions.
The paper is organized as follows. In Sec. II, we introduce the Brillouin-Wigner theory for the high-frequency expansion in the Floquet formalism. We unveil the relations among the BW, Floquet-Magnus, and van Vleck high-frequency expansions. By applying the BW method to the Dirac field in a circularly polarized light, we confirm that the BW expansion correctly reproduces the high-frequency expansion of the exact solution for the Dirac field. In Sec. III, we study the honeycomb tightbinding model driven by a circularly polarized light. The Floquet topological-to-topological transitions are analyzed with the BW high-frequency expansion. In Sec. IIIC we investigate the effects of many-body interaction and energy dissipation on the quantization of the Hall conductivity. We further explore Floquet topological insulators on the Lieb lattice in Sec. IV and on kagomé lattice in Sec. V. Finally, the conclusion is given in Sec. VI.
II. HIGH-FREQUENCY EXPANSION IN THE
FLOQUET THEORY
A. Floquet theory and the effective Hamiltonian
Let us first overview the Floquet theory for a timeperiodic Hamiltonian, H(t+T ) = H(t), with T = 2π/ω. According to the Floquet theory 31, 32 , solving the timedependent Schrödinger equation,
in a Hilbert space H amounts to solving an eigenvalue problem,
in an expanded Hilbert space H ⊗ T, where the solutions for the original equation are given by
Here H m,n = T
ωt is a Fourier transform of the Hamiltonian, and T = ⊕ m T m is the Hilbert space for T -periodic functions spanned by
Note that an eigenvalue α , called the quasienergy, and the corresponding eigenvector, |u α = {|u m α } m∈Z , have a redundancy: For a solution with a quasienergy α and an eigenvector |u α for Eq. (4), one finds another solution with a quasienergy α + nω and an eigenvector |u
} m∈Z for n ∈ Z. These solutions are linearly independent of each other in H ⊗ T, but they all give the same solution for the original Eq. (3) in the original Hilbert space H. Due to this, we introduce an identification |u (n) α ∼ |u α for ∀n ∈ Z, with which we naturally have
where the energy interval Λ = [−ω/2, ω/2) is the Floquet Brillouin zone (FBZ; a temporal analog of the BZ in the Bloch theory). Since the shift α → α + nω and |u α → |u
Then we can define an effective Hamiltonian H eff as an operator acting on H rather than on H ⊗ T, which reproduces all the inequivalent quasienergies, { α } α / ∼ under α ∼ α + nω. For this purpose the Brillouin-Wigner theory is suitable: It provides a general way for constructing the effective Hamiltonian projected on a model space, which is a smaller Hilbert space one can choose arbitrarily.
B. Brillouin-Wigner theory for Floquet formalism
So let us introduce the Brillouin-Wigner theory for the Floquet eigenvalue problem, Eq. (4). A brief review of the Brillouin-Wigner theory in general for ordinary quantum mechanics is given in Appendix A. In the following, we suppress indices for T and write Eq. (4) in a matrix form as
where we define [M] mn = mδ mn . In the Brillouin-Wigner theory, a key role is played by the wave operator Ω , which is a mapping from the model space to the original Hilbert space. It relates the eigenvector |u α with its projection on the model space as
where P is the projection operator to the model space with P 2 = P. Note that rank Ω ≤ dim P, so that we cannot satisfy the relation Eq. (7) for ∀α, but we can do so for at most dim P eigenvectors. Once we obtain such an operator,
gives the effective Hamiltonian, whose eigenstates and eigenenergies are given by P|u α and α , respectively. Thus, the central problem for constructing the effective Hamiltonian is how to construct the wave operator systematically. In order to obtain the effective Hamiltonian in a static form, we choose the model space as a diagonal one with respect to M, i.e., the zero-photon subspace H⊗T 0 ∼ H. Due to the redundancy, we can choose it as a photon vacuum, [P] m,n = δ mn δ m0 , without loss of generality. With this choice, P averages out the micromotion (timeperiodic oscillation of state vectors) of quasienergy eigenstates, and the wave operator Ω recovers it.
First we derive a general form of the wave operators for a single eigenvector |u α in a self-consistent manner. We define Q ≡ 1 − P, with [Q] m,n = δ mn (1 − δ m0 ), and operate it to Eq. (6) to have
Note that Q commutes with M, which implies
This indicates that the wave operator for a single eigenvector, Ω α , can be expressed with a common function as
where
From Eq. (8) and PM = 0, we can express the effective Hamiltonian as
Since the effective Hamiltonian obtained here contains, unusually but as generally the case in the BW theory, the eigenenergy itself, we can treat all the eigenvectors simultaneously in a self-consistent manner: One regards as an unknown and diagonalizes H eff ( ) to obtain eigenenergies, E i ( ) (i = 1, . . . , dim H), and solves a self-consistent set of equations = E i ( ). In general, = E i ( ) is a nonlinear equation of order dim T, so that the total number of solutions becomes dim H ⊗ T, reproducing all the quasienergies. An exception is the case of P|u α = 0, where one cannot restore the eigenvectors of the Floquet Hamiltonian H−Mω from those of H eff by using Eq. (7).
By iterating the first line in Eq. (10), we can explicitly represent Ω ( ) and H eff ( ) as an infinite series,
In the above, we can further expand
Hence, Eqs. (13) and (14) can be regarded as a formal expression for the high-frequency expansion. This is the first key result in the present paper.
C. High-frequency expansion of the effective Hamiltonian
In the above the wave operator Ω ( α ) (13) depends on α, so that it satisfies Eq. (7) only for a single eigenvector |u α . However, the wave operator can be made independent of α as follows. Using Eq. (11), we have
where (Q/Mω) mn = δ mn /(mω) for m, n = 0 and = 0 otherwise. When Ω ( ) (17) is operated on P|u α in Eq. (7), we can replace Ω ( ) on the right-hand side of Eq. (17) with Ω ( )PHΩ ( ), since PHΩ ( )P = H eff (8) . This yields an -independent equation for the wave operator,
This in turn defines an -independent effective Hamiltonian, which we call H BW , constructed from the solution of Eq. (18) 
which provides a perturbative solution for Eq. (18) without any indefiniteness. For ω → ∞, Ω BW = P and H BW = H 0,0 , so that all the solutions belong to the FBZ and redundant ones are excluded. Therefore, the effective Hamiltonian constructed perturbatively reproduces all the inequivalent quasienergies. The effective Hamiltonian is explicitly given as
We note that the same series can be obtained from Eq. (14) by expanding the denominator with respect to 1/ω and replacing H n N ,0 α with H n N ,0 H eff iteratively. We note here a property of this formalism: H BW reproduces all the quasienergies { α } (in FBZ) and eigenvectors projected on the zero-photon subspace {|u 
whose explicit form in the 1/ω expansion is obtained by replacing H
BW with 1 and H 0,n1 with e −in1ωt in Eqs. (23):
Namely, Ξ(t) acts as a counterpart to the so-called micromotion operator (see next section).
On the other hand, {|u 0 α } α does not, in general, form an orthonormal set, namely u 0 α |u 0 β can deviate from δ αβ . This implies that the effective Hamiltonian is not necessarily Hermitian, although all the eigenvalues are real. In terms of projected eigenvectors, the orthonormal relation between eigenvectors should be represented as
thus, the effective Hamiltonian is Hermitian if
D. Relations with other series expansions
Having constructed the Brillouin-Wigner theory for the effective Hamiltonian as a 1/ω series, we are now in position to make a comparison with similar seriesexpansion techniques for obtaining effective static Hamiltonians for periodically driven systems, such as the Floquet-Magnus expansion 36, 38 and the van Vleck degenerate perturbation theory 40, 41 . First, we recapitulate these expansions. They are derived from an ansatz for the time-evolution operator,
with a time-independent operator F and a time-periodic operator Λ(t) = Λ(t + T ). Let |α be an eigenstate of F with an eigenvalue α ; then |Ψ α (t) = e −i α t e −iΛ(t) |α satisfies U (t, t )|Ψ α (t ) = |Ψ α (t) , so that |Ψ α (t) is the eigenstate of the quasienergy. Namely, the original timedependent problem is reduced to diagonalization of F . Here F behaves as an effective static Hamiltonian and e −iΛ(t) as a so-called micromotion operator.
From an equation of motion, i∂ t U (t, t ) = H(t)U (t, t ), Λ(t) and F satisfy a differential equation, e iΛ(t) [H(t) − i∂ t ]e −iΛ(t) = F , which is rewritten as
where B k 's are the Bernoulli numbers, while ad Λ X = [Λ, X] is an adjoint operator. The equation can be solved recursively via series expansions as
where one assigns an order 1 for H(t) and the order k + 1 for Λ (k) (t) and F (k) . Comparing both sides of Eq. (29) with each order, one obtains recursive relations for Λ k and F k , which can be solved explicitly from lower orders.
Let us note that the boundary condition for the timeevolution operator, U (t, t) = 1, is automatically satisfied when we have Eq. (28) , so that there is an arbitrariness in the boundary condition for Λ(t). If Λ(t 0 ) = 0 is chosen as the boundary condition, one arrives at the FloquetMagnus expansion,
One can see that F (n)
FM generally depends on t 0 or, equivalently, the phase of the periodic drive. If one chooses T 0 dtΛ(t) = 0 as the boundary condition, one can remove the t 0 dependence. In fact, it yields the high-frequency expansion 38 as derived from the van Vleck degenerate perturbation theory 40, 41 ,
One can see that there appear many more terms (especially if the commutators are expanded) at higher order in the Floquet-Magnus and van Vleck expansions than in the BW expansion. In addition, deriving higher-order terms in the Floquet-Magnus and van Vleck expansions requires tedious calculations, whereas higher-order terms can be efficiently computed in the BW expansion by using the simple recursion relation (22) . These are the advantages of the BW method over the others. The Floquet-Magnus and van Vleck expansions are related with each other by a unitary transformation: By comparing the form of U (t 0 + T , t 0 ) in two expressions, one can confirm that
which also leads to a relation between Λ(t)'s, e −iΛFM(t) = e −iΛvV(t) e iΛvV(t0) . Now let us compare these expansions with the present BW formalism. Here we start with discussing how the time-evolution operator is expressed in terms of the Brillouin-Wigner theory with H BW and Ξ(t). To this end, we first introduce Ξ(t) −1 : This operator has an explicit expression,
which is indeed the inverse of Ξ(t), as one can confirm from Eq. (24) . We note that Ω BW , which operates on the model space with rank Ω BW = dim H < dim H ⊗ T, does not have an inverse, while Ξ(t), operating on the original space with rank Ξ(t) = dim H, has one. The time-evolution operator is then expressed as
Then we can again compare the form of U (t 0 + T , t 0 ) to yield a relation of the effective Hamiltonian H BW with that of the Floquet-Magnus expansion,
In general
, which corresponds to H BW being not necessarily Hermitian. Ξ(t) −1 can be explicitly computed as a 1/ω series from its equation of motion,
and related with Λ(t) via
We summarize the relations among the Brillouin-Wigner, Floquet-Magnus, and van Vleck expansions in Fig. 1 . As we have seen, while several versions of systematic expansions for the effective static Hamiltonian can be considered, these expression are related by certain transformations, and their eigenvalue spectra are equivalent to each other. However, note that the infinite series is, in practice, truncated at some finite order, which makes the equivalence up to the truncation order.
E. Remarks on application to noninteracting many-particle systems
While the formalism we have presented is applicable to general periodic systems, we are in position to make some remarks on the application of the method to noninteracting but many-particle systems. Let us consider a Hamiltonian in a second-quantized form,
van Vleck
wave op.
Relations among the Brillouin-Wigner, FloquetMagnus, and van Vleck perturbative high-frequency expansions.
where J i,j (t) = J * j,i (t) is a one-body element with a temporal periodicity, J i,j (t + T ) = J i,j (t). Floquet components of the Hamiltonian (41) read
By substituting these into Eqs. (23a)-(23d) and reorganizing the terms into the normal-ordered form, one obtains the effective Hamiltonian for Eq. (41) as
We can notice that a two-particle term, Eq. (44d), appears in the effective Hamiltonian (43) even though the original Hamiltonian (41) is noninteracting. Terms involving more than two particles also appear in higher orders.
Such a property is absent in other (Floquet-Magnus and van Vleck) expansions: These expansions, for noninteracting systems, are composed of commutators of one-body operators, which inductively guarantees the effective Hamiltonian to be noninteracting. On the other hand, if we go over to many-body interacting systems, these expansions can also generate many-body terms, e.g., three-body interactions from
vV [Eq. (33e)], due to two-body terms in H 0 .
The emergent many-particle terms such as Eq. (44d) in noninteracting problems comes from the fact that the projection on the zero-photon space is imposed on the entire many-particle states rather than on each orbital. Let us see this in detail. For the original timedependent problem, once we obtain one-particle eigenstates of quasienergy, |Ψ α (t) , we can easily construct many-particle eigenstates as single Slater determinants for fermions (permanents for bosons). For instance, twoparticle eigenstates are given as
with −(+) for fermions (bosons). Such a relation between one-particle and many-particle eigenstates does not hold for the zero-photon projections: The one-particle eigenstates of Eq. (43) are given as |u 
with |u m α being the m-photon projections of |Ψ α (t) . This discrepancy is compensated by the emergent manyparticle terms. In other words, the Hamiltonian with eigenstates that cannot be represented as single Slater determinants should have many-particle terms, which can indeed hold for Eq. (47) in general.
However, for noninteracting systems, once we obtain the zero-photon projection of one-particle eigenstates |u To see how the expansions work, let us first take a simplest example, the Dirac field driven by a circularly polarized light 11 , whose quasienergy spectrum around Γ point (k = 0) can be derived analytically. We take the Dirac Hamiltonian,
where k = (k x , k y ) is the momentum and A(t) = (A cos ωt, A sin ωt) is the vector potential, for which we take a circularly polarized light (CPL). This makes the system topological, with a topological gap ∆, as shown in Ref. 11 . The quasienergy spectrum is expanded as
where κ determines the curvature of the band dispersion at k = 0. These quantities are analytically given as
The expression for κ, Eq. 
In the Floquet matrix form for the Hamiltonian (48), the elements are
with k ± ≡ k x ± ik y , and zero otherwise. In this example, the effective Hamiltonian derived by the high-frequency expansion with Brillouin-Wigner method up to the fourth order in 1/ω, H
BW , has a simple form,
The quasienergies can be obtained by calculating the eigenvalue as
which agree with the exact expression, Eqs. (51), up to the truncation order. We note that the effective Hamiltonian derived by the van Vleck method [Eqs. (33a)-(33e)] has the same form as Eqs. (53), while that in the Floquet-Magnus expansion has t 0 dependence and results in
which also agree with the exact expression up to the truncation order, although t 0 -dependent terms appear in a higher order.
As we have confirmed, the expansions are consistent with the exact results. Compared to the Floquet-Magnus and van Vleck methods, the terms appearing in higher orders of the Brillouin-Wigner expansion have simpler form and their number is smaller, so that one can obtain them easily. Later in the present paper, it will turn out that the high-frequency expansion plays an essential role in understanding the mechanism of Floquet topological-totopological transitions that takes place in lattice systems. In a broader context, we emphasize that our formalism is general enough to be applicable to any quantum systems obeying the time-periodic Schrödinger equation. For further examples of the appearance of non-Hermitian and many-particle terms, see also Appendix C.
III. HONEYCOMB LATTICE IN A CIRCULARLY POLARIZED LIGHT
Now let us explore the honeycomb tight-binding model in circularly polarized light (CPL) in a wide range of amplitude and frequency, which we show exhibits a variety of topological transitions. The Hamiltonian is
where the sum is taken over the nearest-neighbor (NN) honeycomb sites. We introduce a time-dependent spatially uniform electric field E(t) = −∂ t A(t) with A(t) = t (A cos ωt, A sin ωt), which is plugged into the hopping as the Peierls phase,
where R i is the position of site i. Explicitly, we have
where the NN unit vector e l = t (cos φ l , sin φ l ) with φ l = π/2 + 2πl/3 corresponds to the hopping from site j to i. We use J as the unit of energy and set J = 1 hereafter. We also note that A is a dimensionless parameter in this notation. Throughout this section we consider the halffilled case (i.e., one particle per site).
Performing the Fourier transform with respect to site indices, one can express the Hamiltonian in the momentum space as
Bkσ ) with A and B the sublattice indices.
A. Effective Hamiltonian in the Brillouin-Wigner expansion
We apply the Brillouin-Wigner expansion to the honeycomb tight-binding model (56) 
where J n (A) is the nth Bessel function of the first kind. We can then use the formula (44) to obtain an effective Hamiltonian up to JO J 3 /ω 3 as
Here τ i,j = ±1 in the next-nearest-neighbor (NNN) hopping term represents the chirality of the hopping path from j to i, where + (−) is assigned to the clockwise (counterclockwise) path on each hexagon. The third-neighbor hoppings are represented by the third and fourth terms on the right-hand side of Eq. (61), where "Lpath" and "M-path" stand for those respectively labeled with L eff and M eff in Fig. 2 . The effective hopping amplitudes have explicit forms,
Note that the NN and third-neighbor hoppings take real values (J eff , L eff , and M eff ), while the NNN hopping is purely imaginary (iK eff ). The van Vleck expansion gives equivalent results, but requires tedious calculations to arrive at the compact form for the coefficients in Eqs. (62a)-(62d). The zeroth-order term in J eff comes from the time average of the original Hamiltonian (56) , where the bare hopping J is renormalized into JJ 0 (A), as is known in the context of the dynamical localization and Floquet theory 1, 46 .
The effective NNN hopping iK eff is derived from the two-step photo-assisted hopping processes represented in the first-order J field regime just corresponds to the single-photon absorption (n = 1), here extended to multiphoton processes in Eq. (44b). Thus, Eq. (62b) is the full expression for arbitrary strength of the field.
B. Numerical results for the Chern number
While the first two terms in the effective Hamiltonian (61) correspond to the Haldane's model, we have also L eff , M eff along with higher-order terms, so the question is whether and how the terms beyond the leading order can induce further topological-to-topological phase transitions in strong ac fields. Hence, we directly obtain such transitions by numerically calculating the Chern number for the Floquet bands.
According to the previous Floquet topological formalism 11 , the Hall conductivity in ac fields is expressed as a nonequilibrium extension of the Thouless-KohmotoNightingale-den Nijs (TKNN) formula,
dt u α |∇ k |u α is a gauge potential defined in terms of the Floquet states, while f α (k) is the nonequilibrium distribution function. The factor of 2 comes from the spin degeneracy. The expression for σ xy involves the Chern number for the Floquet band,
Note that in an ac field f α (k) should differ from the equilibrium Fermi-Dirac distribution, so that the Hall conductivity is not necessarily quantized, although the Chern numbers always take integer values. The problem of the nonequilibrium distribution is considered in Sec. III C. Here let us concentrate on the topological phases as defined by the Chern numbers. We obtain numerically exact results for Chern numbers of the Floquet bands by applying the numerical method due to Fukui, Hatsugai, and Suzuki 48 to the full Floquet Hamiltonian, H m,n −mωδ m,n [Eq. (4)], with a truncation for the matrix size. As the field A becomes stronger or the frequency ω becomes smaller, one needs larger matrix sizes. Figure 3 displays the Chern number for the lower band in the zero-photon sector as a function of the amplitude A of CPL for a frequency ω = 10. We can immediately see that the system undergoes a series of topological-to-topological phase transitions as A is increased.
If we look more closely at Fig. 3 , we can notice two features: (i) Unless the renormalized real NN hopping J eff is too close to zero, the Chern number takes 1 when the effective imaginary NNN hopping iK eff has K eff < 0 or takes −1 when K eff > 0 49 , while (ii) in the vicinity of the zeros of J eff , the Chern number jumps to −2. In the following, we show that these strange features can be clearly understood from the effective Hamiltonian (61) .
When J eff is not close to zero, the third-neighbor hoppings are so small that we can ignore the third and fourth terms in (61) . In other words, the Brillouin-Wigner expansion for the effective Hamiltonian up to JO(J/ω) is sufficient in this case. Then Hamiltonian (61) is nothing but Haldane's model 17, 42 with a pure imaginary NNN hopping. In Haldane's model, the Chern number for the lower band is given by −sign K eff , which is consistent with our observation (i) above.
Conversely, in the region where the NN hopping is vanishingly small (J eff 0), the NNN hopping should dominate the physics. As shown in Fig. 4 (a) , the honeycomb lattice with only NNN hoppings may be regarded as a superposition of two separate triangular tight-binding lattices. This system has a dispersion relation as shown in Fig. 4 (b) , where the two bands are degenerate along nodal lines with k 1 = 0, k 2 = 0, and k 1 = k 2 . Here k 1 = k · (e 1 − e 0 ) and k 2 = k · (e 2 − e 0 ). In addition, third-neighbor terms are present along with NN terms when we are close to, but not exactly at, a zero of J eff , and they connect A and B sublattices to open a gap, where the topological quantities become well-defined.
For the honeycomb lattice, H eff is a 2×2 matrix, so that it can be expressed as H eff = R · σ, where R is a three-dimensional vector, and σ is the Pauli matrix. The Chern number (64) is then expressed as
whereR = R/|R|, and the sign +(−) is taken for the upper (lower) band 50 . If we regardR(k) as a mapping from k in the Brillouin zone (BZ) to a unit sphere, Eq. (65) represents the number of timesR wraps the unit sphere, which should be reflected in the texture ofR in BZ. Since K eff is negative around the zeros of J eff in Fig. 3 . Therefore, from geometric considerations, the Chern number for the lower band is equal to the winding number of (R x ,R y ) when (k 1 , k 2 ) moves around the lower triangle along (0, 0) → (2π, 2π) → (0, 2π) → (0, 0). Now we are ready to discuss the Chern number at J eff 0. We consider a case where K eff < 0 with only one of L eff or M eff = 0 is nonzero: When L eff is finite, we have C = −2, while we have C = +1 when M eff is finite (or L eff = M eff = 0). The result indicates that Chern number changes accordingly as the relative strengths of K eff , L eff , and M eff are varied.
The numerical result in Fig. 3 shows that C = +1 at A = 2.40, while C jumps to C = −2 at A = 2.41. This agrees with the above argument, which can be reinforced from the texture ofR. At A = 2.40, for which J eff = 0.0073, K eff = −0.0310, L eff = −0.0080 and M eff = 0.0016, the texture ofR as defined in Eq. (65) is displayed in Fig. 5(a) . This shows that the texture of R is indeed related to Berry's curvature [ Fig. 5(b) ] and finally to the Chern number (which is C = +1 here). When we vary A by a tiny amount, A = 2.40 → 2.41, at which J eff = 0.0021, K eff = −0.0304, L eff = −0.0080 and M eff = 0.0016, theR texture and Berry curvature suddenly becomes as in Figs. 5(c) and 5(d), giving a jump to C = −2, which shows that theR texture can drastically change for a slight change in A. Thus, we can understand the observation (ii) above.
In Fig. 6 , we display the phase diagram for the Chern number summed over all the bands below the energy E = 0 on the space of A and ω(≥ 2), with solid lines marked with 's representing numerically exact results. One can see that that the C = −2 regions expand into the C = ±1 regions as the frequency ω of CPL is reduced. This is because the amplitude of the third-neighbor hopping is JO(J 2 /ω 2 ) in the Brillouin-Wigner expansion, so that the relative weight of third-neighbor hopping increases as ω is decreased. Indeed, the phase boundaries obtained from the Brillouin-Wigner expansion up to JO(J 2 /ω 2 ) (dashed lines in Fig. 6 ) agree well with the numerically exact results. As we decrease ω, band touching begins to occur between different numbers of photon sectors. The Chern number summed over all the bands below the energy E = 0 deviates from that obtained by the BW expansion projecting to the zero-photon subspace when the Floquet sidebands in n = ±1-photon sectors touch each other, as indicated with the boundary marked with •'s in Fig. 6 . In this region, the method in terms of the effective Hamiltonian is no longer valid. For A → 0, in particular, the band touching between n = ±1 sectors takes place at ω = W/2 = 3 (W , bandwidth). There may be other factors that cause the breakdown of the BW expansion. It may have a finite radius of convergence. For small frequency, the nonzero-photon components projected out in the BW method can contribute to the Chern number, which may invalidate the BW expansion.
The phase boundaries can be calculated analytically within the BW expansion in the region where the Floquet band touching does not occur. To this end, we diagonalize the effective Hamiltonian (61) in the momentum space. The eigenvalues take an especially simple form at the symmetric points in the Brillouin zone:
The topological transitions occur when the band gap closes. If we assume that the gap closes at the symmetric points of the Brillouin zone, each phase boundary of the topological transitions is determined by one of the following three conditions:
From Eq. (70), A is determined irrespective of ω. This is why the phase boundaries of the BW expansion between C = ±1 phases in Fig. 6 are straight. From Eqs. (69) and (71), ω is given, respectively, as a function of A,
where we have defined
eff (A), and
eff (A) [see Eqs. (62)]. These coincide with the dashed lines in Fig. 6 . Since J (0) eff (A) = JJ 0 (A), ω in Eqs. (72) and (73) diverges at the zeros of J 0 (A), indicating that the topological transitions to C = −2 phases take place at arbitrary high frequencies. This feature cannot be captured by the high-frequency expansions up to JO(J/ω), which reduces the effective Hamiltonian to Haldane's model, even in the highfrequency regime. If we further assume that the band touching occurs between n = ±1-photon Floquet sidebands at Γ, the boundary between C = 0 and C = +1 phases is determined by
which agrees with the curve marked by •'s in Fig. 6 . We remark that the jump of the Chern number at the Floquet topological transitions can be estimated by the method of localization: The Berry curvature localizes near the band touching point in the Brillouin zone when a topological transition takes place. Thus, we can Taylor expand the effective Hamiltonian as a function of momentum around the band touching point, and calculate the integral of the Berry curvature. Since the result should be an integer, this suffices to know the change of the Chern number. We do not go into details of the calculation in the present paper.
If we turn to the lower-frequency region (ω ≤ 2), something spectacular occurs: we display the phase diagram in this region in Fig. 7 the Chern number in the small A region is investigated analytically. The present result exhibits a tantalizingly intricate phase diagram: The phase boundaries become increasingly complex as we go into the lower-ω region, which is physically due to increasingly complex folding of the Floquet bands with many band touchings. We can see that the phase diagram contains the phases with the Chern number as large as +9 [around (A, ω) ∼ (1.3, 1.1) ] or −11 [around (A, ω) ∼ (0.2, 0.45)]. This greatly extends the possibility of Floquet engineering to derive high Chern numbers. It would be particularly relevant to a realistic situation when one considers a graphene irradiated by CPL, where the hopping energy is J ∼ 2.8 eV 52 . If visible light (ω ∼ 1.5 eV) is used, then ω/J ∼ 0.5 and A 1, where the phase diagram is already quite complicated (the Chern number is not necessarily ±1, unlike in the Haldane model. Another observation is that the jump of the Chern number at each phase boundary cannot be freely taken but seems to be limited to a certain set of integers (±1, ±2, ±3, ±6, ±12, . . . ). The absolute value of the jump is conserved along the smoothly connected phase boundaries. The sign of the jump is flipped when one meets a tricritical point (where one phase boundary is terminated) on smoothly connected boundaries.
C. Effects of electron-electron interaction and energy dissipation
We have clarified the topological phase transitions in terms of the Chern numbers for an isolated, noninteracting tight-binding model so far. However, we have to note that the Hall conductivity for ac-field-driven systems are given by the nonequilibrium version of the TKNN formula 11 , Eq. (63), which involves f α (k), the nonequilibrium distribution function for the Floquet band α. Unlike in equilibrium, the distribution function is nonuniversal and can significantly depend on the details of the system. Thus, we cannot assume that the Floquet bands are completely filled or empty. Another important ingredient is the electron-electron interaction, which should be present in real systems. In these situations we can pose important questions. (i) In what condition does the photoinduced Hall conductivity approach quantized values under the effects of interaction and dissipation? (ii) Can the electron-electron interaction introduce new quantum phases in the Floquet topological phase diagram? To answer these questions, we go over in this section to a model in which we attach a heat bath to the system, and switch on an electron-electron (Hubbard on-site) interaction, to determine the nonequilibrium distribution for interacting systems. For this purpose, we employ the Floquet dynamical mean-field theory (DMFT) 10, 46, 47 . 
Floquet DMFT for multiband systems
So let us start with a theoretical framework for treating nonequilibrium steady states in interacting multiband systems with dissipation. First, we introduce a dissipative environment to which the system is coupled, and assume that the system will be in a nonequilibrium steady state where an energy balance between the driving field and the dissipation to the bath is achieved. To implement the dissipation, we introduce a fermionic heat reservoir 10, 47 attached to each site of the system ("Büttiker bath" 53, 54 ) that represents a dissipative environment such as substrates (see Fig. 8 ). To implement the electron-electron interaction, we introduce the repulsive Hubbard interaction. The total Hamiltonian then reads
where σ =↑, ↓ labels the electron's spin,n i,σ = c † i,σ c i,σ is the electron number operator, b † i,p,σ is the creation operator of fermions in the Büttiker bath with an energy dispersion ν p (p is a momentum), and V p is the hybridization between the system and the bath. The electron-electron interaction is introduced as the on-site repulsion U to investigate the effect of electron correlations.
Due to the dissipation, we can envisage that the system reaches a steady state on a time scale of Γ −1 , where Γ is the energy scale of the dissipation as given in Eq. (78).
We can expect that the steady state is time-periodic with period T at long enough time in the presence of dissipation and/or many-body interaction 55, 56 , that is, the realtime Green's function G k,a,b (t, t ) = −i T c k,a (t)c † k,b (t ) (with T representing the time-ordering operator and a, b the band indices) satisfies a periodicity G k,a,b (t + T , t + T ) = G k,a,b (t, t ). In this situation, we can utilize the Floquet Green's function technique 10, 46 . The Floquet Green's function,Ĝ k (ν), is given by a double Fourier transform of G k,a,b (t, t ) as Since the Hamiltonian is quadratic with respect to the heat-bath fermions, one can analytically integrate out the bath degrees of freedom, where the heat bath is incorporated in the self-energy as
Here we have defined the dissipation rate due to the coupling to the heat bath as
If we assume that the bath is in equilibrium with a temperature T = 1/β, we haveF (ν) = tanh[ 
where we have omitted the ν dependence of Γ(ν) for simplicity. Each matrix element in the above 2 × 2 matrix equation has Floquet indices m, n = 0, ±1, ±2, · · · and band indices a, b. The retarded and advanced Green's functions are explicitly given as
where η is a positive infinitesimal andĤ 0 is the Floquet matrix representation for the noninteracting part of the system Hamiltonian. The Keldysh component 10, 46, 57, 58 with the second-order iterated perturbation theory (IPT) used for the impurity solver,
where G a,b (t, t ) is the Weiss Green's function defined by
and ≶ denote the lesser (<) or greater (>) component.
with N the number of k points. The lesser and greater components of the self-energy are connected to the retarded, advanced, and Keldysh components as
IPT is known to be applicable to particle-hole symmetric cases 59 , and in this paper we apply it to the honeycomb and Lieb-Hubbard models at half filling. Although IPT is based on the weak-coupling perturbation theory, it is also known to correctly reproduce the strong-coupling limit and qualitatively describe the Mott transition 57, 60 . The Hall conductivity σ xy is then expressed in terms of Floquet Green's functions in the nonequilibrium linearresponse formula as
up to bubble diagrams. Herev k is the current operator in a Floquet matrix form,
and S cell (= √ 3/2 for honeycomb) the area of a unit cell. Note that, while the vertex correction should, in general, be considered in the strongly correlated regime, the approximation (88) turns out to be good unless the driving frequency ω is too close to the probe frequency ν 10 . 
Results
We first examine how the electron distribution deviates from the equilibrium Fermi-Dirac distribution when the honeycomb lattice is continuously irradiated by CPL and reaches a nonequilibrium steady state in the noninteracting case. To this end, we calculate the electron occupation,
and the trace is taken over the band indices. In Fig. 9 , we show the results for ω = 8 (left panel) and ω = 2 (right). In the case of ω = 8, the frequency is much larger than the electronic bandwidth W = 6 of the honeycomb tight-binding model. Hence, hybridization between different Floquet bands becomes weak, and interband transitions of electrons are suppressed ("off-resonant"). As a result, the lower Floquet band remains almost fully occupied, while the other bands are empty. This makes σ xy to be almost quantized into the Chern number of the occupied band as shown below. In the "resonant" (ω < W ) case of ω = 2, by contrast, Floquet bands start to hybridize with each other. Then photo-induced carriers are generated around the Floquet Brillouin zone boundaries ν = ±ω/2, and the distribution significantly deviates from the equilibrium one. In this situation, the quantization of σ xy is no longer maintained. Thus, one of the necessary conditions for the quantization of σ xy turns out to be the frequency of the drive being greater than the bandwidth.
In the rest of this section (and also in the rest of the paper where we treat the interaction and dissipation), we concentrate on the off-resonant case (ω ≥ W ). Let us first look at the noninteracting (U = 0) case in Fig. 10 , which displays σ xy for the tight-binding model coupled to the heat bath with Γ = T = 0.04 as a function of the field amplitude A. The frequency of the ac field ω is varied from 6 to 10. The result indicates the way in which σ xy approaches the Hall conductivity quantized in e 2 /h (times the spin degeneracy 2). We can see that the jump of σ xy at the topological-to-topological transitions are rounded as compared to that of the Chern number shown in Fig. 3 , where C = ±1 is determined by the sign of K eff , and C sharply jumps to −2 in the vicinity of the zeros of J 0 (A), as predicted from the effective Hamiltonian [Eq. (61)]. Although the region with C = −2 is very narrow, the transition is quite visible as a prominent dip in σ xy . For the quantization to be approached, the photoinduced gap should be sufficiently larger than the temperature T and the dissipation Γ in order to suppress excitations over the gap induced by thermal fluctuations or coupling to the bath. The band gap at the K point is given by ∆ G = 6 √ 3|K eff |, where in the low-amplitude regime
If ω becomes smaller than the effective bandwidth W |J 0 (A)| (W = 6J), however, Floquet bands hybridize with each other between different photon sectors, and photo-induced electrons and holes appear at the Floquet Brillouin zone boundary. Therefore, we should choose a moderate value of ω larger than the effective bandwidth, while keeping the band gap larger than T and Γ. The ω dependence of σ xy in Fig. 10 is consistent with this argument: ω ≥ 6 ≥ W |J 0 (A)| always holds in Fig. 10 , so that Flo- quet band hybridization between different photon sectors is small. On the other hand, for A ωT /J 2 ∼ 0.5−0.6 and A close to the zeros of K eff , ∆ G becomes smaller than T, Γ, so that the quantization is degraded. The dependence of σ xy on ω in Fig. 10 mainly comes from a difference in the gap size.
Finally in this section, we turn to study the effect of the electron repulsion U by means of Floquet DMFT for the Hubbard model. To identify the phases, we focus on two quantities to characterize the honeycomb Hubbard model: One is the double occupancy D occ defined by
which is a measure of the Mott insulator. The other is the Hall conductivity σ xy , which is a measure of the topological property.
In Fig. 11 , we plot these quantities in the parameter space of A and U to determine the topological and correlation phase diagram. The result, which is shown here for the off-resonant case with ω = 10, indeed exhibits intriguing features. The double occupancy in Fig. 11(a) shows that the Mott insulator phase, which can be identified as the low-D occ region (blue in the color coding), appears with a characteristic boundary. Since the other phase is topological, as we discuss below, the boundary actually signifies a Mott-insulator-to-topological-insulator transition (or crossover). The oscillating shape of the boundary reminds us of the Bessel function, and, indeed, the transition is clearly understood in terms of the effective bandwidth of the system in ac fields, as is pointed out for the Bose-Hubbard model driven by ac fields 5 . Namely, in the Floquet Hamiltonian (61), an external field gives the factor J 0 (A) to the NN hopping and causes a shrinking of the bandwidth W 46 . Thus, the effective electron correlation strength U/W is renormalized into U/(W |J 0 (A)|), and a field-induced Mott transition takes place at U c /W = U/(W |J 0 (A)|) (dashed line in Fig. 11 ), where U c is the critical value U c 12 for the Mott transition in the honeycomb lattice in equilibrium (A = 0). Hence, the Mott transition induced by offresonant external fields found here may be interpreted as a nonequilibrium analog of the bandwidth-controlled Mott transition 61 . Since |J 0 (A)| vanishes toward its zeros, we can note that the field-induced phase transition should take place no matter how small U may be, for example, in graphene with U 1.6 62 . The magnitude of the Hall conductivity σ xy tends to become small as U is increased [ Fig. 11(b) ]. When the system goes into the Mott phase, σ xy approaches zero, and the topological nature disappears.
IV. LIEB LATTICE IN A CIRCULARLY POLARIZED LIGHT
As the second example of Floquet topological insulators generated by CPL, we consider the tight-binding model on the Lieb lattice [ Fig. 12(a) ]. The Hamiltonian is
where J i,j (t) is given by Eq. (57) . The length of NN bonds is set to be 1/2 (i.e., the length of sides of squares is 1). The band structure consists of one flat band and two dispersive bands, where the latter forms a Dirac cone right at the energy of the flat band (E = 0). The Lieb lattice was originally conceived to study the flat-band ferromagnetism, 63 interesting problem of what would be the topological nature of the flat band in nonequilibrium.
As we have shown above, CPL generally gives rise to NNN hopping with a phase factor.
If BW is antiHermitian. As we discussed in Sec. II, the BW expansion is guaranteed to produce the correct real quasienergy up to a given order [JO(J 2 /ω 2 ) in the present case]. Thus, the purely imaginary contribution to the quasienergy from H a.h. BW should be of higher order than JO(J 2 /ω 2 ). The second-order perturbation gives higher-order corrections as well. In this way, as long as the quasienergy is concerned up to a given order, it is sufficient to consider the Hermitian part of the effective Hamiltonian.
For the case of the Lieb lattice, the Hermitian part of the effective Hamiltonian obtained from the BW expansion is
The pure imaginary NNN hopping iK eff is produced for two-stage hopping paths composed of angled two sequential NN hoppings, as depicted by the arrows in Fig. 12(a) . The Hamiltonian (93) is similar to the checkerboard lattice 64,65 , a prototypical model for Chern insulators, in that an electron acquires phases as if alternating positive (negative) fluxes ±2π are applied in blue (pink) regions in Fig. 12(a) .
Under the irradiation with CPL, the flat band remains flat independent of the value of K eff , which is forced by the particle-hole symmetry, with which the band structure is symmetric between positive and negative energies. On the other hand, the energy gap starts to open at the Dirac point in the dispersive bands [ Fig. 12(b) ]. The numerically exact results for the Chern numbers of the upper and lower bands (C ± ) and that for the flat band in the zero-photon sector are displayed in the top panel of Fig. 13 for ω = 10. The topological-to-topological phase transitions between C ± = 1 and C ± = −1 take place at zeros of K eff (94d) (see the bottom panel of Fig. 13 ), which agrees with the analytic BW expansion up to JO(J/ω), giving C ± = ±signK eff . In the very vicinity of zeros of J eff , additional topological-to-topological transitions with higher Chern numbers (C ± = ±3) are seen to emerge (Fig. 13) .
In Fig. 14 , we show the phase diagram for the Lieb lattice with a circularly polarized light with the frequency ω ≥ 1.5. One can see that the region of the phase C = ±3 starts to expand as the frequency is decreased, while the phase boundary between C = +1 and C = −1 does not depend on the frequency. The result is in good agreement with the prediction from the effective Hamiltonian (93) plotted by dashed lines in Fig. 14 . The n = +1-and n = −1-photon Floquet sidebands touch with each other at low amplitude and frequency (in particular, at ω = W/2 = 2 √ 2 in A → 0), where the high-frequency expansion breaks down, and the Chern number summed over all the bands up to E = 0 changes to −1 (Fig. 14) .
The phase boundaries are well understood by the effective Hamiltonian (93) obtained from the BW highfrequency expansion. As in the case of the honeycomb lattice (Sec. III B), we assume that the gap closing occurs at the symmetric points in the Brillouin zone, where the eigenvalues of the effective Hamiltonian (93) are analytically calculated as
The condition for gap closing is either K eff (A) = 0, or
eff (A). These correspond to the dashed lines shown in Fig. 14 . The boundary between C = +1 and C = −1 phases is determined by K eff (A) = 0, which explains why the boundary does not depend on ω. In the high-frequency expansion, the n = +1 and n = −1 Floquet sidebands touch at
which agrees with the boundary marked by •'s in Fig. 14.
In the presence of dissipation and/or interaction, we can again apply the Floquet DMFT to the dissipative Lieb-Hubbard model driven by CPL at half filling. In Fig. 15 , we first look at the Hall conductivity σ xy against the amplitude A of CPL at U = 0 with Γ = T = 0.06 for various values of the frequency ω. For comparison, we also display the corresponding Chern number (dashed line in Fig. 15 ). One can see that σ xy approaches its quantized value as ω is reduced from 8 to 4. This is because for lower frequencies the band gap ∆ G = 8|K eff | ∝ 1/ω becomes larger, which helps to suppress interband excitations. The condition for the quantization of σ xy is similar to the case of the honeycomb lattice: ω should be greater than the effective bandwidth W |J 0 (A/2)| (W = 4 √ 2J), and the gap ∆ G should be greater than T and Γ. If we turn on the Hubbard U , the phase diagram against A and U is as displayed in Fig. 16 , where the double occupancy is a measure for the Mott insulation and the Hall conductivity σ xy is a measure for the topological properties as before. We have again transitions (crossovers) from the topological to Mott-insulating phases, which can be observed as a sharp drop of D occ and |σ xy |. This is understood as an analog of the effective bandwidthcontrolled Mott transition as in the honeycomb case (see Sec. III C 2).
V. KAGOMÉ LATTICE IN A CIRCULARLY POLARIZED LIGHT
Let us finally explore another example of Floquet topological insulators, which is the kagomé lattice (Fig. 17) in a circularly polarized light. The Hamiltonian is given by
which has the NN hopping J i,j (t) (57) on the kagomé lattice. The length of NN bonds is set to be 1/2. The band structure of the kagomé lattice, which belongs to the Mielke model among the classes of flat-band models, consists of one flat band at the lowest energy for J > 0 and two dispersive bands in the absence of CPL. The bottom flat band touches quadratically with the middle band at the Γ point, while the middle and top bands form Dirac cones around K and K points. to JO(J 2 /ω 2 ),
where τ i,j = +(−) corresponds to the clockwise (counterclockwise) hopping from site j to i in each hexagon (see Fig. 17 ), and "L-path," etc., are those represented by the paths shown in Fig. 17 with labels M eff , etc., respectively. Similar to the case of the Lieb lattice, the BW expansion generates a non-Hermitian effective Hamiltonian. In Eq. (102), we drop the anti-Hermitian part, which does not contribute to the quasienergy up to JO(J 2 /ω 2 ), as discussed in Sec. IV. The effective hopping parameters then reads
A new ingredient emerges here, where even the NN hopping acquires an imaginary component, iK 1,eff , in addition to the NNN hopping (iK 2,eff ). The other hopping amplitudes remain real.
In the top panel of Fig. 18 , we plot the numerically exact results for the Chern number of the kagomé lattice against the amplitude A of CPL (ω = 10). A series of topological-topological transitions are salient, which exhibit an even more complex structure than those for the honeycomb (Fig. 3) and Lieb ( Fig. 13) lattices. In the Chern numbers (C 1 , C 2 , C 3 ) for the lower, middle, and upper bands, respectively, an essential difference from the Lieb model is that even the flat band has nontrivial Chern numbers (with band bending). This is allowed since the electron-hole symmetry is broken in the kagomé lattice.
In Fig. 19 , we depict the topological phase diagram for the kagomé lattice driven by CPL for the amplitude A ≤ 10 and frequency ω ≥ 4, where each phase is labeled by the set of Chern numbers (C 1 , C 2 , C 3 ) in the zerophoton sector. At high frequency, the phases that appear around the zeros of J 1,eff (A) ∼ JJ 0 (A/2) are narrow on the A axis, whereas they grow wider as one decreases the frequency. The band touching between the zero-and nonzero-photon sectors occurs at the line marked by •'s in Fig. 19 .
The behavior of the Chern numbers can be again captured in terms of the effective Hamiltonian (102). The topological transitions can happen only when the band gap closes, which we assume to take place at the symmetric points of the Brillouin zone. The eigenvalues of the effective Hamiltonian (102) are analytically calculated as 4(J 1,eff + J 2,eff + 2L eff + M eff + N 1,eff ) + 2N 2,eff , (104) − 2(J 1,eff + J 2,eff ) ± 2 √ 3(K 1,eff − K 2,eff ) − 4L eff − 2M eff + 4N 1,eff + 2N 2,eff , 
J 1,eff − 2J 2,eff ± √ 3(K 1,eff + 2K 2,eff ) + 2L eff − 2M eff − 2N 1,eff − N 2,eff ,
at k = K, K . At k = M , the band gaps do not close in the high-frequency regime. Hence, the topological transitions can take place when two of the three quasienergies meet at k = Γ or k = K, K . In particular, when A is away from the zeros of J 0 (A/2), J 1,eff is much larger than the other parameters. In this case, the topological transitions take place when either K 1,eff − K 2,eff or K 1,eff + 2K 2,eff vanishes. In the bottom panel of Fig. 18 , we plot these quantities as well as J 1,eff . We can see that some of the topological transitions observed in the top panel are indeed located at the zeros of K 1,eff − K 2,eff or K 1,eff + 2K 2,eff , which justifies the BW expansion in this parameter regime. The other transitions occur in the vicinity of the zeros of J 1,eff , the place of which can be analytically computed from the eigenvalues (104)-(107). They correspond to the dashed lines in Fig. 19 .
VI. CONCLUSION
In this paper, we have constructed a general theory for a systematic high-frequency expansion based on the Brillouin-Wigner theory for quantum systems driven by time-periodic drives. We derive the explicit formula for the expansions of the wave operator Ω ( ) (13) and effective Hamiltonian H eff ( ) (14) up to infinite order in 1/ω. They correctly reproduce the quasienergies and eigenstates as a power series of 1/ω. We have clarified the relation between the BW theory and other existing methods of high-frequency expansions based on the FloquetMagnus expansion and van Vleck degenerate perturbation theory. An advantage of the BW theory is that one can readily calculate higher-order terms systematically, which greatly facilitates understanding of Floquet topological transitions.
We have then applied the BW theory to the honeycomb, Lieb, and kagomé lattice models in a circularly polarized light, where field-induced Floquet topologicalto-topological phase transitions are observed, in a versatile manner that depends on the lattice structure. In the high-frequency regime, these transitions can be well understood by the high-frequency expansions. As the frequency is decreased, the behavior of the system deviates from what is expected from the high-frequency expansions, and relatively high Chern numbers can be produced with the very complicated phase diagram.
In order to consider realistic situations where the effects of energy dissipation and many-body interaction are relevant, we investigate the dissipative Hubbard model on the honeycomb and Lieb lattices driven by circularly polarized light within the Floquet dynamical mean-field theory. We first identify the condition for quantization of the Hall conductivity in the Floquet topological phases such that J 2 A 2 /T, J 2 A 2 /Γ ω W . We have then found a photo-induced Floquet topological-to-Mott insulator transition (crossover), which is signaled by a sharp reduction of the double occupancy and the Hall conductivity. The crossover line can be understood from the high-frequency expansions in BW theory as a nonequilibrium analog of bandwidth-controlled Mott transitions.
There are various future problems. For the honeycomb lattice, we have seen an increasingly intricate phase diagram for the Chern numbers in the low-frequency regime. An obvious interest is how the lower-frequency regime should look for other lattices. Consideration of the Hubbard interaction is also intriguing for the kagomé lattice, where the particle-hole symmetry is broken. As a quantum state arising from the electron correlation, we have only considered the Mott insulator at half filling here, but there are a host of other states such as the fractional Chern insulator 23, [64] [65] [66] at fractional filling, and a possibility of inducing such states in nonequilibrium should be one direction. An extension of the present line of study to those will be left as a future work. In this Appendix we recapitulate the Brillouin-Wigner perturbation theory for quantum mechanics with a simple example. Let us illustrate the theory for a 2 × 2 Hamiltonian,
We want to derive the effective Hamiltonian constructed from a given projection P : The effective Hamiltonian is defined as the operator on the space of P , whose eigenenergy coincides with original one α and whose eigenvector is given by P |Ψ α , where |Ψ α is that of the original problem. Here we take P as the projection onto the upper component, P = diag(1, 0). For the construction of the effective Hamiltonian we introduce the wave operator Ω, which satisfies |Ψ α = ΩP |Ψ α . With this the effective Hamiltonian is given by P HΩP , where we can easily check that P HΩP P |ψ α = Here the eigenenergy α must satisfy
which results in α = E ± √ m 2 + k 2 , reproducing exactly two eigenenergies.
As we have seen here, while the effective Hamiltonian is a 1 × 1 matrix, it can reproduce all the eigenenergies in the original 2×2 space, thanks to the dependence of the effective Hamiltonian. We note that one can eliminate α from the effective Hamiltonian or from the wave operator, by, e.g., expanding both sides of Eq. (A4) in k, but with such a method only one of the solutions,
