Abstract-This paper presents a computational method to calculate the reflected and transmitted ultrasonic fields at interfaces of complex geometry. The method is performed in two steps. As first step, the velocity potential impulse response from an arbitrary aperture is determined at the interface using the Rayleigh integral and considering the reflection and transmission coefficients. In a second step, the simulated fields are calculated by applying the RayleighSommerfeld integral to the whole, extended interface. In order to validate the method, some experimental cases as, for instance, plane and cylindrical concave surfaces between two media (water-acrylic) were tested. The experimental ultrasonic fields are in good agreement with those provided by the model. Furthermore, in the work, the compromise between the accuracy of the method and the computation time is studied.
I. Introduction
T he investigation of the acoustic field generated by a broadband ultrasonic transducer through interfaces is an important step for nondestructive evaluation of structures using ultrasound because, in most of the cases, liquid or solid wedges of diverse geometry are used between the transducer face and the structure. Moreover, acoustic beam distortion due to the presence of changes of materials during the propagation, with all kind of geometries, distorts the wavefront. The ultrasonic field depends on the geometry of the transducer, the coupling material (liquids, solid-focusing lenses, and solid wedges), and the incident angle at the interfaces. Theoretical study and field simulations are needed to interpret correctly the echographic data obtained by the transmit-receive response from defects.
Different methods have been developed to study the spatial-temporal characteristics of acoustic fields radiated by broadband transducers. One of these methods uses the spatial impulse response to determine the time-dependent pressure at a spatial point [1] . The starting point is the Rayleigh integral based on Huygens' principle, from which each point of a traveling wavefront can be considered as a secondary source of hemispherical disturbance. The acoustic field results from the superposition of hemispherical waves radiated by infinitesimal areas from the transducer. This method, based on the Rayleigh integral, also is used for calculation of pressure fields through interfaces [2] - [6] . Finite difference methods also have been used for the simulation of acoustic propagation through interfaces [7] , [8] . Another approach to study the interaction with interfaces is the conjugate gradient Rayleigh method, primarily developed to study the interaction of ultrasonic waves with rough interfaces [9] , [10] . The ray-tracing technique, being faster than the other methods, is not accurate to show the wave distortion at the interfaces [11] , [12] .
In this paper a three-dimensional computational method, which is based on the spatial impulse response [1] and on the discrete representation computational concept [13] , [14] , is proposed to calculate the reflected and transmitted ultrasonic fields with interfaces of complex geometry [15] . Both the transducer aperture and the interface are considered as a finite number of elementary sources, each emitting a hemispherical wave. The method is valid for all field regions and may be performed for any excitation waveform radiated from an arbitrary acoustic aperture. Furthermore, it satisfies naturally the Snell's law to evaluate the reflection and refraction angles. The number of elementary areas used to discretize the aperture and the interface limits the precision of the computational method. The accuracy of the approach depends on an adequate choice of the temporal sampling.
To illustrate the usefulness of the computational method to determine the acoustic field evolution through interfaces, the radiation from a circular piston was considered in this work. In order to check the model, a virtual interface placed in front of the circular piston was used to calculate the transmitted field comparing it with the exact solution. In addition, experimental measurements were performed to compare them with the simulated data.
The exact solution of a circular piston mounted within an infinite baffle radiating into a medium is well-known and will not be described here [16] - [20] . The computational method is described for an arbitrary aperture in Section II. Section III presents the comparison between the exact and the presented model solutions and analyzes the main computational parameters (the temporal and spatial sampling). In Section IV, experimental results using several interfaces are compared with the computed data. The conclusions are presented in Section V. In Appendix A, it is proven that the theoretical development of the computational method can be extended to a general solution considering three cases of boundary conditions. In Appendix B, the discrete representation computational concept introduced by Piwakowski and Delannoy [13] is described.
II. Theory
Consider an aperture with an arbitrary surface S a embedded in an infinite rigid baffle that is in contact with a medium 1 (Fig. 1) . The acoustic pressure field at a point of an isotropic medium can be calculated in the time domain from the Rayleigh integral [1] :
where c 1 is the acoustic propagation velocity in medium 1, ρ 1 is the density of medium 1, r ai is the distance from the elementary area dS a located at r a to the point located at r i , S a indicates the surface of the radiating aperture, and v n ( r a , t) is the normal velocity in each point of the aperture.
The interface between media 1 and 2 is approximated to a finite interface, large enough to intercept the major portion of the significant incident energy of the acoustic field. After using (1) to calculate the incident acoustic pressure in the entire interface before the interaction with it, the reflected and transmitted pressure wave p R/T ( r i , t) (after the interaction of incident waves with the interface) can be approximated by the following:
where C R/T (θ i ) is referred to as the wave reflection and transmission coefficients at the interface which depend on the angle of incidence of a plane wave incident on each point of the interface (the plane wave is an approximation of the wavefront generated by the aperture). This dependence is constant for a planar interface; and, in this work, it also is assumed constant for a curved interface, using an average coefficient inside the geometrically illuminated region by the aperture at the interface. Now, considering that the acoustic pressure immediately after the interaction with the interface is known from (2), it is possible to calculate the reflected and transmitted acoustic fields applying the Rayleigh-Sommerfeld integral to the interface, assuming that it is embedded in an infinite soft baffle [21] :
where c M is the acoustic propagation velocity of medium M, which is 1 for medium 1 (when reflected waves are computed) and 2 for medium 2 (when transmitted waves are computed); r iP is the distance from the elementary area dS i located at r i to the field point located at r p ; cos( r iP , n) is the cosine of the angle between the normal vector n and the vector r iP , and its modulus guarantees to use the same expression to the cases of reflection and transmission; S i indicates the surface of the interface. The integration over the boundary between the two media is truncated over a finite interface S i , and an ideally soft baffle is considered. In this work, we always choose a finite interface that is large enough to intercept the main incident energy of the acoustic beam. It is well-known that the integrals (1) and (3) are valid for a planar radiator. However, these integrals can approximately represent the radiation of a curved source under certain conditions: the radiating surface is slightly curved, and the source dimension is large compared with the wavelength [22] - [24] . Under these conditions, most of the radiated energy, which is concentrated close to the central beam, will be affected very little by the baffle around the radiating surface [24] . The approach we are using in this work deals with planar apertures and curved interfaces that satisfy the above conditions.
The solution for p( r p , t) presented in (3) can be simplified, assuming that the aperture is a uniform piston. Substituting (1) and (2) into (3) and after some calculations, it follows that the transient field is determined by a temporal convolution between the excitation signal v(t) and the velocity potential impulse response h( r p , t):
where * indicates the time convolution, and h( r p , t) is the velocity potential impulse response at the field point P, which is defined by:
where h a ( r i , t) is the velocity potential impulse response at the interface due to the radiation from the aperture and the wave evolution caused by the interface:
A detailed general deduction of (4), (5), and (6) is shown in Appendix A, considering that the infinite baffle around the interface can be one of the three basic types of boundary conditions: rigid, soft, and free-field [25] . This model neglects field components, which appear at a fluid/solid interface, like the converted waves, shear waves, surface waves, head waves, etc.
In this work, computation is divided into two parts, using the approach proposed in [13] , [14] valid for an arbitrary aperture (as shown in Appendix B). In a first step, after dividing the aperture into a number of elementary areas, the velocity potential impulse response h a ( r i , t) is calculated from (6) at the whole-extended interface, which also has been approximated by a number of elements of small area. In each of the discretized elements of the interface, the impulse response function is affected by the corresponding reflection and/or transmission coefficients. In a second step, the velocity potential impulse response h( r p , t) is calculated from (5), and the reflected and transmitted pressure fields are obtained by applying (4) at every field point P.
The time-averaged discrete impulse response [13] , [14] is the computational solution used to calculate the velocity potential impulse responses at the point P and at the interface, respectively given by (5) and (6) . The temporal sampling ∆t is used constant during the calculation of the impulse responses, but the spatial samplings could be different in the aperture (∆x a and ∆y a ) and in the interface (∆x i and ∆y i ).
III. Comparison with the Exact Solution
In this section an implementation of the computational method will be presented for the case of a planar circular piston of radius 9.5 mm radiating into a medium with a rectangular virtual interface of dimensions L × L placed in front of the piston (Fig. 2 ). An angular orientation α and an axial distance Z define the position of the interface relative to the referential O x z located at the center of the piston. All simulations were carried out taking both media 1 and 2 as water to permit a comparison with the exact solution of a piston radiating in water. An excitation signal of 1 MHz sine-wave single cycle was used (wavelength λ = 1.5 mm). The virtual interface was located at the near field with Z = 15 mm and L = 25 mm. Fig. 3 shows a comparison between the exact pressure responses and the corresponding model result at six different field points (Fig. 4) . Fig. 3(a) shows three different near-field points (z = 20 mm) at the acoustic axis and at 10 and 20 mm off axis. Fig. 3(b) shows the results at the same x coordinate but at far-field conditions (z = 60 mm). The model responses were calculated with c∆t = λ/15 = 0.1 mm, ∆x a = ∆y a = λ/6 = 0.25 mm, ∆x i = ∆y i = λ/6 = 0.25 mm, and α = 0
• . In all cases the approach gives very good results, except the P 3 case, which, due to the geometry, is outside the shadow of the interface (Fig. 4) . In this point P 3 , the travel time calculated by the computational method (t + t ) is larger than the real one (t). Thus, more accurate results can be obtained if all field points are in the so-called shadow region. Furthermore, we observed that the simulated waveforms include some noise due to the temporal and spatial samplings adopted, and some small spurious signals due to the finite interface used.
To give an indication of the approach accuracy, the error respect to the exact solution of the pressure responses has been calculated for every signal in the time domain as:
where s E (i) is the signal computed by the exact solution, s C (i) is the signal computed by our method, and N is the number of samples. To have an idea about the meaning of the error concept used, the errors between the approached pressure responses and the exact solution are displayed in Fig. 3 . Fig. 5 shows the comparison between the exact solution and four different computational cases for two-dimensional simulated fields in the x-z plane. All approached fields have been calculated with c∆t = λ/15 = 0.1 mm and ∆x a = ∆y a = λ/6 = 0.25 mm. Cases 1, 2, and 3 were calculated with an angular orientation of the virtual interface α = 0
• using a value of the spatial sampling at the interface ∆x i = ∆y i of λ/6 = 0.25, λ/3 = 0.5, and λ/1.5 = 1 mm, respectively. Case 4 was calculated with an angular orientation α = 10
• considering the same computational parameters described in Case 3. We observed that the main differences appear in the near-field region and when rough spatial sampling is used. Case 4 shows that the inclined interface decreases the error because it brakes the symmetry of the field calculation. A big difference exists in computation time. For instance, using a 1.4 GHz Pentium IV computer (Intel, Santa Clara, CA), Case 1 takes 25 minutes, and Cases 2, 3, and 4 take only 6, 1.5, and 1.5 minutes, respectively. The exact solution for the circular piston takes only 4 seconds.
Figs. 6(a) and (b) show the relative errors calculated using (7) for all the points with |x| ≤ 10 mm at z = 20 mm and z = 60 mm, for the cases described in Fig. 5 . As a general conclusion, the error at near field is always bigger than at far-field conditions, because near-field points are closer to the interface with the worst average of the impulse response that is explained in (18) in Appendix B. To better clarify the effect of the vicinity of the field point to the interface, a comparison of the exact solution with the approached pressure responses calculated at x = 10, z = 60 mm placing the interface at two axial distances, Z = 15 mm and Z = 55 mm, was performed, as shown in Fig. 7 . The interface discretization conditions were the same as those used in Case 2 of Fig. 5 . The relative errors also are displayed in Fig. 7 . The error increases if the point is closer to the interface. Fig. 8 shows the average relative errors, varying some computational parameters, for two cases: Fig. 8(a) normalized temporal sampling (c∆t) for a given spatial sam- In these simulations, the spatial samplings in the aperture and in the interface are equal to ∆ a,i , i.e., ∆x a = ∆y a = ∆x i = ∆y i = ∆ a,i . The average relative errors were calculated using (7) for the range |x| ≤ 10 mm at z = 20 mm and z = 60 mm. The interface is placed at Z = 15 mm with angular orientation of α = 0
• . Both Figs. 8(a) and (b) show the computational parameters used for Case 1 described in Fig. 5 .
In Fig. 8(a) , we note that the election of the optimal temporal sampling is not a key point. The statistical fluctuations are more important when a large temporal sampling is chosen (ct > λ/10). Better resolution is obtained with smaller temporal samplings, but the error is maintained slightly below 5% with little variations, which is the limit caused by the particular spatial sampling used in the simulations. In relation with the spatial sampling [ Fig. 8(b) ], the precision of the computational method is proportional to the density of elementary areas in the aperture and in the interface [13] , [14] . Furthermore, if the dimensions of the interface are increased, in general less incident energy is lost and the computation errors decrease. As these two aspects increase the number of cells and therefore the computation time, a balance must be found.
IV. Application with Interfaces
Experiments to measure the acoustic field evolution due to the appearance of interfaces during the propagation have been performed to test the validity of the computational method. All measurements were carried out in water (ρ = 1000 kg/m 3 , c = 1500 m/s) using a 0.2-mm diam PVDF omnidirectional hydrophone with flat response up to 20 MHz and sensitivity 0.500 pC/bar (VITA 19, Dapco Industries, Inc., Ridgefield, CT). The solid medium used was acrylic (density ρ = 1180 kg/m 3 , longitudinal velocity c L = 2700 m/s, shear velocity c S = 1400 m/s). A 1 MHz 47% bandwidth circular transducer with a diameter of 19 mm (Accuscan series, Panametrics, Waltham, MA) has been used as emitter. The transducer was excited in wideband conditions with a Master Scan 330 (Sonatest Plc Group, Milton Keynes, UK). The reference acoustic signal used into the calculations was measured facing the needle hydrophone very close to the transducer emitting face. A water tank with automatic three-dimensional movements (Microcontrole, Evry, France) and signal acquisition was used. For the sake of simplicity, only planar and cylindrical concave solid surfaces were tested.
A. Planar Surface Case
For the planar surface case, two physical arrangements were used, which are schematically depicted in Fig. 9 . The interface is assumed to have an angular orientation α and is located at an axial distance Z from the center of the circular transducer (point O). To show the transmitted and reflected acoustic waves, the referential O x z for the acrylicwater interface [ Fig. 9(a) ] and the referential O x z for the water-acrylic interface [ Fig. 9(b) ] have been adopted, respectively. Fig. 10 shows the x z scan of the maximum pressure distribution for the experimental and simulated fields refracted at the acrylic-water interface, with an incidence angle α = 45
• and an axial distance Z = 20.7 mm. In Fig. 10 , both interface and transducer used in the simulation are represented graphically. The reference system O x z [see Fig. 9(a) ] has been considered to represent the images. The calculated and measured beam profiles at three different distances from the interface (z = 4, 38, and 72 mm) are shown in Fig. 11 . The pressure amplitude was normalized by the maximum value recorded at z = 38 mm. Fig. 12 refers to another case with α = 15
• and Z = 17 mm. In Fig. 12 , the measured and calculated beam profiles at three different coordinates z: 4, 40, and 76 mm are presented. The pressure amplitude was normalized by the maximum value recorded at z = 40 mm.
In all cases, the agreement between the measured and calculated beam profiles is very good. Fig. 13 shows x z maximum pressure scan concerning the reflected field at the water-acrylic interface, using an incidence angle α = 30
• and an axial distance Z = 30 mm. The coordinate system O x z [see Fig. 9(b) ] has been considered. In Fig. 13 , both interface and transducer used in the simulation are represented graphically. Fig. 14 shows the measured and calculated beam profiles at x = 16, 48, and 80 mm, which were normalized by the maximum value recorded at x = 48 mm.
To demonstrate the accuracy of the predicted pressure responses of Fig. 13, Fig. 15 shows the reflected measured and simulated waveforms at two points: P 1 (x = 33.8, z = 11.7 mm) and P 2 (x = 33.8, z = 6.7 mm). The amplitudes of the pressure responses were normalized by the maximum value recorded at P 1 . The relative errors are displayed in Fig. 15 . As demonstrated previously, the computational method, in fact, accurately predicts the relative amplitude and the time histories of the pressure waveforms.
B. Cylindrical Concave Surface Case
For the cylindrical concave surface case, two physical arrangements were used, which are illustrated in Fig. 16 . The interface is assumed to have an angular orientation α and is located at an axial distance Z from the center of the circular transducer (point O). The referential O x z has been adopted to show the transmitted and reflected acoustic fields for the acrylic-water [ Fig. 16(a) ] and for the water-acrylic interfaces [ Fig. 16(b) ], respectively. Fig. 17 shows the experimental and the simulated results of the transmitted field through the acrylic-water interface for an angle α = 18
• and an axial distance Z = 19 mm [ Fig. 16(a) ]. The beam profiles at three different distances from the transducer (z = 30, 70, and 110 mm) are shown in Fig. 18 . The pressure amplitude has been normalized by the maximum value recorded at z = 70 mm. Fig. 19 shows the x z maximum pressure scan of the reflected field at the water-acrylic interface [ Fig. 16(b) ], using α = 30
• and Z = 30 mm. Fig. 20 shows the beam profiles at four different values of coordinate x: 16, 30, 44, and 58 mm. The pressure amplitude was normalized by the maximum value recorded at x = 30 mm.
From Figs. 17 to 20, it can be observed that the simulated results are in very good agreement with the measured ones, taking into account the difficulty of aligning the transducer, the interface, and the hydrophone in the experimental setup. The only experimental problem comes from the appearance of spurious echoes coming from the walls of the acrylic shape used to reflect the signal. These echoes can produce an extra amplitude of the recorded signal (see Figs. 19 and 20) because the analogic window used to detect the echoes when performing the scan must be wide enough to avoid missing the first reflected signal.
V. Conclusions
Based on the impulse response and the discrete representation methods, a three-dimensional computational method has been developed to calculate the reflected and transmitted ultrasonic fields through interfaces of complex geometry. The ultrasonic field is calculated by the method of the Rayleigh integral, extended to take into account the wave mode conversion at the interface. A closed-form analytical expression of the velocity potential impulse response has been obtained to describe the reflection and the transmission at the interface. The number of elementary areas used to divide the aperture and the interface limits the precision of the computational method. A virtual interface (water-water interface) was used to compare the method with the exact solution for the case of a piston vibrating in water. The difference between the exact solution and the proposed method can be minimized by means of an adequate choice of the temporal sampling. This method can be easily extended for the case of array apertures.
Appendix A General Deduction
Under the assumption that the time and space variables are separable at the aperture surface, the normal velocity is given by:
where A( r a ) is the vibration amplitude distribution, and v(t) is the particle velocity function at the aperture (exci- tation signal). Thus, the term v n ( r a , t − r ai /c 1 ) in (1) can be written as:
If (1) and (9) are inserted into (2) and the order of integration is inverted, the result is: If the function A( r a ) is excluded here, considering that the aperture is a uniform piston (i.e., A( r a ) = 1), the square-bracketed expression is exactly equal to (6), defining the impulse response h a ( r i , t) immediately after the interface. Then, we have:
If now the boundary conditions of the interface have a very significant influence to the reflected and transmitted pressure fields, we can consider a generalized expression for three basic types of baffle using an obliquity factor β( r iP , n) in (3):
In particular, the obliquity factors for rigid, soft, and free-field boundary conditions analyzed by Delannoy et al. [25] are:
rigid baffle, |cos( r iP , n)| , soft baffle, (1 + |cos( r iP , n)|) /2, free field, (13) where the modulus of the cosine guarantees its validity for the reflection and transmission cases. The generalized expression is valid for a planar source, surrounded by an infinite baffle. However, it can approximate the radiation of a curved source under the conditions described in Section II. Now we introduce (11) into (12) and invert the order of integration, the result is:
where the square-bracketed expression is exactly equal to (5), defining the impulse response h( r P , t) at the field point P , considering a soft baffle. Then, we have:
As expected, (15) is just the convolution of the excitation signal with the impulse response at the point P , which is written as (4).
Appendix B Discrete Representation Method
The approach proposed by Piwakowski and Delannoy [13] to calculate the field radiated from an arbitrary aperture can be described for the case of a planar aperture excited uniformly by a Dirac delta normal-component velocity pulse v n ( r a , t) = δ(t) and embedded in an infinite rigid baffle (Fig. 1) . If the surface of the aperture S a is discretized by means of N elements of area equals to ∆S j = ∆x j ∆y j , j = 1, 2 . . . N, the Rayleigh integral for the velocity potential impulse response becomes the sum:
where h discr is a discrete representation of the impulse response in each time t j = r j /c, and r j is the distance from the elementary area ∆S j to the observation point at r. From (16), the amplitude a j that represents the velocity potential impulse response generated by each elementary area, can be written as:
Thus, by taking the average of all amplitudes a j that arrived at the observation point into the averaging window [t s − ∆t/2, t s + ∆t/2], the time-averaged discrete impulse response taken at the instant t s is obtained:
h discr ( r, t S ) = 1 ∆t j a j , for t S − ∆t/2 < t j < t S + ∆t/2,
where ∆t is the time increment used to calculate the velocity potential impulse response. It is demonstrated that h discr ( r, t) tends to the analytical solution h( r, t) for the frequency bandwidth of the excitation signal f < f max , where f max 1/∆t, provided that the dimensions of the elementary areas tend toward zero [14] .
