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Abstract
Up to date, the middle convolution is the most powerful tool for realizing
classical groups as Galois groups over Q(t). We study the middle convolu-
tion of local systems on the punctured affine line in the setting of singular
cohomology and in the setting of e´tale cohomology. We derive a formula
to compute the topological monodromy of the middle convolution in the
general case and use it to deduce some irreducibility criteria. Then we give
a geometric interpretation of the middle convolution in the e´tale setting.
This geometric approach to the convolution and the theory of Hecke char-
acters yields information on the occurring arithmetic determinants. We
employ these methods to realize special linear groups regularly as Galois
groups over Q(t).
The geometric theory of the middle convolution can also be used to compute
Frobenius elements for many of the known Galois realizations of classical
groups. We illustrate this by investigating specializations of PGL2(Fℓ)-
extensions of Q(t) which are associated to a family of K3-surfaces of Picard
number 19.
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Introduction
The convolution
f ∗ g (y) :=
∫
f(x)g(y − x)dx
of sufficiently integrable functions plays an important role in many areas of math-
ematics and physics, see [4], [32], [47], and [59].
Suppose that the functions f and g are solutions of meromorphic connections on
the complex affine line A1. Then f and g can be viewed as sections of the solution
sheaves of these connections, see [10]. The comparison theorem between singular
cohomology and de Rham cohomology shows that the integral∫
γ
f(x)g(y0 − x)dx, where y0 ∈ A1 ,
can be seen as a cohomology class in the sheaf cohomology on A1 (γ denoting
some homology cycle), see [10] and [7]. This suggests the following generalization
from the convolution of functions to the convolution of sheaves V1, V2 on A1:
V1 ∗aff V2 := R1pr2∗(V1 ◦ V2) .
Here, pr2 : A
2 → A1 denotes the second projection of A2 = A1x × A1y, R1pr2∗ is
the first higher direct image of the functor pr2∗ (see [29] and Section 1.3), and
V1 ◦ V2 := pr∗1(V1)⊗ d∗(V2) ,
where pr1 : A
2 → A1 is the first projection and d : A2 → A1 is the difference map
(x, y) 7→ y − x.
Let us assume that V1 and V2 are sheaves on A1 which are pushforwards of local
systems on open subsets of A1 (see [10] and [21] for the notion of a local system).
Such sheaves naturally arise as the sheaves of solutions of connections on A1, see
[10]. Then the “affine” convolution V1 ∗aff V2 contains a canonical subsheaf
im
(
R1pr2!(V1 ◦ V2) −→ R1pr2∗(V1 ◦ V2)
)
,
where R1pr2! denotes the first higher direct image with compact supports. The
latter sheaf is canonically isomorphic to R1pr2∗(j∗(V1 ◦ V2)), where j : A2 →
P1 × A1 denotes the natural inclusion and pr2∗ : P1 × A1 → A1 is the second
projection, see [21]. We set
(0.0.1) V1 ∗ V2 := R1pr2∗(j∗(V1 ◦ V2)) .
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Following Katz [32], we call the sheaf V1 ∗ V2 the middle convolution of V1 and
V2. (In loc. cit., Katz gives a similar construction in a more general category of
complexes of sheaves.) The term middle indicates the fact that there is a natural
interpretation of V1 ∗ V2 as a middle direct image, i.e., one obtains the middle
convolution by taking the image of the cohomology with compact supports in the
cohomology (compare to [32], Chap. 2, and [21]).
One reason why one is interested in the middle convolution is that V1 ∗ V2 is
often irreducible, while V1 ∗aff V2 is not. A striking application of the middle
convolution is Katz’ existence algorithm for irreducible rigid local systems, see
[32], Chap. 6. See also [19], [53] and [20].
The formulation of the convolution in terms of sheaf cohomology has the advan-
tage that this construction works similarly also in different categories, e.g., in the
category of e´tale local systems (see Section 1.7). The latter category corresponds
to the category of Galois representations of e´tale fundamental groups (compare
to Prop. 1.7.2).
In this work, we study the middle convolution of (e´tale) local systems in view
of the inverse Galois problem and related questions. The philosophy is that by
convoluting elementary objects, like the e´tale local systems associated to cyclic
or dihedral extensions of Q(t), one obtains highly non-trivial Galois realizations.
Let H be a profinite group. One says that H is realized as a Galois group over
Q if there exists a surjective homomorphism
κ : GQ = Gal(Q¯/Q) −→ H .
Similarly, the group H is said to be realized as a Galois group over Q(t) if there
exists a surjective homomorphism
κt : GQ(t) = Gal(Q(t)/Q(t)) −→ H .
One says that H is realized regularly as Galois group over Q(t) if it is realized as
Galois group over Q(t) via a surjection κt such that Q is algebraically closed in
the fixed field of the kernel of κt.
A homomorphism κ or κt as above is called a Galois realization of H over Q, or
over Q(t), respectively. By Hilbert’s irreducibility theorem, a Galois realization
of a finite group H over Q(t) gives Galois realizations of H over Q by suitable
specializations of the transcendental t, see [40], [52]. A similar argument often
holds for profinite groups, see [49], 10.6, and [50].
It is a fundamental task in arithmetic to determine the Galois realizations over
Q and over Q(t). One conjectures that all finite groups can be realized over Q
2
and over Q(t). This conjecture is called the inverse Galois problem for Q, and for
Q(t), respectively (see [52], [40]). By Shafarevich’s theorem, any solvable group
can be realized as Galois group over Q, see [44]. For non-solvable groups, only
partial results are known, see [40], [52], [18] and [19]. It already follows from class
field theory that not all profinite groups can be realized over Q. See [51], [55],
[16] and [21] for Galois realizations of some non-solvable profinite groups.
The relevance of the middle convolution for the inverse Galois problem was first
noticed by S. Reiter and the author ([18]). In the subsequent paper [19], many
new families of classical groups were realized regularly as Galois groups over Q(t)
using the middle convolution with Kummer sheaves (compare to Remarks 2.3.2
and 3.3.7). Also, it turned out that most of the older results on Galois realizations
of classical groups (including the famous results of Belyi [5]) can easily be derived
using the middle convolution with Kummer sheaves, see [19], Rem. 4.11. A similar
approach is given by Vo¨lklein’s braid companion functor, see [53], [54], and [55].
We remark that in all known applications to the inverse Galois problem, the braid
companion functor can be expressed in terms of the middle convolution.
So, up to date, the middle convolution is the most powerful tool for the realization
of classical groups as Galois groups over Q(t). As already mentioned, the idea is
to convolute elementary objects (like one-dimensional local systems) in order to
obtain new Galois realizations.
Nevertheless, the existing methods have some limitations: The known results
usually only encode the topological information of the Galois realizations under
consideration and most of the time it is not possible to obtain more precise infor-
mation (like the determination of Frobenius elements acting on specializations).
Also, in many cases the existing methods fail to produce simple groups like the
projective special linear groups PSLn(Fq) as Galois groups over Q(t) (see [18]
and [40] for realizations of some special linear groups). The problem is that if
the index of PSLn(Fq) in PGLn(Fq) is > 1, then it is usually impossible to bound
the arithmetic part of the underlying Galois representations.
Based on methods of Katz [32] and on previous work of S. Wewers and the author
[21], we give a geometric approach to the middle convolution in order to overcome
the above mentioned limitations of the existing methods: Using this approach,
one obtains valuable information on the occurring determinants, leading to new
Galois realizations of special linear groups. Moreover, computation of Frobenius
elements for many of the known Galois realizations of classical groups is now
possible.
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Thus the geometry of the middle convolution leads not only to new results but
also to a much finer description of the existing results on Galois realizations
of classical groups. It turns out that often (e.g., in the case of the family of
K3-surfaces considered below) this description of the convolution encodes the
arithmetic information of the resulting Galois realizations much more compactly
than any describing polynomial would do. This shows the benefits of the more
refined approach also from a computational viewpoint.
Let us now discuss the contents of this work in more detail:
For a topological space X, let LSR(X) denote the category of local systems of
R-modules on X (see Section 1.4).
Let u and v denote divisors on A1. We define the middle convolution of local
systems V1 ∈ LSR(A1 \ u) and V2 ∈ LSR(A1 \ v) in analogy to Formula (0.0.1)
with the difference that we work over an open subset of A2, where the sheaf
V1 ◦ V2 is a local system, see Section 2.3. The middle convolution V1 ∗ V2 of V1
and V2 is a local system on A1 \ u ∗ v, where u ∗ v is the sum of the divisors u
and v, see Section 2.3.
Using [21], we derive a formula for the rank and the monodromy (see Section 1.4
for the concept of monodromy of a local system) of the middle convolution V1∗V2,
see Prop. 3.1.1 and Prop. 3.2.2. Moreover, some irreducibility criteria and results
on local monodromies are given, see Thm. 3.3.8 and Section 3.4.
If X is a variety over Q, let LSe´tR(X) denote the category of e´tale local systems
of R-modules on X, where R is a suitable coefficient ring, see Section 1.7. (In
view of the inverse Galois problem for the field Q, we assume that our ground
field is Q. Many of the statements in the discussion below are valid for more
general fields.) It is well known that any e´tale local system LSe´tR(X) corresponds
to a Galois representation of the e´tale fundamental group πe´t1 (X, x¯), called the
monodromy representation, see [27], Prop. A.1.8.
The middle convolution of e´tale local systems (see Section 4.2) is defined in an
analogous way as the middle convolution of local systems, using the higher direct
image approach of [21]. The middle convolution V1 ∗ V2 of V1 ∈ LSe´tR(A1Q \ u)
and V2 ∈ LSe´tR(A1Q \ v) is an e´tale local system on S := A1Q \ u ∗ v. It therefore
corresponds to a continuous representation
πe´t1 (S, s¯0)
ρV1∗V2−−−−→ GL((V1 ∗ V2)s¯0) .
The e´tale fundamental group πe´t1 (S, s¯0) is isomorphic to the Galois group of the
maximal algebraic extension of Q(t) which is unramified outside the divisor u ∗v
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and outside ∞. After a choice of a geometric base point s¯0 which is defined over
Q, the geometric fundamental group can be written canonically as a semidirect
product
πe´t1 (S, s¯0) = π
geo
1 (S, s¯0)⋊GQ ,
where πgeo1 (S, s¯0) := π
e´t
1 (S × Spec (Q), s¯0) is the geometric fundamental group.
(The geometric fundamental group is known to be isomorphic to the profinite
closure of the topological fundamental group π1(S(C), s0).) Thus one obtains a
Galois representation
GQ(t) −−−−→ πe´t1 (S, s¯0) = πgeo1 (S, s¯0)⋊GQ −−−−→ GL((V1 ∗ V2)s¯0) .
It is the determination of this Galois representation that we are interested in.
The geometric monodromy of the e´tale local system V1 ∗ V2 can be determined
using the convolution Van1 ∗ Van2 of the analytifications Van1 , Van2 which are local
systems on the punctured complex affine line, see Section 1.7.
Moreover, Deligne’s work on the Weil conjectures ([11]) yields information on the
absolute values of the Frobenius elements which occur in the arithmetic mon-
odromy, see Section 4.3.
To obtain more information on Galois representations which are associated to
convolutions, we proceed as follows:
Let ℓ be a prime and let Eλ be the completion of a number field E at a finite
prime λ of E with char(λ) = ℓ. We consider sheaves
V = (· · · (((F1 ∗ F2)⊗ G1) ∗ F3)⊗ · · · ∗ Fn)⊗ Gn−1 ∈ LSe´tEλ(S), S = A1Q \w ,
which are obtained from iteratively convoluting and tensoring Eλ-valued e´tale lo-
cal systems with finite monodromy. (All known applications to the inverse Galois
problem use these sheaves.) For such e´tale local systems V, we find a geometric in-
terpretation, see Section 5. This interpretation involves a smooth map Π : U→ S
of relative dimension n − 1 and a certain projection P ∈ End(U/S) ⊗ E. Then,
V is isomorphic to the weight-(n − 1)-part of the subsystem P(Rn−1Π∗(Eλ)) of
Rn−1Π∗(Eλ) which is cut out by P, see Thm. 5.3.1.
For actual computations and deeper results on Frobenius elements, the results of
Bierstone and Milman (see [6]) and of Encinas, Nobile and Villamayor ([26], [25])
on equivariant desingularization in characteristic zero play an important role:
They lead to a P-equivariant normal crossings compactification X˜s¯0 of the fibre
Us¯0 of U over the geometric base point s¯0 of S (which is assumed to be defined
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over Q). It follows that there are isomorphisms of GQ-modules
Vs¯0 ≃
(
the weight-(n − 1)-part of P(Rn−1Π∗(Eλ))
)
s¯0
≃ the weight-(n − 1)-part of P(Hn−1(Us¯0 , Eλ))
≃ im
(
P(Hn−1(X˜s¯0 , Eλ)) −→ P(Hn−1(Us¯0 , Eλ))
)
,
see Prop. 5.3.4. (Here, GQ is viewed as a subgroup of π
e´t
1 (S, s¯0) = π
geo
1 (S, s¯0) ⋊
GQ.)
These results, a deep theorem of Henniart on the algebraicity of one-dimensional
compatible systems (see [46], Prop. 1.4, [30], and [33]), and the theory of Hecke
characters lead to the following result, see Thm. 5.4.7:
Theorem I. Let F1, F2, F3, G be irreducible and non-trivial Eλ-valued e´tale local
systems on punctured affine lines over Q having finite monodromy. Let
V = ((F1 ∗ F2)⊗ G) ∗ F3 ,
and let ρV : π
geo
1 (S)⋊GQ → GL(V ) be the Galois representation associated to V.
Assume that the associated monodromy tuple TV (see Section 1.7) generates an
infinite and absolutely irreducible subgroup of GL(V ). Then the determinant of
ρV is of the form
det(ρV) = det(ρV)|πgeo1 (S) ⊗ χ
m
ℓ ⊗ ǫ .
Here, χℓ : GQ → Qℓ denotes the ℓ-adic cyclotomic character, m is an integer,
and ǫ : GQ → E× is a finite character.
The proof of Thm. I makes essential use of the fact that Q is a totally real field
(which implies that any Hecke character of Q is a product of the norm character
and a finite character).
Thm. I is crucial for the next result (see Thm. 6.3.1 and Corollary 6.3.2):
Theorem II. Let Fq be the finite field of order q = ℓ
k, where k ∈ N. Then the
special linear group SL2n+1(Fq) occurs regularly as Galois group over Q(t) if
q ≡ 5 mod 8 and n > 6 + 2ϕ((q − 1)/4)
(ϕ denoting Euler’s ϕ-function).
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Thm. II implies that, under the conditions of the theorem, the simple group
PSL2n+1(Fq) occurs regularly as Galois group over Q(t). The latter result is the
first result on regular Galois realizations of the groups PSLn(Fq) over Q(t), where
(n, q − 1) = [PGLn(Fq) : PSLn(Fq)] > 2 .
The idea of the proof of Thm. II is the following: By our assumptions, the finite
field Fq is generated over its prime field Fℓ by an element of odd order m. Let
E := Q(ζm + ζ
−1
m , i) ,
where m = (q − 1)/4, where ζm denotes a primitive m-th root of unity, and
where i is a primitive fourth root of unity. Let λ be a prime of E lying over ℓ.
One considers Eλ-valued e´tale local systems F1, F2, F3, G associated to Galois
representations with values in the dihedral group of order 2m and to Galois
representations with values in cyclic groups of order 2 and 4. Then one forms
their convolution
V = ((F1 ∗ F2)⊗ G) ∗ F3 ∈ LSe´tEλ(S) .
Let ρV : π
e´t
1 (S) → GL(V ) be the Galois representation associated to V and let
Oλ be the valuation ring of Eλ. Using analytification and reduction modulo λ,
one can show that the image of the geometric fundamental group under ρV is,
up to scaling, isomorphic to SL2n+1(Oλ). Here, n depends on m, enforcing the
condition n > 6 + 2ϕ(m). Since m is odd, the only roots of unity which are
contained in E are fourth roots of unity. It then follows from Thm. I that the
occurring determinants which arise from GQ ≤ πe´t1 (S) are, up to a twist with the
cyclotomic character, contained in the group of fourth roots of unity. Thus by
a twist with a suitable finite character of order four, one can assume that the
image of the whole e´tale fundamental group πe´t1 (S) is equal to SL2n+1(Oλ). The
result then follows from reduction modulo λ and from the above interpretation
of πe´t1 (S) as a factor of GQ(t).
The proof of Thm. II implies that (under the above restrictions) the profinite
groups SL2n+1(Oλ) occur regularly as Galois groups over Q(t), see Thm. 6.3.1.
This leads to towers of Galois covers with interesting arithmetic properties. These
towers seem to be intimately connected to recent work of M. Fried on modular
towers, see [2].
Let us also remark that the conditions on Fq can be weakened in many ways. We
have chosen this formulation because of the simplicity of the statement.
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In Section 7 we consider specializations of Galois groups: Using the middle con-
volution, we construct regular Galois extensions Lℓ/Q(t) with
Gal(Lℓ/Q(t)) ≃ PGL2(Fℓ), where ℓ 6≡ ±1 mod 8 is an odd prime,
and we determine the behaviour of the Galois groups under the specialization of
Lℓ via t 7→ 1. (The existence of such Galois extensions is a classical result, see [42],
Folgerung 2, p. 181. What is new is the determination of the specializations.)
Using the geometric description of the convolution, one finds a family
π : X˜ −→ A1Q \ {±2, 0}
of K3-surfaces of Picard number 19 such that the extensions Lℓ occur in the
cohomology of this relative surface. The action of GQ on the specialization of Lℓ
under
t 7→ s0 ∈ Q \ {±2, 0} ,
amounts to a twist of a subrepresentation of
GQ −→ Aut
(
H2(X˜s¯0 ,Fℓ)
)
,
where X˜s¯0 denotes the fibre over s¯0 (and s¯0 denotes a geometric point induced by
s0). The Lefschetz fixed point formula for e´tale cohomology of varieties in charac-
teristic p > 0 can be used to compute the action of the Frobenius elements. The
crystalline comparison isomorphism relates the Hodge numbers to the image of
the tame inertia at ℓ, see Section 7.5. Using these ingredients, we prove that the
specializations of the Galois groups remain constant for infinitely many choices
of ℓ, see Thm. 7.6.1:
Theorem III. Let ℓ 6≡ ±1 mod 8 be an odd prime. Then there exists a regular
Galois extension Lℓ/Q(t) with Galois group isomorphic to PGL2(Fℓ). Let L
′
ℓ/Q
denote the specialization of Lℓ/Q(t) under t 7→ 1. Then the following holds:
(i) If, in addition, ℓ ≥ 11 and (−3ℓ ) = −1 , then the Galois group Gal(Lℓ/Q(t))
is preserved under specialization t 7→ 1, i.e.,
Gal(L′ℓ/Q) ≃ PGL2(Fℓ)
(where
(
·
·
)
denotes the Legendre symbol).
(ii) For almost all ℓ 6≡ ±1, 2 mod 8, the Galois group Gal(Lℓ/Q(t)) is preserved
under specialization t 7→ 1.
8
Let us close the introduction with a discussion on some potential applications of
the methods considered here:
The varieties Π : U → S, and their compactifications, which are constructed
in the convolution process appear in many areas of mathematics. For example,
they appear in the study of Painleve´ equations or, more generally, in the study
of isomonodromic deformations of differential equations, see [17]. Another ex-
ample is the Legendre family of elliptic curves which also occurs in this way (by
convoluting a double cover of A1 \ {0, 1} with an involutory Kummer sheaf).
Thus the geometric theory of the convolution serves as a rich source of meaningful
varieties for which many of the conjectures in arithmetic geometry can be asked
(and solved via the convolution process?): Modularity of the Galois representa-
tions on the fibre (see [37]), existence and construction of semi-stable models (see
[9]), to name a few. Of course, the solution of any such question leads to a better
understanding of the resulting Galois realizations.
Also, in many cases there is a natural map of these varieties into Shimura varieties
of PEL-type [23]. Thus the arithmetic of the Galois representations which are
associated to convolutions translates into statements in the theory of Shimura
varieties and vice versa. For example, the Andre´-Oort conjecture (see [1], Chap.
X.4, [24] and [45]) can be translated into a statement on the specializations of
the occurring Galois representations.
Another potential application of our methods is this: While a full solution of the
inverse Galois problem over Q(t) still seems to be out of reach, the situation over
the field Qab(t) (where Qab denotes the maximal abelian Galois extension of Q)
is more hopeful: The author conjectures that any finite group can be realized
in the cohomology of some smooth affine variety over S = A1
Qab
\ u, where u is
some divisor. In this context, the affine varieties Π : U→ S which appear in the
convolution process should be the major tool for realizing unipotent groups over
Qab(t) and for solving embedding problems of a classical group with a unipotent
group.
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1 Preliminaries
It is the aim of this section to set up the notation and to state some (mostly well
known) results which are used in later sections.
1.1 Group theoretical definitions and tensor products of representa-
tions. In this subsection we collect useful results on tensor representations. The
content is well known, compare to [36], Chap. 4.4.
Let G be a group. If (g1, . . . , gr) ∈ Gr is a tuple of elements of G, then we set
(1.1.1) gr+1 := (g1 · · · gr)−1.
Let R be a commutative ring with a unit. If V is a free R-module, then GL(V )
denotes the R-linear isomorphisms of V. As usual, the group of R-linear isomor-
phisms of Rn is denoted by GLn(R). Linear automorphisms act from the right,
i.e., if g ∈ GL(V ) and v ∈ V, then vg denotes the image of v under g.
A Jordan block of eigenvalue α ∈ R and of length n is denoted by J(α, n). We
write
J(α1, n1)⊕ · · · ⊕ J(αm, nm)
for a block matrix in GLn1+···+nm(R) which is in Jordan normal form and whose
Jordan blocks are J(α1, n1), . . . , J(αm, nm).
Let V1, . . . , Vt be free R-modules of rank n1, . . . , nt, respectively. For
gi ∈ GL(Vi), i = 1, . . . , t,
define an element
g1 ⊗ · · · ⊗ gt ∈ GL(V1 ⊗ · · · ⊗ Vt)
by setting
(v1 ⊗ · · · ⊗ vt)(g1 ⊗ · · · ⊗ gt) := v1g1 ⊗ · · · ⊗ vtgt .
This tensor product of matrices is also called the Kronecker product. Let ρ1 :
H1 → GL(V1) and ρ2 : H2 → GL(V2) be representations. Then the tensor
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product defines a representation
ρ1 ⊗ ρ2 : H1 ×H2 −→ GL(V1 ⊗ V2), (h1, h2) 7−→ ρ1(h1)⊗ ρ2(h2) .
Let us assume for the rest of this subsection that R = K is a field. If f1, . . . , ft
are bilinear forms on V1, . . . , Vt, respectively, then the formula
(1.1.2) f(v1 ⊗ · · · ⊗ vt, w1 ⊗ · · · ⊗ wt) :=
t∏
i=1
fi(vi, wi)
defines by bilinear extension a bilinear form f = f1 ⊗ · · · ⊗ ft on V.
Let the characteristic of K be 6= 2. If W is a K-vector space and f is a bilinear
form on W, then we set sym(f) := −1 if f is symplectic, sym(f) := 1 if f is
orthogonal, and sym(f) := 0 otherwise. If the characteristic of K is 2, then we
set sym(f) := 1 if f is orthogonal and sym(f) := 0 otherwise. Then
(1.1.3) sym(f1 ⊗ · · · ⊗ ft) =
t∏
i=1
sym(fi) .
It is often important to compute the Jordan normal form of the tensor product
A⊗ B of two matrices A ∈ GLn(K) and B ∈ GLm(K). This can be done using
the following lemma (see [41] for a proof):
1.1.1 Lemma. Let K be an algebraically closed field of characteristic zero, let
α, β ∈ K, and let n1 ≤ n2. Let J(α, n1) ∈ GLn1(K) and J(β, n2) ∈ GLn2(K) be
two Jordan blocks. Then the Jordan normal form of J(α, n1)⊗ J(β, n2) is given
by
n1−1⊕
i=0
J(αβ, n1 + n2 − 1− 2i) .
1.2 Braid groups and affine fibrations. We will write A1, P1, . . . instead
of A1(C), P1(C), . . . and view these objects equipped with their associated topo-
logical and complex analytic structures.
Let X be a connected topological manifold and let π1(X,x) denote the funda-
mental group of X with base point x. The multiplication in π1(X,x) is induced
by the path product which is defined using the following convention: Let γ, γ′ be
two closed paths at x ∈ X. Then their product γγ′ is given by first walking along
γ and then walking along γ′.
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Let r ∈ N>0 and let U0 = A1 \ u, where u := {u1, . . . , ur} is a finite subset of
A1. We will identify U0 with P
1 \ (u∪ {∞}) in the obvious way. Using a suitable
homeomorphism κ : P1 → P1, (called a marking in [21], Section 1.2) and the con-
ventions of loc. cit., Section 2.3, one obtains generators α1, . . . , αr+1 of π1(U0, u0)
which satisfy the product relation α1 · · ·αr+1 = 1.
Consider the configuration spaces
Or := {u ⊆ A1 | |u| = r}
and
Or,1 := {(u, x) ∈ Or ×A1 | x /∈ u} .
The sets Or and Or,1 are connected topological manifolds in a natural way. In
fact, there is a standard way to identify the space Or with Ar \ ∆r, where ∆r
denotes the discriminant locus (see [52]). We set Ar := π1(Or,u) and Ar,1 :=
π1(Or,1, (u, u0)). The marking on U0 also defines standard generators β1, . . . , βr−1
of Ar which satisfy the usual relations of the standard generators of the Artin
braid groups ([21]). One obtains a split exact sequence
(1.2.1) 1 −→ π1(U0, u0) −→ Ar,1 −→ Ar −→ 1
such that the following equations hold (with respect to the splitting):
(1.2.2) β−1i αjβi =

αiαi+1α
−1
i , for j = i,
αi, for j = i+ 1,
αj , otherwise.
As usual, one sees that Ar acts (product preserving) on Gr, where G is any group,
as follows:
(1.2.3) (g1, . . . , gr)
βi =
(g1, . . . , gi−1, gi+1, g
−1
i+1gigi+1, gi+2, . . . , gr), ∀ (g1, . . . , gr) ∈ Gr.
Let
Or := {(v1, . . . , vr) ∈ Ar | vi 6= vj for i 6= j} .
Let Ar := π1(Or, (u1, . . . , ur)). The map
Or −→ Or, (v1, . . . , vr) 7−→ {v1, . . . , vr}
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is a unramified covering map. Thus (via the lifting of paths) Ar can be seen as
a subgroup of Ar. It is well known that Ar is then generated by the following
braids:
(1.2.4) βi,j := (β
2
i )
β−1i+1···β
−1
j−1 = (β2j−1)
βj−2···βi ,
where 1 ≤ i < j ≤ r.
Let S be a connected complex manifold, let X := P1S = P
1 × S, and let w ⊆ X
be a smooth relative divisor of degree r + 1 over S which contains the section
{∞}× S. Let U := X \w, let j : U → X be the natural inclusion, let π¯ : X → S
be the projection onto S, and let π : U → S be the restriction of π¯ to U. Let
further s0 ∈ S and suppose that U0 = π−1(s0). There is a continuous map
S −→ Or, s 7−→ π′(π¯−1(s) ∩w) \ ∞ ,
where π′ denotes the projection of X onto P1. This map induces a homomorphism
of fundamental groups φ : π1(S, s0)→ Ar. Similarly, the map
U −→ Or,1, (u, s) 7−→ (π′(π¯−1(s) ∩w) \ ∞, π′(u)) ,
gives rise to a homomorphism φ˜ : π1(U, (u0, s0))→ Or,1.
In [21] it is shown how to obtain a commutative diagram whose rows are split
exact sequences:
(1.2.5)
1 −→ π1(U0, u0) −−−−→ π1(U, (u0, s0)) −−−−→ π1(S, s0) −→ 1y φ˜y φy
1 −→ π1(U0, u0) −−−−→ Ar,1 −−−−→ Ar −→ 1 .
Let ι1 : π1(S, s0) → π1(U, (u0, s0)) denote the splitting of the upper row and let
ι2 : Ar → Ar,1 be the splitting of the lower row. Then one may assume that
(1.2.6) φ˜ ◦ ι1 = ι2 ◦ φ
(see loc. cit., Section 2.3 and Rem. 2.6).
1.3 Conventions on sheaves. For the definition and basic properties of
sheaves we refer to [29]. Let X be a topological space. The category of sheaves
of abelian groups on X is denoted by Sh(X). If R is a ring, then the category
of sheaves of R-modules on X is denoted by ShR(X). The stalk of V ∈ Sh(X)
at x ∈ X is denoted by Vx. Let f : X → Y be a continuous map of topological
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spaces and let V ∈ Sh(X), resp. W ∈ Sh(Y ). Then f∗V ∈ Sh(Y ) denotes the
sheaf
U 7−→ V(f−1(U)) (U ⊆ Y open)
and f∗W ∈ Sh(X) denotes the sheaf associated to the presheaf
U 7−→ lim
f(U)⊆V
W(V ) (U ⊆ X and V ⊆ Y open) .
Let f be as above and V ∈ Sh(X). The i-th higher direct image of the functor f∗ is
denoted by Rif∗, see e.g. [29]. Thus R
if∗(V) coincides with the sheaf associated
to the presheaf
(1.3.1) U 7→ H i(f−1(U),V|U ) (U ⊆ Y open),
see loc. cit. Prop. 8.1.
The constant sheaf which is associated to an abelian group A is again denoted
by A. The tensor product of sheaves of R-modules is defined in the usual way.
1.4 Local systems and representations of fundamental groups. Let R
be a commutative ring with a unit and let X be a connected topological manifold.
A local system of R-modules is a sheaf V ∈ ShR(X) for which there exists an
n ∈ N such that V is locally isomorphic to Rn. The number n is called the rank
of V and is denoted by rk(V). Let LSR(X) denote the category of local systems of
R-modules on X. For any path γ : [0, 1]→ X on has a sequence of isomorphisms
Vγ(0) −→ (γ∗V)0 −→ γ∗V([0, 1]) −→ (γ∗V)1 −→ Vγ(1) .
The composition of these isomorphisms is an isomorphism of Vγ(0) to Vγ(1) which
is denoted by ρV(γ). It is easy to see that ρV(γ) only depends on the homotopy
class of γ. Thus any local system V ∈ LSR(X) gives rise to its monodromy
representation
ρV : π1(X,x) −→ GL(V ), γ 7−→ ρV(γ)
(here we have used the convention V = Vx). We always let π1(X,x) act from the
right on V.
Let RepR(π1(X,x)) denote the category of representations π1(X,x) → GL(V ),
where V ≃ Rn for some n ∈ N. The following proposition is well known, see [10]:
1.4.1 Proposition. There is an equivalence of categories
LSR(X) ∼= RepR(π1(X,x))
under which V corresponds to ρV .
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The following notation will be useful later:
1.4.2 Notation. Let
U0 := A
1 \ u, u = {u1, . . . , ur} ∈ Or ,
and fix generators α1, . . . , αr+1 of π1(U0, u0) which satisfy the product relation
α1 · · ·αr+1 = 1 as in Section 1.2. If V is a given local system on U0, then
V ∈ LSR(U0) ←→ ρV ∈ RepR(π1(U0, u0))
←→ TV := (T1 := ρV(α1), . . . , Tr+1 := ρV(αr+1))
∈ GL(V )r+1, T1 · · ·Tr+1 = 1
(where “←→” stands for “corresponds to”). We call TV the associated tuple of
V.
Let V ∈ LSR(X) be equipped with a bilinear pairing κ : V⊗V → R, corresponding
to an isomorphism V →֒ V∗, where V∗ denotes the dual local system. It follows
from the definitions that any such pairing induces a bilinear form fκ : V ⊗RV → R
which is compatible with the action of π1(X,x).We set sym(κ) = sym(fκ), where
sym(fκ) is as in Section 1.
1.5 Field theoretic notation. Let k be a field. An algebraic closure of
k is denoted by k¯ and a separable closure is denoted by ksep. We set Gk :=
Gal(ksep/k). The characteristic of k is denoted by char(k). The set of non-
archimedian primes of k is denoted by Pf (k). The characteristic of ν ∈ Pf (k)
is denoted by char(ν).
For n ∈ N, we set ζn := e 2πin , where i denotes the primitive fourth root of unity
which induces a positive orientation on C.
A Galois representation is a continuous homomorphism
ρ : Gk −→ GL(V ) ,
where k is a field and V is a free module of finite rank over some topological ring
R. In this section and in the sections which are concerned with e´tale sheaves, the
topological ring R will be a complete subfield of Q¯ℓ equipped with the induced
ℓ-adic topology, the valuation ring of such a field, or a finite field equipped with
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the discrete topology.
The cyclotomic character is an important example of a Galois representation: If
ℓ is a prime different from char(k), let µℓm ∈ ksep denote the group of ℓm-th roots
of unity and let
µ∞ℓ = lim←
µℓm ≃ Zℓ .
The ℓ-adic cyclotomic character χℓ : Gk → Z×ℓ is defined as follows:
g(z) = zχℓ(g) if g ∈ Gk and z ∈ µℓm .
Let ρ : Gk → GL(V ) be a Galois representation, where V is a vector space of
finite dimension over a complete subfieldK of Q¯ℓ. Let O denote the valuation ring
of K and let m be its maximal ideal. By [48], Remark on page I.1, there exists
a Gk-invariant O-lattice W in V. Let V := W/mW and let ρˆ : Gk → GL(V )
be the representation which arises as the composition of ρ with the residual
homomorphism GL(V )→ GL(V ). Then the residual representation
ρ := ρˆs : Gk → GL(V )
does not depend on the chosen lattice (see Lemma 2 in [58]), where the superscript
s stands for semisimplification in the following sense:
Let ρ : H → GL(W ) be a representation, where W is a finite dimensional vector
space over some field. Then W has a composition series
W =W0 ⊃W1 ⊃ . . . ⊃Wq = 0
of ρ-invariant submodules such thatWi/Wi+1, i = 0, . . . , q−1, is irreducible. The
semisimplification of ρ is then the representation on the H-module
W s :=
q−1⊕
i=0
Wi/Wi+1 .
Let k be a number field. For ν ∈ Pf (k), kν denotes its completion, Oν denotes
the valuation ring and Fν = Oν/mν is the residue field. For any ν ∈ Pf (k)
there is the inclusion Gkν →֒ Gk by viewing Gkν as the decomposition subgroup
of an extension ν of ν to kν . Let Iν := Gal(kν/k
nr
ν ) be the inertia subgroup at
ν, where knrν denotes the maximal unramified algebraic extension of kν , and let
Rν := Gal(kν/k
t
ν), where k
t
ν is the maximal tamely ramified algebraic extension
of kν . The tame inertia subgroup at ν is defined to be I
t
ν := Iν/Rν . A Galois
representation ρ : Gk → GL(V ) is called unramified at ν ∈ Pf (k) if ρ(Iν) = 1.
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There is an exact sequence
1 −→ Iν −→ Gkν −→ GFν −→ 1 ,
where GFν is topologically generated by the geometric Frobenius element Fν (the
inverse to the arithmetic Frobenius α 7→ α|Fν |). (See [31] for a discussion on the
action of the geometric Frobenius on the e´tale cohomology.) A Frobenius element
is any element Frobν ∈ Gk conjugate to an element of Gkν which is mapped
to Fν under the above homomorphism Gkν → GFν . If a Galois representation
ρ : Gk → GL(V ) is unramified at ν ∈ Pf (k), then the element ρ(Frobν) is
determined by ν up to conjugacy in the image of ρ.
1.5.1 Definition. Let k be a number field and let ρ : Gk −→ GL(V ) be a
Galois representation, where V is a vector space over a complete subfield Eλ
of Q¯ℓ. Then ρ (resp. V ) is called pure of weight w ∈ Q, if for any embedding
ι : Q¯ℓ → C and any ν ∈ Pf (k) for which ρ is unramified, the following holds: If
α is an eigenvalue of ρ(Frobν), then
|ι(α)|C = |Fν |
w
2 ,
where | · |C denotes the complex absolute value.
1.6 Geometric preliminaries. Let k be a field and let Vark denote the
category of varieties over k, i.e., the category of reduced schemes of finite type
over k. For any field k′ which contains k, there is an extension functor
Vark −→ Vark′ , X = Xk 7−→ Xk × Spec (k′) = Xk′ .
Let S be a variety over k and let s : Spec (k′) → S be a k′-rational point of
S, where k ⊆ k′. Then s¯ denotes a geometric point which arises from s via a
composition
Spec (k′)→ Spec (k′)→ S .
Let π : X → S be a morphism. Then πs denotes the pullback of π along s and
Xs denotes the fibre over s.
The following varieties appear throughout the paper: For r ∈ N>0, define Or,k :=
Ark \∆r, where ∆r denotes the discriminant locus. Let
Or(k) := {{u1, . . . , ur} | ui ∈ A1k(k¯), i 6= j ⇒ ui 6= uj , (x−u1) · · · (x−ur) ∈ k[x]} .
There is a natural identification Or(k) ≃ Or,k(k) see [52], Lemma 10.17. For
u := {u1, . . . , ur} ∈ Or(k), let
A1k \ u := Spec
(
k[x,
1
(x− u1) · · · (x− ur) ]
)
.
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1.7 Etale sheaves and local systems. In this section we recall the basic
properties of e´tale sheaves. The standard references are the books of Freitag and
Kiehl [27] and of Milne [43].
Let X ∈ Vark be a smooth and geometrically irreducible variety over a field k
and let ℓ be a prime 6= char(k). Our coefficient ring R will be a topological ring as
in Section 1.5, i.e., R will be a complete subfield of Q¯ℓ with the induced topology,
the valuation ring of such a field, or a finite field of characteristic ℓ equipped with
the discrete topology.
Let She´tR(X) denote the category of e´tale sheaves of finitely generated R-modules
on X. The constant e´tale sheaf associated to Rn is again denoted by Rn. The
stalk of V ∈ She´tR(X) at a geometric point x¯ of X is denoted by Vx¯ (again,
we will often set V = Vx¯). For e´tale sheaves in She´tR(X) one has the notions
of direct image, inverse image, extension by zero, tensor product, higher direct
image etc. (in short: Grothendieck’s six operations), which are parallel to the
case of sheaves on topological spaces and which are denoted by the same symbols.
1.7.1 Definition. (i) An e´tale local system V of R-modules on X is a locally
constant sheaf of R-modules on X (in the e´tale topology) whose stalks are
free R-modules of finite rank, see [27]. An e´tale local system is also called a
lisse ℓ-adic sheaf [28]. The category of e´tale local systems on X is denoted
by LSe´tR(X).
(ii) An e´tale sheaf V ∈ She´tR(X) is called constructible if for any nonempty closed
subscheme Y ⊆ X there exists a nonempty Zariski open subset U ⊆ Y for
which the restriction V|U is locally constant. The category of constructible
sheaves of R-modules on X is denoted by Constre´tR(X).
Let x¯ : Spec (k¯) → X be a geometric point. The e´tale fundamental group of X
with base point x¯ is denoted by πe´t1 (X, x¯) (see [27], App. A, or [43]). There is a
short exact sequence
(1.7.1) 1 −→ πgeo1 (X, x¯) −→ πe´t1 (X, x¯) −→ Gk −→ 1 ,
where πgeo1 (X, x¯) denotes the geometric fundamental group π
e´t
1 (Xk¯, x¯). Moreover,
if x¯ is defined over k, then the sequence (1.7.1) splits.
Let RepR(π
e´t
1 (X, x¯)) denote the category of continuous representations
πe´t1 (X, x¯) −→ GL(V ) ,
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where V ≃ Rn for some n ∈ N. If ρ ∈ RepR(πe´t1 (X, x¯)), then ρgeo denotes the
restriction of ρ to the geometric fundamental group πgeo1 (X, x¯).
The following proposition is well known, see [27], Prop. A.1.8:
1.7.2 Proposition. The map V 7→ ρV induces an an equivalence of categories
LSe´tR(X)
∼= RepR(πe´t1 (X, x¯)) .
Now suppose that k ⊂ C is a subfield of the complex numbers. The set of C-
rational points of X has a canonical structure of a complex manifold which is
denoted by Xan. Moreover, there is a functor F 7→ Fan from e´tale sheaves (of
R-modules) on X to sheaves on Xan, called analytification (see e.g. [27], Chap.
I.11).
If V is an e´tale local system on X corresponding to a representation
ρV : π
e´t
1 (X, x¯) −→ GL(V ) ,
then the analytification Van of V is the local system corresponding to the com-
position of ρV with the natural homomorphism π1(X
an, x¯)→ πe´t1 (X, x¯).
Let k ⊆ C and let
U0 = A
1
k \ u, u = {u1, . . . , ur} ∈ Or(k) ,
be as above. Fix generators α1, . . . , αr+1 of π1(U
an
0 , u¯0) as in Section 1.2. The
natural map
ι : π1(U
an
0 , u¯0) −→ πe´t1 (U0, u¯0)
is an injection under which αi maps to a generator of the inertia group of the
missing point ui (see e.g. [40]). Moreover,
πgeo1 (U0, u¯0) =
̂〈ι(α1), . . . , ι(αr+1)〉 ,
where ̂ denotes the profinite closure.
1.7.3 Definition. For V ∈ LSe´tR(U0), let
TV := (ρV(ι(α1)), . . . , ρV(ι(αr+1))) ∈ GL(V )r+1
be the associated tuple of V.
The following remark is immediate:
1.7.4 Remark.
TV = TVan .
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1.8 Galois covers and fundamental groups. The proofs of the statements
in this section can be found in [27], App. I.
Let k be a subfield of C, let X be a smooth and geometrically irreducible variety
over k, and let x be a geometric point of X. Any finite e´tale Galois cover f : Y →
X with Galois group G = G(Y/X) corresponds to a surjective homomorphism
Πf : π
e´t
1 (X,x)→ G.
Let U0 := A
1
k \ u and let
πgeo1 (U0, u¯0) =
̂〈ι(α1), . . . , ι(αr+1)〉
be as in Section 1.7. Let f : Yk¯ → U0,k¯ be a finite e´tale Galois cover. Then
f ←→ Πf : πgeo1 (U0, u¯0)→ G
←→ gf := (g1 := Πf (ι(α1)), . . . , gr+1 := Πf (ι(αr+1))) ∈ Gr+1 .
If f : Y → U0,k is a finite e´tale Galois cover, then we define gf to be the tuple
corresponding to fk¯ : Yk¯ → U0,k¯.
Let R be as in Section 1.7, let V ≃ Rn, and let χ : G →֒ GL(V ) be a repre-
sentation. If f : Y → U0,k is an e´tale Galois cover with Galois group G, then
L(f,χ) ∈ LSe´tR(U0,k) denotes the local system associated to the composition χ◦Πf .
1.8.1 Remark. Any e´tale local system V with finite monodromy (i.e., im(ρV) is
finite) arises as a local system L(f,χ), where f and χ are as above.
1.9 Tate twists. Using the concept of Tate twists, one can control the eigen-
values of Frobenius elements.
1.9.1 Definition. Let k be a field and let ℓ be a prime which is different from
the characteristic of k.
(i) Consider the Gk-module
Zℓ(1) = lim
←
µℓn ,
where Gk acts via the cyclotomic character (see Section 1.5) and let R be
as in Section 1.7. We set
R(1) := Zℓ(1) ⊗Zℓ R , R(−1) := Hom(R(1), R) , R(0) = R(1)⊗R(−1) ,
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and for n ∈ N>0, we set
R(n) := R(1)⊗ · · · ⊗R(1) (n times)
and
R(−n) := R(−1)⊗ · · · ⊗R(−1) (n times) .
(ii) For X ∈ Vark and V ∈ She´tR(X) we set
V(n) := V ⊗R R(n) .
The sheaf V(n) is called the n-th Tate twist of V.
(iii) Let V be a free R-module of finite rank and let ρ : Gk → GL(V ) be a
Galois representation. Then the n-th Tate twist of the Gk-module V is
defined to be V (n) := V ⊗R R(n) (where R(n) is viewed as a Gk-module
via the construction above). The n-th Tate twist of ρ is the corresponding
representation ρ(n) : Gk → GL(V (n)).
1.9.2 Remark. (i) If R ⊆ Q¯ℓ, taking the n-th Tate twists of ρ : Gk → GL(V )
amounts to tensoring ρ by the n-th power of the cyclotomic character χℓ :
ρ(n) = ρ⊗ χnℓ .
(ii) If R ⊆ F¯ℓ, this amounts to tensoring ρ by the n-th power of the mod-ℓ-
cyclotomic character χ¯ℓ.
2 Variation of parabolic cohomology and the middle
convolution
In this section we start by briefly recalling the results of [21] on the parabolic co-
homology of local systems. This leads to the definition of the middle convolution
in Section 2.3.
We will freely use the notation introduced in the last sections. As in Sec-
tion 1.2, we will write A1, P1, . . . instead of A1(C), P1(C), . . . and view these
objects equipped with their associated topological and complex analytic struc-
tures.
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2.1 Cohomology of local systems on U0. Let U0 = A
1 \ u be as in Sec-
tion 1.2 and let R be a commutative Ring with a unit. Let V0 ∈ LSR(U0) and
let
T := TV0 = (T1, . . . , Tr+1) ∈ GL(V )r+1
denote the associated tuple as in Notation 1.4.2. It is shown in [21] that the
group H1(U0,V0) is isomorphic to HT/ET , where
HT := {(v1, . . . , vr+1) ∈ V r+1 | v1(T2 · · · Tr+1) + v2(T3 · · ·Tr+1) + · · ·+ vr+1 = 0}
and
ET := {(v(T1 − 1), . . . , v(Tr+1 − 1)) | v ∈ V } .
(The isomorphism is given by the composition of the natural isomorphism
H1(U0,V0)→ H1(π1(U0, u0), V )
with the evaluation map, which associates to the equivalence class of a crossed
homomorphism [δ] ∈ H1(π1(U0, u0), V ) the corresponding equivalence class of
[(δ(α1), . . . , δ(αr+1))] in V
r+1/ET .)
Let j : U0 → P1 be the natural inclusion. It is shown in loc. cit. that the parabolic
cohomology group H1p(U0,V0) := H1(P1, j∗(V0)) is isomorphic to UT /ET , where
UT := {(v1, . . . , vr+1) ∈ HT | vi ∈ im(Ti − 1), i = 1, . . . , r + 1} .
Here, the additional relations arise from the natural isomorphism
H1p(U0,V0) ≃ im
(
H1c (U0,V0)→ H1(U0,V0)
)
.
2.2 Variation of parabolic cohomology. Let S be a connected complex
analytic manifold, let X := P1S = P
1 × S, and let w ⊆ X be a smooth relative
divisor of degree r+1 over S which contains the section {∞}×S. Let U := X \w,
let j : U → X be the natural inclusion, let π¯ : X → S be the projection onto
S, and let π : U → S be the restriction of π¯ to U. Let further s0 ∈ S and let
U0 := π
−1(s0).
A local system V ∈ LSR(U) is called a variation of V0 ∈ LSR(U0) over S if
V0 = V|U0 . The parabolic cohomology of this variation is by definition the first
higher direct image W := R1π¯∗(j∗V). It is a local system on S whose stalk Ws0
is canonically isomorphic to the parabolic cohomology group H1p (U0,V0) (see loc.
cit). Thus W corresponds to its monodromy representation
ρW : π1(S, s0) −→ GL(H1p (U0,V0)) ∼= GL(UT /ET ) ,
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where T := TV0 is the associated tuple of V0 and UT and ET are as in the last
section.
We want to determine the representation ρW . To this end, let β1, . . . , βr−1 denote
the standard generators of Ar (see Section 1.2). Consider linear automorphisms
Φ(T, βi) of V
r+1 which are defined as follows:
(2.2.1) (v1, . . . , vr+1)
Φ(T,βi)
= (v1, . . . , vi−1, vi+1, vi+1(1− T−1i+1TiTi+1) + viTi+1︸ ︷︷ ︸
(i+ 1)th entry
, vi+2, . . . , vr+1) .
These automorphisms multiply by the following rule:
(2.2.2) Φ(T, β) · Φ(T β, β′) = Φ(T, ββ′) .
It is easy to see that the spaces UT and ET are mapped under
Φ(T, φ(γ)), γ ∈ π1(S, s0) ,
isomorphically to the spaces UTφ(γ) , and ETφ(γ) , respectively (where φ(γ) is as in
Section 1.2 and acts as in (1.2.3) on GL(V r+1)r). Let
Φ¯(T, φ(γ)) : UT /ET −→ UTφ(γ)/ETφ(γ)
be the isomorphism induced by Φ(T, φ(γ)). The next result immediately follows
from [21], Thm. 2.5 and Rem. 2.6 (using the above diagrams (1.2.5) and (1.2.6)):
2.2.1 Proposition. Assume that ρV(π1(S, s0)) = {1}, where π1(S, s0) is viewed
as a subgroup of π1(U, (u0, s0)) as in Section 1.2. If the setup is chosen in such a
way that (1.2.6) holds, then
ρW(γ) = Φ¯(T, φ(γ)), ∀γ ∈ π1(S, s0) .
2.2.2 Proposition. (i) (Ogg-Shafarevich) Suppose that R = K is a field and
that the stabilizer V π1(U0) is trivial. Then
rk(W) = dimK H1p (U0,V0) = (r − 2) dimK V −
r∑
i=1
dimK Ker(Ti − 1) .
(ii) (Poincare´ Duality) Let V ⊗ V → R be a non-degenerate symmetric (resp.
alternating) bilinear pairing of sheaves corresponding to an injective ho-
momorphism κ : V →֒ V∗ with κ∗ = κ (resp. κ∗ = −κ) and let W :=
R1π¯∗(j∗V). Then the cup product defines a non-degenerate alternating
(resp. symmetric) bilinear pairing of sheaves W ⊗W → R.
Proof: Claim (i) is [21], Rem. 1.3. See [22] for (ii). ✷
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2.3 The definition of the middle convolution. Let Or, r ∈ N>0, denote
the configuration space of subsets of A1 having cardinality r (see Section 1.2).
For u := {x1, . . . , xp} ∈ Op and v := {y1, . . . , yq} ∈ Oq set
u ∗ v := {xi + yj | i = 1, . . . , p, j = 1, . . . , q} .
Let U1 := A
1 \ u, U2 := A1 \ v and S := A1 \ u ∗ v. Set
f˜(x, y) :=
p∏
i=1
(x− xi)
q∏
j=1
(y − x− yj)
∏
i,j
(y − (xi + yj))
and let f ∈ C[x, y] be the associated reduced polynomial. One has f˜ = f if and
only if |u ∗ v| = p · q, in which case we call u ∗ v generic. Let
w˜ := {(x, y) ∈ A2 | f(x, y) = 0}
and let U := A2 \ w˜.
x x x
y
y
1 2 p
x1
x + y
+ y
1
x
y
pr
pr
2
1
1
q
x p+y
q
q
1
d
Figure 1: The complement U = A2 \ w˜ and its projections.
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The set U is equipped with three maps which play an important role in all that
follows: One the one hand, there are the projections
pr1 : U −→ U1, (x, y) 7−→ x
and
pr2 : U −→ S, (x, y) 7−→ y .
On the other hand, there are the subtraction map
d : U −→ U2, (x, y) 7−→ y − x .
Let
j : U −→ X := P1S, (x, y) 7−→ ([x, 1], y)
and let w := X \ U. Since w is a smooth relative divisor of degree p + q + 1
over S, we are in the situation of Section 2.2 with r = p + q and π = pr2. The
second projection X = P1S → S is denoted by pr2. The fibre pr−12 (y0) is denoted
by U0. The first projection X = P
1
S → P1 yields an identification of U0 with
A1 \ (u ∪ (y0 − v)), where
u ∪ (y0 − v) := u ∪ {y0 − y1, . . . , y0 − yq} ∈ Op+q .
Let V1 ∈ LSR(U1) and let V2 ∈ LSR(U2). The local system
V1◦V2 := pr∗1V1 ⊗ d∗V2
is a local system on U which is a variation of V1◦V2|U0 over S. The middle
convolution of V1 and V2 is now defined to be the parabolic cohomology of this
variation:
2.3.1 Definition. The middle convolution of V1 ∈ LSR(U1) and V2 ∈ LSR(U2)
is the local system
V1 ∗ V2 := R1(pr2)∗(j∗(V1◦V2)) ∈ LSR(S) .
The ∗-convolution of V1 ∈ LSR(U1) and V2 ∈ LSR(U2) is the local system
V1 ∗∗ V2 := R1(pr2)∗(V1◦V2) ∈ LSR(S) .
2.3.2 Remark. (i) In [32], N. Katz gives a similar construction in a more
general category of complexes of sheaves, see [32] and [34]. The approach
of Katz has many advantages, since it measures the part of the middle
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convolution which appears at the points of infinity of S. But in most ap-
plications it suffices to deal with the middle convolution of local systems.
Since the category of local systems is accessible to explicit computation via
the concept of monodromy, it is often actually necessary to deal with local
systems (this is the reason why we consider only the convolution of local
systems here). Also, there is a dictionary which translates Katz’ approach
(over an open subset) to the middle convolution considered here (see [32],
Chap. 2.8).
(ii) An important case of the middle convolution is Katz’ middle convolution
functor MCχ, see [32]: Let χ be a character of π1(Gm), Gm = A
1 \{0}, and
let Vχ ∈ LSR(Gm) be the associated local system. We call Vχ the Kummer
sheaf associated to χ. Then one obtains a functor
LSR(U1) −→ LSR(U1), V 7−→ V ∗ Vχ .
In [20] it is shown that this functor coincides with Katz’ middle convolution
functor MCχ if one restricts it to the category of convolution sheaves (see
Def. 3.3.1 below).
(iii) Let γ be a counterclockwise generator of π1(Gm) and let λ = χ(γ), where χ
is as in (ii). Then one obtains a transformation of tuples TV 7→ TV∗Vχ which
corresponds to the tuple transformation MCλ considered in [19], see [20].
In Section 3.3 we give an alternative proof of this statement, see Rem. 3.3.7.
3 Properties of the convolution
3.1 First properties. In this section we collect some facts about the middle
convolution of local systems which will be useful in later applications.
Let V1 ∈ LSR(U1) and V2 ∈ LSR(U2), where U1 = A1 \ u and U2 = A1 \ v are as
in the last section. Let us fix a base point (x0, y0) in U. This induces base points
x0 = pr1(x0, y0), y0−x0 = d(x0, y0), y0 = pr2(x0, y0) of U1, U2, and S = A1\u∗v,
respectively. Let V1 denote the stalk of V1 at x0 and let V2 denote the stalk of
V2 at y0 − x0. Let also
U0 = pr
−1
2 (y0) = A
1 \ u ∪ (y0 − v)
be as in the last section.
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The representation ρV1◦V2|U0 : π1(U0, (x0, y0))→ GL(V1 ⊗ V2) factors as
(3.1.1) ρV1◦V2|U0 = (ρV1 ⊗ ρV2) ◦ (pr1 × d)∗ ,
where
(pr1 × d)∗ : π1(U0, (x0, y0)) −→ π1(U1, x0)× π1(U2, y0 − x0)
is the map which is induced by pr1|U0 × d|U0 . Let α1, . . . , αp+q be generators of
π1(U0, (x0, y0)) which are chosen as in Figure 2 in Section 3.2 below. Let
γ1 := pr1∗(α1) , . . . , γp := pr1∗(αp)
be the induced generators of π1(U1, x0) and let
η1 := d∗(αp+1) , . . . , ηq := d∗(αp+q)
be those of π1(U2, y0−x0). Let γp+1 := (γ1 · · · γp)−1 and let ηq+1 := (η1 · · · ηq)−1.
With respect to the generators γ1, . . . , γp+1, and η1, . . . , ηq+1, let
TV1 = (A1, . . . , Ap+1) ∈ GL(V1)p+1
and
TV2 = (B1, . . . , Bq+1) ∈ GL(V2)q+1
be the associated tuples (respectively).
It follows from our choice of homotopy generators and (3.1.1) that
(3.1.2) TV1◦V2|U0 = (C1 = A1 ⊗ 1V2 , . . . , Cp = Ap ⊗ 1V2 ,
Cp+1 = 1V1 ⊗B1 , . . . , Cp+q = 1V1 ⊗Bq , Cp+q+1 = Ap+1 ⊗Bq+1) .
3.1.1 Proposition. Suppose that R = K is a field and that one of the stabilizers
V
π1(U1)
1 and V
π1(U2)
2
is trivial. Let dimK Vi = ni. Then
(3.1.3) rk(V1 ∗ V2) = (p+ q − 1)n1n2 −
p∑
i=1
n2 dimK ker(Ai − 1V1)
−
q∑
j=1
n1 dimK ker(Bj − 1V2)− dimK ker(Ap+1 ⊗Bq+1 − 1V1⊗V2) .
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Proof: It follows from (3.1.2) and the properties of the tensor product that
dimK ker(Ci − 1V1⊗V2) = n2 dimK ker(Ai − 1V1), i = 1, . . . , p ,
and
dimK ker(Ci − 1V1⊗V2) = n1 dimK ker(Bi − 1V2), i = p+ 1, . . . , p+ q .
The claim now follows from Prop. 2.2.2 (i). ✷
3.1.2 Remark. The dimension dimK ker(Ap+1 ⊗ Bq+1 − 1V1⊗V2) can be easily
computed using Lemma 1.1.1.
3.1.3 Remark. There is an alternative description of the middle convolution
which is sometimes useful: The linear automorphism
A2 −→ A2, x 7−→ x, y 7−→ y + x
leaves the first projection pr1 unchanged but it transforms d into pr2 and pr2 into
the addition map
a : A2 −→ A1, (x, y) 7−→ x+ y .
After adapting the notation in the obvious way one obtains a natural isomorphism
V1 ∗ V2 ∼= R1a¯∗(j˜∗(V1◦V2)) ,
where j˜ is the compactification in the direction x+ y.
Using the last remark and the coordinate switch y 7→ x, x 7→ y, one obtains the
following result:
3.1.4 Proposition.
(3.1.4) V1 ∗ V2 ∼= V2 ∗ V1 .
✷
Let κ1 : V1⊗V1 → R and κ2 : V2⊗V2 → R be bilinear pairings. By Prop. 2.2.2 (ii)
and by the definition of the middle convolution as the parabolic cohomology of a
variation, one obtains a bilinear pairing
(3.1.5) κ1 ∗ κ2 : (V1 ∗ V2)⊗ (V1 ∗ V2)→ R .
Let sym(κ) be as in Section 1.4.
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3.1.5 Proposition.
sym(κ1 ∗ κ2) = − sym(κ1) · sym(κ2).
Proof: It is easy to see (using (1.1.2)) that the sheaf V1 ◦ V2 ∈ LSR(U) carries a
bilinear pairing κ1 ◦ κ2 such that
sym(κ1 ◦ κ2) = sym(κ1) · sym(κ2) .
The result then follows from Prop. 2.2.2 (ii). ✷
3.1.6 Lemma. Let R = K be a field and let V2 ∈ LSK(U2) such that the
stabilizer of the fundamental group on the stalk is zero, i.e., V
π1(U2)
2 = 0. Let
further So ⊆ S be an open subset. Then the following holds:
(i) The sheaves Ri(pr2)∗(V1◦V2) vanish for any local system V1 ∈ LSK(U1) and
i 6= 1.
(ii) The functor
LSK(U1) −→ LSK(So), V1 7−→ (V1 ∗∗ V2)|So ,
is exact .
Proof: Let F be any local system on U0, where U0 = A1 \ u ∪ (y0 − v) is as
above. It is well known that H2(U0,F) = 0 for any locally constant sheaf F (this
follows from the fact that U0 is affine). Thus, by (1.3.1),
R2(pr2)∗(V1 ◦ V2) = 0 .
By the properties of the tensor product (see Equation (3.1.1)), the condition
V
π1(U1)
2 = 0 implies that
H0(U0,V1 ◦ V2|U0) = (V1 ⊗ V2)π1(U0) = 0 .
Thus, again by (1.3.1), R0(pr2)∗(V1 ◦ V2|U0) = 0. This proves claim (i).
For (ii): It suffices to prove the claim for the stalks. Let
0 −→ V ′1 −→ V1 −→ V ′′1 −→ 0
be an exact sequence of local systems on U1. One obtains an exact sequence
0 −→ (V ′1 ◦ V2)|U0 −→ (V1 ◦ V2)|U0 −→ (V ′′1 ◦ V2)|U0 −→ 0
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of local systems on U0. The long exact cohomology sequence yields an exact
sequence
(3.1.6)
H0(U0, (V ′′1 ◦ V2)|U0) −→ H1(U0, (V ′1 ◦ V2)|U0) −→ H1(U0, (V1 ◦ V2)|U0)
−→ H1(U0, (V ′′1 ◦ V2)|U0) −→ H2(U0, (V ′1 ◦ V2)|U0) .
From (i), one obtains
H0(U0, (V ′′1 ◦ V2)|U0) = 0 = H2(U0, (V ′1 ◦ V2)|U0) ,
and the claim follows. ✷
3.1.7 Proposition. We use the notation of Lemma 3.1.6. Assume that for
V2 ∈ LSK(U2), the entries of the associated tuple TV2 ∈ GL(V2)q+1 generate
an absolutely irreducible and non-trivial subgroup of GL(V2). Then the following
holds:
(i) The sheaves Ri(pr2)∗(j∗(V1◦V2)) vanish for any local system V1 ∈ LSK(U1)
and i 6= 1.
(ii) The functor
LSK(U1) −→ LSK(So), V1 7−→ V1 ∗ V2|So ,
is exact.
Proof: Let F be any local system on U0. It is well known that H0(P1, j∗F)
is isomorphic to the module of invariants (Fx)π1(U0,x) and that H2(P1, j∗F) is
isomorphic to the module of coinvariants
(Fx)π1(U0,x) = Fx/〈fg − f | f ∈ Fx, g ∈ π1(U0, x)〉 ,
see e.g. [38], Lemma 5.3.
With the above identification of H0 and H2, the irreducibility and non-triviality
assumption, and the properties of the tensor product, one obtains
H0(P1y0 , j∗(V1 ◦ V2)|P1y0 )) = 0 = H
2(P1y0 , j∗(V1 ◦ V2)|P1y0 ))
for any V1 ∈ LSK(U1). Thus, by (1.3.1), the sheaves Ri(pr2)∗(j∗(V1◦V2)) vanish
for i 6= 1. This proves (i).
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For (ii): It suffices to prove the claim for the stalks. Let
0 −→ V ′1 −→ V1 −→ V ′′1 −→ 0
be an exact sequence of local systems on U1. One obtains an exact sequence
0 −→ V ′1 ◦ V2 −→ V1 ◦ V2 −→ V ′′1 ◦ V2 −→ 0
of local systems on U and thus an exact sequence
0 −→ j∗(V ′1 ◦ V2)|P1y0 −→ j∗(V1 ◦ V2)|P1y0 −→ j∗(V
′′
1 ◦ V2)|P1y0 −→ 0 .
The long exact cohomology sequence yields an exact sequence
(3.1.7)
H0(P1y0 , j∗(V ′′1 ◦V2)|P1y0 ) −→ H
1(P1y0 , j∗(V ′1◦V2)|P1y0 ) −→ H
1(P1y0 , j∗(V1◦V2)|P1y0 )
−→ H1(P1y0 , j∗(V ′′1 ◦ V2)|P1y0 ) −→ H
2(P1y0 , j∗(V ′1 ◦ V2)|P1y0 ) .
From (i), one obtains
H0(P1y0 , j∗(V ′′1 ◦ V2)|P1y0 ) = 0 = H
2(P1y0 , j∗(V ′1 ◦ V2)|P1y0 ) ,
and the claim follows. ✷
3.2 The basic setup in the generic case. It is the aim of this subsection to
provide the setup for the next two subsections, where we derive some statements
on the irreducibility and the local monodromy of the middle convolution.
In the situation and notation of Subsections 2.3 and 3.1: Let V1 ∈ LSR(U1),
V2 ∈ LSR(U2) and V1 ◦V2|U0 ∈ LSR(U0) with TV1 = (A1, . . . , Ap+1) ∈ GL(V1)p+1,
TV2 = (B1, . . . , Bq+1) ∈ GL(V2)q+1 and
(3.2.1) TV1◦V2|U0 = (C1 = A1 ⊗ 1V2 , . . . , Cp = Ap ⊗ 1V2 ,
Cp+1 = 1V1 ⊗B1 , . . . , Cp+q = 1V1 ⊗Bq , Ap+1 ⊗Bq+1) .
Throughout this and the following two subsections, we assume that R = K is a
field and that u ∗ v is generic, i.e., u ∗ v ∈ Op+q.
We want to describe the monodromy of V1 ∗ V2. We can assume (using a suit-
able marking as in [21]) that we are in the following situation: The sets u =
{x1, . . . , xp}, v = {y1, . . . , yq}, {y0} are elementwise real and
x1 < x2 < . . . < xp < y0 − y1 < y0 − y2 < . . . < y0 − yq .
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Moreover, we can assume that
(3.2.2) |xp − x1| < |yi+1 − yi| for i = 1, . . . , q − 1.
Let us fix a base point (x0, y0) of U0 and of U. We assume that the imaginary
part of x0 is large enough, i.e., larger than the maximal imaginary part of δi,j(t),
where δi,j is as in Figure 4 below. One obtains base points
x0 = pr1(x0, y0), y0 − x0 = d(y0, x0), y0 = pr2(y0, x0)
on U1, U2 and S (respectively). We choose generators α1, . . . , αp+q of π1(U0, (x0, y0))
as follows:
x x x y y y0 0 01 2 p − − −y y y1 2 q
x0
α α α1 2 p p+1α p+2α p+qα
Figure 2: The generators α1, . . . , αp+q
Next we choose generators β1, . . . , βp+q−1 of
Ap+q = π1(Op+q,u ∪ {y0 − y1, . . . , y0 − yq})
as follows:
x y y y0 0 0p − − −y y y1 2 y0−yp+q−1 p+qx1 x2
βp βp+1 βp+q−1β1 βp−1
Figure 3: The generators β1, . . . , βp+q−1 of Ap+q = π1(Op+q,u ∪ (y0 − v))
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Here, the generator βi is the path in Or which fixes the points
{x1, . . . , xp+q} \ {xi, xi+1}
and which moves the point xi along the real axis to xi+1 and xi+1 to xi as indi-
cated in Figure 3.
Then we choose generators δi,j, i = 1, . . . , p, j = 1, . . . , q of π1(S, y0) as follows:
x1+yq x2+yq xp+yq x1+y1 x2+y1 xp+y1
y0
1,qδ
2,qδ
δp,q
1,1δ
Figure 4: The generators δi,j
Note that the product
(3.2.3) δ1,q δ2,q · · · δp,q δ1,q−1 δ2,q−1 · · · δp,q−1 · · · δ1,1δ2,1 · · · δp,1
is homotopic to a simple loop around ∞.
3.2.1 Proposition. Let
φ : π1(S, y0)→ Ap+q = π1(Op+q,u ∪ (y0 − v))
be as in Section 1.2. Then
(3.2.4) φ(δi,1) = βi,p+1, i = 1, . . . , p ,
and
(3.2.5) φ(δi,j) = β
βp+1···βp+j−1
i,p+1 , i = 1, . . . , p, j = 2, . . . , q ,
where the generators βi, i = 1, . . . , p+ q − 1, are as in Figure 3 and
βi,j = (β
2
i )
β−1i+1···β
−1
j−1 .
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Proof: Using (3.2.2) and the methods of [15], it is easy to see that
φ(δi,1) = βi,p+1
and
φ(δi,j) = (βi+j−1,p+j)
(β−1j−1···β
−1
p+j−2) ··· (β
−1
2 ···β
−1
p+1) (β
−1
1 ···β
−1
p ) , j = 2, . . . , q .
Using a suitable homotopy argument inOp+q (deform the paths with initial points
y0− y1, . . . , y0 − yp+j−1 to paths with constant real part and large enough imag-
inary part), one can see that for j ≥ 2 these braids coincide with ββp+1···βp+j−1i,p+1 .
✷
Using the choice of our setup, one obtains a diagram
(3.2.6)
1 −→ π1(U0, (x0, y0)) −−−−→ π1(U, (x0, y0)) −−−−→ π1(S, y0) −→ 1y y φy
1 −→ π1(U0, (x0, y0)) −−−−→ Ap+q,1 −−−−→ Ap+q −→ 1 ,
such that the rows are split exact sequences and such that the vertical arrows are
compatible with the splittings of the rows (see (1.2.6)).
3.2.2 Proposition. The monodromy of V1 ∗ V2 is given by
ρV1∗V2(γ) = Φ¯(TV1◦V2|U0 , φ(γ)) ∀γ ∈ π1(S, y0) ,
where TV1◦V2|U0 = (C1, . . . , Cp+q+1) is as in (3.1.2) and Φ¯ is as in Section 2.2.
Proof: By the properties of the tensor product, the elements
Ci = Ai ⊗ 1V2 and Cp+j = 1V1 ⊗Bj , i = 1, . . . , p, j = 1, . . . , q ,
commute. Using this, and using the braiding action of the elements φ(δi,1) (see
[20], page 10), one can verify that
ρV1◦V2(π1(S, y0)) = 1 .
By the above discussion, Equation (1.2.6) can be assumed to hold for (3.2.6).
Thus Prop. 2.2.1 gives the claim. ✷
3.2.3 Remark. (i) The author has used the last proposition in order to write
a computer program in the computer algebra language GAP which com-
putes the associated tuple TV1∗V2 of the middle convolution V1 ∗ V2 in the
generic case from the associated tuples TV1 and TV2 , see [13].
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(ii) In the non-generic case, a deformation argument shows that one obtains
the associated tuple TV1∗V2 from the generic case, by multiplying the mon-
odromy generators of the generic case suitably.
3.3 Irreducibility of the middle convolution and Kummer sheaves.
The middle convolution of two irreducible local systems is in general not an
irreducible local system. In this section we give some irreducibility criteria for
the middle convolution.
3.3.1 Definition. A local system V ∈ LSK(U0) is a convolution sheaf if it has
no factors or quotients which are isomorphic to the restriction Vχ|U0 , where χ :
π1(A
1 \ {x1}) → K× is a character of π1(A1 \ {x1}) for some x1 ∈ A1. The
category of convolution sheaves on U0 is denoted by ConvK(U0).
3.3.2 Remark. A local system V ∈ LSK(U0) is a convolution sheaf if and only
if TV = (T1, . . . , Tr+1) satisfies the following two conditions, see [19], Section 3:
(∗) Let V ∈ LSK(U0) and TV = (T1, . . . , Tr+1) ∈ GL(V )r+1. Then⋂
j 6=i
ker(Tj − 1) ∩ ker(τTi − 1) = 0, i = 1, . . . , r, ∀τ ∈ K× .
(∗∗) Let Wi(τ) :=
∑
j 6=i im(Tj − 1) + im(τTi − 1), i = 1, . . . , r, τ ∈ K×. Then
dim(Wi(τ)) = dim(V ), i = 1, . . . , r, ∀τ ∈ K× .
Throughout this section we assume that V1 is an irreducible convolution sheaf
with TV1 = (A1, . . . , Ap+1) and that V2 is a non-trivial rank one system with
TV2 = (λ1, . . . , λq+1) and λi 6= 1, i = 1, . . . , q.
Set ρ := ρV1◦V2|U0 . Recall from Section 2.1 that
H1(U0,V1 ◦ V2|U0) ≃ H1(π1(U0), V1 ⊗ V2) .
Here,
H1(π1(U0), V1 ⊗ V2) = C1(π1(U0), V1 ⊗ V2)/B1(π1(U0), V1 ⊗ V2) ,
where
C1(π1(U0), V1 ⊗ V2) := {(δ : π1(U0)→ V1 ⊗ V2) |
δ(αβ) = δ(α)ρ(β) + δ(β) ∀ α, β ∈ π1(U0)}(3.3.1)
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is the group of 1-cocycles and
B1(π1(U0), V1 ⊗ V2) := {δv | v ∈ V1 ⊗ V2, δv(γ) = v(1 − ρ(γ)) ∀ γ ∈ π1(U0)}
is the group of 1-coboundaries.
In order to deal with monodromy questions, it is often convenient to use a base
consisting of “Pochhammer cycles” (see [20]):
3.3.3 Definition. Let G be a group. Then we define the commutator of α, β ∈ G
as
[α, β] := α−1β−1αβ .
The linear map
τ : C1(π1(U0), V1 ⊗ V2) −→ (V1 ⊗ V2)pq ,
δ 7−→ ( δ([α1, αp+1]), · · · , δ([αp, αp+1]), . . . , δ([α1, αp+q]), · · · , δ([αp, αp+q]) )
is called the twisted evaluation map.
3.3.4 Lemma. The kernel of the twisted evaluation map coincides with the
coboundaries B1(π1(U0), V1 ⊗ V2) and thus induces a map
τ : H1(π1(U0), V1 ⊗ V2) −→ (V1 ⊗ V2)pq .
Proof: Assume that δ ∈ ker(τ). The cocycle relation (3.3.1) implies
δ([αi, αp+j]) = δ(αi)(λj − 1) + δ(αp+j)(1−Ai), i = 1, . . . , p, j = 1, . . . , q .
Since λj is assumed to be 6= 1 and since δ ∈ ker(τ),
(3.3.2) δ(αi) =
1
1− λj δ(αp+j)(1 −Ai), i = 1, . . . , p, j = 1, . . . , q .
Set vj :=
1
1−λj
δ(αp+j). By (3.3.2),
vj(1−Ai) = vj′(1−Ai) for i = 1, . . . , p, and j, j′ = 1, . . . , q .
If vj 6= vj′ then the above equality shows that the vector vj − vj′ spans a trivial
〈A1, · · · , Ap〉-submodule of V1. Since V1 was assumed to be a convolution sheaf,
this is impossible. Thus
1
1− λj δ(αp+j) =
1
1− λj′
δ(αp+j′)
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so, by (3.3.2),
δ(αi) =
1
1− λq δ(αp+q)(1 − ρ(αi)) .
Thus δ is a coboundary. Now the claim follows from dimension reasons together
with the fact that every vector v ∈ V1 ≃ V1 ⊗ V2 (V2 was supposed to be one-
dimensional) appears as some δv(αp+q). ✷
Consider the projection
p1 : (V
p)q → V p, (v1, . . . , vq) 7→ v1 .
Via p1, the space V
p turns into a 〈δ1,1, . . . , δp,1〉-module: The action is induced
by the action of π1(S) = 〈δi,j〉 on im(τ) (which in turn is induced by sending
δ(α) to δ(αδ
−1
i,j ), see [21], Lemma 2.2).
Let
D˜i,1, i = 1, . . . , p ,
be the linear transformation on V p induced by δi,1. These matrices coincide with
the Pochhammer matrices considered in [19] and [20]:
3.3.5 Lemma. The linear transformation D˜i,1 is of the following form:
1 0 . . . 0
. . .
1
λ1(A1 − 1) . . . λ1(Ai−1 − 1) λ1Ai (Ai+1 − 1) . . . (Ap − 1)
1
. . .
0 . . . 0 1

,
where D˜i,1 is the identity block matrix outside the i-th block row.
Proof: The cocycle relation (3.3.1) implies that
(3.3.3) δ(α[β, γ]ǫ) = δ(αǫ) + δ([β, γ])ρ(ǫ)
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and δ(α−1) = −δ(α)ρ(α)−1. Ifm < i, then these formulas together with Prop. 3.2.1
yield
δ[αm, αp+1]D˜i,1 = δ[α
(δi,1)−1
m , α
(δi,1)−1
p+1 ]
= δ[αm, α
αiαp+1
p+1 ]
= δ(α−1m α
−1
p+1[αi, αp+1]αm[αp+1, αi]αp+1)
= δ[αi, αp+1]λ1(Am − 1) + δ[αm, αp+1] .
If m = i then
δ[αi, αp+1]D˜i,1 = δ[α
αp+1
i , α
αiαp+1
p+1 ]
= δ(α−1p+1α
−1
i [αi, αp+1]αiαp+1)
= δ[αi, αp+1]Aiλ1 ,
where in the last equation we have used (3.3.3) and δ(1) = 0. If m > i, then
δ[αm, αp+1]D˜i,1 = δ[α
[αi,αp+1]
m , α
αiαp+1
p+1 ]
= δ[αi, αp+1](Am − 1) + δ[αm, αp+1] .
This proves the claim. ✷
Remember that the parabolic cohomology H1p (U0,V1 ◦ V2|U0) = (V1 ∗ V2)y0 was
considered as the subspace of H1(π1(U0), V1 ⊗ V2) consisting of the elements
[δ] ∈ H1(π1(U0), V1 ⊗ V2)
with
δ(γ) ∈ im(ρ(γ) − 1), ∀γ ∈ π1(U0) .
3.3.6 Proposition. Let W be the image of the parabolic cohomology group
H1p(U0,V1 ◦ V2|U0) in V p under the composition of the twisted evaluation map
and the projection onto the first coordinate
(V p)q −→ V p, (v1, . . . , vq) 7→ v1 .
Then the following statements hold:
(i) The space W is equal to K ∩ L, where
K = { (w1. . . . , wp) | wi ∈ im(Ai − 1) }
and
L = { (w1A2 · · ·Ap, w2A3 · · ·Ap, . . . , wp) | wi ∈ im(A1 · · ·Apλ1 − 1) } .
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(ii) The space W is an irreducible 〈δ1,1, . . . , δp,1〉-module.
Proof: By the interpretation of H1p (U0,V1 ◦ V2|U0) in terms of the cohomology
with compact supports (compare to Section 2.1 and [21]), W is contained in K.
By the same reasoning,
δ(α1 · · ·αp+1) ∈ im(A1 · · ·Ap · λ1 − 1) ,
thus one also has W ⊆ L. By looking at the definitions of K and L and at the
structure of the matrices D˜i,1, one immediately sees that K ∩ L is isomorphic to
the dual of the 〈δ1,1, . . . , δp,1〉-module MCλ1(V1), where MCλ1(V1) is as in [20].
Thus K ∩ L is an irreducible 〈δ1,1, . . . , δp,1〉-module by [20], Thm. 2.4. It follows
that W coincides with K ∩ L. ✷
3.3.7 Remark. By taking q = 1, the proof of the last corollary yields a new
proof of the fact that
MCλ(TV) = TV∗Vχ (λ ∈ K×) ,
whereMCλ is the tuple transformation of [20] and Vχ ∈ LSK(Gm) is the Kummer
sheaf associated to
χ : π1(Gm)→ K×, γ 7→ λ
(where γ denotes a generator of π1(Gm)), see Rem. 2.3.2 and [20].
3.3.8 Theorem. Let K be a field. Let V1 ∈ LSK(U1) be an irreducible convo-
lution sheaf with TV1 = (A1, . . . , Ap+1) ∈ GLn(K)p+1 such that
Ap+1 = (A1 · · ·Ap)−1 = 1 .
Let V2 ∈ LSK(U2) be a rank one system with TV2 = (λ1, . . . , λq+1) such that
λi 6= 1 for i = 1, . . . , q. Assume that u ∗ v is generic. Then the local system
V1 ∗ V2 ∈ LSK(S) is irreducible if
(p− 2)n −
p∑
i=1
dimK(ker(Ai − 1)) > 0 .
Proof: This follows from induction on q. For q = 1 this is Rem. 3.3.7 and [20],
Thm. 2.4 (iii). If q > 1, then we can assume that V1 ∗ V˜2 is irreducible, where
V˜2 ∈ LSK(A1 \ {y2, . . . , yq}) with TV˜2 = (λ2, . . . , λq, λ1 · λq+1) .
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Let
p1 : (V
p)q −→ V p, (v1, . . . , vq) 7−→ v1 ,
and
p2 : (V
p)q −→ (V p)q−1, (v1, . . . , vq) 7−→ (v2, . . . , vq) .
Let
G1 := 〈δi,1, i = 1, . . . , p〉 ≤ π1(S, y0)
and
G2 := 〈δi,j , i = 1, . . . , p, j = 2, . . . , q〉 ≤ π1(S, y0) .
By Lemma 3.3.4, the twisted evaluation map
τ : C1(π1(U0), V1 ⊗ V2) −→ (V1 ⊗ V2)pq
induces a well defined map of
(V1 ∗ V2)y0 = H1p (U0, V1 ⊗ V2|U0)
to (V1 ⊗ V2)pq, which is also denoted by τ.
By Rem. 3.3.7, theG1-module im(p1◦τ) is isomorphic to theG1-moduleMCλ1(V1)
(V1 denoting the stalk of V1) and is irreducible by [20], Thm 2.4. Since π1(S, y0)
is the free product of G1 and G2, it follows (by taking the π1(S, y0)-closure of the
inverse image of p1◦τ) that (V1∗V2)y0 contains an irreducible π1(S, y0)-submodule
W1 of rank greater than or equal to
rk(MCλ1(V1)) = n1 := pn−
p∑
i=1
dim(ker(Ai − 1)) .
By the induction hypothesis, the G2-module
(V1 ∗ V˜2)y0 = H1p(A1 \ (u ∪ {y0 − y2, . . . , y0 − yq}),V1 ◦ V˜2)
is irreducible. Also, the map
p2 ◦ τ : (V1 ∗ V2)y0 −→ V p(q−1)
can be easily seen to be G2-equivariant (G2 acting via τ : (V1 ∗ V˜2)y0 → V p(q−1))
and non-trivial. Thus the π1(S, y0)-module (V1 ∗ V2)y0 contains an irreducible
submodule W2 of rank greater than or equal to
rk(V1 ∗ V˜2) ≥ n2 := (p+ q − 3)n −
p∑
i=1
dimK(ker(Ai − 1)) .
40
The rank of V1 ∗ V2 is smaller than or equal to
n3 := (p+ q − 1)n −
p∑
i=1
dimK(ker(Ai − 1)) .
One has
n1 + n2 = 2pn+ qn− 3n− 2 ·
p∑
i=1
dimK(ker(Ai − 1))
Thus
n1 + n2 − n3 ≥ (p− 2)n −
p∑
i=1
dimK(ker(Ai − 1)) .
By assumption, (p − 2)n −∑pi=1 dimK(ker(Ai − 1)) > 0, thus n1 + n2 > n3. It
follows that the intersection of the irreducible submodules W1 and W2 is non-
trivial and hence V1 ∗ V2 is irreducible. ✷
3.4 The local monodromy of the middle convolution. The local mon-
odromy at the elements of u ∗ v in the generic and semisimple case is given as
follows:
3.4.1 Lemma. Let V1 ∈ ConvK(U1) and V2 ∈ LSK(U2) be irreducible local
systems. Suppose that u ∗ v is generic. Let TV1 = (A1, . . . , Ap+1) ∈ GL(V1)p+1
and TV2 = (B1, . . . , Bq+1) ∈ GL(V2)q+1 and suppose that the elements B1, . . . , Bq
are semisimple. Let
TV1∗V2 = (Di,j) ∈ GL(V1 ∗ V2)pq+1,
Di,j := ρV1∗V2(δi,j), i = 1, . . . , p, j = 1, . . . , q
be the associated tuple of V1 ∗ V2, where the δi,j are the generators of π1(S) as
above and the tuple is ordered according to (3.2.3). Then the following holds:
Every non-trivial eigenvalue β of Bj and every Jordan block J(α, l) 6= J(1, 1)
occurring in the Jordan decomposition of Ai contribute a Jordan block J(αβ, l
′)
to the Jordan decomposition of Di,j , where
l′ : =

l if α 6= 1, β−1,
l − 1 if α = 1,
l + 1 if α = β−1.
The only other Jordan blocks which occur in the Jordan decomposition of Di,j
are blocks of the form J(1, 1).
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Proof: Using a deformation argument, one can assume that i = p and j = 1, as
well as xp = y1 = 0. Let
So := {y ∈ S | |y| < ǫ} ,
where ǫ is chosen small enough so that no other element of u ∗ v lies in So. We
can assume that y0 ∈ So and that the support of δp,1 lies also in So. For any
eigenvalue βm of B1, let Vβm be the Kummer sheaf associated to
π1(Gm(C), y0) −→ K×, γ 7−→ βm .
Let
V˜ ∈ LSK(U0 ∪ {y0 − y1})
be the local system associated to the tuple
(A1, . . . , Ap, B2, . . . , Bq, (A1 · · ·Ap ·B2 · · ·Bq)−1) .
Using the above cocycle-calculus and Prop. 3.1.7, one can see that there is an
isomorphism of 〈δp,1〉-modules
V1 ∗ V2|So ≃
⊕
βm 6=1
(V˜ ∗ Vβm)|So ,
where the sum is over the non-trivial βm which are counted with multiplicity.
Thus the claim is [14], Lemma 3 (see also [19], Lemma 4.1, Rem. 2.3.2 and
Rem. 3.3.7). ✷
The following lemma gives the monodromy at infinity in the case of the convolu-
tion with Kummer sheaves:
3.4.2 Lemma. Let V ∈ ConvK(U1) be a convolution sheaf and let Vχ be a
Kummer sheaf associated to a non-trivial character
χ : π1(Gm(C))→ K×, γ 7→ λ .
Let TV = (A1, . . . , Ap+1) ∈ GL(V )p+1. Let
TV∗Vχ = (D1, . . . ,Dp+1) ∈ GL(V ∗ Vχ)p+1, Di := ρV∗Vχ(δi,1),
be the associated tuple of V ∗ Vχ. Then the following holds:
Every Jordan block J(α, l) occurring in the Jordan decomposition of Ap+1 con-
tributes a Jordan block J(αλ−1, l′) to the Jordan decomposition of Dp+1, where
l′ : =

l, if α 6= 1, λ,
l − 1 if α = λ,
l + 1 if α = 1.
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The only other Jordan blocks which occur in the Jordan decomposition of Dp+1
are blocks of the form J(λ−1, 1).
Proof: The claim is [14], Lemma 3. ✷
4 Convolution of e´tale local systems
4.1 Variation of parabolic cohomology in the e´tale case. In this section
we recall the main results of [21] on the variation of e´tale parabolic cohomology.
Throughout Section 4, our coefficient ring R is a topological ring as in the Sec-
tions 1.5 and 1.7.
Let S be a smooth, affine and geometrically irreducible variety over a field k ⊆ C,
let w ⊆ P1S be a smooth relative divisor of degree r + 1 over S which contains
the section {∞} × S. Let U := P1S \w, let j : U → P1S be the natural inclusion,
and let π¯ : P1S → S be the projection onto S. Let π : U → S be the restriction of
π¯ to U, let s¯0 denote a geometric point of S, and let U0 = U0,k denote the fibre
over s¯0.
4.1.1 Definition. A variation of V0 ∈ LSe´tR(U0) over S is an e´tale local system
V on U whose restriction to U0 is equal to V0. The parabolic cohomology of the
variation V is the sheaf of R-modules on S
W := R1π¯∗(j∗V).
See loc. cit., Thm 3.2, for the next result:
4.1.2 Proposition. (i) The parabolic cohomology W is an e´tale local system
of R-modules on S.
(ii) There is a natural isomorphism of local systems on S
Wan ∼−→ R1π¯∗(j∗Van) .
In particular, the fibre of W at s¯0 may be identified with H1p (Uan0 ,Van0 ).
Poincare´ duality implies the following result (see [21], [22] and [43]):
4.1.3 Proposition. (Poincare´ Duality) Let U be as above, let V ∈ LSe´tR(U), and
let
V ⊗ V(n)→ R
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be a non-degenerate bilinear pairing of sheaves (V(n) denoting the n-th Tate twist
as in Section 1.9), corresponding to an isomorphism V(n) →֒ V∗. Then the cup
product defines a non-degenerate bilinear pairing of sheaves
W ⊗W(n+ 1)→ R ,
where W = R1π¯∗(j∗V) is as above.
4.2 The middle convolution for e´tale local systems. We use the nota-
tion of Section 1.6.
Let k be a subfield of C. Let u := {x1, . . . , xp} ∈ Op(k), let v := {y1, . . . , yq} ∈
Oq(k), and let
u ∗ v := {xi + yj | i = 1, . . . , p, j = 1, . . . , q}
(compare to Section 2.3). Let U1 := A
1
k \ u, U2 := A1k \ v and S := A1k \ u ∗ v (as
affine varieties over k). Define the polynomial f(x, y) as in Section 2.3 and let
U = A2k \ {f(x, y) = 0} := Spec(k[x, y,
1
f(x, y)
]) ∈ Vark .
Define
pr1 : U −→ U1, (x, y) 7−→ x ,
pr2 : U −→ S, (x, y) 7−→ y
and
d : U −→ U2, (x, y) 7−→ y − x
(as morphisms of varieties). Let j : U → P1S be the natural inclusion. The second
projection P1S = P
1
k × S → S is denoted by pr2. Let y0 ∈ S(k) be a k-rational
point of S and let y¯0 be a geometric point of S extending y0. The fibre over y¯0 is
denoted by U0 = U0,k¯.
Let V1 ∈ LSe´tR(U1), let V2 ∈ LSe´tR(U2), and let
V1◦V2 := pr∗1(V1)⊗ d∗(V2) .
As in the context of local systems, the middle convolution of e´tale local systems
is defined as the e´tale parabolic cohomology of the variation V1◦V2 :
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4.2.1 Definition. (i) The middle convolution of V1 ∈ LSe´tR(U1) and V2 ∈
LSe´tR(U2) is the e´tale local system
V1 ∗ V2 := R1(pr2)∗(j∗(V1◦V2)) ∈ LSe´tR(S) .
(ii) The ∗-convolution of V1 ∈ LSe´tR(U1) and V2 ∈ LSe´tR(U2) is the e´tale local
system
V1 ∗∗ V2 := R1(pr2)∗(V1◦V2) ∈ LSe´tR(S) .
(iii) The !-convolution of V1 ∈ LSe´tR(U1) and V2 ∈ LSe´tR(U2) is the e´tale local
system
V1 ∗! V2 := R1(pr2)!(V1◦V2) ∈ LSe´tR(S) ,
where R1(pr2)! denotes higher direct image with compact support, see [27],
Chap. I.8.
4.3 First properties of the middle convolution in the e´tale case. Choose
a k-rational point (x0, y0) ∈ U(k) and choose an extension (x¯0, y¯0) ∈ U(k¯).
The following properties are the e´tale analogues of Prop. 3.1.1 (using Prop. 4.1.2
and Remark 1.7.4) and Prop. 3.1.4:
4.3.1 Proposition. Let V1 ∈ LSe´tR(U1) and V2 ∈ LSe´tR(U2). Let V1 := (V1)x¯0
and let V2 := (V2)y¯0−x¯0 . Let TV1 = (A1, . . . , Ap+1) ∈ GL(V1)p+1 and TV2 =
(B1, . . . , Bq+1) ∈ GL(V2)q+1 be the associated monodromy tuples as in Sec-
tion 1.7. Then
(i) Suppose that R = K is a field and that one of the stabilizers
V
πe´t1 (U1,x¯0)
1 and V
πe´t1 (U2, y¯0−x¯0)
2
is trivial. Let dimK Vi = ni. Then
(4.3.1) rk(V1 ∗ V2) = (p+ q − 1)n1n2 −
p∑
i=1
n2 dimK ker(Ai − 1V1)
−
q∑
j=1
n1 dimK ker(Bj − 1V2)− dimK ker(Ap+1 ⊗Bq+1 − 1V1⊗V2) .
(ii)
V1 ∗ V2 ∼= V2 ∗ V1 .
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The following result is the e´tale analogue of Lemma 3.1.6:
4.3.2 Lemma. Let V1 ∈ LSe´tR(U1) and V2 ∈ LSe´tR(U2). Then the following holds:
(i) The local systems Ripr2∗(V1 ◦ V2) vanish for i 6= 1 if the stabilizer V π
e´t
1 (U2)
2
is trivial.
(ii) (Exactness of the ∗-convolution) Let V πe´t1 (U2)2 = 0. Then the functor
LSR(U1) −→ LSR(S), V1 7−→ V1 ∗∗ V2 ,
is exact.
Proof: This follows analogously to Lemma 3.1.6, using [27], Thm. I.9.1. ✷
4.3.3 Remark. Let V2 ∈ LSe´tR(U2) such that its associated tuple TV2 generates
an absolutely irreducible and non-trivial subgroup of GL(V2). As in Prop. 3.1.7
one can show that
R0(pr2)∗(j∗(V1 ◦ V2)) = 0 = R2(pr2)∗(j∗(V1 ◦ V2)) ∀V1 ∈ LSe´tR(U1) ,
so that the functor
LSR(U1) −→ LSe´tR(S), V1 7−→ V1 ∗ V2 ,
is exact.
4.3.4 Definition. Let k be a number field, let X be a smooth and geometrically
irreducible variety over k, and let F ∈ Constre´tR(X) be a constructible sheaf (see
Section 1.7). Consider a geometric point x¯ ∈ X(k) which is defined over a finite
extension k′ of k. One obtains a Galois representation ρx¯ : Gk′ → GL(Vx¯). Let
Eλ be a complete subfield of Q¯ℓ.
(i) A constructible sheaf V ∈ Constre´tEλ(X) is called punctually pure of weight
w ∈ Q if for any finite extension k′ of k and any geometric point x¯ ∈
X(k¯) which is defined over k′, the Gk′-module Vx¯ is pure of weight w (see
Def. 1.5.1).
(ii) Consider a local system V ∈ LSe´tEλ(X) and w1, w2 ∈ Z such that w1 ≤ w2.
Then V is called mixed of weights [w1, w2] if there exists a filtration
V = Vw2 ⊃ Vw2−1 ⊃ . . . ⊃ Vw1 ⊃ Vw1−1 := 0
such that V i/V i−1 is punctually pure of weight i for i = w1, . . . , w2 and
if Vw1 6= 0. The quotient V i/V i−1 is called the weight-i-part of V and is
denoted by W i(V).
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4.3.5 Proposition. Suppose that U1 and U2 are defined over a number field k.
Let V1 ∈ LSe´tEλ(U1) be a sheaf which is punctually pure of weight w1 and let
V2 ∈ LSe´tEλ(U2) be punctually pure of weight w2. Then the following statements
hold:
(i) The local system V1∗V2 ∈ LSe´tEλ(S) is punctually pure of weight w1+w2+1.
(ii) If one of the sheaves is irreducible and non-trivial, then there is an exact
sequence of sheaves on S :
0 −→ K −→ V1 ∗! V2 −→ V1 ∗ V2 −→ 0 ,
where the weight of K is ≤ w1 + w2.
Proof: Clearly, the local system V1 ◦ V2 is punctually pure of weight w1 + w2
on U. Let k′ be a finite extension of k and let z0 be a geometric point of S
which is defined over k′. The stalk (V1 ∗ V2)z¯0 is, as a Gk′-module, isomorphic to
H1(P1
k¯
, j∗(V1 ◦ V2)|P1
k¯
). The claim (i) follows thus from the base change theorem
(see [27] or [43]) and Deligne’s work on the Weil conjectures (Weil II) [11].
The claim (ii) follows verbatim as in [32], proof of Lemma 8.3.2: There is an
exact sequence of sheaves on P1S (where the subscript ! stands for extension by
zero in the sense of [43]):
0 −→ j! (pr∗1(V1)⊗ pr∗2(V2)) −→ j∗ (pr∗1(V1)⊗ pr∗2(V2)) −→ Q −→ 0 ,
and the sheaf Q is the direct sum of sheaves Qs, s = 1, . . . , p+q+1, concentrated
along the irreducible components di, i = 1, . . . , p+ q + 1, of the relative divisor
(P1 × S) \ U .
Without loss, we can assume that V2 is irreducible and non-trivial. Then the
long exact cohomology sequence of the above short exact sequence is
0 −→ R0(pr2)∗(Q) −→ V1 ∗! V2 −→ V1 ∗ V2 −→ 0 ,
since (by the irreducibility and non-triviality of V2)
R0(pr2)∗(j∗(pr
∗
1(V1)⊗ pr∗2(V2))) = 0
and since R2(pr2)∗(Q) = 0 (Q is concentrated at the divisors di). The sheaf
R0(pr2)∗(Q) = (pr2)∗(Q) coincides with the direct sum of the sheaves Qi viewed
as a sheaf on the base. Thus the weight of (pr2)∗(Q) = R
0(pr2)∗(Q) is ≤ w1+w2.
✷
By Poincare´ duality (see Prop. 4.1.3) and since the comparison isomorphism be-
tween singular cohomology and e´tale cohomology is compatible with the Poincare´
pairing (see [12]), one obtains the following result:
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4.3.6 Proposition. Let V1 ∈ LSe´tR(U1) and V2 ∈ LSe´tR(U2). Let κ1 : V1 ⊗
V1(n1) → R and κ2 : V2 ⊗ V2(n2) → R be non-degenerate bilinear pairings
of e´tale local systems. Then there is a non-degenerate bilinear pairing
(4.3.2) κ1 ∗ κ2 : (V1 ∗ V2)⊗ (V1 ∗ V2)(n1 + n2 + 1)→ R .
Moreover, if κani , i = 1, 2, denotes the induced pairing on Vani and if (κ1 ∗ κ2)an
denotes the induced pairing on (V1 ∗ V2)an (see Prop. 3.1.5), then
κan1 ∗ κan2 = (κ1 ∗ κ2)an = κ1 ∗ κ2 .
4.3.7 Remark. Here are some remarks on Poincare´ duality and weights which
are useful in later applications: Let s¯ be a geometric point of S which is defined
over k. Then the following statements hold:
(i) If in the pairing of Prop. 4.3.6, the number n1 + n2 + 1 is an even number
equal to 2m, then the action of πe´t1 (S) on the stalk of the m-fold Tate twist
((V1 ∗ V2)(m))s¯ respects the bilinear form given by Poincare´ duality (see
Prop. 3.1.5), since (4.3.2) can be written as
(V1 ∗ V2)(m) ⊗ (V1 ∗ V2)(m)→ R .
(ii) Assume that the Gk-module (V1 ∗ V2)(m)s¯ is unramified at π ∈ Pf (k). If
V1∗V2 is punctually pure of weight 2m, then the eigenvalues of the Frobenius
elements Frobπ acting on (V1 ∗ V2)(m)s¯ have absolute value equal to 1.
5 Geometric interpretation of the middle convolution
In Sections 5.1–5.3 we provide a geometric interpretation of sequences of middle
convolutions of e´tale sheaves with finite monodromy. This is similar to [32], Chap.
8. The main difference is that, on the one hand, our base rings are less general
than in loc. cit., but on the other hand, the convolutions considered here are more
general (in loc. cit., Katz considers only the case of convolutions with Kummer
sheaves). As a corollary, in Section 5.4, one obtains a bound on the occurring
determinants, see Thm. 5.4.7.
5.1 The underlying fibre spaces. Let k be a subfield of C and fix sets
ui ∈ Opi(k), i = 1, . . . , n .
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For 1 ≤ j ≤ l ≤ n, define the space
O[j,l](C) := {(xj , . . . , xl) ∈ Cl−j+1 | xi /∈ u1 ∗ u2 ∗ · · · ∗ ui , i = j, . . . , l
and xi+1 − xi /∈ ui+1 , i = j, . . . , l − 1, if l > j}.
Let O[j,l] be the underlying variety over k. For 1 ≤ j1 ≤ j2 ≤ l2 ≤ l1 ≤ n, there
is the projection map
pr
[j1,l1]
[j2,l2]
: O[j1,l1] −→ O[j2,l2], (xj1 , . . . , xl1) 7−→ (xj2 , . . . , xl2) .
A special case of such a projection is the map
pr
[j1,l1]
[l2,l2]
: O[j1,l1] −→ O[l2,l2] = A1k \ u1 ∗ · · · ∗ ul2 , (xj1 , . . . , xl1) 7−→ xl2 .
Moreover, for j ≤ i < i+ 1 ≤ l there are the difference maps
d
[j,l]
[i,i+1] : O[j,l] −→ A1k \ ui, (xj, . . . , xℓ) 7−→ xi+1 − xi .
5.1.1 Proposition. The following commutative diagram is cartesian in Vark :
(5.1.1)
O[1,n]
pr
[1,n]
[1,n−1]−−−−−→ O[1,n−1]
pr
[1,n]
[n−1,n]
y ypr[1,n−1]
[n−1,n−1]
O[n−1,n] −−−−−−−→
pr
[n−1,n]
[n−1,n−1]
O[n−1,n−1]
Proof: This follows from the fact that the equations of O[1,n−1] and O[n−1,n] add
up to the equations of O[1,n]. ✷
5.2 Geometric interpretation of the ∗-convolution. It is the aim of this
section to provide a geometric interpretation of iterative sequences of tensor prod-
ucts and the ∗-convolutions. This is used in the next section to describe the
corresponding sequences of tensor products of middle convolutions.
We proceed using the definitions and assumptions of the last section. Throughout
this and the following section, we use the following assumptions:
5.2.1 Assumption. Let
fi : Fi → A1k \ ui, i = 1, . . . , n ,
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be finite e´tale Galois covers with Galois groups Fi 6= {1} and let
gj : Gj → A1k \ u1 ∗ · · · ∗ uj+1, j = 1, . . . , n− 1 ,
be finite e´tale Galois covers with Galois groups Gj 6= {1}. Let E be a number
field and let
χi : Fi → GLmi(E), i = 1, . . . , n ,
and
ξj : Gj → GLnj (E), j = 1, . . . , n − 1 ,
be faithful and absolutely irreducible representations, respectively.
There exist idempotent elements Pχi ∈ E[Fi] such that Pχi ∈ E[Fi] applied to the
regular representation of E[Fi] is isomorphic to χi. Similarly, there exist idempo-
tent elements Pξj ∈ E[Gj ] such that Pξj applied to the regular representation of
E[Gj ] is isomorphic to ξj . In the sequel, fix a set of such projectors (the choice
Pχi and Pξj is not canonical in general).
Let λ be a finite prime of E with char(λ) = ℓ and let Eλ denote the completion
of E with respect to λ. Using the notation of Section 1.8, let
Fi := L(fi,χi) ∈ LSe´tEλ(A1k \ ui) , i = 1, . . . , n ,
resp.
Gj := L(gj ,ξj) ∈ LSe´tEλ(A1k \ u1 ∗ · · · ∗ uj+1) , j = 1, . . . , n− 1
(where GLn(E), n ∈ N, is viewed as a subgroup of GLn(Eλ) in the obvious way).
Let
π×n : F1 ⊠ · · ·⊠ Fn ⊠G1 ⊠ · · ·⊠Gn−1 −→ O[1, n]
denote the direct product over O[1, n] of the pullback of the cover f1 along pr[1,n][1,1] ,
of the pullbacks of the covers fi, i = 2, . . . , n along the difference maps d
[1,n]
[i−1,i] and
of the pullbacks of the covers gj , j = 1, . . . , n−1, along the projections pr[1,n][j+1,j+1].
By construction, the map π×n is an e´tale Galois cover with Galois group G
×
isomorphic to F1× · · ·×Fn×G1× · · ·×Gn−1 (that G× is the direct product can
easily be seen by embedding a general line into O[1, n]). Since
G := F1 ⊗ · · · ⊗ Fn ⊗G1 ⊗ · · · ⊗Gn−1
:= im(χ1 ⊗ · · · ⊗ χn ⊗ ξ1 ⊗ · · · ⊗ ξn−1)
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is a factor ofG× (it is a central product of the groups F1, . . . , Fn andG1, . . . , Gn−1,
compare to Section 1), one obtains an e´tale Galois cover (as a quotient of π×n )
πn : U := F1 ⊗ · · · ⊗ Fn ⊗G1 ⊗ · · · ⊗Gn−1 −→ O[1, n]
with Galois group isomorphic to G.
Let
∆j := χ1 ⊗ · · · ⊗ χj ⊗ ξ1 ⊗ · · · ⊗ ξj−1 , j = 2, . . . , n
and let P∆j ∈ E[im(∆j)] be the idempotent which cuts out ∆j from the regular
representation of im(∆j). Moreover, for j = 2, . . . , n, let
Kj := F1 ◦ F2 ◦ G1 ◦ F3 ◦ G2 ◦ · · · ◦ Fj ◦ Gj−1
:= (pr
[1,j]
[1,1])
∗(F1)⊗ (d[1,j][1,2])∗(F2)⊗ (pr
[1,j]
[2,2])
∗(G1)⊗ (d[1,j][2,3])∗(F3)
⊗(pr[1,j][3,3])∗(G2)⊗ · · · ⊗ (d
[1,j]
[j−1,j])
∗(Fj)⊗ (pr[1,j][j,j])∗(Gj−1) .
The next result gives the geometric interpretation of sequences of ∗-convolutions
and tensor products of the above local systems. This is the key result for later
applications.
5.2.2 Theorem. Let n ≥ 2, let
S := O[n,n] = A1k \ u1 ∗ · · · ∗ un ,
and let Π := pr
[1,n]
[n,n]◦πn : U→ S. Let V1 := F1 ∈ LSe´tEλ(O[1,1]) and for j = 2, . . . , n,
define sheaves Vj by setting
Vj := (Vj−1 ∗∗ Fj)⊗ Gj−1 ∈ LSe´tEλ(O[j,j]) .
Then
Vn = P∆n
(
Rn−1Π∗(Eλ)
)
.
Here, P∆n acts as a projector on R
n−1Π∗(Eλ) via the embedding
E[G] ≤ End(U/S)⊗ E
(and hence cuts out a sub-local system of Rn−1Π∗(Eλ)).
Proof: We use induction on n. Let n = 2 : By definition, R0π2∗(Eλ) = π2∗(Eλ).
Since π2 is a Galois covering, the local system R
0π2∗(Eλ) corresponds to the
regular representation reg of G1 ⊗ F1 ⊗ F2, i.e.,
R0π2∗(Eλ) = L(π2,reg) ,
51
in the notation of Section 1.8. Thus
(5.2.1) F1 ◦ F2 ◦ G1 = Pχ1⊗χ2⊗ξ1R0π2∗(Eλ),
where Pχ1⊗χ2⊗ξ1 acts as an element of End(F1 ⊗ F2 ⊗G1)⊗E on R0π2∗(Eλ). It
follows that
V2 = (F1 ∗∗ F2)⊗ G1 = R1pr[1,2][2,2]∗(F1 ◦ F2)⊗ G1(5.2.2)
= R1pr
[1,2]
[2,2]∗
(F1 ◦ F2 ◦ G1)(5.2.3)
= R1pr
[1,2]
[2,2]∗
(Pχ1⊗χ2⊗ξ1(R
0π2∗(Eλ)))(5.2.4)
= Pχ1⊗χ2⊗ξ1
(
R1pr
[1,2]
[2,2]∗
(R0π2∗(Eλ))
)
(5.2.5)
= Pχ1⊗χ2⊗ξ1
(
R1(pr
[1,2]
[2,2] ◦ π2)∗(Eλ)
)
,(5.2.6)
where Equation (5.2.2) holds by definition, (5.2.3) follows from the projection
formula, (5.2.4) follows from (5.2.1), (5.2.5) follows from the fact that taking
higher direct images commutes with automorphisms (smooth base change, see
[27], Thm. 7.3) and (5.2.6) is an application of the Leray spectral sequence. This
proves the claim for n = 2.
Assume that the claim is true for n− 1 ≥ 2. By a similar argument as above,
(5.2.7) Kj = P∆j(πj∗(Eλ)), j = 2, . . . , n .
By the induction hypothesis,
Vn−1 = Rn−2(pr[1,n−1][n−1,n−1])∗(Kn−1)(5.2.8)
= P∆n−1
(
Rn−2(pr
[1,n−1]
[n−1,n−1] ◦ πn−1)∗(Eλ)
)
.(5.2.9)
Then
Vn = R1pr[n−1,n][n,n]∗ (pr
[n−1,n]∗
[n−1,n−1](Vn−1)⊗ d
[n−1,n]∗
[n−1,n] (Fn))⊗ Gn−1(5.2.10)
= R1pr
[n−1,n]
[n,n]∗
(pr
[n−1,n]∗
[n−1,n−1]R
n−2pr
[1,n−1]
[n−1,n−1]∗(Kn−1)⊗(5.2.11)
d
[n−1,n]∗
[n−1,n] (Fn)⊗ pr
[n−1,n]∗
[n,n] (Gn−1))
= R1pr
[n−1,n]
[n,n]∗
(Rn−2pr
[1,n]
[n−1,n]∗(pr
[1,n]∗
[1,n−1](Kn−1))⊗(5.2.12)
d
[n−1,n]∗
[n−1,n] (Fn)⊗ pr
[n−1,n]∗
[n,n] (Gn−1))
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= R1pr
[n−1,n]
[n,n]∗ (R
n−2pr
[1,n]
[n−1,n]∗(Kn))(5.2.13)
= Rn−1pr
[1,n]
[n,n]∗(Kn)(5.2.14)
= Rn−1pr
[1,n]
[n,n]∗(P∆n(R
0πn∗(Eλ)))(5.2.15)
= P∆n
(
Rn−1pr
[1,n]
[n,n]∗(R
0πn∗(Eλ)
)
(5.2.16)
= P∆n
(
Rn−1(pr
[1,n]
[n,n] ◦ πn)∗(Eλ)
)
,(5.2.17)
where the above formulas (5.2.10) – (5.2.17) are derived using the following ar-
guments:
Equation (5.2.10) holds by definition and (5.2.11) holds by the projection formula
and (5.2.8). The diagram (5.1.1) is cartesian. Thus, by smooth base change,
pr
[n−1,n]∗
[n−1,n−1]
(
Rn−2pr
[1,n−1]
[n−1,n−1]∗(Kn−1)
)
= Rn−2pr
[1,n]
[n−1,n]∗
(
pr
[1,n]∗
[1,n−1](Kn−1)
)
.
This yields (5.2.12). Equation (5.2.13) follows from the Ku¨nneth-formula, (5.2.14)
follows from the Leray spectral sequence, (5.2.15) follows from (5.2.7), (5.2.16)
follows from smooth base change and (5.2.17) is again an application of the Leray
spectral sequence. ✷
5.3 Geometric interpretation of the middle convolution. Let
Vn = (· · · (((F1 ∗∗ F2)⊗ G1) ∗∗ F3)⊗ · · · ∗∗ Fn)⊗ Gn−1 ∈
LSe´tEλ(A
1
k \ u1 ∗ · · · ∗ un)
be as in the last section. It follows from Deligne’s work on the Weil conjectures
([11]), that Vn is mixed of weights [n− 1, 2(n− 1)]. The following result gives an
interpretation of the corresponding sequence of middle convolutions Vn in terms
of the weight filtration:
5.3.1 Theorem. Let n ≥ 2. Let Fi, i = 1, . . . , n, and Gi, i = 1, . . . , n − 1, be
irreducible and nontrivial local systems with finite monodromy as in the last
section, and let
Vj = (· · · (((F1 ∗∗ F2)⊗ G1) ∗∗ F3)⊗ · · · ∗∗ Fj)⊗ Gj−1 ∈
LSe´tEλ(A
1
k \ u1 ∗ · · · ∗ uj), j = 2, . . . , n ,
be as in Thm. 5.2.2. Let
Vj := (· · · (((F1 ∗ F2)⊗ G1) ∗ F3)⊗ · · · ∗ Fj)⊗ Gj−1 ∈ LSe´tEλ(A1k \ u1 ∗ · · · ∗ uj)
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be the corresponding sequence of middle convolutions. Then
Vn =W n−1(Vn) ,
where W n−1 denotes the weight-(n − 1)-part of Vn in the sense of Def. 4.3.4.
Proof: Since the weight of Gn−1 is zero, we can assume that Gn−1 is trivial. By
Poincare´ duality, the statement of the theorem is equivalent to saying that
Vn =W n−1
(
V !n
)
=W n−1 ((· · · ((F1 ∗! F2)⊗ G1) ∗! F3)⊗ · · · ) ∗! Fn) .
For n = 2, the statement follows from Prop. 4.3.5. Thus we can assume that
n ≥ 3. Let us assume that
Vn−1 = (· · · (((F1 ∗ F2)⊗ G1) ∗ F3)⊗ · · · ∗ Fn−1)⊗ Gn−2
coincides with W n−1(V !n−1), where
V !n−1 = (· · · (((F1 ∗! F2)⊗ G1) ∗! F3)⊗ · · · ∗! Fn−1)⊗ Gn−2 .
Thus one obtains a short exact sequence
0→ K → V !n−1 → Vn−1 → 0 ,
where K is mixed of weights ≤ n−3 and Vn−1 is punctually pure of weight n−2.
Since the !-convolution with Fn is an exact functor (the dual of Lemma 4.3.2)
and by the description of the middle convolution in terms of the cohomology with
compact supports (see [21]), the composite π of the following maps
V !n = V !n−1 ∗! Fn → Vn−1 ∗! Fn → Vn = Vn−1 ∗ Fn
is surjective. By Prop. 4.3.5 (i), the sheaf Vn−1 ∗Fn is punctually pure of weight
n− 1. Moreover, the kernel of π is mixed of weights ≤ n− 2, which follows again
from the exactness of the !-convolution and from 4.3.5 (ii). ✷
Let us recall the results of Bierstone and Milman, see [6], Thm. 13.2 as well of
the results of Encinas, Nobile, and Villamayor [26], [25]:
5.3.2 Theorem. Let k be a field of characteristic zero and let X ∈ Vark. Then
there exists a morphism σX : X˜ → X such that:
(i) X˜ is smooth over k.
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(ii) Let sing(X) denote singular locus of X and let E := σ−1X (sing(X)). Then
E is a normal crossings divisor, i.e., E is the union of smooth hypersurfaces
E1, . . . , El which have only normal crossings.
(iii) LetX,Y ∈ Vark and let φ : X|U → Y |V be an isomorphism over (nonempty)
open subsets U ⊆ X and V ⊆ Y. Then there exists an isomorphism
φ′ : X˜|σ−1
X
(U) → Y˜ |σ−1
Y
(V ) such that the following diagram commutes:
X˜|σ−1
X
(U)
φ′−−−−→ Y˜ |σ−1
Y
(V )y y
U
φ−−−−→ V .
5.3.3 Remark. Desingularization of varieties over fields of characteristic zero is
quite well understood nowadays: There are the algorithmic versions of the above
mentioned papers [6], [26], [25]. One even has a computer implementation by
Bodna´r and Schicho [8].
Let Π : U → S be as in Thm. 5.2.2. Let s¯0 ∈ S(k¯) be a geometric base point of
S which is defined over k. One can find a G-equivariant embedding Us¯0 → Xs¯0 ,
where G is as in the last section, and where Xs¯0 is a projective variety over s¯0
which is defined over k. By the above result, there exists a morphism which is
defined over k
σXs¯0 : X˜s¯0 → Xs¯0
such that X˜s¯0 is smooth projective and such that
Ds¯0 := X˜s¯0 \ σ−1Xs¯0 (Us¯0)
is a normal crossings divisor. By Thm. 5.3.2 (iii), we can assume that the action
of G on Us¯0 carries over to an action on X˜s¯0 . Thus the projector P∆n extends to
a projector P∆n ∈ End(X˜s¯0)⊗ E (which is denoted by the same symbol).
5.3.4 Corollary. Let k be a number field and let Vn ∈ LSe´tEλ(S) be as in
Thm. 5.3.1. Let U, Xs¯0 , and X˜s¯0 be as above. Then there exists an isomorphism
of Gk-modules
(Vn)s¯0 ≃ im
(
P∆n(H
n−1(X˜s¯0 , Eλ)) −→ P∆n(Hn−1(Us¯0 , Eλ))
)
.
Proof: Since X˜s¯0 is smooth projective and Us¯0 can be seen as a dense open subset
of X˜s¯0 , it follows from [32], 9.4.3, that
im
(
Hn−1(X˜s¯0 , Eλ)→ Hn−1(Us¯0 , Eλ)
)
≃W n−1(Hn−1(Us¯0 , Eλ)) .
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By smooth base change,
im
(
P∆n(H
n−1(X˜s¯0 , Eλ))→ P∆n(Hn−1(Us¯0 , Eλ))
)
≃
W n−1
(
P∆n(H
n−1(Us¯0 , Eλ))
)
.
But
W n−1
(
P∆n(H
n−1(Us¯0 , Eλ))
) ≃W n−1((Vn)s¯0) ≃ (Vn)s¯0 ,
where the first isomorphism follows from base change and Thm. 5.2.2 and the
second isomorphism follows from Thm. 5.3.1. ✷
5.4 Consequences of the geometric interpretation of the middle con-
volution. In this section we derive some consequences of the results of the
last section. Our main result is a description of the occurring determinants, see
Thm. 5.4.7. The concept of a compatible system of Galois representations will
play a crucial role:
5.4.1 Definition. Let k,E be number fields. A strictly compatible system of
(n-dimensional, λ-adic) E-rational Galois representations of Gk consists of a col-
lection {ρλ : Gk → GLn(Eλ)}λ∈Pf (E) of Galois representations and a finite set
Z ⊆ Pf (k) of primes of k (the exceptional set) such that the following holds:
• For any prime λ ∈ Pf (E) and any prime π ∈ Pf (k)\Z whose characteristic
is different from char(λ), the Galois representation ρλ is unramified at π
and the coefficients of the characteristic polynomial
det(1− ρλ(Frobπ) · t)
are contained in E.
• For any two primes λ1, λ2 ∈ Pf (E) and for any prime π ∈ Pf (k) \ Z whose
characteristic is different from char(λ1) and from char(λ2) there is an equal-
ity of characteristic polynomials
det(1− ρλ1(Frobπ) · t) = det(1− ρλ2(Frobπ) · t) .
5.4.2 Definition. LetX be a nonsingular projective variety over an algebraically
closed field. Let Pic(X) ≃ H1(X,O∗X ) be the Picard group of X. The Neron-
Severi group of X is defined to be the group NS(X) := Pic(X)/Pic◦(X). Let
Picn(X) ≤ Pic(X) denote the group of divisors which are numerically equivalent
to zero. We set N(X) := Pic(X)/Picn(X).
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5.4.3 Remark. Let X be a nonsingular projective surface over an algebraically
closed subfield of C. Then the following holds:
(i) The Neron-Severi group NS(X) is a finitely generated group. Moreover, the
group N(X) is a free abelian group and Picn(X)/Pic◦(X) is finite, see [43],
Lemma V.3.26 and Lemma V.3.27. The rank of N(X) is called the Picard
number of X.
(ii) The Kummer sequence
Pic(X)
ℓ−→ Pic(X) −→ H2(X,µℓ)
induces the class map
clX : C
1(X) −→ Pic(X) α−→ H2(X,Qℓ(1)) ,
see [43], Rem. VI.9.6. The map α factors as
Pic(X) −→ N(X) β−→ H2(X,Qℓ(1)) ,
where the map β is injective, see [43], Section V.3.
(iii) The cup product of H2(X,Qℓ(1)) restricted to N(X) is induced by the
intersection product of algebraic cycles, see [43], Prop. VI.9.5. Moreover,
the intersection product on N(X) is non-degenerate (this follows from the
definition of numerical equivalence and [43], Lemma V.3.27).
5.4.4 Proposition. Let k be a number field, let Xk be a smooth and geometri-
cally irreducible surface over k, and let X = Xk ⊗ k¯. Then the following holds:
(i) The group NS(X)ℓ = N(X)⊗Z Qℓ is a Gk-submodule of H2(X,Qℓ(1)).
(ii) Let E be a number field. For λ ∈ Pf(E), let
NS(X)λ := NS(X)⊗Z Eλ = N(X) ⊗Z Eλ
be the λ-adic Neron-Severi group. Let G ≤ Autk(X) be a finite group
of automorphisms of Xk and let P ∈ E[G] be an idempotent element.
Then P(NS(X)λ) is a Gk-submodule of NS(X)λ and the system of Galois
representations
(∇λ : Gk → GL(P(NS(X)λ) )λ∈Pf (E)
is a strictly compatible system of E-rational Galois representations.
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Proof: The group Aut(X) acts in the usual way on H2(X,Qℓ(1)) and via trans-
port of structures on Pic(X) which induces the structure of an Aut(X)-module
on NS(X) and thus on NS(X) ⊗Qℓ. Since the class map is compatible with the
action of Gk ≤ Aut(X) on C1(X) and on H2(X,Qℓ(1)), see [43], Prop. VI.9.2,
the group NS(X)⊗Qℓ is a Gk-submodule of H2(X,Qℓ(1)).
By Rem. 5.4.3 (ii), there is a sequence of Gk-modules
Pic(X) −→ N(X) −→ NS(X)⊗Z E −→ NS(X)λ .
There exist finitely many divisor classes d1, . . . , ds which generate N(X) and
which are permuted by Gk and by G. Let f ∈ Gk be any element. Then f
commutes with P, and the characteristic polynomial of fP acting on NS(X) ⊗Z
E is an element in the polynomial ring E[t]. It follows that the characteristic
polynomial of fP acting on NS(X)λ is an element in the polynomial ring E[t]
which is independent of λ. Assume that X has good reduction at a finite prime
p of k and that char(λ) 6= char(p). By the above arguments, the characteristic
polynomial of FrobpP acting on NS(X)λ is an element in the polynomial ring
E[t] which is independent of λ. It follows that the characteristic polynomial of
Frobp on P(NS(X)λ) is an element of E[t] which is independent of λ. Since ∇λ
is unramified outside any p with char(λ) = char(p) and outside the finitely many
places of bad reduction of Xk, the system (∇λ)λ∈Pf (E) is a strictly compatible
system of E-rational Galois representations. ✷
5.4.5 Proposition. Let k,E be number fields. For λ ∈ Pf(E), let
V = V3 = ((F1 ∗ F2)⊗ G1) ∗ F3 ∈ LSe´tEλ(Sk)
be as in Thm. 5.3.1 with n = 3. Assume that the associated tuple TV generates
an infinite and absolutely irreducible subgroup of GL(Vs¯0), where s0 ∈ S(k). Let
ρs¯0λ : Gk → GL(Vs¯0)
be the Galois representation on the stalk Vs¯0 . Then the system of Galois repre-
sentations (ρs¯0λ )λ∈Pf (E) is a strictly compatible system of E-rational Galois rep-
resentations.
Proof: It suffices to prove that the Tate twisted system (ρs¯0λ (1))λ∈Pf (E) is a
strictly compatible system of E-rational Galois representations.
By Cor. 5.3.4,
Vs¯0(1) ≃ im
(
P∆n(H
2(X˜s¯0 , Eλ(1))) −→ P∆n(H2(Us¯0 , Eλ(1)))
)
,
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where X˜s¯0 is a smooth projective surface and X˜s¯0 \Us¯0 is the union of smooth divi-
sors which intersect transversally. By Rem. 5.4.3, the restriction of the Poincare´
pairing on H2(X˜s¯0 , Eλ(1)) to the λ-adic Neron-Severi group
NS(X˜s¯0)λ := NS(X˜s¯0)⊗ Eλ ≤ H2(X˜s¯0 , Eλ(1))
is non-degenerate. Also, the Poincare´ pairing on H2(X˜s¯0 , Eλ(1)) is compatible
with the πe´t1 (S)-action (this follows from Prop. 4.3.5 and Rem. 4.3.7 (ii)). Thus
the πe´t1 (S, s¯0)-module H
2(X˜s¯0 , Eλ(1)) decomposes into a direct sum NS(X˜s¯0)λ ⊕
NS(X˜s¯0)
⊥
λ , where NS(X˜s¯0)
⊥
λ denotes the orthogonal complement of NS(X˜s¯0)λ.
By the excision sequence, the kernel of the map
H2(X˜s¯0 , Eλ(1)) −→ H2(Us¯0 , Eλ(1))
is contained in the Neron-Severi group NS(X˜s¯0)λ. (This follows from an applica-
tion of the long exact sequence of [43], Rem. VI.5.4(b), together with the fact that
the class map cl
X˜s¯0
can be defined using the Gysin map, see [43], Section VI.9.)
Since the decomposition NS(X˜s¯0)λ⊕NS(X˜s¯0)⊥λ is preserved byG (this follows from
[43], Prop. VI.9.2), it follows that the πe´t1 (S, s¯0)-module P∆n(H
2(X˜s¯0 , Eλ(1))) can
be written as a direct sum
M s¯01,λ ⊕M s¯02,λ :=
(
P∆n(NS(X˜s¯0)λ)
)
⊕
(
P∆n(NS(X˜s¯0)
⊥
λ )
)
.
It follows from the assumptions on TV that M
s¯0
1,λ coincides with the kernel of the
map
P∆n(H
2(X˜s¯0 , Eλ)) −→ P∆n(H2(Us¯0 , Eλ)) .
Consequently, one obtains an isomorphism of πe´t1 (S, s¯0)-modules Vs¯0 ≃M s¯02,λ. Let
ρλ : Gk → GL(M s¯02,λ) be the induced Galois representation. It remains to show
that the system (ρλ)λ∈Pf (E) is a strictly compatible system of E-rational Galois
representations. This follows from the following arguments: The projector P∆n
can be written as a finite sum
P∆n =
∑
aigi ,
where gi is an element of the group
G = F1 ⊗ F2 ⊗ F3 ⊗G1 ≤ End(X˜s¯0)⊗ E
and ai ∈ E (here, F1 ⊗ F3 ⊗ F3 ⊗G1 denotes the central product of the groups
F1, F2, F3, G1 as in Section 5.2). As in [35], Example to Def. 1.2, one can use
the Lefschetz fixed point formula for the endomorphisms Frobp ◦ gi, together
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with the Weil-conjectures, in order to show that the characteristic polynomial
of Frobp ◦ P∆n acting on H2(X˜s¯0 , Eλ) is E-rational (i.e., contained in E[t]) and
independent of λ (whenever the expression Frobp ◦P∆n makes sense, i.e., X˜s¯0 has
good reduction at p and char(λ) 6= p). The last statement says that the charac-
teristic polynomial of Frobp acting on M
s¯0
1,λ⊕M s¯02,λ is E-rational and independent
of λ.
By Prop. 5.4.4 (ii), the characteristic polynomial of Frobp on M
s¯0
1,λ is E-rational
and independent of λ. This and the independence of Frobp on M
s¯0
1,λ⊕M s¯02,λ imply
that the characteristic polynomial of Frobp onM
s¯0
2,λ is E-rational and independent
of λ. By the properties of the e´tale cohomology, ρλ is unramified outside the
(finitely many) places of bad reduction of X˜s¯0 and outside the places having
characteristic ℓ. Thus (ρλ)λ is indeed a strictly compatible system of E-rational
Galois representations. ✷
The following Proposition will be essential in the later applications:
5.4.6 Proposition. Let E be a number field and let k be a totally real num-
ber field. Let (ψλ : Gk → Eλ)λ∈Pf (E) be a strictly compatible system of one-
dimensional, λ-adic, E-rational Galois representations and let χℓ : Gk → Q×ℓ be
the ℓ-adic cyclotomic character, where ℓ = char(λ). Then there exists a finite
character ǫ : Gk → E× and an integer m ∈ Z such that
ψλ = ǫ⊗ χmℓ .
Proof: By [46], Prop. 1.4 in Chap. 1, any such compatible system arises from an
algebraic Hecke character (the Prop. 1.4 in loc. cit. is a consequence of Henniart’s
result on the algebraicity of one-dimensional compatible systems, see [30] and
[33]). Any Hecke character of a totally real field with values in E is equal to a
power of the norm character times a finite order character e (which has values
in the group 〈ζd〉 of roots of unity contained in E), see [46], Chap. 0.3. The
compatible system associated to the norm character is the system (χℓ) of ℓ-adic
cyclotomic characters. Let (ǫλ) be the compatible system (ǫλ) associated to e.
By construction,
ǫλ(Frobp) = e( (p) )
whenever this expression is well defined (see [46]). Thus ǫλ takes values in the
finite group 〈ζd〉 and is thus (by Cebotarev density) a finite character ǫ which is
independent of λ. ✷
The determinant of a compatible system of E-rational Galois representations
is again a compatible system of E-rational Galois representations. Thus, by
Rem. 1.8.1, Prop. 5.4.5, and Prop. 5.4.6, one finds:
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5.4.7 Theorem. Let Eλ be the completion of a number field E at a finite prime
λ of E with char(λ) = ℓ. Let k be a totally real number field. Let F1, F2, F3
and G be irreducible and non-trivial e´tale local systems on punctured affine lines
over k having finite monodromy. Let
V = ((F1 ∗ F2)⊗ G) ∗ F3 ∈ LSe´tEλ(S) .
Assume that the associated tuple TV generates an infinite and absolutely irre-
ducible subgroup of GL(Vs¯0), where s0 ∈ S(k). Let ρV : πgeo1 (S, s¯0) ⋊ Gk →
GL(Vs¯0) be the Galois representation associated to V. Then there exists a finite
character ǫ : Gk → E× and an integer m ∈ Z such that
det(ρV) = det(ρV |πgeo1 (S,s¯0))⊗ ǫ⊗ χ
m
ℓ .
6 Applications to the inverse Galois problem
6.1 Subgroups of linear groups. In this section we collect some facts on
linear groups which are needed in later applications.
Let V be a vector space. A subgroup G ≤ GL(V ) is called primitive if there
is no nontrivial direct sum decomposition V =
⊕
Vi which is preserved by the
elements of G. See [19], Section 6, for a proof of the following proposition which
is useful in assuring the primitivity of some groups occurring below:
6.1.1 Proposition. Let T = (T1, . . . , Tr) ∈ GLn(Fq)r, q = ps, be an absolutely
irreducible tuple (i.e., T1, . . . , Tr generate an absolutely irreducible subgroup of
GLn(Fq)) such that T1 · · ·Tr is a scalar and let m =
∑r
i=1 rk(Ti − 1). Let x ∈ N
be the maximal length of a Jordan block occurring in the Jordan decompositions
of T1, . . . , Tr which is not divisible by p and let V1 ⊕ · · · ⊕ Vl be a 〈T〉-invariant
decomposition of F nq . Let φ : 〈T〉 7→ Sl be the induced map. Then φ(Ti) = 1 for
rk(Ti − 1) < dim(V1) and
dim(V1) ≥ max{x, n −m/2 + 1/2(a + b)} ,
where
a =
∑
Ti semisimple, rk(Ti−1)<dim(V1)
rk(Ti − 1)
and
b =
∑
Ti unipotent
( ∑
Jordan blocks
length of Jordan blocks of Ti not divisible by p
)
.
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We call an element X ∈ GL(V ) a perspectivity (resp. biperspectivity) if X is
semisimple with rk(X − 1) = 1 (resp. rk(X − 1) = 2) or if X is unipotent with
rk(X−1) = 1 (resp. rk(X−1) = 2 and (X−1)2 = 0). A semisimple perspectivity
is called a homology, a unipotent perspectivity is called a transvection.
The following result of Wagner ([56]) will also be used:
6.1.2 Proposition. LetG be a primitive irreducible subgroup ofGLn(Fq), where
n > 2. If G contains a homology of order m > 2, then one of the following holds:
(a) SLn(Fq0) ≤ G ≤ Z(G) ·GLn(Fq0), Fq0 ≤ Fq and m | (q0 − 1).
(b) SUn(Fq0) ≤ G ≤ Z(G) ·GUn(Fq0), Fq20 ≤ Fq and m | (q0 + 1).
(c) SU3(2) ≤ G ≤ Z(G) ·GU3(2), m = 3, n = 3, p 6= 2 and 3 | (q − 1).
(d) SU4(2) ≤ G ≤ Z(G) ·GU4(2), m = 3, n = 4, p 6= 2 and 3 | (q − 1).
6.2 Galois realizations of cyclic and dihedral groups. In this section
we recall some known Galois realizations. They will form the building blocks for
new Galois realizations, using the middle convolution.
6.2.1 Proposition. (i) Let u := {x1, x2}, x1 6= x2, where x1, x2 ∈ P1(Q).
Then there exists an e´tale Galois cover f : F → P1Q \ u with Galois group
isomorphic to Z/2Z.
(ii) Let m ∈ N>2. Then there exist infinitely many elements v ∈ Oϕ(m)(Q)
such that there is an e´tale Galois cover f : F → A1Q \ v with Galois group
isomorphic to Z/mZ = 〈ρ〉 whose associated tuple is
gf = (ρ
m1 , . . . , ρmϕ(m) , 1)
(see Section 1.8 for the notion of gf ). Here mi ∈ Z/mZ× and ϕ denotes
Euler’s ϕ-function.
(iii) Letm ∈ N>2, let Z/mZ = 〈ρ〉, and let Z/2Z = 〈σ〉. Let Dm = Z/mZ⋊Z/2Z
denote the dihedral group of order 2m, where ρσ = ρ−1. Then there exists
an element
z = {x1, . . . , x2+ϕ(m)} ∈ O2+ϕ(m)(Q)
and an e´tale Galois cover f : F → A1Q \ z with Galois group isomorphic to
Dm such that
gf = (g1, g2, ρ
m1 , . . . , ρmϕ(m) , 1) ,
where g1, g2 are not contained in 〈ρ〉 and where mi ∈ Z/mZ×. Moreover,
x1 and x2 can be assumed to be Q-rational points.
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(iv) We use the notation of (iii). Let m be odd. For any r ≥ 2 + ϕ(m) and (if
r > 2+ϕ(m)) for any choice of elements x3+ϕ(m), . . . , xr ∈ A1(Q) such that
z′ := z ∪ {x3+ϕ(m), . . . , xr} ∈ Or(Q) ,
there exists an e´tale Galois cover f : F→ A1Q \z′ with Galois group isomor-
phic to D2m = 〈δ〉Dm (where δ is the central involution) such that
gf = (g1, g2, ρ
m1 , . . . , ρmϕ(m) , δ, . . . , δ) ∈ Dr+12m .
Proof: See [52], Chap. 7, or [40], Chap. I.5.1, for (i) and (ii). For claim (iii), note
that the dihedral group Dm is a factor group of the wreath product H = 〈ρ〉 ≀ 〈σ〉,
see [40], Prop. IV.2.3. Let v = {y1, . . . , yϕ(m)} be as in (ii) and let
U := {(x, y) ∈ C2 | y 6= −xyi − y2i , i = 1, . . . , ϕ(m), x2 6= 4y} .
The construction given in loc. cit., proof of Prop. IV.2.1 (using (ii)), shows that
there exists an e´tale Galois cover f˜ : X → U with Galois group isomorphic to
H which is defined over Q. By factoring out the kernel of the surjection H →
Dm, one sees that there exists a Galois cover f
′ : X ′ → U, with Galois group
isomorphic to Dm. Claim (iii) now follows from restricting the cover f
′ to a
suitable (punctured) line in U which is defined over Q. Claim (iv) follows from
(i) and (iii) by taking fibre products of covers. ✷
6.3 Special linear groups as Galois groups.
6.3.1 Theorem. Let ℓ be a prime, let q = ℓs (s ∈ N), and let n ∈ N. Assume
that
q ≡ 5 mod 8 and that n > 6 + 2ϕ(m) , where m := (q − 1)/4 .
Let
E := Q(ζm + ζ
−1
m , ζ4) ,
where ζi (i ∈ N) denotes a primitive i-th root of unity. Let λ be a prime of E
with char(λ) = ℓ and let Oλ be the valuation ring of the completion Eλ. Then
the special linear group SL2n+1(Oλ) occurs regularly as Galois group over Q(t).
Before giving the proof of the theorem let us mention the following corollary
which immediately follows from reduction modulo λ :
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6.3.2 Corollary. The special linear group SL2n+1(Fq) occurs regularly as Galois
group over Q(t) if
q ≡ 5 mod 8 and n > 6 + 2ϕ((q − 1)/4) .
✷
Proof of the theorem: First we consider the case where m ≥ 3 and n = 2r−4,
where r ≥ 2 + ϕ(m) : Let
f1 : F1 → A1Q \ u1, u1 = {x1, . . . , xr} ,
be a D2m-cover as in Prop. 6.2.1 (iv), where we assume that the points x1, x2
are Q-rational. Let χ1 : D2m →֒ GL2(Eλ) be an orthogonal embedding of D2m.
Thus
F1 := L(f1,χ1) ∈ LSe´tEλ(A1Q \ u1)
is an e´tale local system of rank two (compare to Section 1.8 for the notation of
L(f1,χ1)). The associated tuple is
TF1 = (A1, . . . , Ar+1) ∈ GL2(Eλ)r+1 ,
where A1, A2 are reflections, and A3, · · · , Ar+1 are diagonal matrices with eigen-
values
(ζm1m , ζ
−m1
m ), . . . , (ζ
mϕ(m)
m , ζ
−mϕ(m)
m ), (−1,−1), . . . , (−1,−1) ,
where ζm1=1m , . . . , ζ
mϕ(m)
m are the primitive powers of ζm (compare to our conven-
tion in Section 1.7 for the notion of an associated tuple).
Let f2 : F2 → A1Q \ u2, u2 := {0}, be a double cover as in Prop. 6.2.1 (i), let
χ2 : Z/2Z →֒ E×λ , and let
F2 := L(f2,χ2) ∈ LSe´tEλ(A1Q \ u2) .
Thus F2 is a Kummer sheaf with TF2 = (−1,−1).
The middle convolution F1∗F2 is an e´tale local system on A1Q\u1 (since u1∗u2 =
u1). By Prop. 4.3.1, the rank of F1 ∗ F2 is 2r − 4 and
TF1∗F2 = (B1, . . . , Br+1) ∈ GLr+12r−4 ,
where (by Lemma 3.4.1 and Rem. 1.7.4) the matrices B1, B2 are transvections,
the matrices B3, . . . , B2+ϕ(m) are biperspectivities with non-trivial eigenvalues
(−ζm1m ,−ζ−m1m ), . . . , (−ζ
mϕ(m)
m ,−ζmϕ(m)m ) (respectively),
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the matrices B3+ϕ(m), . . . , Br are unipotent biperspectivities, and where the last
matrix is equal to−1 by Lemma 3.4.2 (see Section 6.1, for the notion of a transvec-
tion and a (bi)perspectivity).
Let
G1 := L(g,ξ)|A1
Q
\u1 ∈ LSe´tEλ(A1Q \ u1)
be the restriction of the local system L(g,ξ), where g : G → A1Q \ {x1} is as in
Prop. 6.2.1 (i) and ξ : Z/2Z →֒ E×λ . Then the associated tuple of (F1 ∗ F2)⊗ G1
is
T(F1∗F2)⊗G1 = (−B1, B2, . . . , Br,−Br+1 = 1) .
Let f3 : F3 → A1Q\u3 be a Z/4Z-cover as in Prop. 6.2.1 (ii), where we have chosen
u3 such that u1 ∗ u3 is generic in the sense of Section 2.3. Let χ3 : Z/4Z →֒ E×λ
be an embedding and set F3 := L(f3,χ3) ∈ LSe´tEλ(A1Q \ u3). Thus
TF3 = (i,−i, 1), where i := ζ4 .
Then the middle convolution
V := ((F1 ∗ F2)⊗ G1) ∗ F3
is an e´tale local system on S = A1Q \u1 ∗u3. The rank of V is 4r− 7 = 2n+1 by
Prop. 4.3.1. Let TV = (C1, . . . , C2r+1). By Lemma 3.4.1,
C1 ∼ J(−ζ4, 2)⊕2r−4k=3 J(−ζ4, 1)⊕4r−72r−4 J(1, 1)
(where we use the notation introduced in Section 1.1), C2 is a homology of order
four, the elements C3, . . . , C2+ϕ(m) are semisimple biperspectivities with non-
trivial eigenvalues
(−iζm1m ,−iζ−m1m ), . . . , (−iζ
mϕ(m)
m ,−iζmϕ(m)m ) ,
the elements C3+ϕ(m), . . . , Cm are biperspectivities with non-trivial eigenvalues
(i, i), and the matrix Ci+r is the Galois conjugate of the matrix Ci (i = 1, . . . , r).
Especially, one sees that 〈C1, . . . , C2r〉 ≤ SL4r−7(Eλ)× 〈ζ4〉.
Choose a Q-rational point s0 of S = A
1
Q\u1∗u3. By Thm. 5.4.7 and Remark 4.3.7
(ii) (V is punctually pure of weight 2 by Prop. 4.3.5),
det(ρV) = det(ρV |πgeo1 (S,s¯0))⊗ χ
−(4r−7)
ℓ ⊗ ǫ ,
where ǫ : GQ → 〈ζ4〉 ⊆ E× and where GQ is embedded in
πe´t1 (S, s¯0) = π
geo
1 (S, s¯0)⋊GQ
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by the choice of s0. Thus
im(det(ρV(1))) ≤ 〈ζ4〉 ,
where V(1) stands for the Tate twist of V (see Def. 1.9.1). Let
ρ := ρV(1)⊗ δ : πgeo1 (S, s¯0)⋊GQ −→ GL4r−7(Eλ) ,
where δ = det(ρV(1))
−1. It follows that
(6.3.1) im(ρ) ≤ SL4r−7(Eλ).
Let H = im(ρ) and H¯ := im(ρ¯), where ρ¯ is the residual representation of ρ. Let
further Hgeo := im(ρgeo) and H¯geo := im(ρ¯geo). By Thm. 3.3.8 and Rem. 1.7.4,
H¯geo is absolutely irreducible. Using Prop. 6.1.1 it is easy to see that H¯geo is a
primitive subgroup of GL4r−7(Fq). Thus, by the existence of the homology C2,
the theorem of Wagner (Prop. 6.1.2), and the assumptions on m, one obtains
SL4r−7(Fq) ≤ H¯geo (where Fq denotes the residue field). By (6.3.1),
H¯geo = SL4r−7(Fq) .
Since Eλ is unramified over Qℓ, the residual map SL4r−7(Oλ) → SL4r−7(Fq) is
Frattini (see [57], Cor. A). Thus
Hgeo = SL4r−7(Oλ) = H ,
where the last equality follows from (6.3.1). The fundamental group πe´t1 (S, s¯0) is
a factor of GQ(t) and π
geo
1 (S, s¯0) coincides with the image of GQ¯(t) in π
e´t
1 (S, s¯0).
Thus the group SL4r−7(Oλ) occurs regularly as Galois group over Q(t). This
proves the claim in the case m ≥ 3 and n = 2r − 4.
The proof for m ≥ 3 and n = 2r−3 uses the following sheaves: Let r ≥ 4+ϕ(m).
Let
F1 := L(f1,χ1) ∈ LSe´tEλ(A1Q \ u1)
be defined as above, where we assume that the points xϕ(m)+3 and xϕ(m)+4 co-
incide with i,−i and that x1, x2 and xr are rational points. By a suitable tensor
operation, one obtains a local system F ′1 ∈ LSe´tEλ(A1Q \u1) whose associated tuple
is
TF ′1 = (A
′
1, . . . , A
′
r+1) ∈ GL2(Eλ)r+1 ,
where A′1, A
′
2 are reflections, and A
′
3, · · · , A′r+1 are diagonal matrices with eigen-
values
(6.3.2) (ζm1=1m , ζ
−m1
m ), . . . , (ζ
mϕ(m)
m , ζ
−mϕ(m)
m ),
(i, i), (−i,−i), (−1,−1), . . . , (−1,−1), (1, 1)) .
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Let F2 = L(f2,χ2) be the Kummer sheaf as above and let F ′3 := F2. Let G′ =
L(g′,ξ′), where g′ : G′ → A1Q \ {x1, xr} is the double cover ramified at x1 and xr
and ξ′ is the embedding of the Galois group into Eλ. Now continue as above,
using the sheaf
V = ((F ′1 ∗ F2)⊗ G′|A1
Q
\u1) ∗ F ′3
which has rank 4r − 5.
The case where m = 1 follows from the same arguments as above using the
dihedral group D3 instead of Dm. ✷
7 Galois realizations of PGL2(Fℓ) and a family of K3-
surfaces
In this section, we construct regular Galois extensions Lℓ/Q(t) with
Gal(Lℓ/Q(t)) ≃ PGL2(Fℓ), ℓ 6≡ ±1, 2 mod 8 ,
and determine the behaviour of the Galois groups under the specialization t 7→ 1.
7.1 Computation of specializations of convolutions. Let L/Q(t) be a
finite Galois extension with Galois group G. By specializing t to s0 ∈ Q, one
obtains a Galois extension L′/Q with Galois group isomorphic to a subgroup Gs0
of G.
It is the aim of this subsection to give a procedure for computing the Galois
groups of specializations of Galois extensions of Q(t) which are constructed via
the convolution.
Let
V = (· · · (((F1 ∗ F2)⊗ G1) ∗ F3)⊗ · · · ∗ Fn)⊗ Gn−1
be the iterated convolution of irreducible local systems with finite monodromy as
in Thm. 5.3.1. Assume that the underlying field k is the field of rational numbers.
Let
Π = pr
[1,n]
[n,n] ⊗ πn : U := F1 ⊗ · · · ⊗ Fn ⊗G1 ⊗ · · · ⊗Gn−1
−→ S = A1Q \ u1 ∗ · · · ∗ un
be the associated affine morphism over S (see Section 5.2).
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Now assume that L ⊆ Q(t) is the fixed field of the kernel of the residual repre-
sentation
ρ¯V : π
e´t
1 (S, s¯0) −→ GL(V s¯0) .
In order to determine the specialization Gs¯0 of G = Gal(L/Q(t)), one can proceed
as follows:
• As in Section 5.3, compute an equivariant normal crossings compactification
X˜s¯0 of the fibre Us¯0 .
• Compute the cohomology Hn−1(X˜s¯0 , Eλ) and determine Vs¯0 as a subfactor
of Hn−1(X˜s¯0 , Eλ) using the projector P∆n (compare to Cor. 5.3.4).
• Using this description of Vs¯0 as a subfactor of Hn−1(X˜s¯0 , Eλ) and using the
number of Fp-rational points of X˜s¯0 ⊗ F¯p, compute the trace of
Frobp ∈ GQ ≤ πe´t1 (S, s¯0) = πgeo1 (S, s¯0)⋊GQ
on Vs¯0 for sufficiently many primes p where X˜s¯0 has good reduction.
• Determine the Hodge numbers of (the de Rham version of) Vs¯0 . Using
these Hodge numbers and the results of Section 7.5 below on crystalline
representations, compute the action of the tame inertia group
Itℓ ≤ GQ ≤ πe´t1 (S, s¯0)
on Vs¯0 .
• Then use this information and group theory in order to determine the image
of ρ¯V |GQ . One then has
Gs¯0 = im(ρ¯V |GQ) .
7.1.1 Remark. (i) The above procedure equally works in the case of Tate
twists.
(ii) The above procedure is illustrated in the next sections in the case of a
Tate twist of a rank three orthogonal local system which arises from the
convolution of three rank one systems.
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7.2 The underlying local systems and Galois extensions. In this sec-
tion, we derive regular Galois extensions of Q(z) whose Galois groups are projec-
tive linear groups. This is done via the calculus of convolution of local systems.
The specializations of these Galois extensions are considered in Section 7.6.
Let
f : F −→ A1Q \ u, where u = {±1} ,
be a Galois cover with Galois group G = Z/2Z = 〈σ〉 and associated tuple
gf := (σ, σ, 1), see Section 1.8 and Prop. 6.2.1. Let χ : G →֒ Qℓ and let
L := L(f,χ) ∈ LSe´tQℓ(A1Q \ {±1})
(see Section 1.8 for the notation L(f,χ)).
Let
L−1 = L(f ′,χ) ∈ LSe´tQℓ(A1Q \ {0})
be the Kummer sheaf with TL−1 = (−1,−1), see Section 2.3 (i.e., f ′ : F′ →
A1Q \ u′, u′ = {0}, is the double cover with associated tuple (σ, σ)).
Let
V := (L ∗ L) ∗ L−1 ∈ LSe´tQℓ(S) ,
where
S := A1Q,z \ u ∗ u ∗ u′ = A1Q,z \ {0,±2} .
Using the Convolution Program [13] one verifies that L ∗ L is a 2-dimensional
symplectic e´tale local system of Qℓ-modules on A
1
Q \ {±1, 0}, whose associated
tuple TL∗L is  −3 −8
2 5
 ,
 1 −4
0 1
 ,
 1 0
2 1
 ,
 −3 −4
4 5
 .
Thus, for ℓ 6= 2, the residual representation ρ¯L∗L is absolutely irreducible.
Thus V is an irreducible (by Rem. 3.3.7 and [19], Cor. 3.6, or by Thm. 3.3.8)
3-dimensional e´tale local system of Qℓ-modules on A
1
Q \ {±2, 0}. Moreover, the
associated tuple is TV = (M1, . . . ,M4), where
M1 =

−1 −4 4
0 1 0
0 0 1
 , M2 :=

1 0 0
−2 −1 2
0 0 1
 ,
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M3 :=

1 0 0
0 1 0
4 4 −1
 , M4 :=

−1 −4 4
2 7 −6
4 12 −9
 .
Set
ρℓ := ρV : π
e´t
1 (S, 1¯) = π
geo
1 (S, 1¯)⋊GQ −→ GL3(Qℓ) .
By Propositions 4.3.6 and 3.1.5, one obtains a bilinear pairing
V ⊗ V −→ Qℓ(−2)
such that the image of the restriction of ρℓ to π
geo
1 (S) is contained in the general
orthogonal group O3(Qℓ). Taking Tate twists, one obtains an orthogonal pairing
(7.2.1) V(1)⊗ V(1) −→ Qℓ .
Thus the whole image of ρℓ(1) = ρℓ ⊗ χℓ is contained in the orthogonal group
O3(Qℓ), compare to Rem. 4.3.7. Let V¯ and V¯(1) denote the local system of
Fℓ-modules corresponding to the residual representation ρ¯ℓ and its Tate twist
ρ¯ℓ(1) = ρ¯ℓ ⊗ χ¯ℓ, respectively.
7.2.1 Proposition. Let ℓ 6≡ ±1 mod 8 be an odd prime. Then
〈M¯1, . . . , M¯4〉 = O3(Fℓ) ,
where
(M¯1, . . . , M¯4) = TV¯ = TV¯(1)
is the reduction modulo ℓ of the tuple (M1, . . . ,M4) above.
Proof: The monodromy tuple (M¯1, . . . , M¯4) consists of three reflections M¯1, M¯2
and M¯3 which generate an irreducible subgroup and whose product is the negative
of a unipotent element of unipotent rank two. Thus the commutator subgroup
SO3(Fℓ)
′ of SO3(Fℓ) is contained in 〈M¯1, . . . , M¯4〉. Moreover, it can be checked
that the matrix M1M2 has eigenvalues
(α1, α2, α3) = (3 + 2
√
2, 3− 2
√
2, 1) .
Thus, by reducing the coefficients modulo ℓ, one sees that M¯1M¯2 is an element
in the torus T of SO3(Fℓ) of order ℓ + 1 if 2 is not a square modulo ℓ (which
is equivalent to ℓ 6≡ ±1 mod 8). The element 3 + 2√2 is the square of 1 +√2.
Moreover,
(1 +
√
2)(1−
√
2) = −1 .
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Thus, by an argument using the norm, the element M¯1M¯2 is not the square of an
element of T . Since the spinor norm SO3(Fℓ)→ {±1} restricted to T is surjective
and has value −1 at M¯ ∈ T if and only if M¯ is a square in T, it follows that
SO3(Fℓ) is contained in 〈M¯1, . . . , M¯4〉 (the commutator subgroup SO3(Fℓ)′ is the
kernel of the spinor norm). Thus 〈M¯1, . . . , M¯4〉 = O3(Fℓ). ✷
The last result yields a new proof of the following classical result (compare to
[42], Folgerung 2, p. 181):
7.2.2 Corollary. For any ℓ 6≡ ±1, 2 mod 8, there exists a regular Galois exten-
sion Lℓ/Q(z) with Gal(Lℓ/Q(z)) ≃ PGL2(Fℓ).
Proof: By Prop. 7.2.1 and Equation (7.2.1), for any ℓ 6≡ ±1, 2 mod 8, there
is a surjective Galois representation ρ¯ℓ(1) : π
e´t
1 (S, 1¯) → O3(Fℓ). Since we are in
dimension 3,
im ( ρ¯ℓ(1) ⊗ det(ρ¯ℓ(1)) ) = SO3(Fℓ) .
Let µℓ : GQ(z) → SO3(Fℓ) be the composition of the canonical surjection GQ(z) →
πe´t1 (S, 1¯) with ρ¯ℓ(1) ⊗ det(ρ¯ℓ(1)). It follows that the subfield Lℓ of Q(z) fixed by
the kernel of µℓ is a Galois extension with Galois group isomorphic to SO3(Fℓ) ≃
PGL2(Fℓ) which is regular since the image of π
geo
1 (S) coincides with SO3(Fℓ). ✷
7.3 The underlying K3-surface. By Section 5.2, the local system V is a
subfactor of R2Π∗(Ql), where Π : U −→ S is a smooth affine morphism of rela-
tive dimension two. It is the aim of this section to determine Π and to compute
a normal crossings compactification of the fibre U1 of U over the point 1 ∈ S(Q).
By adapting the notation of Section 5 (using x, y, z instead of x1, x2, x3 and using
the local systems F,F,F′ of Section 7.2 instead of F1,F2,F3), let
O[1,3] := {(x, y, z) | x, y − x 6= ±1; y, z 6= 0,±2; z − y 6= 0} ,
let
pr = pr
[1,3]
[3,3] : O[1,3] −→ S
be the third projection, and let
U := {(x, y, w, z) ∈ A1Q ×O[1,3] | w2 = (x2 − 1)((y − x)2 − 1)(z − y) } .
The map
π3 : U −→ O[1,3] , (x, y, w, z) 7−→ (x, y, z)
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is an e´tale Galois cover with Galois group G = 〈σ〉 ≃ Z/2Z. Thus U is nothing
else than the variety F ⊗ F ⊗ F′ in the sense of Section 5.2 and pr ◦ π3 : U → S
coincides with the map Π.
Let U1 denote the fibre of U over 1 ∈ S(Q). Clearly, the fibre U1 embeds into a
(singular) double cover τ : X1 → P2[x,y,v] with ramification locus
B := B1 ∪ . . . ∪B6 ,
where
B1 = {[x, y, v] ∈ P2 | v = 0} ,
B2 = {[x, y, v] ∈ P2 | x = −v} ,
B3 = {[x, y, v] ∈ P2 | x = v} ,
B4 = {[x, y, v] ∈ P2 | y = v} ,
B5 = {[x, y, v] ∈ P2 | y = x+ v} ,
B6 = {[x, y, v] ∈ P2 | y = x− v} .
The singular locus of B is the union of the 11 points
L1 = [1, 0, 0] , L2 = [0, 1, 0] , L3 = [1, 1, 0] , L4 = [1, 2, 1] ,
L5 = [−1, 0, 1] , L6 = [1, 0, 1] , L7 = [−2,−1, 1] , L8 = [−1, 1, 1] ,
L9 = [1, 1, 1] , L10 = [1, 2, 1] , L11 = [1, 0, 1] .
The following resolution process of the singularities of X1 is the canonical reso-
lution of X1 in the sense of [3], Chap. III.7:
Let γ : P2
′ → P2 be the blow up of P2 at L1, L2, . . . , L11. Let τ ′ : X′ → P2′ be the
pullback of the cover τ along γ. Then τ ′ is ramified over the exceptional divisors
E2, E3 over L2 and L3 (resp.) and over the strict transform B
′ of B. The union
B′ ∪ E2 ∪ E3 is a normal crossings divisor N, whose singular locus is where the
strict transform of the lines B1, B2, B3 meets E2 and where the strict transform
of the lines B1, B5, B6 meet E3. Blowing up P
2′ at these intersections, one obtains
a map τ ′′ : P˜2 → P2′. Let B˜ be the strict transform of B˜ := B′ ∪E2 ∪E3 and let
τ˜ : X˜1 → P˜2 be the pullback of τ ′ along τ ′′. By construction, τ˜ is a double cover
which has no singularities since the ramification locus B˜ of the covering X˜1 → P˜2
has no singularities.
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7.3.1 Proposition. (i) Let σ : X˜1 → X1 be the natural map. The variety X˜1
is a G-equivariant normal crossings desingularization of X1 and X˜1 \σ−1(U)
is a normal crossings divisor.
(ii) The variety X˜1¯ is a K3-surface of Picard number ≥ 19 (see Section 5.4 for
the definition of the Picard number).
Proof: The claim (i) immediately follows from the above construction of σ.
For (ii), note that all the occurring singularities of B are simple in the sense of
[3]. Thus, by inserting the degree 6 of B into the formulas on p. 183 of loc. cit.,
one sees that the minimal resolution of X1¯ is a K3-surface. By construction,
the variety X˜1¯ is the canonical (hence minimal, since all singularities are simple)
resolution of the double cover X1¯ → P2, compare to [3], Chap. III.7. Hence X˜1¯ is
a K3-surface.
To prove the claim on the Picard number of X˜1¯, one considers the following
divisors on X˜1¯ : The canonical resolution process yields 9 copies of P
1 P1, . . . , P9
over the double points of B and 2 · 4 copies of P1 P10, . . . , P13, resp. P14, . . . , P17,
over the two triple points of B. Let P18, P19 be the two copies of P
1 over the line
y = 0. The intersection matrix I of P1, . . . , P19 is the following matrix (up to a
suitable ordering of P1, . . . , P9 and of P10, . . . , P17):

−2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −2 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −2 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 −2 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 −2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −2 1 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 −2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 −2 0 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −2 x
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x −2

(here, x denotes the intersection number of P18 and P19). The last claim can
be seen using the following arguments: By [3], Chap. III.7 (Table 1), the di-
visors P1, . . . , P17 are curves with self intersection number −2. The intersection
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behaviour of P10, . . . , P13 and of P14, . . . , P17 can also be read off from loc. cit.,
Table 1. Up to an ordering, we can assume that the intersection of P18, resp.
P19, with P1, P2, P3 is equal to one and zero for Pi, i = 4, . . . , 17. The pencil of
lines through [1 : 0 : 0] gives rise to an elliptic fibration ǫ : X˜1¯ → P1y,v. Zariski’s
lemma (see [3], Lemma III.8.1) applied to ǫ shows that the self-intersection of P18
and P19 is < 0. Thus, by loc. cit., Prop. VIII.3.6, P
2
i = −2, i = 18, 19. Zariski’s
lemma also implies that the intersection number x of P18 and P19 is 0, 1 or 2
(compare to loc. cit., Chap. V.7). The determinant of the intersection matrix I
is
8192x2 + 24576x + 16384 ,
thus I is invertible. Consequently, the divisors P1, . . . , P19 span a submodule of
the Neron-Severi group of rank 19. ✷
Consider the Neron-Severi group
NS(X˜1¯)ℓ := NS(X˜1¯)⊗Qℓ ≤ H2(X˜1¯,Qℓ(1)) .
The restriction of the Poincare´ pairing on H2(X˜1¯,Qℓ(1)) to NS(X˜1¯)ℓ coincides
with the intersection pairing and is known to be non-degenerate, see Rem. 5.4.3.
Since the Poincare´ pairing on H2(X˜1¯,Qℓ(1)) is compatible with the action of GQ,
the orthogonal complement NS(X˜1¯)
⊥
ℓ (of NS(X˜1¯)ℓ in H
2(X˜1¯,Qℓ(1))) can be seen
as a GQ-module in a natural way.
Since X˜1¯ is a K3-surface, the dimension of H
2(X˜1¯,Qℓ(1)) is equal to 22. It follows
that the dimension of NS(X˜1¯)
⊥
ℓ is smaller or equal to 3.
7.3.2 Theorem. There exists an isomorphism of GQ-modules:
NS(X˜1¯)
⊥
ℓ ≃ V1¯(1) ⇐⇒ NS(X˜1¯)⊥ℓ (−1) ≃ V1¯ .
Proof: Let
P = Pχ⊗χ⊗χ′ = 1/2(1 − σ) ∈ End(X˜1¯)⊗Q ,
where σ is as in the last section. Then P annihilates a subspace of NS(X˜1¯)ℓ (and
of NS(X˜1¯)ℓ(−1)) of dimension 18 (spanned by the divisors P1, . . . , P17, P18 + P19
which are as in the proof of Prop. 7.3.1). By Thm. 5.2.2 and by Thm. 5.3.1,
V1¯(1) is fixed by the projector P. Since V1¯ ≤ H2(X1¯,Qℓ) is (as πgeo1 (S, 1¯)-module)
irreducible of rank three, it has to coincide with the complement of the Neron-
Severi group (compare to the proof of Cor. 5.4.5). ✷
7.3.3 Remark. (i) The proof of the last theorem and Prop. 7.3.1 imply that
the Picard number of X˜1¯ is equal to 19.
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(ii) Using exactly the same arguments as above, one can show that X˜1¯ is con-
tained in a family X˜/S of K3-surfaces of Picard number 19.
7.4 Computation of Frobenius elements.
7.4.1 Proposition. Let n ∈ N>0, let p > 3 be a prime, and let q = pn. Let
N(q) := #{(w, x, y) ∈ F 3q | w2 = (x2 − 1)((y − x)2 − 1)(y − 1)}
and let
ρℓ = ρV : π
e´t
1 (S, 1¯) −→ GL(V1¯) ≃ GL3(Qℓ) ,
where V is as in Section 7.2. Let Frobp be a Frobenius element in GQ which is
viewed as an element in
πe´t1 (S, 1¯) = π
geo
1 (S, 1¯)⋊GQ ,
and let Frobq = Frob
n
p . If ℓ 6= p, then the Galois representation ρℓ|GQ is unramified
at p and the trace of ρℓ(Frobq) is given as follows:
trace(ρℓ(Frobq)) = N(q) + q − q2 −
(
1 +
(−1
q
) )
· q ,
where
(
·
·
)
denotes the Legendre symbol.
Proof: Let B be the ramification divisor of the (singular) double cover X1 → P2.
Since p > 3, the reduction modulo p of B consists of 6 reduced irreducible compo-
nents which intersect at 11 different points. It follows that the desingularization
process given in Section 7.3 is equally valid in characteristic p and that X˜1 has
good reduction at p (where X˜1 is denotes the desingularization of X1 as in Sec-
tion 7.3). Consequently, the Galois representation ρℓ|GQ is unramified at p. The
desingularization process also yields divisors
P¯i ⊆ X˜1 ⊗ F¯q, i = 1, . . . , 19 ,
which coincide with the reduction of the divisors Pi which occur in the proof of
Prop. 7.3.1.
Let N˜(q) be the number of Fq-rational points of X˜1⊗Fq. The base change theorem
and the Lefschetz trace formula imply that
N˜(q) = 1 + q2 + trace
(
Frobq|NS(X˜1¯)ℓ(−1)
)
+ trace(ρℓ (Frobq))
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(compare to Thm. 7.3.2). The divisors P¯1, . . . , P¯17 are defined over Fq and so
each one contributes a summand q to the trace of Frobq on
NS(X˜1¯)ℓ(−1) ≤ H2(X˜1¯,Qℓ) = NS(X˜1¯)ℓ(−1)⊕ V1¯.
The divisors P¯18, P¯19 are defined over Fq if and only if the Legendre symbol(−1
q
)
is equal to one. Thus they contribute(
1 +
(−1
q
))
q
to the trace of Frobq on NS(X˜1¯)ℓ(−1) and one finds
trace(ρℓ(Frobq)) = N˜(q)− 1− q2 − 17q −
(
1 +
(−1
q
))
q .
Each double (resp. each triple) point of the divisor B ⊗ F¯q is defined over Fq. So
the contribution of the exceptional lines of the blow ups of the double points to
the number of Fq-rational points of X˜1 ⊗ F¯q sums up to 9(q + 1). The blow ups
of the two triple points yield each 4 copies of P1 which are defined over Fq and
where three of the copies of P1 intersect the remaining one at different rational
points. Thus the two triple points contribute 8(q + 1) − 6 to the number of Fq-
rational points of X˜1 ⊗ F¯q. The line at infinity away from the singularities is in
the ramification locus and contributes q − 2 points. Consequently,
N˜(q) = N(q)− 8 + (q − 2) + 17(q + 1)− 6
= N(q) + 1 + 18q .
Adding everything yields the claim. ✷
7.4.2 Corollary. The eigenvalues of the Frobenius elements
ρℓ(1)(Frobp), for ℓ 6= p and 3 < p ≤ 29 ,
are
αp, α
−1
p ,
(
3
p
)
,
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where αp is as follows:
α5 =
1
5
(1 +
√−24) , α7 = 1
7
(5 +
√−24) , α11 = 1
11
(−7 +√−72) ,
α13 =
1
13
(−11 +√−48) , α17 = 1 , α19 = 1
19
(1 +
√−360) ,
α23 =
1
23
(−7 +√−480) , α29 = 1
29
(−4 +√−216) .
Proof: Using Magma [39], one checks that
N(5) N(7) N(11) N(13) N(17) N(19) N(23) N(29)
27 45 107 173 323 325 515 891
.
By Prop. 7.4.1, the traces tp := trace (ρℓ(Frobp)) , 3 < p ≤ 29, are
t5 t7 t11 t13 t17 t19 t23 t29
−3 3 −3 −9 17 −17 9 21
.
Similarly, the traces tp2 := trace
(
ρℓ(Frob
2
p)
)
, 3 < p ≤ 29, are
t52 t72 t112 t132 t172 t192 t232 t292
−21 51 75 315 867 −357 −333 1659
.
Since, by Poincare´ duality (see Prop. 4.3.6), the image of ρℓ(1) is contained in the
orthogonal group, the eigenvalues of ρℓ(1)(Frobp) are of the form (αp,±1, α−1p ).
The claim now follows from solving the trace equation
αp + α
−1
p ± 1 =
tp
p
.
Here, the sign ±1 coincides with the Legendre symbol
(
3
p
)
which can be verified
by checking the correctness of the equation
α2p + α
−2
p + 1 =
tp2
p2
.
✷
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7.5 Crystalline representations and some consequences of p-adic Hodge
theory. In this section, we collect some results of S. Wortmann [58] on crys-
talline representations and give a useful result on the image of the tame inertia
under ρℓ(1).
Using the notation of Section 1.5. Let k be a number field, let ν ∈ Pf(k), char(ν) =
ℓ, and let L = kν . Let I = Iν , let R = Rν , and let I
t = Itν . Let m ∈ N > 0 be
prime to ℓ. This implies that the group of m-th roots of unity
µm := {ξ ∈ Lnr | ξm = 1}
is isomorphic to its image in F¯ν , where L
nr is the maximal unramified extension
of L. For any choice of a uniformizer π of Lnr, the extension Lm := L
nr(π1/m) is
a totally ramified extension of degree m. Take σ ∈ Gal(Lm/Lnr) and set
Ψm : Gal(Lm/L
nr)→ µm, Ψm(σ)π1/m = σ(π1/m) .
A character It → F×ℓn is called a fundamental character of level n if it is equivalent
to Ψℓ
k
ℓn−1 for some 1 ≤ k ≤ n.
Let V be a finite dimensional vector space over L, let ρ : Gk → GL(V ) be a
Galois representation, and let ρ : Gk → GL(V ) be the residual representation
of ρ. Denote by Dcris the functor that associates to V the filtered Dieudonne´
-module Dcris(V ), compare to 3.1 in [58]. Let {d1, . . . , ds} be the set of indices
where the filtration of Dcris(V ) jumps and denote by αi the multiplicity of di,
i.e., the dimension of the associated quotient. Then there is the following result,
see Prop. 3 in [58]:
7.5.1 Proposition. Assume that L is absolutely unramified. If V is crystalline
and if the length of the filtration of Dcris(V ) is < ℓ, then the following holds:
(i) The semi-simplification of the I-module V is well-defined and the action of
I factors through the tame quotient It.
(ii) For a simple subquotient W of the I-module V of dimension h(W ) there is
an isomorphism EndFℓ(W )
∼= Fℓh(W ) . Fixing an isomorphism gives W the
structure of a one-dimensional Fℓh(W )- vector space on which I
t acts via
multiplication with
Ψ
i0+···+ih(W )ℓ
h(W )−1
ℓh(W )−1
,
where the indices −ij run through {d1, . . . , ds} such that each component
of (d1, . . . , ds) (counted with multiplicities) appears as some index −ij for
some subquotient.
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7.5.2 Proposition. Let ℓ > 3 be a prime of Q and let
ρℓ : π
e´t
1 (S, 1¯) −→ GL(V1¯) ≃ GL3(Qℓ) ,
be as in Section 7.2. Let Itℓ ≤ GQ denote the tame inertia subgroup at ℓ, where
we view GQ as a subgroup of π
e´t
1 (S, 1¯) via the splitting π
e´t
1 (S, 1¯) = π
geo
1 (S, 1¯) ⋊
GQ. Then there are the following possibilities for the action of the tame inertia
ρ¯ℓ(1)|It
ℓ
:
(Ψ−1ℓ−1,Ψ
0
ℓ−1,Ψ
1
ℓ−1) or (Ψ
0
ℓ−1,Ψ
1−l
ℓ2−1
) .
Proof: Since X˜1¯ is a K3-surface with Picard number 19, it follows from [58],
Prop. 45, that the conditions of Prop. 7.5.1 are satisfied for k = Q and for
V = V1¯ = NS(X˜1¯)ℓ(−1)⊥
with (d1, d2, d3) = (0, 1, 2) and (α1, α2, α3) = (1, 1, 1). The claim now follows
from listing all possibilities and from the observation that twisting with χℓ raises
the occurring exponents by one (also using that the image of ρ¯ℓ(1) is contained
in the orthogonal group). ✷
7.6 Computation of the specialization z 7→ 1.
7.6.1 Theorem. Let ℓ 6≡ ±1 mod 8 be an odd prime. Let Lℓ/Q(z) be the
regular Galois extension with
Gal(Lℓ/Q(z)) = SO3(Fℓ) ≃ PGL2(Fℓ)
as in Cor. 7.2.2. Let L′ℓ/Q denote the specialization of Lℓ/Q(z) under z 7→ 1.
Then the following holds:
(i) If, in addition, ℓ ≥ 11 and (−3ℓ ) = −1 , then the Galois group Gal(Lℓ/Q(z))
is preserved under specialization z 7→ 1, i.e.,
Gal(L′ℓ/Q) ≃ PGL2(Fℓ)
(where
(
·
·
)
denotes the Legendre symbol).
(ii) For almost all ℓ 6≡ ±1, 2 mod 8, the Galois group Gal(Lℓ/Q(z)) is preserved
under specialization z 7→ 1.
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Proof: Let Hℓ be the image of GQ under the Galois representation
δℓ := ρ¯ℓ(1) ⊗ det(ρ¯ℓ(1)) : π1(S, 1¯) −→ SO3(Fℓ)
which occurs in the proof of Cor. 7.2.2 (where GQ is viewed as a subgroup of
πe´t1 (S, 1¯) = π
geo
1 (S, 1¯) ⋊ GQ). We have to show that Hℓ = SO3(Fℓ) ≃ PGL2(Fℓ).
By replacing δℓ by its semisimplification if necessary, we may assume that the
following possibilities can occur for Hℓ :
Z/nZ, Dn, A4, S4, A5, [SO3(Fℓ),SO3(Fℓ)] ≃ PSL2(Fℓ), SO3(Fℓ) ≃ PGL2(Fℓ) ,
where Dn denotes the dihedral group of order 2n and n divides ℓ− 1 or ℓ+ 1. If
ℓ > 3, Prop. 7.5.2 implies that Hℓ contains a maximal torus Tℓ, where Tℓ denotes
the image of the tame inertia.
Assume first that ℓ = 11. Then the Frobenius element
F5 := δℓ(Frob5) = −ρ¯ℓ(1)(Frob5)
has order 5 and the Frobenius element
F13 := δℓ(Frob13) = ρ¯ℓ(1)(Frob13)
has order 4. Since the elements F5 and F13 are contained in maximal tori of
different orders 10 and 12, they cannot commute. It follows that Hℓ is neither
a cyclic nor a dihedral group. The presence of the maximal torus Tℓ excludes
the groups A4, S4, A5, because they do not contain elements of order ≥ 6. Thus
Hℓ contains the commutator subgroup of SO3(Fℓ). Then the presence of a max-
imal torus implies that Hℓ = SO3(Fℓ) (using the spinor norm as in the proof of
Prop. 7.2.1).
By compatibility, the same arguments generalize to the case where ℓ ≥ 11 and(
−3
ℓ
)
= −1 . This proves claim (i).
To prove claim (ii), one notes that by (i), the compatible system (ρℓ|GQ)ℓ is not
potentially induced by Hecke characters. This means that the restriction (ρsℓ|Gk)ℓ,
where k is any number field, is not induced by the sum of Hecke characters. By
[58], Prop. 45, the ℓ-adic orthogonal complements of the Neron-Severi group of a
K3-surface of Picard number 19 form a rank three orthogonal compatible system
for which Thm. B. of loc. cit. holds. This results states that if the system is not
potentially induced by Hecke characters, then its image contains the commutator
subgroup of SO3(Fℓ) for almost all ℓ. Thus Hℓ contains the commutator subgroup
of SO3(Fℓ) for almost all ℓ. Again, the presence of the maximal torus Tℓ implies
that Hℓ = SO3(Fℓ). ✷
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7.6.2 Remark. (i) Using other Frobenius elements (not only F5 and F13) it
is easy to generalize Thm. 7.6.1 (i) to a larger set of primes. Also, the
same arguments can be used to investigate the specializations of the (non-
regular) Galois extensions which appear at the primes ℓ = ±1 mod 8 via
ρℓ(1)⊗ det(ρℓ(1)).
(ii) Using more or less the same arguments, one can determine the specializa-
tions of Gal(Lℓ/Q(z)) at other rational numbers s0 ∈ Q \ {0,±2}.
(iii) Claim (ii) of Thm. 7.6.1 can be made effective once a semi-stable alteration
of X1 ⊗K, where K is an explicitly given number field, is known (compare
to [9]). The determination of such an alteration seems to be an interesting
computational challenge.
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