Sorting, a classical combinatorial process, forms the bedrock of numerous algorithms with varied applications. A related problem involves efficiently finding the corresponding ranks of all the elements -catering to rank queries, data partitioning and allocation, etc. Although, the element ranks can be subsequently obtained by initially sorting the elements, such procedures involve O(n log n) computations and might not be suitable with large input sizes for hard real-time systems or for applications with data re-ordering constraints.
input list) involves subsequent searching of each of the elements in the sorted order for their positions (i.e., ranks). For example, in our previous example, for obtaining the rank of e 1 = 7 (∈ σ) requires the searching of e 1 in the sorted list {1, 2, 4, 5, 7}. This involves additional O(log n) computations for each element, using binary search procedure. Hence, the total complexity for obtaining the rank list is bounded by O(n log n).
Certain scenarios might restrict the modification of the original order of elements, and hence re-ordering of elements for in-place sort may be infeasible (e.g., re-ordering of jobs and data allocated to servers might be forbidden or have significant network communication overheads). However, an additional O(n) space to create a copy of the data for sorting is acceptable in most cases, as the generation of the rank list would also require O(n) extra space.
The quickselect [15] algorithm working on the divide-and-conquer principle provides the state-of-the-art O(n) approach to obtain the item with rank r from an unsorted list. However, finding the ranks of all elements degenerates its performance to quadratic complexity, i.e., O(n 2 ), for finding the ranks of all items, i.e., ∀r ∈ [1, n] .
To alleviate such problems, the augmented order-statistics tree [5] was proposed to efficiently store and index the input elements in a tree-based structure by storing extra statistics at each node of the tree (e.g., number of descendants in the left subtree, etc.). Subsequent querying for the item having rank r can then be performed in O(h), where h represents the height of the tree structure. The use of height-balanced tree data structures like red-black tree [10] or AVL tree [1] provides an upper bound of O(log n) for h and and for finding the item with rank r. Thus, the construction and representation of input elements using an order-statistics tree and rank computation for all the elements (i.e., rank list) therein can be performed in O(n log n) time. However, such approaches suffer from involved tree rotational procedures for height balancing and also incur huge space requirements due to extra information and pointer storage within the nodes of the data structure.
Hence, we observe that state-of-the-art computation of the ranks of all input elements can be performed in O(n log n).
Contribution:
In this paper, we propose the SON IK algorithm for the all-item ranking problem, i.e., finding the rank list for an input list of integer elements in their input appearance order, in O(nk) time, where n is the number of input elements and k denotes the number of bits required to represent the elements. Considering, k to be constant (in the order of a few tens, since 32/64 bits are sufficient to encode huge numbers) we obtain a linear time algorithm, and show that the space requirement is also linear in n.
SON IK employs bit comparison operations (similar to the working principle of LSB radix-sort [13] ) to provide an efficient and practical approach for real-time scenarios, and also an anytime algorithm [12] obtaining the partial ranks of elements based on the i leastsignificant bits after i iterations. We also show that no re-ordering of elements or dependence on other sorting approaches (as in radix-sort) is required by our approach leading to in-situ generation of the element ranks. Further, the generated ranks of the elements provide an inherent sorting of the input list in linear time.
Outline: The remainder of the paper is organized as follows: Section 2 describes the detailed working of the proposed SON IK algorithm. Section 3 discusses a few implementational optimizations along with avenues for generalization to handle different input scenarios and enforce sorting properties such as stability. Finally, Section 4 concludes the paper, followed by literary references in this problem domain.
2

SONIK Algorithm
In this section, we discuss the detailed working principle of our proposed SONIK algorithm. Without loss of generality, we assume the input list of elements, σ, to consist of non-negative integers without the presence of any duplicates, and that the item ranks are to be computed based on the non-decreasing sorted order of σ. Generalizations for handling other input characteristics and scenarios will be later presented in Section 3. As a running example, consider σ = {7, 2, 1, 5, 4} to be the input list and ρ = {r 1 , · · · , r 5 } as the final element rank list to be computed, where r i represents the rank of element e i ∈ σ. Further, let k be the number of bits required to encode the elements in σ; hence k = 3 for our above example.
The rank list, ρ is at first initialized to 1 and SON IK operates on the bit representations of the input elements, with processing proceeding from the least-significant bit (LSB) to the most-significant bit (MSB), i.e., from the rightmost to the leftmost bit. Thus, bit encoding of the input items, σ bit = {111, 010, 001, 101, 100} and initial ρ = {1, 1, 1, 1, 1} forms the starting configuration for our algorithm. Starting from the LSB, SON IK iterates over the k bits of the input elements, and at each iteration performs two major computational phases -(1) Rank Updation and (2) For our example, during the first iteration (i.e., considering only the least significant bits) elements {7, 1, 5} ∈ σ have the rightmost bit set to 1 (from σ bit ) and hence their corresponding ranks are used to obtain list L 
L 0 List Processing
Initially, the ranks of the elements corresponding to the list L 
Thus, the updated element ranks are obtained by,
The pseudo-code for the rank updation phase is presented in Algorithm 1, while Figure 1 provides a pictorial description of the rank re-assignment strategy under different scenarios. The updated ranks of the elements corresponding to L i 0 are then provided as input to the rank consolidation phase, wherein the ranks are consolidated to represent contiguous positions. Rank Consolidation Phase: Given the updated element ranks as obtained above, consolidation stage simply processed the ranks and to make them contiguous, so as to eliminate "holes" in the element rankings obtained. For example, an input rank list τ = {1, 2, 4, 6} is consolidated to τ = {1, 2, 3, 4}. We now make the following observation to enable the efficient performance of the consolidation phase for the SON IK algorithm. Since the ranks of all the candidate items (in L i 0 ) are reduced by a common factor, the rank update parameter, during consolidation, the original ordering among these elements are inherently preserved. Further, since the re-assigned ranks are greater than π i m , and element ranks less than π i m are not modified, the sorted property is preserved for the updated rank list (as the original rank list ρ was initially sorted).
We now show that with the use of an extra storage space and two array position pointers, the rank consolidation phase can be performed in linear time in the input rank list size. An additional array E of size 2 * n (described later in Observation 3) is created, and each element t i ∈ τ is mapped to the array position E[t i ]. The array position pointer, p 1 provides the next free slot, while the other position pointer p 2 refers to the next rank to be consolidated. The rank value of E[p 2 ] is then accordingly set at position E[p 1 ] based on the value at E[p 1 − 1]. This procedure is repeated until all the input ranks are consolidated as consecutive values.
For our example list τ , we create and initialize E [8] = {1, 2, −, 4, −, 6} with the pointers initially set as p 1 = p 2 = 1. Iterating over the structure E, we obtain p 1 = 3 (the first free position of E) and p 2 = 4 (position of the next rank after p 1 ). The array E is then updated as
Hence, E is modified to {1, 2, 3, −, −, 6}. Finally, the first |τ | elements of E = {1, 2, 3, 4, −, −} are returned as the consolidated rank list for τ . Algorithm 2 provides the pseudo-code for the rank consolidation procedure. Observe that, the sorted order of the input rank list enables the rank consolidation procedure to operate with a single pass of the array E, thereby running in linear time in the size of τ .
L 1 List Processing
After the processing of elements of list L i 0 , the ranks of the corresponding items are appropriately updated and consolidated to reflect their current ranks based on the i least significant bits. The ranks of the remaining elements corresponding to list L i 1 are now adjusted for assignment of higher ranks (as they are numerically greater) based on max, the maximum rank assigned to an element during the above rank consolidation procedure on list L 1 from the above rank update procedure are then provided to the rank consolidation step for generating contiguous rankings, similar to the procedure described in Section 2.1.
We now reason about the 2 * n size bound of the extra storage array during the rank consolidation phase.
Observation 3. The maximum rank obtained by an element during the rank updation stage is bounded by 2 * n.
Proof. Consider the current minimum rank π i m of an element in L i 1 to be 1, i.e., numerically it denotes the minimum element based on its i − 1 least significant bits. Observe that, at the start of the i th iteration, the previous rank updation and consolidation steps produce an ordered contiguous rank list ranging from 1 to n, the number of input elements in σ. Assume list L i 1 to also contain the element with the maximum current rank n. Considering all other operating variables, we obtain the update parameter δ 0 = 1 for rank updation for list L 1 0 . Since the updated ranks returned are already contiguous, no change in the element ranks is perceived during the rank consolidation phase, which returns max = 1 representing the maximum rank assigned during this step. The minimum rank of list L 1 1 should now be set to max + 1, hence the update parameter δ 1 = 1 is used for re-assigning the element ranks in list L 1 1 . Finally, after consolidation of L i 1 , the obtained rank list at the end of the first iteration, ρ 1 forms the input for the next iterations, wherein a similar procedure is followed for the remaining bits of the input elements.
Finally observe that, during the last iteration, the rank updation of L 3 1 generates a rank list of {6, 4, 3}, for the elements {7, 5, 4}, based on the update parameter δ 1 = 2. The rank consolidation phase is now seen to provide a contiguous rank list, removing ranking "holes" in L 1 1 (i.e., the absence of rank 5), to generate a consolidated rank list as {5, 4, 3}. Discussion: SON IK thus provides an efficient linear time and space approach (discussed in Section 2.3) for computing the ranks (based on the non-decreasing sorted order) of all the input elements. Observe that our approach does not involve any item re-ordering (which might be restricted in distributed settings) or dependence on other sorting techniques.
Interestingly, SON IK depicts an anytime algorithm, wherein the rank computations can be terminated at the end of any iteration i, and the current rank list ρ i provides the ranking of elements based on only the i least significant bits. This characteristic enables SON IK to effectively cater to hard real-time approximate ranking application scenarios.
Further observe that, at each iteration, the working of our algorithm involves the processing of only the i th bits of all the input elements, without any other dependencies. As such, on-demand extraction of the appropriate bits incurs low network communication overhead (for items stored in distributed environments) at any particular time frame.
Finally, the output rank list for the input elements can be utilized to generate a sorted order of the input items. This can be performed in a single pass over the input and the rank lists (i.e., O(n) time), by placing each element in the bucket with number corresponding to its computed rank, thus providing a linear time and space sorting algorithm.
Performance Analysis
In this section, we formally analyze the performance of the proposed SON IK algorithm for the all item rank generation problem. Assume the input element list σ to be composed of n integers, with each element represented by k bits.
From Algorithm 4, we observe that at iteration i, the i th least significant bit of the input elements are extracted (ll. 5) and correspondingly the lists L 
The two phases of SON IK -rank updation and rank consolidation -are invoked separately on the two lists (ll. [13] [14] [15] [16] , and hence each of the procedures operates on a total of n elements. The rank updation process iterates over each of the elements of the lists and appropriately updates the rank using the updation parameters, δ 0 and δ 1 . Thus, the time taken by the rank updation procedure is bounded by the total size of the two lists, i.e., O(n).
The rank consolidation procedure, for each of the lists, creates an additional storage E of size 2 * n and consolidates (or removes "holes" from) the input element ranks by a single pass over E, with a time complexity of O(n) as input rank is pre-sorted (as described earlier in Section 2.1). The computation of the operating variables can also be computed in linear time by two iterations over the lists L i 0 and L i 1 . Hence, the total time taken at each iteration i is bounded by O(n) (compared to O(n log n) for state-of-the-art approaches), considering assignments and simple mathematical computations to be constant time operations.
Since, the total number of iterations is k (number of bits for input elements), the total running time complexity of SON IK thus becomes O(nk). Considering k to a small constant (in the order of few tens) in most practical scenarios, the run-time of SON IK can be considered to be linear in the size of the input list (similar to the performance analysis of radix-sort) for which the element ranks are to be computed. Also, the space complexity of SON IK is linear in the number of input elements, as the space required by the construction of lists and the extra storage during rank consolidation is bounded by O(n). Hence, our proposed algorithm provides a time and space efficient real-time approach for computing the ranks of input elements without element re-ordering, use of sorting methods, or other input characteristic assumptions.
3
Generalizations and Optimizations
In this section, we discuss the generalizability of SON IK for handling different input element characteristics (such as negative values), and also possible avenues for optimizing the practical performance.
(1) Negative Elements: We initially assumed the input element list to be composed of non-negative numbers only. Modern computers store negative numbers using the two's complement binary representation technique [20] . In this approach, the most significant bit is set to 1 to denote a negative value. As such, during the last iteration step of SON IK (i.e., the k th iteration), the negative elements will have their bits set and will mistakenly be considered to have a large numerical value and thus assigned larger ranks. To address such input scenarios, we initially perform an O(n) pre-processing step, wherein the largest negative number present in the input (max neg ) is identified and all the input elements are then incremented by |max neg | value. This ensures that the input list provided to SON IK strictly contains non-negative elements. (2) Duplicate Elements: In general, the working of SON IK inherently handles the presence of duplicate elements in the input list, and appropriately assigns the same rank to duplicate items. For example, the final element rank list ρ = {1, 2, 1} will be generated corresponding to the input list σ = {2, 4, 2}. However, enforcing the stability criteria of sorting for obtaining the element ranks, the rank list for the above example should be {1, 2, 3}. To this extent, we use a variant of the counting sort procedure on the obtained element ranks as a post-processing step. The counting sort procedure operates on the generated rank list to provide a re-ordering of the ranks compliant with the stability property. Observe that, this approach requires O(n) time and also O(n) space as the final element ranks obtained range from 1 to n. (3) Optimizing k: SON IK utilized the weighted bit representation of elements to compare the numerical values of the input elements and generate the final rankings. As such, a mapping of the original input items to a different set of elements preserving the sorted ordering among the initial elements, and the rank computation thereon also produces a correct ranking list. We use this intuition for possible reduction in the number of iteration steps, thereby improving the practical run-time performance of our algorithm. The input elements are pre-processed to identify the minimum item, min, and all the input numbers are subsequently decremented by a value of min. Observe that, this translation of the input items preserves the sorted order among the elements, and it is on these "new" items that the element ranks are computed. This process might help in possibly reducing k, the number of bits required to represent the input elements (as the maximum value among the input elements is reduced), thereby enhancing the practical performance of SON IK. (4) Sorting Order: In scenarios where the required element rankings are to be based on the non-increasing sorted order (previously we considered non-increasing order), the operational stages and working of SON IK remain nearly unchanged, thus providing a robust framework. In such cases, only the generation of the lists L 
Conclusions
This paper presented SON IK, a linear time and space algorithm for computing the rankings (based on sorted order) for all elements of an input list. Our algorithm uses bit operations to compare the numerical values of elements for assigning appropriate ranks, based on two operational steps -rank updation and rank consolidation. The ranks are efficiently generated in the order of element appearance in the input list, and hence eliminates the need for item re-ordering or intermediate sorting as compared to state-of-the-art approaches. SON IK is also shown to demonstrate robust characteristics like on-demand bit extraction and anytime algorithm, also providing a linear-time sorting technique. Extension of our method to handle strings and other input data types provides an interesting area of future studies.
