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The generative capacity of the compound grammars is investigated. We 
shall prove that the composition does not increase the generative capacity of 
the four classes of grammars in Chomsky's hierarchy but increases the generative 
capacity of the linear grammars. 
In this note we shall examine the generative capacity of the compound gram- 
mars introduced by Abraham. Abraham (1972) showed that the operation of 
composition increases the generative capacity of the regular matrix grammars: 
For example, the language {a~b~c  I n >/ 1} can be generated by such a grammar. 
In the sequel we shall prove that the composition does not increase the genera- 
tive capacity of the four classes of grammars in Chomsky's hierarchy, but non- 
linear languages can be generated by linear compound grammars. 
The terminology used in this paper is that of Salomaa (1973). We are going to 
specify some notations. 
If  V is a vocabulary, we denote by V* the free monoid generated by V under 
the operation of concatenation. The empty string in V* is denoted by ~. A 
Chomsky grammar is a quadruple G = (KN, g r ,  S, P), where V~r is the set of 
the nonterminal symbols, Vr is the set of the terminal symbols, S in V n is the 
start symbol of the grammar, and P is the set of the production rules. The 
language generated by G is denoted by L(G). 
DEFINITION (Abraham, 1972). If S is a subset of (V N k) Vr)*, then G = 
(VN, Vr ,  S, P) is said to be a generalized grammar. The language generated by 
G isL(G) = {w ~ VT* ] there is ~ in S such that ~ N w}. 
Let there be a sequence of generalized grammar G i ~ (VN i, Vr i, S i, pi), 
1 ~<i ~<n, suchthat Vr iC  V~ +1 U V~r +1,S i+l =L(Gi) ,  1 ~<i ~< n- -  1, and 
S I ~ VN a. This sequence, denoted by GI ~, is called a compound grammar. The 
language generated by G~ ~, denoted by L(G~), is defined by L(G1 ~) = L(Gn). 
A generalized grammar G1 ~ is said to be of type i, i = 0, 1, 2, 3, if and only 
if all the generalized grammars G1 ..... G~ are of type i in Chomsky's hierarchy. 
We denote by ~LP~. the family of the languages generated by grammars of type i 
and by ~i the family of languages which can be generated by compound 
grammars of type i, i = 0, 1, 2, 3. 
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Because every grammar is a compound grammar, we have ~iC_g i ,  
i = O, 1, 2, 3. In what follows we shall prove that these four inclusions are, i~_ 
fact, equalities. 
LEMMA 1. Let c5 be a class of context-free grammars and let ~(~)  be the 
family of the languages generated by grammars in ~. The operation of composition 
increases the generative capacity of the grammars in f~ if and only if the family 
c¢~(cj) is not closed under substitution. 
Proof. Let us consider two grammars Gi = (Vn i, VT i, S i, pi), i = 1, 2 in -~ 
such that S I e VN 1, S ~ = L(G1). We define s: VT 1 --~ .~((Vr2) *) in the following 
way: 
(a) if x ~ Vr 1 ~ VT 2 then s(x) = x, 
(b) if x c VT 1 C3 VN ~ then s(x) = L(G~) where G x = (VN 2, VT 2, X, p2). 
Because G2 is context-free, it follows that L(G~ 2) = s(L(G~)); thus, if ~((~) is 
closed under substitution, then L( G1 ~) E .£#( ~). 
Conversely, let s: V 1 -+ ~a(V2* ) be a substitution such that s(a)~ ~,a(N) for 
any a in V 1 . Let G~ = (VN% VT a, S a, pa) be a grammar in N which generated the 
language s(a). Let L be also a language in ~,a(fg) generated by a grammar G = 
(VN, Vr ,  S, P). We suppose that the sets VN a, V N are pairwise disjoint. We 
construct a compound grammar G12 consisting of 
(a) G 1 = (VN,  {S  a ] a ~ V1} , S, P ' )  where P '  is the set of the rules obtained 
after replacing each occurrence of a E V 1 in the rules of P by S ~, and 
(b) G 2 = (U~sv~ VN ~, V~,L(G1) , U~v~ pa). 
I t  is easy to see that s(L) = L(G~2). Thus, if L(G~ "a) ~ X~(N), then ~(N)  is 
closed under substitution. 
THEOREM 1. For i = 2, 3 we have X~i = c~ i . 
The theorem follows from Lemma 1 and from the fact that XP 2 and ~c~ a are 
closed under substitution. (Salomaa, 1973). 
LEMMA 2. For any linear language L there exist two regular languages-L1, 
L 2 such that 
(P1) LCL1L  2; 
(P2) for every w 1 ~ L1, there is some w 2 ~ L 2 such t at wlw 2 eL,  and for 
every w 2 ~ L2 there is some wi ~ L~ such that wlw 2 ~ L. 
Proof. Let G = (V N , V r , S, P)  a linear grammar generating L. Let us 
consider the following two grammars. 
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(1) G 1' =(VN,  Vr ,S ,  P1) ,wherePt  ={A- -+WIWEVT*  ,A~wisa  
rule in P} u {A --~ xB [ x ~ Vr*, and there is somey ~ VT* such that A --~ xBy is 
a rule in P}. 
(2) G~' = (VN, VT, S, P2), where P2 = {A --+ h [ there is some w E VT* 
such that A --> w is a rule in P} u {A --~ Bx [ x ~ VT* and there is somey ~ VT* 
such that A --+ yBx  is a rule in P}. 
We may remove from P1 and P2 all the rules of the form A --~ B or of the form 
A --~ h and thus we obtain two regular grammars G1, G2, as shown in Salomaa 
(1973). 
Then L(G1) and L(G2) are the two languages in Lemma 2. It is easy to verify 
that assertions P1 and P2 hold. 
Remark. The converse of Lemma 2 is not true. Indeed, letL ~ {a ~ / n ~ 1}, 
and L 1 = L~ = {an I n ~ 1}. Obviously P1 and P2 hold but L is not a linear 
language. 
THEOREM 2. The composition increases the generative capacity of linear 
grammars. 
Proof. The language L z {a,bna,~b .~ I n, m ~ 1} is a linear compound lan- 
guage, since L = L(G12) where G12 consists of 
G1 = ({S}, {~}, S, {S-+ ~}), 
and 
a 2 = ({a}, {a, b}, a, in --+ aab, ~ --+ ab}), 
but L is not a linear language. Indeed, if L was linear, it would follow from 
Lemma 2 that there exist two regular languages, L 1 , L 2 , with the properties 
P1, P2. At least one of following statements holds: 
(1) L 1 contains infinitely many strings of the form a~b~al~b , with k ~> 
r >~O, 
(2) Lz contains infinitely many strings of the form aT~branb ~,with r ~ k >/0. 
Any two strings in the set {a n I there exists some string anb~a~b r in L1} (in 
the former case), or in the set {b ~ I there exists some string a~bra~b ~ in L2} (in 
the latter case) are not equivalent with respect o the relation SLa (respectively, 
3L2 ) defined on V*, as in Marcus (1964), by: 
x, y c V*, XSLly ~ for any u, v ~ V*, uxv is inL 1 iff uyv is inL 1 (similarly for 8L~). 
Therefore L~ (L2 in the latter case) is not a regular language. From Lemma 2 it 
follows thatL is not a linear language, which completes the proof. 
PROPOSITION. Every compound linear language is a context-free language, 
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This is a corollary of Theorem 1. 
It still remains to clarify the relations between ~ i  and ~ i ,  for i = 0, l, 
which is done by 
THEOREM 3. For i = O, 1 we have c~ i = c# i . 
Proof. Let Gj = (VNJ, VT ~, S~, P~), j = 1, 2 with S ~ c VN ~, S 2 = L(G1), 
be two grammars of type i (i = 0, or i = 1). 
Let us consider the language # L(G12) #,  where # is the end maker of the 
strings in L(G12). We shall prove that this language is of type i, and by Land- 
weber (1963), it follows that L(G1 ~-) is of the same type as G~ and G.~. 
Assume that VN 1 (3 VN 2 = ~.  Define the grammar 
G = (VN ~ tA Vu z V Vr ~, VT z, S ~, pa W P '  V P~) 
where 
m r 
~ V 1 . vN ~ {AtA~VN~},V? {a lae  ~}, 
p l  is the set of the rules obtained after replacing every occurrence of 
x e V~,T 1 kd VT 1 by 2 in  the rules of P1; 
p3 ={#d~#ala~VT 1}U{ab-~ab]a ,beVT1}.  
The grammar with end marker G generates the language # L(G12)#. Indeed, 
if w ~L(G1 ~) it follows that there is some ~ ~L(G1) such that ~ *=>_a~ w. The string 
# a # can be generated in the grammar G using the rules of p1 and the rules 
of ps. Using the rules of p2, we obtain # w # from # a #.  Thus, we have 
# L(G12) # C_ L(G). 
Conversely, any derivation in G has two phases: a derivation using rules in p l  
and a derivation using rules in p2. These two phases are separated by a step 
which erases bars over the symbols in VN 1 U VT 1 using rules in p3. The rules 
of PZ may not be used prior to this erasing. Therefore the two phases are inde- 
pendent. To conclude, any w eL(G)  is obtained from a string a EL(G1) using the 
rules of G 2 . Hence L(G) C_ #L(G~ 2) #.  
Since the rules of P~ are length-increasing rules, it follows that G is of the 
same type as G 1 and Ga. 
Although the operation of composition does not increase the generative 
capacity of the context-sensitive grammars, it is very useful in generating some 
interesting languages. For example, the languages of the form 
L = {a I(gl'))] n ~ 1} 
where f, g: N---~ N, can be generated by a compound grammar, if we have a 
grammar for the language (ag(n)]n >/ 1} and a generalized grammar which 
turns the string a ~* to a fl~) (see some examples in (Paun, 1974)). 
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