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Principe d’Heisenberg et fonctions positives
Jean Bourgain1 , Laurent Clozel2 et Jean-Pierre Kahane
On de´crit un proble`me naturel concernant les transforme´es de Fourier,
qui introduit des constantes Bd de´pendant de la dimension d.
Le proble`me est pose´, en dimension 1, dans la premie`re section, ou` on
de´crit une re´duction simple au cas des fonctions autoduales. Le premier
re´sultat est une minoration de B1.
Puis on conside`re une classe tre`s naturelle de fonctions qui donne sim-
plement une majoration de B1. Celle–ci n’est pas optimale : on de´crit des
arguments simples qui permettent de l’ame´liorer (section 2).
Dans la section 3, ces calculs sont e´tendus aux dimensions arbitraires,
donnant une minoration et une majoration simples des constantes.
Enfin, la section 4, arithme´tique, relie ce proble`me a` une question bien
connue concernant les fonctions zeˆta des corps de nombres. Les arguments
arithme´tiques montrent que la croissance line´aire de Bd en fonction de la
dimension est naturelle au vu de proprie´te´s connues de la ramification de ces
corps.
1 Position du proble`me et minoration de B1
Conside´rons un couple de fonctions (f, f̂) sur la droite re´elle ; c’est un
couple de Fourier si{
f̂(y) =
∫
f(x)e−2ipixydx , f ∈ L1(R)
f(x) =
∫
f̂(y)e2ipixydy , f̂ ∈ L1(R) .
Ainsi f et f̂ sont continues et tendent vers 0 a` l’infini. On s’inte´ressse aux
couples de Fourier (f, f̂) tels que
1) f et f̂ sont re´elles et paires, non identiquement nulles ;
1Partially supported by NSF grant 0808042
2Membre de l’Institut Universitaire de France
1
2) f(0) ≤ 0 et f̂(0) ≤ 0 ;
3) f(x) ≥ 0 pour x ≥ af et f̂(y) ≥ 0 pour y ≥ a bf .
Noter que la condition 2) et la non–nullite´ de f, f̂ impliquent que af et
a bf sont > 0.
Proble`me : Quelle est la borne infe´rieure du produit afa bf pour les couples
de Fourier (f, f̂) ve´rifiant (1-3) ?
On de´signera cette borne infe´rieure par B1 ≥ 0 (noter que de tels couples
existent a` l’e´vidence). Nous allons montrer, ce qui n’est pas e´vident a priori,
que B1 est strictement positif.
Jusqu’a` la section 3, nous nous limiterons a` la dimension 1. Pour un couple
de Fourier ve´rifiant (1-3) posons
A(f) = inf{x > 0 : f(]x,∞[) ⊂ R+}
A(f̂) = inf{y > 0 : f̂(]y,∞[) ⊂ R+} .
Le produit A(f) A(f̂) est invariant par changement d’e´chelle, c’est–a`–dire si
on remplace f(x), f̂(y) par f(x/λ), λf̂(yλ). Puisque
B1 = inf A(f)A(f̂)
pour tous les couples de Fourier ve´rifiant (1-3), on peut donc se limiter a`
ceux pour lesquels A(f) = A(f̂). Alors f + f̂ 6= 0 (conside´rer ses valeurs en
des points voisins de A(f) et supe´rieur a` celui–ci), et
A(f + f̂) ≤ A(f) = A(f̂) .
Donc B1 = inf A
2(f + f̂). On voit donc que
B1 = A
2 A = inf A(f)
la borne infe´rieure e´tant prise sur l’ensemble des fonctions f ∈ L1(R), re´elles
et paires, non identiquement nulles, e´gales a` leur transforme´e de Fourier, et
telles que f(0) ≤ 0.
Posons
γ(x) = e−pix
2
,
de sorte que γ = γ̂. Si f(0) < 0, f − f(0)γ est non nulle et ve´rifie les meˆmes
conditions que f , et
A(f − f(0)γ) ≤ A(f) .
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Finalement,
(1.1) A = inf A(f) ,
la borne infe´rieure portant sur les fonctions f ∈ L1(R) re´elles, paires,
non identiquement nulles, et telles que f = f̂ et f(0) = 0.
Voici un re´sultat important.
The´ore`me 1. Soit λ = − inf ( sinx
x
)
= 0, 2172 · · ·
Alors A ≥ 1
2(1 + λ)
= 0, 4107 · · ·
donc B1 ≥ 0, 1687 · · ·
De´monstration. Choisissons f = f̂ , f(0) = 0 et
∫
R
|f(x)|dx := ∫
R
|f | = 1.
Ecrivons simplement A = A(f). Posons f = f+−f−, |f | = f++f−. Comme∫
R
f = f̂(0) = 0, on a
∫
R
f+ =
∫
R
f− =
∫ A
−A f
− = 1
2
. Donc
∫
|x|≥A |f | =∫
|x|≥A f
+ ≤ 1
2
, donc
∫
|x|≤A |f | ≥ 12 . Or |f(x)| ≤
∫ |f̂ | = 1. Donc 2A ≥ 1
2
,
d’ou` une premie`re minoration A ≥ 1
4
. On verra que cet argument s’e´tend aux
dimensions supe´rieures.
En dimension 1, on peut le raffiner de la fac¸on suivante. Ecrivons, f e´tant
autoduale :
f(x) =
∫
f(y) cos 2piyxdy =
∫
f(y)(cos 2piyx− 1)dy =
=
∫
f−(y)(1− cos 2piyx)dy −
∫
f+(y)(1− cos 2piyx)dy .
Ceci implique, les deux inte´grales e´tant positives :
f−(x) ≤
∫
f+(y)(1− cos 2piyx)dy ,
d’ou`
1
4
=
∫ A
0
f− ≤
∫ +∞
−∞
f+(y)
[
A− sin 2piyA
2piy
]
dy
et donc
1
4
≤ A
2
sup
u∈R
(
1− sin u
u
)
=
A
2
(1 + λ)
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d’ou` le the´ore`me.
Plus loin, nous aurons besoin de conside´rer aussi des fonctions assez
re´gulie`res. Une classe naturelle est l’espace S de Schwartz. Il n’est point
e´vident que la borne A de´finie par (1.1), quand on impose de surcroˆıt a` f
d’appartenir a` S, co¨ıncide avec celle de´finie pour f parcourant L1.
Notons B1 la constante A2, ou` A est de´finie par (1.1) pour f ∈ S. On va
voir que B1 et B1 diffe`rent assez peu. On a e´videmment
(1.2) B1 ≤ B1 .
Soit
B−1 = inf(A
2 | f(0) < 0 , f = f̂ paire 6= 0 , f ∈ L1) .
Donc B−1 est de´finie par (1.1), ou` l’on impose f(0) < 0. On de´finit de
meˆme B−1 en imposant de surcroˆıt f ∈ S.
A l’e´vidence :
(1.3) B−1 ≤ B−1
(1.4) B1 ≤ B−1 , B1 ≤ B−1 .
Ve´rifions que B−1 ≤ B−1 . Soit f ∈ L1 ve´rifiant la condition (1.1) mais avec
f(0) < 0, et soit a = A(f). Soit ϕ = ψ ∗ ψ, ψ e´tant C∞, paire, positive et
de support compact tre`s voisin de 0, et g = f ∗ ϕ. Alors A(g) ≤ a + ε et
g(0) < 0. On a ĝ = f̂ ψ̂2 ; en performant la meˆme ope´ration sur ĝ on obtient
une fonction h ∈ S telle que h = ĥ, h(0) < 0 et A(h) ≤ a + ε ; on en de´duit
que B−1 ≤ B1 soit
(1.5) B−1 = B−1 .
Noter que l’argument ne s’applique pas si f(0) = 0. On va montrer
(1.6) B−1 ≤ 2B1 ;
d’apre`s (1.4) et (1.6) on en de´duit
(1.7) B1 ≤ B1 ≤ 2B1 .
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Soit f ve´rifiant (1.1) et a = A(f). Puisque f̂(0) =
∫
f(x)dx = 0, f prend
des valeurs strictement ne´gatives sur [−a, a]. Soit b > 0 tel que f(b) < 0, et
conside´rons la distribution
T = δb + δ−b + 2δ0 .
C’est une mesure positive, de type positif :
T̂ = 2 cos(2piby) + 2 ≥ 0 .
On a
(T ∗ f)(0) = f(b) + f(−b) < 0 .
Puisque b < a, g = T ∗ f ve´rifie donc :
g(0) < 0 , g ≥ 0 sur [2a,∞[ .
De plus ĝ = T̂ f̂ est ≥ 0 sur [a,∞[, et ĝ(0) = 0. Par dilatation, on obtient
alors une fonction h telle que
h ≥ 0 sur [a√2,∞[ , h(0) < 0
ĥ ≥ 0 sur [a√2,∞[ , ĥ(0) = 0 .
Les fonctions h et ĥ sont re´elles et paires. Alors h+ ĥ ve´rifie les conditions
relatives au calcul de B−1 . Donc B
−
1 ≤ (a
√
2)2 = 2a ; variant f , on en de´duit
enfin (1.6).
2 Majoration de B1
Une premie`re ide´e est d’associer a` f son de´veloppement d’Hermite
f(x) ∼
∞∑
0
an Hn(x)
ou` les Hn sont des vecteurs propres de l’ope´rateur de Fourier F , correspon-
dant aux valeurs propres in. Ainsi f = f̂ s’exprime comme
f(x) ∼
∞∑
0
a4mH4m(x) .
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Les Hn sont de la forme Hn(x) = e
−pix2Pn(x) ou` Pn est un polynoˆme de
degre´ n. Une combinaison line´aire convenable deH0 etH4 (telle que f(0) = 0)
donne pi A2 ≤ 3. Plus loin, les calculs semblent difficiles et nous n’avons pas
poursuivi cette voie.
On peut aussi conside´rer les fonctions
(2.1) ga(x) = aγ(ax) + γ
(
x
a
)
− (1 + a)γ(x) , a > 1
qui satisfont aux condition de (1.1). Alors toute expression de la forme
(2.2)
∫ ∞
1
ga(x)dτ(a)
ou` τ est une mesure sur ]1,∞[ telle que l’inte´grale converge pour tout x et est
≥ 0 a` l’infini est une fonction candidate. (Il paraˆıt difficile de de´terminer une
proprie´te´ simple et caracte´ristique de τ assurant que (2.2) est convergente et
positive a` l’infini).
Nous e´tudions d’abord A(ga). Il est commode de poser X = pix
2, et
Ga(X) = ga(x). Ainsi
Ga(X) = a e
−a2X + e−a
−2X − (1 + a)e−X .
De plus
(2.3) Ha(X) = e
XGa(X) = a e
(1−a2)X + e(1−a
−2)X − 1− a
est une fonction convexe, ve´rifiant
Ha(0) = 0 , H
′
a(0) = −a−2(a2 − 1)(a3 − 1) < 0
et tendant vers +∞ avec X . Elle admet donc un unique ze´ro Xa > 0, et
A(ga) =
√
Xa
pi
.
Il est naturel d’e´tudier la variation de Xa, et tout d’abord pour a voisin de
1. Posant a = 1 + h , h > 0, il vient pour X fixe´
Ha(X) = (1 + h)(e
−X(2h+h2) − 1) + eX(2h−3h2+3h3−4h4)X − 1
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modulo O(h5). Ceci s’e´crit P1h+P2h
2+P3h
3+P4h
5+O(h5), ou` les polynoˆmes
Pi sont :
P1 = 0
P2 = 2X(2X − 3)
P3 = −X(2X − 3)
P4 = −5X + 15X2 − 28
3
X3 +
4
3
X4 .
L’expression de P2 montre que pour h assez petit Ha(X) > 0 si X >
3
2
et
Ha(X) < 0 si X <
3
2
. Par conse´quent,
(2.4) lim
a→1+
Xa =
3
2
.
Ce qui fournit une borne explicite
(2.5) A ≤
√
3
2pi
.
Mais cette borne simple ne peut eˆtre la vraie valeur de A. Pour X = 3
2
,
P2 et P3 s’annulent, et
P4
(
3
2
)
=
3
2
.
Pour h petit et non nul, on a donc Xa <
3
2
.
Si a→ +∞, Xa → +∞ ; en fait, un calcul simple montre que
Xa = log a+O(1) (a→ +∞) .
Nous n’avons pas de´termine´ la valeur minimale de Xa, mais il est facile
de l’estimer, de fac¸on semi–heuristique. La valeur a =
√
2 donne, en posant
q = e
1
2
Xa :
q3 − (1 +
√
2)q2 +
√
2 = 0 ;
si q 6= 1, l’e´quation quadratique
q2 −
√
2q −
√
2 = 0
donne q =
√
2
2
(1 +
√
1 + 2
√
2),
Xa = 2 log q = 1, 4749 . . . <
3
2
(a =
√
2) .
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La valeur a = 2 donne, pour q = e
3
4
X :
q4 − 2q
4 − 1
q − 1 = 0 .
La solution q > 1 est q = 2, 9744 . . ., d’ou`
Xa = 1, 4534 . . . (a = 2) .
Il est vraisemblable que c’est a` peu pre`s la valeur optimale accessible par
cette me´thode. En effet si l’on re´sout Ha(X) = 0, Ha donne´e par (2.3), et
que l’on suppose a ≥ 2, le premier terme est ne´gligeable. Donc Xa est a` peu
pre`s
log(1 + a)
1− a−2 .
L’extremum de cette expression est atteint pour a(1− a) = 2 log(1 + a), qui
donne
a = 2, 08137 . . .
Dans tous les cas, la valeur minimale A(ga) ainsi obtenue n’est pas la
valeur (1.1) cherche´e. Conside´rons en effet a0 tel que X0 = Xa0 soit minimal,
et H0 = Ha0 , positive sur [X0,∞[.
Soit a (par exemple, voisin de 1) tel que Xa > X0. Sur [Xa,∞[, Ha est
≥ 0 et son ordre de croissance pour X → +∞, en e(1−a−2)X , est plus petit
que celui de Ha0 si a < a0. Il existe donc T > 0 tel que Ha0 − THa soit ≥ 0
sur [Xa,∞[. Mais cette fonction est > 0 sur [X0, Xa[, donc sur un voisinage
de X0, donc pour X ≥ X ′ avec X ′ < X0.
Le meˆme argument s’applique en prenant tout a0 tel que X0 <
3
2
. Pour
a0 = 2, on peut de´terminer la correction optimale (qui correspond a` a tre`s
voisin de 1), donnant une fonction ≥ 0 sur [X ′′,∞[, avec
(2.6)
X ′′ = 1, 25 . . .
A ≤ 0, 63 . . .
Nous n’avons fait qu’un calcul tre`s approche´. Enonc¸ons ne´anmoins le re´sultat,
a` comparer au the´ore`me 1.
The´ore`me 2. On a A ≤ 0, 64 et B1 ≤ 0, 41.
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3 Dimensions supe´rieures
Nous nous plac¸ons dans Rd euclidien, produit scalaire
x · y =
d∑
1
xiyi , ‖x‖ = (x · x)1/2 ,
la transforme´e de Fourier e´tant donne´e par
(3.1) f̂(y) =
∫
f(x)e−2ipix·ydx
ou` dx = dx1 . . . dxd est la mesure de Lebesgue ; alors
(3.2) f(x) =
∫
f̂(y)e2ipix·ydy .
On suppose f, f̂ continues et inte´grables. Plus ge´ne´ralement, si E est un
espace euclidien de dimension d, si la mesure invariante dx sur E est choisie
de sorte que la mesure du cube engendre´ par une base orthonormale soit
e´gale a` 1, et si x ·y de´signe le produit scalaire, la transforme´e de Fourier (3.1)
a pour re´ciproque (3.2).
On conside`re les couples de Fourier (f, f̂) ve´rifiant (3.3)
1) f , f̂ re´elles et paires, non identiquement nulles
2) f(0) ≤ 0 et f̂(0) ≤ 0
3) f(x) ≥ 0 pour ‖x‖ ≥ af , f̂(y) ≥ 0 pour ‖y‖ ≥ a bf .
On de´finit, comme dans le §1, A(f) et A(f̂) :
A(f) = inf{r > 0 : f(x) ≥ 0 si ‖x‖ > r} ,
et
Bd = inf A(f)A(f̂)
pour les couples ve´rifiant 1), 2), 3). Soit f#(x) l’inte´grale (invariante) de f
sur la sphe`re de rayon ‖x‖ : f̂# = (f̂)#, et f# et f̂# ne sont pas nulles ; sinon
f et f̂ seraient a` support compact d’apre`s 3). Puisque A(f#) ≤ A(f) et
A(f̂#) ≤ A(f̂), on peut se limiter aux couples de fonctions radiales. Puisque
(f(x/λ))∧ = λdf̂(λy) (λ > 0) ,
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l’argument du §1 s’applique alors et l’on voit que
(3.4) Bd = A
2 , A = inf A(f) ,
la borne infe´rieure e´tant prise sur l’ensemble des fonctions f ∈
L1(Rd), radiales, non identiquement nulles, et telles que f = f̂ et
f(0) = 0.
On a, comme dans le §1, ajoute´ si ne´cessaire un multiple de la fonction,
radiale et autoduale
γ(x) = e−pi‖x‖
2
.
The´ore`me 3. On a Bd ≥ 1pi
(
1
2
Γ
(
d
2
+ 1
))2/d
> d
2pie
De´monstration. Elle est calque´e sur le cas d = 1, en remplac¸ant l’intervalle
(−A(f), A(f)) par la boule de centre O et de rayon A(f), dont le volume
(≥ 1
2
) est 1
Γ(d
2
+1)
(A(f))dpid/2.
PosantX = pi‖x‖2, l’argument du §2 nous ame`ne a` conside´rer les fonctions
naturelles
ga(x) = Ga(X) (x ∈ Rd)
ou`
Ga(X) = a
de−Xa
2
+ e−Xa
−2 − (1 + ad)e−X ,
et enfin
Ha(X) = a
de(1−a
2)X + e(1−a
−2)X − (1 + ad) , a > 1 .
Il est commode de poser a2 = 1 + k, d = 2c, d’ou`
Ha(X) = (1 + k)
c e−kX + e(1−(1+k)
−1)X − 1− (1 + k)c.
La de´rive´e a` l’origine en X est
k
1 + k
(
1− (1 + k)c+1
)
< 0 ;
l’argument de convexite´ du §2 montre que Ha a un unique ze´ro positif Xa.
Comme auparavant, nous calculons un de´veloppement en k limite´ a` l’ordre
4 de Ha(X) . Il vient
Ha(X) = P1k + P2k
2 + P3k
3 + P4k
4 +O(k5) ,
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P1 = 0
P2 = X(X − c− 1)
P3 =
1
2
(c− 2)X(X − c− 1)
P4 =
1
12
X{X3 − (2c+ 6)X2 + (3c(c− 1) + 18)X−
−(2c(c− 1)(c− 2) + 12)}.
Comme en dimension 1, on voit que P2 et P3 s’annulent pour
(3.4) X = X(d) :=
d
2
+ 1
De plus P2 est > 0 pour X > X(d) , < 0 pour X < X(d). Faisant tendre k
vers 0 on en de´duit
lim
a→1
Xa =
d
2
+ 1
Pour comprendre la position de Xa par rapport a` X(d) quand a → 1,
calculons Q4(X(d)) , ou` P4 =
X
12
Q4. Le calcul donne
Q4(c+ 1) = −c2 + 1 .
Pour d > 2, ce terme est donc < 0, donc Ha(X(d)) < 0 pour a proche de
1, ce qui montre que
Xa >
d
2
+ 1 (a > 1 , assez proche de 1) .
Il est donc possible que la valeur (3.4) soit optimale. Pour d = 1, ce n’est
pas le cas, comme on l’a vu au §2.
Pour d = 2 , Q4(c + 1) = 0, donc nous devons calculer, a` l’ordre 5 au
moins, le de´veloppement limite´ de
(3.5) Ha(2) = (1 + k)e
−2k + e2(1−
1
1+k
) − 2− k .
Le de´veloppement de Taylor en 0 de
f(z) = e2(1−
1
1+z
) = e2
z
1+z :
f(z) =
∞∑
0
qn z
n ,
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se calcule par le the´ore`me des re´sidus. Posant
w =
z
1 + z
, z =
w
1− w , dz =
dw
(w − 1)2 ,
il vient, les inte´grales e´tant prises sur un petit contour autour de 0 :
qn = Resz=0
f(z)
zn+1
=
1
2ipi
∮
e
2z
1+z
dz
zn+1
=
1
2ipi
∮
e2w
(1− w)n+1
wn+1
dw
(1− w)2
= Resw=0
(1− w)n−1
wn+1
e2w .
En particulier, p5 est la somme de
(3.6)
24
4!
− 2
5
5!
venant du premier terme de (3.5), et du terme en w5 de e2w(1− w)4, e´gal a`
(3.7)
25
5!
− 4 · 2
4
4!
+ 6 · 2
3
3!
− 4 · 2
2
2!
+ 2 .
On trouve que p5 = 0.
De meˆme, p6 est la somme de
(3.8) −2
5
5!
+
26
6!
et de
(3.9)
26
6!
− 5 · 2
5
5!
+ 10 · 2
4
4!
− 10 · 2
3
3!
+ 5 · 2
2
2!
− 2 ,
d’ou`
p6 = − 4
45
< 0 .
Pour a tre`s voisin de 1, on a donc Ha(2) < 0 et Xa > X(2) = 2. La` encore,
il est possible que la borne donne´e par (3.4) soit optimale.
Pour conclure ce paragraphe, noter que l’on a obtenu pour tout d ≥ 2 la
borne supe´rieure
(3.10) Bd ≤ Bd ≤ d+ 2
2pi
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ou` Bd est de´fini, comme dans le §1, par les fonctions de l’espace S(Rd). Par
ailleurs les conside´rations de la fin du §1, relatives aux bornes pour L1 et pour
S, s’appliquent. Dans la de´monstration de l’ine´galite´ (1.6), on doit conside´rer
T = δb+ δ−b+2δ0, ou` ‖b‖ < a = A(f) et f(b) < 0 ; T̂ = 2 cos(2pi b · y)+ 2 est
une onde plane positive. Le reste de l’argument est identique, en remplac¸ant
h+ ĥ par la moyenne sphe´rique de h + ĥ si on veut s’en tenir aux fonctions
radiales. En conclusion, a` comparer au The´ore`me 3 :
The´ore`me 4. On a
(3.11) Bd ≤ Bd ≤ d+ 2
2pi
, Bd ≥ 1
2
Bd .
4 Un argument arithme´tique
Soit F un corps de nombres de degre´ d sur Q. On de´signe par v les places
(finies ou archime´diennes) de F , et par Fv la comple´tion correspondante ;
pour v finie Ov ⊂ Fv est l’anneau des entiers et O×v son groupe des unite´s ;
qv est le cardinal du corps re´siduel. Soit
AF =
∏
v
′Fv
(produit restreint) l’anneau des ade`les de F , et A×F = IF le groupe des ide`les.
Soit | | : x ∈ IF 7→
∏
v |x|v la norme d’ide`le,
I1F = {x ∈ IF : |x| = 1}
et I+F = {x ∈ IF : |x| ≥ 1} .
On conside`re la mesure invariante dx =
∏
dxv sur AF , dxv e´tant une
mesure de Haar sur Fv. En les places finies, dxv est la mesure autoduale de
Tate [5] ; en une place re´elle ; dx est la mesure de Lebesgue ; en une place
complexe, dont l’on note z = x + iy la variable, dz = 2dxdy. En une place
re´elle, la transforme´e de Fourier f̂(y) d’une fonction f est de´finie comme dans
le reste de cet article.
Si z = x+ iy est le parame`tre en une place complexe, et w = ξ+ iη, Tate
de´finit la transforme´e f̂(w) d’une fonction f(z) par
f̂(w) =
∫
f(z)e−2ipiTr(zw)dz
ou` Tr(zw) = 2Re(zw) = 2(xξ − yη) .
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Pour des fonctions radiales, donc paires en chacune des variables, ceci
revient a` conside´rer la transforme´e de Fourier de´finie, comme dans le §3, par
le produit scalaire z · w = 2(xξ + yη). La mesure autoduale dz de Tate est
la mesure normalise´e conside´re´e au de´but du §3 pour un espace euclidien
abstrait.
Soit f la fonction de l’espace de Schwartz de AF donne´e par
(4.1) f(x) =
∏
v|∞
fv(xv)
∏
v finie
f 0v (xv)
ou` f 0v est la fonction caracte´ristique de Ov et ou`, pour v archime´dienne, fv
est pour l’instant une fonction arbitraire de l’espace de Schwartz. La fonction
zeˆta de Tate associe´e est de´finie pour Re(s) > 1 par
Z(f, s) =
∫
IF
f(x)|x|s d×x ,
ou` d×x est le produit des d×xv, d×xv = dxv|xv| (multiplie´ par (1 − q−1v )−1 aux
places finies).
Plutoˆt que les fonctions de´compose´es de (4.1), nous conside´rons, sur Rd,
des fonctions de la forme ga(x) (§3) ou` Rd est conside´re´ comme un espace
euclidien par
‖x∞‖2 =
∑
v re´elle
|xv|2 +
∑
v complexe
2‖zv‖2 ,
‖z‖ e´tant la valeur absolue usuelle d’un nombre complexe. (On notera |z| =
‖z‖2 la valeur absolue normalise´e comme dans la the´orie de Tate). Plus
ge´ne´ralement,
(4.2) f(x) = f∞(x∞)
∏
v finie
f 0v (xv)
ou` f∞(x∞) ∈ S(Rd). Les conditions impose´es par Tate (i.e., (z1), (z2) , (z3)
in [5], §4.4) sont ve´rifie´es par de telles fonctions. Par exemple, (z3) prescrit
que l’inte´grale ∫
F∞
f∞(x∞)
∏
v|∞
|xv|σ−1v dx ,
ou` F∞ =
∏
v|∞
Fv, soit absolument convergente pour σ > 1. C’est vrai en fait
pour σ > 0 et tout f∞ ∈ S(F∞). La meˆme condition est donc ve´rifie´e pour f̂ .
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Dans le cas ou` f∞ =
∏
f 0v , avec
f 0v (x) = e
−pix2 (variable re´elle)
f 0v (z) = e
−2pi‖z‖2 (variable complexe) ,
Z(f, s) est la fonction zeˆta ζF (s), multiplie´e par ses facteurs archime´diens
usuels (produit de fonctions Γ). Ecrivons, d’apre`s Tate,
(4.3)
Z(f, s) =
∫
I+F
f(x)|x|sd×x+
∫
I+F
f̂(x)|x|1−sd×x
+κ
f̂(0)
s− 1 − κ
f(0)
s
ou`, avec les notations usuelles ([5], The´ore`me 4.3.2),
κ =
2r1(2pi)r2hR√
DF w
est le re´sidu en s = 1 de ζF (s). En particulier,DF est le discriminant absolu de
F , et d = r1+2r2, r1 e´tant le nombre de places re´elles et r2 le nombre de places
complexes. Les deux inte´grales figurant dans (4.3) sont alors absolument
convergentes pour tout s ∈ C.
Lemme 1.— Soit s un ze´ro de ζF (s) tel que Re(s) > 0. Alors Z(f, s) s’annule
en s pour tout choix de f∞ ∈ S(F∞).
En effet on peut e´crire, d’abord pour Res > 1,
Z(f, s) = Z(f∞, s)ζF (s) .
Puisque Z(f, s), ainsi que ζF (s) et Z(f∞, s) sont holomorphes pour s 6= 1,
Re(s) > 0, le Lemme s’en de´duit.
Pour toute place finie v, f̂ 0v est e´gale a` |dv|−1/2char(d−1v ). Ici dv ⊂ Fv est
la diffe´rente, d−1v son inverse, char(d
−1
v ) la fonction caracte´ristique, et |dv| est
la norme d’ide´al (une puissance positive de qv). Rappelons que∏
v finie
|dv| = |DF | .
Conside´rons alors la premie`re inte´grale de (4.3) :
(4.4)
∫
I+F
f(x) |x|sd×x .
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Si f(x) 6= 0 en x = (x∞, xf ), la description de ff =
∏
v finie
fv montre que
|xf | ≤ 1 ; puisque |x∞xf | ≥ 1,
(4.5) |x∞| =
∏
v|∞
|xv| ≥ 1 .
Dans la deuxie`me inte´grale, en remarquant que |xv| ≤ |dv| si xv ∈ d−1v , on
a de meˆme |xf | ≤
∏
v
|dv| = |DF | d’ou`
(4.6) |x∞| ≥ D−1F .
Lemme 2.— Supposons qu’il existe un couple de Fourier (f, f̂) sur F∞ = Rd
tel que f(x∞) ≥ 0 si | x∞| ≥ 1, f prend des valeurs strictement positives
au voisinage de 1 dans l’ensemble |x∞| ≥ 1, f̂(y∞) ≥ 0 si |y∞| ≥ D−1F et
f(0) = f̂(0) = 0. Alors ζF (s) 6= 0 pour tout s dans l’intervalle ]0, 1[.
En effet (4.3) est alors re´duit a` ses termes inte´graux ; |x|s est strictement
positif dans le domaine d’inte´gration, et l’inte´grale (4.4) est strictement posi-
tive d’apre`s la proprie´te´ impose´e a` f . Donc Z(f, s) > 0 et ζF (s) 6= 0 d’apre`s
le Lemme 1.
Soit x = (xv) ∈ F∞. La norme euclidienne compatible avec la transforme´e
de Fourier de Tate est
‖x‖2 =
∑
v re´elle
|xv|2 + 2
∑
v complexe
‖xv‖2 .
Puisque
|x|2 =
∏
v re´elle
|xv|2
∏
v complexe
‖xv‖4 ,
l’ine´galite´ arithme´tico–ge´ome´trique donne
|x|2/d ≤ 1
d
‖x‖2 .
Posant r = ‖x‖, ρ = ‖y‖ (y ∈ F∞) on voit que
|x| ≥ 1 =⇒ r ≥ √d
|y| ≥ |DF |−1 =⇒ ρ ≥ |DF |−1/d
√
d .
16
Proposition 1.— Supposons qu’il existe un corps de nombres F de degre´ d
et de discriminant D tel que ζF (s) a un ze´ro dans ]0, 1[. Alors
Bd ≥ d |D|−1/d .
Re´ciproquement, bien suˆr, ζF n’a pas de ze´ro re´el si
d |D|−1/d > Bd .
La de´monstration est maintenant e´vidente. Supposons pour exemple que
d |D|−1/d > Bd. On peut trouver f , f̂ radiales, comme dans le §3, et ≥ 0 pour
r ≥ √d et ρ ≥ |D|−1/d√d. On peut supposer aussi que f prend des valeurs
strictement positives sur l’ensemble des x tels que
√
d ≤ ‖x‖ ≤ √d + ε. Les
conditions du Lemme 2 sont alors re´unies puisque ‖1‖ = √d.
Il est difficile de trouver des corps F ve´rifiant l’hypothe`se de la Propo-
sition. Cependant, la de´composition, pour F galoisien sur E, de ζF (s) en
fonctions L d’Artin pour E a permis a` Armitage d’exhiber un tel ze´ro (en
s = 1
2
bien suˆr, conforme´ment a` l’hypothe`se de Riemann).
Plus pre´cise´ment, Armitage conside`re une extension explicite F de E =
Q(
√
3(1 + i)), de degre´ 12 sur E et donc de degre´ 48 sur Q, construite par
Serre [4], et montre que ζF
(
1
2
)
= 0. ([1], §5).
Par conse´quent, la the´orie des nombres impliquait a priori la version faible
suivante du The´ore`me 3 :
Proposition 2.— Si d est multiple de 48, Bd est strictement positif.
Pour d = 48, ceci re´sulte de l’existence de F . Supposons que d = 48c. Il
existe une extension cyclotomique L de Q de degre´ c et line´airement disjointe
de F . Alors LF est de degre´ d sur Q, et ζF divise ζLF puisque LF/F est
abe´lienne, et que ζLF se factorise donc en produit de fonctions L de Dirichlet
relatives a` F . D’ou` le re´sultat.
On peut se demander si la Proposition 1 implique une restriction sur les
discriminants des corps tels que ζF ait un ze´ro re´el. Dans ce cas, on a
(4.7) |D|1/d ≥ dBd .
Mais, inconditionnellement d’apre`s le The´ore`me 3,
d
Bd < 2pie = 17, 079 · · ·
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Or les minorations d’Odlyzko [2] donnent en ge´ne´ral
|D|1/d ≥ 22, 2(1 + 0(d))
pour d −→ ∞. Par conse´quent (4.7) est automatiquement ve´rifie´, au moins
pour d assez grand.
La proposition 2 ne conduit donc pas a` une minoration inte´ressante de Bd.
Il est frappant de remarquer ne´anmoins que, pour certains degre´s au moins,
la The´orie des nombres impliquait la croissance line´aire en d donne´e par le
The´ore`me 3. Soit en effet p un nombre premier. D’apre`s les the´ore`mes de
Golod–Shafarevicˇ et Brumer, il existe une suite de corps
E1p ⊂ E2p ⊂ · · ·Enp ⊂ · · ·
ou` E1p , de degre´ p(p− 1) sur Q, est une extension de degre´ p de Q(ζp) et ou`
En+1p /E
n
p est abe´lienne, non ramifie´e de degre´ p. Voir [3], Cor. 7 ; on a adjoint
ζp pour obtenir E
1
p par deux extensions successives, abe´liennes, a` partir de Q.
Conside´rons la suite d’extensions Fi = F E
i
p de F , Fi/Fi+1 e´tant abe´lienne,
de degre´ 1 ou p. On peut en extraire une sous–suite minimale strictement
croissante, d’ou`
F0 = F E
n0
p ⊂ F1 ⊂ · · · ⊂ Fm = F Enmp ⊂ · · · ,
chaque extension abe´lienne de degre´ p. Vu l’absence de ramification relative,
une formule classique donne l’expression des discriminants absolus :
(4.8) D(Fm) = D(F0)
pm := Dp
m
.
Les extensions successives a` partir de F e´tant abe´liennes, ζF divise ζFm
pour tout m. La Proposition 1 donne alors pour d = d0p
m, d0 = [F0 : Q] :
(4.9) Bd ≥ C d , C = |D|−1/d0 .
Pour de telles suites de degre´s, (3.10) et (4.8) montrent donc que la crois-
sance de Bd — et donc de Bd ≥ 12Bd — est line´aire en d. Si p ne divise pas DF ,
F et Q(ζp) sont line´airement disjoints et l’on peut choisir E
1
p line´airement dis-
joint de F . Alors F0 = F E
1
p et l’ine´galite´ (4.8) est valide pour d = 48(p−1)pn,
n ≥ 1. Bien suˆr, le terme en (p − 1) n’est pas ne´cessaire si l’on est preˆt a`
utiliser la conjecture d’Artin ou la conjecture de divisibilite´ de Dedekind.
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