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Resumen
En este trabajo, estudiamos la existencia de clases fantasma en la cohomolog´ıa de
las variedades de Shimura asociadas a los grupos algebraicos GSp4 y GU(2, n − 2),
para n ≥ 4. Utilizamos ciertos argumentos sobre los pesos de las estructuras de Hodge
mixtas asociadas a los espacios de cohomolog´ıa involucrados en la definicio´n del espacio
de clases fantasma.
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1 Introduccio´n
Sea (G,X) un par de Shimura y (ρ, V ) una representacio´n algebraica irreducible de G, en-
tonces para cada subgrupo compacto abierto K ⊂ G(Af ) y bajo ciertas condiciones en V y
G, V induce un sistema local en la variedad de nivel correspondiente SK = ShK(G,X) que
sera´ denotado por V˜ . Denotamos por SK la compactificacio´n de Borel-Serre de SK y por ∂SK
su borde, entonces tomando el l´ımite proyectivo sobre el conjunto de subgrupos compactos
abiertos K ⊂ G(Af ) obtenemos la variedad de Shimura S, su compactificacio´n de Borel-Serre
S y su borde ∂S. Las variedades SK son llamadas variedades de nivel finito mientras que S se
la llama la variedad en nivel infinito. Supongamos que ya hemos elegido un toro maximal T
en G, un Q-toro desplegado maximal en G contenido en T y un sistema de ra´ıces positivas en
los respectivos sistemas de ra´ıces asociados tales que son compatibles. Por estas elecciones en
el Q-sistema de ra´ıces tenemos un conjunto inducido P(G) de Q-subgrupos parabo´licos de G,
el conjunto de Q-subgrupos parabo´licos esta´ndares. Para cada subgrupo compacto abierto
K ⊂ G(Af ), ∂SK puede ser escrito como la unio´n de caras indexadas por los Q-subgrupos
parabo´licos esta´ndares de G, y para cada P ∈ P(G) denotaremos por ∂P,K su correspondiente
cara en ∂SK . Tenemos las nociones ana´logas para el nivel infinito y tambie´n se cumple que
∂S esta´ cubierto por caras ∂P indexadas por los elementos de P(G).
Una propiedad de la compactificacio´n de Borel-Serre es que la inclusio´n SK ↪→ SK es
una equivalencia homoto´pica, entonces se puede extender V˜ a un sistema local en S deno-
tado tambie´n por V˜ , obteniendo un isomorfismo Hq(SK , V˜ ) ∼= Hq(SK , V˜ ) para cada q, y
considerando su correspondiente restriccio´n al borde de la compactificacio´n de Borel-Serre
obtenemos la siguiente sucesio´n exacta larga en cohomolog´ıa
. . .→ Hqc (SK , V˜ )→ Hq(SK , V˜ )→ Hq(∂SK , V˜ )→ . . .
donde H•c (SK , V˜ ) denota la cohomolog´ıa a soporte compacto.
Por otro lado, el cubrimiento de ∂SK dado por las caras asociadas a los Q-subgrupos
parabo´licos esta´ndares induce una sucesio´n espectral que converge a la cohomolog´ıa del borde
H•(∂SK , V˜ ).
Si G tiene Q-rango semisimple 2 entonces P(G) consiste de tres elementos, un Q-subgrupo
parabo´lico esta´ndar minimal denotado por P0 y dos maximales denotados por P1 y P2, esto
reduce la sucesio´n espectral mencionada a una sucesio´n exacta larga en cohomolog´ıa dada
por
. . .→ Hq(∂SK , V˜ )→ Hq(∂1,K , V˜ )⊕Hq(∂2,K , V˜ )→ Hq(∂0,K , V˜ )→ . . .
Todas las variedades de Shimura consideradas en este trabajo tendra´n Q-rango semisimple 2
y entonces tendremos siempre la segunda sucesio´n exacta larga en cohomolog´ıa.
Los resultados de este trabajo envuelven las variedades de nivel infinito, por lo que tra-
bajaremos principalmente en el marco del nivel infinito. Como consecuencia necesitaremos
enunciar las sucesiones exactas largas ya mencionadas, en la forma mas conveniente:
. . .→ Hqc (S, V˜ )→ Hq(S, V˜ )→ Hq(∂S, V˜ )→ . . .
y
. . .→ Hq(∂S, V˜ )→ Hq(∂1, V˜ )⊕Hq(∂2, V˜ )→ Hq(∂0, V˜ )→ . . .
Ahora podemos definir el objeto central de este trabajo, los espacios de clases fantasma.
El espacio de q-clases fantasma Ghq(V ) esta´ definido como el subespacio de Hq(∂S, V˜ ) dado
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por la interseccio´n de la imagen del morfismo
Hq(S, V˜ )→ Hq(∂S, V˜ )
con el nu´cleo de cada morfismo
Hq(∂S, V˜ )→ Hq(∂P , V˜ )
correspondiente a cada Q-subgrupo parabo´lico esta´ndar P de G. En los casos presentados en
este trabajo, el espacio Ghq(V ) de q-clases fantasma puede ser descrito como la interseccio´n
de la imagen del morfismo
Hq(S, V˜ )→ Hq(∂S, V˜ )
con el nu´cleo de
Hq(∂S, V˜ )→ Hq(∂1, V˜ )⊕Hq(∂2, V˜ )
El objetivo de esta investigacio´n es el de estudiar la existencia, o no, de clases fantasma
para ciertas variedades de Shimura y la principal estrategia para llevarlo a cabo proviene de
la teor´ıa de las estructuras de Hodge mixtas.
Por la teor´ıa de Saito de mo´dulos de Hodge mixtos y por los resultados en [H-Z II], cada
te´rmino en las u´ltimas dos sucesiones exactas largas esta´ dotado de una estructura de Hodge
mixta y los correspondientes morfismos son morfismos de estructuras de Hodge mixtas, por lo
que el espacio de clases fantasma esta´ dotado de una estructura de Hodge mixta. Utilizando
informacio´n sobre los espacios de cohomolog´ıa en dichas sucesiones exactas largas, podemos
obtener informacio´n sobre los posibles tipos de la estructura de Hodge mixta del espacio de
clases fantasma.
La informacio´n sobre los espacios Ghq(V ) sera´ obtenida por el estudio de los morfis-
mos Hq(S, V˜ ) → Hq(∂S, V˜ ), Hq−1(∂1, V˜ ) → Hq−1(∂0, V˜ ) y Hq−1(∂2, V˜ ) → Hq−1(∂0, V˜ )
como tambie´n por consideraciones en las estructuras de Hodge mixtas asociadas a los cor-
respondientes espacios de cohomolog´ıa. Mientras que los argumentos para el estudio de los
primeros dos morfismos provienen de consideraciones en los pesos, el estudio del morfismo
Hq−1(∂2, V˜ )→ Hq−1(∂0, V˜ ) sera´ basado en resultados de [Ha].
Sabemos que los pesos en la estructura de Hodge mixta asociada a Hq(SK , V˜ ) son ≥
q+wt(V ), donde wt(V ) es el peso de la variacio´n (compleja) de estructuras de Hodge en SK
definida por V˜ , mientras que los pesos en Hq+1c (SK , V˜ ) son ≤ (q + 1) + wt(V ), por lo tanto
lo mismo ocurre en el nivel infinito y llamamos a q + wt(V ) el peso medio. Una pregunta
interesante en el estudio de los pesos posibles en el espacio de q-clases fantasma es si su
estructura de Hodge mixta tiene pesos iguales al peso medio y/o al peso medio mas uno, y
en el caso que Ghq(V ) satisfaga esta propiedad para todo nu´mero natural q diremos que la
representacio´n V satisface la propiedad de´bil del peso medio.
Para un espacio localmente sime´trico conexo Γ\X, asociado a un grupo algebraico semisim-
ple G˜ definido sobre Q y un subgrupo aritme´tico Γ ⊂ G˜(Q), y un sistema local V˜ asociado
a una representacio´n irreducible V de G˜ tenemos una descomposicio´n del espacio de coho-
molog´ıa Hq(e′(P˜ ), V˜ ) asociado a la cara e′(P˜ ) de la compactificacio´n de Borel-Serre corres-
pondiente a un subgrupo parabo´lico P˜ del grupo algebraico semisimple dado. Esta descom-
posicio´n puede encontrarse, por ejemplo, en la seccio´n 5 de [S II]. Para los objetivos de este
trabajo necesitamos la versio´n ade´lica de dicha descomposicio´n, como puede encontrarse en
[Ha] para el grupo GL2.
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Escribimos, sin mas explicacio´n, la descomposicio´n
Hq(∂P , V˜ ) =
⊕
w∈WP
Ind
G(Af )×pi0(G(R))
P (Af )×pi0(P (R))H
q−l(w)(SMP , W˜w∗(λ))
que puede encontrarse en[Ha] y [S] y puede obtenerse utilizando, entre otras cosas, el teorema
de Kostant ([K]). En la u´ltima expresio´n W P denota cierto subconjunto del grupo de Weyl
asociado al sistema de ra´ıces Φ(G, T ), l(w) denota la longitud del elemento w, λ denota el
peso maximal de la representacio´n irreducible V , Ww∗(λ) es la representacio´n irreducible del
subgrupo de Levi MP de P de peso maximal w∗(λ) asociado a w y pi0(G(R)) es el grupo de
componentes conexas de G(R). Esta descomposicio´n es muy u´til para un mejor entendimiento
de las estructuras de Hodge mixtas asociadas a los espacios de cohomolog´ıa Hq(∂P , V˜ ), como
podemos ver en (5.5.6) de [H-Z II].
Para cada Q-subgrupo parabo´lico esta´ndar maximal P tenemos una descomposicio´n de
su subgrupo de Levi MP en su parte hermitiana Gh,P y su parte lineal Gl,P y Gh,P forma
parte de un par de Shimura (Gh,P , hP ).
Entonces los pesos en la estructura de Hodge mixta en cada sumando directoHq−l(w)(SMP , W˜w∗(λ))
esta´n determinados por el morfismo de peso asociado al par de Shimura (Gh,P , hP ) y la re-
presentacio´n irreducible W˜w∗(λ) de MP . Para un Q-subgrupo parabo´lico esta´ndar no maximal
Q tenemos un Q-subgrupo parabo´lico esta´ndar maximal de G asociado P (con la notacio´n
de [H-Z III] se dice que Q esta´ subordinado a P y se denota Π(Q) = P ) y los pesos en la
estructura de Hodge mixta en Hq−l(w)(SMQ , W˜w∗(λ)) sera´n determinados por (Gh,P , hP ) y la
representacio´n irreducible W˜w∗(λ) de MQ.
Para determinar los pares de Shimura (Gh,P , hP ) utilizamos las primeras pa´ginas de [H II]
donde primero necesitamos determinar el morfismo de Cayley admisible wP : Gm → AP con
AP un subgrupo de MP .
Daremos a continuacio´n un pequen˜o resumen de los contenidos y resultados presentados
en este trabajo.
En primer lugar, utilizamos algunas estrategias relativas a los pesos en las estructuras de
Hodge mixtas tratadas en este trabajo, para ello una de las principales herramientas es una
sucesio´n exacta larga en cohomolog´ıa, que es tambie´n una sucesio´n exacta de estructuras de
Hodge mixtas, que involucra la cohomolog´ıa a soporte compacto y la cohomolog´ıa del borde.
Como podremos observar, hay dos pesos para los cuales es d´ıficil obtener informacio´n por
medio del uso de esta sucesio´n, el peso medio y el peso medio mas uno, para ser mas preciso,
para una clase en la cohomolog´ıa del borde ∂S cuyo peso en la estructura de Hodge mixta
correspondiente no es ni el peso medio ni el peso medio mas uno, podemos determinar exac-
tamente cuando dicha clase se encuentra en la imagen del morfismo Hq(S, V˜ )→ Hq(∂S, V˜ ),
y esta imagen es uno de los ingredientes principales en la definicio´n de las clases fantasma.
En este trabajo estudiamos la existencia de clases fantasma en la cohomolog´ıa del borde
de la compactificacio´n de Borel-Serre de la variedad de Shimura correspondiente y en los casos
donde no podemos determinar exactamente si existen o no clases fantasma, determinamos los
posibles pesos en la estructura de Hodge mixta asociada al espacio de clases fantasma. Una
pregunta interesante es cuando estos pesos posibles pertenecen siempre al conjunto formado
por el peso medio y el peso medio mas uno. Como ya hemos dicho, diremos que el sistema
local V˜ satisface la propiedad de´bil del peso medio si esto ocurre y mas au´n diremos que
satisface la propiedad del peso medio si el u´nico peso posible en dicha estructura de Hodge
mixta es el peso medio.
En la seccio´n 3 trabajamos en la variedad de Shimura asociada al grupo simple´ctico de
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similitudes GSp4 (dicho grupo tiene Q-rango semisimple 2), este caso ha sido parcialmente
estudiado en algunos trabajos y en esta seccio´n daremos no solo un tratamiento completo
de este caso sino que tambie´n estaremos aplicando estrategias que involucran los pesos en
las estructuras de Hodge mixtas asociadas a los espacios que aparecen en la definicio´n del
espacio de clases fantasma. Dichas estrategias, cuando son aplicadas en las variedades de
Shimura tratadas en la seccio´n 4 dan nuevos resultados sobre la existencia de clases fantasma
y sobre los pesos posibles en los espacios de clases fantasma.
En la seccio´n 3, las representaciones algebraicas irreducibles de GSp4 son parametrizadas
por pesos maximales que esta´n dados por una expresio´n de la forma λ = m1λ
′
1+m2λ
′
2+cκ. En
este marco probaremos que, salvo cuando m1 = m2 = 0, no hay clases fantasma mientras que
en los casos en los cuales m1 = m2 = 0 se prueba que las u´nicas clases fantasma pertenecen
al espacio de cohomolog´ıa de grado 2 y una construccio´n de tales clases en la imagen del
morfismo de Borel puede encontrarse en [KR], mas au´n tenemos que para este caso las clases
fantasma tienen peso igual al peso medio, en otras palabras probaremos que en los casos
m1 = m2 = 0 el sistema local correspondiente satisface la propiedad del peso medio.
En la seccio´n 4 utilizamos dichas estrategias para tratar el espacio de cohomolog´ıa del
borde de la compactificacio´n de Borel-Serre de la variedad de Shimura asociada al grupo
unitario de similitudes GU(2, n− 2) para n ≥ 4. Dividiremos este estudio en los casos n = 4
y n > 4. Las representaciones algebraicas irreducibles de GU(2, n− 2) esta´n parametrizadas
por (n + 1)-uplas (a1, . . . , an, c) donde a1 ≥ . . . ≥ an y c es congruente a
∑n
i=1 ai mo´dulo
2. Con esta notacio´n y para n = 4 probaremos que en los casos en los cuales a1 6= a2 o
a3 6= a4, esto incluye los pesos regulares, no hay clases fantasma y para los casos a1 = a2 y
a3 = a4 determinamos los pesos y el grado en cohomolog´ıa de las posibles clases fantasma,
obteniendo que para los casos a1 = a2 y a3 = a4 el sistema local correspondiente satisface al
menos la propiedad de´bil del peso medio.
Finalmente trabajaremos en el caso n > 4 obteniendo que para los sistemas locales
definidos por pesos maximales regulares no hay clases fantasma. En los casos no regulares
obtenemos algunas descripciones de los pesos posibles en los espacios de clases fantasma y
con dichas descripciones podemos probar que la propiedad de´bil del peso medio se cumple
para n = 5 y en el caso n = 6 daremos algunas condiciones espec´ıficas para los u´nicos casos
en los cuales la propiedad de´bil del peso medio podr´ıa no ser satisfecha.
2 Preliminares
En esta seccio´n vamos a presentar las definiciones y los resultados utilizados en este trabajo.
2.1 Teor´ıa de Hodge
Primero presentaremos algunos aspectos de la teor´ıa de las estructuras de Hodge y luego
continuaremos en la siguiente seccio´n presentando la definicio´n de un par de Shimura y la
construccio´n de la correspondiente variedad de Shimura.
Definicio´n 1. Una estructura de Hodge real es un espacio vectorial real V junto con una
descomposicio´n
VC = V ⊗R C =
⊕
p,q∈Z
V p,q
de tal manera que V p,q = V q,p ∀p, q ∈ Z.
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Los pares (p, q) tales que V p,q 6= 0 se los llama los tipos de la estructura de Hodge real.
Consideremos una estructura de Hodge real en un espacio vectorial real V , entonces los
subespacios ⊕
p+q=n
V p,q ⊂ VC
para n ∈ Z, esta´n claramente definidos sobre R e inducen una descomposicio´n, llamada la
descomposicio´n por los pesos, denotada por
V =
⊕
n∈Z
Vn.
Si R ⊂ R es un subanillo y VR es un R-submo´dulo tal que V = VR ⊗R R y todos los sub-
espacios Vn ⊂ V esta´n definidos sobre R entonces decimos que VR junto con la descomposicio´n
de Hodge de VC es una R-estructura de Hodge.
Por la caracterizacio´n de las representaciones de un toro algebraico podemos ver que
definir una estructura de Hodge real en un R-espacio vectorial V es lo mismo que dar un
homomorfismo algebraico definido sobre R desde el grupo algebraico real S = ResC/RGm
a GL(V ), donde ResC/R denota la restriccio´n de escalares de Weil. Mas precisamente, si
identificamos S(C) con C× × C× de tal manera que la inclusio´n S(R)→ S(C) esta´ dada por
C× → C× × C×, z 7→ (z, z¯)
entonces para una estructura de Hodge real en V dada por VC = ⊕p,qV p,q definimos la
representacio´n algebraica SC → GL(VC) por
(z1, z2).v = z
−p
1 z
−q
2 v ∀(z1, z2) ∈ SC
y esta representacio´n esta´ definida sobre R, luego podemos asociar a la estructura de Hodge
real dada una representacio´n algebraica S→ GL(V ). Por otro lado, dada una representacio´n
algebraica S→ GL(V ) podemos considerar la correspondiente representacio´n SC → GL(VC),
luego definimos por V p,q ⊂ VC el subespacio vectorial complejo que consiste de los elementos
v ∈ VC tales que (z1, z2)v = z−p1 z−q2 v ∀(z1, z2) ∈ SC y de esta manera obtenemos una
estructura de Hodge en V .
Si la estructura de Hodge real V satisface V = Vn para algu´n n ∈ Z entonces decimos
que V es una estructura de Hodge de peso n.
Dadas VR,WR dos R-estructuras de Hodge de peso k, (R ⊂ R subanillo) un morfismo de
R-estructuras de Hodge de VR a WR es un morfismo de R-mo´dulos f : VR → WR tal que su
extensio´n fC : VR ⊗R C→ W ⊗R C satisface fC(V p,q) ⊂ W p,q.
La descomposicio´n de Hodge de una R-estructura de Hodge de peso k esta´ determinada
por su filtracio´n de Hodge, que es la filtracio´n decreciente F •V definida por
F rV = ⊕p≥rV p,q
donde VC = ⊕p+q=kV p,q es la correspondiente descomposicio´n de Hodge. Describir una
estructura de Hodge por medio de su filtracio´n de Hodge es mas conveniente dado que es la
descripcio´n utilizada en la definicio´n de una variacio´n de estructuras de Hodge, una nocio´n
importante que veremos en lo que sigue. En este marco observamos que podemos utilizar la
definicio´n equivalente de un morfismo de R-estructuras de Hodge VR,WR de peso k como un
morfismo de R-mo´dulos f : VR → WR cuya extensio´n a VR ⊗R C → WR ⊗R C preserva las
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respectivas filtraciones de Hodge.
Como ya hemos mencionado, otra nocio´n importante es la de una variacio´n de estructuras
de Hodge (VHS), que consiste de una estructura de Hodge para cada punto de una variedad
compleja tal que ciertas propiedades son satisfechas. Para ser mas precisos daremos una
definicio´n de dicho objeto.
Definicio´n 2. Dada una variedad compleja X con haz de funciones holomorfas OX , una
variacio´n de estructuras de Hodge de peso k en X consiste de un sistema local VZ de gru-
pos abelianos finitamente generados en X junto con una filtracio´n decreciente finita del fi-
brado vectorial holomorfo V = VZ ⊗Z OX por subfibrados vectoriales holomorfos F i tales
que ellos inducen, en cada fibra, una estructura de Hodge de peso k y la conexio´n natural
∇ : V → V⊗OX Ω1X satisface la condicio´n de transversalidad de Griffiths (en otras palabras, si
denotamos por ∇ la conexio´n plana asociada al sistema local V entonces ∇F i ⊂ F i−1⊗OXΩ1X ,
donde Ω1X denota el fibrado vectorial de 1-formas holomorfas).
Los principales espacios que vamos a estudiar en este trabajo esta´n dotados de una es-
tructura de Hodge mixta, esta es una estructura mas general y continuamos con la definicio´n
de dicho objeto.
Definicio´n 3. Sea HZ un grupo abeliano finitamente generado, una estructura de Hodge
mixta en HZ consiste de una filtracio´n decreciente finita F
•H de HZ⊗ZC, llamada la filtracio´n
de Hodge, y una filtracio´n creciente finita W •H de HZ ⊗Z Q, llamada la filtracio´n por los
pesos, tal que para cada k ∈ Z la filtracio´n de Hodge induce una estructura de Hodge de peso
k en el espacio cociente
GrWk = W
kH/W k−1H.
Dadas (HZ,W
•H,F •H) y (H˜Z, W˜ •H˜, F˜ •H˜) estructuras de Hodge mixtas, un morfismo
de estructuras de Hodge mixtas de HZ a H˜Z es un morfismo de grupos abelianos de HZ a
H˜Z tal que sus extenciones a HZ⊗ZQ y HZ⊗Z C son compatibles con las filtraciones por los
pesos y la de Hodge respectivamente.
Podemos tambie´n definir estructuras de Hodge mixtas racionales solo remplazando Z por
Q en la definicio´n anterior.
Otra importante generalizacio´n de las nociones de estructura de Hodge real y variacio´n
de estructuras de Hodge, que tambie´n es utilizada en este trabajo es la de una estructura de
Hodge compleja y variacio´n compleja de estructuras de Hodge y a continuacio´n daremos las
definiciones correspondientes.
Definicio´n 4. Una estructura de Hodge compleja es un C-espacio vectorial de dimensio´n
finita E junto con una descomposicio´n
E =
⊕
p,q∈Z
Ep,q
en suma directa de C-subespacios vectoriales y decimos que es una estructura de Hodge com-
pleja de peso n si Ep,q = 0 siempre que p+ q 6= n.
Podemos ver que dar una estructura de Hodge compleja es equivalente a dar una repre-
sentacio´n algebraica del grupo algebraico SC.
Esta definicio´n es mas adecuada para los propo´sitos de este trabajo dado que conside-
raremos familias de estructuras de Hodge definidas por la composicio´n de ciertos homomor-
fismos h : S → G provinientes de la definicio´n de un par de Shimura, y una representacio´n
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algebraica de G que sera´ considerada absolutamente irreducible y entonces no necesariamente
definida sobre R. Es por ello que en lugar de una variacio´n de estructuras de Hodge en la
variedad de Shimura considerada, obtendremos una variacio´n compleja de estructuras de
Hodge. A continuacio´n daremos la definicio´n de dicho objeto, como puede encontrarse por
ejemplo en [Z].
Definicio´n 5. Dada una variedad compleja X, una variacio´n compleja de estructuras de
Hodge de peso k en X es un sistema local V en X de C-espacios vectoriales de dimensio´n
finita tal que para cada punto x ∈ X hay una estructura de Hodge compleja de peso k en la
fibra
Vx = ⊕p+q=kHp,qx
de tal manera que se satisfacen las siguientes propiedades:
(i) Dados p, q ∈ Z tales que p + q = n y denotando por V el fibrado vectorial holomorfo
asociado al sistema local V , los espacios vectoriales Hp,qx definen un subfibrado vectorial
C∞, Hp,q de V.
(ii) Para cada s ∈ Z el fibrado vectorial F s = ⊕p≥sHp,q es holomorfo y el fibrado vectorial
F s = ⊕q≥sHp,q es antiholomorfo.
(iii) Para cada i ∈ Z tenemos que ∇F i ⊂ F i−1⊗OX Ω1X y ∇F
i ⊂ F i−1⊗OX Ω1X donde ∇ es
la conexio´n plana asociada al sistema local V .
2.2 Variedades de Shimura
Definicio´n 6. Un par de Shimura es un par (G,X) que consiste de un grupo algebraico
reductivo conexo G definido sobre Q y una G(R)-clase de conjugacio´n X de homomorfismos
de R-grupos algebraicos h : S→ GR tal que:
SV1 Para todo h ∈ X, la estructura de Hodge en g = Lie(GR) dada por el homomorfismo
AdG ◦ h es de tipo (−1, 1) + (0, 0) + (1,−1). Para h ∈ X denotamos la estructura de
Hodge correspondiente por
gC = g
(0,0)
h ⊕ g(−1,1)h ⊕ g(1,−1)h .
SV2 Para todo h ∈ X, adG(h(i)) induce una involucio´n de Cartan en Gad (donde Gad denota
el grupo adjunto de G).
Como consecuencia de esta definicio´n tenemos la siguiente observacio´n:
Observacio´n 7. Si (G,X) es un par de Shimura y h ∈ X, consideramos el homomorfismo
cano´nico de grupos algebraicos reales i : Gm,R → S, entonces la imagen del morfismo h ◦
i : Gm,R → GR es central (dado que su composicio´n con la representacio´n adjunta es tri-
vial). Entonces dicho homomorfismo de grupos algebraicos reales Gm,R → GR no depende del
elemento h ∈ X elegido. Lo llamaremos el homomorfismo de peso de la variedad de Shimura
y lo denotaremos por wX .
Por simplicidad asumiremos que Gad es Q-simple, sin embargo todos los resultados im-
portantes son tambie´n va´lidos sin esta suposicio´n.
Dado un par de Shimura (G,X) y h ∈ X, denotamos Kh = StabG(R)(h) y entonces
escribimos X = G(R)/Kh. Denotamos por Gad(R)+ la componente conexa de la identidad
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del grupo de Lie Gad(R), entonces se puede demostrar que el espacio homoge´neo X es una
unio´n finita disjunta de espacios sime´tricos isomorfos, cada uno de ellos, al espacio sime´trico
dado por el cociente de Gad(R)+ sobre su subgrupo compacto maximal. Podemos tambie´n
ver que cada componente conexa D de X tiene una estructura natural de dominio hermitiano
sime´trico definiendo variaciones de estructuras de Hodge. Para ser mas preciso, daremos el
enunciado de la siguiente proposicio´n que puede encontrarse en [M],
Proposicio´n 8. Sea (G,X) un par de Shimura y sea ρ : GR → GL(V ) una representacio´n
algebraica de G definida sobre R, entonces para cada h ∈ X sabemos que ρ ◦ h define una
estructura de Hodge en V . Entonces X tiene una u´nica estructura compleja tal que para toda
representacio´n algebraica ρ : GR → GL(V ) definida sobre R, la asignacio´n h ∈ X 7→ ρ ◦ h
define una variacio´n de estructuras de Hodge.
Mas au´n si tenemos una representacio´n algebraica ρ : G → GL(V ) sobre un espacio
vectorial complejo V , no necesariamente definida sobre R, entonces asumiendo que el cara´cter
central de V restringido al Q-toro desplegado maximal del centro de G esta´ definido sobre
Q, obtenemos mediante el mismo procedimiento una variacio´n compleja de estructuras de
Hodge, donde el punto h ∈ X se corresponde con la estructura de Hodge compleja definida
por ρ ◦ h.
Continuamos con la definicio´n de los espacios localmente sime´tricos correspondientes,
que en este caso son hermitianos. Para ello necesitamos presentar los subgrupos aritme´ticos.
Sea G un grupo algebraico definido sobre Q, un subgrupo Γ ⊂ G(Q) se dice un subgrupo
aritme´tico de G(Q) si para una representacio´n algebraica fiel ρ : G→ GLn (y luego para toda
representacio´n algebraica fiel) el subgrupo ρ(Γ) ⊂ ρ(G(Q)) es conmensurable con ρ(G)(Q)∩
GLn(Z). Si H es un grupo de Lie real conexo, un subgrupo Γ ⊂ H se dice un subgrupo
aritme´tico de H si existe un grupo algebraico G definido sobre Q, un subgrupo aritme´tico
Γ0 de G(Q) y un homomorfismo suryectivo ρ : G(R)+ → H con nu´cleo compacto tal que
ρ(Γ0 ∩ G(R)+) = Γ (aqu´ı estamos denotando la componente conexa de la identidad de un
grupo de Lie por el super´ındice +).
Sea D un dominio hermitiano sime´trico y sea Γ ⊂ Hol(D)+ un subgrupo discreto sin
torsio´n, el cociente Γ\D tiene una estructura compleja u´nica tal que la proyeccio´n cano´nica
pi : D → Γ\D es un isomorfismo local de variedades complejas. Denotamos por D(Γ) al
espacio Γ\D dotado de esta estructura compleja.
Un teorema muy importante para la definicio´n de la variedad de Shimura asociada al par
de Shimura (G,X) es el siguiente:
Teorema 9 (Baily y Borel). Sea D un dominio hermitiano sime´trico y sea Γ ⊂ Hol(D)+
un subgrupo aritme´tico sin torsio´n, entonces D(Γ) tiene una estructura cano´nica de variedad
quasi-proyectiva compleja.
Finalmente, dado un par de Shimura definimos la variedad de Shimura asociada de la
manera siguiente.
Definicio´n 10. Sea (G,X) un par de Shimura y sea K ⊂ G(Af ) un subgrupo compacto
abierto, definimos la variedad de nivel asociada a K por
ShK(G,X) = G(Q)\
(
X × (G(Af )/K)) .
Para K suficientemente pequen˜o, el espacio ShK(G,X) es homeomorfo a una unio´n dis-
junta finita de espacios localmente sime´tricos. Para ser mas precisos, dado el par de Shimura
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(G,X) y K ⊂ G(Af ) un subgrupo compacto abierto, denotamos por G(R)+ el grupo de
elementos en G(R) cuya proyeccio´n a Gad(R) esta´ en la componente conexa de la identidad
con respecto a la topolog´ıa dada por la estructura de grupo de Lie. Denotamos por G(Q)+
al grupo G(Q) ∩G(R)+. Podemos probar que el conjunto C = G(Q)+\G(Af )/K es finito y
ShK(G,X) =
⊔
g∈C
Γg\D
donde Γg = gKg
−1 ∩ G(Q)+ y D es la componente conexa de X conteniendo la projeccio´n
del elemento identidad y la igualdad significa un homeomorfismo considerando la topolog´ıa
natural en X, la topolog´ıa ade´lica en G(Af ) y la topolog´ıa cociente en ShK(G,X).
Dicho homeomorfismo esta´ definido como sigue: para cada g ∈ C, la aplicacio´n Γg\D →
ShK(G,X) esta´ dada por [x] 7→ [x, g].
Tenemos que verificar que para cada g ∈ C el subgrupo Γg es un subgrupo aritme´tico
de Hol(D)+. gKg−1 ∩ G(Q) es un subgrupo aritme´tico de G(Q). Necesitamos el siguiente
resultado cuya prueba puede encontrarse en la pa´gina 204 de [P-R].
Lema 11. Sea φ : G → G′ un homomorfismo suryectivo de grupos algebraicos definidos
sobre Q y sea Γ un subgrupo aritme´tico de G(Q), entonces φ(Γ) es un subgrupo aritme´tico
de G′(Q).
Tenemos entonces que la imagen de gKg−1 ∩ G(Q) por la proyeccio´n cano´nica G →
Gad es un subgrupo aritme´tico de Gad(Q). El morfismo cano´nico Gad(R)+ → Hol(D)+ es
suryectivo con nu´cleo compacto, podemos entonces concluir que Γg es un subgrupo aritme´tico
de Hol(D)+.
Como conclusio´n, cada variedad de nivel ShK(G,X) admite una estructura de variedad
quasi-proyectiva compleja.
Si K ′ ⊂ K entonces tenemos un morfismo cano´nico ShK′(G,X) → ShK(G,X), y mas
au´n dicho morfismo es regular.
Definicio´n 12. Sea (G,X) un par de Shimura, definimos la variedad de Shimura asociada
a dicho par por el l´ımite
Sh(G,X) = lim
←−
K
ShK(G,X).
En algunos art´ıculos se pueden encontrar otros axiomas adicionales en la definicio´n de un
par de Shimura, como por ejemplo:
SV3 Gad no tiene Q-factor directo H tal que H(R) es un grupo de Lie compacto.
SV4 El homomorfismo de peso wX esta´ definido sobre Q.
SV5 ZG(Q) es discreto en ZG(Af ).
SV6 El toro Z◦G es desplegado sobre un cuerpo CM .
Finalmente, daremos una descripcio´n del l´ımite inverso que define la variedad de Shimura
asociada al par de Shimura (G,X).
Teorema 13. Para un par de Shimura (G,X) tenemos que
lim
←−
K
ShK(G,X) = (G(Q)/ZG(Q)) \
(
X ×
(
G(Af )/ZG(Q)
))
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donde ZG(Q) denota la clausura de ZG(Q) en ZG(Af ). Mas au´n, si (G,X) satisface SV 5
entonces tenemos
lim
←−
K
ShK(G,X) = G(Q)\X ×G(Af ).
Dado un subgrupo compacto abierto K ⊂ G(Af ) y g ∈ G(Af ) podemos definir un isomor-
fismo de variedades ShK(G,X) → Shg−1Kg(G,X) por [x, a] 7→ [x, ag]. Estos isomorfismos
definen una accio´n de G(Af ) en el sistema inverso (ShK(G,X))K que da una accio´n de G(Af )
en la variedad de Shimura asociada al par de Shimura (G,X).
Si (ρ, V ) es una representacio´n algebraica irreducible de G entonces podemos definir
sistemas locales en los espacios ShK(G,X) y tambie´n en la variedad de Shimura Sh(G,X)
como sigue. Para K ⊂ G(Af ) sea V˜ el sistema local en ShK(G,X) definido por
G(Q)\X × V ×G(Af )/K
mientras que el sistema local en Sh(G,X) esta´ definido por
lim
←−
K
G(Q)\X × V ×G(Af )/K
y sera´ tambie´n denotado por V˜ .
Denotamos por SK la variedad de nivel asociada a K y por S la variedad de Shimura
Sh(G,X).
Entonces, dada una representacio´n algebraica irreducible de G obtenemos sistemas locales
V˜ en S y en cada variedad de nivel SK , y podemos considerar los espacios de cohomolog´ıa
H•(S, V˜ ) y H•(SK , V˜ ).
2.3 Q-estructura y compactificacio´n de Borel-Serre
Cuando el Q-rango semisimple de G no es cero (en los casos presentados en estas notas el
Q-rango semisimple de los grupos algebraicos involucrados sera´ 2) la variedad de nivel SK
no sera´ compacta y consideramos su compactificacio´n de Borel-Serre denotada por SK , cuya
definicio´n esta´ dada en [B]. La inclusio´n SK ↪→ SK es una equivalencia homoto´pica, el
sistema local V˜ puede ser extendido naturalmente a un sistema local V˜ en SK y tenemos un
isomorfismo
H•(SK , V˜ ) ∼= H•(SK , V˜ )
como podemos encontrar por ejemplo en [Ha] y [S]. Denotamos el borde de la compacti-
ficacio´n de Borel-Serre por ∂SK . Podemos entonces considerar la sucesio´n exacta larga en
cohomolog´ıa
· · · → Hqc (SK , V˜ )→ Hq(SK , V˜ )→ Hq(∂SK , V˜ )→ . . .
donde Hqc (SK , V˜ ) denota la cohomolog´ıa a soporte compacto. Todos estos espacios esta´n
dotados de una estructura de Hodge mixta cano´nica por la teor´ıa de Saito de mo´dulos de
Hodge mixtos, y adema´s la sucesio´n exacta es una sucesio´n exacta de estructuras de Hodge
mixtas.
Para la descripcio´n de la compactificacio´n de Borel-Serre necesitamos entender la Q-
estructura de G. Fijamos un toro maximal T en G definiendo un sistema de ra´ıces Φ(G, T ) y
fijamos un conjunto de ra´ıces positivas en este sistema de ra´ıces, denotamos por ∆ el conjunto
correspondiente de ra´ıces simples. Fijamos un Q-toro desplegado maximal T˜ en G y todo
esto tal que T˜ ⊂ T . Fijamos un sistema de ra´ıces positivas en el sistema de ra´ıces Φ(G, T˜ ) de
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tal manera que sea compatible con el sistema de ra´ıces positivas para Φ(G, T ), y denotamos
por ∆Q su correspondiente conjunto de ra´ıces simples.
Asociado a estas elecciones tenemos un conjunto de representantes P(G) para el conjunto
de G(Q)-clases de conjugacio´n de Q-subgrupos parabo´licos de G, el conjunto de Q-subgrupos
parabo´licos esta´ndares de G. P(G) puede ser identificado con el conjunto de subconjuntos de
∆Q donde cada Q-subgrupo parabo´lico esta´ndar maximal se corresponde con un subconjunto
de 1 elemento de ∆Q. El borde ∂SK de la compactificacio´n de Borel-Serre de SK puede
escribirse como una unio´n de caras indexadas por los Q-subgrupos parabo´licos esta´ndares de
G, luego dado I ⊂ ∆Q denotamos por ∂I,K la correspondiente cara en ∂SK . Este cubrimiento
induce una sucesio´n espectral en cohomolog´ıa
Ep,q1 =
⊕
|I|=p+1
Hq(∂I,K , V˜ )⇒ Hp+q(∂SK , V˜ )
que converge a la cohomolog´ıa del borde.
Supondremos en adelante que G tiene Q-rango semisimple 2 (este sera´ el caso para las
variedades de Shimura tratadas en este trabajo). Entonces ∆Q tiene solo dos elementos y ten-
dremos dos Q-subgrupos parabo´licos esta´ndares maximales, que sera´n denotados por P1, P2,
y uno minimal, denotado por P0 (tambie´n denotaremos sus caras correspondientes en el
borde de la compactificacio´n de Borel-Serre de SK por ∂1,K , ∂2,K y ∂0,K respectivamente). En
este caso especial la sucesio´n espectral que hemos mencionado es equivalente a una sucesio´n
exacta larga en cohomolog´ıa, dada por
. . .→ Hq(∂SK , V˜ )→ Hq(∂1,K , V˜ )⊕Hq(∂2,K , V˜ )→ Hq(∂0,K , V˜ )→ . . .
Por [H-Z II], cada te´rmino en dicha sucesio´n exacta larga admite una estructura de Hodge
mixta natural (el lector debe observar [H-Z II’] para la correcta descripcio´n de la estructura
de Hodge mixta) y la sucesio´n exacta larga es una sucesio´n exacta larga de estructuras de
Hodge mixtas. Esta sera´ una de las herramientas principales utilizadas para el estudio de
los espacios de clases fantasma. En el marco mas general de Q-rango semisimple > 2, los
resultados de [H-Z II] muestran que dicha sucesio´n espectral es una sucesio´n espectral de
estructuras de Hodge mixtas.
Si trabajamos en el nivel infinito, podemos escribir
Hq(S, V˜ ) = lim
−→
K
Hq(SK , V˜ ), H
q(∂S, V˜ ) = lim
−→
K
Hq(∂SK , V˜ ) y H
q
c (S, V˜ ) = lim−→
K
Hqc (SK , V˜ ),
y tenemos la primera sucesio´n exacta larga en este marco. De la misma manera tenemos
la segunda sucesio´n exacta larga en cohomolog´ıa en el nivel infinito (para G de Q-rango
semisimple 2). Los objetos ana´logos en el nivel infinito correspondientes a las caras del borde
de la compactificacio´n de Borel-Serre ∂i,K sera´n denotados por ∂i. En otras palabras, para
el nivel infinito se verifica que las siguientes sucesiones son exactas:
· · · → Hqc (S, V˜ )→ Hq(S, V˜ )
rq−→ Hq(∂S, V˜ )→ . . .
y
. . .→ Hq(∂S, V˜ ) pq−→ Hq(∂1, V˜ )⊕Hq(∂2, V˜ )→ Hq(∂0, V˜ )→ . . . .
Observamos que en ambas sucesiones exactas largas hemos nombrado dos morfismos pq y rq,
estos sera´n utilizados en la siguiente subseccio´n para dar la definicio´n de clases fantasma.
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2.4 Clases fantasma y teor´ıa de Hodge mixta en cohomolog´ıa
En esta subseccio´n definiremos el objeto de intere´s en este trabajo y explicaremos las estrate-
gias utilizadas para llegar a los resultados obtenidos.
Recordamos que estamos asumiendo que el Q-rango semisimple de G es 2, luego con
la notacio´n de la subseccio´n anterior definimos el espacio de q-clases fantasma del par de
Shimura (G,X) a coeficientes en el sistema local definido por la representacio´n irreducible
V , por
Ghq(V˜ ) = Im(rq) ∩Ker(pq),
en otras palabras, es el espacio de clases en la cohomolog´ıa del borde de la compactificacio´n de
Borel-Serre que esta´n en la imagen de Hq(S, V˜ ) por la proyeccio´n cano´nica y en el nu´cleo de
cada proyeccio´n a la cohomolog´ıa de cada cara del borde de la compactificacio´n de Borel-Serre
Hq(∂i, V˜ ) correspondiente a un Q-subgrupo parabo´lico esta´ndar.
Las estrategias utilizadas en estas notas esta´n basadas en el hecho de que todos los espacios
de cohomolog´ıa considerados esta´n dotados de una estructura de Hodge mixta por la teor´ıa de
Saito de mo´dulos de Hodge mixtos y por [H-Z II], y las ya mencionadas sucesiones exactas
largas en cohomolog´ıa son sucesiones exactas largas de estructuras de Hodge mixtas, esto
induce una estructura de Hodge mixta en el espacio de clases fantasma.
Como hemos ya observado luedo de la definicio´n de un par de Shimura, el homomorfismo
de peso no depende del elemento h ∈ X elegido. El homomorfismo de peso ωX define el peso
en la variacio´n de estructuras de Hodge definida por V˜ y todo esto sigue siendo va´lido para
una representacio´n algebraica no necesariamente definida sobre R induciendo una variacio´n
compleja de estructuras de Hodge, denotaremos por wt(V ) este peso. Por la teor´ıa de Saito,
sabemos que los pesos en la estructura de Hodge mixta asociada a Hq(S, V˜ ) son ≥ wt(V ) + q
y los pesos en la estructura de Hodge mixta asociada a Hqc (S, V˜ ) son ≤ wt(V )+q. Esto da la
primera implicacio´n en la estructura de Hodge mixta del espacio de clases fastasma dado que
implica que los pesos en la estructura de Hodge mixta asociada a Ghq(V˜ ) son ≥ wt(V ) + q.
Una pregunta a ser estudiada en este trabajo es cuando los posibles pesos en el espacio
de clases fantasma Ghq(V˜ ) pertenecen al conjunto {q + wt(V ), q + 1 + wt(V )}, en el caso en
el que esto se satisfaga para la representacio´n V diremos que V satisface la propiedad de´bil
del peso medio. Por otro lado, si V satisface que el espacio de clases fantasma Ghq(V˜ ) tiene
peso q + wt(V ) diremos que V satisface la propiedad del peso medio.
Mas informacio´n puede ser determinada por el estudio de la estructura de Hodge mixta
en los espacios Hq(∂0, V˜ ) y el nu´cleo de H
q(∂0, V˜ ) → Hq+1(∂S, V˜ ), pero dicho nu´cleo es la
imagen del morfismo
Hq(∂1, V˜ )⊕Hq(∂2, V˜ )→ Hq(∂0, V˜ ).
Para estudiar dicha imagen restringimos el morfismo a cada te´rmino y estudiamos cada
Hq(∂i, V˜ )→ Hq(∂0, V˜ ) por separado.
Para ello usamos la descomposicio´n dada para cada Q-subgrupo parabo´lico esta´ndar P
de G
Hq(∂P , V˜ ) =
⊕
i+j=q
Ind
G(Af )×pi0(G(R))
P (Af )×pi0(P (R))H
i(SMP , ˜Hj(uP , V ))
donde uP denota el a´lgebra de Lie del radical unipotente de P , MP es un subgrupo de Levi
de P , SMP es un espacio localmente sime´trico asociado a MP y pi0(P (R)), pi0(G(R)) denota el
grupo de componentes conexas de P (R) y G(R) respectivamente (podemos encontrar dicha
descomposicio´n por ejemplo en [Ha] y [S]).
Observacio´n 14. Esta descomposicio´n puede ilustrarse con el caso de un espacio localmente
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sime´trico XΓ = Γ\X donde X es el espacio sime´trico asociado a un grupo algebraico semisim-
ple conexo G˜ definido sobre Q, Γ ⊂ G˜(Q) es un subgrupo aritme´tico y V es una representacio´n
algebraica de G˜ definiendo un sistema local V˜ en XΓ. El borde de la compactificacio´n de
Borel-Serre de XΓ es la unio´n de caras indexada por el conjunto de Γ-clases de conjugacio´n
de Q-subgrupos parabo´licos propios de G˜. Dado P˜ ⊂ G˜ un Q-subgrupo parabo´lico propio, de-
notamos por e′(P˜ ) la cara correspondiente en el borde de la compactificacio´n de Borel-Serre
de XΓ y tenemos una fibracio´n de la forma
ΓN˜\N˜(R)→ e′(P˜ )→ eˆ′(P˜ )
donde N˜ es el radical unipotente de P˜ , ΓN˜ = Γ ∩ N˜(R) y eˆ′(P˜ ) es un espacio sime´trico
asociado al subgrupo de Levi de P˜ y al subgrupo aritme´tico Γ. Finalmente, tenemos que la
sucesio´n espectral asociada a esta fibracio´n degenera en E2 y asi obtenemos la descomposicio´n
Hq(e′(P˜ ), V˜ ) =
⊕
i+j=q
H i(eˆ′(P˜ ), ˜Hj(uP˜ , V )).
El lector puede encontrar mas detalles en [S II], especialmente en la seccio´n 4.
Aplicaremos el teorema de Kostant ([K]) con el fin de obtener una descomposicio´n de
Hj(uP , V ) como suma directa de representaciones irreducibles de MP indexadas por ciertos
elementos del grupo de Weyl.
Hemos elegido un sistema de ra´ıces Φ(G, T ) y un sistema de ra´ıces simples ∆, denotamos
por Φ+ el correspondiente conjunto de ra´ıces positivas. Asumiendo que la representacio´n
algebraica V de G es irreducible con peso maximal λ, obtenemos una descomposicio´n como
representaciones de MP
Hq(uP , V ) =
⊕
w∈WP (q)
Ww∗(λ).
En la u´ltima descomposicio´n, W P es un subconjunto del grupo de Weyl W para G, W P (q) ⊂
W P es el subconjunto que consiste de los elementos de longitud q, y w∗(λ) = w(λ + δ) − δ
donde δ = 1
2
∑
α∈Φ+ α.
W P puede ser descrito como sigue. Dada una ra´ız α ∈ Φ denotamos por Eα ⊂ gC su
espacio de ra´ıces correspondiente. Hemos denotado por Φ+ al conjunto de ra´ıces positivas.
Denotemos por Φ− el conjunto de ra´ıces negativas, entonces para cada w ∈ W definimos
Φw = w(Φ
−) ∩ Φ+
Sea p = Lie(P )C ⊂ gC, entonces tenemos la descomposicio´n p = m⊕ u correspondiente a la
descomposicio´n de Levi de P y definimos ∆(u) = {α ∈ Φ | Eα ⊂ u}. Finalmente tenemos la
caracterizacio´n
W P = {w ∈ W | Φw ⊂ ∆(u)}
Entonces obtenemos la descomposicio´n
Hq(∂P , V˜λ) =
⊕
w∈WP
l(w)≤q
Ind
G(Af )×pi0(G(R))
P (Af )×pi0(P (R))H
q−l(w)(SMP , W˜w∗(λ))
donde Vλ denota la representacio´n algebraica irreducible de G con peso maximal λ.
Hay subconjuntos u´nicamente determinados W 0i del grupo de Weyl W (para i = 1 o 2)
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tal que W P0 = W 0i W
Pi y para cada w ∈ W Pi la correspondiente restriccio´n del morfismo
Hq(∂i, V˜ )→ Hq(∂0, V˜ ) a
Ind
G(Af )×pi0(G(R))
Pi(Af )×pi0(Pi(R))H
q−l(w)(SMPi , W˜w∗(λ))
tiene imagen en ⊕
w˜∈W 0i
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
q−l(w)−l(w˜)(SMP0 , W˜w˜∗(w∗(λ))).
Adema´s, para w ∈ W P0 , w˜ ∈ W 0i y wi ∈ W Pi (para i = 1 or 2) tales que w = w˜wi tenemos
l(w) = l(w˜) + l(wi).
Para la informacio´n que necesitamos de estos morfismos y como la induccio´n parabo´lica
es exacta, todo esto se reduce al estudio del morfismo, para cada i ∈ {1, 2} y cada w ∈ W Pi ,
Hq−l(w)(SMPi , W˜w∗(λ))→
⊕
w˜∈W 0i
Ind
MPi (Af )×pi0(MPi (R))
P i0(Af )×pi0(P i0(R))
Hq−l(w)−l(w˜)(SMP0 , W˜w˜∗(w∗(λ)))
donde P i0 denota el Q-subgrupo parabo´lico (P0∩MPi) de MPi . Con el fin de aplicar estrategias
similares a aquellas utilizadas para el caso de una variedad de Shimura, tenemos que calcular
los pesos en los espacios de cohomolog´ıa Hq(SMPi , W˜w∗(λ)) y esto se llevara´ a cabo siguiendo
la seccio´n 5 de [H-Z II].
Observacio´n 15. Tenemos que observar que cuando tomamos como referencia [H-Z II] te-
nemos que observar tambie´n la pa´gina [H-Z II’] para la correcta estructura de Hodge mixta
en la cohomolog´ıa de las caras del borde de la compactificacio´n de Borel-Serre.
Para i = 1 o 2 (esto es para Pi un Q-subgrupo parabo´lico esta´ndar maximal), tenemos
una descomposicio´n del subgrupo de Levi de Pi de la forma MPi = GPi,hGPi,l que es el
producto de sus partes hermitiana y lineal, cuya interseccio´n es el subgrupo APi de MPi
dado por el producto del Q-toro desplegado maximal en el centro de MPi y el centro de
G. GPi,h forma parte de un par de Shimura y denotamos por hPi : S → GPi,h el morfismo
correspondiente, que esta´ determinado salvo conjugacio´n por un elemento de GPi,h(R). La
representacio´n Ww∗(λ) puede descomponerse como producto tensorial de una representacio´n
de la parte hermitiana GPi,h y una representacio´n de un subgrupo de la parte lineal GPi,l
isomorfo al cociente de este grupo por APi , denotamos estas representaciones por (Ww∗(λ))h y
(Ww∗(λ))l respectivamente. (Ww∗(λ))h define una variacio´n compleja de estructuras de Hodge
en la variedad de Shimura SPi asociada a (Gh,Pi , hPi) y esto da una estructura de Hodge mixta
en los espacios de cohomolog´ıa Hq(SPi ,
˜(Ww∗(λ))h). Los tipos de la estructura de Hodge mixta
asociada a H•(SMPi , W˜w∗(λ)) pueden ser determinados por los tipos de la estructura de Hodge
mixta asociada a H•(SPi , (W˜w∗(λ))h), como podemos ver en (5.6.10) de [H-Z II] y [H-Z II’].
Para el parabo´lico minimal P0 vamos a tomar su parte hermitiana como la parte her-
mitiana de P2, en el caso mas general se tiene una asociacio´n de un Q-subgrupo parabo´lico
esta´ndar maximal para cada Q-subgrupo parabo´lico esta´ndar de G (dicha corresponden-
cia es explicada en [H-Z II], donde se enuncia diciendo que todo Q-subgrupo parabo´lico
esta´ndar Q esta´ subordinado a un Q-subgrupo parabo´lico esta´ndar maximal P y se denota
por Π(Q) = P ) y la parte hermitiana de un Q-subgrupo parabo´lico esta´ndar de G es aque-
lla del esta´ndar maximal asociado. Por otro lado, para w ∈ W P0 tenemos, como ya se ha
explicado, elementos u´nicos w2 ∈ W P2 y w˜ ∈ W 02 tales que w = w˜w2. Finalmente, con
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estas correspondencias, los tipos de la estructura de Hodge mixta asociada al espacio de
cohomolog´ıa Hq(SMP0 , W˜w∗(λ)) pueden determinarse por los tipos de la estructura de Hodge
mixta asociada a Hq(SP2 , (W˜(w2)∗(λ))h), como podemos ver en (5.6.10) de [H-Z II] y [H-Z II’].
Por el u´ltimo pa´rrafo, obtenemos que un paso hacia el ca´lculo de la estructura de Hodge
mixta en la cohomolog´ıa de las caras del borde de la compactificacio´n de Borel-Serre es la
descripcio´n del morfismo hP definiendo la variedad de Shimura para la parte hermitiana
GP,h del subgrupo de Levi de P , para P recorriendo el conjunto de Q-subgrupos parabo´licos
esta´ndares maximales de G. Para ello seguiremos la seccio´n 5 de [H II]. El primer paso es el
ca´lculo del u´nico morfismo de Cayley admisible wP asociado a P ([D], seccio´n 3) y luego la
descripcio´n de hP viene de (5.1.9) en [H II] .
2.5 Breve resumen sobre algunos resultados de [Ha]
Esta subseccio´n tiene como objetivo dar un pequen˜o resumen sobre algunos resultados en
[Ha] necesarios para este trabajo, utilizando la notacio´n encontrada en dicho art´ıculo, en
particular se presentara´n los enunciado del teorema 1 y 2 de [Ha].
Para comenzar, sea F una extensio´n finita de Q, AF denota el anillo de adeles asociado
a F e IF denota el grupo de ideles. Denotamos por || : IF/F× → C el cara´cter de Tate,
definido por el producto del valor absoluto normalizado en cada componente.
G0 denotara´ el grupo algebraico GL2 definido sobre F , B0 denota su subgrupo de Borel de
matrices triangulares superiores, T0 su subgrupo de matrices diagonales y T
(1)
0 el subgrupo de
matrices diagonales de determinante 1. Denotamos por G,B, T y T (1) los grupos algebraicos
definidos sobre Q dados por ResF/QG0, ResF/QB0, ResF/QT0 y ResF/QT (1)0 respectivamente.
Denotamos por α0 : B0 → Gm el homomorfismo dado por la ra´ız positiva, este induce un
homomorfismo α : B → ResF/QGm y evaluado en el anillo de adeles da un homomorfismo
αA : B(A)→ IF .
Finalmente, denotamos por |α| la composicio´n || ◦ αA.
Denotaremos por G∞ a G(R) y sea K∞ ⊂ G∞ definido de la manera usual. Denotamos
por X = G∞/K∞ su espacio sime´trico correspondiente y para un subgrupo abierto compacto
Kf ⊂ G(Af ) (donde Af denota el anillo de adeles finitos) esbribiremos K = K∞Kf y
SK = G(Q)\G(A)/K.
Dada una representacio´n algebraica (ρ,M) de G, denotamos por M˜ su sistema local
correspondiente en SK y denotamos por H
•(S˜, M˜) el pi0(G∞)×G(Af )-mo´dulo
lim
−→
Kf
H•(SK , M˜)
donde pi0(G∞) denota el grupo de componentes conexas de G∞ y puede ser identificado con
un subgrupo de G∞.
Extendiendo escalares obtenemos
G×Q Q =
∏
τ :F→Q
GL2/Q.
Por lo tanto, si (ρ,M) es una representacio´n irreducible de G ×Q Q entonces es el pro-
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ducto tensorial M = ⊗τ :F→QMτ donde cada Mτ es una representacio´n irreducible de GL2/Q.
Denotamos Mτ = M(d(τ), ν(τ)) con d(τ) ∈ N y ν(τ) ∈ Z, el peso maximal de Mτ es
(d(τ) + ν(τ), ν(τ)) y sera´ denotado por λτ . M esta´ entonces determinado por
λ(M) = (. . . , λτ , . . .)τ :F→Q ∈ X(T ×Q Q).
∂SK denota el borde de la compactificacio´n de Borel-Serre de SK y el l´ımite directo
H•(∂S˜, M˜) = lim
−→
Kf
H•(∂SK , M˜)
es tambie´n un pi0(G∞)×G(Af )-mo´dulo, mas au´n el morfismo
r : H•(S˜, M˜)→ H•(∂S˜, M˜)
es un morfismo de pi0(G∞)×G(Af )-mo´dulos.
Como la inclusio´n SK ↪→ SK es una equivalencia homoto´pica, el haz M˜ puede extenderse
a SK y tenemos que
H•(SK , M˜) ∼= H•(SK , M˜)
y
H•(∂SK , M˜) ∼= H•(B(Q)\G(A)/K∞Kf , M˜).
La descomposicio´n en suma directa dada en el Teorema 1 del art´ıculo de G. Harder,
esta´ indexada por un conjunto denotado por Coh(M) y a continuacio´n lo definiremos.
Cohτ (Mτ ) ⊂ X(T0) denota el conjunto dado por los cara´cteres (d(τ) + ν(τ), ν(τ)) y (ν(τ)−
1, d(τ) + ν(τ) + 1) (ellos son w∗(Mτ ) para w uno de los dos elementos en el grupo de Weyl
de GL2 con respecto al sistema de ra´ıces usual) y definimos deg((d(τ) + ν(τ), ν(τ))) = 0 y
deg((ν(τ)− 1, d(τ) + ν(τ) + 1)) = 1.
Entonces se define
Coh(M) =
∏
τ :F→Q
Cohτ (Mτ ) ⊂ X∗(T ⊗Q Q)
y tenemos la igualdad como T ×Q Q-mo´dulos
H•(u,M) =
⊕
γ∈Coh(M)
H•(u,M)(γ)
donde u es el a´lgebra de Lie del grupo algebraico dado por las matrices triangulares con 1 en
la diagonal y H•(u,M)(γ) denota Q junto con la accio´n de T ×Q Q dada por γ.
Dado γ ∈ X∗(T ×Q Q), sea γ∞ la composicio´n T (R) ↪→ T (C) γ−→ C∗. Entonces, un
homomorfismo continuo φ : T (Q)\T (A) → C∗ es llamado un cara´cter de Hecke de tipo γ si
su componente infinita satisface
φ∞|T (R)◦ = γ−1∞
∣∣
T (R)◦
donde T (R)◦ denota la componente conexa del grupo de Lie de puntos reales de T .
Continuaremos con el enunciado del Teorema 1 en [Ha].
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[Teorema 1, [Ha]] Como pi0(G∞)×G(Af )-mo´dulo tenemos
H•(∂S˜, M˜) =
⊕
γ∈Coh(M)
⊕
φ:type(φ)=γ
φ˜f |
Z
=1
Ind
pi0(G∞)×G(Af )
pi0(B∞)×B(Af )Qeφ ⊗ ∧•(H(T/Z))
donde no definiremos ∧•(H(T/Z)) pero diremos al menos que su estructura de pi0(B∞)×
B(Af )-mo´dulo es trivial.
γ ∈ X∗(T ⊗Q Q) esta´ dado por sus componentes γ = {. . . , γτ , . . .}. Denotamos entonces
γ(1) = γ|T (1)⊗QQ que esta´ dado por la familia de enteros {. . . , nτ , . . .}.
Hay una accio´n natural del elemento no trivial s0 del grupo de Weyl en los cara´cteres
X(T×QQ) y en los cara´cteres algebraicos de Hecke en T (Q)\T (A) y estas accio´nes conmutan
con la formacio´n de tipos.
Sea n el grado de la extensio´n [F : Q], para γ ∈ Coh(M) definimos deg(γ) = ∑τ :F→Q deg(γτ ),
entonces deg(γ) = n − deg(s0γ), y en el caso en el que n = 2d y deg(γ) = d diremos que γ
es equilibrado.
Tenemos, por el Teorema 1 en [Ha], una descomposicio´n de la forma
H•(∂S˜, M˜) =
⊕
γ∈Coh(M)
⊕
φ:type(φ)=γ
φ˜f |Z˜=1
Vφ˜f ⊗ ∧•(H(T/Z))
y considerando los pares φ, s0φ podemos escribir
H•(∂S˜, M˜) =
⊕
{φ,s0φ}
(Vφf ⊕ Vs0φf )⊗ ∧•(H(T/Z))
denotamos [φ] = {φ, s0φ} y considerando r : H•(S˜, M˜)→ H•(∂S˜, M˜) se define
Im(r)[φ] = Im(r) ∩
(
(Vφf ⊕ Vs0φf )⊗ ∧•(H(T/Z))
)
.
Dado φ de tipo γ, denotamos por w(φ(1)) al entero definiendo el cara´cter dado por la
restriccio´n de γ al toro de dimensio´n 1, T (1) y sabemos que w(φ(1)) + w(s0φ
(1)) = −4, en el
caso en el que w(φ(1)) ≤ −2 diremos que φ esta´ en la ca´mara fundamental.
Tomando φ en la ca´mara fundamental, hay operadores T locφf : Vφf → Vs0φf , donde T locφf es un
producto tensorial ⊗pTφp de operadores locales, si φ(1)p 6= |α|2p entonces Tφp es un isomorfismo.
El u´ltimo teorema enunciado en esta subseccio´n es parte del Teorema 2 de [Ha].
[Teorema 2, [Ha]] Sea M = M(λ) y φ ∈ Coh(M), [φ] = {φ, s0φ} y se asume que φ esta´
en la ca´mara fundamental. Entonces tenemos tres casos
1. Si φ no es equilibrado y φ(1) 6= |α|2 y luego deg(φ) > deg(s0φ), entonces
Im(r)[φ] = Vφf ⊗ ∧•H(T/Z)
2. Si φ = |α|2, entonces dimM(λ) = 1 y podemos encontrar una descripcio´n de Im(r)[φ]
en la pa´gina 77 del art´ıculo mencionado.
3. Si φ es equilibrado entonces fija un CM-tipo T (γ) y
Im(r)[φ] = Xφ ⊗ ∧•(H(T/Z))
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donde
Xφ =
(v, |dF |−1/2 ∏
τ∈T (γ)
(
2pi
d(τ) + 1
(−1)d(τ¯)+1
)
L(φ(1),−1)
L(φ(1), 0)
T locφ (v)) | v ∈ Vφf
 .
Mas au´n Im(r) = ⊕[φ]Im(r)[φ].
3 El caso GSp4
3.1 La variedad de Shimura involucrada
Vamos a presentar la variedad de Shimura involucrada en esta seccio´n.
El par de Shimura esta´ dado por (GSp4, X), donde GSp4 es el grupo simple´ctico de
similitudes, en otras palabras
GSp4(A) =
{
g ∈ GL4(A) | gtJ2g = ν(g)J2, ν(g) ∈ A×
}
para cada Q-a´lgebra A, donde
J2 =
[
0 S
−S 0
]
y
S =
[
0 1
1 0
]
.
Para X tomamos la GSp4(R)-clase de conjugacio´n de homomorfismos conteniendo h :
S(R)→ GSp4(R) dado por
h(x+ iy) =
[
xI2 yS
−yS xI2
]
∀(x+ iy) ∈ S(R)
donde I2 denota la matriz identidad 2× 2. Entonces el morfismo de peso ωX : Gm → GSp4
esta´ dado por ωX(t) = tI4 donde I4 denota la identidad 4× 4.
Sea Kf ⊂ GSp4(Af ) un subgrupo abierto compacto, entonces denotamos por
SK = GSp4(Q)\X ×GSp4(Af )/Kf .
su variedad de nivel correspondiente, y siguiendo la misma notacio´n que en la seccio´n anterior,
denotamos por
S = lim
←−
K
SK
la variedad de Shimura correspondiente, donde el l´ımite inverso se toma sobre los subgrupos
abiertos compactos Kf ⊂ GSp4(Af ).
3.2 Toro maximal y sistema de ra´ıces
Para comenzar, fijaremos un toro maximal H en GSp4(C).
Tomamos para H el subgrupo
{
diag(hh1, hh2, h
−1
2 , h
−1
1 ) | h1, h2, h ∈ C∗
} ⊂ GSp4(C).
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Sea h = Lie(H) el a´lgebra de Lie compleja correspondiente a este toro maximal. El
sistema de ra´ıces Φ(gsp4,C, h) es de tipo C2.
Como H es un Q-toro desplegado, este sistema de ra´ıces es tambie´n un Q-sistema de
ra´ıces para GSp4.
Sean 1, 2,  ∈ h∗ definidas por 1(X) = h1, 2(X) = h2 y (X) = h para X = diag(h +
h1, h+ h2,−h2,−h1) ∈ h.
Entonces el sistema de ra´ıces Φ(gsp4,C, h) esta´ dado por
{+ 1 + 2, 1 − 2, + 21, + 22,−− 1 − 2,−1 + 2,−− 21,−− 22} .
Podemos tomar como ra´ıces positivas {+ 1 + 2, 1 − 2, + 21, + 22} y entonces el sis-
tema de ra´ıces simples es ∆ = {α1 = 1 − 2, α2 = + 22}.
Nuevamente, como H es Q-desplegado, este es tambien un Q-sistema de ra´ıces positivas
de GSp4 y un Q-sistema de ra´ıces simples.
3.3 Q-subgrupos parabo´licos esta´ndares
El pro´ximo paso consiste en describir los Q-subgrupos parabo´licos de GSp4. Para ello solo
basta con describir los esta´ndares, con respecto al Q-sistema de ra´ıces considerado, y sabemos
que todo Q-subgrupo parabo´lico es GSp4(Q)-conjugado a un esta´ndar.
Como ∆ tiene solo dos elementos, tenemos tres Q-subgrupos parabo´licos esta´ndares pro-
pios, uno minimal y dos maximales. El minimal esta dado por
P0 = N4 ∩GSp4(C)
donde N4 denota el subgrupo de matrices triangulares superiores en GL(4,C).
Por otro lado, con respecto a los maximales tenemos que
P1 =


∗ ∗ ∗ ∗
0 ∗ ∗ ∗
0 ∗ ∗ ∗
0 0 0 ∗
 ∈ GL(4,C)
 ∩GSp4(C)
y
P2 =


∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 0 ∗ ∗
0 0 ∗ ∗
 ∈ GL(4,C)
 ∩GSp4(C).
Denotamos por SK la compactificacio´n de Borel-Serre de SK y por ∂SK su borde. Sabe-
mos que ∂SK es la unio´n de caras, una por cada Q-subgrupo parabo´lico esta´ndar, luego
denotamos cada una de estas caras por ∂K,0, ∂K,1 y ∂K,2 respectivamente. Utilizamos la
notacio´n S, ∂S, ∂0, ∂1 y ∂2 para los objetos ana´logos en el nivel infinito.
3.4 La representacio´n irreducible
Con el fin de determinar una notacio´n para las representaciones irreducibles de dimensio´n
finita de GSp4,C consideraremos primero aquellas representaciones de Sp4,C.
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H ′ = H ∩ Sp4(C) es un subgrupo de Cartan de Sp4(C) y puede ser descrito por
H ′ =
{
diag(x1, x2, x
−1
2 , x
−1
1 ) | x1, x2 ∈ C×
} ⊂ Sp4(C).
Sabemos que las representaciones irreducibles de dimensio´n finita de Sp4,C esta´n determinadas
por sus pesos maximales. Mas precisamente, el toro maximal elegido H ′ tiene a´lgebra de Lie
h′ = {diag(h1, h2,−h2,−h1) | h1, h2 ∈ C} ⊂ sp4(C).
Definimos las funcionales lineales ε1, ε2 : h
′ → C por
ε1(diag(h1, h2,−h2,−h1)) = h1
y
ε2(diag(h1, h2,−h2,−h1)) = h2.
El sistema de ra´ıces asociado Φ(g, h′) tiene pesos fundamentales λ1, λ2 : h′ → C dados por
λ1 = ε1 y λ2 = ε1 + ε2, y entonces las representaciones irreducibles de dimensio´n finita de
Sp4,C esta´n determinadas por sus pesos maximales, que en este caso esta´n dadas por las
funcionales lineales de la forma m1λ1 +m2λ2 con m1,m2 enteros no negativos.
Antes de considerar el caso GSp4 fijaremos algunas notaciones. El centro de gsp4,C esta´
dado por
z = {hId4 | h ∈ C} ⊂ gsp4,C
y el a´lgebra de Lie h de H puede escribirse como la suma directa h = z ⊕ h′. Extendemos
ε1, ε2, λ1 y λ2 por cero en la descomposicio´n anterior obteniendo funcionales lineales de h
denotadas por ε′1, ε
′
2, λ
′
1 y λ
′
2 respectivamente. Denotamos por κ la funcional lineal en h dada
por la projeccio´n a la primera componente de la descomposicio´n mecionada.
Ahora trataremos el caso GSp4,C. El centro de este grupo esta dado por el toro
Z = {xId4 | x ∈ C∗} ⊂ GSp4,C.
Por lo tanto, dada una representacio´n irreducible de dimensio´n finita de este grupo, su res-
triccio´n a Z esta´ dada por un caracter (por lo tanto determinada por un nu´mero entero),
la restriccio´n a Sp4,C es irreducible y el cara´cter central debe ser compatible con esta repre-
sentacio´n de Sp4,C en el sentido de que deben coincidir en la interseccio´n, que en este caso es
{Id4,−Id4}. Finalmente, una representacio´n irreducible de dimensio´n finita de GSp4,C esta´
entonces determinada por su peso maximal, una funcional lineal de la forma m1λ
′
1+m2λ
′
2+cκ
donde c es congruente a (m1 + 2m2) mo´dulo 2.
Fijamos una representacio´n algebraica irreducible (ρ, Vλ) de GSp4 con peso maximal λ =
m1λ
′
1 + m2λ
′
2 + cκ. El sistema local asociado en la variedad de Shimura SK sera´ entonces
denotado por V˜λ.
3.5 El grupo de Weyl y la correspondiente descomposicio´n para
cada Hq(∂i, V˜λ)
En lo que sigue, es conveniente utilizar la notacio´n presentada en la seccio´n precedente. Las
nociones de la seccio´n 3.1 pueden ser traducidas facilmente a la nueva notacio´n, por ejemplo
las ra´ıces simples α1 y α2 esta´n dadas por α1 = ε
′
1 − ε′2 y α2 = 2ε′2.
El grupo de Weyl para este sistema de ra´ıces es isomorfo al producto semidirecto Z22oZ2
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que puede verse como un subgrupo de S4.
Nuestro primer objetivo es el de entender los pesos en la estructura de Hodge mixta en
Hq−1(∂0, V˜λ)/i(Hq−1(∂1, V˜λ)⊕Hq−1(∂2, V˜λ))
donde
i : Hq−1(∂1, V˜λ)⊕Hq−1(∂2, V˜λ)→ Hq−1(∂0, V˜λ)
es el morfismo en la sucesio´n exacta larga presentada en la seccio´n 2.3.
Para aplicar las descomposiciones
Hq−1(∂i, V˜λ) =
⊕
w∈WPi
l(w)≤q−1
Ind
GSp4(Af )×pi0(GSp4(R))
Pi(Af )×pi0(Pi(R)) H
q−1−l(w)(SMPi , W˜w∗(λ))
necesitamos entender el grupo de Weyl W .
Sean w1, w2 ∈ W las reflexiones simples asociadas a α1 y α2 respectivamente. La siguiente
tabla da una descripcio´n de cada elemento de W .
w w(ε′1) w(ε
′
2) w
−1(α1) w−1(α2) l(w) w∗(λ) = w(λ+ δ)− δ
1 ε′1 ε
′
2 ε
′
1 − ε′2 2ε′2 0 (m1 +m2,m2)
w1 ε
′
2 ε
′
1 −ε′1 + ε′2 2ε′1 1 (m2 − 1,m1 +m2 + 1)
w2 ε
′
1 -ε
′
2 ε
′
1 + ε
′
2 −2ε′2 1 (m1 +m2,−m2 − 2)
w1 ◦ w2 ε′2 -ε′1 −ε′1 − ε′2 2ε′1 2 (−m2 − 3,m1 +m2 + 1)
w2 ◦ w1 -ε′2 ε′1 ε′1 + ε′2 −2ε′1 2 (m2 − 1,−m1 −m2 − 3)
w1 ◦ w2 ◦ w1 -ε′1 ε′2 −ε′1 − ε′2 2ε′2 3 (−m1 −m2 − 4,m2)
w2 ◦ w1 ◦ w2 -ε′2 -ε′1 ε′1 − ε′2 −2ε′1 3 (−m2 − 3,−m1 −m2 − 3)
w1 ◦ w2 ◦ w1 ◦ w2 -ε′1 -ε′2 −ε′1 + ε′2 −2ε′2 4 (−m1 −m2 − 4,−m2 − 2)
Donde en la u´ltima columna, cada par (a, b) denota el elemento aε′1+bε
′
2+cκ y δ = 2ε
′
1+ε
′
2
(y estamos omitiendo el tercer te´rmino que es igual a c en todos los casos).
Utilizando la tabla, podemos ver que:
W P1 = {1, w1, w1 ◦ w2, w1 ◦ w2 ◦ w1} ,W P2 = {1, w2, w2 ◦ w1, w2 ◦ w1 ◦ w2}
y claramente W P0 = W .
Como S
MP0
K tiene dimensio´n cero para cada K ⊂ GSp4(Af ) subgrupo compacto abierto,
tenemos que Hk(S
MP0
K , W˜w∗(λ)) = 0 para k > 0 y luego
Hq−1(∂0, V˜λ) =
⊕
w∈WP0
l(w)=q−1
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜w∗(λ))
3.6 Pesos
En esta subseccio´n determinaremos, para cada Q-subgrupo parabo´lico esta´ndar maximal P
de G el homomorfismo hP : S → GP,h, donde GP,h es la parte hermitiana del subgrupo de
Levi MP de P y (GP,h, hP ) define un par de Shimura. Con estos ca´lculos podremos obtener
informacio´n sobre la estructura de Hodge mixta en los espacios de cohomolog´ıa en las caras
del borde de la compactificacio´n de Borel-Serre.
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Para el caso P1 trabajaremos en el siguiente orden: primero calcularemos el subgrupo AP1
del subgrupo de Levi MP1 (con la definicio´n que se encuentra en [H-Z]), luego calcularemos
el morfismo de Cayley admisible w1 : Gm → AP1 , y finalmente calcularemos el morfismo
hP1 : S→ GP1,h que define el par de Shimura en la parte hermitiana de MP1 .
Podemos ver que AP1 , que esta´ definido como el Q-toro desplegado maximal en el centro
de MP1 por el centro de G, esta´ dado por
AP1 =


h1h2
h1
h1
h1(h2)
−1
 | h1, h2 ∈ C∗

Por las propiedades del morfismo de Cayley admisible descritas en [H II] podemos de-
terminar w1 : Gm → AP1 . Para ser mas precisos, sea W1 el radical unipotente de P1 y U1
su centro, sean w1 y u1 las a´lgebras de Lie correspondientes, entonces denotando por gi al
subespacio de g en el cual la accio´n (por conjugacio´n) de w1(t) esta´ dada por la multiplicacio´n
por ti, tenemos que g−2 = u1 y g−1 ⊕ g−2 = w1.
Entonces podemos ver que
w1(t) =

tk−2
tk−1
tk−1
tk

para k ∈ Z.
Finalmente, calcularemos el morfismo hP1 . Para ello aplicamos la descripcio´n de la pa´gina
330 de [H II] tomando V = R4 y ρ : GSp4 → GL4 la inclusio´n natural. Consideramos la
base cano´nica {e1, e2, e3, e4} de R4 y verificamos que la filtracio´n definida por el morfismo
de Cayley admisible w1 esta´ dada por Wk−2 = Re1,Wk−1 = Re1 ⊕ Re2 ⊕ Re3 y Wk = R4.
Entonces la representacio´n correspondiente de MP1 en el graduado Gr
W esta´ dada por la
inclusio´n natural MP1 ↪→ GL1 × GL2 × GL1. Tomamos h el morfismo dado en la seccio´n
3.1 para definir el par de Shimura para GSp4, entonces sabemos (por otra propiedad del
morfismo de Cayley admisible, ve´ase [H II], pa´gina 327) que la filtracio´n decreciente definida
por ρ ◦ h junto con la filtracio´n creciente W define una estructura de Hodge mixta en V . La
filtracio´n de Hodge definida por ρ ◦ h esta´ dada por
F−1h VC = VC, F
0
hVC = C(e1 − ie4)⊕ C(e2 − ie3) y F 1hVC = 0.
El u´nico valor posible de k para obtener una tal estructura de Hodge mixta es 0, entonces
w1(t) =

t−2
t−1
t−1
1
 .
y la estructura de Hodge mixta en V tiene tipos (−1,−1), (−1, 0), (0,−1) y (0, 0), mas au´n
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el morfismo hP1 esta´ dado por
hP1(z) =

|z|2
Re(z) Im(z)
−Im(z) Re(z)
1
 ∀z ∈ S(R).
en particular el morfismo de peso del par de Shimura (GP1,h, hP1) es
wP1(t) =

t2
t
t
1

que es entonces
wP1(t) =

t
t
t
t


t
1
1
t−1

entonces, si w∗(λ) = d1ε′1 + d2ε
′
2 + cκ para w ∈ W P1 , tenemos que el peso del sistema local
˜(Ww∗(λ))h en la variedad de Shimura asociada a la parte hermitiana GP1,h de MP1 es −c− d1.
Llevando a cabo los mismos ca´lculos para el caso P2, obtenemos lo siguiente, AP2 esta´
definido por
AP2 =


h1
h1
h2
h2
 | h1, h2 ∈ C∗

El morfismo de Cayley admisible w2 esta´ determinado, utilizando el mismo procedimiento
que en el caso P1, por
w2(t) =

t−2
t−2
1
1

y finalmente podemos determinar el homomorfismo hP2 siguiendo [H II]. En este caso
dicho morfismo esta´ dado por
hP2(z) =

|z|2
|z|2
1
1

En particular, el morfismo de peso del correspondiente par de Shimura es
wP2(t) =

t2
t2
1
1
 .
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y podemos reescribir esto de la siguiente manera
wP2(t) =

t
t
t
t


t
t
t−1
t−1

por lo tanto si w∗(λ) = d1ε′1 + d2ε
′
2 + cκ para w ∈ W P2 , tenemos que el peso del sistema
local ˜(Ww∗(λ))h en la variedad de Shimura asociada a la parte hermitiana GP2,h de MP2 es
−c− d1 − d2.
Dado que la parte hermitiana de MP0 es aquella de MP2 , tenemos que si w∗(λ) = d1ε
′
1 +
d2ε
′
2 + cκ para w ∈ W P0 , entonces el peso del sistema local ˜(Ww∗(λ))h en la variedad de
Shimura asociada a la parte hermitiana GP2,h de MP2 es −c− d1 − d2.
3.7 La imagen procedente de la cohomolog´ıa en ∂1 y ∂2 y conclu-
ciones
Estudiaremos el subespacio
i(Hq−1(∂1, V˜λ)⊕Hq−1(∂2, V˜λ)) ⊂ Hq−1(∂0, V˜λ)
Considerando que
H0(∂0, V˜λ) = Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜λ)
H1(∂0, V˜λ) = Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) (H
0(SMP0 , W˜(w1)∗(λ))⊕H0(SMP0 , W˜(w2)∗(λ)))
H2(∂0, V˜λ) = Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) (H
0(SMP0 , W˜(w1◦w2)∗(λ))⊕H0(SMP0 , W˜(w2◦w1)∗(λ)))
H3(∂0, V˜λ) = Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) (H
0(SMP0 , W˜(w1◦w2◦w1)∗(λ))⊕H0(SMP0 , W˜(w2◦w1◦w2)∗(λ)))
H4(∂0, V˜λ) = Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ))
analizaremos estos 10 espacios para estudiar en que casos ellos pueden contribuir a clases
fantasma y llegaremos al siguiente resultado.
Teorema 16. Para la variedad de Shimura asociada a GSp4 y el sistema local definido por
la representacio´n irreducible de dimensio´n finita de peso maximal λ = m1λ
′
1 + m2λ
′
2 + cκ,
tenemos los siguientes resultados:
. Si m1 > 0 o m2 > 0 entonces no existen clases fantasma en la cohomolog´ıa del borde
de la compactificacio´n de Borel-Serre.
. Si m1 = m2 = 0, entonces las posibles clases fantasma en la cohomolog´ıa del borde
provienen de los espacios H0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ)) y H
0(SMP0 , W˜(w2)∗(λ)).
Demostracio´n. Recorriendo los elementos w ∈ W analizamos cuando los espaciosH0(SMP0 , W˜w∗(λ))
pueden contribuir al espacio de clases fantasma.
w = 1 En este caso Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜λ) ⊂ H0(∂0, V˜λ) y para contribuir a una
clase fantasma la imagen de este espacio por el morfismo
H0(∂0, V˜λ)→ H1(∂S, V˜λ)
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debe tener interseccio´n no nula con la imagen del morfismo H1(S, V˜λ) → H1(∂S, V˜λ),
y en particular su peso debe ser ≥ 1− c (dado que los pesos en la estructura de Hodge
mixta en H1(S, V˜ ) son ≥ 1− c) pero podemos verificar que el peso de H0(SMP0 , W˜λ) es
−c−m1 − 2m2, por lo tanto concluimos que H0(SMP0 , W˜λ) no contribuye a una clase
fantasma.
w = w1 Tenemos que Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1)∗(λ)) ⊂ H1(∂0, V˜λ) y para contribuir
a una clase fantasma su peso debe ser ≥ 2 − c pero podemos verificar que el peso de
H0(SMP0 , W˜(w1)∗(λ)) es −c − m1 − 2m2, y en conclusio´n este espacio no contribuye a
una clase fantasma.
w = w2 Para este caso utilizaremos el hecho que MP1 coincide con su parte hermitiana. La res-
triccio´n del morfismoH1(∂1, V˜λ)→ H1(∂0, V˜λ) al subespacio IndGSp4(Af )×pi0(GSp4(R))P1(Af )×pi0(P1(R)) H1(SMP1 , W˜λ)
tiene imagen en el espacio Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w2)∗(λ)), y dado que la
induccio´n parabo´lica es exacta, podemos estudiar este morfismo a trave´s del mor-
fismo H1(SMP1 , W˜λ) → IndMP1 (Af )×pi0(MP1 (R))P 10 (Af )×pi0(P 10 (R)) H
0(SMP0 , W˜(w2)∗(λ)), donde P
1
0 denota el
Q-subgrupo parabo´lico P0∩MP1 de MP1 . Luego, consideramos la sucesio´n exacta larga
. . .→ H1(SMP1 , W˜λ)→ IndMP1 (Af )×pi0(MP1 (R))P 10 (Af )×pi0(P 10 (R)) H
0(SMP0 , W˜(w2)∗(λ))→ H2c (SMP1 , W˜λ)→ . . .
proviniente del marco de una variedad de Shimura.
En dicha sucesio´n exacta los pesos en H2c (S
MP1 , W˜λ) son menores o iguales que 2− c−
m1−m2 mientras que el peso en IndMP1 (Af )×pi0(MP1 (R))P 10 (Af )×pi0(P 10 (R)) H
0(SMP0 , W˜(w2)∗(λ)) es 2−c−m1,
por lo tanto salvo en el caso m2 = 0 podemos concluir que el espacio
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w2)∗(λ))
esta´ incluido en la imagen de H1(∂1, V˜λ) y no contribuye a una clase fantasma.
Para el caso m2 = 0, utilizamos el hecho que para contribuir a una clase fantasma, el
espacio Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w2)∗(λ)) debe tener peso ≥ 2− c pues esto es
satifecho por los pesos de H2(S, V˜λ), y esto solo puede ocurrir si m1 = 0.
Como conclusio´n, el u´nico caso en el cual Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w2)∗(λ))
puede contribuir a una clase fantasma es cuando m1 = m2 = 0, en cuyo caso su peso
es igual al peso medio.
w = w1 ◦ w2 En este caso deberemos analizar el morfismo
H2(∂2, V˜λ)→ H2(∂0, V˜λ)
utilizando los resultados en [Ha] y la restriccio´n de dicho morfismo a
Ind
GSp4(Af )×pi0(GSp4(R))
P2(Af )×pi0(P2(R)) H
1(SMP2 , W˜(w2)∗(λ))
y como en el caso anterior solo debemos considerar el morfismo
H1(SMP2 , W˜(w2)∗(λ))→ IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) H
0(SMP0 , W˜(w1◦w2)∗(λ))
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donde P 20 denota el Q-subgrupo parabo´lico P0 ∩MP2 de MP2 . En este caso estaremos
siempre en el caso equilibrado, por lo tanto podemos describir precisamente la ima-
gen de dicho morfismo utilizando los resultados de [Ha] salvo que la representacio´n
W˜(w2)∗(λ) tenga dimensio´n uno, pero como (w2)∗(λ) = (m1 + m2)ε
′
1 + (−m2 − 2)ε′2 +
cκ, esta representacio´n nunca tendra´ dimensio´n uno. Como conclusio´n, el espacio
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1◦w2)∗(λ)) esta´ incluido en la imagen de H
2(∂2, V˜λ)
y no contribuye a una clase fantasma.
w = w2 ◦ w1 Como MP1 coincide con su parte hermitiana, consideramos la restriccio´n del morfismo
H2(∂1, V˜λ)→ H2(∂0, V˜λ) al subespacio
Ind
GSp4(Af )×pi0(GSp4(R))
P1(Af )×pi0(P1(R)) H
1(SMP1 , W˜(w1)∗(λ))
y por el mismo argumento que en el caso w = w2, todo esto se reduce al estudio de la
sucesio´n exacta larga
. . .→ H1(SMP1 , W˜(w1)∗(λ))→ IndMP1 (Af )×pi0(MP1 (R))P 10 (Af )×pi0(P 10 (R)) H
0(SMP0 , W˜(w2◦w1)∗(λ))
→ H2c (SMP1 , W˜(w1)∗(λ))→ . . .
Los pesos en H2c (S
MP1 , W˜(w1)∗(λ)) son ≤ 3− c−m2 mientras que el peso en
Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(w2◦w1)∗(λ))
es 4 − c + m1, asi concluimos que IndGSp4(Af )×pi0(GSp4(R))P0(Af )×pi0(P0(R)) H0(SMP0 , W˜(w2◦w1)∗(λ)) esta´
contenido en la imagen de H2(∂1, V˜λ) y no contribuye a una clase fantasma.
w = w1 ◦ w2 ◦ w1 Utilizando la misma estrategia que en el caso w = w1 ◦ w2, podemos concluir que el
espacio Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1◦w2◦w1)∗(λ)) esta´ incluido en la imagen de
H3(∂2, V˜λ) y luego no contribuye a una clase fantasma pues la representacio´n W˜(w2◦w1)∗(λ)
no puede tener dimensio´n 1.
w = w2 ◦ w1 ◦ w2 Utilizamos la misma estrategia que en el caso w = w2 ◦ w1, entonces llegamos a una
sucesio´n exacta larga
. . .→ H1(SMP1 , W˜(w1◦w2)∗(λ))→ IndMP1 (Af )×pi0(MP1 (R))P 10 (Af )×pi0(P 10 (R)) H
0(SMP0 , W˜(w2◦w1◦w2)∗(λ))
→ H2c (SMP1 , W˜(w1◦w2)∗(λ))→ . . .
y los pesos en el espacio H2c (S
MP1 , W˜(w1◦w2)∗(λ)) son ≤ 5− c+m2 mientras que el peso
en Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(w2◦w1◦w2)∗(λ)) es 6−c+m1 +2m2, luego concluimos
que el espacio
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w2◦w1◦w2)∗(λ))
no contribuye a una clase fantasma.
w = w1 ◦ w2 ◦ w1 ◦ w2 En este caso, utilizando los mismos argumentos que en el caso w = w1 ◦w2 concluimos
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que a menos que m1 = 0, el espacio
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ))
esta´ incluido en la imagen de H4(∂2, V˜λ) y no contribuye a una clase fantasma.
Por el otro lado, utilizando los mismos argumentos que en el caso w = w2 ◦w1 podemos
concluir que a menos que m2 = 0, dicho espacio esta´ incluido en la imagen de H
4(∂1, V˜λ)
y no contribuye a una clase fantasma.
En conclusio´n el u´nico caso en el que el espacio
Ind
GSp4(Af )×pi0(GSp4(R))
P0(Af )×pi0(P0(R)) H
0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ))
podr´ıa contribuir a una clase fantasma es cuando m1 = m2 = 0.
Y luego de este tratamiento caso por caso, hemos obtenido el resultado enunciado en este
teorema.
Para un ana´lisis completo debemos estudiar, para los casos m1 = m2 = 0, cuando
H0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ)) y H
0(SMP0 , W˜(w2)∗(λ)) contribuyen a clases fantasma.
Para el caso H0(SMP0 , W˜(w2)∗(λ)) utilizaremos los resultados de [KR]. En dicho trabajo
podemos encontrar una prueba de la existencia de clases fantasma de grado 2, que entonces
deben provenir de la contribucio´n del espacio H0(SMP0 , W˜(w2)∗(λ)).
Podemos resumir brevemente los resultados en [KR] involucrando la existencia de clases
fantasma para el grupo simple´ctico Sp4 (siguiendo la notacio´n de dicho trabajo) como sigue.
Elegimos un subgrupo compacto maximal K∞ ⊂ Sp4(R) y denotamos por X = Sp4(R)/K
su correspondiente espacio sime´trico, podemos definir para cada subgrupo abierto compacto
Kf ⊂ Sp4(Af ) una variedad de nivel
SK = Sp4(Q)\X × Sp4(Af )/Kf ,
y tomando el l´ımite proyectivo sobre el conjunto de subgrupos abiertos compactos de Sp4(Af )
obtenemos un espacio denotado por S. La cohomolog´ıa de este espacio con respecto al sistema
de coeficientes trivial es denotado por H•(Sp4,C). El mapa de Borel es definido, y puede ser
interpretado como un morfismo desde la cohomolog´ıa del compacto dual del espacio sime´trico
X (que sera´ denotado por X(c)), denotamos este mapa por B : H•(X(c),C) → H•(Sp4,C).
Entonces el nu´cleo de dicho mapa esta´ denotado por H•(X(c))ker. Por el otro lado, se define
otro subespacio H•(X(c))im ⊂ H•(X(c),C) que satisface que
H•(X(c))ker ⊕H•(X(c))im
es la preimagen, bajo el mapa de Borel, de la cohomolog´ıa interior en H•(Sp4,C). Finalmente,
se denota por H•(X(c))gh al espacio de clases en H•(X(c),C) anuladas por la composicio´n
con el mapa de Borel junto con la restriccio´n a la cohomolog´ıa de cada cara del borde de la
compactificacio´n de Borel-Serre. Entonces tenemos que el espacio de clases fantasma en la
imagen del mapa de Borel es isomorfo al cociente
H•(X(c))gh/(H•(X(c))ker +H•(X(c))im).
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Finalmente, en la seccio´n 14.1 de [KR] se concluye que la imagen del mapa de Borel, para
el caso Sp4 sobre Q, contiene un espacio unidimensional de clases fantasma. Adema´s este
espacio pertenece al espacio de cohomolog´ıa de grado 2. Este resultado contradice aquellos
del ape´ndice A en [Z II], dicha contradiccio´n proviene del hecho que a pesar de que en el
caso m1 = m2 = 0 los espacios de cohomolog´ıa de grado 0, 1 y 4 de la cara de Borel-Serre
correspondiente al subgrupo parabo´lico esta´ndar minimal no esta´n incluidos en el nu´cleo del
morfismo al espacio de cohomolog´ıa del borde de Borel-Serre de la variedad de Shimura, el
autor de dicho art´ıculo parece olvidarse de verificar si el espacio de cohomolg´ıa de grado 1
contribuye a clases fantasma (de donde las clases fantasma de grado 2 provienen).
Para el espacio H0(S
MP0
K , W˜(w1◦w2◦w1◦w2)∗(λ)), probaremos que no contribuye a clases fan-
tasma. Primero, este espacio tiene imagen en el espacio de cohomolog´ıa de grado 5 del
borde de la variedad de Shimura, luego para contribuir a clases fantasmas necesita tener
interseccio´n no nula con la imagen del espacio de cohomolog´ıa de grado 5 de la variedad de
Shimura. Consideramos el caso de una variedad de nivel finito, definida por un subgrupo
abierto compacto K ⊂ GSp4(Af ). Tenemos la sucesio´n exacta larga en cohomolog´ıa
. . .→ H5(SK , V˜λ)→ H5(∂SK , V˜λ)→ H6c (SK , V˜λ)→ . . .
(estamos considerando el caso en el que el peso maximal λ satisface m1 = m2 = 0) y por la
dualidad de Poincare´, consideramos la sucesio´n exacta
. . .→ H0(SK , V˜ ∨λ )→ H0(∂SK , V˜ ∨λ )→ H1c (SK , V˜ ∨λ )→ . . .
(donde V˜ ∨λ tambie´n sera´ de dimensio´n uno) y, como H
0(SK , V˜
∨
λ )→ H0(∂SK , V˜ ∨λ ) es un iso-
morfismo (esto viene del hecho de que el borde de la compactificacio´n de Borel-Serre de cada
componente conexa de SK es conexo) podemos concluir que H
5(∂SK , V˜λ) → H6c (SK , V˜λ) es
tambie´n un isomorfismo. como conclusio´n H5(SK , V˜λ) → H5(∂SK , V˜λ) es el morfismo nulo.
Este es entonces tambie´n el caso para la variedad de nivel infinito y es entonces imposible
obtener clases fantasmas en la cohomolog´ıa de grado 5, por lo tantoH0(SMP0 , W˜(w1◦w2◦w1◦w2)∗(λ))
no contribuye a clases fantasmas.
Para concluir, podemos agregar estos resultados al teorema anterior obteniendo el enun-
ciado mas preciso:
Teorema 17. Sea Vλ la representacio´n algebraica irreducible de GSp4 con peso maximal λ =
m1λ
′
1 +m2λ
′
2 + cκ, entonces si m1 = m2 = 0 existen clases fantasma solo en la cohomolog´ıa
de grado 2 cuyo peso, en la estructura de Hodge mixta correspondiente, es el peso medio. En
el caso en el cual m1 6= 0 o m2 6= 0 no existen clases fantasma en la cohomolog´ıa del borde
de la compactificacio´n de Borel-Serre.
En particular podemos ver que en todos los casos la propiedad del peso medio es satisfecha.
4 El caso (GU(n− 2, 2), X)
4.1 La variedad de Shimura involucrada
Vamos a presentar la variedad de Shimura involucrada en esta seccio´n. Sea K una extensio´n
cuadra´tica imaginaria, sea ι el u´nico elemento no trivial de Gal(K/Q), n ∈ N, I(n−2,2) =
In−2 × (−I2) ∈ GLn(Q) y sea GU(I(n−2,2)) el grupo algebraico reductivo conexo definido
32
sobre Q dado por
GU(I(n−2,2))(A) =
{
g ∈ GLn(A⊗Q K) | g∗I(n−2,2)g = ν(g)I(n−2,2), ν(g) ∈ A×
}
para cada Q-a´lgebra A, donde g denota ι(g) y g∗ denota t(g) (la transpuesta de g).
Sea h : S = ResC/RGm,C → GU(I(n−2,2))R el homomorfismo algebraico dado por
h(z) = zIn−2 × (zI2) ∀z ∈ S(R)
entonces el par (GU(I(n−2,2)), X), donde X es la GU(I(n−2,2))(R)-clase de conjugacio´n de h,
es un par de Shimura.
Dado que necesitaremos la Q-estructura del grupo algebraico considerado, trabajaremos
en GU(I(n−2,2)) en su descripcio´n isomorfa, dada por
GU(A(n−2,2))(A) =
{
g ∈ GLn(A⊗Q K) | g∗A(n−2,2)g = ν(g)A(n−2,2), ν(g) ∈ A×
}
para cada Q-a´lgebra A, donde
A(n−2,2) =
 0 0 S0 In−4 0
S 0 0
 .
y
S =
[
0 1
1 0
]
.
En esta seccio´n denotaremos por G al grupo GU(A(n−2,2)).
Entonces los puntos complejos de G es el grupo G(C) = GLn(C) × C× donde el mapa
G(R)→ G(C) esta´ dado por g 7→ (g, ν(g)).
4.2 Toro maximal, sistema de ra´ıces y subgrupos parabo´licos
Sea H ⊂ G(C) el toro complejo de dimensio´n (n+1) constituido por las matrices diagonales,
este es claramente un toro maximal para G y determina un sistema de ra´ıces de tipo An−1.
Sea h = Lie(H) el a´lgebra de Lie compleja correspondiente a H, entonces h es una
suba´lgera de Lie compleja de gC = gln(C) ⊕ C. Definimos para cada i ∈ {1, . . . , n} el
elemento i ∈ h∗ dado por i(h) = hi para h = (h1, . . . , hn, x) ∈ h.
Entonces el sistema de ra´ıces esta´ dado por
Φ(gC, h) = {i − j | i 6= j}
y tomando como conjunto de ra´ıces positivas Φ+ = {i − j | i < j}, tenemos que el sistema
de ra´ıces simples esta´ dado por
∆ = {i − i+1 | i ∈ {1, . . . , (n− 1)}}
Dar una representacio´n algebraica irreducible de G equivale a dar una (n + 1)-upla
(a1, . . . , an, c) con a1 ≥ . . . ≥ an y c ≡
∑n
i=1 ai mod(2). Fijamos una representacio´n al-
gebraica irreducible (ρλ, Vλ) con peso maximal dado por λ = (a1, . . . , an, c). Esta repre-
sentacio´n define un sistema local en la variedad de Shimura, como en las notas preliminares,
y denotaremos dicho sistema local por V˜λ.
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El toro maximal elegido en G define un Q-subtoro desplegado maximal que consiste del
subgrupo de matrices de la forma

aa1
aa2
a−12
a−11
 | a, a1, a2 ∈ Gm
 ⊂ G
si n = 4 y de la forma

aa1
aa2
aIn−4
aa−12
aa−11
 | a, a1, a2 ∈ Gm
 ⊂ G
si n > 4.
Este Q-toro desplegado tiene rango 3 e induce un Q-sistema de ra´ıces de rango 2, de tipo
BC2 en el caso n > 4 y de tipo C2 en el caso n = 4.
A partir de este Q-toro desplegado maximal y del sistema de Q-ra´ıces positivas Φ+ te-
nemos definidos los Q-subgrupos parabo´licos estandar, que en este caso esta´n dados por
P1 =
 ResK/QGL1 ∗ ∗0 GU(A(n−3,1)) ∗
0 0 ResK/QGL1
 ∩GU(A(n−2,2)),
P2 =
 ResK/QGL2 ∗ ∗0 GU(n− 4) ∗
0 0 ResK/QGL2
 ∩GU(A(n−2,2)),
y
P0 =

ResK/QGL1 ∗ ∗ ∗ ∗
0 ResK/QGL1 ∗ ∗ ∗
0 0 GU(n− 4) ∗ ∗
0 0 0 ResK/QGL1 ∗
0 0 0 0 ResK/QGL1
 ∩GU(A(n−2,2))
4.3 El grupo de Weyl, W P1 y W P2
El grupo de Weyl puede ser identificado con el grupo de permutaciones Sn, donde σ ∈ Sn se
corresponde con el elemento wσ que satisface
wσ(i) = σ−1(i) ∀i ∈ {1, . . . , n} .
Utilizamos la descripcio´n en [K] para los conjuntos W P1 y W P2 .
Dada una ra´ız α ∈ Φ = Φ(gC, h) denotamos por Eα ⊂ gC su espacio correspondiente.
Tenemos la caracterizacio´n del conjunto W Pi dada en la seccio´n 2 por
W Pi = {w ∈ W | Φw ⊂ ∆(ui)}
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donde ui ⊂ gC es el a´lgebra de Lie del radical unipotente del subgrupo parabo´lico Pi.
Daremos una descripcio´n de los conjuntos W Pi , i = 0, 1, 2, en la siguiente proposicio´n.
Proposicio´n 18. Con la notacio´n utilizada en esta seccio´n tenemos que
W P0 = {wσ ∈ W | σ(3) < . . . < σ(n− 2)}
W P1 = {wσ ∈ W | σ(2) < . . . < σ(n− 1)}
W P2 = {wσ ∈ W | σ(1) < σ(2), σ(3) < . . . < σ(n− 2) and σ(n− 1) < σ(n)}
Demostracio´n. Dado wσ ∈ W tenemos que wσ(i − j) = σ−1(i) − σ−1(j), entonces σ−1(i) −
σ−1(j) ∈ Φw si y solo si i > j y σ−1(i) < σ−1(j), y dado que σ es bijectiva, podemos reescribir
esto de la siguiente manera:
i − j ∈ Φw ⇔ i < j y σ(i) > σ(j)
Finalmente w ∈ W P1 si y solo si ∀i, j ∈ {1, . . . , n} tales que i < j y σ(i) > σ(j) tenemos
que i = 1 o j = n (Porque en este caso u1 es la suma directa de los espacios de peso Eα
donde α es de la forma 1 − j o de la forma i − n). En otras palabras, hemos demostrado
que
W P1 = {wσ ∈ W | σ(2) < . . . < σ(n− 1)}
Por los mismo argumentos obtenemos las correspondientes descripciones de W P2 y W P0 .
Debemos recordar que con esta notacio´n wσwτ = wτσ ∀σ, τ ∈ Sn.
4.4 Pesos en Ww∗(λ)
Hasta el momento hemos definido el par de Shimura y hemos dado una descripcio´n de su
Q-sistema de ra´ıces y de sus Q-subgrupos parabo´licos, esto sera´ utilizado para obtener infor-
macio´n sobre los espacios de cohomolog´ıa del borde de la compactificacio´n de Borel-Serre de
la variedad de Shimura considerada. Como sabemos a partir de las notas preliminares, este
borde tiene una estratificacio´n cuyas caras esta´n indexadas por los Q-subgrupos parabo´licos
estandar. Si restringimos el sistema local en la variedad de Shimura definido por una re-
presentacio´n irreducible del grupo algebraico G a la cara asociada al Q-subgrupo parabo´lico
estandar P y tomamos su espacio de cohomolog´ıa entonces podemos descomponer dicho es-
pacio como suma directa, indexada por el conjunto de representantes de Weyl W P para P , de
espacios de cohomologia del espacio sime´trico asociado a la componente de Levi de MP del
subgrupo parabo´lico con coeficientes en el fibrado vectorial definido por una representacio´n
irreducible, descrita en las notas preliminares y denotada por Ww∗(λ).
El objetivo de esta seccio´n es dar una descripcio´n del sistema local W˜w∗(λ) en el espacio
sime´trico asociado a MP .
Necesitamos entonces mas informacio´n sobre la estructura del grupo algebraico G. Hemos
descrito los Q-subgrupos parabo´licos estandar de G, denotados por P0, P1 y P2. Ellos admiten
una decomposicio´n de Levi en la cual el factor de Levi, denotado por MPi , tiene la forma de
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bloques diagonales, mas au´n tenemos los isomorfismos φ1, φ2 y φ0 dados por
MP1
φ1−→ ResK/QGL1 ×GU(A(n−3,1)) h1 g
h′1
 7→ (ν(g)−1h1, g)
y similarmente, para P2 y P0 tenemos que
MP2
φ2−→ ResK/QGL2 ×GU(n− 4) h1 g
h′1
 7→ (ν(g)−1h1, g)
y
MP0
φ0−→ ResK/QGL1 ×ResK/QGL1 ×GU(n− 4)
h1
h2
g
h′2
h′1
 7→ (ν(g)−1h1, ν(g)−1h2, g)
Para calcular los pesos de la estructura de Hodge mixta asociada a los espacios de la forma
Hq(SMPK , W˜w∗(λ)) (donde P denota uno de los Q-subgrupos parabo´licos estandar) necesitamos
considerar la descomposicio´n del factor de Levi MP como producto de la parte lineal y
hermitiana denotadas por GP,l, GP,h (la u´ltima forma parte de un par de Shimura (GP,h, hP )).
Necesitamos calcular el subgrupo AP1 del subgrupo de Levi MP1 de P1, que es el Q-toro
desplegado maximal en el centro de MP1 por el centro de G, en este caso esta´ dado pora
 a1 a2In−2
a22a
−1
1
 | a ∈ ResK/QGm, a1, a2 ∈ Gm
 ⊂MP1
que es lo mismo quea
 a1 In−2
a−11
 | a ∈ ResK/QGm, a1 ∈ Gm

Para el caso P2 tenemos que el subgrupo AP2 de MP2 , que es el Q-toro desplegado maximal
en el centro de MP2 por el centro de G, en nuestro caso esta´ dado pora
 a1I2 In−4
a−11 I2
 | a ∈ ResK/QGm, a1 ∈ Gm
 ⊂MP2
Continuamos con el ca´lculo del homomorfismo hP : S → GP,h (para P uno de los dos
Q-subgrupos parabo´licos esta´ndares maximales de G) definiendo el par de Shimura asociado
a la parte hermitiana GP,h.
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Para el ca´lculo del homomorfismo mencionado seguiremos la seccio´n 5 de [H II].
En el caso P1 calculamos, para comenzar, el u´nico morfismo de Cayley admisible que
denotaremos por ω1. ω1 : Gm → AP1 puede determinarse por las propiedades enunciadas en
el trabajo ya mencionado, especialmente considerando la filtracio´n que induce en el a´lgebra
de Lie gC a trave´s de su composicio´n con con la representacio´n adjunta junto con el hecho de
que para cada representacio´n racional (σ,W ) de G y para cada h ∈ X, la filtracio´n de Hodge
asociada a la estructura de Hodge definida por la composicio´n σ ◦ h junto con la filtracio´n
inducida por la graduacio´n de W dada por la composicio´n σ ◦ ω1 define una estructura de
Hodge mixta en W .
Por el primer argumento podemos ver que ω1 esta´ dado por
ω1(z) =

 zk zk+1Idn−2
zk+2
 | z ∈ Gm

para algu´n entero k ∈ Z. Por el segundo argumento, tomamos la inclusio´n G ⊂ ResK/QGLn ⊂
GL2n como una representacio´n racional de dimensio´n 2n de G, y finalmente podemos ver que
ω1(z) =
 z−2 z−1Idn−2
1
∀z ∈ Gm
y h1 : ResC/RGm → (GP1,h)R esta´ dado por
h1(z) =
 zz h(n−3,1)(z)
1
 ∈ (GP1,h)R ∀z ∈ C×.
donde h(1,n−1) : S→ GU(n− 3, 1)R es el morfismo definido de manera similar a h definiendo
la variedad de Shimura para GU(n− 3, 1).
Aplicando el mismo procedimiento podemos obtener el morfismo h2 : ResC/RGm →
(GP2,h)R calculando primero ω2 : Gm → AP2 que esta´ dado por
ω2(z) =

 z−2I2 zIdn−4
I2
 | z ∈ Gm

obteniendo entonces la descripcio´n de h2 como
h2(z) =
 zzId2 zIdn−4
1
 ∈ (GP2,h)R ∀z ∈ C×.
Para finalizar esta seccio´n, calculamos los pesos de las representaciones Vλ deG y (Ww∗(λ))h
de GP,h para w ∈ W P (donde P denota uno de los Q-subgrupos parabo´licos esta´ndar de G).
Sea i ∈ {0, 1, 2}. Para cada w ∈ W Pi , tenemos por definicio´n
w∗(λ) = w(λ+ δ)− δ
donde δ = 1
2
∑
α∈Φ+ α.
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En este caso tenemos δ = 1
2
((n−1)1 + (n−3)2 + . . .+ (1−n)n) = 12
∑n
i=1(n+ 1−2i)i,
entonces podemos escribir esto como una n-upla y obtenemos
δ = (n− 1, . . . , (n+ 1)− 2i
2
, . . . , 1− n).
Entonces
wσ(λ+δ) = (aσ(1) +
(n+ 1)− 2σ(1)
2
, . . . , aσ(i) +
(n+ 1)− 2σ(i)
2
, . . . , aσ(n) +
(n+ 1)− 2σ(n)
2
)
y finalmente
(wσ)∗(λ) = (aσ(1) + 1− σ(1), . . . , aσ(i) + i− σ(i), . . . , aσ(n) + n− σ(n)).
A partir de la descripcio´n de h tenemos que el morfismo de pesos de la variedad de
Shimura definida por (G, h) esta´ dado por
R× → G(R), t 7→
 t . . .
t

entonces por la descripcio´n de λ el peso de la representacio´n Vλ es
wt(Vλ) = −c
Por otro lado, por la definicio´n de h1 tenemos que el morfismo de pesos de la variedad de
Shimura definida por GP1,h y h1 esta´ dado por
t 7→
 t2 tIdn−2
1
 =
 t tIdn−2
t
 t Idn−2
t−1
 ∈ GP1,h
y denotando w∗(λ) = (d1, . . . , dn, c) tenemos que el peso de la representacio´n de GP1,h deter-
minada por Ww∗(λ) es
wt(w,P1) = −c+ (dn − d1)
pero hemos ya calculado los coeficientes di, por lo tanto podemos verificar
wt(wσ, P1) = −c+ ((aσ(n) + n− σ(n))− (aσ(1) + 1− σ(1)))
Aplicando el mismo procedimiento podemos verificar que para wσ ∈ W P2 el peso de la
representacio´n de GP2,h determinada por W(wσ)∗(λ) esta´ dado por la fo´rmula
wt(wσ, P2) = −c+(aσ(n)+n−σ(n))+(aσ(n−1)+n−1−σ(n−1))−(aσ(1)+1−σ(1))−(aσ(2)+2−σ(2))
Por el trabajo [H-Z II] tenemos que el peso de la representacio´n de la parte hermitiana
de P0 definida por la representacio´n W(wσ)∗(λ) de MP0 esta´ dado por
wt(wσ, P0) = −c+(aσ(n)+n−σ(n))+(aσ(n−1)+n−1−σ(n−1))−(aσ(1)+1−σ(1))−(aσ(2)+2−σ(2))
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4.5 Descomposiciones W = W 01W
P1 y W = W 02W
P2
Tenemos las descomposiciones W = W 01W
P1 y W = W 02W
P2 , donde W 01 es el conjunto de
representantes de Weyl para el u´nico Q-subgrupo parabo´lico esta´ndar de MP1 definido por
el sistema de ra´ıces inducido por el sistema considerado para G y W 02 es el conjunto ana´logo
para MP2 . Utilizando el hecho de que wσwσ˜ = wσ˜σ podemos obtener una descripcio´n de los
conjuntos W 01 y W
0
2 como
W 01 = {wσ ∈ W | σ(1) = 1, σ(3) ≤ . . . ≤ σ(n− 2) y σ(n) = n}
y
W 02 = {wσ ∈ W | σ ∈ {1, s1, s2, s1 ◦ s2}}
donde s1 es la transposicio´n (12) y s2 es la transposicio´n ((n− 1)n).
4.6 Imagen desde ∂1
Queremos describir la imagen del morfismo
Hq(∂1, V˜λ)→ Hq(∂0, V˜λ)
y como esta´ explicado en las preliminares, estos morfismos respectan la descomposicio´n en
suma directa indexada por el conjunto de representantes de Weyl W P1 y W P0 , en otras
palabras, podemos estudiar dicha imagen restringiendo a cada factor correspondiente a cada
w ∈ W P1 obteniendo el morfismo desde el espacio
Ind
G(Af )×pi0(G(R))
P1(Af )×pi0(P1(R))H
q−l(w)(SMP1 , W˜w∗(λ))
al espacio ⊕
w′∈W 01
l(w′)≤q−l(w)
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
q−l(w)−l(w′)(SMP0 , W˜(w′w)∗(λ)).
Una observacio´n aqui es que las variedades de nivel finito SM0K tienen dimensio´n cero, con
lo cual solo debemos considerar en dicha igualdad los elementos w′ ∈ W 01 que satisfacen
q − l(w)− l(w′) = 0.
En este caso tenemos que MP1 coincide con su parte hermitiana GP1,h, por lo que estamos
nuevamente en el caso de una variedad de Shimura y consideraremos la correspondiente
sucesio´n exacta larga en cohomolog´ıa.
Sea w ∈ W P1 , entonces tenemos que la sucesio´n exacta larga en cohomolog´ıa esta´ dada
por
. . .→ Hq−l(w)(SMP1 , W˜w∗(λ))→
⊕
w′∈W 01
l(w′)=q−l(w)
Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(w′w)∗(λ))
→ Hq−l(w)+1c (SMP1 , W˜w∗(λ))→ . . .
donde P 10 denota el Q-subgrupo parabo´lico P0 ∩MP1 de MP1 y el te´rmino involucrando la
suma directa corresponde a la cohomolog´ıa del borde de la variedad de Shimura asociada al
subgrupo de Levi MP1 del Q-subgrupo parabo´lico P1.
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Tenemos la siguiente lista de hechos que sera´n u´tiles para la descripcio´n de la imagen de
Hq(∂1,, V˜λ)→ Hq(∂0, V˜λ),
. Los pesos en la estructura de Hodge mixta de Hq−l(w)(SMP1 , W˜w∗(λ)) son ≥ q − l(w) +
wt(w,P1).
. Los pesos en la estructura de Hodge mixta de H
q−l(w)+1
c (SMP1 , W˜w∗(λ)) son ≤ q− l(w)+
1 + wt(w,P1)
. El peso en Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(w′w)∗(λ)) es wt(w
′w,P0).
En particular, si el peso en Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(w′w)∗(λ)) no es ni q − l(w) +
wt(w,P1) ni q− l(w)+wt(w,P1)+1, podremos determinar exactamente si dicho espacio esta´
incluido en la imagen de dicho morfismo. Mas precisamente, si el peso de dicho espacio es
> q − l(w) + 1 + wt(w,P1) entonces dicho espacio esta´ incluido en la imagen del morfismo
Hq(∂1, V˜λ)→ Hq(∂0, V˜λ).
Para los ca´lculos, fijamos w ∈ W P1 y w′ ∈ W 01 , sean σ, σ′ los elementos en Sn tales que
w = wσ y w
′ = wσ′ , entonces sabemos que
wt(wσ, P1) = −c+ (aσ(n) + n− σ(n))− (aσ(1) + 1− σ(1))
mientras que
wt(w′w,P0) = wt(wσσ′ , P0)
= −c+ (aσσ′(n) + n− σσ′(n)) + (aσσ′(n−1) + n− 1− σσ′(n− 1))
− (aσσ′(1) + 1− σσ′(1))− (aσσ′(2) + 2− σσ′(2))
pero como wσ′ ∈ W 01 , tenemos que σ′(1) = 1 y σ′(n) = n y en particular σσ′(n) = σ(n) y
σσ′(1) = σ(1), luego obtenemos que
wt(w′w,P0) = wt(w,P1) + (aσσ′(n−1) + n− 1− σσ′(n− 1))− (aσσ′(2) + 2− σσ′(2)).
Como conclusio´n tenemos que el peso en H0(SMP0 , W˜(w′w)∗(λ)) es > q−l(w)+1+wt(w,P1)
si y solo si
q − l(w)− l(w′) + wt(w′w,P0) > q − l(w) + 1 + wt(w,P1)
si y solo si wt(w′w,P0)− wt(w,P1) > l(w′) + 1, y de esto obtenemos el resultado
Lema 19. Si wσ ∈ W P1 y wσ′ ∈ W 01 y
(aσσ′(n−1) + n− 1− σσ′(n− 1))− (aσσ′(2) + 2− σσ′(2)) > l(wσ′) + 1
entonces Int
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσσ′ )∗(λ)) esta´ incluido en la imagen del morfismo
Hq(∂1, V˜λ)→ Hq(∂0, V˜λ) (donde q = l(wσ) + l(wσ′)).
4.7 Caso GU(2, 2)
Trabajaremos en distintas subsecciones los diferentes subcasos para el peso maximal λ =
(a1, a2, a3, a4, c). La primera observacio´n es que en este caso W
P0 es todo el grupo de Weyl
W .
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Una notacio´n que utilizaremos durante esta seccio´n es la siguiente, una permutacio´n
σ ∈ S4 sera´ denotada por la 4-upla (σ(1), σ(2), σ(3), σ(4)).
El primer paso en esta subseccio´n sera´ el de enunciar el siguiente lema, cuya demostracio´n
es una aplicacio´n directa del lema anterior.
Proposicio´n 20. Sea wσ ∈ W tal que σ(2) > σ(3). Si
(aσ(3) − aσ(2)) + (σ(2)− σ(3)) > 1
entonces Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) esta´ incluido en la imagen de H
•(∂1, V˜λ).
Demostracio´n. Si σ(2) > σ(3) y w satisface la hipo´tesis de la proposicio´n, entonces escribimos
wσ = wσ˜wσ1 con respecto a la descomposicio´n W = W
0
1W
P1 . En este caso podemos ver que
l(wσ˜) = 1 y (aσ(3) − aσ(2)) + (σ(2)− σ(3)) > 1, por lo tanto
(aσ(3) + 3− σ(3))− (aσ(2) + 2− σ(2)) > 1 + l(wσ˜).
Finalmente por el Lemma 19 obtenemos el resultado enunciado.
4.7.1 Caso a1 > a2 y a3 > a4
Luego de un tratamiento caso por caso llegaremos al siguiente resultado.
Teorema 21. En el caso en el que el peso maximal λ de la representacio´n irreducible de G
satisface a1 > a2 y a3 > a4, no existen clases fantasma con respecto al sistema local dado por
V˜λ.
Demostracio´n. Un uso directo de la proposicio´n anterior y el hecho que a1 > a2 y a3 > a4
implica que para σ en el conjunto
{(1, 4, 2, 3), (1, 4, 3, 2), (2, 3, 1, 4), (2, 4, 1, 3), (2, 4, 3, 1), (3, 2, 1, 4)
(3, 4, 1, 2), (3, 4, 2, 1), (4, 2, 1, 3), (4, 3, 1, 2)}
tenemos que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma pues
todos estos subespacios esta´n incluidos en la imagen de H•(∂1, V˜λ)→ H•(∂0, V˜λ).
Por otro lado, si σ = (1, 2, 3, 4) entonces el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c + (a4 +
a3) − (a1 + a2). Mientras que IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(wσ)∗(λ)) es un sumando directo
de H0(∂0, V˜λ) y entonces para contribuir a una clase fantasma su imagen por el morfismo
H l(wσ)(∂0, V˜λ) → H l(wσ)+1(∂S, V˜λ) debe estar incluida en la imagen de H l(wσ)+1(S, V˜λ) →
H l(wσ)+1(∂S, V˜λ), pero como los pesos en el espacio H
l(wσ)+1(S, V˜λ) son ≥ −c + l(wσ) + 1,
concluimos que el peso de H0(SMP0 , W˜(wσ)∗(λ)) debe ser ≥ −c + l(wσ) + 1 que en este
caso es −c + 1. Pero como −c + (a4 + a3) − (a1 + a2) ≤ −c < −c + 1 tenemos que
H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma. Por el mismo argumento pode-
mos mostrar que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma para
σ ∈ {(1, 2, 4, 3), (2, 1, 3, 4), (2, 1, 4, 3)} .
Para σ = (1, 3, 2, 4) tenemos que, por el mismo argumento, el peso de H0(SMP0 , W˜(wσ)∗(λ))
es −c + (a2 + a4) − (a1 + a3) + 2 mientras que, para contribuir a una clase fantasma debe
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ser ≥ −c + 2. En conclusio´n tenemos que dicho espacio no contribuye a clases fantasma y
obtenemos el mismo resultado para
σ ∈ {(1, 3, 4, 2), (3, 1, 2, 4), (3, 1, 4, 2)} .
Con el fin de analizar la imagen de ∂2 utilizaremos los resultados en [Ha].
Para el caso σ = (3, 2, 4, 1), consideramos la expresio´n wσ = wσ˜wσ2 dada por la des-
composicio´n W P0 = W 02W
P2 , entonces con la notacio´n de la subseccio´n 4.5 tenemos que
σ˜ = s1 ◦s2 y σ2 = (2, 3, 1, 4). Sabemos por [Ha] que IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) H
0(SMP0 , W˜(wσ)∗(λ))
esta´ incluido en la imagen de H2(SMP2 , W˜(wσ2 )∗(λ)) salvo cuando (wσ2)∗(λ) tiene dimensio´n 1.
Pero
(wσ2)∗(λ) = (aσ2(1) + 1− σ2(1), aσ2(2) + 2− σ2(2), aσ2(3) + 3− σ2(3), aσ2(4) + 4− σ2(4))
= (a2 − 1, a3 − 1, a1 + 2, a4)
y dado que a1 + 2 > a4 tenemos que (wσ2)∗(λ) no puede tener dimensio´n 1. Como resultado
obtenemos que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
Con el mismo procedimiento obtenemos el mismo resultado para
σ ∈ {(4, 1, 3, 2), (4, 2, 3, 1), (4, 3, 2, 1)} .
Aplicando el caso equilibrado del Teorema 2 en [Ha] podemos ver que los espacios corres-
pondientes a los elementos (2, 3, 4, 1) y (4, 1, 2, 3) no contribuyen a clases fantasma. Esto se
obtiene, en el caso σ = (2, 3, 4, 1) por ejemplo, considerando σ′ = (3, 2, 1, 4). En la descripcio´n
de la imagen del espacio de cohomolog´ıa de ∂2 dada en el art´ıculo mencionado tenemos que
la interseccio´n de dicha imagen con el espacio
Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
(H0(SMP0 , W˜(wσ)∗(λ))⊕H0(SMP0 , W˜(wσ′ )∗(λ)))
mas Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
H0(SMP0 , W˜(wσ′ )∗(λ)) es todo el espacio
Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
(H0(SMP0 , W˜(wσ)∗(λ))⊕H0(SMP0 , W˜(wσ′ )∗(λ)))
pues σ esta´ en la ca´mara fundamental (con respecto a [Ha]). Luego el resultado sigue del
hecho que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ)) esta´ incluido en la imagen del espacio de
cohomolog´ıa de ∂1.
Hemos entonces demostrado el resultado enunciado.
4.7.2 Caso a1 > a2 y a3 = a4
Teorema 22. Si el peso maximal λ = (a1, a2, a3, a4, c) de la representacio´n irreducible V˜λ de
G satisface a1 > a2 y a3 = a4, entonces no hay clases fantasma en el espacio de cohomolog´ıa
del sistema local definido por Vλ.
Demostracio´n. El mismo procedimiento que en la subseccio´n anterior muestra que, dado wσ ∈
W tal que σ(2) > σ(3), si (aσ(3)−aσ(2))+(σ(2)−σ(3)) > 1 entonces IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(wσ)∗(λ))
esta´ incluido en la imagen de H l(wσ)(∂1, V˜λ).
42
Por lo tanto, para σ en el conjunto
{(2, 3, 1, 4), (2, 4, 1, 3), (3, 2, 1, 4), (3, 4, 1, 2), (4, 2, 1, 3), (4, 3, 1, 2)}
tenemos que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
Por el mismo argumento, H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma para
σ ∈ {(1, 4, 2, 3), (3, 4, 2, 1)}, pues σ(2)− σ(3) > 1 en dichos casos.
Por otro lado, si σ = (1, 2, 3, 4) entonces el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c + (a4 +
a3)−(a1 +a2). Mientras que IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(wσ)∗(λ)) es un sumando directo de
H l(wσ)(∂0, V˜λ) y entonces para contribuir a una clase fantasma su peso debe ser≥ −c+1. Pero,
como −c+(a4 +a3)−(a1 +a2) ≤ −c < −c+1 tenemos que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye
a una clase fantasma. Por el mismo argumento podemos ver que H0(SMP0 , W˜(wσ)∗(λ)) no
contribuye a una clase fantasma para
σ ∈ {(1, 2, 4, 3), (2, 1, 3, 4), (2, 1, 4, 3)} .
Para σ = (1, 3, 2, 4) tenemos que el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c+ 2 + a2− a1 mientras
que para contribuir a una clase fantasma dicho peso debe ser ≥ −c+2. En conclusio´n tenemos
que este espacio no contribuye a una clase fantasma y obtenemos la misma conclusio´n para
σ ∈ {(1, 3, 4, 2), (3, 1, 2, 4), (3, 1, 4, 2)} .
Para σ = (1, 4, 3, 2) tenemos que el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c+ (a2 + a3)− (a1 +
a4) + 4 = −c+ 4 +a2−a1 mientras que para contribuir a una clase fantasma dicho peso debe
ser ≥ −c+ 4. En conclusio´n tenemos que este espacio no contribuye a una clase fantasma y
obtenemos la misma conclusio´n para
σ ∈ {(4, 1, 2, 3), (4, 1, 3, 2)} .
Nuevamente, utilizamos el Teorema 2 de [Ha] para el caso no equilibrado. Sea σ la
permutacio´n dada por (3, 2, 4, 1), entonces tenemos la expresio´n wσ˜wσ2 con respecto a la
descomposicio´n W P0 = W 02W
P2 donde σ˜ = s1 ◦ s2 con respecto a la notacio´n en la subseccio´n
4.5 y σ2 = (2, 3, 1, 4). Finalmente, tenemos que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) no
contribuye a una clase fantasma, dado que esta´ incluido en la imagen de H4(∂2, V˜λ), salvo
que W(wσ2 )∗(λ) tenga dimensio´n uno y podemos probar que esta representacio´n no puede
tener dimensio´n 1 en este caso, por lo tanto H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase
fantasma.
El mismo resultado puede obtenerse aplicando este procedimiento a las permutaciones
dadas por (4, 2, 3, 1) y (4, 3, 2, 1), por lo que sus espacios correspondientes esta´n incluidos en
la imagen de H•(∂2, V˜λ) y no contribuyen a clases fantasma.
Finalmente, para σ = (2, 3, 4, 1) tenemos que, utilizando los resultados del Teorema 2
de [Ha] y el hecho que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ)) esta´ incluido en la imagen de
H l(wσ′ )(∂1, V˜λ) para σ
′ = (3, 2, 1, 4), que
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ))
43
esta´ incluido en la imagen del morfismo
H l(wσ)(∂1, V˜λ)⊕H l(wσ)(∂2, V˜λ)→ H l(wσ)(∂0, V˜λ)
y entonces dicho espacio no contribuye a una clase fantasma. Por el mismo argumento
podemos mostrar que para σ = (2, 4, 3, 1), H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase
fantasma.
De esta manera hemos demostrado el resultado enunciado.
4.7.3 Caso a1 = a2 y a3 > a4
Teorema 23. Si el peso maximal λ = (a1, a2, a3, a4, c) de la representacio´n irreducible V˜λ de
G satisface a1 = a2 y a3 > a4, entonces no hay clases fantasma en el espacio de cohomolog´ıa
del sistema local definido por Vλ.
Demostracio´n. Como ya sabemos, dado wσ ∈ W tal que σ(2) > σ(3), si (aσ(3) − aσ(2)) +
(σ(2)− σ(3)) > 1 entonces IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(wσ)∗(λ)) esta´ incluido en la imagen
de H l(wσ)(∂1, V˜λ).
Luego, para σ en el conjunto
{(1, 4, 2, 3), (1, 4, 3, 2), (2, 4, 1, 3), (2, 4, 3, 1), (3, 4, 1, 2), (3, 4, 2, 1), (2, 3, 1, 4), (4, 3, 1, 2)}
tenemos que H0(SM0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
Si σ = (1, 2, 3, 4) entonces el peso de H0(SM0 , W˜(wσ)∗(λ)) es −c + (a4 + a3) − (a1 + a2).
Mientras que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) es un sumando directo de H
l(wσ)(∂0, V˜λ)
y para contribuir a una clase fantasma su peso debe ser ≥ −c+ 1. Por lo tanto tenemos que
H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma. Por el mismo argumento podemos
ver que H0(SM0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma para
σ ∈ {(1, 2, 4, 3), (2, 1, 3, 4), (2, 1, 4, 3)} .
Para σ = (1, 3, 2, 4) tenemos que el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c + 2 + a4 − a3
mientras que para contribuir a una clase fantasma su peso debe ser ≥ −c+ 2. En conclusio´n
tenemos que este espacio no contribuye a una clase fantasma y tenemos la misma conclusio´n
para
σ ∈ {(1, 3, 4, 2), (3, 1, 2, 4), (3, 1, 4, 2)} .
Para σ = (2, 3, 4, 1), el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c+ 4 + a4− a3 mientras que para
contribuir a una clase fantasma debe ser ≥ −c+ 4. En conclusio´n tenemos que este espacio
no contribuye a una clase fantasma y obtenemos la misma conclusio´n para
σ ∈ {(3, 2, 1, 4), (3, 2, 4, 1)} .
Utilizando el Teorema 2 de [Ha] para el caso no equilibrado tenemos que el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma para σ = (4, 1, 3, 2)
pues dicho espacio esta´ incluido en la imagen de H l(wσ)(∂2, V˜λ) a menos que W(w2)∗(λ) tenga
dimensio´n 1 donde w2 = (1, 4, 2, 3). Como W(w2)∗(λ) no tiene dimensio´n 1 obtenemos el
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resultado buscado. Obtenemos el mismo resultado para cada σ en el conjunto
{(4, 2, 3, 1), (4, 3, 2, 1)} .
Finalmente, para σ = (4, 1, 2, 3) tenemos, utilizando los resultados del Teorema 2 de
[Ha] y el hecho de que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ)) esta´ incluido en la imagen de
H l(wσ′ )(∂1, V˜λ) para σ
′ = (1, 4, 3, 2), que
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ))
esta´ incluido en la imagen de H l(wσ)(∂1, V˜λ) ⊕ H l(wσ)(∂2, V˜λ) → H l(wσ)(∂0, V˜λ) (dado que σ
esta´ en la ca´mara fundamental, con la notacio´n de [Ha]) y entonces este espacio no con-
tribuye a una clase fantasma. Por el mismo argumento podemos ver que para σ = (4, 2, 1, 3),
H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
Por lo tanto, hemos obtenido el resultado enunciado.
4.7.4 Caso a1 = a2 y a3 = a4
Teorema 24. Si el peso maximal λ = (a1, a2, a3, a4, c) de la representacio´n irreducible V˜λ
satisface a1 = a2 y a3 = a4, las u´nicas posibles clases fantasma en la cohomolog´ıa del sistema
local definido por Vλ esta´n en H
2(S, V˜λ) con peso −c+2, H4(S, V˜λ) con peso −c+4 y H5(S, V˜λ)
con peso −c+ 6.
Demostracio´n. Sea wσ ∈ W tal que σ(2) > σ(3), si (aσ(3) − aσ(2)) + (σ(2) − σ(3)) > 1
entonces Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) esta´ incluido en la imagen de H
q(∂1,K , V˜λ).
Por lo tanto, para σ en el conjunto
{(1, 4, 2, 3), (2, 3, 1, 4), (2, 4, 1, 3), (3, 4, 1, 2), (3, 4, 2, 1), (4, 3, 1, 2)}
tenemos que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
Por otro lado, si σ = (1, 2, 3, 4) entonces el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c + (a4 +
a3) − (a1 + a2), mientras que IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(wσ)∗(λ)) es un sumando directo
de H l(wσ)(∂0, V˜λ) y para contribuir a una clase fantasma su peso debe ser ≥ −c + 1. Como
conclusio´n H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma. Por el mismo argumento
podemos ver que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma para
σ ∈ {(1, 2, 4, 3), (2, 1, 3, 4), (2, 1, 4, 3)} .
Para σ = (1, 3, 4, 2) tenemos que el peso de H0(SMP0 , W˜(wσ)∗(λ)) es −c + 2 mientras que
para contribuir a una clase fantasma su peso debe ser ≥ −c+ 3. En conclusio´n tenemos que
este espacio no contribuye a una clase fantasma y tenemos el mismo resultado para
σ ∈ {(3, 1, 2, 4), (3, 1, 4, 2)} .
Por el Teorema 2 de [Ha] para el caso no equilibrado tenemos que
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ))
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no contribuye a una clase fantasma para σ en el conjunto
{(3, 2, 4, 1), (4, 1, 3, 2), (4, 2, 3, 1)}
pues estos espacios esta´n incluidos en la imagen de H l(wσ)(∂2, V˜λ). Obtenemos la misma
conclusio´n si aplicamos el mismo procedimiento a (4, 3, 2, 1) a menos que a1 = a2 = a3 = a4.
Por otro lado, si a1 = a2 = a3 = a4, sea σ la permutacio´n definida por (4, 3, 2, 1), entonces
wσ tiene longitud 6 y entonces el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ))
es un sumando directo de H7(∂S, V˜λ). Aplicando la dualidad de Poincare´ y por las estrategias
utilizadas en la parte final de la seccio´n 3 (cuando probamos que el espacio correspondiente
al elemento de Weyl w1 ◦w2 ◦w1 ◦w2 no contribuye a una clase fantasma) podemos mostrar
que el morfismo H7(S, V˜λ) → H7(∂S, V˜λ) es cero y entonces el espacio H0(SMP0 , W˜(wσ)∗(λ))
no contribuye a una clase fantasma.
Restan 7 elementos en el grupo de Weyl, que son:
1. wσ y wσ′ para σ = (1, 4, 3, 2) y σ
′ = (4, 1, 2, 3). Ambos tienen longitud 3 y entonces los
espacios Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) y Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ))
son sumandos directos del espacio H3(∂0, V˜λ) y ambos tienen peso −c+4 que es el peso
medio de H4(SK , V˜λ).
2. wσ y wσ′ para σ = (2, 3, 4, 1) y σ
′ = (3, 2, 1, 4). Ambos tienen longitud 3 y entonces los
espacios Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) y Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ))
son sumandos directos de H3(∂0, V˜λ) y ambos tienen peso −c+ 4 que es el peso medio
de H4(S, V˜λ).
3. wσ y wσ′ para σ = (2, 4, 3, 1) y σ
′ = (4, 2, 1, 3). Ambos tienen longitud 4 y entonces los
espacios Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) y Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ′ )∗(λ))
son sumandos directos de H4(∂0, V˜λ) y ambos tienen peso −c+ 6 que es el peso medio
de H5(S, V˜λ) mas 1.
4. wσ para σ = (1, 3, 2, 4). Su longitud es 1 y entonces el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SM0 , W˜(wσ)∗(λ))
es un sumando directo del espacio H1(∂0, V˜λ) y su peso es −c+ 2 que es el peso medio
de H2(S, V˜λ).
4.7.5 Conclusiones para el caso n = 4
Lo que sigue es un pequen˜o resumen de los resultados obtenidos en este caso.
Si el peso maximal λ = (a1, a2, a3, a4, c) de la representacio´n irreducible Vλ satisface
a1 = a2 y a3 = a4 entonces hay posibles clases fantasma en grado 2 y 4, en ambos casos
el peso en la correspondiente estructura de Hodge mixta es el peso medio, y hay tambie´n
posibles clases fantasma en grado 5, en cuyo caso el peso en la estructura de Hodge mixta
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asociada es el peso medio mas uno. Por otro lado, si a1 6= a2 o a3 6= a4, entonces no existen
clases fantasma.
En particular podemos ver que para n = 4, la propiedad de´bil del peso medio esta´ siempre
satisfecha.
4.8 El caso general GU(2, n− 2)
Para wσ ∈ W P0 sea wσ = wσ˜wσ1 su expresio´n correspondiente con respecto a la descom-
posicio´n W P0 = W 01W
P1 , entonces por el Lema 19 sabemos que si
(aσ(n−1) + n− 1− σ(n− 1))− (aσ(2) + 2− σ(2)) > 1 + l(wσ˜)
entonces Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜w∗(λ)) esta´ incluido en la imagen de H
l(w)(∂1, V˜λ).
4.8.1 El caso ai > ai+1 ∀i ∈ {1, . . . , n− 1}
Teorema 25. Si el peso maximal λ = (a1, . . . , an, c) satisface ai > ai+1 para todo i, entonces
no hay clases fantasma en los espacios de cohomolog´ıa Hq(∂S, V˜λ).
Demostracio´n. El primer paso consiste de probar que para wσ ∈ W P0 , si σ(2) > σ(n − 1)
entonces Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) esta´ incluido en la ima´gen de H
l(wσ)(∂1, V˜λ).
Sea wσ ∈ W P0 con σ(2) > σ(n−1), escribimos wσ = wσ˜wσ1 donde wσ˜ ∈ W 01 y wσ1 ∈ W P1 .
Podemos ver, por la descripcio´n de los conjuntos W 01 y W
P1 , que
l(wσ˜) < (σ(2)− 1) + (n− σ(n− 1))− 2,
por lo tanto
(aσ(n−1) + n− 1− σ(n− 1))−(aσ(2) + 2− σ(2)) =
= (σ(2)− 1 + n− σ(n− 1)− 2) + (aσ(n−1) − aσ(2))
> l(wσ˜) + (aσ(n−1) − aσ(2))
≥ l(wσ˜) + 1
y obtenemos entonces el resultado deseado.
Como conclusio´n, los u´nicos posibles pesos en el espacio de clases fantasma provienen de
los elementos wσ ∈ W P0 con σ(2) < σ(n− 1).
Continuamos verificando los casos de las permutaciones σ satisfaciendo σ(2) < σ(n− 1).
Sea wσ un elemento de W
P0 con σ(1) < σ(2) < σ(n − 1) < σ(n). El peso del espacio
H0(SMP0 , W˜(wσ)∗(λ)) es
wt(wσ, P0) =− c+ (aσ(n) + n− σ(n)) + (aσ(n−1) + n− 1− σ(n− 1))
− (aσ(1) + 1− σ(1))− (aσ(2) + 2− σ(2)))
mientras que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wσ)∗(λ)) es un subespacio de H
l(wσ)(∂0, V˜λ).
Luego a fin de contribuir a una clase fantasma, wσ debe satisfacer
wt(wσ, P0) ≥ −c+ l(wσ) + 1.
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Pero, como aσ(n) < aσ(n−1) < aσ(2) < aσ(1) y l(wσ) = (σ(1)− 1) + (σ(2)− 2) + (n− σ(n)) +
((n− 1)− σ(n− 1))
wt(wσ, P0) = −c+ l(wσ) + (aσ(n) + aσ(n−1) − aσ(1) − aσ(2))
< −c+ l(wσ).
Entonces podemos concluir que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase fantasma.
De la misma manera podemos mostrar que H0(SMP0 , W˜(wσ)∗(λ)) no contribuye a una clase
fantasma para los casos
σ(1) < σ(2) < σ(n) < σ(n− 1)
σ(1) < σ(n) < σ(2) < σ(n− 1)
σ(2) < σ(1) < σ(n− 1) < σ(n)
σ(2) < σ(1) < σ(n) < σ(n− 1)
σ(2) < σ(n− 1) < σ(1) < σ(n)
σ(2) < σ(n) < σ(1) < σ(n− 1)
Utilizando los resultados de [Ha] como en el caso GU(2, 2) podemos demostrar que los
elementos wσ ∈ W P0 satisfaciendo σ(2) < σ(1) y σ(n) < σ(n − 1) no contribuyen a clases
fantasma. Para ello, sea wσ ∈ W P0 un tal elemento y sea wσ = wσ˜wσ2 la expresio´n de wσ con
respecto a la descomposicio´nW P0 = W 02W
P2 , entonces σ2(1) = σ(2), σ2(2) = σ(1), σ2(n−1) =
σ(n) y σ2(n) = σ(n − 1). Los primeros dos te´rminos de (wσ2)∗(λ) son aσ2(1) + 1 − σ2(1)
y aσ2(2) + 2 − σ2(2), y son claramente diferentes (el primero es estrictamente mas grande
que el segundo) y esto muestra que (wσ2)∗(λ) no tiene dimensio´n 1. Este hecho junto con
los resultados del Teorema 2 de [Ha] para el caso no equilibrado concluye con el resultado
mencionado.
Por la conclusio´n anterior eliminamos la posibilidad de contribucio´n a clases fantasma
para los casos
σ(n) < σ(2) < σ(1) < σ(n− 1)
σ(n) < σ(2) < σ(n− 1) < σ(1)
σ(2) < σ(n) < σ(n− 1) < σ(1).
Luego a fin de contribuir a una clase fantasma, wσ ∈ W P0 debe satisfacer una de las
siguientes propiedades
σ(n) < σ(1) < σ(2) < σ(n− 1)
σ(2) < w(n− 1) < σ(n) < σ(1)
Finalmente, usando nuevamente los resultados del Teorema 2 de [Ha] para el caso equili-
brado, podemos mostrar (como los espacios H0(SMP0 , W˜(wσ)∗(λ)) con wσ ∈ W P0 satisfaciendo
σ(n−1) < σ(2) < σ(1) < σ(n) o σ(1) < σ(n) < σ(n−1) < σ(2) esta´n incluidos en la imagen
de H•(∂P1 , V˜λ) y en ambos casos wσ esta´ en la ca´mara fundamental) que ninguno de estos
dos casos contribuyen a clases fantasma.
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4.8.2 El caso no gene´rico
En esta subseccio´n trabajaremos en los casos en los cuales λ es no regular. Como sabemos,
un elemento wσ ∈ W P0 esta´ determinado por los cuatro nu´meros σ(1), σ(2), σ(n− 1), σ(n) y
dados i, j, k, l cuatro nu´meros distintos en el conjunto {1, . . . , n} denotamos por wijkl ∈ W P0
su correspondiente representante de Weyl.
Podemos dividir este conjunto W P0 en 24 subconjuntos correspondientes a los o´rdenes
posibles de los elementos i, j, k, l y entonces estudiaremos cada uno de dichos subconjuntos
por separado como ya hemos hecho en la subseccio´n anterior.
Para el caso i < j < k < l obtenemos lo siguiente. El peso de la estructura de Hodge
mixta en H0(SMP0 , W˜(wijkl)∗(λ)) es
−c+ (al + n− l) + (ak + (n− 1)− k)− (ai + 1− i)− (aj + 2− j).
Por otro lado, podemos ver que l(wijkl) = (i − 1) + (j − 2) + (n − l) + ((n − 1) − k) y
el espacio de cohomolog´ıa ya mencionado es un sumando directo de H l(wijkl)(∂0, V˜λ), luego
a fin de contribuir a una clase fantasma en el espacio H l(wijkl)+1(∂S, V˜λ) su peso debe ser
≥ l(wijkl) + 1− c que en este caso es
−c+ 1 + (i− 1) + (j − 2) + (n− l) + ((n− 1)− k).
En conclusio´n, a fin de contribuir a una clase fantasma una condicio´n necesaria para el espacio
H0(SMP0 , W˜(wijkl)∗(λ)) es que al + ak − ai − aj ≥ 1 lo cual es imposible, por lo tanto hemos
mostrado que en el caso i < j < k < l el espacio H0(SM0 , W˜(wijkl)∗(λ)) no contribuye a una
clase fantasma.
Para los casos i < j < l < k, j < i < k < l y j < i < l < k el mismo argumento muestra
que los correspondientes espacios H0(SMP0 , W˜(wijkl)∗(λ)) no contribuyen a clases fantasma (la
u´nica cosa que cambia en los ca´lculos es l(wijkl) que en estos casos es mayor que el calculado
en el caso previo)
Consideremos el caso i < k < j < l. Sabemos que el peso en H0(SMP0 , W˜(wijkl)∗(λ)) es
−c+ (al + n− l) + (ak + (n− 1)− k)− (ai + 1− i)− (aj + 2− j).
Por otro lado, podemos ver que l(wijkl) = (i − 1) + (j − 2) + (n − l) + ((n − 1) − k) −
1, y a fin de contribuir a una clase fantasma en el espacio H l(wijkl)+1(∂S, V˜λ) el peso de
H0(SMP0 , W˜(wijkl)∗(λ)) debe ser ≥ l(wijkl) + 1− c que en este caso es equivalente a decir que
al + ak − ai − aj ≥ 0
En conclusio´n, a fin de contribuir a una clase fantasma una condicio´n necesaria para el espacio
H0(SMP0 , W˜(wijkl)∗(λ)) es que al + ak − ai − aj ≥ 0, esto sera´ posible solo en el caso ai = ak
y aj = al, y en dicho caso el peso del espacio H
0(SMP0 , W˜(wijkl)∗(λ)) es el peso medio de
H l(wijkl)+1(∂S, V˜λ) que es −c+ l(wijkl) + 1.
Para los casos i < l < j < k, j < k < i < l y j < l < i < k, lo u´nico que cambia en el
ca´lculo anterior es l(wijkl) que en este caso es mayor, como resultado podemos ver que los
espacios correspondientes H0(SMP0 , W˜(wijkl)∗(λ)) no contribuyen a clases fantasma.
Consideramos ahora el caso i < k < l < j. Para dicho caso sea wijkl = w˜w1 la
expresio´n de wijkl con respecto a la descomposicio´n W
P0 = W 01W
P1 . Estudiaremos en
que casos el espacio Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ)) esta´ incluido en la imagen de
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H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ). Para ello necesitamos utilizar la sucesio´n exacta larga en
cohomolog´ıa
. . .→ H l(w˜)(SMP1 , W˜(w1)∗(λ))→
⊕
wˆ∈W 01 ,l(wˆ)=l(w˜)
Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SMP0 , W˜(wˆ)∗(w1)∗(λ))→
H l(w˜)+1c (S
MP1 , W˜(w1)∗(λ))→ . . .
Como sabemos los pesos en H
l(w˜)+1
c (SMP1 , W˜(w1)∗(λ)) son ≤ l(w˜) + 1 +wt(w1, P1) mientras
que el peso en el espacio H0(SMP0 , W˜(wijkl)∗(λ)) es wt(wijkl, P0), en particular si wt(wijkl, P0)
es mayor que l(w˜)+1+wt(w1, P1) entonces el espacio Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ))
esta´ incluido en la imagen del morfismo desde H l(w˜)(SMP1 , W˜(w1)∗(λ)). Sabemos, por la sub-
seccio´n 4.6, que
wt(wijkl, P0) = wt(w1, P1) + (ak + n− 1− k)− (aj + 2− j)
luego wt(wijkl, P0) > l(w˜) + 1 + wt(w1, P1) si y solo si
(ak + n− 1− k)− (aj + 2− j) > l(w˜) + 1
pero en este caso podemos ver que l(w˜) = (n− 1)− k + (j − 2)− 2 luego la u´ltima desigual-
dad es simplemente ak − aj > −1 que es siempre verdadera, y como conclusio´n el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ)) no contribuye a una clase fantasma dado que esta´
incluido en la imagen del morfismo H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ).
Los mismos argumentos se aplican a los casos k < i < j < l, k < i < l < j, k < l < i < j,
k < l < j < i, l < k < i < j.
Estudiamos el caso i < l < k < j combinando ambas estrategias. Suponemos que
H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a una clase fantasma. Entonces por los argumentos ya
utilizados tenemos que
wt(wijkl, P0) ≥ −c+ l(wijkl) + 1
mientras que por otro lado, tomando wijkl = w˜w1 la expresio´n con respecto a W
P0 = W 01W
P1 ,
como este espacio no esta´ incluido en la imagen de H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ) tenemos
que
wt(wijkl, P0) ≤ l(w˜) + 1 + wt(w1, P1).
En este caso l(wijkl) = (i− 1) + (j− 2) + (n−k)− 1 + (n− l)− 1, l(w˜) = (j− 3) + (n−k)− 1
y wt(w1, P1) = −c+ (al + n− l)− (ai + 1− i), luego por la segunda desigualdad tenemos
ak − aj ≤ 0
que en este caso solo es posible si ak = aj.
Por otro lado, como wt(wijkl, P0) ≥ −c+ l(wijkl) + 1 concluimos, por los ca´lculos previos
que al − ai ≥ 0 y esto implica finalmente que ai = al.
En conclusio´n, el espacio H0(SMP0 , W˜(wijkl)∗(λ)) solo puede contribuir a una clase fantasma
si ai = al y ak = aj y en dicho caso su peso es −c+ l(wijkl) + 1 que es el peso medio.
Continuamos con el caso k < j < i < l. Podemos aplicar los mismos argumentos, luego
suponiendo que el espacio H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a una clase fantasma, tenemos
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las desigualdades
wt(wijkl, P0) ≥ −c+ l(wijkl) + 1
y
wt(wijkl, P0) ≤ l(w˜) + 1 + wt(w1, P1).
donde wijkl = w˜w1 con respecto a la descomposicio´n W
P0 = W 01W
P1 .
En este caso podemos demostrar que l(wijkl) = (i−1) + (j−1) + (n−1−k)−2 + (n− l),
l(w˜) = (j − 1) + (n − 1 − k) − 2 y wt(w1, P1) = −c + (al + n − l) − (ai + 1 − i), luego por
la segunda desigualdad obtenemos ak − aj ≤ 0 y como ak ≥ aj tenemos que ak = aj. Por el
otro lado, por la primera desigualdad obtenemos
al + ak − ai − aj ≥ 0
que en este caso es equivalente a al = ai. Entonces el peso del espacio H
0(SMP0 , W˜(wijkl)∗(λ))
es −c+ l(wijkl) + 1 que es el peso medio.
Para el caso j < l < k < i utilizaremos los resultados de [Ha]. Sea wijkl = wˆw2 la expresio´n
con respecto a W 0 = W 02W
P2 , entonces wˆ = s1 ◦ s2, con la notacio´n de la subseccio´n 4.5, y
w2 = wjilk. Luego, en particular estamos en el caso no equilibrado con respecto a [Ha]. Esto
significa que si consideramos el morfismo
H2(SMP2 , W˜(w2)∗(λ))→ IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) H
0(SMP0 , W˜(wijkl)∗(λ))
(donde los primeros dos te´rminos en (w2)∗(λ) son (aj + 1− j) y (ai + 2− i) mientras que los
u´ltimos dos te´rminos son (al + (n − 1) − l) y (ak + n − k)) entonces su imagen contiene al
espacio Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
H0(SMP0 , W˜(wijkl)∗(λ)) a menos que (aj + 1− j) = (ai + 2− i) y
(al+(n−1)− l) = (ak+n−k). Pero (aj +1−j) = (ai+2− i) implica (aj−ai) = (j− i)+1 lo
cual no es posible en nuestro caso pues (j−i)+1 < 0 mientras (aj−ai) ≥ 0. Como conclusio´n,
el espacio Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ)) no contribuye a una clase fantasma pues
esta´ incluido en la imagen del morfismo H l(wijkl)(∂2, V˜λ)→ H l(wijkl)(∂0, V˜λ).
Por los mismos argumentos podemos ver que en los casos l < j < i < k y l < j < k < i,
el espacio H0(SMP0 , W˜(wijkl)∗(λ)) no contribuye a una clase fantasma.
En el caso l < k < j < i, suponiendo que el espacio H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a
una clase fantasma, por los mismos argumentos utilizados en el caso anterior podemos ver
que (aj + 1 − j) = (ai + 2 − i) y (al + (n − 1) − l) = (ak + n − k), pero esto solo puede ser
posible si i = j + 1, ai = aj, k = l + 1 y ak = al. Pero entonces el peso de dicho espacio sera´
−c+ (al + n− l) + (ak + (n− 1)− k)− (ai + 1− i)− (aj + 2− j).
Por otro lado, como Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
H0(SM0 , W˜(wijkl)∗(λ)) no esta´ incluido en la imagen
de H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ) debemos tener
wt(wijkl, P0) ≤ l(w˜) + 1 + wt(w1, P1).
(donde wijkl = w˜w1 con respecto a W
P0 = W 01W
P1) pero l(wijkl) = (i−1)+(j−1)+(n−k)−
2+(n−l)−2, l(w˜) = (j−2)+((n−1)−k)−1 y wt(w1, P1) = −c+(al+n−l)−(ai+1−i), luego
la desigualdad previa implica ak − aj ≤ 0 lo cual implica, en este caso, ai = aj = ak = al.
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Entonces tenemos
wt(wijkl, P0) = −c+ (n− l) + ((n− 1)− k)− (1− i)− (2− j)
= −c+ l(wijkl) + 2
que es el peso medio mas 1.
Nuevamente consideramos los resultados de [Ha], pero esta vez para estudiar el caso j <
k < l < i. Consideramos la expresio´n wijkl = wˆw2 con respecto a W
P0 = W 02W
P2 , entonces
wˆ = s1 con respecto a la notacio´n de la subseccio´n 4.5 y w2 = wjikl. Si H
0(SMP0 , W˜(wijkl)∗(λ))
contribuye a una clase fantasma entonces sabemos que
wt(wijkl, P0) ≥ −c+ l(wijkl) + 1
y entonces obtenemos al + ak ≥ ai + aj.
Debemos considerar el morfismo
H1(SMP2 , W˜(w2)∗(λ))→ IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) (H
0(SMP0 , W˜(wijkl)∗(λ))⊕H0(SMP0 , W˜(wjilk)∗(λ))).
A fin de aplicar los resultados del Teorema 2 de [Ha] necesitamos demostrar que {wijkl, wjilk}
esta´ en la ca´mara fundamental (ver 2.5), pero esto es
(ai + 1− i)− (aj + 2− j) + (ak + (n− 1)− k)− (al + n− l) ≤ −2
y la dicha desigualdad esta´ claramente satisfecha debido al orden de i, j, k y l. Luego uti-
lizando el teorema mencionado tenemos que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ)) esta´ in-
cluido en la imagen del morfismo
H l(wijkl)(∂1, V˜λ)⊕H l(wijkl)(∂2, V˜λ)→ H l(wijkl)(∂0, V˜λ)
siempre que Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wjilk)∗(λ)) este´ incluido en la imagen de
H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ)
luego, en el caso en el que H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a una clase fantasma, el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SM0 , W˜(wjilk)∗(λ)) no esta´ incluido en dicha imagen y por el tratamiento
del caso i < l < k < j podemos mostrar que esto implica al = ai. Utilizando las desigualdades
hasta aqu´ı obtenidas podemos mostrar que si el espacio H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a
una clase fantasma entonces ai = al, aj = ak y su peso es el peso medio −c+ l(wijkl) + 1.
Siguiendo el mismo ana´lisis que en el caso anterior obtenemos el mismo resultado para el
caso l < i < j < k.
Consideremos el caso k < j < l < i y supongamos que el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wijkl)∗(λ))
contribuye a una clase fantasma. Entonces, como este espacio no esta´ incluido en la imagen
de H l(wijkl)(∂1, V˜λ)→ H l(wijkl)(∂0, V˜λ) obtenemos la desigualdad
wt(wijkl, P0) ≤ 1 + l(w˜) + wt(w1, P1)
52
donde wijkl = w˜w1 es la expresio´n de wijkl con respecto a W
P0 = W 01W
P1 . De dicha desigual-
dad obtenemos que ak = aj.
Podemos aplicar el Teorema 2 de [Ha] para el caso equilibrado, y para ello necesitamos
entender si Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wjilk)∗(λ)) esta´ incluido en la imagen de H(∂1, V˜λ)→
H(∂0, V˜λ) y si {wijkl, wjilk} esta´ en la ca´mara fundamental (con respecto a la notacio´n de la
subseccio´n 2.5).
Con los mismos argumentos que en el caso anterior podemos concluir que si al > ai
entonces Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(wjilk)∗(λ)) esta´ incluido en la imagen de H(∂1, V˜λ) →
H(∂0, V˜λ). Luego tenemos los casos:
1) ai = al, en cuyo caso, si H
0(SMP0 , W˜(wijkl)∗(λ)) contribuye a una clase fantasma entonces
su peso es −c+ l(wijkl) + 2 que es el peso medio mas 1.
2) al > ai. En este caso tenemos que {wijkl, wjilk} esta´ en la ca´mara fundamental si y solo
si (ai−al) ≤ (i+k)−(j+l). Sabemos que si {wijkl, wjilk} esta´ en la ca´mara fundamental,
el espacio Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SM0 , W˜(wijkl)∗(λ)) esta´ incluido en la imagen de
H(∂1, V˜λ)⊕H(∂2, V˜λ)→ H(∂0, V˜λ).
Luego, a fin de contribuir a una clase fantasma necesitamos (ai−al) > (i+k)−(j+l), en
cuyo caso si el espacio H0(SMP0 , W˜(wijkl)∗(λ)) contribuye a una clase fantasma entonces
su peso es −c+ l(wijkl) + 2 + (al − ai) que es el peso medio mas 1 + (al − ai).
Los mismos resultados pueden obtenerse para el caso l < i < k < j.
Para concluir, daremos una lista de los resultados de los ca´lculos precedentes en el siguiente
teorema.
Teorema 26. Utilizando la notacio´n de esta seccio´n hemos demostrado que los casos:
i < j < k < l, i < j < l < k, j < i < k < l, j < i < l < k
i < l < j < k, j < k < i < l, j < l < i < k, i < k < l < j
k < i < j < l, k < i < l < j, k < l < i < j, k < l < j < i
l < k < i < j, j < l < k < i, l < j < i < k, l < j < k < i
no contribuyen a clases fantasma. Los casos i < k < j < l y l < k < j < i podr´ıan contribuir
a clases fantasma solo cuando ai = aj = ak = al. Para el caso i < k < j < l esta posible
clase fantasma tendr´ıa peso igual al peso medio mientras que en el caso l < k < j < i la
posible clase fantasma tendr´ıa peso igual al peso medio mas 1.
Para los casos i < l < k < j, k < j < i < l, l < i < j < k y j < k < l < i, tenemos
posibles clases fantasma solo en los casos ai = al y ak = aj, en cuyo caso el peso de la posible
clase fantasma ser´ıa igual al peso medio.
Los casos k < j < l < i y l < i < k < j podr´ıan contribuir a clases fantasma solo en el
caso ak = aj. En este caso, si ai = al entonces la posible clase fantasma tendr´ıa peso igual
al peso medio mas 1. Por otro lado si ai < al entonces la existencia de una clase fantasma
es posible cuando (ai − al) > (i+ k)− (j + l) en cuyo caso la posible clase fantasma tendr´ıa
peso igual al peso medio mas 1 + (al − ai).
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4.8.3 Conclusiones sobre la propiedad de´bil del peso medio para los casos n = 5
y n = 6
Por el ana´lisis dado en la subseccio´n precedente, tenemos que para n fijo, los u´nicos posibles
pesos contradiciendo la propiedad de´bil del peso medio provienen de los espacios de coho-
molog´ıa H0(SMP0 , W˜(wijkl)∗(λ)) con k < j < l < i y λ = (a1, . . . , an, c) satisfaciendo ak = aj,
al > ai y (ai − al) > (i + k)− (j + l) o con l < i < k < j y λ = (a1, . . . , an, c) satisfaciendo
ak = aj, al > ai y (ai − al) > (i+ k)− (j + l).
Para n = 5 tenemos que, si k < j < l < i entonces (i + k) − (j + l) ≥ −1, luego no
es posible obtener al > ai y (ai − al) > (i + k) − (j + l). Lo mismo es va´lido para el caso
l < i < k < j. Luego como resultado obtenemos:
Teorema 27. Para n = 5, la propiedad de´bil del peso medio esta´ satisfecha. En otras
palabras, si existe una clase fantasma en el espacio de cohomolog´ıa del borde entonces su
peso es el peso medio o el peso medio mas 1.
Para el caso n = 6 hay dos casos en los cuales pueden existir clases fantasma no satisfa-
ciendo la propiedad de´bil del peso medio.
Estos dos casos estan dados por los elementos de Weyl w = w6415, cuando el peso maximal
es de la forma λ = (a, a, a, a, b + 1, b) y w2631, cuando el peso maximal es de la forma
λ = (b+ 1, b, a, a, a, a), donde en el primer caso a > b mientras que en el segundo caso b ≥ a.
Teorema 28. Para n = 6, los u´nicos posibles casos en los cuales la propiedad de´bil del peso
medio podr´ıa no ser satisfecha son (con la notacio´n de la subseccio´n precedente)
1) Peso maximal λ = (a, a, a, a, b+ 1, b), a > b, y la ima´gen del morfismo desde
H2(SMP2 , W˜(w4615)∗(λ))
a
Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
(H0(SMP0 , W˜(w4651)∗(λ))⊕H0(SMP0 , W˜(w6415)∗(λ)))
compuesto con la proyeccio´n al segundo factor no suryectiva (esta condicio´n es ana-
lizada en [Ha] y esta´ relacionada con ciertos operadores locales de entrelazamiento)
en cuyo caso las posibles clases fantasma provienen de la contribucio´n del espacio de
cohomolog´ıa asociado al representante de Weyl w6415.
2) Peso maximal λ = (b+ 1, b, a, a, a, a), b ≥ a, y la imagen del morfismo desde
H2(SMP2 , W˜(w2613)∗(λ))
a
Ind
MP2 (Af )×pi0(MP2 (R))
P 20 (Af )×pi0(P 20 (R))
(H0(SMP0 , W˜(w6213)∗(λ))⊕H0(SMP0 , W˜(w2631)∗(λ)))
compuesto con la proyeccio´n al segundo factor no suryectiva, en cuyo caso las posibles
clases fantasma provienen de la contribucio´n del espacio de cohomolog´ıa asociado al
representante de Weyl w2631.
Demostracio´n. Podemos ver que estas dos clases son las u´nicas posibilidades para i, j, k, l y
λ para las cuales estamos en los casos k < j < l < i o l < i < k < j y ak = aj, ai < al y
(ai − al) > (i+ k)− (j + l).
Estudiamos, primero el caso w = w6415, λ = (a, a, a, a, b+ 1, b).
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La longitud de w6415 es
l(w6415) = 10
luego en este caso el peso medio es −c + 11, como IndG(Af )×pi0(G(R))P0(Af )×pi0(P0(R))H0(SMP0 , W˜(w6415)∗(λ)))
es sumando directo de H l(w6415)(∂0, V˜λ). Entonces para este caso particular obtenemos que el
peso medio es −c+ 11 y el peso del espacio H0(SMP0 , W˜(w6415)∗(λ))) es −c+ 13
Ahora analizamos la imagen desde H(∂1, V˜λ). Sea w6415 = w˜w1 la expresio´n de w6415 con
respecto a la descomposicio´n W P0 = W 01W
P1 , entonces l(w˜) = 5. Si consideramos
. . .→ H l(w˜)(SMP1 , W˜(w1)∗(λ))→
⊕
wˆ∈W 01 ,l(wˆ)=l(w˜)
Ind
MP1 (Af )×pi0(MP1 (R))
P 10 (Af )×pi0(P 10 (R))
H0(SM0 , W˜(wˆ)∗(w1)∗(λ))→
H l(w˜)+1c (S
MP1 , W˜(w1)∗(λ))→ . . .
obtenemos que los pesos de esta sucesio´n exacta son:
.) Los pesos en H l(w˜)(SMP1 , W˜(w1)∗(λ)) son ≥ l(w˜) +wt(P1, w1), y para ser mas expl´ıcitos,
ellos son ≥ −c+ 12.
.) El peso de H0(SMP0 , W˜(w6415)∗(λ))) es −c+ 13
.) Los pesos en H
l(w˜)+1
c (SMP1 , W˜(w1)∗(λ)) son ≤ l(w˜) + 1 + wt(P1, w1), en otras palabras
ellos son ≤ −c+ 13
Luego por argumentos de pesos no podemos concluir si el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SM0 , W˜(w6415)∗(λ)))
esta´ incluido en la imagen desde H•(∂1, V˜λ).
De esto concluimos que una condicio´n necesaria para el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(w6415)∗(λ)))
para contribuir a una clase fantasma es que no este´ incluido en la imagen de H10(∂1, V˜λ) y el
morfismo
H1(SMP2 , W˜(w4615)∗(λ)))→ IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) (H
0(SMP0 , W˜(w4651)∗(λ)))⊕H0(SMP0 , W˜(w6415)∗(λ))))
descrito en el Teorema 2 de [Ha] compuesto con la proyeccio´n al segundo factor no sea
suryectivo.
Estudiamos ahora el caso w = w2631, λ = (b + 1, b, a, a, a, a). Para este caso, los ca´lculos
son similares y obtenemos lo siguiente.
La longitud de w2631 es
l(w2631) = 10.
luego el peso medio es −c+ 11 y el peso del espacio H0(SMP0 , W˜(w2631)∗(λ))) es −c+ 13
Consideramos w2631 = w˜w1 la expresio´n de w2631 con respecto a la descomposicio´n W
P0 =
W 01W
P1 , entonces l(w˜) = 5.
Como en el caso previo tenemos que no podemos concluir si el espacio
Ind
G(Af )×pi0(G(R))
P0(Af )×pi0(P0(R))H
0(SMP0 , W˜(w2631)∗(λ)))
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esta´ incluido en la imagen desde H•(∂1, V˜λ), y como conclusio´n tenemos que una condicio´n
necesaria para que este espacio contribuya a una clase fantasma es que no este´ incluido en la
imagen de H•(∂1, V˜λ) y la imagen del morfismo
H1(SMP2 , W˜(w2613)∗(λ)))→ IndMP2 (Af )×pi0(MP2 (R))P 20 (Af )×pi0(P 20 (R)) (H
0(SMP0 , W˜(w6213)∗(λ)))⊕H0(SMP0 , W˜(w2631)∗(λ))))
descrito en [Ha] compuesto con la proyeccio´n al segundo factor no sea suryectivo.
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