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Abstract
We consider a phase field model for the flow of two partly miscible
incompressible, viscous fluids of Non-Newtonian (power law) type. In
the model it is assumed that the densities of the fluids are equal. We
prove existence of weak solutions for general initial data and arbitrarily
large times with the aid of a parabolic Lipschitz truncation method,
which preserves solenoidal velocity fields and was recently developed
by Breit, Diening, and Schwarzacher.
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1 Introduction
We consider the flow of two macroscopically immiscible, incompressible Non-
Newtonian fluids. In contrast to classical sharp interface models, a partial
mixing of the fluids is taken into account, which leads to a so-called diffuse
interface model. This has the advantage that flows beyond the occurrence
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of topological singularities e.g. due to droplet collision or pinch-off can be
described. More precisely we consider
ρ∂tv + ρv · ∇v − divS(c,Dv) +∇p = −ε div(∇c⊗∇c), (1.1)
div v = 0, (1.2)
∂tc+ v · ∇c = m∆µ, (1.3)
µ = ε−1φ(c)− ε∆c (1.4)
in QT = Ω × (0, T ), where Ω ⊆ R
n, n ≥ 2, is a bounded domain and
T ∈ (0,∞). Here v is the mean velocity, Dv = 1
2
(∇v + ∇vT ), p is the
pressure, c is an order parameter related to the concentration of the fluids
e.g. the concentration difference or the concentration of one component, and
ρ is the density of the fluids, which is assumed to be constant. Moreover,
S(c,Dv) is the viscous part of the stress tensor of the mixture to be specified
below, ε > 0 is a (small) parameter, which is related to the “thickness”
of the interfacial region, Φ: R → R is a homogeneous free energy density
and φ = Φ′ and µ is the chemical potential. Capillary forces due to surface
tension are modeled by an extra contribution ε∇c⊗∇c := ε∇c(∇c)T in the
stress tensor leading to the term on the right-hand side of (1.1). Moreover,
we note that in the modeling diffusion of the fluid components is taken into
account. Therefore m∆µ is appearing in (1.3), where m > 0 is a constant
mobility coefficient.
We close the system by adding the boundary and initial conditions
v|∂Ω = 0 on ∂Ω × (0, T ), (1.5)
n · ∇c|∂Ω = n · ∇µ|∂Ω = 0 on ∂Ω × (0,∞), (1.6)
(v, c)|t=0 = (v0, c0) in Ω. (1.7)
Here n denotes the exterior normal at ∂Ω. We note that (1.1) can be replaced
by
ρ∂tv + ρv · ∇v − divS(c,Dv) +∇g = µ∇c (1.8)
with g = p + ε
2
|∇c|2 + ε−1Φ(c) since
µ∇c = ∇
(ε
2
|∇c|2 + ε−1Φ(c)
)
− ε div(∇c⊗∇c). (1.9)
In the case of Newtonian fluids, i.e., S(c,Dv) = ν(c)Dv for some pos-
itive viscosity coefficient ν(c), the model was first discussed by Hohenberg
and Halperin [13]. Later it was derived in the frame work of rational con-
tinuum mechanics by Gurtin, Polignone, Vin˜als [12]. The latter derivation
can be easily modified to include a suitable non-Newtonian behavior of the
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fluids. If e.g. S(c,Dv) is chosen such that S(c,Dv) : Dv ≥ 0, the local dissi-
pation inequality, which yields thermodynamical consistency, remains valid.
For results on existence of weak and strong solutions in the case of Newto-
nian fluids we refer to Starovoitov [19], Boyer [6], and A. [3]. First analytic
results for the system (1.1)-(1.4) for Non-Newtonian fluids of power-law type
were obtained by Kim, Consiglieri, and Rodrigues [14]. The authors proved
existence of weak solutions if q ≥ 3d+2
d+2
, d = 2, 3, where q is the power de-
scribing the growth of the stress tensor with respect to Dv. For this range of
q monotone operator techniques can be applied. Moreover, in the case d = 3
and 2 ≤ q ≤ 11
5
the authors prove existence of weak solutions. Grasselli and
Prazˇak [10] discussed the longtime behavior of solutions of (1.1)-(1.4) in the
case q ≥ 3d+2
d+2
, d = 2, 3.
The goal of this article is to extend the existence result to lower values of
q in order to include the physically important case of shear thinning flows.
In the case of a single fluid existence of weak solutions for power-law type
fluids was proved for the case q > 2d
d+2
, d ≥ 2, by D., Ru˚zˇicˇka, and Wolf [7].
The proof is based on a parabolic Lipschitz truncation method and a careful
decomposition of the pressure, which is needed since the Lipschitz truncation
used does not preserve the divergence freeness of a velocity field. Recently a
parabolic Lipschitz truncation method, which keeps divergence free velocity
fields divergence free, was developed by Breit, D. and Schwarzacher [9]. In the
present article we will use this method in order to prove existence of weak
solutions to (1.1)-(1.7) if S(c,Dv) is of power law type with an exponent
q > 2d
d+2
. Precise assumptions are made in the following.
For simplicity we assume that ε = ρ = 1. But all results are true for
general (fixed) ε, ρ > 0. Moreover, we assume:
Assumption 1.1 Let Ω ⊂ Rd, d = 2, 3, be a bounded domain with C3-
boundary and let Φ ∈ C([a, b]) ∩ C2((a, b)) be such that φ = Φ′ satisfies
lim
s→a
φ(s) = −∞, lim
s→b
φ(s) =∞, φ′(s) ≥ −α
for some α ∈ R. Let m > 0 and let S : [a, b]× Rd×d → Rd×d be such that
|S(c,M)| ≤ C(| sym(M)|q−1 + 1) (1.10)
|S(c1,M)− S(c2,M)| ≤ C|c1 − c2|(| sym(M)|
q−1 + 1) (1.11)
S(c,M) :M ≥ κ| sym(M)|q − C1 (1.12)
for all M ∈ Rd×d, c, c1, c2 ∈ [a, b], and some C,C1, κ > 0, q ∈ (
2d
d+2
,∞).
Moreover, we assume that S(c, ·) : Rd×dsym → R
d×d
sym is strictly monotone for
every c ∈ [a, b].
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For the following we denote
Emix(c) =
∫
Ω
|∇c|2
2
dx+
∫
Ω
ϕ(c) dx.
Let v ∈ Lq(0, T ;W 1q,0(Ω)
d) ∩ L∞(0, T ;L2σ(Ω)), c ∈ L
∞(0, T ;H1(Ω)) ∩
L2(0, T ;H2(Ω)) with ϕ(c) ∈ L2(Ω× (0, T )), and µ ∈ L2(0, T ;H1(Ω)), where
0 < T <∞. Then (v, c, µ) is a weak solution of the system (1.1)-(1.7) if for
any ϕ ∈ C∞(QT )
d with divϕ = 0 and supp(ϕ) ⊂⊂ Ω× [0, T ) the following
holds:
−
∫
QT
v · ∂tϕ d(x, t)−
∫
QT
v ⊗ v : Dϕ d(x, t) +
∫
QT
S(c,Dv) : Dϕ d(x, t)
= ε
∫
QT
∇c⊗∇c : Dϕ d(x, t) +
∫
Ω
v0 · ϕ(0) dx (1.13)
and for every ψ ∈ C∞(Ω× [0, T ]) with suppψ ⊂⊂ Ω× [0, T )
−
∫
QT
c∂tψ d(x, t)−
∫
Ω
c0ψ(0) dx+
∫
QT
(v · ∇c)ψ d(x, t)
= −m
∫
QT
∇µ · ∇ψ d(x, t), (1.14)
µ = φ(c)−∆c,
n · ∇c|∂Ω = 0
holds.
THEOREM 1.2 Let Assumption 1.1 hold true and let 0 < T < ∞. Then
for any v0 ∈ L
2
σ(Ω) and c0 ∈ H
1(Ω) with c0(x) ∈ [a, b] almost every-
where there exists a weak solution v ∈ Lq(0, T ;W 1q,0(Ω)) ∩ L
∞(0, T ;L2σ(Ω)),
c ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) with ϕ(c) ∈ L2(Ω × (0, T )), and
µ ∈ L2(0, T ;H1(Ω)) in the sense above.
The structure of the article is as follows. In Section 2 we summarize
some preliminary results needed in the following analysis. In Section 3 prove
existence of solutions of an approximate system to (1.1)-(1.7), where the
convective terms v · ∇v, v · ∇c, and the capillary term div(∇c ⊗ ∇c) are
smoothed in a suitable way. Finally, in Section 4 the existence of weak
solutions is proved by passing to the limit in the approximate system with
the aid of a solenoidal parabolic Lipschitz truncation method.
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2 Preliminaries
Throughout the paper the usual Lebesgue spaces with respect to the Lebesgue
measure are denoted by Lp(M), 1 ≤ p ≤ ∞, for some measurable M ⊂ RN .
Moreover, Lp(M ;X) denotes its Banachspace-valued variant and Lp(0, T ;X) =
LP ((0, T );X). Furthermore, f : [0,∞) → X is in Lploc([0,∞);X) if f is
strongly measurable and f |[0,T ] ∈ L
p(0, T ;X) for every 0 < T <∞ and
Lpuloc([0,∞);X) :=
{
f ∈ Lploc([0,∞);X) : ‖f‖Lpuloc([0,∞);X) <∞
}
‖f‖Lpuloc([0,∞);X) := sup
T≥0
‖f‖Lp(T,T+1;X).
The standard Lp-Sobolev space is denoted by Wmp (Ω). W
m
p,0(Ω) is the closure
of C∞0 (Ω) in W
m
p (Ω) and H
m(Ω) = Wm2 (Ω), H
m
0 (Ω) = W
m
2,0(Ω). Furthermore
we use the notation L2(0)(Ω) = {f ∈ L
2(Ω) :
∫
Ω
f(x) dx = 0}, H1(0)(Ω) =
H1(Ω) ∩ L2(0)(Ω), and H
−1
(0) (Ω) := H
1
(0)(Ω)
′. Finally L2σ(Ω) is the closure of
divergence free C∞0 (Ω)-vector fields in L
2(Ω)d.
We recall some results on the Cahn-Hilliard equation with convection
term:
∂tc+ v · ∇c = m∆µ in Ω× (0,∞), (2.1)
µ = φ(c)−∆c in Ω× (0,∞), (2.2)
n · ∇c|∂Ω = n · ∇µ|∂Ω = 0 on ∂Ω × (0,∞), (2.3)
c|t=0 = c0 in Ω (2.4)
for given c0 with Emix(c0) <∞ and v ∈ L
∞(0,∞;L2σ(Ω))∩L
2(0,∞;H10(Ω)
d).
Here φ = Φ′ and Φ is as in Assumption 1.1. In the following (2.1) together
with (2.3) will be understood in the following weak form
〈∂tc(t), ϕ〉H−1
(0)
,H1
(0)
+
∫
Ω
v(x, t) · ∇c(x, t)ϕ(x) dx = −m
∫
Ω
∇µ(x, t) · ∇ϕ(x) dx
for all ϕ ∈ H1(0)(Ω) and almost every t ∈ (0, T ), where 〈·, ·〉X′,X denotes the
duality product. Moreover, Qt := Ω× (0, t), Q = Ω× (0,∞).
THEOREM 2.1 Let v ∈ L2(0,∞;H10(Ω)
d) ∩ L∞(0,∞;L2σ(Ω)). Then for
every c0 ∈ H
1
(0)(Ω) with Emix(c0) < ∞ there is a unique solution c ∈
BC([0,∞);H1(0)(Ω)) of (2.1)-(2.4) with ∂tc ∈ L
2(0,∞;H−1(0)(Ω)) and µ ∈
L2uloc([0,∞);H
1(Ω)). This solution satisfies
Emix(c(t)) +
∫
Qt
m|∇µ|2 d(x, τ) = Emix(c0)−
∫
Qt
v · µ∇c d(x, τ) (2.5)
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for all t ∈ [0,∞) and
‖c‖2L∞(0,∞;H1) + ‖∂tc‖
2
L2(0,∞;H−1
(0)
)
+ ‖∇µ‖2L2(Q)
≤ C
(
Emix(c0) + ‖v‖
2
L2(Q)
)
(2.6)
‖c‖2L2uloc([0,∞);W 2r )
+ ‖φ(c)‖2L2uloc([0,∞);Lr)
≤ Cr
(
Emix(c0) + ‖v‖
2
L2(Q)
)
(2.7)
where r = 6 if d = 3 and 1 < r < ∞ is arbitrary if d = 2. Here C,Cr are
independent of v, c0. Moreover, for every R > 0 the solution
c ∈ Y := L2loc([0,∞);W
2
r (Ω)) ∩H
1
loc([0,∞);H
−1
(0) (Ω))
depends continuously on
(c0,v) ∈ X := H
1(Ω)×L2loc([0,∞);L
2
σ(Ω)) with Emix(c0)+‖v‖L2(0,∞;H1) ≤ R
with respect to the weak topology on Y and the strong topology on X.
The theorem is proved in [3, Theorem 6] in the case m = 1. The case m > 0
can be reduced to the case m = 1 by a simple scaling in time and a scaling
of the homogeneous free energy density f .
We need the following theorem, which is a summary of Theorem 2.14 and
Corollary 2.15 of [9].
Theorem 2.2 Let I0 be an open time interval, let B0 be a ball in R
d, and let
Q0 := I0 × B0. Let q, σ ∈ (1,∞) with q, q
′ > σ > 1, where q′ = q
q−1
. Let ζ ∈
C∞0 (
1
6
Q0) with χ 1
8
Q0
≤ ζ ≤ χ 1
6
Q0
. Let um and Gm satisfy ∂tum = − divGm
in the sense of distributions D′div(Q0), where Ddiv = {ϕ ∈ C
∞
0 (Q0)
d : divϕ =
0}. Assume that um is a weak null sequence in L
q(I0;W
1,q(B0)), a strong
null sequence in Lσ(Q0) and bounded in L
∞(I0, L
σ(B0)). Further assume
that Gm = G1,m +G2,m such that G1,m is a weak null sequence in L
q′(Q0)
and G2,m converges strongly to zero in L
σ(Q0). Then there exist a double
sequence of open sets Om,k, k,m ∈ N, with lim supm→∞ |Om,k| ≤ c 2
−k2−q 2
k
for all k ∈ N such that for every K ∈ Lq
′
(1
6
Q0)
lim sup
m→∞
∣∣∣∣
∫ ((
G1,m +K) : ∇um
)
ζχO∁
m,k
d(x, t)
∣∣∣∣ ≤ c 2−k/q.
The proof of Theorem 2.2 is based on a solenoidal Lipschitz truncation. In
particular, the set Om,k are level sets of suitable maximal operators defined
by um andGm. It is a refinement of the parabolic Lipschitz truncation of [11]
and [7]. The advantage of Theorem 2.2 is that the pressure can be completely
avoided by using a solenoidal Lipschitz truncation. See [8] for a solenoidal
Lipschitz truncation in the stationary case.
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3 Approximate System
In order to approximate (1.1)-(1.7) we consider
∂tv + div(Φε(v)v⊗ v)− divS(c,Dv) +∇p
= −Ψε(div(∇c⊗∇c)) in Ω× (0, T ), (3.1)
div v = 0, in Ω× (0, T ), (3.2)
∂tc+ (Ψεv) · ∇c = m∆µ, in Ω× (0, T ), (3.3)
µ = φ(c)−∆c. in Ω× (0, T ) (3.4)
together with (1.5)-(1.7), where Ψεw = Pσ(ψε ∗ w)|Ω, ψε(x) = ε
−dψ(x/ε),
ε > 0, is a usual smoothing kernel such that ψ(−x) = ψ(x) for all x ∈ Rn, w
is extended by 0 outside of Ω, and Pσ is the Helmholtz projection. Moreover,
Φε(s) = Φ(ε|s|
2) for all s ∈ Rd, ε > 0 with some Φ ∈ C∞0 (R) with Φ(0) = 1.
The approximate system is formulated weakly as follows: For any ϕ ∈
C∞(QT )
d with divϕ = 0 and supp(ϕ) ⊂⊂ Ω× [0, T ),
−
∫
QT
v · ∂tϕ d(x, t) +
∫
QT
(S(c,Dv)− v ⊗ vΦε(v)) : Dϕ d(x, t)
= −
∫
QT
Ψε (div(∇c⊗∇c)) · ϕ d(x, t) +
∫
Ω
v0 · ϕ(0)dx,
holds and for any ψ ∈ C∞(Ω× [0, T )) with supp(ϕ) ⊂⊂ Ω× [0, T ),
−
∫
QT
c∂tψ d(x, t)−
∫
Ω
c0ψ(0) dx+
∫
QT
(Ψεv · ∇c)ψ d(x, t)
= −
∫
QT
m∇µ · ∇ψ d(x, t) (3.5)
n · ∇c|∂Ω = 0 (3.6)
holds and
µ = ϕ(c)−∆c in QT .
For the following let Vp(Ω) = W
1
p,0(Ω)
d ∩ Lpσ(Ω).
THEOREM 3.1 Let 2d
d+2
< q < ∞, d = 2, 3. For every 0 < T < ∞,
v0 ∈ L
2
σ(Ω), c0 ∈ H
1(Ω) such that c0(x) ∈ [a, b] almost everywhere there is a
weak solution (v, c, µ) of (3.1)-(3.4),(1.5)-(1.7) such that
v ∈ W 1q′(0, T ;Vq(Ω)
′) ∩ Lq(0, T ;Vq(Ω)),
c ∈ C([0, T ];H1(Ω)) ∩H1(0, T ;H−1(0)(Ω)) ∩ L
2(0, T ;W 2r (Ω)),
µ ∈ L2(0, T ;H1(Ω))
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where r = 6 if d = 3 and 1 ≤ r < ∞ is arbitrary if d = 2. Moreover, for
every 0 ≤ t ≤ T
1
2
‖v(t)‖2L2(Ω) + Emix(c(t)) +
∫ t
0
∫
Ω
S(c,Dv) : Dv dx dτ
+
∫ t
0
∫
Ω
m|∇µ|2 dx dτ =
1
2
‖v0‖
2
L2(Ω) + Emix(c0) =: E0 (3.7)
and
‖c‖L2(0,T ;W 2r (Ω)) + ‖φ(c)‖L2(0,T ;Lr(Ω)) ≤ C(T,E0) (3.8)
for some C(T,E0) > 0 depending continuously on T,E0.
Proof: Let
X1 := L
q(0, T ;Vq(Ω)) ∩W
1
q (0, T ;Vq(Ω)
′), X0 := L
2(0, T ;L2σ(Ω)),
and let X 1
2
:= (X0, X1)[ 1
2
]. Then X1 →֒→֒ X0 by the Lemma of Aubin-Lions,
cf. e.g. J.-L. Lions [15] or Simon [17], and since X1 →֒ L
∞(0, T ;L2σ(Ω)).
Therefore
X1 →֒→֒ X 1
2
→֒→֒ X0
due to [5, Theorem 3.8.1].
We define a mapping F : X 1
2
→ X 1
2
as follows: Given u ∈ X 1
2
, let c be the
solution of (2.1)-(2.4) due to Theorem 2.1 with v(x, t) = (Ψεu)(x, t)χ[0,T ](t)
and c0 as in the assumptions. Then u 7→ c is continuous from the strong
topology of X0 to the weak topology of
Y = L2(0, T ;W 2r (Ω)) ∩H
1(0, T ;H−1(0)(Ω))
as stated in Theorem 2.1. Therefore u 7→ c is weakly continuous from X 1
2
to Y . Moreover, X0 ∋ u 7→ c ∈ Y ∩ L
∞(0, T ;H1(Ω)) is a bounded mapping
and Y →֒→֒ L2(0, T ;C1(Ω)) by the Lemma of Aubin-Lions. Interpolation
implies that Y ∋ c 7→ ∇c ∈ L6(0, T ;L2(Ω)) and Y ∋ c 7→ ∇c ⊗ ∇c ∈
Lq
′
(0, T ;L1(Ω)) are completely continuous mappings. Hence X 1
2
∋ u 7→
∇c⊗∇c ∈ Lq
′
(0, T ;L1(Ω)) is completely continuous since X 1
2
∋ u 7→ c ∈ Y
is weakly continuous.
Now let
〈f , ϕ〉 = 〈f(u),ϕ〉
=
∫
QT
(∇c⊗∇c) : D(Ψεϕ) d(x, t)−
∫
QT
(Φε(u)u⊗ u) : Dϕ d(x, t)
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for all ϕ ∈ Lq(0, T ;Vq(Ω)) and let v = F (u) ∈ X1 be the solution of the
abstract evolution equation
d
dt
v(t) +Ac(t)v(t) = f(t) in L
q′(0, T ;Vq(Ω)
′), (3.9)
v(0) = v0 in L
2
σ(Ω), (3.10)
where
〈Ac(t)(v(t)),ϕ〉Vq(Ω)′,Vq(Ω) =
∫
Ω
S(c(t),Dv(t)) : Dϕ dx
for all ϕ ∈ Vq(Ω). Then Ac(t) : Vq(Ω) → Vq(Ω)
′ is a strictly monotone,
bounded, hemi-continuous, and coercive operator and existence of a unique
solution follows from standard results on evolution equations for monotone
operators, cf. e.g. [16, Proposition 4.1]. Moreover, from standard estimates
it follows that the mapping
Lq
′
(0, T ;Vq(Ω)
′)× Y ∋ (f , c) 7→ v ∈ Lq(0, T ;Vq(Ω)) ∩W
1
q (0, T ;Vq(Ω)
′) ∈ X1
is bounded. From this and the uniqueness of the solution one can derive that
the latter mapping is also weakly continuous as follows: If
(fk, ck) ⇀k→∞ (f , c) in L
q′(0, T ;Vq(Ω)
′)× Y,
then ck →k→∞ c in L
2(0, T ;C1(Ω)) by compact embedding. Now, if vk is the
solution of the evolution equation above with fk instead of f . Then (vk)k∈N is
bounded in X1. Moreover, for any weakly convergent subsequence (vkj)j∈N
we have that
Ackj (vkj) ⇀j→∞ Ac(v) in L
q′(0, T ;Vq(Ω)
′).
Hence vkj ⇀j→∞ v ∈ X1, where v is the unique solution of (3.9)-(3.10). Be-
cause of uniqueness of the solution, this holds true for any weakly convergent
subsequence. Therefore vk ⇀k→∞ v ∈ X1.
Moreover, it is easy to prove that X 1
2
∋ u 7→ f(u) ∈ X0 is completely
continuous. Altogether we obtain that the mapping X 1
2
∋ u 7→ v = F (u) ∈
X1 is weakly continuous. Therefore X 1
2
∋ u 7→ v = F (u) ∈ X 1
2
is completely
continuous.
In order to apply the Leray-Schauder principle to F , cf. e.g. [18, Chap-
ter II, Lemma 3.1.1], it only remains to show that there is some R > 0 such
that
λF (u) = u for some u ∈ X 1
2
, λ ∈ [0, 1] ⇒ ‖u‖X 1
2
≤ R.
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Assume that λF (u) = u for some u ∈ X 1
2
, λ ∈ (0, 1]. (The case λ = 0 is
trivial). Hence v = λ−1u solves (3.9)-(3.10) with right-hand side f(u) as
above. Thus taking the product of (3.9) and v we conclude that
1
2
‖v(T )‖22 +
∫
QT
S(c,Dv) : Dv d(x, t)
=
1
2
‖v0‖
2
2 − λ
−1(Ψεu · ∇u,u)QT − (div∇c⊗∇c,Ψεv)QT
=
1
2
‖v0‖
2
2 + λ
−1(µ∇c,Ψεu)QT
where we have used (1.9) with ε = 1. Combining this with (2.5) we obtain
1
2
‖v(T )‖22 +
∫
QT
S(c,Dv) : Dv d(x, τ)
+
1
λ
Emix(c(T )) +
1
λ
∫
QT
m|∇µ|2 d(x, τ) =
1
2
‖v0‖
2
2 +
1
λ
Emix(c0)
and therefore
‖u‖2L∞(0,T ;L2(Ω)) + ‖u‖
q
Lq(0,T ;Vq)
= λ2‖v‖2L∞(0,T ;L2) + λ
q‖u‖qLq(0,T ;Vq) ≤ CE(v0, c0).
Because of (2.6), (2.7), there is some R > 0 such that
‖u‖X1 ≤M(‖f(u)‖Lq′ (0,T ;V ′q )) ≤M
′(‖u‖L∞(0,T ;L2)) ≤ R,
where M,M ′ : [0,∞)→ [0,∞) are continuous and non-decreasing functions.
Hence we can apply the Leray-Schauder principle to conclude the existence
of a fixed point v = F (v), v ∈ X 1
2
. Since the solution of (3.9)-(3.10) is in
X1, we even have v ∈ X1. Finally, the energy identity is proved by the same
calculations as above with λ = 1 and T replaced by t ∈ (0, T ). Finally it is
easy to observe that (v, c, µ), is a weak solution in the sense above, where
(c, µ) are determined by (2.1)-(2.4) with v(x, t) = (Ψεu)(x, t)χ[0,T ](t).
Lemma 3.2 Let (εj)j∈N be a null sequence and (vj , cj, µj) be the solutions of
(3.1)-(3.4),(1.5)-(1.7) above with ε replaced by εj. Assume that vj →j→∞ v
in L2(0, T ;L2σ(Ω)). Then for a suitable subsequence
cj ⇀j→∞ c in L
2(0, T ;W 2r (Ω)), (3.11)
cj →j→∞ c in L
4(0, T ;W 14 (Ω)), (3.12)
µj ⇀j→∞ µ in L
2(0, T ;H1(Ω)) (3.13)
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where (c, µ) solve (1.3), c|t=0 = c0, and n ·∇µ|∂Ω = 0 in the sense that (1.14)
holds for any ψ ∈ C∞(Ω× [0, T ]) with suppψ ⊂⊂ Ω× [0, T ). Moreover, (1.4)
holds pointwise almost everywhere in QT and n · ∇c|∂Ω in ∂Ω× (0, T ) in the
trace sense.
Proof: Because of (3.7), (3.8), and (3.4), (cj)j∈N and (µj)j∈N are bounded in
L2(0, T ;W 2r (Ω)), L
2(0, T,H1(Ω)), respectively. Hence (3.11) and (3.13) hold
for a suitable subsequence and some c ∈ L2(0, T ;W 2r (Ω)), µ ∈ L
2(0, T ;H1(Ω)).
Moreover, (3.3) implies that ∂tcj ∈ L
2(0, T ;H−1(Ω)) is bounded. Hence
cj →j→∞ c in L
2(0, T ;C1(Ω))
by the Lemma of Aubin-Lions andW 2r (Ω) →֒→֒ C
1(Ω). Using that (cj)j∈∈N ⊂
BUC([0, T ];H1(Ω)) is bounded, a simple interpolation arguments yields (3.12).
In order to prove (1.4), we use a monotonicity argument. To this end
let φ0(s) := φ(s) + αs for all s ∈ R and let A : D(A) ⊆ L
2(Ω) → L2(Ω) be
defined A(c) = −∆c + φ0(c) for all c ∈ D(A) with
D(A) = {u ∈ H2(Ω) : φ0(u) ∈ L
2(Ω), φ′0(u)|∇u|
2 ∈ L1(Ω), ∂
n
u|∂Ω = 0}
Then φ0 : (a, b) → R is monotone, A is a maximal monotone operator, and
there is some C > 0 such that
‖c‖H2(Ω) + ‖φ0(c)‖L2(Ω) ≤ C
(
‖A(c)‖L2(Ω) + ‖c‖L2(Ω) + 1
)
(3.14)
for all c ∈ D(A) because of [1, Theorem 3.12.8], which is a variant of [4,
Theorem 4.3].
Therefore AT : D(AT ) ⊂ L
2(Ω × (0, T )) → L2(Ω × (0, T )) defined by
(AT c)(t) = A(c(t)) for almost every t ∈ (0, T ) and c in
D(AT ) =
{
u ∈ L2(Ω× (0, T )) : u(t) ∈ D(A) for a.e. t ∈ (0, T ),
A(u(·)) ∈ L2(Ω× (0, T )
}
is a monotone operator. Since A is maximal monotone, I + A : D(A) →
L2(Ω) is bijective. Combining this with (3.14), one easily obtains that also
I + AT : D(AT ) → L
2(Ω × (0, T )) is bijective, cf. e.g. [16, Lemma 1.3,
Chapter IV]. Moreover, because of (3.4),
AT (cj) = φ0(cj)−∆cj ⇀j→∞ µ− αc in L
2(Ω× (0, T )).
Furthermore,∫ T
0
∫
Ω
(µj − αcj) cj dx dt→j→∞
∫ T
0
∫
Ω
(µ− αc) c dx dt
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since cj →j→∞ c and µj ⇀j→∞ µ in L
2(Ω× (0, T )). Hence
∫ T
0
∫
Ω
A(cj)cj dx dt→j→∞
∫ T
0
∫
Ω
(µ− αc)c dx dt
and [16, Proposition IV.1.6] implies that c ∈ D(AT ) and
AT (c) = µ− αc,
which is equivalent to (1.4).
Finally, (1.14) follows easily by passing to the limit in (3.5) and using the
fact that
Ψεv →ε→0 v in L
2(Ω× (0, T ))d
for all v ∈ L2(0, T, L2σ(Ω)). Furthermore n · ∇c|∂Ω = limj→∞ n · ∇cj |∂Ω = 0
by the continuity of the trace operator.
4 Weak Solution
To construct a weak solution of the above system, we use solutions of the
approximate system (3.1)-(3.4) together with (1.5)-(1.6). The existence of
weak solutions of the approximate system follows from Theorem 3.1. In the
following the solutions of the latter system are denoted by (vε, cε, µε) for
ε > 0. Using the a priori estimates given by (3.7) and (3.8), we can conclude
for a suitable subsequence εi →i→∞ 0 that
Dvεi → Dv weakly in L
q(QT ),
vεi → v weakly in L
q n+2
n (QT ),
S (cεi ,Dvεi)→ S˜ weakly in L
q ′(QT ),
vεi ⊗ vεiΦεi (vεi)→ H˜ weakly in L
q n+2
2n (QT ). (4.1)
Moreover, because of (3.8), (3.3), and the Lemma of Aubin-Lions, it is easy
to prove that
cεi →i→∞ c in L
2(0, T ;C1(Ω))
since W 26 (Ω) →֒ C
1(Ω) compactly. Interpolation with the boundedness of
cε ∈ L
∞(0, T ;H1(Ω)) yields
∇cεi →i→∞ ∇c in L
4(QT ). (4.2)
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Let Kε ∈ L
2(QT )
d×d be such that∫
QT
Kε : Dϕ d(x, t) =
∫
QT
∇cε ⊗∇cε : DΨε(ϕ) d(x, t)
−
∫
QT
∇c⊗∇c : Dϕ d(x, t) (4.3)
for all ϕ ∈ L2(0, T ;H10(Ω)
d) and that Kε ∈ L
2(QT )
d and
‖Kε‖L2(QT ) ≤ C‖ div(∇c⊗∇c)−Ψε div(∇cε ⊗∇cε)‖L2(0,T ;H−10 )
for some C > 0. We can assume that Kε is pointwise a symmetric matrix.
Then
Kεi → 0 strongly in L
2 (QT )
d×d ,
due to (4.2).
Since q > 2d
d+2
, there exists some σ0 > 1 such that q
d+2
2d
> σ0 > 1. Hence,
due to (4.1) we have for some εi →i→∞ 0,
vεi → v strongly in L
2σ0(QT ) (4.4)
and vεi ⊗ vεiΦεi(|vε|)→ v ⊗ v strongly in L
σ0(QT ). (4.5)
We also have for i→∞,
vεi → v strongly in L
r(0, T ;L2(Ω)), for all 1 ≤ r <∞ (4.6)
by interpolation of (4.4) with the boundedness of (vε)ε∈(0,1) ∈ L
∞(0, T ;L2(Ω)).
Taking the limit of the weak form of the approximate system along the
subsequence εi, we obtain the following limit equation:
−
∫
QT
v · ∂tϕ d(x, t) +
∫
QT
(S˜− v ⊗ v) : Dϕ d(x, t) (4.7)
=
∫
QT
∇c⊗∇c : Dϕ d(x, t) +
∫
Ω
v0 · ϕ(0) dx.
for all ϕ ∈ C∞0 (QT )
d with divϕ = 0.
By subtracting the above equation from the weak form of the approximate
equations, we have the following.
−
∫
QT
(vε − v) · ∂tϕ d(x, t) +
∫
QT
(
S(cε,Dvε)− S˜
)
: Dϕ d(x, t)
=
∫
QT
(vε ⊗ vεΦε(vε)− v ⊗ v) : Dϕ d(x, t) +
∫
QT
Kε : Dϕ d(x, t).
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Define uε := vε − v, then we can write this as∫
QT
uεi · ∂tϕ d(x, t) =
∫
QT
Hεi : ∇ϕ d(x, t) (4.8)
for any ϕ ∈ C∞(QT )
d with divϕ = 0 and supp(ϕ) ⊂⊂ Ω × [0, T ), where
Hi := H1,i +H2,i with
H1,i := S(cεi ,Dvεi)− S˜,
H2,i := vεi ⊗ vεiΦεi(vεi)− v ⊗ v−Kεi
Then we have the following convergences for suitable εi →i→∞ 0
uεi → 0 weakly in L
q(0, t;Vp(Ω)), (4.9)
uεi → 0 strongly in L
2σ0(QT ), (4.10)
uεi → 0 ∗-weakly in L
∞(0, T ;L2(Ω)), (4.11)
H1,i → 0 weakly in L
q′(QT ), (4.12)
H1,2 → 0 strongly in L
σ0(QT ) (4.13)
for some 1 < σ0 < min(q, q
′). Let I0 be a time interval, B0 ⊂ R
d be a ball
such that Q0 := I0 × B0 ⊂⊂ QT . Let ζ ∈ C
∞
0 (
1
6
Q0) with χ 1
8
Q0
≤ ζ ≤ χ 1
6
Q0
.
Then we can apply Theorem 2.2 with K = S˜− S(c,Dv) to obtain
lim sup
i→∞
∣∣∣∣
∫ (
(H1,i + S˜− S(c,Dv)) : ∇(vεi − v)
)
ζχ
O∁
i,k
d(x, t)
∣∣∣∣ ≤ c 2−k/q.
In other words
lim sup
i→∞
∣∣∣∣
∫ ((
S(cεi,Dvεi)− S(c,Dv)
)
: D(vεi − v)
)
ζχ
O∁
i,k
d(x, t)
∣∣∣∣ ≤ c 2−k/q.
Let θ ∈ (0, 1). Then by Ho¨lder’s inequality and 0 ≤ ζ ≤ 1 we get
lim sup
i→∞
∣∣∣∣
∫ ((
S(cεi ,Dvεi)− S(c,Dv)
)
: D(vεi − v)
)θ
ζχOi,k d(x, t)
∣∣∣∣
≤ c lim sup
i→∞
|Oi,k|
1−θ ≤ c 2−(1−θ)
k
q .
This, the previous estimate and Ho¨lder’s inequality give
lim sup
i→∞
∣∣∣∣
∫ ((
S(cεi ,Dvεi)− S(c,Dv)
)
: D(vεi − v)
)θ
ζ d(x, t)
∣∣∣∣ ≤ c 2−(1−θ)kq .
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For k →∞ the right hand side converges to zero. Now, the monotonicity of
S and ζ ≥ χ 1
8
Q0
implies that S(cεi,Dvεi)→ S(c,Dv) a.e. on
1
8
Q0. Since Q0
was an arbitrary space time cylinder in QT , we get S(cεi,Dvεi)→ S(c,Dv)
a.e. on QT . Since S(cεi ,Dvεi) → S(c,Dv) weakly in L
q′(QT ), we get as
desired S˜ = S(c,Dv). This and (4.7) prove that v solves
−
∫
QT
v · ∂tϕ d(x, t) +
∫
QT
(S(c,Dv)− v⊗ v) : Dϕ d(x, t) (4.14)
=
∫
QT
K : Dϕ d(x, t) +
∫
Ω
v0 · ϕ(0) dx
for any ϕ ∈ C∞(QT )
d with divϕ = 0 and supp(ϕ) ⊂⊂ Ω× [0, T ).
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