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This paper develops a real time algorithm which identifies times of emotional discontinuity as reflected
in social media. The paper formulates the optimization problem to solve, develops an algorithm to solve
it using dynamic programming, and illustrates the new method by analyzing mood shifts reflected in
380,000 Twitter messages related to one of the world’s most popular soccer teams, Manchester United,
during their 2011–12 season.
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Although physical objects follow well understood Newtonian
physics and are free of discontinuous dynamics, emotional in-
tensity dynamics evolve continuously with unknown dynamics
until a tipping point or external event triggers a discontinuity.
Classical tracking [6] assumes underlying continuous dynamics, an
assumption that is structurally inappropriate when tracking emo-
tions expressed in social media. Classical statistical control process
(SPC) [7] methods, on the other hand, assume a known underlying
continuous dynamics with known parameters and are designed to
statistically detect discontinuities. However, SPC does not simulta-
neously estimate the dynamics while seeking to detect the discon-
tinuities.
Motivated by the deficiency of applicable models, this paper
proposes a more nuanced dynamic. Specifically, it hypothesizes
a continuous dynamic with unknown parameters interrupted by
jumps occurring at unexpected times followed by resumed con-
tinuity independent of the dynamics before the jump. The dis-
continuous jumps might be viewed as emotional resets caused by
significant external events. Analysis seeking to track such systems
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Open access under CC BY-NC-Namid noisy measurements must simultaneously smooth the noisy
measurements while identifying the times of the discontinuity.
This section first formally presents a dynamical model along
with a motivating example which will be explored in more detail
in Section 4. This section also presents an exhaustive search algo-
rithm to analyze such data. Section 2 describes a mathematically
equivalent algorithm which is recursive and therefore lends itself
to processing data in real time. Section 3 presents a number of ex-
tensions to the algorithm. Section 4 applies the algorithm to track-
ing emotions inferred from twitter messages related to the soccer
team,Manchester United.
More specifically, this paper partitions L time series xℓt for t =
1, 2, . . . , T and ℓ = 1, 2, . . . , L into M consecutive regions with
breakpoints at timesM = {m0,m1, . . . ,mM}, where m0 = 0 and
mM = T , which ismost consistentwith a specifiedmodel of the dy-
namics. If, for example, the time series arise from piecewise linear
dynamical functions, then, for j = 1, 2, . . . ,M , in the jth partition,
the ℓth time series xℓt ≈ αℓj + tβℓj for t = mj−1+1, . . . ,mj. For this
example, this paper identifies the most consistent value of mj, αℓj ,
and βℓj for j = 1, 2, . . . ,M − 1 and ℓ = 1, . . . , L.
Before formulating and solving this problem, consider the fol-
lowing example. Fig. 1 illustrates data from 380,000 twitter mes-
sages corresponding to noisy measurements of the intensity of
expressed anger, sadness, and ‘positive emotions’ (as defined by
the LIWC dictionary [8,9,11]) for each day between September 1,
2011 and May 15, 2012. Here, there are 3 time series correspond-
ing to the 3 different emotions, i.e., L = 3. Fig. 1, while in principle
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Fig. 1. Raw mood data from 380,000 Twitter messages having the hashtag #mufc.
Fig. 2. Mood shift analysis of the Twitter messages showing a breakpoint on
2/6/2012 and 5/14/2012.
informative, is hard to interpret or glean knowledge from. Suppose
each emotion follows a piecewise linear dynamical function be-
tween breakpoint times and discontinuously changes at the break-
point times. Then, using the analysis and modeling assumptions of
this paper, as discussed inmore detail in Section 4, the data of Fig. 1
is most consistent with (i) there being M = 3 breakpoints on the
dates illustrated in Fig. 2 and (ii) the smoothed linear dynamics of
the three emotions between each of the three breakpoints are the
equations corresponding to the straight lines illustrated in Fig. 2.
Section 4 discusseswhy Fig. 2might reasonably be considered con-
sistent with real events associated with the breakpoint dates.
Proceeding more formally with more generality, suppose
x⃗ℓj (m⃗) ≈ Ajθ⃗ ℓj , (1.1)
where
x⃗ℓj (m⃗) = (xℓmj−1+1, xℓmj−1+2, . . . , xℓmj)T ,
and Aj might represent a D degree polynomial model, e.g.,
Aj =

1 mj−1 + 1 · · · · · · (mj−1 + 1)D
1 mj−1 + 2 · · · · · · (mj−1 + 2)D
. . . · · · · · · · · · · · ·
1 mj · · · · · · mDj
 ,
(or perhaps instead amodel with periodic functions), where D = 0
and D = 1 are the cases of most interest. Here, θ⃗ ℓj is an unknown
vector to be determined and the dependency of Aj on m⃗ and D are
suppressed for notational clarity.
A measure of the consistency of the model in the jth breakpoint
region is defined as
d(mj−1,mj, w⃗) = w⃗T r⃗j(m⃗), (1.2)where r⃗j(m⃗) is an L× 1 vector whose ℓth component is
[r⃗j(m⃗)]ℓ = min
θ⃗ℓj
x⃗ℓj (m⃗)− Ajθ⃗ ℓj 2P , (1.3)
w⃗ = (w1, w2, . . . , wL) represent weights reflecting the rel-
ative importance of the different time series with

ℓwℓ = 1,
P = diag(p1, p2, . . .) reflects the relative importance of the data
points within a time series (due to the discounting of time or due
to differing precision of themeasurements of that data perhaps in-
duced by a differing number of underlying raw measurements for
some data points), and ∥x∥P =

t ptx
2
t . Eq. (1.3) could be inter-
preted as finding the maximum likelihood estimate for the case of
xℓj ∼ N (Ajθ⃗ ℓ, P).
Finding each component of r⃗j(m⃗) entails solving a simple linear
regression: the minimum θ⃗ ℓ in (1.3) is
θˆ ℓj = (ATj PAj)−1ATj Px⃗ℓj (m⃗) (1.4)
if the dimension of x⃗ℓj (m⃗),mj − mj−1, is more than D. If not, there
are an infinite number of ways r⃗j(m⃗) can achieve 0 in (1.3) and a
variation of (1.4) must be used.
For the special case of finding a piecewise constant function in
each breakpoint region, i.e., D = 0, if P = I, then (1.2) and (1.4)
simplify to θˆ ℓj =
mj
t=mj−1+1 x
ℓ
t /(mj−mj−1), i.e., the average value,
and d(mj−1,mj, w⃗) = Lℓ=1wℓmjt=mj−1+1(xℓt − θˆ ℓj )2, i.e., a
weighted sample variance.
More generally, assuming P is diagonal, D < M , then from
(1.2)–(1.4) computing d(mj−1,mj, w⃗) requires O(LT 2) multiplica-
tions as the evaluation of norm in (1.3) requires O(T 2) andmust be
computed for L different values of j.
A measure of the quality of the model over all of the breakpoint
regions is, for i = M ,
Si(m⃗, w⃗) =
i
j=1
d(mj−1,mj, w⃗). (1.5)
Hence, finding the best breakpoints, m⃗∗(w⃗), entails solving
m⃗∗(w⃗) = arg min
m⃗∈M
SM(m⃗, w⃗), (1.6)
where
M = {(m0,m1, . . . ,mM) : 0 = m0 ≤ m1 ≤ mM = T }.
Eq. (1.5) requiresO(MLT 2)multiplications since it entails evalu-
ating O(M) values of jwhich each requiring O(LT 2)multiplications
to evaluate (1.4). Hence, (1.6) could be computed using an exhaus-
tive search requiring O(MLTM) multiplications. Note that (1.6) is
equivalent to
m⃗∗(w⃗) = arg min
m⃗∈M

j

ℓ
wℓmin
θ⃗ℓj
x⃗ℓj (m⃗)− Ajθ⃗ ℓj 2P

.
2. A fast recursive algorithm for finding the breakpoints
While the exhaustive search approach (1.6) entails computing
the measure Si(m⃗, w⃗) for all O(TM) possibilities and finding a
faster recursive approach is possible using the following dynamic
programming argument motivated by [4] which, in turn draws
on [2,5].
L.D. Servi / Operations Research Letters 41 (2013) 581–585 583Define the best measure of i partitions of {xt : t = 1, . . . , T } as
Ci(T ) = min{m⃗:0≤m1≤···≤mi−1≤T } Si(m⃗)
= min
{m⃗:0≤m1≤···≤mi−1≤T }

Si−1(m⃗)+ d(mi−1, T )

from (1.5),
where the dependence of w⃗ in the functions is deemphasized for
notational clarity. Hence,
Ci(T ) =

d(0, T ) i = 1,
min{mi−1:mi−1≤T }

Ci−1(mi−1)+ d(mi−1, T )

i = 2, . . . ,M.
(2.1)
Eq. (2.1) has a simple interpretation: It states that the measure
of the best i partition of {1, . . . , T } is found by examining the best
i−1 partition of {1, . . . ,mi−1} and the partition {mi−1+1, . . . , T }
and then choosing the best value ofmi−1.
If the last breakpoint is at mM = t then the best ith breakpoint
is
m∗i,t = arg min{mi:mi≤m∗i+1,t }

SM(m∗1,t , . . . ,m
∗
i−1,t ,mi,
m∗i+1,t , . . . ,m
∗
M−1,t , t)

= arg min
{mi:mi≤m∗i+1,t }

Ci(mi)+ d(mi,m∗i+1,t)
+
M
j=i+2
d(m∗j−1,t ,m
∗
j,t)

for all i
(where m∗M,t = t), and m∗j,t is the best jth breakpoint for j =
1, 2, . . . , i− 1, i+ 1, . . . ,M . Hence,
m∗i,t =

arg min
{mi:mi≤m∗i+1,t }

Ci(mi)+ d(mi,m∗i+1,t)

i = 1, . . . ,M − 1
t i = M.
(2.2)
It follows from (2.2) that if m∗i+1,t+1 = m∗i+1,t then m∗i,t+1 =
m∗i,t i.e., if the (i + 1)th breakpoint is unchanged by adding the
(t+1)th data point, then the ith breakpoint (and in fact all previous
breakpoints) are unchanged. Hence, (2.2) should be replaced with
m∗i,t+1 =

arg min
{mi:mi≤m∗i+1,t+1}

Ci(mi)+ d(mi,m∗i+1,t+1)

i = 1, . . . ,M − 1 andm∗i+1,t+1 ≠ m∗i+1,t ,
m∗i,t i = 1, . . . ,M − 1 andm∗i+1,t+1 = m∗i+1,t ,
t + 1 i = M.
(2.3)
Using (2.3) instead of (2.2), while analytically equivalent, will
substantially reduce the amount of required computation.
Eqs. (2.1) and (2.3) suggest the following real time algorithm
which uses the computation entailed in identifying the best break-
points for the data points at time t = 1, . . . , T to compute the best
breakpoints after including the (T + 1)th data point. Specifically,
suppose, for t = 1, . . . , T and all i,m∗i,T and Ci(t) are previously
computed and saved and then x⃗ℓT+1 is measured. Computing the
new set of best breakpoints entails:
STEP 1. For i = 1 toM: find Ci(T + 1) using (2.1).
STEP 2. For i = M to 1: Findm∗i,T+1 using (2.3).
Assuming all the previous Ci(t) are saved after being computed
(using TM amount of memory), both STEP 1 and STEP 2 requiresO(TM) evaluations of d. Since evaluation of d requires O(LT 2)mul-
tiplications then above the algorithm requires O(MLT 3)which will
typically be dominated by the T 3 term.
A variation of this algorithm could be used to process the data
x⃗ℓt for t = 1, . . . , T + 1 in a single batch by evaluating STEP 1 for
t = 1, . . . , T +1 and then evaluating STEP 2. For the same reasons
as above, this algorithm requires O(MLT 4) which will typically
be dominated by the T 4 term and is substantially faster than the
O(MLTM) exhaustive algorithm of (1.6),
3. Extensions
This algorithm can be extended in a number of directions:
(i) Automatically computing number of breakpoints: Suppose (2.3) is
modified for the case of i ≠ M andm∗i+1,t+1 ≠ m∗i+1,t to
m∗i,t+1 = arg min{m:0≤m≤mi+1,t+1}

Ci(m)+ d(m,mi+1,t+1)
− λχ(m, 0)

(3.1)
where χ(m, 0) equals 1 if m = 0 and otherwise equals 0 and the
lower limit of the min function is listed as 0 ≤ m for emphasis
(whereas it was implicitly but not explicitly stated in (2.3) for
presentation simplicity). A reward λ in (3.1) effectively assigns a
linear incentive to reduce the number of breakpoints. Hence, if the
desired number of breakpoints is a priori unknown, (3.1) provides
a rationale for finding this number, i.e.,
M∗ = argmin
M

Mλ+min
m⃗
SM(m⃗)

= argmin
M

Mλ+ CM(T )

. (3.2)
It might be appropriate to specific an a priori upper and lower
desired bound for the number of breakpoints as an added con-
straint to the minimization in (3.2).
A variation of (3.2) is
M∗ = argmin
M
[(CM(T )+ δ)/λM ] (3.3)
where λ < 1 is a multiplicative penalty for each breakpoint and δ
is a small positive number needed to accommodate the possibility
of Cm(T ) = 0 for allm = M,M + 1, . . . and someM .
(ii) Incorporating inertia in the location of the breakpoints: If the al-
gorithm of Section 2 is run in real time, i.e., it is rerun after each
additional data point is available, it might be desirable to intro-
duce some inertia in the location of the breakpoints. This is accom-
plished by further modifying the first equation in (3.1) to
m∗i,t+1 = arg min{m:0≤m≤mi+1,t+1}

Ci(m)+d(m,mi+1,t+1)− ϵχ(m,mi,t)
−λχ(m, 0)

. (3.4)
Here, the positive reward ϵ rewards the breakpoint not moving
when a new data point is added.
(iii) Computing the relative importance of the weights of the different
time series: In absence of training data theweightsmight be chosen
to normalize the data so each stream has the same expectedmean.
If there is training data (perhaps due to an expert or external
data), one could derive recommended weights. Specifically, if we
know the best breakpoints m⃗+D = (m+1 , . . . ,m+M+1) for a training
dataset then the weights w⃗ which are most consistent with the
training data are
w⃗∗ = arg min
{w⃗:1⃗T w⃗=1}
∥m⃗+ − m⃗∗(w⃗)∥. (3.5)
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lieved to equal (an unknown) weighted average of the data, z⃗, then
one lets [X](ℓ,t) = xℓt and then simply compute
w⃗ = argmin
w⃗
∥Xw⃗ − z⃗∥P
= (XPXT )−1XPz⃗. (3.6)
Note that w⃗ need not contain exclusively non-negative values
nor sum to 1.
(iv) Forecasting
Point estimates: The unbiased estimate of xℓτ is given by
x˜ℓτ = τ⃗ T θ⃗ ℓM , (3.7)
where τ⃗ = (1, τ , . . . , τD)T and θ⃗ ℓM is computed from (1.3) as part
of the breakpoint analysis of data points for t = 1, . . . , T . Eq. (3.7)
provides a useful ingredient to predict values of xℓτ for τ = T +∆.
Three simple prediction estimates were previously exam-
ined [10]: (i) xˆℓT+∆ = xℓT , (ii) xˆℓT+∆ = x˜ℓT and (iii) xˆℓT+∆ = x˜ℓT+∆.
The first prediction assumes future values of xℓt are best estimated
using the last known value—this might be viewed as a useful base-
line prediction from which to evaluate other predictions. The sec-
ond prediction uses the last known estimate. This might be viewed
as a filtered version of the first prediction. The third prediction
projects forward with the unbiased estimated value which, per-
haps, is most natural. Each prediction was evaluated by computing
Jℓ(∆) =T−∆T=t0(xˆℓT+∆ − xℓT+∆)2.
The second prediction was empirically found to be typically the
most accurate. The third was less accurate because it was less ro-
bust when there was limited amounts of data in a breakpoint re-
gion as this created a danger of large estimation error of θ⃗ ℓ [10]. An
example of another class of approaches in the literature to remedy
this danger is the LASSO method [3,12]. The key idea here is that
the linear regression optimization is supplemented with an added
constraint, i.e., minθ⃗ℓ ∥x⃗ℓj (m⃗) − Ajθ⃗ ℓ∥P subject to (0, 1⃗T )|θ⃗ ℓ| ≤ s
where s is carefully chosen. This modified linear regression opti-
mization will tend to push some components of θ⃗ to be zero if they
are not very important and using the resulting optimal value of θ
tends to have more accurate forecasts for the case of limited data.
Confidence intervals: The α level confidence interval for a future
value [13, pp. 580–582] of time τ is [x˜ℓτ − κ, x˜ℓτ + κ]where
κ = tα/2,mM−mM−1−D−1
 K∥x⃗ℓj − Ajθ⃗ ℓM∥2
mM −mM−1 − D− 1

,
with tα/2,mM−mM−1−D−1 is the t statistic found, for example, in
[13, p. 601] and
K = 1+ τ⃗ T (ATj Aj)−1τ⃗ .
Rather than predicting the future values of a time series, it is at
times useful to compute indicators of the level of predictability the
data to alert when predictions will not be as effective. The variable
κ could serve as one such measure.
A Bayesian Approach: A Bayesian Approach to forecasting can
circumvent the statistical dangers of estimating the parameters
of a regression based on limited data by introducing an a priori
distribution for θ⃗ ℓM , p
ℓ(θ⃗ ℓM), such that the value of τ⃗
T θ⃗ ℓM is N (µ
ℓ
E,
σ ℓE ), where µ
ℓ
E is an a priori estimate of x
ℓ
τ for τ = T + ∆. If the
dynamics of the underlying process is thought to have a small slope
relative to the noise of the data then µℓE =

i x
ℓ
i /(T − mM−1) or
simply µℓE = xℓT might be an effective estimate. Suppose one also
assumes that the likelihood of x⃗ℓM = (xℓmM−1+1, xℓmM−1+2, . . . , xℓT )Tgiven θ⃗ ℓM , f (x⃗
ℓ
M |θ⃗ ℓM), is N (AM θ⃗ ℓM , P) where AM is defined to
Section 1. In this case, the likelihood function
Log[L(x⃗ℓM , θ⃗ ℓM)] = Log[f (x⃗ℓM |θ⃗ ℓM)p(θ⃗ ℓM)]
= −(mM −mM−1)
2
Log[2π ] − 1
2
Log[|P|]
+ (x⃗
ℓ
M − AM θ⃗ ℓM)TP−1(x⃗ℓM − AM θ⃗ ℓM)
2
+ (µ
ℓ
E − τ⃗ T θ⃗ ℓM)2
2σ ℓE
is equivalent to the likelihood function for the case of observing x⃗ℓM
as well as observing µE at time T + ∆. If AĎ =

AℓM
τ⃗ T

and PĎ =
diag(P, σ 2E ) then minimizing this likelihood function respect to
θ ℓM is equivalent minimizing the likelihood function of observing
x⃗Ď = (x⃗ℓM , µE) ∼ N (AĎθ⃗ ℓPĎ). This is θˆ ℓM = (AĎTPĎAĎ)−1AĎPĎx⃗Ď.
4. An example: the mood dynamics of the Manchester United
Football Club Twitter followers
TheManchester United Football Club reportedly [1] has 659 mil-
lion fansworldwide, a $6.23 billionmarket value, and over 400,000
followers of its official Twitter account, @mufc. This suggests the
desirability of using Twitter messages to explore the emotions re-
lated to this team using the methodology in [10] and the analysis
of this paper.
The analysis is based on randomly selecting 380,000 out of over
3,000,000 Twitter messages with the hashtag #mufc sent during
the 2011–12 season. Fig. 1 illustrates a time series graph of the
fraction of words in tweets per day which are angry, ‘positive
emotions’, and sadness as defined by the LIWC dictionary [8,9,11].
(The ‘positive emotion’ category is precisely defined in the LIWC
dictionary and is denoted by ‘posemo’.)
Such a graph, while in principle informative, is hard to inter-
pret or glean knowledge from. To start to apply the algorithm of
this paper, the data in Fig. 1 was encoded first into xℓt for the days
represented by t = 1, 2, . . . , 257 and the emotions ℓ = 1, 2, and
3. For illustrative purposes, the following default parameters for
the analysis were selected: The parameter Dwas set to 1 to signify
a linear model of the emotional dynamics, i.e., it follows (1.1). The
importance of each of the three emotions was considered equal so
their weights were set to w1 = w2 = w3 = 1/3 and used in
(1.2). Similarly, the weights corresponding to the relative impor-
tance of different dates were all set equal, i.e., pt = 1 for all t and
used in (1.3). The sensitivity parameter for computing the number
of discontinuities, λ, was set to 0.95 and used in (3.3). In order to
analyze the data including automatically computing the number of
discontinuities, the real time algorithm in Section 2 with the mod-
ification reflected in (3.1) was used. The results are illustrated in
Fig. 2. In particular, the separate regions of mood have breakpoints
on February 6, 2012 and May 14, 2012 and the smoothed linear
dynamics of the three emotions between the breakpoints are the
equations corresponding to the line segments in Fig. 2.
While the emotional dynamics within each region are com-
puted, the identified times of abrupt changes in mood capture the
essence of the emotional environment reflected in this social me-
dia. One might conjecture as to the causes of these breakpoints:
The first breakpoint in Fig. 2, on February 6, 2012, might be due to
it being the 54th anniversary of an airplane crash in Munich which
killed 8 Manchester United players and 3 staff and injured 9 other
players as well as the team manager. Among serious Manchester
United fans this event anddate arewell knowndespite it happening
so long ago. It is also true that the teamsuffered one of its few losses
to its arch rival Liverpool on January 28, 2012 and the team tied
Chelsea after a comeback from a 3–0 score in the second half of the
game on February 5, 2012. However, these eventsmight have been
L.D. Servi / Operations Research Letters 41 (2013) 581–585 585dwarfed in importance relative to the airplane crash. The break-
point on May 14, 2012, is easily explained byManchester City’s last
minute win on that day against the Queens Park Rangers resulting
inManchester United losing the Premier League title for the season.
It is interesting and informative to observe that the most
obvious external source to understand mood phase related to the
Manchester United Football club, its record ofwins and losses during
the season, would have resulted in missing these key mood shift
dates. This suggests the power of the analysis of this paper.
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