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Chapter 1 
Introduction 
The term, glass, is commonly used to the fusion products of inorganic materials which 
have been cooled to a rigid condition without crystallization, hi the early nineteenth century, the 
begimiing of the scientific study of glass was marked by Faraday and others. Today, it is still a 
rapidly developing subject, both in the development of new glassy materials with special 
properties for scientific applications and in the application of new scientific techniques to 
improve our understanding of the structure and behavior of glass [1]. The ever increasing interest 
on glasses is motivated by their widespread applications and by the fact that they exhibit a 
number of physical properties, which suggest specific stmctural singularities that differentiate 
the glassy state of matter from crystalline as well as other amoiphous states. Glasses have 
acknowledged advantages over crystalline electrolytes due to its physical isotropy, the absence 
of grain boundaries, continuously variable composition and good workability. 
Glass is not new in the field of science. \{ has been used by man for 4000 years ago in 
ancient Egypt. The interesting facts about the glass are that it acquires many unique properties 
such as it is clear, transparent and non-conodible. 
Some oxides called glass formers have the ability to fonn glasses by themselves or by 
mixing with other network fonners. Examples of these oxides are B2O3, SiOi, P2O5, Ge02 and 
AS2O3. Oxides that do not form glasses, but serve to change the properties of the glass when 
added to it, are called network modifiers. Examples of these oxides are Na20, K2O and CS2O etc. 
[2] 
Borate glass, recently, has been the subject of intensive investigations because of their 
technological and scientific importance. Unfortunately borate glasses alone are not a stable 
compound even though it is well known as the glass fomier. It can easily crystallize after melting 
and it has hygroscopic properties which often limit their practical uses. So, in order to reduce 
these problems and enhance the properties of the glass, another oxide must be added to the 
svstem such as metal oxides or alkali oxides. 
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Binary alkali borate glasses have been extensively studied to elucidate the nature and the 
concentration of the various borate units constituting the glass network. Such studies are 
important for understanding the structural peculiarities of these glasses, which are manifested in 
the non-linear variation of most physical properties, and are known as the "boron anomaly' 
effects[3]. So far, however, a unified theory of glassy state has failed to emerge and so the 
specifies of the glasses continue to be less than folly understood. 
1.1 Scope and applications of glasses 
At present the field of glass is extremely exciting and active for many reasons. 
Investigations on this subject indicate that more advantages can be obtained with the utilization 
of glassy materials as vitreous electrolytes in solid state batteries, foel cells, and chemical sensors 
[4]. This is due to the higher conductivities and better energy storage capabilities that can be 
achieved in specific glass systems. Glasses also find their numerous applications in hiomaterials 
with antibacterial and antimicrobial effects, hiomaterials for cancer and HIV therapies [5]. Low 
melting glasses can be used for lowering the sintering temperature and optimizing coefficient of 
themial expansion in the field of electric devices such as multi layer ceramic capacitor, plasma 
display panels, cathode ray tube, electric modules, etc [6]. The transparency and the chemical 
resistance of oxide glasses gave rise to numerous applications in everyday life, in construction 
industry, in optics, and in chemical teclinology. 
Glasses doped with alkali, alkaline earth, transition metals or rare earths ion have some 
characteristics of considerable importance in optical data transmission, signal detection, sensing, 
energy storage, microionics applications and other laser technologies. Some glasses have a good 
radiation stopping power also. 
In the field of ionic conductors, the glass has several advantages in comparison with the 
crystals as summarized below [7]. 
(a) Higher conductivities. 
(b) Isotropic properties. 
(c) No grain boundaries. 
(d) Ease of shaping in various fomis. 
(0 Ease of thin film fonnation. 
(g) Wide selection of glassy forming systems. 
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(h) Wide range of control of properties with changing chemical composition. 
1.2 Summary of the work 
Glasses are studied now-a-days mainly because of the large application that they span. 
Chemical composition of the glasses plays an important role in determining the properties of the 
glass. Infrared spectroscopy has been proven to be a useful tool for investigating the structure 
and dynamics of amorphous solids like glasses. 
It is important to obtain structural infonnation on the B2O3 glass because the structure of 
V-B2O3 has been a matter of dispute for a long time. It has been recognized that the limited 
structural understandmg of the glasses, inherent to their disordered nature, is the main reason for 
the lack of comprehensive theor>' for the ion transport mechanism in amorphous solids. Hence 
further studies on these glasses aimed at correlating the structure and physical properties are 
required. 
In the present work, binan' sodium borate glasses were prepared in the composition range 
.vNa2O.(100-A-) B2O,, where .v = 0.1. 0.2. 0.3. 0.4, and 0.5 mol% i.e. 0.1 < .x < 0.5 mol%. The 
glass at composition x = 0% represents the V-B2O3 glass and the compositional dependence of 
doping sodium into B2O? glass was studied. The FTIR spectrum was recorded in the region 
4000-600 cm" on Bruker Tensor-37 spectrophotometer. The vibrational frequencies as well as 
stractural parameters of Na doped B2O3 glass have been calculated using ab-initio Hartree-Fock 
and density fianctional methods with STO-3G* basis set. The calculated and the experimental 
frequencies are compared and the experimental bands for sodium borate glass are assigned. The 
calculated intemuclear distances are also compared with the results obtained by X-ray diffraction 
methods. 
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CHAPTER 2 
The Glassy State 
2.1 Definitions of glass 
The word, glass, lias been derived from the Latin term 'glaesunr used to refer to a 
lustrous and transparent or translucent body. Glassy substances are also called vitreous, 
originating from the word vitrum". again denoting a clear, transparent body [1]. The increase in 
the scientific knowledge about glasses caused a change in the definition of glasses. In 1930, glass 
was defined as an amoiphous solid i.e. a structure less solid [2]. hi 1938, it was redefined as an 
inorganic substance in a condition which is continuous and analogous to the liquid state of that 
substance, but which, as a result of reversible change in viscosity during cooling, has attained so 
high a degree of viscosity that for all practical purposes it may be treated as rigid [3]. hil949. 
American Society for Testing Materials (ASTM) defined glass as an inorganic product of fusion 
which is cooled to a rigid condition without crystallization [4]. Later in 1960. glass was defined 
as a non crystalline solid [5]. But, again in 1968, glass was redefined as an amorphous solid 
which exhibits a glass transition [6]. 
2.2 Glass transition 
The glass transition is the phenomenon in which a solid amorphous phase exhibits an 
abrupt change in its derivative thermodynamic properties e.g. heat capacity or thermal 
expansivity from crystal like to liquid like values with the change of temperature. Glass 
transition temperature mainly depends upon the rate of cooling of the melt, slower the rate of 
cooling lower is the value of T^ , and vice-versa. However, Tj, cannot be lowered than a particular 
minimum temperature called the ideal glass transition temperature TQ. When a liquid is cooled, 
either crystallization takes place at the melting temperature T,„ or the liquid will become super-
cooled for temperatures below T^ and becomes more viscous with decreasing temperatures and 
may ultimately form glass. The volume-temperature curve shown in Figure 2.1 clearly 
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demonstrates the changes which occur when sohdification of a Uquid takes place. The 
crystallization takes place by an abrupt change in the volume at Tm whereas glass formation is 
characterized by a gradual break in the slope. The region over which the change in slope occurs 
is termed as the glass transition temperature Tg (Figure 2.1). Experimentally, Ty can be obtained 
from volume temperature curve as the intersection point of the extrapolated liquid and glass 
curves as shown in Figure 2.1 below [7]. 
c 
•'Slow -fast m 
Temperature 
Figure 2.1 Effect of temperature on the enthalpy of a glass forming melt. 
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2.3 Structural approaches to glass formation 
The earliest and the simplest theory of glass fonnation was given in 1926 by Goldschmidt 
that glasses of the general fomiula Ai„0„ are formed more easily when the ionic radius ratio of 
the cation. A, to the oxygen lies in the range 0.2 to 0.4, which favors only melts containing 
tehtrahedrally coordinated cations to fomi glasses during cooling [8]. Zachariasen in 1932 
proposed four basic rules which an oxide must obey, if it is to form glass. In a glass fomiing 
oxide of the formula AmOn these rules are: 
(a) An oxygen atom may be linked to not more than two other A atoms. 
(b) The number of oxygen atoms surrounding another atom A must be small. 
(c) The oxygen polyhedra share comers with each other, not edges or faces. 
(d) If the network is three dimensional then at least three comers in each oxygen polyhedron 
must be shared. 
These mles emphasize the presence of the same type of oxygen polyhedral of low 
coordination number to be present in both crystalline and glassy states i.e. having similar 
energies. The loss of crystalline order is only due to the variation of A-O-A bond angles leading 
to the fomiation of a random network of oxygen polyhedera. For an oxide A2O3, the crystalline 
and the glassy stmctures are represented in Figure 2.2 (a) and (b) respectively. Zachariasen also 
modified his mles to the glasses when the modification of the network takes place by the 
addition of alkali oxides. These modified rules are: 
(a) A high proportion of network forming cations are surrounded by oxygen tetrahedra or 
oxygen triangles. 
(b) The oxygen polyhedra only share comers with each other. 
(c) Some oxygen atoms are linked to only two cations, and do not fomi additional bonds with 
any other cations. 
From above, it is quite obvious that glass must contain appropriate amounts of the 
cations which can fomi vitreous oxides or of other cations which are able to replace 
isomorphously any of the glass fonning cation. These glass forming cations are B\ A S * \ Si'"*, 
P"', As"\ Ge'"* and possibly also V"\ Sb \ Ta'-'' and in addition Af^ which is capable of 
replacing Si "' isomoi-phously [9]. 
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Figure 2.2 Stmctural representations of (a) A2O3 crystal and (b) A2O3 glass 
Smekal proposed that only those melts are able to form glasses which contain bonds 
having character intennediate between purely covalent and purely ionic bonds. Thus according 
to Smekal's theory, glasses fall into two categories, inorganic compounds having bonds which 
are partially ionic and partially covalent or organic compounds which fomi chain structures, with 
covalent bonds within the chains and Vanderwalls' bonds between the chains. 
Stanworth categorized the glass fomiing ability of the melt on the basis of 
electronegativity. He proposed that cations which form bonds with oxygen with a fractional ionic 
character (nearlySO %) should act as network formers. The elements of the group-I fall in this 
category. Cations with slightly lower electronegativities, form slightly more ionic bonds with 
oxygen, cannot form glasses by themselves, but can partially replace cations from the first group. 
The elements of the group-ll fall in this category and are known as intennediates. Cations ha\ing 
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very low electronegativities form highly ionic bonds with oxygen act as network modifiers. The 
elements of the group-Ill belong to this category [7]. 
2.4 Types of glasses 
According to the chemical composition glasses may be categorized as follows: 
(a) Oxide glasses which include silicates, borates, phosphates etc. 
(b) Metallic glasses include glasses having metallic properties. These are obtained from a melt 
containing metallic elements instead of oxides. 
(c) Chalcogenide glasses are strong glass-fomiers (mainly sulphur based ones) such as systems 
As-S, Ge-S. 
Depending upon the type of bond glasses can be classified as: 
(a) Covalent glasses which includes oxide glasses like silicates, borates, phosphates, 
chalcogenides. organic high polymers etc. 
(b) Ionic glasses wiiich includes halides, nitrides, sulphates. 
(c) Hydrated ionic whicii includes aqueous salt solutions. 
(d) Molecular or Vander walls or metallic glasses which includes splat-cooled alloys. 
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CHAPTER 3 
Experimental Techniques 
3.1 Introduction 
Vibrational spectroscopy is one of the most effective tecliniques for studying tlie 
molecular structural determination of non-crystalline materials. It is particularly useful for 
probing vibrational motion of non bridging atoms or ions or those of weakly coupled bridging 
species. In vitreous spectroscopy, the vibrational spectrum occupies an important position in the 
determination of glass structure. In the last two decades or so, a number of experimental 
techniques and theoretical approaches have been attempted with a view to gain more complete 
infonnation of the vibrational spectra of vitreous solids and elucidating the nature of vibrational 
modes obsen'ed. 
When light interacts with matter, the photons may be absorbed or scattered, or may not 
interact with the material. If the frequency of an incident photon corresponds to the energy gap 
between the ground state and an excited state of a molecule, the photon may be absorbed and the 
molecule gets transition to the higher excited state. The absoiption of electromagnetic radiation 
by a molecule for a transition from a lower energy state £, to a higher energy state E; takes place 
only when the frequency of the absorbed radiation equals the change in energy by E— E, = /;u. 
where i) is radiation frequency and /; is Planck's constant. This phenomenon is referred to as 
induced absorption. The specific wavelengths of radiation that are absorbed in each region of the 
electromagnetic spectrum depend on the energy difference between the eigen states of a 
molecule. Absorbed ultraviolet and visible radiation results in transitions amongst electronic 
eigen states and absor[?tion of infrared radiation results in changes in vibrational eigen states. 
Absorption of microwave radiation results in transitions in rotational eigen states. 
A molecule composed of N-atoms has 3N degrees of freedom, six of which are 
translations and rotations of the molecule itself This leaves 3N-6 degrees of vibrational freedom 
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(3N-5 if the molecule is linear). Vibrational modes are often given descriptive names, such as 
stretching, bending (scissoring, rocking and twisting) and torsional vibration etc. Among the 3N-
6 or 3N-5, also known as normal modes of vibration, those that produce a net change in the 
dipole moment may result in an IR activity [1]. 
3.2 Infrared spectroscopy 
Infrared spectroscopy is certainly one of the most important analytical techniques 
aA'ailable to characterize organic and inorganic materials. IR spectroscopy is an imponant and 
popular tool for structural elucidation and compound identification. One of the great advantages 
of infrared spectroscopy is that virtually any sample in virtually any state can be studied. The 
method is rapid, sensitive, easy to handle and provides many different sampling techniques for 
liquids, solutions, pastes, powders, films, fibers and gases important aspects are the convenient 
qualitative and quantitative evaluation of the spectra. IR absorption infonnation is generally 
presented in the form of a spectrum with wavelength or wave number as the x-axis and the 
absoiption intensity or percent transmittance as the y-axis. Transmittance, T. is the ratio of 
radiant power tran.smitted by the sample (I) to the radiant power incident on the sample (lo). 
Absorbance (A) is the logarithm to the base 10 of the reciprocal of the transmittance (T). The 
transmittance ranges from 0 to 100% T, whereas absorbance ranges from infinity to zero. 
Infrared radiation covers a section of the electromagnetic spectrum having wave numbers from 
roughly 13,000 to 10 cm"', or wavelengths from 0.78 to 1000 fun. It is bound by the red end of 
the visible region at high frequencies and the microwave region at low frequencies. The IR 
region is divided into tliree smaller areas [2]. 
1. The far infrared spectram ranges from 400-10 cm"' or 50-1000 pm. 
2. The mid infrared spectrum ranges from 4000-400 cm'' or 2.5-50 |.mi. 
3. The near infrared spectrum ranges from 14000-4000 cm'" or 0.78-2.5 |iim. 
The far-infrared lying adjacent to the microwave region has low energy and may be used 
for vibrational and rotational spectroscopy. The mid-infrared approximately may be used to 
study the fundamental vibrations. The higher energy near-lR can excite overtone or hannonic 
vibrations. 
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3.3 Fourier-transform infrared spectroscopy 
Fourier-transfomi infrared spectroscopy is based on the idea of the interference of 
radiation between two beams to yield an interferogram. Interferograni is a signal produced as a 
function of the change of path length between the two beams. The two domains of distance and 
frequency are interconvertible by the mathematical method of Fourier-transformation. 
Mathematically, the Fourier transform of a function/(?;, where f(tj is the change in radiant power 
recorded as a function of time t in case of time domain spectroscopy, is defined as 
Gto^^-^L f/(r)dt (3.1) 
V2;r i • 
Where the radiant energy. G (co). is recorded as a function of frequencx' co 
Then the inverse relation is, 
/ • (x )=- jL \G{CO) e-""dco (3,2) 
Eq. (3.1) and (3.2) are said to be Fourier transfomi pair. 
In order to explam tlie use of Fourier transform, consider the superposition of two sine 
waves of the same amplitude and slightly different frequencies as illustrated in Figures 3.1(a) 
and 3.1(b). Figure 3.1(c) represents the superposed wave. The Fourier transfonn of the individual 
sine waves and the superposed wave trains gives the frequencies m the frequency domain and are 
represented in Figures 3.1 (d), 3.1 (e) and 3.1 (f). 
Complicated time domain spectra could be transfomied into frequency domain spectra in 
the same way. The actual calculation of the Fourier transfonn of such signal systems is done by 
means of high speed computers [3]. 
3.4 Fourier transform spectrometer 
Upto 1940s, dispersixe instalments were used to obtain infrared spectra. Due to the 
advancement in the field of science and technology, the dispersive instalments have been 
replaced by Fourier-transfoiTn infrared spectrometers (FTIR) and have improved the acquisition 
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of infrared spectra dramatically. FTIR has a much higher signal-to-noise ratio, superior speed 
and sensitivity than that of dispersive method. The basic components of FTIR spectrometer are 
shown in Figure 3.2. 
Time domain Frequency domain 
(a) 
(b) 
vl frequency 
v2 frequency 
(d) 
(e) 
(c) 
vl v2frequency (0 
Figure 3.1 (a) A sine wave; (b) sine wave of slightly differing frequency; (c) sum of the sine 
waves in (a) and (b); (d), (e), (0: the frequency domain spectra of the waves. 
Source Interferometer Sampie :—j DetectO'' — Amplifier Analog-to-digital 
cotivertet 
Computer 
Figure 3.2 Basic components of an FTIR spectrometer. 
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The emerging radiation from the source is passed through an interferometer to the sample 
before reaching the detector. Upon amphfication of the signal, in which high frequency 
contributions have been eliminated by the filter, the data are converted to digital form by an 
analog to digital converter and transferred to the computer for Fourier transform. 
A simplified optical layout of a typical FTIR spectrometer is illustrated in Figure 3.3. 
There are tliree basic spectrometer components in an FT system: radiation source, interferometer, 
and a detector. The same types of radiation sources are used for both dispersive and Fourier 
transfonn spectrometers. 
v>4 
.// 
Movable 
* mirror 
Sample 
A 
V 
A -
\\ 
"7l CirciilaiA vT/Vi 
/ < • \ / / 
r-i / 
/ -:::H 
w-
Sum t i 
Figure 3.3 Schematics of FTIR spectrometer 
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Michelson interferometer 
The interferometer used in FTIR spectrometry is Michelson interferometer, consisting of 
two perpendicular mirrors. One of the mirrors is fixed in one interferometer ami and the other 
mirror is movable in the second interferometer arm. The plane of these two mirrors is bisected by 
a semi reflecting film called the beam splitter, which has to be chosen according to the region to 
be examined. The schematic of a Michelson interferometer is shown in Figure 3.4. 
Stationary mirror 
Moving 
mirror 
He-Ne laser light 
While liqnf 
Reference 
iterferon^eter 
Unmodiilaied 
ieni beam 
- < — K -
bource 
\ Beamspiilier 
T Modulated exit beam 
SarTiC 
an 
Detector 
Detector 
Figure 3.4 Interferometer an-angement of Fourier transfonns spectrometer. 
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In the Michelson interferometer, between the fixed mirror and the movable mirror, there 
is a beam sphtter, where a beam of radiation from an external source can be partially reflected to 
a movable mirror and partially transmitted to the fixed min-or. It is practically impossible to have 
a beam splitter to have ideal characteristics of 50% reflectance and 50% transmittance. Beam 
splitter should be made of material semi-transparent to infrared light. The main activity of a 
beam splitter is to reflect one half portion of infrared light to the moving mirror while 
transmitting the rest infrared to a fixed mirror. The most common beam splitter is a sandwich 
structure, with a thin layer of germanium (Ge) between two pieces of potassium bromide (KBr) 
which works well in the wave number range 4000-400cm" . KJBr is a good substrate material 
because it is transparent to infrared light and has good mechanical strength. The only drawback 
of using KBr as a substrate is its hygroscopic nature. Thus all FTIR instruments require low 
humidity or are sealed from atmosphere. The low humidity environment around the beam splitter 
can be obtained by purging dry air or nitrogen. More conveniently, the instrument is sealed such 
that the infra red beam passes through a window to reach the sample [4]. 
When a collimated beam of radiation is passed through the beam splitter, half of the 
incident radiation is reflected to one of the mirrors while the other half is transmitted to the other 
mirror. The two beams are reflected from these two miiTors respectively and return to the beam 
splitter where they recombine and interfere [5]. Fifty percent of the beam reflected from the fixed 
mirror is transmitted thiough the beam splitter while fifty percent is reflected back in the 
direction of the source. The beam which emerges from the interferometer at 90" to the input 
beam is the transmitted beam and this beam is detected in FTIR spectrometry. A change in the 
optical path length between the two beams is caused due to the displacement of the movable 
mirror so that the conditions for constructive and destructive interference, as well as all 
intemiediate states between the two, are consecutively met. For path differences (n+1/2) L the 
two beams interfere destructively in case of transmitted beam and constructively in case of the 
reflected beam. The resultant interference pattern is shown in Figure 3.5. The former is a simple 
cosine function, but the latter is a more complicated forni because it contains all of the spectral 
infonnation of the radiation [6]. 
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Figure 3.5 Interferograms obtained for (a) monochromatic radiation (b) polychromatic radiation 
IR radiation Sources and detectors used in FTIR spectrometer 
The infrared hght source generates wideband radiation by heating sohd materials to 
incandescence using electric power. A high pressure mercury lamp is used to the far infrared 
region. For the near infrared region tungsten -halogen lamps are used as sources. Most IR 
sources are operated at the temperature where the maximum energy of radiation is near the short 
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wavelength limit of IR spectmm. There are two IR sources commonly used in the mid infrared 
region: the Nemst glower and the Globar source. 
Nernst Glower: It is composed of mainly oxides of rare earth elements. It consists of a hollow 
rod which is about 2 mm in diameter and 30 mm in length. Since the Nemst Glower is an 
insulator at room temperature, therefore, it has to be preheated to a temperature of about 1OOO" to 
1800" C in order to become a conductor. The Nemst Glower provides a maximum radiation at 
about 7100 cm' .The main disadvantage of Nemst Glower is that it is mechanically unstable and 
has a short life time. 
Globar source: It is mainly composed of silicon carbide. It consists of a low resistance rod 
which is about 5 mm in length and 4 mm in diameter. It emits radiation when it is healed to a 
temperature of about 1300" to 1700" C. The globar source emits radiation at about 5200 cm" .The 
main advantages of Globar source is that it is a less intense source than the Nernst Glower, self 
starting and can be conveniently controlled with a variable transfomier. 
There are two commonly used detectors employed for the mid infrared region. The 
nomial detector for routine use is a pyroelectric device incorporating deuterivmi tryglycine 
suphate (DTGS) in a temperature-resistant alkali halide window. For more sensitive work, 
mercury cadmium telluride (MCT) can be used, but this has to be cooled to liquid nitrogen 
temperature. In the far infrared region gemianium or indium-antimony detectors are employed, 
operating at liquid helium temperatures. For the near infrared region, lead sulphite 
photoconductors are used [7]. 
Advantages of FTIR Spectrometer 
Although the spectra of many samples can be satisfactorily recorded on either FTIR or 
dispersive instmments, FTIR spectrometers are preferred choice for samples that are energy-
limited or when increased sensitivity is desired. A wide range of sampling accessories is 
available to take advantage of the capabilities of FTIR instmments. The energy advantages and 
the increased wavenumber accuracy are probably the major reasons for the rapidly growing 
popularity of the FTIR spectrometer. FTIR spectrometers have also the advantage of constant 
resolution over other dispersive instruments. Basically, the advantage of Fourier transfomi 
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spectrometers anses from the three major concepts known as the Fellgett advantage, Jacquinot 
advantage and Connes advantage. 
Jacquinot advantage 
The Jacquinot advantage or throughput advantage states that in a lossless optical system, 
the brightness of an object equals the brightness of the image; therefore, the flux throughput and 
brightness can be considered at any point in a lossless optical system [8]. 
The maximum throughput of a Fourier Transform is 
0/ = cm .sr ( 3.3) 
Where Au is tiie effective area of the interferometer minors, A v is the resolution and 
Vmnx = 4000 cm' for mid-infrared spectroscopy. The tliroughput of a grating spectrometer 
operatmg in first order is 
60 = — ^ cnr.sr (3.4) 
fav-
Where /; is the slit height, Ac, is the effecti\'e area of the grating, / t h e focal length of the 
collimator mirror, v is waxcnumber and a is grating constant. 
Jacquinots advantage, which is defined as tlie ratio of the two throughputs given by equations 
(3.3) and (3.4). is given by 
This equation shows that Jacquinots advantage is directly proportional to V' if neither the beam 
splitter nor the grating is changed during the measurement [9]. 
Fellgett's Advantage 
Fellgett, who was the first person to transform interferograms numerically, put fonvaid 
his ideas shortly after Jacquinot slated the throughput advantage. The Fellgett or multiplex 
advantage can be stated in two ways: 
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1. For spectra measured in the same time at the same resolution, optical throughput and 
efficiency, the signal to noise ratio (SNR) of a spectrum measured on an FTFR spectrometer 
exceeds the SNR of an identical spectrum measured on a grating spectrometer by the square root 
of the number of resolution elements in the spectrum. 
2. To measure such spectra with the same SNR, the dispersive spectrum must be measured M 
times longer than the FT spectrum. For example for a mid infrared spectrum measured at a 
resolution of 4cm"', M=900. Assuming it takes 15 minutes to measure this spectrum on a grating 
spectrometer, it would take only one second to measure the same spectaim on an FTIR 
spectrometer. 
Connes advantage 
FTIR instruments employ a He-Ne Laser as-an internal wa\'elength calibration which is refen-ed 
as connes advantage. These instmments are self calibrated and never need to be calibrated by the 
user. 
Apodization 
The jirocess of apodization is the removal of the side lobes by multiplying the 
interferogram by a suitable function before the Fourier transformation is carried out. A suitable 
function must cause the intensity of the interferogram to fall smoothly to zero at its ends. The 
apodization fiinction is a cosine function given by 
F(D) -^11+ cos (nD) J/2 (3.6) 
where D is the optical path difference. This cosine function provides a good compromise 
between reduction in oscillations and deterioration in spectral resolution. When accurate band 
shapes are required, more sophisticated mathematical functions may be needed. 
3.5 Sample handling techniques 
There are at leasl two main techniques that are employed to record the spectra, they are: 
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Mull technique 
This leclinique involves grinding of the slurry or mull of the substance and dispersing it 
in a mulling agent such as paraffin oil (nujol), hexachlorobutadiene and perflourokerosene 
(flourolube). After smearing between two cell windows, it spreads as a very thin film and the 
window setup is placed in the path of the IR beam. For best results the size of the sample 
particles must be less than that of the wavelength of radiation used. 
Pellet technique: 
In this technique the sample is finely grinded with KBr in the ratio of 1:300. The mixture 
is then made into transparent pellets with the help of suitable dies. The only precaution to be 
taken is to prevent the mixture from moisture present in the atmosphere. The pellets are then 
placed in the FTIR spectrometer in a suitable holder and the IR beam is passed tlirough to get the 
spectrum [3]. 
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CHAPTER 4 
Theoretical Background 
4.1 Introduction 
Computational modeling is a process in which structures and properties of a molecule are 
predicted by computer simulation. The calculation is perfomied taking different parameters 
based on the fundamental laws of physics. These parameters are comprised of different 
theoretical appro.xnnation methods and basis sets. These methods include ab initio Hartree-Fock 
method (HF). density functional theory (DFT), semi empirical (SE) calculations, molecular 
mechanics (MM), and molecular dynamics (MD). 
In the Gaussian program, most of these methods are available. The ab initio methods are 
purely based upon the first principles of quantum mechanical chemistry. These calculations are 
not exact, but contam a small acknowledged error. Unlike the ab initio, a semi-emprical 
calculation makes many approximations from experimental data. The semi-empirical (SE) 
method is more commonly applied to larger molecules which decrease the complexity and the 
time of calculation [1]. 
The methods used in the present study for the geometi"y optimization and vibrational 
frequency calculations are ab initio HF and DFT. DFT calculations are usually faster than ab 
initio HF. This method does not attempt to calculate the molecular wave function but calculates 
the molecular electron probability density. The molecular electron energy is calculated from the 
electron probability density, whereas HF uses many electron complex wave functions. The 
energies of molecules can be calculated by MM, SE. ab initio HF and DFT methods. The method 
chosen depends very much on the particular problem. Vibrational spectra are most reliably 
calculated by ab initio HF and DFT methods. 
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4.2 Hartree-Fock method 
The Hartree-Fock method can be viewed as a variational method in which the wave 
functions of the many electron system have the form of an antisymmetrised product of one 
electron wave fianctions. Antisymmetrisation is necessary because of the fermion character of the 
electrons. This restriction leads to an effective Schrodinger equation for the individual one 
electron wave fiinctions, called orbitals, with a potential determined by the orbitals occupied by 
another electrons. This coupling between the orbitals via the potentials causes the resulting 
equations to become nonlinear in the orbitals, and the solution must be found iteratively using 
self consistency procedure. The HF method is close in spirit to the mean field approach in 
statistical mechanics [2]. The procedure first introduced by D.R. Hartree is called self-consistent 
field SCF. The Hanree method was further improved by including electron exchange by V. Fock 
and J.C. Slater. The orbitals obtained by these procedures are called Hartree-Fock self consistent 
field orbitals. 
In order to solve a many electron problem, Hartree-Fock theory introduces an 
approximation which is based on the idea that the system of interacting electrons is approximated 
by an effective one-paiticle problem, where an electron moves in the mean field of all other. In 
the Haiiree-Fock scheme, consists of approximating the N-electron wave function by an 
antisymmetrized product of N one-electron wave functions Xi(Xj). This product is usually referred 
to as a Slater determinant, 'i'si) 
1 
V'sD =-7i=cie tUi(xi ) /2(^2)- - XN(XN)] (4.1) 
The one-electron functions /.(x,) are called spin orbitals, and are composed of spatial orbital (pj(r) 
and one of the two spin functions. a(s) or P(s). 
X(x)=9(r)a(s) a = a, P 
The spin functions have an important property that they are orthonormal. For computational 
convenience, the spni orbitals themselves are chosen to be orthonomial also 
j Xi M / , ( -0 dx =< x,\ Xj >= S,j (4.2) 
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Where, the Kronecker delta symbol 5ij=l for i = j and 0 otherwise. Spin orbitals carry the 
usual physical interpretation that |x(\)|" dx represents the probability of finding the electron with 
spin given by a within the volume element dr. The (N!)'"" prefactor ensures that H'SD fulfills the 
nomialization condition. The Slater detemiinant (4.1) is antiymmetric. However replacing the 
true N-electron wave function ^nx\ by a single Slater detemiinant 4^SD represents a fairly drastic 
approximation. 
hiorder to find the best Slater determinant, variational principle is used i.e., that one 
particular TSD which yields the lowest energy. The only flexibility in a Slater detenninant is 
provided by the spin orbitals. hi the Hartree-Fock approach tiie spin orbitals (xii are varied under 
the constraint that they remain orthononnal such that the energy obtained from the coiTCsponding 
Slater detenninant is minimal. 
E„r= min E[^SD] (4-3) 
The expectation \alue of the Hamiltonian operator with a Slater detenninant can be 
derived by expanding the determinant and constructing the individual tenns with respect to the 
xanous parts in the Hamiltonian [3]. The HF energy is then given by 
\' N N 
EHF = <^SD\ H\^sD} = Yjmh\i)+ ^ ^ ^ ( a I jj) - (ij I ji ) (4.4) 
i = l 1 = 1 j = l 
where 
(i\hli)^ Xiix,) 
r M 
A 1 ^ 
Xi(xi)dxi (4.5) 
defines the contribution due to the kinetic energy and the electron-nucleus attraction and 
(mm = ff IXiCxJI^ — |Xi(x2)pdxidX2 (4.6) 
( ij I 70 = Xi (Xi) X|"(Xi) —Zy(x2)x,'(x2)c1xidx2 (4.7) 
JJ r i 2 
are called the coulomb and exchange integrals, respectively. 
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EHF is obviously a functional of spin orbitals, EHF - E[{Xi}]- Thus, the variational 
freedom is the choice of the orbitals. The constraint that the {xi} remain orthonormal must be 
satisfied throughout the minimization, which introduces the Lagrangian multipliers e; in the 
resulting equations i.e., 
/Xi = £iXiJ = l ,2. . . .N (4.8) 
represent the Hartree-Fock equations, which determine the best spin orbitals, i.e. those (xij for 
which EHF attains its lowest value. 
These N equations have the appearance of eignvalue equations, where the Lagrangian 
multipliers £, are the eign values of the operator /; The £i have the physical inteipretation of 
orbital energies. The Pock operator /' is an effective one-electron operator defined as 
M 
/, = - ^ V f - y ^ + VHp(i) (4.9) 
The first two temis are the kinetic energy and the potential energy due to the electron 
nucleus attraction. Vm (i) is the Hartree-Fock potential, i.e., the average repulsive potential 
experienced by the i"th electron due to the remaining N-1 electrons. 
Denoting the atomic orbital basis functions as %', we have the expression 
K 
X, = ^ C , a 4 (4.10) 
H = l 
For each spin orbital /. This leads to 
fixi) ^ C,iX'. (Xi) = e,- ^ C,al ix^) (4.11) 
V V 
Multiplying eq.(4.11) by x'tl i.^\) and Integrating yields a matrix equation 
2_^ c^i J dxi j;;/(xi)j;(xj) = £, 2_, ^ m J d-^i J,?(^I)J^(^I) (4.12) 
V V 
This can be simplified by introducing the matrix element notation 
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S,v = j dx,x';(x^}x'v(x,) (4.13) 
Ff^v = I dx, X';ix,)nx,)x'vix^) (4.14) 
Therefore, the Hartree-Fock Roothan equations can be written in matrix form as 
V V 
where, f, is diagonal matrix of orbital energies, S^^ is overlap matrix (density matrix) and /),y is 
Fock matrix. 
To summarize, the HF scheme is [3]. 
1. Choose a basis set and a molecular configuration (i.e. the coordinates of the nuclei). 
2. Compute all overlap, one-electron, and two-electron integrals. 
3. Guess an initial density matrix S^^J 
4. Constmct and solve the HF secular equation. 
5. Compute tlie new density matrix S^ /jJ . 
6. Compare 5 ,^" and S^^'^ \ If their differences are larger than a chosen threshold, return to 
step 4. 
7. Compute the HF energy 
The t]ow chart of the HF SCF procedure is shown in Figure 4.1. 
4.3 Density functional theory 
The idea of calculatmg atomic and molecular properties from the electron density appears 
to have arisen from calculations made independently by Enrico Fenni and P. A. M. Dirac in the 
i920's on an ideal electron gas. presently known as Fermi-Dirac statistics. The Thomas-Fenni 
equations together with an assumed vibrational principle represented the first effort to detlne the 
density functional theory; the energy is computed with no reference to a wave function. The 
Thonias-Fenni DFT or Thomas-Fermi-Dirac model, gave suiprisingly good results for atoms, 
but failed completely for molecules. It predicted all molecules to be unstable towards 
dissociation into their atoms [4]. 
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Figure 4.1 Flow chart of the HF SCF procedure. 
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The more accurate version of the Thomas-Fenni DFT and probably the first chemically 
useful DFT method was introduced by Slater in 1951. Slater regarded the Thomas-Fermi model 
as a simplification of the Hartree-Fock approach. This method was initially developed mainly for 
atoms and solids, but, has also been useful for molecules. This method has been further replaced 
by the more accurate Kohn-Sham type DFT methods. DFT computations can be done on 
molecules with 100 or more heavy atoms. Therefore, Density functional theory has become very 
popular in recent years. In DFT method, calculations start with a Hamiltonian corresponding to 
an idealized many-electron system for which an exact wave function is known. The solution is 
obtained by optimizing the ideal system closer to the real system [5]. 
4.3.1 The Hohenberg-Kohn Existence Theorem 
PieiTC Hohenberg and Walter Kolin, in 1964, proved that for molecules with a 
nondegenerate ground state, the ground-state molecular energy, wave function, and all other 
molecular electronic properties are uniquely detennined by the ground-state electron probability 
density/>» which is a function of only three variables (x.y.zj. the zero subscript indicates the 
ground state. DFT attempts to calculate En and other ground state molecular properties from the 
ground state electron density p^ [6],. 
In other words given Pgfx.y.:), the energy £« is given by 
p„Gt,y,z)^£'o (4.16) 
According to the equation (4.16), En is a functional oiPgfwy.z). Therefore, we can write 
the Hohenberg-Kohn statement, any ground state property, (e.g. energy of a molecule), as a 
functional of the ground state electron density function, as 
Eo = F[pJ = E[p,] (4.17) 
The equation (4.17) assures that there is a way to calculate molecular properties from the 
electron density, and that we can infer that approximate functionals will give at least the 
approximate answers. The theorem however does not tell us how to find the functional F and 
therefore does not provide any practical way to calculate the energy E. 
The second Hohenberg-Kohn theorem is the DFT analogue of the wave function 
variation theorem. According to this theorem, any trial electron density function will give energy 
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higher than the true ground state energy. The energy will be equal to the true ground state energy 
if the trial electron density function were exactly the tme electron density function. In DFT 
molecular calculations, the electronic energy from a trial electron density is the energy of the 
electrons moving under the potential of the atomic nuclei. This nuclear potential is called the 
•'external potential"' represented by v(r) and the electronic energy is denoted by £,=£,.[Po], £", is 
the functional of the ground state electron density. The second theorem can thus be stated as 
EvlPt] ^ fobo] (4-18) 
where p, is a trial electronic density and Eo [Po] is the tiue ground state energy, corresponding to 
the true electronic density p^. The trial density must satisfy the conditions 
I p, {r)dr = n (4.19) 
where ii is the number of electrons in the molecule and P[li')>0 for all /•. 
The functional of the equation (4.18) is the cori'ect energy functional, but the exact 
functional is unknown. Therefore actual DFT calculations use approximate functionals, and are 
thus not varational [4]. 
4.3.2 The Kohn-Sham (KS) method 
In order to overcome the drawback of the Hohenberg-Kolin theory, Kohn and Sham, in 
1965. devised a practical method for finding p^ and then En from Pg. Kolm and Sham considered 
a fictitious system of n non interacting electrons such that each experiences the same external 
potential- energy function if/-,/ where i/r,>l is such as to make the ground state electron density/;,. 
of the reference system equal to the exact ground state electron density Po of the molecule [5], 
i.e. 
Pr = Po (4.20) 
Once p,. is defined for the reference system, the external potential Y(r) in the reference system is 
uniquely determined, as the ground state probability density function detennines the external 
potential according to Hohenberg-Kohn theorem. 
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The ground state electronic energy of the real molecule is the sum of electronic kinetic 
energy, electron-nuclear interactions, and electron-electron repulsions given by 
E^f + V^, + %, (4.21) 
where the over bars have been used to denote averages. 
Each of the average values in equation (4.21) is a fiinctional of the ground-state electron 
density, therefore we can write 
Eo=nPo]+VNE[Po\'rVee[p.] (4-22) 
SincePwg. = / Po (r) v^. dr, therefore from equation (4.22), 
fo = I Po ir)Vrdr + f [p j + F.JpJ (4.23) 
The functionals in f[pa] and'l4e[po] are unknown. So, these can not provide a practical way to 
calculate E,,. 
Kohn and Sham modified the Hohenberg-Kohn theorem in tlie following way; 
They defined the quantity Af[pJ, and AV^eiPo] as the deviation of the real kinetic energy from 
that of the reference system and the deviation of the real electron-electron repulsion energy from 
a classical charge-cloud coulomb repulsion energy respectively, given by 
[Afpo] = f[Po]-f.[Po] (4.24) 
AUP.] - Ke[p.]-ljj'''^''l^f'^dr,dr, (4.25) 
where the second term in equation (4.25) denotes the classical electrostatic interionic repulsion 
energy in atomic units. 
Using equations (4.24) and (4.25), the Hohenberg-Kohii theorem given by equation 
(4.23) can be written as 
fo = j Po ir)v,-dr + f , tpj +-Jj ^Il^lllE^dr.dr, + [AfpJ + Ag^Po) (4-26) 
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or, 
Eo'= j Po (r)v,dr + f^[pj + - Jj dr^dr-^ + E^dpo] (4.27) 
where £,, [p„] = AT [pj + A^^JpJ (4.28) 
where Exc [Po] is known as exchange-correlation energy functional. 
Written out more fully, equation (4.27) is 
271 
E« = 
nuclei A 1 = 1 
+ ^xJPo] (4.29) 
The first three terms on the right hand side of equation (4.27) are easy to evaluate from 
Po and that include the main contributions to the ground stale energy. The fourth temi. £„ which, 
although is not easy to evaluate accurately, will be a relatively small term. Devising accurate 
exciiange-correlation energy functional £vf [Po] for calculating this energy lemi from the electron 
density function is the key in DFT calculation. 
Using the fact that electron density of the reference system is same as of our real system 
i.e. 
2n 2n 
1 = 1 1 = 1 
Pr = Po= 2^2^\K'W\' (4.30) 
wliere y//' are the KS spatial orbits. Varying Eo with respect to the i//, "'', subject to the constraint 
that these remain orthonormal (the spin orbitals of the Slater detenninant are orthonormal). leads 
to the KS equation of (4.29) as 
2 ' •4-' . ''I'l •' '12 
. I72_ \ ^+^_l_^ar, + v,,(l) i / „ ^ I „ '-'•'2 ' "^XC 
nuclei A 
0rni) = £f^0r^(i) (4.31) 
wliere e, are the KS energy levels and i'„(]) is the exchange correlation potential, arbitrarily 
designaled here for electron number 1. 
37 I P a g e 
The exchange correlation potential is defined as the functional derivative of E^c [/>(?")] 
with respect to p{r) as given by 
The KS equations (4.31) can be written as 
Rx^iDiP^'il) = fPi/;f^(l) (4.33) 
The KS operator h'^^ is defined by equation (4.26). 
Pure DFT theory lias no orbitals or wave functions. These were introduced by Kohn and 
Sham only as a way to tuni equation (4.23) into a usefiil computational tool, but if we can 
interpret the KS orbitals and energies in some physically useflil way, so much the better. 
If we know the density function Po(') and the exchange-correlation energy functional 
EyclPo]^ the KS equations (4.29) would give the e.xact energy as compared to HP equations. In 
DFT theory there is as yet no systematic way of improving the exchange-correlation energy 
functional. It has been said [6] that "while solutions to the [HF equations] ma\' be viewed as 
exact solutions to an approximate description, the KS equations are approximations to an exact 
description!"" 
4.3.3 Local-density approximation 
The tenn local density approximation (LDA) was originally used to indicate any density 
functional theory where the value of £,c at some position r could be computed exclusively from 
the value of p at that position, i.e. the local value of p. In principle, the only requirement on /; is 
that it is to be single-valued at every position. The only functional conforming to this definition 
that have seen much application are those that derive from analysis or the uniform electron gas, 
where the electron density p{r), has the same value at every position, and as result LDA is often 
used more narrowly to imply that it is these exchange and correlation functionals that are being 
employed. For the LDA, the exchange-correlation energy functional Exc^ '""'d 'ts derivative 
Vyf'^  can be accuratelv calculated. 
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The Xa method of Slater is a special case of LDA approach that was developed before 
the KS approach, in which the relatively small correlation part of the exchange-correlation 
functional is neglected and the exchange functional used is 
E!^C" = f/" = - g ( - ) « / [ p ( r ) ] ' ' 3 d r (4.34) 
The parameter ex IS empirical as the values of 1 to 2/3 give reasonable results for atoms. 
4.3.4 Local spin density approximations 
The elaboration of the LDA in which electrons of a and P spin in the uniform electron 
gas are assigned different spatial KS orbitals ipa^ and 4'B^- from which different electron density 
functions p" and p'' tbilow, give better results than with the LDA. This "unrestricted" LDA 
method is called the local spin density approximation (LSDA) and has the advantage that it can 
handle systems with one or more unpaired electrons, like radicals, and systems in which 
electrons are becoming unpaired, such as molecules far from their equilibrium geometries. Even 
for ordinary molecules, it appears to be more forgiving towards the use of inexact E^ c functional. 
For species in which all the electrons are paired, the LSDA is equivalent to LDA. E^c^^ and its 
functional derivative v^^'^^ can be accurately calculated as in LDA approach. LSDA geometries, 
frequencies and electron distribution properties tend to be reasonably good, but the dissociation 
energies are very poor and unifomi electron gas type. LSDA calculations appear to have been 
largely replaced by an approach that involves not just the electron density, but also its gradient. 
The tlow chart of the KS SCF procedure is shown in Figure 4.2. 
4.4 Basis sets 
A basis set is a mathematical description of the orbitals within a system used to perfonn 
the theoretical calculations. A basis set can also be defined as a set of functions used to create the 
molecular orbitals which are expanded as a linear combination of such functions (atomic 
orbitals) with the weights or coefficients to be detenuined. It is of prime importance to make the 
basis set as small as possible without compromising the accuracy, therefore many publications 
are dedicated to this problem [7-9]. 
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Figure 4.2 Flow chart of the KS SCF procedure. 
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The quantum-chemical calculations for molecules are carried out by forming molecular 
orbitals as a linear combination of atomic orbitals using LCAO MO (Linear combination of 
Atomic Orbitals-Molecular Orbitals) approximation, i.e. 
n 
0i = 2^c^il^ (4.35) 
fi=i 
where the coefficients c^ „ are known as the molecular orbital expansion coefficients. The basis 
functions xi XN '"'^ 'T'SO ciiosen to be normalized. Xj, refers to an arbitrary basis function in tlie 
same way that (p, refers lo an arbitrar\' molecular orbital. 
At early stage of the method development, the Slater Type Orbitals (STOs) were used as 
basis functions due to their similarity to hydrogen- like orbitals. However, it turned out that the 
Slater functions are difficult to calculate. Later, it was realized by Frank Boys inl950 that one 
should use Gaussian-type functions (GTFs) instead of STOs for the atomic orbitals in an LCAO 
wave function because it is easier to calculate overlap and other integrals with Gaussian basis 
functions. This led to huge computational savings. Gaussian offers a wide range of basis sets, 
which may be classified b\- the number and types of basis functions that they contain. Basis sets 
assign a group of basis functions to each atom within a molecule to approximate its orbitals. 
These basis functions, themsehes. are composed of a linear combination of Gaussian functions, 
such basis functions are refened as contracted functions, and the component Gaussian functions 
are referred as primitives. .A, basis function consisting of a single Gaussian function is termed as 
uncontracted. The shape of an STO orbital could be approximated by summing up a number of 
GTOs; 
GT0(a,/,m,7i;x,y,2) =/Ve^'"'x'>''"z" (4.36) 
where A' is normalization constant, a is exponent, .v. / andr are the cartesian coordinates and/, /;; 
and n are the exponents at cartesian coordinates, r^ = x^ -t- y^ -I- z^. 
Since gaussian GTOs are not really orbitals, but simpler functions, in recent literature 
they are frequently called Gaussian primitives. The various types of basis sets are discussed in 
detail as follows. 
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Minimal Basis Sets 
The minimal basis set is the smallest possible set, i.e., it contains only one function per 
occupied atomic orbital in the ground state. The most popular minimal basis sets are the STO-
nG, where n denotes the number of primitives in the contraction. Minimal basis sets use fixed-
size atomic-type orbitals. The STO-3G basis set is a minimal basis set (although it is not the 
possible basis set). It uses three gaussian primitives per basis function, which accounts for the 
••30" in its name. "STO" stands for "Slater-Type Orbitals," and the ST0-3G basis set 
approximates Slater orbitals with gaussian functions. Commonly used minimal basis sets of this 
type are: 
. ST0-3G 
. ST0-4G 
• ST0-6G 
- ST0-3G* (Polarized version of STO-3G) 
Split-valence basis sets 
During molecular bonding, it is the valence electron which principally takes part in the 
bonding. In recognition of this fact, it is common to represent valence orbitals by more than one 
basis tlinction. (each of which can in turn be composed of a fixed linear combination of primitive 
Gaussian Hinctions). Basis sets in which there are multiple basis functions corresponding to each 
valence atomic orbital, are called valence double, triple, quadruple-zeta... basis sets. Split 
valence basis sets, such as 3-2IG and 6-3IG have two (or more) sizes of basis functions for each 
valence orbital. The double zeta basis sets, form all molecular orbitals from linear combinations 
of two sizes of functions for each atomic orbital. Similarly, triple split valence basis sets, like 6-
31 IG, uses tliree sizes of contracted functions for each orbital-type. 
In Poples tenninology [10-12], where the basis set structure is given for the whole 
molecule rather than particular atom, the notation emphasizes also a split valence (SV) nature of 
these sets. Symbols like n-ijG or n-ijkG can be encoded as: n- number of primitives for the inner 
shells; ij or ijk- number of primitives for contractions in the valence shell. The ij notations 
describe sets of valence double zeta quality and ijk valence triple zeta quality. The contractions 
related to valence shells are frequently augmented with other functions. The most popular are the 
polarization [13-14J and diffuse functions [15-17]. 
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Polarization Basis Sets 
In order to overcome the limitation of split valence basis sets to allow orbitals to change 
only size, but not to change shape, polarized basis sets are introduced. Polarized basis sets 
remove this deficiency by adding orbitals with angular momentum beyond what is required for 
the ground state to the description of each atom. 
For the Poples basis sets the notation used is: n-ijG*, or n-ijkG** when polarization 
Gaussians are added to a standard basis set on heavy atoms and n-ijG**, or n-ijkG** are 
obtained by adding polarization p-t>pe gaussian on the hydrogens. At present, the most precise 
manner used for the basis sets with polarization fianctions is n-ijkG(a,b), where a is the number 
and type of Gaussian on heavy atoms, and b-on the hydrogens (for example, 6-31 lG(3d,2f.2p). 
Us name indicates that it is the 6-3IG basis set with d fiinctions added to heavy atoms. This basis 
set is \ery common for calculations involving up to medium-sized systems. Another popular 
polarized basis set is 6-3IG (d. p). which adds p functions to hydrogen atoms in addition to the d 
functions on heavy atoms. 
Diffuse Basis Sets 
Diffuse functions are large-size versions of s- and p-type functions (as opposed to the 
standard valence-size functions). They allow orbitals to occupy a large region of space. Basis 
sets with diffuse fianctions are impoilant for systems where electrons are relatively far from the 
nucleus: molecules with lone pairs, anions and other systems with significant negative charge, 
systems in their excited states, systems with low ionization potentials, description of absolute 
acidities, and so on. For the Poples basis sets, the following notation is used; n-ij+G, or n-ijk+G. 
when one diffiise s-type and p-type Gaussians are added to a standard basis set on heavy atoms. 
The s-and p-type functions has the same exponents in this case. The n-ij-H-i-G, or n-iik++g are 
obtained by adding one diffuse s-type and p-type Gaussian on heavy atoms and one diffuse s-
type Gaussian on hydrogens. The 6-31+G(d) basis set is the 6-31G(d) basis set with diffuse 
function added to heavy atoms. The double plus version, 6-311++ G (d), adds diffuse functions 
to the hydrogen atoms as well. Diffuse functions on hydrogen atoms seldom make a significant 
difference in accuracy [18]. 
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The number of contractions used to represent a single Slater atomic orbital is a measure 
of the basis set's qiialitx. In the minimal basis set only one basis function (contraction) per Slater 
atomic orbital is used. 
4.5 Geometry optimization 
Geometry optimization is the name for the procedures that attempt to find the 
configuration of mmimum energy of the molecule. These procedures find a local minimum in U, 
the molecular electronic energy including intemuclear repulsions. The molecule which has got 
several confomrations, local minimum search is done for all confomiations to locate the global 
minimum. However, it is not possible for the larger molecules due to large number of 
confomiations. Also the true global- minimum equilibrium geometry might correspond to a 
highly unconventional structure [19-20]. Some procedures to find a local minimum in U require 
only repeated calculation of U at various values of its variables, but these procedures are very 
inefficient. More efficient procedures require repeated calculation of both U and its deri\ati\es. 
The set of 3N-6 first partial derivatives of U with respect to each of its variables constitutes a 
vector called the gradient of U. At a local minimum, the gradient must be zero, meaning that 
each of the 3N-6 first partial derivatives of U must be zero. Any point on the potential energy 
surface where the gradient is zero is called a stationary or critical point. All successful 
optimizations locate a stationaiy point, although not always the one that was intended. The key to 
efficient geometry optimization lies in the analytical calculation of the gradient. 
There are some energy minimization methods which use the energy gradient as well as 
d'U d'U d-U d-U 
the second derivatives of U. The set of second derivatives 
when arranged in a square fonn a matrix are called the Hessian or the force constant matri.x. 
Newton and Raphson developed an efficient method to find a local minimum of a fianction of 
several variables. This method approximates the function by a Taylor-series expansion that is 
temiinated after the quadratic terms, and uses accurately evaluated first and second partial 
derivatives of the function. Because the analytic calculation of the second derivatives in an 
ab initio SCF calculation is very costly in computer time, ab initio SCF geometry optimizations 
commonly use a modification of the Newton procedure, called the quasi-Newton or quasi-
Newton-Raphson method. In this method one starts with an estimate for the Hessian instead of 
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calculating it directly and gradually improves this estimate using gradient information calculated 
at each step in the optimization cycle. 
The geometry optimization starts with a guess for the equilibrium structure which is 
based on the typical values for bond lengths, bond angles estimated from a method such as the 
valence shell electron pair repulsion (VSEPR) method, and the dihedral angles guessed based on 
experience with similar compounds. After guessing the geometry, one searches for the minimum 
nearest the initially assumed geometry. A basis set is chosen and the SCF or some other method 
approximately solves the electronic Schrodinger equation to find U and its gradient at the 
guessed initial geometry. Using the calculated values of U and VL'(and perhaps infomiation 
about the Hessian) the geometry optimization program changes the 3N-6 nuclear coordinates to a 
new set that is likely to be closer to a minimum than the initial set. and the SCF U and VC/are 
calculated at this new structure. Using the results of the new calculation, a further improved set 
of nuclear coordinates is calculated, and the SCF calculation is repeated at the new geometry. 
The process is repeated until VL'ditTers negligibly from zero, indicating that a minimum (at 
which VL'is zero) may have been found. Typically, about 3N-6 to 2(3N-6) repetitions of the SCF 
and gradient calculations are needed to find a minimum. The availability of analvlical gradients 
makes possible the efficient detemiination of the ab initio equilibrium geometry of small and 
medium-size molecules, and the introduction of analytical gradients into ab initio calculations 
(by Puiay inl969) has been called a ""revolution" [21]. 
Some methods of geometry optimization can converge to a stationary point that is not a 
minimum, but a saddle point. To be sure that one has found a minimum and not a saddle point, it 
is essential to test the nature of the stationary point found by the geometry optimization. This is 
done by doing a frequency calculation at the geometry found. If it will be a true minimum, all the 
calculated frequencies will be real and for a first-order-saddle point, one calculated frequency 
will be imaginary. The convergence rate of the optimization is affected by the choice of the 
coordinates used in the search. One choice is the Cartesian coordinates of the nuclei. ,Ajiother 
choice is to use bond distances, bond angles, and dihedral angles, which constitute the internal 
coordinates. 
In the molecular-mechanics method, analylical evaluation of the second derivatives of U 
is rapid pro\ided the molecule is not \ery large. Instead of the quasi-Newton method, one can 
use the Newton-Raphson method, in which the 1 lessian is accurately calculated instead oi' being 
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estimated. The molecular-mechanics method allows geometry optimization for molecules 
containing thousand of atoms. For such large molecules, the Newton method is too 
computationally demanding, since one must deal with a large Hessian matrix. For very large 
molecules, molecular-mechanics geometry optimization often uses a modification of the 
Newton-Raphson method called the block-diagonal Newton-Raphson method. Here, one makes 
the approximation that = 0 whenever^, and^^ are Cartesian coordinates of different 
dq-dq. 
atoms. This approximation puts the Hessian matrix in block-diagonal form, wheie each block is 
3x3 and contains 9 second partial derivatives that involve only the coordinates of a particular 
atom. This allows us to deal with the atoms one at a time. For a 1000-atom molecule instead of 
having to deal with a Hessian containing 3000' = 9 xlO'' elements (or 2994'elements after 
vibrations and rotations are removed), we deal with 1000 matrices, each containing only 3" =9 
elements. 
4.6 Frequency calculation 
In order to get the accurate quantum-mechanical estimates of energy differences, it is 
essential to include the molecular vibration zero-point energ), £zw;- Howex'er, the calculation of 
EzPE requires the knowledge of molecular vibrational frequencies. Finally, calculation of 
vibrational frequencies helps to classify a stationary point on the PES found by a geometry-
optimization method as a local minimum. 
The harmonic vibrational frequencies using the Gaussian program are calculated using 
the following steps; 
1. SoKe the Schrodinger equation for several molecular geometries to find the equilibrium 
geometry of the molecule. 
2. The second derivatives of the molecular electronic energy U are evaluated analytically from 
ab initio SCF MO wave functions and many other wave functions. 
3. FoiTii the mass-weighted force-constant matrix elements 
Where / and / each go from 1 to iN and m, is the mass of the atom corresponding to coordinate ,v, 
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4. solve the following set of 3n linear equations in 3N unknowns: 
3N 
Y.^^U - S,jh)ljk = 0, i = 1.2 ... 3N (4.38) 
Where c>,y is the Kronecker delta, and A^ and //< are unknown parameters. 
The determinantal equation of equation (4.38) will yield 3N roots for Xi,. The molecular 
harmonic vibrational frequencies are tlien calculated from 
Six of the /.(: values found by solving the deteraiinant equation of equation (4.38) will be zero, 
yielding six frequencies with zero value, corresponding to tlie three translational and three 
rotational degrees of freedom. The remaining 3N-6 vibrational frequencies are the molecular 
hannonic vibrational frequencies. Frequencies calculated at appoint that is not a stationarx' pomt 
is not true vibrational frequencies. 
The observed-light absorption frequency for the transition in which the vibrational 
quantum number 17 goes from 0 to I wth no change in the other \'ibrational quantum numbers is 
called the fundamental or anharmonic frequency of the Alh nonual mode. Fundamental frequency 
is smaller than the corresponding harmonic frequency due to vibrational anhairnonicity. 
Vibrational frequencies are converted to wavenumbers by dividing by c and wavenumbers are 
usually expressed in the units of cm"'[5]. 
Hannonic vibrational frequencies calculated by the Hailree-Fock method are usually 
several percent higher than obser\'ed harmonic frequencies. In order to get a good estimate of 
experimental fundamental frequencies, the ab initio SCF MO harmonic frequencies are 
multiplied by an empirically found vibrational scale factor [22]. 
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Chapter 5 
Vibrational Spectra, Ab-initio Hartree-Fock and DFT Study 
of Sodium Borate Glasses 
5,1 Introduction 
In the modem world of technology, glass materials play an important role. The glass 
materials have an upper hand over their crystalline counterparts in respect of their physical 
isotropy, absence of grain boundaries and a possibility to continuously vary the compositions [1]. 
Borate glasses are particularly suitable optical materials because of their high transparency, low 
melting point, higher thermal stability, and different coordination numbers. The ability of boron 
to exist in three and four coordination and fonning strong covalent B-0 bonds enables borates to 
fonn stable glasses. In borate glasses, B^Oi is a basic glass fonner because of its higher bond 
strength, lower cation size and small heat of fusion. B2O3 glass is assumed to consist of a random 
three dimensional network of BO3 triangles with a certain fraction of boroxol rings. The addition 
of an alkali 'M' to B2O3 to fonn an alkali borate glass results in significant changes in the boron 
coordination and hence the glass structure. The added modifier can act in two ways: [2], 
by fomiing nonbridging oxygen 
fiC»3 + 1/2^2^-* (503") + M' (5.1) 
and by fonning four-coordinated boron 
BO3 + V2 W2O -^ (BO4-) + M+ (5.2) 
The structure of alkali borate glasses is a complex. Three dimensional network of boron and 
oxygen, thought to be composed of large structural units, found in the analogous crystalline 
materials. These stnictural units are shown in Figure 5.1. Boroxoi and tetraborate groups are 
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presumed to predominate in the region below 20 mol% M2O while between 20 and 30 mol% 
M2O tetraborate and diborate groups are prevalent [2-3], 
> 
6^ 
7 
6 0 
10 
Figure 5.1 Structural groups for borate glasses: (1) boroxol ring. (2) pentuhorate unit, 
(3) triborate unit, (4) diborate unit, (5) metaborate ring. (6) metaboraie chain, (7) "loose" BO4 
tetrahedron, (8) pyroborate unit, (9) orthoborate unit, (10) boron-oxygen tetrahedron with two 
bridging and rtvo non bridging ax)'gens. Solid circles represent boron atoms, open circles 
represent oxygen atoms. O with a slash indicates a bridging o.xygen and O' represents a 
nonbridging oxygen. 
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Infrared spectroscopy has been used since a long time to investigate the structure of 
binary alkali borate glasses, xM20.(l-x)B203. where M represent an alkali atom. This technique 
is most readily seen as contributing to the knowledge of stracture and chemical bonding in 
various binary alkali borate glasses. These glasses are an ideal case in comparison to other glass 
forming systems to demonstrate the effectiveness of the spectroscopic technique in glass science. 
Binary alkali borates have been extensively studied to elucidate the nature and the concentration 
of various borate units constituting the glass network. Such studies are important for 
understanding the structural peculiarities of these glasses, which are manifested in the non-linear 
variation of most physical properties with x. and are known as "boron anomaly" effects [4]. The 
NMR and vibrational spectroscopy investigation were particularly helpful in identifying various 
boron-oxygen arrangements at modification levels [5-8]. These studies have put emphasis on the 
effect of modifier content (x) on the glass structure, but provided little or no insight in the 
possible dependence of latter on the nature of the particular alkali employed. 
Interest in structural studies of borate glasses has been renewed since the discovery of 
glass compositions with exceptionally high ionic conducti\ity. which is promising for energy 
storage and microionics applications [9]. In that respect binar>' alkali borate glasses are of special 
interest since they can be good ionic conductors by themselves and fonn the basis of 
multicomponent fast ionic conductors. Enhanced ionic conductivity is usually related to high 
contents of modifier in both binary and multicomponent systems [10-13]. 
Binary sodium borate glasses have been studied by several authors. Qiang Xu et al. 
perfonned the molecular dynamics calculations for boron oxide and sodium boEpte 'glass [14]. 
They obser\'ed that the network is developed at first with the increase of NajO content with a 
maximum at 33 mol% Na^O and after that significant increase of non-bridging ions takes place. 
Kamtsos et al. investigated the carbonate retention in high basicity sodium and lithium borate 
glasses by Raman and infrared spectroscopic techniques [15]. They showed that the 
spectroscopic evidence for carbonate retention was found only in sodium borate glasses and the 
concentration of carbonates in the glass decreases either by longer melting times or higher 
melting temperatures causing a significant modification of the borate network. Swenson et al. 
carried the neutron diffraction experiments on sodium, lithium and silver borate glasses [16]. 
They showed that the B-0 network structures of glasses with different cation modifiers are verv 
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similar on the short range scale. They also observed the progressive change of transformation of 
of coordination from BO3 to BO4 and the splitting of first B-0 bond distances with increasing 
modifier content. Angel and Cooper studied the effect of melting time and temperature on 
properties of 30Na2O-70B2O3 glasses and showed that the density and the d.c conductivity of the 
sample were a function of the glass composition and independent of the melting time and 
temperature of sodium borate glass [17]. Takashi Uchino and Toshinobu Yoko performed ab-
initio molecular orbital calculations on Na^O.SB^Oa glass model at the Hartree-Fock level using 
3-21G* basis set [18]. They showed that the optimized structural parameters resembled the 
obser\'ed values to a greater extent. They also interpreted the far infrared spectra by using the 
optimized cluster. Wei-Fang Du et al. studied the phase separation in ISNa^O-SSB^Os glass 
system by NMR technique [19]. They investigated that that the sample is separated into 
Na20.9B203 and BNaiO.BiOs phase and the phase equilibrium of the demonstrated sodium 
borate glass are controlled by the rate competition of the nucleation and crystal growth between 
two immiscible phases rather than those proposed by the conventional phase diagram. Schoo and 
Mehrer performed the radio tracer sectioning method in order to study the diffusion of "Na m 
xNa20.(l-x)B203 glass system, (x = 0.2. 0.3 moi%) under standard conditions and high pressure 
[20]. They obsen-ed that the diffusivity of Na increases significantly and the activation enthalpy 
decreases with increasing Na20 content. The diffusivity also varied continuously upon the 
transition from the vitreous to the super cooled state. They also observed a slight decrease of 
diffusion coefficients with increasing diffusion time. Osipov and Osipova studied the binary 
sodium borate glass by high temperature Raman spectroscopy and established the regularities of 
the changes in the structure of the melts as a function of the composition and temperature [21]. 
The present investigation was undertaken to study the vibrational spectra of binary 
sodium borate glass in detail and identify the various nomial modes in the mid infrared region 
with greater wave number accuracy. Ab-initio Hartree-Fock and density functional theory 
calculations were perfonned on Na20.3B203 glass model cluster to support our wave number 
assignments. The experimental and the calculated assignments were found to be in good 
agreement in the 4000-600 cm"' wave number region. 
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5.2 Experimental details 
The investigated samples of the system xNa20.(l-x)B203, (0.1 < x < 0.5 mol%) and 
Na20.3B203 composition, were prepared by melting and quenching method using reagent grade 
chemicals H3BO3 and Na2C03 in appropriate proportions. The chemicals were thoroughly mixed 
together and fused at 4G0"C for two hours in alumina crucibles in an electric furnace. After 
complete fusion the temperature of the furnace was raised to QSO^ C and left for two hours in 
order to improve homogeneity. The melt was quenched by pouring it into a split mold made from 
copper. Amiealing was done at 300"C for three hours and the glass samples were allowed to cool 
to room temperature 25"C. The samples were quickly referred to a desiccator in order to pre\'ent 
them from moisture. 
The amorphous nature of the prepared samples was characterized by X-ray diffraction 
method. The diffractograms for the prepared samples were recorded using X-ray powder 
diffractometer with Cu-Ka radiation of wavelength. >.= 1.54 A, at the scanning rate of 2" per 
minute and 29 varies from 20" to 85 . 
The glass pellets were prepared to study the FTIR transmission spectra by using KBr disk 
method. The glasses samples were powdered mixed with anhydrous KBr powder in the ratio of 
1 -.300 and then pressed at 5 metric ton load for about two minutes. The infrared spectra were 
recorded on Bruker Tensor-37 infrared spectrophotometer in the wave-number region 4000-600 
cm' with a spectral resolution of 4 cm' . To increase the signal to noise ratio a minimum of 32 
scans were accumulated. 
5.3 Computational details 
The entire calculations of Na20.3B203 glass model were perfomied at Hartree-Fock (HF) 
and density functional theory (DFT) levels using the Gaussian-03 program package on an IBM 
core2quad personal computer. The geometry of Na20.3B203 model was completely optimized at 
the HF and DFT levels with ST0-3G* basis set. The hydrogen atoms were used to saturate the 
dangling bonds of the "surface" o.xygen atoms. The vibrational frequencies were also calculated 
using the optimized geometry at same level of theories. The attainment of the energy minimum 
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was verified because no imaginary frequencies were obtained. Since the size of the present 
model is considerably large, calculations were made using small basis set. 
5.4 Results and discussions 
5.4.1 XRD analysis 
The XRD diffraction patterns of xNa2O.(l-x)B2O3,(0.1 < x < 0.5 mol%) glass samples 
are shown in Figure 5.2. The absence of sharp peaks and the presence of broad hump confirm the 
amorphous nature of the glass samples. In glasses, the atoms are neither regularly spaced nor 
uniform as in case of crystals. The broad peaks are due to the variations in the interatomic 
distances of glasses [22-24]. 
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Figure 5.2 XRD patterns of xNa20.(l-x) B2O3glass;(0.1 < x < 0.5 mol%). 
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5.4.2 Analysis of xNa20.(l-x)B203, (x =0.1, 0.2, 0.3, 0.4, 0.5 molVo) using FTIR spectroscopy 
The FTIR spectra of xNa2O.(l-x)B2O3,(x=0.1, 0.2, 0.3, 0.4, 0.5 mol%) in the mid-
infrared region (4000-600 cm') are shown in Figure 5.3. The absorption bands and their 
assignments are summarized in Table 5.1. The addition of increasing amounts of Na^O in mol% 
to B2O3 resuhs in significant structural changes which illustrate the progressive structural 
variation of the borate network. The broad band extending from 2400 cm"' to 3600 cm"' is 
attributed to hydroxyl groups [22, 25]. The vibrational modes of the borate network are seen to 
be active mainly in three infrared spectral regions. These are: (1) 1200-1450 cm" is assigned to 
B-0 bond stretching of BO3 units, (2) 750-1200 cm"' is due to the B-O stretching of BO4 units 
and (3) the region around 700 cm"' includes the bending of B-O-B linkages in the borate 
network [26-27]. These assignments gi\e no account for the specific borate groups containing 
the BO3 and BO4 units. However each of the three bands exhibits fine structure and thus a more 
detailed interpretation can be attempted. 
The absence of the band 806 cm' indicates the absence of the boroxol group in the 
investigated glass samples and thus indicating the transformation of boroxol rings to BO3 and 
BO4 structural units. The intensities of the bands located at about 1353 cm"' and 1445 cm' 
generally decrease with the increase of Na;0 content. The IR band 1353 cm" also shows a 
frequency downshift upon increasing modification of Na^O content. The broadening of this band 
upon increasing modification of Na^O could be due to the formation of B-O" bonds [28]. The 
increasing content of Na^O in B2O3 shows the transfomiation of the boroxol groups to BO? 
structural units and the transfomiation of BO3 stmctural units to BO4 structural units [29]. Alemi 
et al. assigned the IR peak at 1353 cm"' to B-O stretching vibrations of trigonal (BO3)" in 
metaborates, pyroborates and oilhoborates unit [23]. 
The IR band observed at 1444 cm"' shows a systematic change upon increasing 
modification of Na20 mol%. The intensity of this band decreases and the band splits into weak 
bands, 1465 cm"' and 1452 cm"' for 0.2 mol% Na20. At 0.3 mol% Na20 the IR band 1444 cm"' 
splits into 1483 cm"' and 1456 cm"' and ultimately Iransfonns into a broad band at x=0.5 mol% . 
This vibrational band is originating from the asymmetric B-O stretching of B2O4" for sodium 
borate glass at 1430 cm and indicates the presence of pyro-borate units in borate glasses [30]. 
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Teiiney and Wong observed a strong IR absorption band at 1265 cm"' for v- B2O3 and assigned it 
to B-0 stretching vibration of B-O-B linkage [31]. The IR band observed at 1251 cm"' and 1198 
cm"' for x=0.1mol% NaiO are correlated with 1265 cm' of v- B2O3. These weak bands 1251 cm"' 
and 1200 cm"' are assigned to B-0 stretching vibrations in [BO3] structural units [29]. The band 
at 1251 cm"' is also observed in the IR spectrum of glassy B2O3 as reported by Kamisos et al 
[28]. Upon increasing modification of NajO, these bands merge to form a shoulder at 1236 cm' 
for 0.3 mol% NajO which is assigned to B-0 stretching vibrations of trigonal (B03)^" unit in 
metaborate and orthoborates units [22]. For x=0.4 mol% and 0.5 moI% Na^O, the shoulder al 
1236 cm"' vanished. 
The bands in the absoiption region 750-1200 cm' show fine structure comprised of four 
components 779 cm'. 921 cm'. 1020 cm"' and 1101 cm"'. Kliin Soe Oo et al. assigned the 
similar bands for lithium borate glasses by comparison with the spectra of polycrystalline 
compounds [26]. One of the bands at 1030 cm"' was assigned to B-O bond stretching of BO4 
units in diborate polycrystals [26]. The absorption peak at 1020 cm"' for 0.1 mol% Na;0 
transfomis into a shoulder at 1057 cm' for 0.5 mol% Na^O. The component at 1020 cm' 
corresponds to B-O bond stretching of BO4 units in diborate groups. The absorption peak at 921 
cm"' shows upshift upto 0.3 mol% Na:0 upon increasing modification of Na^O content. At 0.4 
mol% Na20 the same band shows a downshift and transfomis into a broad band with peak at 883 
cm"'. Kamitsos et al. assigned the B-0 stretching vibrations of tetraborate, triborale and 
pentaborate groups which give rise to absorption in the region 900-1000 cm' [28]. 
The weak band at 779 cm"' for 0.1 mol% NaiO merges into a shoulder 771 cm"' at 0.3 
mol% Na^O. This band is assigned to the B-O-B bending vibration of bridges containing one 
trigonal and one tetrahedral boron i.e. OjiB-BO^ bending vibrations and supported by reference 
i.e. [32]. This band almost disappears at 0.4 mol% Na20. 
The band at 702 cm"' is assigned to the bending vibrations of B-O-B linkage m the borate 
network. The band shows upshift in frequency upon increasing modification of Na^O and 
appears at 730 cm"' for 0,5 mol% Na20. The coiresponding band is obsen'ed at 720 cm"' for 
vitreous 6:0^ [32]. 
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Figure 5.3 FTIR spectra of xNaaO.C 1 -x) B2O3 glass;(0.1 < x < 0.5 mol%). 
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Table 5.1 Assignments of the experimental FTIR bands xNa20.{l-x)B203 glass 
O.I 
1444 
1353 
1251 
1198 
1101 
1020 
921 
779 
702 
FTIR (cm ') 
Present work 
0.2 0.3 0.4 0.5 
(moiroofNazO) 
2400-3600 
1465 
1452 
1346 
1246 
1094 
1036 
923 
777 
704 
1483 
1456 
1342 
1236 
1042 
1041 
933 
771 
707 
1483 
1335 
1057 
883 
729 
1474 
1310 
1057 
730 
Kamitsos 
et al. f28J 
1410 
1350 
1250 
1020 
930 
760 
705 
Assignments* 
Hydroxy] groups 
V ring B20'4 (pyroboratc) 
unit 
v(B-O) of trigonal 
(B03)^" units in 
metaborates, 
pyroborates and 
orthoborates. 
v(B-O) of trigonal 
(BOsrunit in 
metaborate chains and 
orthoborates 
v(B-0)ofB04unitsin 
diborate groups 
V (B-0) in tetraborate, 
triborate, pentaborate 
rings. 
P {O3B-BO4) unit 
P (B-O-B) 
[v:stretching; p:bending]. * Ref [22-25, 28-30, 32] 
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5.4.3 Analysis of Na20.3B203 glass model using FTIR spectroscopy, HF and DFT 
calculations 
5.4.3.1 Optimized structure 
The optimized model cluster for the Na20.3B203 glass composition optimized at HF 
and DFT/B3LYP with ST0-3G* basis set is shown in Figure 5.4. It is obvious from the 
optimized stmcture that the boron atoms are either in three or four coordination with the 
oxygen atoms. The optimized parameters, bond lengths and bond angles, are listed in Table 
5.2. The calculated geometry is found to be in good agreement with XRD data [33]. Takashi 
Uchino and Toshinobu Yoko also optimized the same geometry at HF level with the 3-21G* 
basis set [18]. . 
The average bond length between the three coordinated boron and the oxygen atoms 
i.e. B(iii)- O is calculated to be 1.367A and the average bond distance between the four 
coordinated boron and the oxygen atoms i.e. B(iv)- O is calculated to be 1.469 A at the 
HF/STO-3G* level. This is in agreement with the calculated values obtained by Takashi 
Uchino and Toshinobu Yoko [18]. The average BdH) - O and B(iv)- O bond distances at the 
DFT level were calculated to be 1.4 A and 1.5 A respectively. The experimental average 
B(iii)- O and B,i\,- O bond distances obsei-ved by Krogh-Moe for the (3-Na;0.3B20? crystal 
are found to be 1.368 A and 1.474 A [33]. The three sodium atoms (Nai2, Na36 Na^) are 
surrounded by 3, 3 and 5 oxygen atoms respectively, while in their crystalline counterparts 
they are surrounded by 6. 7 and 8 oxygen atoms respectively [33]. The Na-0 bond distances 
m Na20.3B203 are predicted in the range 1.984-2.130 A and 2.136-2.168 A at HF/STO-3G* 
and DFT B3LYP respectively. Takashi Uchino and Toshinobu Yoko [18] have reported an 
average Na-O bond distance 2.258 A. The calculated Na-0 band distances are also in good 
agreement with the Na-O bond distance calculated by Takashi Uchino and Toshinobu Yoko 
[18]. The average Na-O bond distances in [3-Na20.3B203 crystal range between 2.2 A and 
3.1 A as obsen'ed by Krogh-Moe [33]. The Nai2-Na36, Nai2-Na34, Na34-Na36 correlations in 
the cluster are calculated to be 7.860 A, 6.41 A, 5.734 A at DFT level and 7.770 A, 6.35 A, 
5.67 A at the HF level \\ hich are much larger than 4.5 A in the coiTesponding crystals. From 
the parameters calculated, it can be said that the network structure of the sodium borate glass 
is reasonably well represented by this isolated model. 
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Figure 5.4 The optimized geometry of Na20.3B203 glass model with numbering scheme. 
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Table 5.2 Optimized parameters for the Na20.3B203 glass composition model. 
Bond length 
(A) 
B4-0, 
B 4 - 0 , 
B4-O7 
B4-0S 
B5-O1 
85-0 ,9 
B5-O2 
Bc-O: 
B„-0, 
B„-0,,s 
Bin-Os 
B„rO,^ 
Bi( i -0 | | 
BO-OM 
B.r0.i 
BO-OT 
B,„-0; ^ 
B„-0;„ 
B|,,-0|>i 
B,.-O,„ 
B,<-0:: 
Bi5-0:,5 
B | 5 - 0 , K 
B i r O i s 
B | , - 0 . . 
B,:--0,; 
B H - 0 , 7 
B,4-0:o 
B,4-0:, 
B,4-035 
Na,rO, 
NairO, 
Nai,-0, 
Na.,,,-02: 
Na36-0|., 
Na3(,-0is 
Na34-On 
Na34-0:i 
Na,4-0:„ 
Na.w-Oii 
Na-,4-0;,, 
Calculated 
HF/ 
STO-3G* 
1.473 
1.476 
1.482 
1.435 
1.374 
1.355 
1.379 
1.379 
1.375 
1.354 
1.322 
1.396 
1.373 
1.396 
1.341 
1.365 
1.401 
1.350 
1.356 
1.531 
1.466 
1.396 
1.502 
1.370 
1.369 
1.367 
1.516 
1.481 
1.464 
1.406 
2.130 
1.984 
2.175 
1.998 
2.072 
2.059 
2.063 
2,073 
2.124 
2.121 
2.092 
B3LYP/ 
ST0-3G* 
1.506 
1.509 
1.521 
1.454 
1.403 
1.377 
1.406 
1.406 
1.403 
1.376 
1.347 
1.426 
1.398 
1.427 
1.360 
1.393 
1.434 
1.374 
1.379 
1.593 
1.494 
1.405 
1.540 
1.406 
1.387 
1.396 
1.558 
1.518 
1.492 
1.423 
2.136 
1.998 
2.168 
2.003 
2.082 
2.066 
2.068 
2.075 
2.146 
2.119 
2.083 
Bond Angle 
n 
Os-Bio-Oii 
B10-O11-B9 
O n - B 9 - 0 7 
Di)-0-j-D4 
O7-B4-O8 
OS-B4-O1 
0 , - 3 4 - 0 3 
B4-03-B6 
03-B(,-02 
B0-O2-B5 
02-B5-OI 
B5.0I-B4 
0 2 , - 6 5 - 0 , 
029-B5-02 
02S-B6-0 , 
028-B6-02 
By-027-B|6 
O,7-B((i-O20 
0 | 1-B9-O27 
O20-OI6-O,,, 
B|6-0,9-B,5 
B,4-035-B,5 
0 | 7 - B , 3 - 0 , s 
B,3-0,8-B,5 
0,s-B,5-0|<) 
B|5-0 |9-B,( , 
B)6-O20-B(4 
Calculated 
HF/ 
STO-3G* 
123.3 
119.7 
116.1 
122.5 
114.8 
114.4 
102.8 
113.7 
119,4 
118.0 
119.5 
113.8 
119.0 
120.5 
119.8 
120.6 
118.8 
117.3 
121.3 
121.2 
115.3 
107.7 
120.6 
115.2 
99.6 
115.3 
117.2 
B3LYP/ 
STO-3G* 
124.8 
119.0 
116.5 
121.3 
116,2 
114.9 
103.3 
113.2 
120.8 
116.2 
120.9 
113.2 
118.3 
120.5 
118.3 
120.6 
117.5 
117.0 
121.7 
122.2 
113.6 
106.9 
121.5 
114.1 
98.0 
113.6 
116.4 
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5.4.3.2 FTIR spectrum of Na20.3B203 glass composition 
The hamionic vibrational frequencies obtained using the optimized geometry of the 
model cluster Na20.3B203 glass composition at HF/ST0-3G* and B3LYP/STO-3G* are 
listed in Table 5.3. The FTIR spectrum of Na20.3B203glass composition is shown m Figure 
5.5. The calculated IR spectrum is compared with the experimental FTIR spectrum and found 
to be in good agreement. Each vibrational bands of FTIR is also assigned with the help of 
visual inspection and FED calculations using VEDA4 software [34]. HF calculations 
overestimate the experimental vibrational frequencies because of the deficiencies in the 
theory and the neglect of anharmonicity [35]. The unsealed calculated harmonic HF and DFT 
frequencies are therefore scaled by the overall scaling factors 0.817 and 0.892 respectively 
[36]. Figure 5.6 is showing a good correlation between experimental and theoretical 
wavemimbers. In the present work, it is found that DFT calculations are more reliable than 
HF calculations. 
In the present work, a complex structure has been composed of the penta-borate and 
diborate units to represent satisfactorily the local coordination environment of Na ions in 
borate glass. Tiie model used for theoretical calculation correspond composition of 
Na20.3B;03. The sample used for FTIR investigations has the same composition. Therefore 
the main structural groups of Na20.3B203 glass are penta-borate and diborate units. The 
penta-borate contains boroxol ring. In the experimental and theoretical infrared spectmm of 
Na20.3B203. the vibrations associated to these units are expected. 
In the present FTIR spectrum of Na20.3B203glass composition, a broad band at 3370 
cm' is found which is due to hydroxyl group. FED value shows 100% contribution of OH 
group vibration at this wavenumber. Two strong peaks are observed at 1448 cm"' and 1339 
cm' in the FTIR spectrum. The contribution of the 0-B stretching vibrations, calculated by 
FED is found to be 60 and 71 % in pentaborate and diborate units respectively. A very strong 
band has appeared at 968 cm'' which is due to the H-O-B bending vibrations in BO4 unit with 
47% FED value. At 710 cm'', 32% contribution of 0-B stretching is calculated in diboaile 
unit. The shoulder at 710 cm' is found in diborate unit which has a FED value of 32%. Two 
weak peaks 567 cm' and 461cm'' are O-O-B out of plane and O-B-0 in plane are assigned to 
bending vibrations which ha\e a FED value of 63% and 15% respectively. The small 
contribution of 0:-B(,-03 and O-B stretchinu is however also found at 461 cm"'. Results of 
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spectral analysis of Na^O.SBiOj glass show that penta-borate, diborate and boroxol ring exist 
ill the system. 
Na^0.3B^0^ 
—1 1 , 1 , 1 , 1 , 1 , 1 , ,— 
4000 3500 3000 2500 2000 1500 1000 500 
\\ a\viuiinl>t'r(vtu 
Figure 5.5 FTIR spectrum of Na20.3B203 glass composition model. 
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Table 53 Vibrational wavenumbers obtained for Na20.3B203 glass model. 
Sr. 
No. 
1 
2 
3 
4 
4 
5 
6 
Iv-sb 
Exf)erimental 
frequency 
(cm-') 
FTIR 
3370 
1448 
1339 
968 
710 
567 
461 
retching; B-bent 
Calculatec 
DFT/STO-
3G* 
Unsealed 
3775 
1620 
1517 
1090 
812 
647 
523 
ins; Y-out c 
Scaled 
3367 
1445 
1353 
972 
724 
577 
466 
»f plane r 
frequency 
HF/ST0-3G* 
Unsealed 
4299 
1767 
1647 
1233 
925 
736 
566 
notion; the 
Scaled 
3512 
1443 
1345 
1007 
755 
601 
462 
entities i 
Vibrational Assignment 
and PED values (%) 
vO-H(lOO) 
V O-B (60) in pentaborate unit 
V O-B (71) in diborate unit 
3 H-0-B(47) in BO4 units 
V O-B (32) in diborate unit 
Y 0-0-B(63) in boroxol ring 
P 0,-84-03(15)+P02-B6-03(-
10)+ V 0-B(7) boroxol ring 
n the small brackets represent 
the percentage of vibration] 
I 
DFT/ST0-3G* (unsealed) 
DFT/ST0-3G* (scaled) 
HF/ST0-3G* (unsealed) 
HF/ST0-3G* (scaled) 
— 1 — I — f — , — I — , — , — , — , — 
SOO 1000 1S0O 2000 2SeO 
WaxcmimhcKcin't 
— I • 1 — 
3000 3S00 
Figure 5.6 Correlation graph between the experimental and calculated vibrational modes 
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5.5 Conclusions 
Binary sodium borate glasses have been studied by FTIR spectroscopic technique. 
The XRX) patterns have confirmed the vitreous state of the glass samples. The addition of 
increasing amounts of NaiO to B2O3 results in significant structural changes which illustrate 
the progressive structural variation of the borate network. The infrared data revealed the 
presence of boron atoms in both three and four coordination states. Over the entire 
compositional range the number of three coordinated boron atoms is larger than that of three 
coordinated boron atoms. The geometry of Na^O.SBiOs was optimized and using this IR 
spectrum has been calculated at both HF and DFT levels. The FTIR analysis of sodium borate 
glass also confimis the presence of ortho-, meta- and pyro-borate units in the structure. The 
theoretical results are found to be in good agreement with the experimental results. The 
discrepancies between the experimental and calculated values arise due to the intermolecular 
interactions. Also we note that the experimental results belong to solid phase and theoretical 
calculations belong to gaseous phase. 
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