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MC ELEMENTS IN PRONILPOTENT DG LIE ALGEBRAS
AMNON YEKUTIELI
Abstract. Consider a pronilpotent DG (differential graded) Lie algebra over a
field of characteristic 0. In the first part of the paper we introduce the reduced
Deligne groupoid associated to this DG Lie algebra. We prove that a DG Lie quasi-
isomorphism between two such algebras induces an equivalence between the
corresponding reduced Deligne groupoids. This extends the famous result of
Goldman-Millson (attributed to Deligne) to the unbounded pronilpotent case.
In the second part of the paper we consider the Deligne 2-groupoid. We show
it exists under more relaxed assumptions than known before (the DG Lie algebra
is either nilpotent or of quasi quantum type). We prove that a DG Lie quasi-
isomorphism between such DG Lie algebras induces a weak equivalence between
the corresponding Deligne 2-groupoids.
In the third part of the paper we prove that an L-infinity quasi-isomorphism
between pronilpotent DG Lie algebras induces a bijection between the sets of
gauge equivalence classes of Maurer-Cartan elements. This extends a result of
Kontsevich and others to the pronilpotent case.
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0. Introduction
Let K be a field of characteristic 0. By parameter algebra over K we mean a
complete local noetherian commutative K-algebra R, with maximal ideal m, such
that R/m = K. The important example is R = K[[h¯]], the ring of formal power
series in the variable h¯.
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2 AMNON YEKUTIELI
Let (R,m) be a parameter algebra, and let g =
⊕
i∈Z gi be a DG (differential
graded) Lie algebra over K. There is an induced pronilpotent DG Lie algebra
m ⊗̂ g =⊕
i∈Z
m ⊗̂ gi.
A solution ω ∈ m ⊗̂ g1 of the Maurer-Cartan equation
d(ω) + 12 [ω,ω] = 0
is called an MC element. The set of MC elements is denoted by MC(g, R). There
is an action of the gauge group exp(m ⊗̂ g0) on the set MC(g, R), and we write
(0.1) MC(g, R) := MC(g, R)/ exp(m ⊗̂ g0),
the quotient set by this action.
The Deligne groupoid Del(g, R), introduced in [GM], is the transformation
groupoid associated to the action of the group exp(m ⊗̂ g0) on the set MC(g, R).
So the set pi0(Del(g, R)) of isomorphism classes of objects of this groupoid equals
MC(g, R). In [GM, Theorem 2.4] it was proved that if R is artinian, g and h are DG
Lie algebras concentrated in the degree range [0,∞) (we refer to this as the “non-
negative nilpotent case”), and φ : g → h is a DG Lie algebra quasi-isomorphism,
then the induced morphism of groupoids
Del(φ, R) : Del(g, R)→ Del(h, R)
is an equivalence.
We introduce the reduced Deligne groupoid Delr(g, R), which is a certain quo-
tient of the Deligne groupoid Del(g, R); see Section 2 for details. If the Deligne
2-groupoid Del2(g, R) is defined (see below), then
(0.2) Delr(g, R) = pi1(Del2(g, R)).
However the groupoid Delr(g, R) always exists. This new groupoid also has the
property that
pi0(Delr(g, R)) = MC(g, R).
Here is the first main result of our paper. It is a generalization to the un-
bounded pronilpotent case (i.e. the DG Lie algebras g and h can be unbounded,
and the parameter algebra R doesn’t have to be artinian) of [GM, Theorem 2.4].
Our proof is similar to that of [GM, Theorem 2.4]: we also use obstruction classes.
Theorem 0.3. Let R be a parameter algebra over K, and let φ : g → h be a DG Lie
algebra quasi-isomorphism over K. Then the morphism of groupoids
Delr(φ, R) : Delr(g, R)→ Delr(h, R)
is an equivalence.
This is Theorem 4.2 in the body of the paper.
A DG Lie algebra g =
⊕
i∈Z gi is said to be of quantum type if gi = 0 for all
i < −1. A DG Lie algebra g˜ is said to be of quasi quantum type if there exists
a DG Lie quasi-isomorphism g˜ → g, for some quantum type DG Lie algebra g.
Important examples of such DG Lie algebras are given in Example 6.2. In Section
6 we prove that if R is artinian, or if g is of quasi quantum type, then the Deligne
2-groupoid Del2(g, R) exists. The original construction (see [Ge]) applied only to
the case when R is artinian and g is of quantum type.
Here is the second main result of this paper (repeated as Theorem 6.13):
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Theorem 0.4. Let R be a parameter algebra, let g and h be DG Lie algebras, and let
φ : g→ h be a DG Lie algebra quasi-isomorphism. Assume either of these two conditions
holds:
(i) R is artinian.
(ii) g and h are of quasi quantum type.
Then the morphism of 2-groupoids
Del2(φ, R) : Del2(g, R)→ Del2(h, R)
is a weak equivalence.
The proof of Theorem 0.4 relies on Theorem 0.3, via formula (0.2). Theorem
0.4 plays a crucial role in our new proof of twisted deformation quantization, in the
revised version of [Ye4].
An L∞ morphism Φ : g→ h is a sequence Φ = {φj}j≥1 of K-linear functions
φj :
∧jg→ h
that generalizes the notion of DG Lie algebra homomorphism φ : g→ h. Thus φ1 :
g→ h is a DG Lie algebra homomorphism, up to a homotopy given by φ2; and so
on. See Section 7 for details. The morphism Φ is called an L∞ quasi-isomorphism
if φ1 : g → h is a quasi-isomorphism. The concept of L∞ morphism gained
prominence after the Kontsevich Formality Theorem from 1997 (see [Ko2]).
An L∞ morphism Φ : g→ h induces an R-multilinear L∞ morphism
ΦR = {φR,j}j≥1 : m ⊗̂ g→ m ⊗̂ h.
Given an element ω ∈ m ⊗̂ g1 we write
(0.5) MC(Φ, R)(ω) := ∑
j≥1
1
j!φR,j(ω, . . . ,ω︸ ︷︷ ︸
j
) ∈ m ⊗̂ h1.
This sum converges in the m-adic topology of m ⊗̂ h1. It is known that the function
MC(Φ, R) sends MC elements to MC elements, and it respects gauge equivalence
(see Propositions 8.2 and 8.7). So there is an induced function MC(Φ, R) from
MC(g, R) to MC(h, R).
Here is the third main result of our paper.
Theorem 0.6. Let g and h be DG Lie algebras, let R be a parameter algebra, and let
Φ : g→ h be an L∞ quasi-isomorphism, all over the field K. Then the function
MC(Φ, R) : MC(g, R)→ MC(h, R)
is bijective.
This is Theorem 8.13 in the body of the paper. We emphasize that this result is
in the unbounded pronilpotent case. The proof of Theorem 0.6 goes like this: we
use the bar-cobar construction to reduce to the case of a DG Lie algebra quasi-
isomorphism Φ˜ : g˜→ h˜; and then we use Theorem 0.3.
Theorem 0.6 was known in the nilpotent case; see [Ko2, Theorem 4.6], and
[CKTB, Theorem 3.6.2]. The proof sketched in [Ko2, Section 4.5] relies on the
structure of L∞ algebras. The proof in [CKTB, Section 3.7] relies on the work of
Hinich on the Quillen model structure of coalgebras. It is not clear whether these
methods work also in the pronilpotent case.
In this paper we only consider pronilpotent DG Lie algebras of the form m ⊗̂ g.
Presumably Theorems 0.3, 0.4 and 0.6 can be extended to a more general setup –
see Remark 4.4.
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1. Some Facts about DG Lie Algebras
Let K be a field of characteristic 0. Given K-modules V, W we write V ⊗W
and Hom(V, W) instead of V ⊗K W and HomK(V, W), respectively.
Definition 1.1. By parameter algebra over K we mean a complete noetherian local
commutative K-algebra R, with maximal ideal m, such that R/m = K. We call m
a parameter ideal.
The most important example is of course R = K[[h¯]], where h¯ is a variable,
called the deformation parameter.
Note that R = K⊕m, so the ring R can be recovered from the nonunital algebra
m. For any j ∈ N let Rj := R/mj+1 and mj := m/mj+1. So R0 = K, each Rj is an
artinian local ring with maximal ideal mj, R ∼= lim←j Rj, and m ∼= lim←j mj.
Let us fix a parameter algebra (R,m). Given an R-module M, its m-adic comple-
tion is
M̂ := lim
←j
(Rj ⊗R M).
The module M is called m-adically complete if the canonical homomorphism M→
M̂ is bijective. (Some texts would say that M is complete and separated.) Since
R is noetherian, the m-adic completion M̂ of any R-module M is m-adically com-
plete; see [Ye5, Corollary 3.5].
Given an R-module M and a K-module V let us write
(1.2) M ⊗̂V := lim
←j
(Rj ⊗R (M⊗V)),
namely M ⊗̂V is the m-adic completion of the R-module M⊗V. If W is another
K-module, then there is a unique R-module isomorphism
M ⊗̂ (V ⊗W) ∼= (M ⊗̂V) ⊗̂W
that commutes with the canonical homomorphisms from M⊗ V ⊗W; hence we
shall simply denote this complete R-module by M ⊗̂V ⊗̂W.
Let g =
⊕
i∈Z gi be a DG Lie algebra overK. (There is no finiteness assumption
on g.) For any i let m ⊗̂ gi be the complete tensor product as in (1.2). We get a
pronilpotent R-linear DG Lie algebra
(1.3) m ⊗̂ g :=⊕
i∈Z
m ⊗̂ gi,
with differential d and graded Lie bracket [−,−] induced from g.
Recall that the Maurer-Cartan equation in m ⊗̂ g is
(1.4) d(ω) + 12 [ω,ω] = 0
for ω ∈ m ⊗̂ g1. A solution of this equation is called an MC element of m ⊗̂ g. The
set of MC elements is denoted by MC(m ⊗̂ g). In degree 0 we have a pronilpo-
tent Lie algebra m ⊗̂ g0, so there is an associated pronilpotent group exp(m ⊗̂ g0),
called the gauge group, and a bijective function
exp : m ⊗̂ g0 → exp(m ⊗̂ g0)
called the exponential map.
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An element γ ∈ m ⊗̂ g0 acts on m ⊗̂ g by the derivation
(1.5) ad(γ)(α) := [γ, α].
We view ad(γ) as an element of R ⊗̂ End(g)0. Let g := exp(γ) ∈ exp(m ⊗̂ g0),
and define
(1.6) Ad(g) := exp(ad(γ)) = ∑
i≥0
1
i! ad(γ)
i ∈ R ⊗̂ End(g)0
(this series converges in the m-adic topology). The element Ad(g) is an R-linear
automorphism of the graded Lie algebra m ⊗̂ g. There is an induced group auto-
morphism Ad(g) of the group exp(m ⊗̂ g0), and this automorphism satisfies the
equation
(1.7) Ad(g)(h) = g ◦ h ◦ g−1
for all h ∈ exp(m ⊗̂ g0).
There is another action of γ ∈ m ⊗̂ g0 on ω ∈ m ⊗̂ g1:
(1.8) af(γ)(ω) := [γ,ω]− d(γ) = ad(γ)(ω)− d(γ).
This is an affine action, namely
af(γ) ∈ R ⊗̂ (End(g1)n g1).
Consider the elements g := exp(γ) ∈ exp(m ⊗̂ g0) and
(1.9) Af(g) := exp(af(γ)) = ∑
i≥0
1
i! af(γ)
i ∈ R ⊗̂ (End(g1)n g1).
(The series above converges in the m-adic topology.) We get an affine action Af of
the group exp(m ⊗̂ g0) on the R-module m ⊗̂ g1. For ω ∈ m ⊗̂ g1 this becomes
Af(g)(ω) = exp(ad(γ))(ω) +
1− exp(ad(γ))
ad(γ)
(d(γ)).
The arguments in [GM, Section 1.3] (which refer to the case when gi are all finite
dimensional over K, gi = 0 for i < 0, and R is artinian) are valid also in our
infinite case (cf. [Ge, Section 2.2]), and they show that Af(g) preserves the set
MC(m ⊗̂ g). (This can be proved also using the method of Lemma 1.14.) We write
(1.10) MC(m ⊗̂ g) := MC(m ⊗̂ g)
exp(m ⊗̂ g0) ,
the quotient set by this action. Given a homomorphism of DG Lie algebras φ :
g→ h, and homomorphism of parameter algebras f : (R,m)→ (S, n), there is an
induced function
(1.11) MC(φ⊗ f ) : MC(m ⊗̂ g)→ MC(n ⊗̂ h).
We shall need the following sort of algebraic differential calculus (which is
used a lot implicitly in deformation theory). Let K[t] be the polynomial algebra
in a variable t, and let M be a K-module. A polynomial f (t) ∈ K[t]⊗M defines
a function f : K → M, namely for any λ ∈ K the element f (λ) ∈ M is gotten
by substitution t 7→ λ. We refer to f : K → M as a polynomial function, or as a
polynomial path in M.
Let K[e] := K[t]/(t2), where e is the class of t. Given f (t) ∈ K[t] ⊗ M and
λ ∈ K we denote by f (λ+ e) ∈ K[e]⊗M the result of the substitution t 7→ λ+ e.
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Lemma 1.12. Let f (t) ∈ K[t]⊗M. If
f (λ+ e) = f (λ)
in K[e]⊗M for all λ ∈ K, then f (λ) = f (0) for all λ ∈ K.
Proof. This is an elementary calculation; note that K has characteristic 0. 
Given an element ω ∈ MC(m ⊗̂ g), consider the R-linear operator (of degree 1)
(1.13) dω := d+ ad(ω)
on m ⊗̂ g.
Lemma 1.14. Let ω,ω′ ∈ MC(m ⊗̂ g), and let g ∈ exp(m⊗ g0) be such that ω′ =
Af(g)(ω). Then for any i ∈ Z the diagram of R-modules
m ⊗̂ gi Ad(g) //
dω

m ⊗̂ gi
dω′

m ⊗̂ gi+1 Ad(g) // m ⊗̂ gi+1
is commutative.
Proof. Since m ⊗̂ gi and m ⊗̂ gi+1 are m-adically complete R-modules, it suffices to
verify this after replacing R with Rj. Therefore we can assume that R is artinian.
Consider the DG Lie algebra K[t] ⊗ m ⊗ g. Let γ := log(g) ∈ m ⊗ g0, and
define
g(t) := exp(tγ) ∈ exp(K[t]⊗m⊗ g0) ⊂ K[t]⊗ R⊗ End(g0).
So g(0) = 1 and g(1) = g. Next let
ω(t) := Af(g(t))(ω) ∈ K[t]⊗m⊗ g1,
which is an MC element ofK[t]⊗m⊗ g, and it satisfies ω(0) = ω and ω(1) = ω′.
Consider the polynomial
f (t) := Ad(g(1− t)) ◦ dω(t) ◦Ad(g(t)) ∈ K[t]⊗ R⊗Hom(gi, gi+1).
It satisfies
f (0) = Ad(g) ◦ dω
and
f (1) = dω′ ◦Ad(g).
We will prove that f is constant. See diagram below depicting f (λ), λ ∈ K.
m⊗ gi Ad(g(λ)) //

m⊗ gi
dω(λ)

// m⊗ gi

m⊗ gi+1 // m⊗ gi+1 Ad(g(1−λ)) // m⊗ gi+1
Take any λ ∈ K. Then
f (λ+ e)− f (λ) =
Ad(g(1− e− λ)) ◦ (dω(λ+e) ◦Ad(g(e))−Ad(g(e)) ◦ dω(λ)) ◦Ad(g(λ))
in K[e]⊗ R⊗Hom(gi, gi+1). A calculation shows that
Ad(g(e)) = 1+ e · ad(γ) ∈ K[e]⊗ R⊗ End(g)
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and
ω(λ+ e) = ω(λ) + e · [γ,ω(λ)]− e · d(γ) ∈ K[e]⊗m⊗ g1.
Hence for any α ∈ R⊗ g−1 we have(
dω(λ+e) ◦Ad(g(e))
)
(α) =
d(α) + e · d([γ, α]) + [ω(λ+ e), α] + e[ω(λ+ e), [γ, α]]
and (
Ad(g(e)) ◦ dω(λ
)
(α) =
d(α) + [ω(λ), α] + e[γ, d(α)] + e[γ, [ω(λ), α]] .
After expanding terms and using the graded Jacobi identity we see that(
dω(λ+e) ◦Ad(g(e))
)
(α) =
(
Ad(g(e)) ◦ dω(λ
)
(α)
in K[e]⊗ R⊗ g0. Therefore f (λ+ e) = f (λ). By Lemma 1.12 we conclude that f
is constant. 
Proposition 1.15. (1) Let ω ∈ MC(m ⊗̂ g). Then dω is a degree 1 derivation of
the graded Lie algebra m ⊗̂ g, and dω ◦dω = 0. We obtain a new DG Lie algebra
(m ⊗̂ g)ω, with the same Lie bracket [−,−], and a new differential dω.
(2) Let g ∈ exp(m ⊗̂ g0), and let ω′ := Af(g)(ω) ∈ MC(m ⊗̂ g). Then
Ad(g) : (m ⊗̂ g)ω → (m ⊗̂ g)ω′
is an isomorphism of DG Lie algebras.
Proof. (1) This is well known (and very easy to check).
(2) Let γ := log(g) ∈ m ⊗̂ g0. Since ad(γ) is a derivation of the graded Lie
algebra m ⊗̂ g, it follows that Ad(g) = exp(ad(γ)) is an automorphism of m ⊗̂ g.
By Lemma 1.14 this automorphism exchanges dω and dω′ . 
2. The Reduced Deligne Groupoid
As before, K is a field of characteristic 0, (R,m) is a parameter algebra over K,
and g =
⊕
i∈Z gi is a DG Lie algebra over K.
Let us write
(2.1) MC(g, R) := MC(R ⊗̂ g)
and
(2.2) G(g, R) := exp(m ⊗̂ g0).
Given ω,ω′ ∈ MC(g, R), let
(2.3) G(g, R)(ω,ω′) := {g ∈ G(g, R) | Af(g)(ω) = ω′}.
As in [GM] we define the Deligne groupoid Del(g, R) to be the transformation
groupoid associated to the action of the gauge group G(g, R) on the set MC(g, R).
So the set of objects of Del(g, R) is MC(g, R), and the set of morphisms ω → ω′
in this groupoid is G(g, R)(ω,ω′). Identity morphisms and composition in the
groupoid are those of the group G(g, R).
Now suppose ω,ω′ ∈ MC(g, R) and g ∈ G(g, R)(ω,ω′). Since
Af(g ◦ h ◦ g−1) = Af(g) ◦Af(h) ◦Af(g)−1
for any h, and in view of (1.7), there is a group isomorphism
(2.4) Ad(g) : G(g, R)(ω,ω)→ G(g, R)(ω′,ω′).
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Given ω ∈ MC(g, R) there is the derivation dω of formula (1.13). Let us define
(2.5) arω := Im
(
dω : m ⊗̂ g−1 → m ⊗̂ g0
)
and
(2.6) (m ⊗̂ g0)(ω) := Ker(dω : m ⊗̂ g0 → m ⊗̂ g1).
These are R-submodules of m ⊗̂ g0.
Lemma 2.7. Let ω ∈ MC(g, R). Consider the bijection of sets
exp : m ⊗̂ g0 '−→ exp(m ⊗̂ g0) = G(g, R).
(1) The module (m ⊗̂ g0)(ω) is a Lie subalgebra of m ⊗̂ g0, and
exp
(
(m ⊗̂ g0)(ω)) = G(g, R)(ω,ω)
as subsets of G(g, R).
(2) The module arω is a Lie ideal of the Lie algebra (m ⊗̂ g0)(ω), and the subset
Nrω = N
r(g, R)ω := exp(arω)
is a normal subgroup of G(g, R)(ω,ω).
(3) Let g ∈ G(g, R) and ω′ := Af(g)(ω). Then
Ad(g)
(
Nrω
)
= Nrω′ .
Proof. (1) Since dω is a graded derivation of the graded Lie algebra m ⊗̂ g, its
kernel is a graded Lie subalgebra, and its image is a graded Lie ideal in the
kernel. In degree 0 we get a Lie subalgebra (m ⊗̂ g0)(ω), and a Lie ideal arω in it.
Because dω is a continuous homomorphism between complete R-modules, its
kernel (m ⊗̂ g0)(ω) is closed; so this is a closed Lie subalgebra of m ⊗̂ g0. This im-
plies that the subset exp
(
(m ⊗̂ g0)(ω)) is a closed subgroup of G(g, R). Moreover,
let γ ∈ m ⊗̂ g0 and g := exp(γ). In the proof of [Ge, Theorem 2.2] it is shown that
dω(γ) = 0 iff Af(g)(ω) = ω. This shows that
exp
(
(m ⊗̂ g0)(ω)) = G(g, R)(ω,ω).
(2) We already know that arω is a Lie ideal of (m ⊗̂ g0)(ω); but since this is not a
closed ideal in general, it is not immediate that the subset exp(arω) is a normal
subgroup of exp
(
(m ⊗̂ g0)(ω)).
Consider the CBH series
F(x1, x2) = ∑
j≥1
Fj(x1, x2),
where Fj(x1, x2) are homogeneous elements of degree i in the free Lie algebra in
the variables x1, x2 over Q. It is known (cf. [Bo]) that
(2.8) exp(γ1) · exp(γ2) = exp(F(γ1,γ2))
for γ1,γ2 ∈ m ⊗̂ g0.
Let us define a bracket [−,−]ω on m ⊗̂ g−1 as follows:
[α1, α2]ω := [dω(α1), α2].
In general this is not a Lie bracket (the Jacobi identity may fail). However, since
dω is a square zero derivation of the graded Lie algebra m ⊗̂ g, we have
dω([α1, α2]ω) = [dω(α1), dω(α2)].
For any j ≥ 1 and α1, α2 ∈ m ⊗̂ g−1 consider the element Fj,ω(α1, α2) ∈ m ⊗̂ g−1
gotten by evaluating the Lie polynomial Fj(x1, x2) at xi 7→ αi, using the bracket
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[−,−]ω. Now take any γ1,γ2 ∈ arω, and choose α1, α2 ∈ m ⊗̂ g−1 such that γi =
dω(αi). Then
dω(Fj,ω(α1, α2)) = Fj(γ1,γ2) ∈ m ⊗̂ g0.
Let
α :=∑j≥1 Fj,ω(α1, α2) ∈ m ⊗̂ g−1
and γ := dω(α) ∈ arω. By continuity we get F(γ1,γ2) = γ. From this and formula
(2.8) we see that Nrω = exp(arω) is a subgroup of G(g, R) = exp(m ⊗̂ g0).
Similarly, Lemma 1.14(2) implies that the subset exp(arω) is invariant under
the operations Ad(g), g ∈ G(g, R)(ω,ω). Therefore Nrω is a normal subgroup of
G(g, R)(ω,ω).
(3) According to Lemma 1.14(2) we know that Ad(g)(arω) = arω′ . 
Note that the set G(g, R)(ω,ω′) has a left action by the group Nrω′ , and a right
action by the group Nrω. Define
(2.9) Gr(g, R)(ω,ω′) := G(g, R)(ω,ω′)/Nrω ,
the quotient set. So there is a surjective function
(2.10) η1 : G(g, R)(ω,ω′)→ Gr(g, R)(ω,ω′).
By Lemma 2.7(3), the multiplication map of G(g, R) induces maps
(2.11) Gr(g, R)(ω,ω′)×Gr(g, R)(ω′,ω′′)→ Gr(g, R)(ω,ω′′)
for any ω,ω′,ω′′ ∈ MC(g, R). If ω′ = ω then Gr(g, R)(ω,ω) is a group.
Definition 2.12. The reduced Deligne groupoid associated to g and (R,m) is the
groupoid Delr(g, R) defined as follows. The set of objects of this groupoid is
MC(g, R). For any ω,ω′ ∈ MC(g, R), the set of morphisms ω → ω′ is the set
Gr(g, R)(ω,ω′) from formula (2.9). The composition in Delr(g, R) is given by for-
mula (2.11), and the identity morphisms are those of the groups Gr(g, R)(ω,ω).
There is a morphism of groupoids (i.e. a functor)
(2.13) η = (η0, η1) : Del(φ, R)→ Delr(φ, R),
where η0 is the identity on the set of objects MC(g, R), and η1 is the surjective
function in formula (2.10). Hence
(2.14) pi0
(
Delr(g, R)
)
= pi0
(
Del(g, R)
)
= MC(m ⊗̂ g),
where pi0(−) denotes the set of isomorphism classes of objects of a groupoid.
Given a homomorphism f : (R,m) → (S, n) of parameter algebras, and a
homomorphism φ : g→ h of DG Lie algebras, there is an induced DG Lie algebra
homomorphism
f ⊗ φ : m ⊗̂ g→ n ⊗̂ h.
Hence there are induced morphisms of groupoids Del(φ, f ) and Delr(φ, f ) such
that the diagram
Del(g, R)
Del(φ, f )
//
η

Del(h, S)
η

Delr(g, R)
Delr(φ, f )
// Delr(h, S)
is commutative. And there is an induced function
pi0
(
Delr(φ, f )
)
: pi0
(
Delr(g, R)
)→ pi0(Delr(h, S)).
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Under the equality of sets (2.14), and the corresponding one for h and S, we have
equality of functions
(2.15) pi0
(
Delr(φ, f )
)
= pi0
(
Del(φ, f )
)
= MC( f ⊗ φ).
Proposition 2.16. Let ω ∈ MC(g, R). The bijection
exp : m ⊗̂ g0 → G(g, R)
induces a bijection (of sets)
exp : H0((m ⊗̂ g)ω)→ Gr(g, R)(ω,ω).
This bijection is functorial w.r.t. homomorphisms (R,m)→ (R, n) of parameter algebras
and homomorphisms g→ h of DG Lie algebras.
Proof. This is an immediate consequence of Lemma 2.7(1,2) and formula (2.9). 
Remark 2.17. After writing an earlier version of this paper, we were told by
M. Manetti that M. Kontsevich had mentioned the idea of a reduced Deligne
groupoid already in 1994. See [Ko1, page 19] and [Mt].
3. DG Lie Quasi-isomorphisms – Nilpotent Algebras
In this section we prove several lemmas that will be used in Section 4. We
assume that (R,m) is an artinian parameter algebra, but m 6= 0. Also we have a
DG Lie algebra quasi-isomorphism φ : g→ h.
Let
l(R) := min {l ∈N | ml+1 = 0},
and define n := ml(R). Thus n is an ideal in R satisfying mn = 0. Let R¯ := R/n and
m¯ := m/n. So (R¯, m¯) is a parameter algebra, and there is a canonical surjection
p : R→ R¯.
Our assumption that m 6= 0 implies that l(R) ≥ 1, and that l(R¯) < l(R).
The homomorphism p : R→ R¯ induces a surjective homomorphism of DG Lie
algebras
p : m⊗ g→ m¯⊗ g,
and likewise for h. Thus we get a commutative diagram of morphisms of
groupoids
Delr(g, R)
φ
//
p

Delr(h, R)
p

Delr(g, R¯)
φ
// Delr(h, R¯) ,
where, for the sake of brevity, we write p instead of Delr(g, p), etc.
Given elements ω,ω′ ∈ MC(g, R), let ω¯ := p(ω) and ω¯′ := p(ω′) in MC(g, R¯).
For any element g¯ ∈ G(g, R¯)(ω¯, ω¯′) we define
(3.1) G(g, R)(ω,ω′)/g¯ := {g ∈ G(g, R)(ω,ω′) | p(g) = g¯}.
Next, given an element ω¯ ∈ MC(g, R¯), let us denote by Del(g, R)/ω¯ the fiber
over ω¯ of the morphism of groupoids
p : Del(g, R)→ Del(g, R¯).
Thus the set of objects of Del(g, R)/ω¯ is the set
(3.2) MC(g, R)/ω¯ := {ω ∈ MC(g, R) | p(ω) = ω¯}.
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The set of morphisms ω → ω′ in Del(g, R)/ω¯ is
(3.3) G(g, R)(ω,ω′)/1 := {g ∈ G(g, R)(ω,ω′) | p(g) = 1}.
We shall need some of this construction also for the groupoid Delr(g, R). Given
elements ω,ω′ ∈ MC(g; R), let ω¯ := p(ω) and ω¯′ := p(ω′) in MC(g, R¯). Suppose
g¯ ∈ Gr(g, R¯)(ω¯, ω¯′). We define the subset
(3.4) Gr(g, R)(ω,ω′)/g¯ := {g ∈ Gr(g, R)(ω,ω′) | p(g) = g¯}.
We now recall the obstruction functions o2 and o1 introduced in [GM, Section
2.6]. Let us denote by Zi(g) the K-module of i-cocycles in g. For α ∈ m⊗ Zi(g)
we shall denote its cohomology class by [α] ∈ m⊗Hi(g) ∼= Hi(m⊗ g).
Let
cur : m⊗ g1 → m⊗ g2
be the function
(3.5) cur(ω) := d(ω) + 12 [ω,ω].
(“cur” stands for “curvature”.) Thus ω is an MC element iff cur(ω) = 0. Given
ω¯ ∈ MC(g, R¯), choose any lift to an element ω ∈ m⊗ g1. Then cur(ω) ∈ n⊗
Z2(g), and we define
(3.6) o2(ω¯) := [cur(ω)] ∈ n⊗H2(g).
It is shown in [GM] that o2(ω¯) is independent of the choice, and the resulting
obstruction function
o2 : MC(g, R¯)→ n⊗H2(g)
has the property that an element ω¯ ∈ MC(g, R¯) lifts to an element of MC(g, R) iff
o2(ω¯) = 0.
Consider an element ω¯ ∈ MC(g, R¯). The set MC(g, R)/ω¯, if it is nonempty, has
a simply transitive action by the additive group n⊗Z1(g), namely ω 7→ ω+ β for
β ∈ n⊗ Z1(g). Given ω,ω′ ∈ MC(g, R)/ω¯, define
(3.7) o1(ω,ω′) := [ω−ω′] ∈ n⊗H1(g).
The obstruction function
o1 : MC(g, R)/ω¯ × MC(g, R)/ω¯ → n⊗H1(g)
has the property that the set G(g, R)(ω,ω′)/1 is nonempty iff o1(ω,ω′) = 0.
The obstruction functions o2 and o1 are functorial in g (in the obvious sense).
Remark 3.8. It is possible to define the obstruction o0 here too, but we will not
use it. Consider the exact sequence of complexes
0→ n⊗ g→ (m⊗ g)ω p−→ (m¯⊗ g)ω¯ → 0.
From the cohomology exact sequence we get a homomorphism
H−1((m¯⊗ g)ω¯)→ n⊗H0(g).
For g, g′ ∈ Gr(g, R)(ω,ω′)/g¯, the obstruction class o0(g, g′) lives in the cokernel
of this homomorphism.
Lemma 3.9. Let χ¯ ∈ MC(h, R¯), ω¯ ∈ MC(g, R¯), χ ∈ MC(h, R)/χ¯ and
h¯ ∈ G(h, R¯)(φ(ω¯), χ¯).
Then there exist
ω ∈ MC(g, R)/ω¯
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Figure 1. Illustration for the proof of Lemma 3.9. The diagram is commutative.
and
h ∈ G(h, R)(φ(ω),χ)/h¯.
Proof. The proof is very similar to the proof of “Surjective on isomorphism
classes” in [GM, Subsection 2.11]. It is illustrated in Figure 1.
Let
χ¯′ := Af(h¯)−1(χ¯) = φ(ω¯) ∈ MC(h, R¯).
Choose any h′ ∈ G(h, R) lying above h¯, and let
χ′ := Af(h′)−1(χ) ∈ MC(h, R)/χ¯′.
Since χ′ exists, the obstruction class o2(χ¯′) is zero. Now φ(ω¯) = χ¯′, so by functo-
riality of the obstruction classes we get
H2(φ)(o2(ω¯)) = o2(χ¯′) = 0.
The assumption is that H2(φ) is injective; hence o2(ω¯) = 0, and we can find
ω′′ ∈ MC(g, R) lying above ω¯.
Let χ′′ := φ(ω′′) ∈ MC(h, R)/χ¯′. Consider the pair of elements χ′′,χ′ ∈
MC(h, R)/χ¯′. There is an obstruction class
o1(χ′′,χ′) ∈ n⊗H1(h).
By assumption the homomorphism H1(φ) is surjective, so there is is a cohomol-
ogy class c ∈ n⊗H1(g) such that H1(φ)(c) = o1(χ′′,χ′). Let γ ∈ n⊗ Z1(g) be a
cocycle representing c, and define
ω := ω′′ − γ ∈ m⊗ g1.
Then ω ∈ MC(g, R)/ω¯ (it is an easy calculation done in [GM]). Let
χ′′′ := φ(ω) ∈ MC(h, R)/χ¯′.
Now o1(ω′′,ω′) = c, so
o1(χ′′′,χ′) = o1(χ′′,χ′)− o1(χ′′,χ′′′) = o1(χ′′,χ′)−H1(φ)(o1(ω′′,ω′)) = 0.
Therefore there exists h′′′ ∈ G(g, R)(χ′′′,χ′)/1. And we have
h := h′ · h′′′ ∈ G(g, R)(χ′′′,χ)/h¯.

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Lemma 3.10. Let ω ∈ MC(g, R) and χ := φ(ω) ∈ MC(h, R).
(1) The homomorphism of DG Lie algebras
φ : (m⊗ g)ω → (m⊗ h)χ
is a quasi-isomorphism.
(2) The group homomorphism
φ : Gr(g, R)(ω,ω)→ Gr(h, R)(χ,χ)
is an isomorphism.
Proof. (1) This is done by induction on l(R). If l(R) = 1 then m2 = 0, so dω = d
and dχ = d. Since φ : g→ h is a quasi-isomorphisms, and since m is flat over K,
the assertion is true.
Now assume that l(R) ≥ 2. Since mn = 0 it follows that dω |n⊗g = d|n⊗g; and
likewise for n⊗ h. Let ω¯ := p(ω) and χ¯ := p(χ). We get a commutative diagram
of complexes of R-modules
0 // n⊗ g //
φ

(m⊗ g)ω
p
//
φ

(m¯⊗ g)ω¯ //
φ

0
0 // n⊗ h // (m⊗ h)χ
p
// (m¯⊗ h)χ¯ // 0
with exact rows. By induction the right vertical arrow is a quasi-isomorphism;
and the left vertical arrow is a quasi-isomorphism by the same argument given in
the case l(R) = 1. Therefore the middle vertical arrow is a quasi-isomorphism.
(2) Combine item (1) above and Proposition 2.16. 
Lemma 3.11. Let ω,ω′ ∈ MC(g, R), and define ω¯ := p(ω), ω¯′ := p(ω′), χ := φ(ω),
χ′ := φ(ω′), χ¯ := φ(ω¯) and χ¯′ := φ(ω¯′). Let
g¯ ∈ Gr(g, R¯)(ω¯, ω¯′),
h¯ := φ(g¯) ∈ Gr(h, R¯)(χ¯, χ¯′),
and
h ∈ Gr(h, R)(χ,χ′)/h¯.
Then there exists a unique element
g ∈ Gr(g, R)(ω,ω′)/g¯
such that φ(g) = h.
Proof. The proof is very similar to the proof of “Full” in [GM, Subsection 2.11].
(Note however that there is a mistake in loc. cit. In our notation, what is done
there is referring to the obstruction class o1(ω,ω′), but this is not defined since
p(ω) 6= p(ω′) in general.) The proof is illustrated in Figure 2.
Choose an arbitrary lift g′′ ∈ G(g, R) of g¯, namely g¯ = p(η1(g′′)). Define
ω′′ := Af(g′′)(ω) ∈ MC(g, R),
h′′ := φ(g′′) ∈ G(h, R),
χ′′ := φ(ω′′) ∈ MC(h, R)
and
h′ := h · (h′′)−1 ∈ G(h, R)(χ′′,χ′)/1.
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Figure 2. Illustration for the proof of Lemma 3.11. Some of the
arrows, like g and h, belong to the groupoid Delr(−,−). Other
arrows, like g′′ and h′′, belong to the groupoid Del(−,−). The
function φ sends ω 7→ χ, ω¯ 7→ χ¯, g 7→ h, etc. The whole diagram
is commutative.
Since ω′′,ω′ ∈ MC(g, R)/ω¯′ the obstruction class o1(ω′′,ω′) is defined, and it
satisfies
H1(φ)(o1(ω′′,ω′)) = o1(χ′′,χ′) = 0
because h′ exists. By assumption the homomorphism H1(φ) is injective, and we
conclude that o1(ω′′,ω′) = 0. So there exists some g′ ∈ G(g, R)(ω′′,ω′)/1. Let
g′′′ := g′ · g′′ ∈ G(g, R)(ω,ω′).
Then p(η1(g′′′)) = g¯, and hence
η1(g′′′) ∈ Gr(g, R)(ω,ω′)/g¯.
By Lemma 3.10(2) we have a group isomorphism
φ : Gr(g, R)(ω,ω)/1→ Gr(h, R)(χ,χ)/1.
Since the set Gr(g, R)(ω,ω′)/g¯ is nonempty (it contains η1(g′′′)), it admits a sim-
ply transitive action by the group Gr(g, R)(ω,ω)/1. Therefore the function
φ : Gr(g, R)(ω,ω′)/g¯→ Gr(h, R)(χ,χ′)/h¯
is bijective. We see that there is a unique element g ∈ Gr(g, R)(ω,ω′)/g¯ such that
φ(g) = h. 
4. DG Lie Quasi-isomorphisms – Pronilpotent Algebras
In this section we extend [GM, Theorem 2.4] (attributed to Deligne) to the
case of complete noetherian local rings and unbounded DG Lie algebras. This is
Theorem 4.2.
Let (R,m) be a complete parameter algebra, and let φ : g → h be a DG Lie
algebra quasi-isomorphism. As in Section 1, for any j ∈Nwe write Rj := R/mj+1
and mj := m/mj+1. We denote by pj : R → Rj and pj,i : Rj → Ri the canonical
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projections (for j ≥ i). Let nj := mj/mj+1, which is an ideal in Rj satisfying
mjnj = 0 and
nj = Ker(pj,j−1 : Rj → Rj−1).
Thus Rj−1 ∼= Rj/nj.
Lemma 4.1. (1) Let ω ∈ MC(g, R) and χ := φ(ω) ∈ MC(h, R). Then the homo-
morphism of DG Lie algebras
φ : (m ⊗̂ g)ω → (m ⊗̂ h)χ
is a quasi-isomorphism.
(2) The canonical function
MC(g, R)→ lim
←j
MC(g, Rj)
is bijective.
(3) For any ω,ω′ ∈ MC(g, R) the canonical function
Gr(g, R)(ω,ω′)→ lim
←j
Gr(g, Rj)
(
pj(ω), pj(ω′)
)
is surjective.
Of course items (2-3) refer also to h.
Proof. (1) We forget the Lie brackets. Let M be the mapping cone of the homo-
morphism of complexes of R-modules
φ : (m ⊗̂ g)ω → (m ⊗̂ h)χ.
So
M = (m ⊗̂ g)ω [1]⊕ (m ⊗̂ h)χ,
with a suitable differential. For any j ≥ 0 let ωj := pj(ω) and χj := pj(χ). We
have an inverse system of homomorphisms of complexes
φj : (mj ⊗̂ g)ωj → (mj ⊗̂ h)χj ,
and we denote by Mj the mapping cone of φj. Then each pj : M → Mj is
surjective, and M ∼= lim←j Mj. According to Lemma 3.10(1) the complexes Mj
are acyclic. Therefore, using the Mittag-Leffler argument, the complex M is also
acyclic.
(2) This is because m ⊗̂ g1 is m-adically complete, and MC(g, R) is a closed subset
in it (w.r.t. the m-adic metric).
(3) Write ω′j := pj(ω
′). Suppose we are given a sequence {gj}j∈N of elements
gj ∈ Gr(g, Rj)(ωj,ω′j)
such that pj,j−1(gj) = gj−1. We are going to find a sequence {g˜j}j∈N of elements
g˜j ∈ G(g, Rj)(ωj,ω′j)
such that pj,j−1(g˜j) = g˜j−1 and η1(g˜j) = gj for all j. Since the group G(g, R) is
complete w.r.t. its m-adic filtration, the limit
g˜ := lim
←j
g˜j ∈ G(g, R)
exists; and by continuity g˜ ∈ G(g, R)(ω,ω′). Then the element
g := η1(g˜) ∈ Gr(g, R)(ω,ω′)
satisfies pj(g) = gj for all j.
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Here is the recursive construction of the sequence {g˜j}j∈N. For j = 0 we
take g˜0 := 1. Now assume that j ≥ 1 and we have a sequence (g˜0, . . . , g˜j−1) as
required. Choose any element g˜′j ∈ G(g, Rj)(ωj,ω′j) such that η1(g˜′j) = gj. Then
η1(pj,j−1(g˜′j)) = pj,j−1(η1(g˜
′
j)) = pj,j−1(gj) = gj−1 = η1(g˜j−1).
There is some a¯ ∈ Nr(g, Rj−1)ωj−1 such that a¯ · pj,j−1(g˜′j) = g˜j−1. Choose any
a ∈ Nr(g, Rj)ωj lifting a¯. Then g˜j := a · g˜′j will satisfy pj,j−1(g˜j) = g˜j−1 and
η1(g˜j) = gj. 
Here is the main result of this section. We denote the identity automorphism
of R by 1R.
Theorem 4.2. Let (R,m) be a parameter algebra over K, and let φ : g→ h be a DG Lie
algebra quasi-isomorphism over K. Then the function
MC(1R ⊗ φ) : MC(m ⊗̂ g)→ MC(m ⊗̂ h)
is bijective. Moreover, the morphism of groupoids
Delr(φ, R) : Delr(g, R)→ Delr(h, R)
is an equivalence.
Observe that there are no finiteness nor boundedness conditions on g and h.
Proof. We will prove these assertions:
(a) The function MC(1R ⊗ φ) is surjective.
(b) The function MC(1R ⊗ φ) is injective.
(c) For any ω ∈ MC(g, R) the group homomorphism
Gr(φ, R) : Gr(g, R)(ω,ω)→ Gr(h, R)(φ(ω), φ(ω))
is bijective.
Assertions (a-b) say that the function MC(1R ⊗ φ) is bijective. Then assertion
(c) implies that the function
φ : Gr(g, R)(ω,ω′)→ Gr(h, R)(φ(ω), φ(ω′))
is bijective for every ω,ω′ ∈ MC(g, R). Hence Delr(φ, R) is an equivalence.
Proof of (a). Here it is more convenient to work with the groupoids Del(−,−).
Suppose we are given χ ∈ MC(h, R). We will find elements ω ∈ MC(g, R) and
h ∈ G(h, R)(φ(ω),χ).
Define χj := pj(χ) ∈ MC(h, Rj). We are going to find a sequence {ωj}j∈N of
elements ωj ∈ MC(g, Rj), and a sequence {hj}j∈N of elements
hj ∈ G(h, Rj)(φ(ωj),χj),
such that pj,j−1(ωj) = ωj−1 and pj,j−1(hj) = hj−1 for all j. This is done by
induction on j. For j = 0 we take ω0 := 0 and h0 := 1 = exp(0). Now consider
j ≥ 1. Assume that we have found sequences (ω0, . . . ,ωj−1) and (h0, . . . , hj−1)
satisfying the required conditions. By Lemma 3.9, applied to the artinian local
ring Rj, and the elements χj,ωj−1 and hj−1, there exist elements ωj and hj as
required.
Now the R-module m ⊗̂ g1 is m-adically complete, and the set MC(g, R) is
closed inside m ⊗̂ g1 (with respect to the m-adic metric). Hence the limit ω :=
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lim←j ωj belongs to MC(g, R). The gauge group G(h, R) is complete, since it is
pronilpotent (with respect to its m-adic filtration). We get an element
h := lim
←j
hj ∈ G(h, R).
By continuity we see that Af(h)(φ(ω)) = χ.
Proof of (b). Here we prefer to work with the groupoids Delr(−,−). Take ω,ω′ ∈
MC(g, R), and define χ := φ(ω) and χ′ := φ(ω′). Suppose we are given h ∈
Gr(h, R)(χ,χ′); we will find g ∈ Gr(g, R)(ω,ω′). (We do not care whether φ(g) =
h or not.)
Define ωj := pj(ω), ω′j := pj(ω
′), χj := pj(χ), χ′j := pj(χ
′) and hj := pj(h).
We will find a sequence {gj}j∈N of elements gj ∈ Gr(g, Rj)(ωj,ω′j) such that
φ(gj) = hj and pj,j−1(gj) = gj−1. Then, by Lemma 4.1(3) there is an element
g ∈ Gr(g, R)(ω,ω′) such that pj(g) = gj for every j.
We construct the sequence {gj}j∈N by induction on j. For j = 0 we take g0 := 1.
Now let j ≥ 1, and suppose that we have a sequence (g0, . . . , gj−1) as required.
According to Lemma 3.11, applied to the artinian local ring Rj, there exists an
element gj ∈ Gr(g, Rj)(ωj,ω′j) such that pj,j−1(gj) = gj−1 and φ(gj) = hj.
Proof of (c). This is the complete version of the proof of Lemma 3.10(2). By
Lemma 4.1(1) the function H0(φR,ω) is bijective. The claim now follows from
Proposition 2.16. 
Remark 4.3. Assume g is abelian (i.e. the Lie bracket is zero), so that m ⊗̂ g is just
a complex of R-modules, and
MC(g, R) = H1(m ⊗̂ g).
In this case the Deligne groupoid Del(g, R) is the truncation
· · · → 0→ m ⊗̂ g0 → Ker(d : m ⊗̂ g1 → m ⊗̂ g2)→ 0→ · · · ,
whereas as the reduced Deligne groupoid Delr(g, R) is the truncation
· · · → 0→ Im(d : m ⊗̂ g−1 → m ⊗̂ g0)→ Ker(d : m ⊗̂ g1 → m ⊗̂ g2)→ 0→ · · · ,
both concentrated in the degree range [0, 1]. Let h be another abelian DG Lie
algebra. It is clear that a quasi-isomorphism of complexes φ : g → h will induce
a quasi-isomorphism
Delr(φ, R) : Delr(g, R)→ Delr(h, R).
This is a special case of Theorem 4.2.
Remark 4.4. Presumably Theorem 4.2 can be extended to the following more
general situation: g and h are R-linear DG Lie algebras, such that all the R-
modules gi and hi are m-adically complete, and the graded Lie algebras grm(g)
and grm(h) are abelian. We are given an R-linear DG Lie algebra homomorphism
φ : g→ h such that
grm(φ) : grm(g)→ grm(h)
is a quasi-isomorphism. Then
MC(φ) : MC(g)→ MC(h)
is bijective. Cf. [Ge, Theorem 2.1] for the corresponding nilpotent case.
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5. Some Facts on 2-Groupoids
Let us recall that a (strict) 2-groupoid G is a groupoid enriched in the monoidal
category of groupoids. Another way of saying this is that a 2-groupoid G is a
2-category in which all 1-morphisms and 2-morphisms are invertible. A com-
prehensive review of 2-categories and related constructions is available in [Ye3,
Section 1]. See also [Ma, Bw, Ge].
We wish to make things as explicit as possible, to make calculations (both in
Section 6 of this paper, and in the new version of [Ye4]) easier. A (small strict) 2-
groupoid G is made up of the following ingredients: there is a set Ob(G), whose
elements are the objects of G. For any x, y ∈ Ob(G) there is a set G(x, y), whose
elements are called the 1-morphisms from x to y. Given f ∈ G(x, y), we write
f : x → y. For any f , g ∈ G(x, y) there is a set G(x, y)( f , g), whose elements are
called the 2-morphisms from f to g. For a ∈ G(x, y)( f , g) we write a : f ⇒ g.
There are three types of composition operations in G. There is horizontal com-
position of 1-morphisms: given f1 : x0 → x1 and f2 : x1 → x2, their composition
is f2 ◦ f1 : x0 → x2. Suppose we are also given 1-morphisms gi : xi−1 → xi and
2-morphisms ai : fi ⇒ gi. Then there is a 2-morphism
a2 ◦ a1 : f2 ◦ f1 ⇒ g2 ◦ g1.
This is horizontal composition of 2-morphisms. If we are also given
1-morphisms hi : xi−1 → xi and 2-morphisms bi : gi ⇒ hi, then there is the
vertical composition (of 2-morphisms) bi ∗ ai : fi ⇒ hi. There are pretty diagrams
to display all of this (see [Ye3, Section 1] or many other references).
For every x ∈ Ob(G) there is the identity 1-morphism 1x : x → x, and for
every f ∈ G(x, y) there is the identity 2-morphism 1 f : f ⇒ f .
Here are the conditions required for the structure G to be a 2-groupoid:
• The set Ob(G), together with the 1-morphisms f : x → y, horizontal
composition g ◦ f , and the identity morphisms 1x, is a groupoid. We refer
to this groupoid as the 1-truncation of G.
• For every x, y ∈ Ob(G), the set G(x, y), together with the 2-morphisms
a : f ⇒ g, vertical composition b ∗ a, and the identity morphisms 1 f , is a
groupoid. We refer to it as the vertical groupoid above (x, y).
• Horizontal composition of 2-morphisms is associative, 1g◦ f = 1g ◦ 1 f
whenever g and f are composable, and the 2-morphisms 11x are iden-
tities for horizontal composition.
• The exchange condition: given fi, gi, hi : xi−1 → xi, ai : fi ⇒ gi and
bi : gi ⇒ hi, one has
(b2 ∗ a2) ◦ (b1 ∗ a1) = (b2 ◦ b1) ∗ (a2 ◦ a1),
as 2-morphisms f2 ◦ f1 ⇒ h2 ◦ h1.
A consequence of these four conditions is that 2-morphisms are invertible for
horizontal composition. Indeed, given a : f ⇒ g in G(x, y), its horizontal inverse
a−◦ : f−1 ⇒ g−1 is given by the formula a−◦ = 1g−1 ◦ a−∗ ◦ 1 f−1 , where a−∗ : g⇒
f is the vertical inverse of a.
Suppose H is another 2-groupoid. A (strict) 2-functor F : G → H is a collection
of functions
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F : Ob(G)→ Ob(H)
F : G(x0, x1)→ H
(
F(x0), F(x1)
)
F : G(x0, x1)(g0, g1)→ H
(
F(x0), F(x1)
)(
F(g0), F(g1)
)
that respect the various compositions and identity morphisms. We denote by
2-Grpd the category consisting of 2-groupoids and 2-functors between them.
Consider a 2-groupoid G. There is an equivalence relation on the set Ob(G),
given by existence of 1-morphisms, i.e. x ∼ y if G(x, y) 6= ∅. We let pi0(G) :=
Ob(G)/∼.
For objects x, y ∈ Ob(G) there is an equivalence relation on the set G(x, y),
given by existence of 2-morphisms: f ∼ g if G(x, y)( f , g) 6= ∅. We let
pi1(G, x, y) := G(x, y)/∼.
We define pi1(G) to be the groupoid with object set Ob(G),
morphism sets pi1(G, x, y), and composition induced by horizontal composition
in G. Thus pi1(G) is a quotient groupoid of the 1-truncation of G, and
pi0(pi1(G)) = pi0(G). We write pi1(G, x) := pi1(G, x, x), which is a group. We
also define
pi2(G, x) := G(x, x)(1x, 1x).
This is an abelian group.
The homotopy set pi0(G) and groups pii(G, x) are functorial in an obvious way.
A morphism F : G → H in 2-Grpd is called a weak equivalence if the functions
pi0(F) : pi0(G)→ pi0(H)
pi1(F, x) : pi1(G, x)→ pi1(H, F(x))
pi2(F, x) : pi2(G, x)→ pi2(H, F(x))
are bijective for all x ∈ Ob(G).
It will be useful to relate the concept of 2-groupoid to the less familiar concept
of crossed module over a groupoid, recalled below.
For a groupoid G and an object x ∈ Ob(G) we denote by G(x) := G(x, x), the
automorphism group of x. The composition in G is ◦ = ◦G.
Let G and N be groupoids, such that Ob(G) = Ob(N). An action Ψ of G on N
is a collection of group isomorphisms
Ψ(g) : N(x) '−→ N(y)
for all x, y ∈ Ob(G) and g ∈ G(x, y), such that
Ψ(h ◦ g) = Ψ(h) ◦Ψ(g)
whenever g and h are composable, and Ψ(1x) = 1N(x).
Example 5.1. Let G be any groupoid. The adjoint action AdG of G on itself is
defined by
AdG(g)(h) := g ◦ h ◦ g−1
for g ∈ G(x, y) and h ∈ G(x).
A crossed module over a groupoid, or a crossed groupoid for short, is data
(G,N,Ψ, D) consisting of:
• Groupoids G and N, such that N is totally disconnected, and Ob(N) =
Ob(G).
• An action Ψ of G on N, called the twisting.
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• A morphism of groupoids (i.e. a functor) D : N → G, called the feedback,
which is the identity on objects.
These are the conditions:
(i) The morphism D is G-equivariant with respect to the actions Ψ and AdG.
Namely
D(Ψ(g)(a)) = AdG(g)(D(a))
in the group G(y), for any x, y ∈ Ob(G), g ∈ G(x, y) and a ∈ N(x).
(ii) For any x ∈ Ob(G) and a ∈ N(x) there is equality
Ψ(D(a)) = AdN(x)(a),
as automorphisms of the group N(x).
Example 5.2. If G and N are groups, namely Ob(G) = Ob(N) = {0}, then a
crossed groupoid is just a crossed module.
Example 5.3. Let G be a group acting on a set X. For x ∈ X let G(x) denote
the stabilizer of x. Let {Nx}x∈X be a collection of groups. Assume that for every
g ∈ G and x ∈ X there is given a group isomorphism Ψ(g) : Nx '−→ Ng(x),
and these satisfy the functoriality conditions of an action. Also assume there are
group homomorphisms Dx : Nx → G(x) such that
AdG(g) ◦Dx = Dg(x) ◦Ψ(g)
for any g ∈ G and x ∈ X.
Define G to be the transformation groupoid associated to the action of G on
X. And define N to be the totally disconnected groupoid with Ob(N) := X
and N(x) := Nx. Then (G,N,Ψ, D) is a crossed groupoid, which we call the
transformation crossed groupoid associated to the action of G on {Nx}x∈X .
Example 5.4. Suppose G is any groupoid, and N is a normal subgroupoid of G,
in the sense of [Bw, Ye4]. Let D : N → G be the inclusion, and let Ψ be the
restriction of AdG to N. Then (G,N,Ψ, D) is a crossed groupoid.
It is known that crossed groupoids are the same as 2-groupoids (cf. [Bw]). We
will now give a precise statement of this fact.
Proposition 5.5. Let (H,N,Ψ, D) be a crossed groupoid. Then there is a unique 2-
groupoid G with these properties:
(i) The 1-truncation of G is the same groupoid as H. Namely Ob(G) = Ob(H),
G(x, y) = H(x, y), the identity morphisms 1x are the same, and the horizontal
composition is g ◦G f = g ◦H f for f : x → y and g : y→ z.
(ii) For any f , g : x → y in G we have
G(x, y)( f , g) = {a ∈ N(x) | g = f ◦H D(a)}.
The identity morphism 1 f ∈ G(x, y)( f , f ) is 1x ∈ N(x). Given h : x → y,
a : f ⇒ g and b : g⇒ h, the vertical composition is b ∗G a = a ◦N b.
(iii) For any x0, x1, x2 ∈ Ob(G), any fi, gi : xi−1 → xi and any ai : fi ⇒ gi in G,
the horizontal composition a2 ◦G a1 satisfies
a2 ◦G a1 = Ψ( f−11 )(a2) ◦N a1.
Moreover, any 2-groupoid G arises this way.
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Proof. It is easy to verify that the conditions of a 2-groupoid hold.
Conversely, suppose G is any 2-groupoid. Define the groupoid G1 to be the
1-truncation of G.
For any x ∈ Ob(G) consider the set of 2-morphisms
(5.6) G2(x) := ä
g∈G(x,x)
G(x, x)(1x, g).
This is a group under horizontal composition ◦G of 2-morphisms, with identity
element 11x . There is a group homomorphism D : G2(x)→ G1(x), defined by
(5.7) D(a : 1x ⇒ g) := g.
Let G2 be the totally disconnected groupoid with set of objects Ob(G), and auto-
morphism groups G2(x) as defined above. Then D : G2 → G1 is a morphism of
groupoids.
A 1-morphism f : x → y in G induces a group isomorphism
AdG1yG2( f ) : G2(x)→ G2(y),
with formula
(5.8) AdG1yG2( f )(a) := 1 f ◦ a ◦ 1 f−1
for a ∈ G2(x). It is a simple verification that (G1,G2, AdG1yG2 , D) is a crossed
groupoid. 
Remark 5.9. An amusing consequence of the proof above is that the vertical
composition in a 2-groupoid can be recovered from the horizontal compositions.
In view of Proposition 5.5, in a 2-groupoid G we can talk about the group of
2-morphisms G2(x) for any object x. There is a feedback homomorphism
D : G2(x)→ G1(x),
and a twisting
Ad(g) = AdG1yG2(g) : G2(x)→ G2(y)
for any g : x → y. These satisfy the conditions of a crossed groupoid.
6. The Deligne 2-Groupoid
Definition 6.1. A DG Lie algebra g =
⊕
i∈Z gi is said to be of quantum type if
gi = 0 for all i < −1.
A DG Lie algebra g˜ =
⊕
i∈Z g˜i is said to be of quasi quantum type if there exists a
quantum type DG Lie algebra g, and a DG Lie algebra quasi-isomorphism g˜→ g.
Example 6.2. Let C be a commutative K-algebra. The DG Lie algebras Tpoly(C)
and Dpoly(C) that occur in deformation quantization are of quantum type (and
hence the name).
Let g be a quantum type DG Lie algebra. Consider the DG Lie algebra g˜ :=
(L ◦C)(g); this is the bar-cobar construction discussed in Section 7. There is a
quasi-isomorphism ζg : g˜ → g, so g˜ is of quasi quantum type (but is unbounded
in the negative direction).
Suppose g is a quantum type DG Lie algebra, and R is artinian. Then the
Deligne 2-groupoid of m⊗ g is defined; see [Ge]. In this section we show how this
construction can be extended in two ways: g can be of quasi quantum type, and
R can be complete (i.e. not artinian).
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Now let g be any DG Lie algebra, and (R,m) any parameter algebra. We have
the set MC(m ⊗̂ g) of MC elements, and the gauge group exp(m ⊗̂ g0).
Given ω ∈ MC(m ⊗̂ g) there is an R-bilinear function [−,−]ω on m ⊗̂ g−1,
whose formula is
(6.3) [α1, α2]ω := [dω(α1), α2],
where dω = d+ ad(ω).
Define
(6.4) aω := Coker(dω : m ⊗̂ g−2 → m ⊗̂ g−1),
so there is an exact sequence of R-modules
(6.5) m ⊗̂ g−2 dω−→ m ⊗̂ g−1 → aω → 0.
Proposition 6.6. Take any ω ∈ MC(m ⊗̂ g).
(1) Let α ∈ m ⊗̂ g−1 and β ∈ m ⊗̂ g−2. Write α′ := dω(β) ∈ m ⊗̂ g−1. Then
[α, α′]ω, [α′, α]ω ∈ dω(m⊗ g−2).
(2) The induced R-bilinear function [−,−]ω on aω is a Lie bracket. Thus aω is a Lie
algebra.
(3) Let g ∈ exp(m ⊗̂ g0), and let ω′ := Af(g)(ω) ∈ MC(m ⊗̂ g). Then
Ad(g) : aω → aω′
is an isomorphism of Lie algebras.
Proof. (1) and (2) are easy direct calculations. (3) is a consequence of Proposition
1.15. 
Proposition 6.7. Assume either of these two conditions holds:
(i) R is artinian.
(ii) g is of quasi quantum type.
Then for any ω ∈ MC(m ⊗̂ g) the R-module aω is m-adically complete. Hence aω is a
pronilpotent Lie algebra.
Proof. If R is artinian then any R-module is m-adically complete.
Now assume R is not artinian (namely it is a complete noetherian ring). If g
is of quantum type then aω = m ⊗̂ g−1, which is m-adically complete (cf. [Ye5,
Corollary 3.5]).
For any DG Lie algebra g the canonical homomorphism
(6.8) τω : aω → âω = lim←i (Ri ⊗R aω)
is surjective. Here is the reason: the completion functor M 7→ M̂ is not exact
(neither right nor left exact), but it does preserve surjections (see [Ye5, Proposition
1.2]). Combining this with the exact sequence (6.5), and the fact that m ⊗̂ g−1 is
complete, it follows that the homomorphism τω is surjective.
It remains to prove that if there exists a DG Lie algebra quasi-isomorphism
φ : g→ h, for some quantum type DG Lie algebra h, then the homomorphism τω
is injective. Since dω : aω → m ⊗̂ g0 factors through âω, it follows that
Ker(τω) ⊂ Ker(dω : aω → m ⊗̂ g0) = H−1(m ⊗̂ g)ω.
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Let χ := φ(ω). We have a commutative diagram with exact rows
0 // H−1(m ⊗̂ g)ω //
H−1(1 ⊗̂ φ)

aω
dω //

(m ⊗̂ g0)ω

0 // H−1(m ⊗̂ h)χ // aχ
dχ
// (m ⊗̂ h0)χ .
Because φ is a quasi-isomorphism, so is
1 ⊗̂ φ : (m ⊗̂ g)ω → (m ⊗̂ h)χ
(we are using Lemma 4.1(1)). Hence the vertical arrow H−1(1 ⊗̂ φ) in the diagram
is an isomorphism of R-modules. It sends Ker(τω) bijectively to Ker(τχ : aχ →
âχ). We know that aχ is complete, so Ker(τχ) = 0. 
Corollary 6.9. In the situation of Proposition 6.7, for every ω ∈ MC(m ⊗̂ g) there is a
pronilpotent group Nω := exp(aω), and a group homomorphism
Dω := exp(dω) : Nω → exp(m ⊗̂ g0)(ω).
Given any g ∈ exp(m ⊗̂ g0) and ω ∈ MC(m ⊗̂ g), let ω′ := Af(g)(ω) ∈
MC(m ⊗̂ g). Then there is a group isomorphism
Ψ(g) := exp(Ad(g)) : Nω
'−→ Nω′ ,
and the diagram
Nω
Ψ(g)

Dω // exp(m ⊗̂ g0)(ω)
Ad(g)

Nω′
Dω′ // exp(m ⊗̂ g0)(ω′)
is commutative. The isomorphisms Ψ(g) are an action of the group exp(m ⊗̂ g0) on the
collection of groups {Nω}ω∈MC(m ⊗̂g).
Moreover, for any a, a′ ∈ Nω we have
Ψ(Dω(a))(a′) = AdNω (a)(a
′).
Proof. Combine Propositions 1.15, 6.6 and 6.7. 
Remark 6.10. The Lie algebra arω and the group Nrω that occur in Section 2 are
quotients, respectively, of the Lie algebra aω and the group Nω that occur here.
Definition 6.11. Let g be a DG Lie algebra and R a parameter algebra. Assume
either of these two conditions holds:
(i) R is artinian.
(ii) g is of quasi quantum type.
The Deligne 2-groupoid Del2(g, R) is the transformation 2-groupoid (see Example
5.3 and Proposition 5.5) associated to the action of the group exp(m ⊗̂ g0) on the
collection of groups {Nω}ω∈MC(m ⊗̂g). The feedback Dω and the twisting Ψ(g)
are specified in Corollary 6.9.
Proposition 6.12. Consider pairs (g, R) such that Deligne 2-groupoid Del2(g, R) is
defined, i.e. either of the two conditions in Definition 6.11 holds.
(1) The Deligne 2-groupoid Del2(g, R) depends functorially on g and R.
(2) The reduced Deligne groupoid satisfies
Delr(g, R) = pi1(Del2(g, R)).
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Proof. This is immediate from the constructions. 
Theorem 6.13. Let R be a parameter algebra, let g and h be DG Lie algebras, and let
φ : g→ h be a DG Lie algebra quasi-isomorphism. Assume either of these two conditions
holds:
(i) R is artinian.
(ii) g and h are of quasi quantum type.
Then the morphism of 2-groupoids
Del2(φ, R) : Del2(g, R)→ Del2(h, R)
is a weak equivalence.
Proof. Since
pi0(Del2(φ, R)) = pi0(Delr(φ, R))
and
pi1(Del2(φ, R),ω) = pi1(Delr(φ, R),ω)
for all ω ∈ MC(m ⊗̂ g), these are bijections by Theorem 4.2.
Next, there is a functorial bijection
(6.14)
exp : H−1(m ⊗̂ g)ω '−→
Ker
(
Dω : Nω → exp(m ⊗̂ g0)
)
= pi2(Del2(g, R),ω);
cf. the commutative diagram in the proof of Proposition 6.7. So
pi2(Del2(φ, R),ω) = H−1(1m ⊗̂ φ)
is bijective. 
Remark 6.15. It is possible to define a Deligne 2-groupoid Del2(g, R) even when
both conditions in Definition 6.11 fail, by taking Nω := exp(âω). However the
function exp in (6.14) might fail to be bijective. Hence, in the situation of Theorem
6.13, the homomorphism pi2(Del2(φ, R),ω) might fail to be bijective.
7. L∞ Morphisms and Coalgebras
We shall use the coalgebra approach to L∞ morphisms, following [Qu], [Ko2,
Section 4], [Hi2], [CKTB, Section 3.7] and [Ye2, Section 3].
Let us denote by DGLie(K) the category of DG Lie algebras over K, and by
DGCog(K) the category of DG unital cocommutative coalgebras over K. Note
that commutativity here is in the graded (or super) sense. Recall that a unital
coalgebra C has a comultiplication ∆ : C → C⊗ C, a counit e : C → K and a unit
1 ∈ C. The differential d has to be a coderivation of degree 1. The conditions
on the unit are ∆(1) = 1 ⊗ 1, d(1) = 0 and e(1) = 1 in K. Morphisms in
DGCog(K) are K-linear homomorphisms C → D respecting ∆, e and 1. We write
C+ := Ker(e).
Let V =
⊕
i∈Z Vi be a graded K-module. The symmetric algebra over K of the
graded module V is
Sym(V) =
⊕
i∈N
Symj(V).
Note that we are in the super-commutative setting, so Symj(V) =
∧j(V[1])[−j].
We view Sym(V) as a Hopf algebra over K, which is commutative and co-
commutative. The unit is 1 ∈ K = Sym0(V), and the counit is the projection
e : Sym(V)→ K.
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The Hopf algebra Sym(V) is bigraded, with one grading coming from the
grading of V, which we call degree. The second grading is called order; by
definition the j-th order component of Sym(V) is Symj(V). Let us write
Sym+(V) :=
⊕
i≥1
Symj(V) = Ker(e).
The projection Sym(V) → Sym1(V) is denoted by ln. So for an element c ∈
Sym(V), its first order term is ln(c). Recall that giving a homomorphism of unital
graded coalgebras Ψ : Sym(V) → Sym(W) is the same as giving its sequence of
Taylor coefficients {∂jΨ}j≥1, where the j-th Taylor coefficient of Ψ is the K-linear
function
∂jΨ := (ln ◦Ψ)|Symj(V) : Symj(V)→W
of degree 0.
The free graded Lie algebra over the graded K-module V is denoted by
FrLie(V).
There is a functor
C : DGLie(K)→ DGCog(K)
called the bar construction. Given a DG Lie algebra g, the corresponding DG coal-
gebra is C(g) := Sym(g[1]), with a coderivation that encodes both the differential
of g and its Lie bracket. There is another functor
L : DGCog(K)→ DGLie(K)
called the cobar construction. Given a DG coalgebra C, the corresponding DG Lie
algebra is FrLie(C+[−1]), with a derivation that encodes both the differential of
C and its comultiplication. If g ∈ DGLie(K) and C ∈ DGCog(K), then the set of
graded K-linear homomorphisms Homgr(C, g) is a DG Lie algebra, and there are
functorial bijections
(7.1) HomDGLie(K)(L(C), g) ∼= HomDGCog(K)(C, C(g)) ∼= MC(Homgr(C, g)).
Thus the functors C and L are adjoint. We denote the adjunction morphisms by
ζg : (L ◦C)(g)→ g
and
θC : C → (C ◦L)(C).
It is known that the functor C is faithful. Let g and h be DG Lie algebras. By
definition, an L∞ morphism Φ : g → h is a morphism C(g) → C(h) in DGCog(K).
Let us define DGLie∞(K) to be the category whose objects are the DG Lie algebras,
and the morphisms are the L∞ morphisms between them. Composition of L∞
morphisms is that of DGCog(K). Thus we get a full and faithful functor
C∞ : DGLie∞(K)→ DGCog(K)
whose restriction to DGLie(K) is C.
Take an L∞ morphism Φ : g → h. Its i-th Taylor coefficient ∂iΦ := ∂i(C∞(Φ))
is a K-linear function
∂iΦ :
∧ig→ h
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of degree 1 − i. Writing φi := ∂iΦ, the sequence of functions {φi}i≥1 satisfies
these equations:
d
(
φi(γ1 ∧ · · · ∧ γi)
)− i∑
k=1
±φi
(
γ1 ∧ · · · ∧ d(γk) ∧ · · · ∧ γi
)
=
1
2 ∑
k,l≥1
k+l=i
1
k! l! ∑
σ∈Si
±[φk(γσ(1) ∧ · · · ∧ γσ(k)), φl(γσ(k+1) ∧ · · · ∧ γσ(i))]
+∑
k<l
±φi−1
(
[γk,γl ] ∧ γ1 ∧ · · · γkupslope · · · γlupslope · · · ∧ γi
)
.
Here γk ∈ g are homogeneous elements, Si is the permutation group of {1, . . . , i},
and the signs depend only on the indices, the permutations and the degrees of the
elements γk. The signs are written explicitly in [CKTB, Section 3.6]. Conversely,
any sequence {φi}i≥1 of homomorphisms satisfying these equations determines
an L∞ morphism.
Let Φ : g → h be an L∞ morphism. The first Taylor coefficient ∂1Φ : g → h
is a homomorphism of complexes of K-modules (forgetting the Lie brackets). If
∂iΦ = 0 for all i ≥ 2, then ∂1Φ is a DG Lie algebra homomorphism. If ∂1Φ is a
quasi-isomorphism, then Φ is called an L∞ quasi-isomorphism.
Lemma 7.2. Let g ∈ DGLie(K), and define C := C(g), g˜ := L(C) and C˜ := C(g˜).
Consider the coalgebra homomorphisms θC : C → C˜ and C(ζg) : C˜ → C. Then
C(ζg) ◦ θC = 1C,
the identity automorphism of C.
Proof. This is true for any pair of adjoint functors; see [Ma, Section IV.1 Theorem
1]. 
Lemma 7.3. Let Φ : g→ h be an L∞ quasi-isomorphism. Then
(L ◦C∞)(Φ) : (L ◦C)(g)→ (L ◦C)(h)
is a DG Lie algebra quasi-isomorphism.
Proof. Let us write C := C(g), D := C(h) and Ψ := C∞(Φ). Put on C the
ascending filtration FjC :=
⊕j
k=0 Sym
k(g[1]); so that {FjC}j≥0 is an admissible
coalgebra filtration, in the sense of [Hi2, Definition 4.4.1]. Likewise there is an
admissible coalgebra filtration {FjD}j≥0 on D. According to step 2 of the proof
of [Hi2, Proposition 4.4.3], the coalgebra homomorphism Ψ is a filtered quasi-
isomorphism. Hence by [Hi2, Proposition 4.4.4] the DG Lie algebra homomor-
phism (L ◦C∞)(Φ) = L(Ψ) is a quasi-isomorphism. 
8. L∞ Quasi-isomorphisms between Pronilpotent Algebras
Let (R,m) be a parameter K-algebra, and let Φ : g → h be an L∞ morphism
between DG Lie algebras. Then Φ extends uniquely to an R-multilinear L∞ mor-
phism
ΦR : R ⊗̂ g→ R ⊗̂ h,
whose i-th Taylor coefficient
∂iΦR : (R ⊗̂ g)× · · · × (R ⊗̂ g)︸ ︷︷ ︸
i
→ R ⊗̂ h
is the R-multilinear homogeneous extension of ∂iΦ. See [Ye2, Section 3] for more
details.
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Definition 8.1. Let Φ : g→ h be an L∞ morphism, and let (R,m) be a parameter
algebra. For an element ω ∈ m ⊗̂ g1 we define
MC(Φ, R)(ω) := ∑
i≥1
1
i! (∂
iΦR)(ω, . . . ,ω︸ ︷︷ ︸
i
) ∈ m ⊗̂ h1.
Note that the sum above converges in the m-adic topology of m ⊗̂ h1, since
(∂iΦR)(ω, . . . ,ω) ∈ mi ⊗̂ h1 = mi−1 · (m ⊗̂ h1).
Proposition 8.2. Let ω ∈ MC(g, R) = MC(m ⊗̂ g). Then the element MC(Φ, R)(ω)
belongs to MC(h, R). Thus we get a function
MC(Φ, R) : MC(g, R)→ MC(h, R).
Proof. Let Rj := R/mj+1, and let pj : R→ Rj be the projection. According to [Ye2,
Theorem 3.21], which refers to the artinian case, we have
MC(Φ, Rj)(pj(ω)) ∈ MC(h, Rj)
for every j. And by Lemma 4.1(2) we know that
MC(h, R) ∼= lim←j MC(h, Rj).

Let ΩK[t] = K[t]⊕Ω1K[t] be the algebra of polynomial differential forms in the
variable t (relative to K). This is a commutative DG algebra. For λ ∈ K there is a
DG algebra homomorphism σλ : ΩK[t] → K, namely t 7→ λ. There is an induced
homomorphism of DG Lie algebras
(8.3) σλ : m ⊗̂ΩK[t] ⊗̂ g→ m ⊗̂ g,
and an induced function
(8.4) MC(σλ) : MC(m ⊗̂ΩK[t] ⊗̂ g)→ MC(m ⊗̂ g)
We shall often think of elements of ΩK[t] as “functions of t”, as in Section 1.
Given elements f (t) ∈ ΩK[t] and λ ∈ K, we shall use the substitution notation
f (λ) := σλ( f (t)) ∈ K.
Lemma 8.5. Here λ = 0, 1.
(1) The homomorphisms σ0, σ1 in formula (8.3) are quasi-isomorphisms.
(2) The functions MC(σ0) and MC(σ1) in formula (8.4) are bijections.
(3) The bijections MC(σ0) and MC(σ1) are equal.
Proof. (1) This is because the homomorphisms σi : ΩK[t] → K are homotopy
equivalences (of complexes of K-modules).
(2) This is by item (1) and Theorem 4.2.
(3) Note that the inclusion
φ : m ⊗̂ g→ m ⊗̂ΩK[t] ⊗̂ g
is also a quasi-isomorphism, and that σ0 ◦ φ = σ1 ◦ φ is the identity automorphism
of m ⊗̂ g. Hence
MC(σ0) ◦MC(φ) = MC(σ1) ◦MC(φ),
and canceling the bijection MC(φ) we obtain our result. 
Lemma 8.6. Let ω0,ω1 ∈ MC(m ⊗̂ g). The following two conditions are equivalent:
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(i) There exists an element g ∈ exp(m ⊗̂ g0) such that
Af(g)(ω0) = ω1.
(ii) There exists an element
ω(t) ∈ MC(m ⊗̂ΩK[t] ⊗̂ g)
such that ω(0) = ω0 and ω(1) = ω1.
Proof. (i)⇒ (ii): Consider the elements γ := log(g) ∈ m ⊗̂ g0,
g(t) := exp(tγ) ∈ exp(m ⊗̂ (ΩK[t] ⊗ g)0)
and
ω(t) := Af(g(t))(ω0) ∈ MC(m ⊗̂ΩK[t] ⊗̂ g).
Then
ω(0) = Af(g(0))(ω0) = Af(1)(ω0) = ω0
and
ω(1) = Af(g(1))(ω0) = Af(g)(ω0) = ω1.
(ii)⇒ (i): Let us write [ωi] for the classes in MC(m ⊗̂ g). We know that
MC(σi)([ω(t)]) = [ωi]
for i = 0, 1. By Lemma 8.5(3) we know that MC(σ0) = MC(σ1). Therefore
[ω0] = [ω1]; and by definition this says that Af(g)(ω0) = ω1 for some g. 
Proposition 8.7. Let Φ : g→ h be an L∞ morphism. The function
MC(Φ, R) : MC(g, R)→ MC(h, R)
respects gauge equivalences. Therefore there is an induced function
MC(Φ, R) : MC(g, R)→ MC(h, R).
Proof. Let A := R ⊗̂ΩK[t], which is a commutative DG algebra. There are in-
duced homomorphisms σi : A → R. And there is an induced A-multilinear L∞
morphism
ΦA : m ⊗̂ΩK[t] ⊗̂ g→ m ⊗̂ΩK[t] ⊗̂ h
(cf. [Ye2, Section 3]). Let us write MC(g, A) := MC(m ⊗̂ΩK[t] ⊗̂ g) etc. There
is a function MC(Φ, A) whose formula is like in Definition 8.1. Since the L∞
morphisms ΦR and ΦA are induced from Φ, the diagram of functions
MC(g, A)
MC(Φ,A)
//
MC(σi ,R)

MC(h, A)
MC(σi ,R)

MC(g, R)
MC(Φ,R)
// MC(h, R)
is commutative, for i = 0, 1. Now suppose ω0,ω1 ∈ MC(g, R) are gauge equiv-
alent. By Lemma 8.6 there is an element ω(t) ∈ MC(g, A) such that ω(i) = ωi.
Define χi := MC(Φ, R)(ωi) and χ(t) := MC(Φ, A)(ω(t)). Because the diagram
above is commutative, we have χ(i) = χi. Using Lemma 8.6 again we conclude
that χ0 and χ1 are gauge equivalent. 
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Let Ψ : C → D be the morphism in DGCog(K) gotten by applying the functor
C∞ to the L∞ morphism Φ : g → h. And let Ψ˜ : C˜ → D˜ be the morphism gotten
by applying the functor C ◦L to Ψ : C → D. Since θ− is a natural transformation,
we get a commutative diagram
(8.8) C Ψ //
θC

D
θD

C˜ Ψ˜ // D˜
in DGCog(K). There is a corresponding commutative diagram
(8.9) g Φ //
θg

h
θh

g˜
Φ˜ // h˜
in DGLie∞(K). Namely g˜ = (L ◦C)(g), h˜ = (L ◦C)(h), and the full faithful
functor C∞ sends the diagram (8.9) to the diagram (8.8). Note that by the proof of
Lemma 7.2, the Taylor coefficients ∂jθC are nonzero for all j; so the corresponding
morphism θg : g→ g˜ in DGLie∞(K) is not a DG Lie algebra homomorphism. The
same for θh.
Lemma 8.10. The diagram of functions
(8.11) MC(g, R)
MC(Φ,R)
//
MC(θg,R)

MC(h, R)
MC(θh,R)

MC(g˜, R)
MC(Φ˜,R)
// MC(h˜, R)
is commutative.
Proof. Because of Lemma 4.1(2) we can assume that R is artinian. Consider the
commutative diagram of DG coalgebras over R
(8.12) R⊗ C ΨR //
θC,R

R⊗ D
θD,R

R⊗ C˜ Ψ˜R // R⊗ D˜
induced from (8.8) by tensoring with R.
Take any ω ∈ m⊗ g1 ⊂ R⊗ C, and define
e := exp(ω) = ∑
i≥0
1
i!ω
i ∈ R⊗ C.
According to [Ye2, Lemma 3.18] we have(
MC(θh, R) ◦MC(Φ, R)
)
(ω) = log
(
(θD,R ◦ΨR)(e)
)
=
log
(
(Ψ˜R ◦ θC,R)(e)
)
=
(
MC(Φ˜, R) ◦MC(θg, R)
)
(ω).
This proves commutativity of the diagram. 
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Theorem 8.13. Let g and h be DG Lie algebras, let Φ : g → h be an L∞ quasi-
isomorphism, and let R be a parameter algebra, all over the field K. Then the function
MC(Φ, R) : MC(g, R)→ MC(h, R)
(see Proposition 8.7) is bijective.
The idea for the proof was suggested to us by Van den Bergh.
Proof. By Lemma 7.3 the DG Lie algebra homomorphism Ψ˜ : g˜ → h˜ is a quasi-
isomorphism. Therefore by Theorem 4.2 the function
MC(Φ˜, R) : MC(g˜, R)→ MC(h˜, R)
is bijective.
Next, by [Hi2, Proposition 4.4.3(1)] the DG Lie algebra homomorphism ζg :
g˜ → g is a quasi-isomorphism. Again using Theorem 4.2 we conclude that the
function
MC(ζg, R) : MC(g˜, R)→ MC(g, R)
is bijective. On the other hand, by Lemma 7.2, with the arguments in the proof of
Lemma 8.10, we see that
MC(ζg, R) ◦MC(θg, R) = 1MC(g,R).
Therefore
MC(ζg, R) ◦MC(θg, R) = 1MC(g,R).
Because MC(ζg, R) is a bijection, the same is true for the function MC(θg, R). The
same line of reasoning says that MC(θh, R) is bijective.
Finally consider the commutative diagram of functions
MC(g, R)
MC(Φ,R)
//
MC(θg,R)

MC(h, R)
MC(θh,R)

MC(g˜, R)
MC(Φ˜,R)
// MC(h˜, R)
induced from (8.11). We know that three of the arrows are bijective; so the fourth
arrow, namely MC(Φ, R), is also bijective. 
Remark 8.14. Lemma 3.5 in our earlier paper [Ye1] says that the canonical func-
tion
MC(g, R)→ lim
←j
MC(g, R/mj)
is bijective. The proof of this Lemma (which is actually omitted from the paper)
is incorrect. Moreover, we suspect that statement itself is false. The hidden as-
sumption was that the gauge group G(g, R) acts on the set MC(g, R) with closed
orbits.
This lemma is used to deduce [Ye1, Corollary 3.10] (incorrectly) from the nilpo-
tent case. The correction is to replace [Ye1, Corollary 3.10] with Theorem 8.13
above. The same correction pertains also to [Ye4, formula (12.2)].
Remark 8.15. This is a good place to correct a typographical error (repeated
several times) in [Ye2, Section 3]. In Lemmas 3.14 and 3.18 of op. cit., instead of
“mg[1]” the correct expression should be “mg1” or “(mg[1])0”.
Let us also mention that a “colocal coalgebra homomorphism”, in the sense of
[Ye2, Definition 3.3], is the same as a “unital coalgebra homomorphism”.
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