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Abstract I
Abstract
Experiences from recent flooding events dramatically illustrated limitations of existing 
flood protection and pointed toward the necessity for more sophisticated preventive 
technology. To date the design flood concept does not offer comprehensive protection. 
With growing size of critical river sections and the subsequent need to document the 
effectiveness of protective measures and possibly resulting damage, required time and 
costs for each simulated variable rise significantly. Demands for more efficient computa-
tional solutions fulfilling the complex requirements of the flood protection exist. 
Algorithms developed in the late 20th century on basis of the Reynolds equations are 
only limited suitable to consider all aspects of flood protection. Within limits of one-
dimensional models additional assumptions (e.g. the neglect of local acceleration in rela-
tion to the gravitation) were applied, to simulate the typical characteristics of flood 
events (long periods and large spatial expansion) in times of insufficient computation 
capacity. However, one dimensional models fail as predictive tool, when flooding beyond 
river banks is considered. To day two-dimensional models are still too complex and gen-
erally not applicable for near real-time mathematical simulations. An alternative solution 
is presented in this thesis. One- and two-dimensional approaches are combined to an 
effective flood protection simulation system. 
Any forecasting of the impacts of floods has to balance accuracy and efficiency. The 
complexity of models available today ranges from simply intersecting a plane represent-
ing the water surface with a Digital Elevation Model up to the full solutions of the Na-
vier-Stokes equations. Techniques that apply two-dimensional, depth-averaged solutions 
of the Navier-Stokes equations increase computational time and costs and are generally 
not realistically applicable for near real-time purposes. However, the sophistication of 
flood inundation modelling has increased in parallel with model developments and in-
creased computational resources. However, it remains an open question, if simpler more 
cost and time efficient models provide similar levels of predictive accuracy. Hybrid mod-
els change handling characteristics due to the scale problem and the difficulties of analyz-
ing extreme flood events in large catchment areas. The simplification into a one- and 
two-dimensional simulation section increases the efficiency of the whole model, such that 
complex systems can be examined more rapidly and in greater detail. Coupled 1D-2D 
models permit high scenario numbers. They extend the possible application of modern, 
risk-oriented flood forecasting and prevention efforts. Apart from the coupling of differ-
ent partial models to an overall integrated system, the presented method uses consistent 
simplifications of the flow equations out (diffusive wave theory).
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Einleitung 1
1 Einleitung
Mit der Oderflut von 1997, der Hochwasserkatastrophe am Oberlauf der Elbe 2002 und 
den zuletzt verheerenden Überschwemmungen in der Alpenregion im Jahre 2005 kam es 
in kurzer Folge zu extremen Hochwasserereignissen mit großen volkswirtschaftlichen 
Schäden in Deutschland und dem Voralpenraum. Unmittelbare Ursachen dieser Katast-
rophen waren Starkniederschläge. Durch den einsetzenden Klimawandel könnten sich 
extreme Ereignisse in Zukunft häufen. So haben bereits in der zweiten Hälfte des zwan-
zigsten Jahrhunderts Naturkatastrophen auf der Nordhalbkugel zwischen 2% und 4% 
zugenommen (IPCC, 2001; ZHANG et al., 2007). 
Hochwasserereignisse lassen sich nicht vermeiden, nur der Umgang mit ihnen kann ver-
bessert werden. Die Erfahrungen während der Ereignisse der letzten Jahre haben die 
Grenzen des technischen und die Notwendigkeit eines vorbeugenden Hochwasserschut-
zes eindringlich gezeigt. Das Konzept der „Bemessungsjährlichkeit“ bietet keinen umfas-
senden Schutz und muss um zusätzliche, organisatorische Maßnahmen ergänzt werden. 
Die Akzeptanz eines Restrisikos und einer verbleibenden Versagenswahrscheinlichkeit 
führen letztendlich zu weniger katastrophalen Auswirkungen eines Hochwasserereignis-
ses, da in den entscheidenden Situationen auf Vorhersagen zurückgegriffen werden kann. 
Diese Vorhersagen benötigen jedoch Werkzeuge.
Als Werkzeug tritt die computergestützte Modellierung der Auswirkungen von Hoch-
wasserereignissen gegenüber klassischen physikalischen Modellen immer mehr in den 
Vordergrund. Grund für die wachsende Bedeutung numerischer Modelle ist die Mög-
lichkeit, auch größere Gebiete innerhalb eines Modells zeitnah abzubilden. Dennoch sind 
auch der computergestützten Modellierung Grenzen gesetzt. Mit zunehmender Größe 
des betroffenen Gewässerabschnittes und der Notwendigkeit, den Wellenablauf, die
Wirksamkeit von Maßnahmen und mögliche Schäden zeitlich zu erfassen, steigen der 
benötigte Zeitbedarf und damit auch die Kosten für jede untersuchte Variante. Organisa-
torische Konzepte müssen aber das Unvorhergesehene, wie das Brechen von Deichen 
oder das Versagen technischer Systeme berücksichtigen, wenn sie tatsächlich wirksames 
Prognoseinstrument im Rahmen des Hochwasserschutzes sein wollen. 
Angesichts dieser Problematik sind spezielle, den Anforderungen des Hochwasserschut-
zes genügende Lösungsansätze zu entwickeln. Neben der Genauigkeit der Lösung einer 
einzelnen Simulation ist die Zeitspanne zur Vorhersage eines Szenarios eine wichtige 
Zielgröße. 
2 Kapitel 2
2 Problemstellung und Zielsetzung
2.1 Einführung in die Problemstellung
Die computergestützte Modellierung von Hochwasserereignissen gehört zu den Verfah-
ren der numerischen Strömungsmechanik (englisch: CFD, computational fluid dynamic). 
Die Verfahren der numerischen Strömungsmechanik umfassen die unterschiedlichsten 
Teilgebiete; angefangen bei der Gas- und Aerodynamik sowie der Hydromechanik new-
tonscher Fluide bis hin zur Aeroakustik. Ebenso breit gefächert sind die Anwendungsbe-
reiche in Teilgebieten der Luft- und Raumfahrttechnik, des Maschinenbaus, der Energie-
und Verfahrenstechnik, der Chemieindustrie, der Meteorologie, der Geophysik und im 
Wasserbau. Sämtliche Verfahren lösen die diskreten Erhaltungssätze für Masse, Impuls
und Energie in Form von Differentialgleichungen. Dennoch unterscheiden sich die Me-
thoden durch den Grad der Abstrahierung, die besondere Berücksichtigung spezieller 
Fluideigenschaften (z. B. Turbulenz), der Dimensionalität und in der Behandlung der 
Zeitabhängigkeit. Die verschiedenen Verfahren sind also mitnichten universell einsetzbar, 
sondern speziell. Grund für die Spezialisierung in den einzelnen Disziplinen ist die Eigen-
schaft aller Modelle, ein vereinfachtes Abbild der Wirklichkeit zu beschreiben. Diese Er-
kenntnis wird in der allgemeinen Modelltheorie (STACHOWIAK, 1973) durch drei ele-
mentare Merkmale aller Modelle beschrieben:
 Abbildungsmerkmal: Jedes Modell ist ein Abbild, eine Repräsentation eines Originals
(Vorbild), das selbst Modell sein kann.
 Verkürzungsmerkmal: Jedes Modell abstrahiert und erfasst nur diejenigen Eigenschaf-
ten des Vorbilds, die relevant erscheinen.
 Pragmatismusmerkmal: Jedes Modell wird im Hinblick auf einen Verwendungszweck
geschaffen und interpretiert.
Im Abbildungsmerkmal manifestiert sich die Unmöglichkeit, ein perfektes Modell zu er-
schaffen. Modell und Original sind niemals identisch. In der Verkürzung wird die be-
wusste Vernachlässigung von Eigenschaften des Vorbildes als Wesen der Modellierung 
festgeschrieben und im Pragmatismus die Prüfung der Relevanz einzelner Modelleigen-
schaften gefordert.
Ziel der Modellierung bzw. der Anwendung eines Modells ist ein zusätzlicher Erkennt-
nisgewinn über das Original. Der Erkenntnisgewinn kann dabei theoretisch und / oder 
praktisch sein. Theoretische Erkenntnisse tragen zu einem besseren Gesamtverständnis 
des abgebildeten Originals bei und erlauben Verbesserungen des Modells. Praktische 
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Ergebnisse sind beispielsweise Aussagen über das zukünftige Verhalten des Originals, 
das durch den Modellierungsvorgang vorhersehbar wird. 
Im modernen Hochwasserschutz hat der Nutzen aus der modellhaften Kenntnis über 
mögliche Auswirkungen zukünftiger Extremereignisse die Anwendung numerischer Mo-
delle immer weiter in den Vordergrund gerückt. 
Hochwasserereignisse sind Bestandteil des natürlichen Geschehens. Zur Katastrophe
werden sie erst, wenn menschliche Werte betroffen sind. Im Zuge der fortschreitenden 
Landnutzung wurden verstärkt auch hochwassergefährdete Gebiete erschlossen. Somit 
stieg die Bedrohung durch Hochwasser, obwohl über die Jahrhunderte der bauliche 
Hochwasserschutz ständig verbessert wurde. Im Vergleich zu früheren Jahrhunderten 
sind Überflutungen heute zwar seltener geworden, dafür in ihren Auswirkungen oft umso
katastrophaler. Das Fehlen eines absoluten Schutzes gegen die Naturgefahr Hochwasser 
erfordert einen vorausschauenden Umgang an dessen Ende akute Maßnahmen zum 
Schutz der Bevölkerung stehen. Vermehrt finden deshalb probabilistische Konzepte zum 
Umgang mit dem Restrisiko Einzug in den Hochwasserschutz. Maßgebend ist nicht mehr 
ein exemplarisches Hochwasser einer bestimmten Eintrittswahrscheinlichkeit, sondern die 
Summe möglicher Extremereignisse. Zusätzlich spielen die Versagensmechanismen der 
Bauwerke des technischen Hochwasserschutzes eine zunehmende Rolle (z. B. APEL et 
al., 2004). Der Bandbreite möglicher Auswirkungen können exemplarische Fallstudien 
nicht gerecht werden. Einhergehend mit der Erforschung und Entwicklung risikoorien-
tierter Ansätze werden zunehmend Modelle gefordert, die diesen speziellen Anforderun-
gen gerecht werden.
Die seit Mitte des 20. Jahrhundert entwickelten Verfahren auf Grundlage der Reynolds-
gleichungen eignen sich nur eingeschränkt, um allen Belangen des Hochwasserschutzes 
gerecht zu werden. Im Bereich der eindimensionalen Modelle wurden schon früh zusätz-
liche Annahmen wie z. B. die Vernachlässigung der lokalen Beschleunigung gegenüber 
der Gravitation getroffen, um den Besonderheiten von Hochwasserereignissen mit langen
Zeiträumen und großer räumlicher Ausdehnung in Fließgewässern in Zeiten geringerer 
Rechnerkapazitäten gerecht zu werden (FREAD, 1975; SINGH, 1996; SINGH, 2004). 
Durch die Reduktion auf eine Dimension versagen sie als Werkzeug, sobald es zur flä-
chigen Überflutung von Landstrichen kommt. Die oft verwendete statische Wasserspie-
gellagenextrapolation berücksichtigt keine dynamischen Faktoren, so dass sie innerhalb 
probabilistischer Konzepte unbrauchbar ist. Höherwertige zweidimensionale oder drei-
dimensionale Verfahren sind in der Regel nicht effizient. Die zu lösenden partiellen Diffe-
rentialgleichungssysteme sind zu komplex, um großflächig und für eine Vielzahl an Sze-
narien innerhalb eines vorgegebenen Zeithorizonts Parameter für Hochwasserschutzkon-
zepte liefern zu können. Doch auch hier gibt es Entwicklungen, die partiellen Differenti-
4 Kapitel 2
algleichungen weiter zu abstrahieren und so die Überflutung planmäßig nicht überström-
ter Gebiete effizienter anhand spezieller Modelle beschreiben zu können (BECHTELER et 
al., 1994; BATES und DE ROO, 2000; DHONDIA und STELLING, 2002). Diese Verfahren 
treten von Anfang an in Zusammenhang mit stochastischen Auswertungsmethoden auf 
(ARONICA et al., 2002) und nutzen die verbesserte Verfügbarkeit digitaler Geländein-
formationen durch Laserscanning und Überfliegung konsequent aus (HARDY et al., 
1999).
Im Sinne der Modelltheorie nutzen alle spezielleren Ansätze unabhängig von ihrer Di-
mensionalität bestehende klassische Modellierungsmethoden als Vorbilder und sind somit 
gleichzeitig Abbilder allgemeinerer Strömungsmodelle. Einhergehend mit der fortschrei-
tenden Spezialisierung sind das Merkmale der „Verkürzung“ (z. B. Vernachlässigung der 
Turbulenz) und des „Pragmatismus“ (weitere Einschränkungen in der Anwendung) stär-
ker ausgeprägt und fordern wiederum eigene Lösungsansätze. Denn weder die genannten 
eindimensionalen Modelle sind geeignet, das volle Spektrum der Auswirkungen von 
Hochwasserereignissen abzubilden, noch die zweidimensionalen (HUNTER et al., 2005b). 
Somit folgt direkt der Zwang, Modelle verschiedener Dimensionalität bzw. unterschiedli-
cher Spezialisierungsgrade miteinander zu verknüpfen, um Hochwasserereignisse adä-
quat und vollständig beschreiben zu können. Die Suche nach geeigneten algorithmischen 
Lösungsansätzen zur Verknüpfung hydraulischer Modelle unterschiedlicher Dimensiona-
lität beginnt mit ersten Entwicklungsansätzen von CUNGE et al. (1980). In den späten 
80er und den 90er Jahren des letzten Jahrhunderts versuchten weitere Autoren (z.B. 
BLADÉ et al., 1994; ESTRELA und QUINTAS, 1994), kombinierte ein- und zweidimensio-
nale Modelle zu etablieren. Durch das Fehlen ausreichender topographischer Geländeda-
ten war die Anwendung dieser Verfahren allerdings auf wenige exemplarische Beispiele 
beschränkt. Zudem eröffneten sich durch die sich stetig weiterentwickelnde Computer-
technik neue Möglichkeiten, Hochwasserereignisse - zunächst stationär - vollständig 
zweidimensional zu beschreiben (z. B. FELDHAUS et al., 1992) und dadurch auf die Ent-
wicklung von Kopplungsansätzen zu verzichten. Mit dem Aufkommen probabilistischer 
Hochwasserschutzkonzepte wurde die Entwicklung sowohl kombinierter Modelle als 
auch spezialisierter Methoden neu aufgegriffen (BATES und DE ROO, 2000; DHONDIA
und STELLING, 2002; VENERE und CLAUSSE, 2002; BRADBROOK, 2006). Die Mehrheit 
der in der Literatur beschriebenen Verfahren beschäftigt sich sowohl mit Ansätzen zur 
effizienteren Behandlung instationärer Problemstellungen als auch der Verknüpfung un-
terschiedlicher Modelle miteinander. 
Allen Arbeiten zum Thema Kombination verschiedener Modelle unterschiedlicher Di-
mension ist gemein, dass sie weniger ihren Schwerpunkt auf die Weiterentwicklung von 
mathematischen Ansätzen und Lösungsverfahren legen sondern mit dem Ziel einer weite-
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ren Verbesserung der Analyse von Hochwasserereignissen ergebnisorientierte For-
schungs- und Entwicklungsarbeit leisten. Die Vermeidung allzu komplexer mathemati-
scher Verfahren aus der klassischen numerischen Strömungsmechanik zeigt sich insbe-
sondere in der Beschränkung aller in der Literatur erwähnten kombinierten Modelle auf 
rein explizite Methoden zur Diskretisierung der zeitabhängigen Terme. Zunehmend setzt 
sich jedoch die Erkenntnis durch, dass explizite Lösungsverfahren für die gewählten Me-
thoden nur beschränkt geeignet sind (HUNTER et al., 2005c). Diese Erkenntnis hat aber 
nicht nur Folgen für das mathematisch-numerische Lösungsverfahren, sondern erfordert 
tiefe Eingriffe bis hin zu den verwendeten Strömungsgleichungen, die aufgrund der zu-
sätzlichen Annahmen nicht uneingeschränkt mit impliziten Lösungsverfahren verwendet 
werden können. 
2.2 Gliederung und Vorgehensweise
Mit dem Ziel, ein Werkzeug für die Prognose und Vorhersage der Auswirkungen von 
möglichen Hochwasserereignissen zu entwickeln, werden die geeigneten ein- und zwei-
dimensionalen theoretischen Ansätze identifiziert und weiterentwickelt. Vor dem Hinter-
grund, dass die lokalen Folgen eines Hochwasserereignisses aus der Summe der globalen 
Gegebenheiten des gesamten Einzugsgebietes des Gewässers entstehen, werden die ge-
wählten Ansätze zu einem gekoppelten Verfahren verknüpft, um alle maßgeblichen Ein-
flussfaktoren innerhalb eines Modells weitgehend abbilden zu können. Um insgesamt ein 
effizientes und praxistaugliches Ingenieurwerkzeug zu erhalten, wird kritisch überprüft, 
wie weit das mathematische Gleichungssystem vereinfacht werden kann. Aus der Er-
kenntnis heraus, dass lange Zeiträume besser von impliziten Lösungsverfahren beschrie-
ben werden können, sollen die existierenden numerischen Lösungsansätze analysiert 
werden. Im Rahmen der Modellvalidierung werden die Ergebnisse des gekoppelten Mo-
dells mit den Ergebnissen anderer Verfahren verglichen und zuletzt die Möglichkeiten 
des neuen Ansatzes an einem Praxisbeispiel aufgezeigt.
Kapitel 3 nähert sich der Hochwasserproblematik, indem zunächst hinterfragt wird, wie 
groß die räumlichen Dimensionen eines Modells sein müssen, um ein Ereignis auf lokaler 
Ebene vollständig beschreiben zu können. Dazu wird die räumliche Skala als Größen-
klasse neu definiert. Die wesentlichen Aspekte eines Hochwasserereignisses sind  der 
lokale Detaillierungsgrad, die Komplexität des Gesamtsystems und die auftretenden 
Wechselwirkungen zwischen Fluss und den angrenzenden, zunächst nicht überfluteten 
Bereichen. Die genannten Aspekte benötigen unterschiedliche räumliche und zeitliche 
Betrachtungsskalen. Aus dieser Skalenproblematik heraus lassen sich die Anforderungen 
für ein möglichst umfassendes Verfahren ableiten.
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In Kapitel 4 werden die mathematisch-physikalischen Ansätze zur Beschreibung von 
Fließgewässern vorgestellt, die den aus der Skalenproblematik abgeleiteten Anforderun-
gen genügen. Durch Dimensionsreduktionen und zusätzliche Annahmen werden zunächst 
die zweidimensionalen Flachwassergleichungen und eindimensionalen St. Venant Glei-
chungen abgeleitet. Weitere Vereinfachungen (z. B. die Vernachlässigung der Turbulenz) 
führen zu den Wellenformulierungen der Strömungsgleichungen, welche als Grundlage 
des entwickelten Verfahrens von zentraler Bedeutung in dieser Arbeit sind. Dabei wird 
ausgenutzt, dass die Kontinuitätsgleichung in der ein- und zweidimensionalen Fassung 
bereits zeitvariante Terme enthält und der Impuls über empirische Formulierungen abge-
bildet werden kann. Im zweidimensionalen Fall muss das Gleichungssystem allerdings für 
sehr kleine Wasserspiegellagendifferenzen benachbarter Zellen noch durch eine Ersatz-
funktion geschlossen werden, während die eindimensionale Formulierung der Wellenglei-
chung bei Wehren versagt. Als Lösungsansatz wird das räumliche Diskretisierungsver-
fahren modifiziert und das Nachbarschaftsverfahren entwickelt.
Kapitel 5 beschäftigt sich mit der zeitlichen Diskretisierung und den numerischen Lö-
sungsansätzen. Bezogen auf die räumlich diskrete Form der diffusiven Wellengleichung 
wird die Methodik der zeitlichen Diskretisierung erörtert. Zunächst werden allgemein 
einschrittige explizite und implizite Ansätze voneinander abgegrenzt, um dann effiziente 
implizite Mehrschritt- und kombinierte Verfahren zu diskutieren. Bisher verhinderte die 
hohe Steife der diffusiven Wellengleichung die Verwendung von impliziten Diskretisie-
rungsansätzen. Anhand der vorgestellten A()-stabilen Verfahren wird eine effiziente 
implizite Lösung möglich.
In Kapitel 6 werden die Ansätze zur Kopplung von ein- und zweidimensionalen Teilmo-
dellen erarbeitet. Dazu werden die verschiedenen Ausprägungen gekoppelter Modelle 
erfasst und kategorisiert. Dabei wird deutlich, dass nicht jede Verknüpfung unterschiedli-
cher Teilmodelle eine echte Kopplung ist. Wesentliches Merkmal gekoppelter Prozesse 
ist ihre unmittelbare Abhängigkeit voneinander, die mit Hilfe der Begriffe Informations-
richtung und vertikale bzw. horizontale Ausrichtung beschrieben werden kann. Für zwei-
seitig horizontal gekoppelte Prozesse werden Ansätze zur Kopplung zweier Teilmodelle 
sowohl direkt über Randbedingungen als auch indirekt über Quellterme erarbeitet. Dabei 
wird die Beschreibung von Deichbrüchen an der Schnittstelle zwischen ein- und zweidi-
mensionalen Modellen durch empirische Ansätze ausführlich berücksichtigt.
Die erarbeiteten Grundlagen bilden das Fundament für das gekoppelte Verfahren 
ILMOFLOOD, das in Kapitel 7 vorgestellt und im Rahmen verschiedener Testbeispiele 
angewendet wird. Neben einigen verfahrensspezifischen Aspekten wird die praktische 
Anwendbarkeit überprüft. Dazu werden zunächst stationäre Zustände synthetischer Bei-
spiele mit Formeln der wasserbaulichen Praxis nachgerechnet und so das Verfahren veri-
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fiziert. Am Beispiel eines geplanten Polders an der Sieg wird ILMOFLOOD anhand einer 
zweidimensionalen Vergleichsrechnung validiert. Zuletzt werden die Möglichkeiten der 
gekoppelten 1D-2D Simulation am Beispiel eines komplexen Anwendungsfalls aufge-
zeigt. Ein System aus drei Poldern, der thüringischen Unstrut und einem abzweigenden 
Flutkanal wird simuliert und optimiert. 
Zuletzt werden die erzielten Ergebnisse in Kapitel 8 zusammengefasst und abschließend 
bewertet. Die Arbeit endet in Kapitel 9 mit einem Ausblick auf den künftigen For-
schungs- und Entwicklungsbedarf.
8 Kapitel 3
3 Die Skalenproblematik
Vorbemerkung – Die Modellierung von Hochwasserereignissen mit numerischen Ver-
fahren ist nicht neu, sondern hat sich zu einem weit verbreiteten Werkzeug entwickelt. 
Es existieren zahlreiche Ansätze, welche die Folgen von Hochwassern auf lokaler Ebene 
oder für ganze Einzugsgebiete beschreiben. Dominierend sind dabei ein- und zweidi-
mensionale Verfahren in unterschiedlichsten Ausprägungen. Dennoch gelingt es keinem 
Verfahren, die ganze Bandbreite möglicher Auswirkungen von Hochwasserereignissen 
abzubilden. Ursächlich liegt dies daran, dass Hochwasser großräumige Ereignisse sind, 
aber trotzdem die lokalen Auswirkungen für einzelne Gebäude, Siedlungsgebiete und 
Flächen im Vordergrund stehen. Die Analyse eines Hochwassers mit Hilfe numerischer
Mittel ist also immer an die Bezugsskala gekoppelt. In diesem Kapitel soll zunächst los-
gelöst von den mathematischen Grundlagen numerischer Verfahren die Frage nach 
Bezugsskalen diskutiert werden. Außerdem soll untersucht werden, wie die verschiede-
nen Skalen und numerischen Verfahren zusammenhängen. Ziel ist die Einschätzung der 
Anwendbarkeit der unterschiedlichen numerischen Ansätze im Rahmen von Hochwas-
serstudien. Aus dieser Abschätzung folgt ein Lösungsansatz, der die Folgen von Hoch-
wasserereignissen in der größtmöglichen Bandbreite beschreiben kann.
3.1 Begriffe
Viele der im Kontext numerischer Modellierungen im Wasserbau benutzten Begriffe zur 
Beschreibung der wesentlichen Eigenschaften eines Modells sind nicht scharf definiert, so 
dass beispielsweise der Begriff „Modell“ sowohl für die numerische Technik, also den 
verwendeten Algorithmus, als auch zur Bezeichnung der Diskretisierung des Raums 
verwendet wird. Im Rahmen dieser Arbeit sollen deshalb wiederkehrende Begriffe an 
dieser Stelle kurz voneinander abgegrenzt werden.
 Verfahren: Ein Verfahren bezeichnet das numerische Konzept, mit dem auf Grundlage 
mathematisch-physikalischer Gleichungen und der räumlichen Diskretisierung einer 
Topographie hydraulische Parameter zeitschrittbasiert berechnet werden können. Der 
Begriff Verfahren wird z. B. im Kontext der Dimensionalität zur Klassifizierung ver-
wendet.
 Modell: Das Wort Modell bezeichnet ein vereinfachtes Abbild der Wirklichkeit. Im 
Zusammenhang mit numerischen Simulationen wird hier unter Modell die Summe al-
ler notwendigen Daten, welche Fluss und die angrenzende Topographie definieren, 
sowie dem zu Grunde liegenden Verfahren verstanden. Ein Modell ist damit die spe-
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zielle Anwendung eines numerischen Verfahrens auf einen realen oder synthetischen 
Fliessgewässerabschnitt.
 Variante: Mit einem Modell können verschiedene Varianten numerisch simuliert wer-
den. Eine Variante kann hydrologisch definiert sein und so eine Beziehung zwischen 
Zeit, Abflüssen und Modell herstellen, oder geometrisch definiert sein. Eine geometri-
sche Variante erfordert kleine Veränderungen innerhalb des Modells und bezeichnet 
beispielsweise die Stelle, an der ein Deichbruch angenommen wird.
Im Unterschied zu einem Verfahren schließt ein Modell nach obiger Definition die das 
Modell definierenden Daten mit ein. Ein eindimensionales Verfahren grenzt sich von ei-
nem eindimensionalen Modell also begrifflich dadurch ab, dass nur die verfahrensspezifi-
schen Besonderheiten (beispielsweise fehlende laterale Strömungsgeschwindigkeiten, 
Integration) und nicht die modellspezifischen Besonderheiten (Grad der Parametrisie-
rung, Koordinatensystem entlang der Flussachse, Geometrie) bezeichnet werden.
3.2 Bezugsskalen
3.2.1 Definition
Eine Skala (engl. „scale“) ist eine Größenklasse (PLATE, 1992) und bezieht sich auf 
charakteristische Zeiträume und Längen von Phänomenen, innerhalb der Aspekte dieser 
Phänomene als konstant und integriert betrachtet werden (BLÖSCHL, 1996). Der Begriff 
wird im Kontext (a) mit natürlichen Prozessen, (b) Messungen und (c) Modellierungen 
verwandt. Mit der Skala sind Methoden und Verfahren verknüpft, die innerhalb der ge-
gebenen Skala ein Phänomen beschreiben können. Gleichzeitig ist mit einer Skala der 
Grad des Informationsverlustes definiert, weil der Wechsel von einer kleineren in eine 
höhere Skala immer eine Vernachlässigung kleinskaliger Strukturen einhergeht (LAM
und QUATTROCHI, 1992). Tab. 3.1 klassifiziert die charakteristischen Längen- bzw. Flä-
cheneinheiten der Mikro-, Meso- und Makroskala und ordnet den Skalen die typischen 
hydromechanischen Verfahren zu (z. B. in BEFFA, 2002; BUCHELE et al., 2006). Der 
Übergang von einer Skala in die nächste ist fließend, so dass aus der bloßen Zuordnung 
von charakteristischen Längeneinheiten in Skalen keine allgemeingültigen Spezifikationen 
für numerische Hochwassermodelle abgeleitet werden können.
Mathematisch definiert wird der Zusammenhang von Raumskala, der Wirkung kleinska-
liger Phänomene und dem beschreibenden Modell durch das so genannte scale triplet
(BLÖSCHL und SIVAPLAN, 1995):
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Nach dieser Definition (3.1) ist jedes Modell und jede Messung mit der Realität über die 
drei Eigenschaften extend, spacing und support verknüpft. Die Autoren definieren das 
scale triplet in Bezug zu hydrologischen Raum- und Zeitskalen und den dort auftreten-
den Skalierungseffekten (vgl. Abb. 3.1). Die grundlegende Beziehung zwischen Skala 
und Modell ist aber auf wasserbauliche Fragestellungen übertragbar. 
Dann beschreibt Lextend den abgebildeten Raum, Lspacing die Zahl der Stützstellen und Lsup-
port den Typus einer einzelnen Stützstelle. Lsupport ist somit ein Maß darüber, in wieweit 
kleinskalige Phänomene beschrieben werden können und kennzeichnet damit den Detail-
lierungsgrad und die Dimensionalität des Modells. Das numerische Modell muss diesen 
drei Eigenschaften Rechnung tragen. In Abb. 3.1 werden die Beziehungen zwischen Mo-
dell und Realität sowie die Folgen aus fehlender Berücksichtigung der drei Eigenschaften 
anschaulich dargestellt. Werden die Bezugsgrößen nicht ausreichend berücksichtigt, tre-
ten als Folge systematische Fehler (z. B. Trend, Rauschen oder Glättung) auf. Die Theo-
rie des Skalentriplets geht davon aus, dass ein Modell keinerlei äußeren Beschränkungen 
unterliegt, also alle Bezugsgrößen unabhängig voneinander sind. Tatsächlich hängen ex-
tend und spacing in numerischen Modellsystemen eng miteinander zusammen und wer-
den vor allen durch die Leistungsfähigkeit des eingesetzten Computersystems be-
schränkt. Zudem gelingt es mit Hilfe der Theorie des Skalentriplets nur, bereits identifi-
zierte Prozesse auf ihre Abbildungsqualität innerhalb eines Modells zu untersuchen.
Tab. 3.1: Klassifizierung der räumlichen Skalen bei der Modellierung von Hochwassern
Räumliche Auflösung Mikroskala Mesoskala Makroskala
Geoobjekte 
Messpunkt, Profil, 
Segment
Kleine und mittle-
re Einzugsgebiete
Große Einzugsge-
biete
Charakteristische Län-
ge, Fläche
< 100 m 
< 10 ha
0,1 bis ca. 30 km 
0,1 bis ca. 500 
km²
> 30 km 
> 1.000 km²
Kartograph. Maßstab bis ca. 1:5.000 bis ca. 1:25.000 Über 1:50.000
Verfahren 3D, 2D 2D, 1D 1D
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Abb. 3.1: Skalentriplet zur Beschreibung der Beziehung zwischen Realität und Messung / Modell: Darstellung der 
Bezugsgrößen extend, spacing und support (nach BLÖSCHL und SIVAPLAN, 1995, oben); Mögliche 
Fehlinterpretationen von Daten, wenn Modell- und Prozessskala nicht übereinstimmen (unten).
3.2.2 Skalen im Wasserbau
Wasserbauliche Fragestellungen sind wesentlich davon geprägt, dass die verschiedenen 
Problemstellungen sowohl in der betrachteten räumlichen als auch zeitlichen Größenord-
nung sehr stark voneinander differieren (z. B. FEDDES, 2005, KALMA und SIVAPALAN, 
1995, BRAUN et al., 1996, BRAUN und SEEGER, 1997) und somit theoretische Ansätze 
nicht auf beliebige Probleme angewendet werden können. Hinzu kommt die Schwierig-
keit, dass sich ein Problem auch am Rand zwischen zwei Skalen bewegen kann, was die 
Auswahl geeigneter Verfahren weiter erschwert (REICHERT et al., 2003). Als Folge ist 
die Lösungsstrategie und Verfahrenswahl immer abhängig von der durch das Problem 
gegebenen Raum- und Zeitskala.
Im Unterschied zu anderen Disziplinen ist im Wasserbau die Abbildung der hydromecha-
nischen Prozesse deterministisch geprägt und die Art der Prozessrepräsentation dadurch 
zunächst skalenunabhängig. Das heißt, in jeder Raumskala wird die Hydrodynamik durch 
ineinander überführbare Ableitungen der Navier-Stokes Gleichungen beschrieben (allge-
mein: Kontinuitäts- und Impulsgleichungen). Abhängig von der Skala sind in der Regel 
lediglich die Dimensionalität und / oder nötige Vereinfachungen des Gleichungssystems. 
Dies hat natürlich Auswirkungen auf das Modell. Die numerische Modellierung ist somit 
selbst nicht skalenunabhängig (LAI, 2005), aber der einzige Freiheitsgrad zur Anpassung 
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der Prozessrepräsentation innerhalb des Modells ist der support (vgl. Kapitel 3.2.1). Die-
se Abhängigkeit drückt Definition (3.2) aus:
,
1
, 2
3
extend
support WB M
spacing
D
LL f C D
L
D
£  ¤     ¥  ¤¡ ¢ ¦
(3.2)
Die allmähliche Verschiebung der Skalengrenzen durch die fortschreitende Weiterent-
wicklung der Computertechnik, bekannt als das Moore’sche Gesetzi der Halbleiterindust-
rie, wird in der obenstehenden Gleichung durch den Parameter CM ausgedrückt. 
Durch die Einschränkung der Freiheitsgrade unterscheiden sich wasserbauliche Fragestel-
lungen von anderen Wissenschaften. Diese verwenden beispielsweise deterministische 
Methoden innerhalb der Mikroskala, um auf der Meso- oder Makroskala stochastische 
Beschreibungen oder empirische Zusammenhänge zu verwenden. Hier wirkt sich der 
Wechsel der Bezugsskala auch auf den theoretischen Ansatz aus. Die verschiedenen 
Theorien erfordern unterschiedliche Bezugsräume und Stützstellen, wodurch jede Be-
zugsgröße als Unabhängige verwendet werden kann. Innerhalb wasserbaulicher Frage-
stellungen wird mit Hilfe des Begriffs Skala also oft nur der Grad der Berücksichtigung 
kleinskaliger Phänomene innerhalb eines Modells beschrieben. Die Wahl eines geeigneten 
Ansatzes ist trivial (1D, 2D oder 3D).
3.3 Die Hochwasserproblematik als Skalenproblem
3.3.1 Hochwasser und Bemessungsabfluss
Was macht ein Hochwasserereignis in der numerischen Simulation zu einem Skalenprob-
lem? Zur Beantwortung dieser Frage muss unterschieden werden, welche Ziele die nu-
merische Simulation in der Flusshydraulik verfolgt. Werden Bauwerke, die dem techni-
schen Hochwasserschutz zugeordnet werden können (strukturelle Maßnahmen wie z. B. 
Deiche, Wehre oder Verlegung des Flussbettes), planerisch untersucht, gilt es 
in der Regel ein statisches Bemessungshochwasser als Lastfall anzusetzen. Entsprechend 
i Gordon Moore bemerkte in einem Artikel, der am 19. April 1965 – also nur wenige Jahre nach der 
Erfindung der Integrierten Schaltung (IC - Integrated Circuit) im September 1958 – in der Fachzeit-
schrift Electronics erschien, dass die Dichte der Transistoren auf einer integrierten Schaltung mit der 
Zeit exponentiell ansteigt und sich die Komplexität von integrierten Schaltkreisen etwa alle 18 Monate 
verdoppelt.
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ist das Bemessungshochwasser als ein charakteristisches Ereignis definiert, welches 
durch die Parameter Scheitelabfluss, -wasserstand, Dauer, und Wellenhöhe gekennzeich-
net ist  (vgl. DVWK-Merkblatt 209/1989 und MUNLV, 2004). Mit Hilfe der numerisch 
oder im physikalischen Modell gewonnenen Erkenntnisse können Aussagen über die 
Eignung einer Maßnahme und / oder ihre Funktionalität abgeleitet werden. Von Interesse 
ist bei der Bemessung und Planung weniger der dynamische Wellenablauf, die Risiken 
des möglichen Versagens von Bauwerken oder die komplexe Interaktivität zwischen 
verschiedenen Flussabschnitten und Poldern, sondern die statischen Wasser- und Fließ-
zustände bei einer definierten Jährlichkeit im Vergleich zu den gegebenen Bauwerksab-
messungen. Eine wesentliche Annahme ist immer die Wirksamkeit der Maßnahme gemäß 
den Bemessungsrichtlinien (z. B. Berücksichtigung der n-1 Regel oder Festlegungen zum 
Freibord). Dies ermöglicht die Verwendung kleinskaliger numerischer oder physikali-
scher Ausschnittsmodelle, die sich auf das Bauwerk und wenige Flusskilometer erstre-
cken (BEFFA, 2002). Insbesondere die weitestgehende Vernachlässigung aller zeitlichen 
Parameter vereinfacht den zu betreibenden Aufwand. Statische Hochwassersimulationen 
zum Zweck von Bemessungen oder zur Bestimmung von Wasserständen entsprechen der 
täglichen wasserbaulichen Praxis (vgl. BWK, 2001) und werden nur noch in Ausnahme-
fällen in der Forschung eingesetzt (z. B. Nachweis der Hochwassersicherheit eines ver-
legten Abschnitts der Inde zwischen Lamersdorf und Kirchberg, KAMRATH et al., 
2006b).
3.3.2 Dynamische Hochwassersimulation
Im Gegensatz zu Bemessungsberechnungen ist das Ziel von dynamischen Simulationen 
als Werkzeug des Hochwasserschutzes nicht der Nachweis eines einzelnen Schutzele-
mentes, sondern die Abschätzung möglicher Folgen und Schäden innerhalb des Gesamt-
systems unter Berücksichtigung der Tatsache, dass der technische Hochwasserschutz 
lokal versagen kann (BUCHELE et al., 2006). Die wesentliche Aufgabe ist die globale 
Quantifizierung von Schäden und die Bestimmung der Vulnerabilität bei lokalem Versa-
gen des technischen Hochwasserschutzes (WERNER, 2004a). Die Grenze zwischen Be-
messungssimulation und Vulnerabilitätsuntersuchung verschwimmt, wenn Kosten-
Nutzen Rechnungen in die Planung mit einfließen und die Kosten zur Verbesserung des 
technischen Hochwasserschutzes gegenüber den möglichen Schäden abgewogen werden 
(GANOULIS, 2003 oder HUBER, 2008). 
Innerhalb der dynamischen Untersuchung konkurrieren der Aspekt des lokalen 
Versagens und die Notwendigkeit, das Ereignis selber sowohl zeitlich als auch räumlich 
vollständig aufzulösen, miteinander (vgl. Abb. 3.2):
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 Detaillierungsgrad / Wechselwirkungen: Das Umfeld des Versagensbereiches muss 
hoch aufgelöst betrachtet werden. Die auftretende Überflutung muss detailliert model-
liert werden. Besondere Aufmerksamkeit gilt komplexen Strukturen wie Siedlungs-
und Industriegebieten. Die Fokussierung auf Gebiete mit den angenommenen größten 
negativen Folgen infolge eines Hochwassers wird zunehmend durch hochauflösende 
digitale Geländemodelle und Modellierungsmethoden ermöglicht (BATES et al., 2003; 
YU und LANE, 2006b; YU und LANE, 2006a).
 Zeit: Die Hochwasserwelle muss zeitlich vollständig abgebildet werden, weil die Aus-
dehnung der Überflutung sowohl mit der Dauer der Einwirkung als auch den Momen-
tanwerten der Ganglinie zusammen hängt. Insbesondere für die Erstellung von Ver-
haltensregeln und Katastrophenschutzplänen sind Informationen über die Ausbreitung 
von Überflutungsflächen erforderlich (ROMANOWICZ und BEVEN, 2003; BUCHELE et 
al., 2006 LAHMER et al., 2000).
 Raum / Systemkomplexität: Alle beeinflussenden Faktoren (zusätzliche Zuflüsse, Ver-
zweigungen, Polder, Überlagerungen verschiedener Wellen) und natürliche Retenti-
onseffekte müssen berücksichtigt werden. Das Hochwasserereignis ist also in seiner 
räumlichen Ausdehnung und Komplexität weitestgehend vollständig abzubilden. Ne-
ben lokalen stehen häufiger auch globale Schutzziele im Vordergrund (BUCHELE et 
al., 2006). 
3.3.3 Skalenproblematik in Raum und Zeit
Bei simultaner Modellierung von Gerinne- und Vorlandabfluss stellt sich somit die ein-
gangs als Skalenproblem bezeichnete Frage, wie sich die unterschiedlichen räumlichen 
und zeitlichen Betrachtungsskalen abbilden lassen, um die konkurrierenden Aspekte eines 
Hochwassers adäquat durch ein einziges Modell beschreiben zu können (BEFFA, 2006). 
Abb. 3.2 zeigt den qualitativen Zusammenhang von Raum und Zeit und den wesentlichen 
abzubildenden Aspekten eines Hochwasserereignisses, also der lokalen Komplexität bzw. 
dem lokalen Detaillierungsgrad, der Systemkomplexität und den Wechselwirkungen zwi-
schen Fluss und angrenzenden zunächst nicht überfluteten Bereichen. 
Die gewählte Systematik zur Darstellung der Skalenbezüge von Hochwasserereignissen 
und den zu Verfügung stehenden Verfahren lehnt sich an die Definition des Skalentriples 
an. Zusätzlich berücksichtigt Abb. 3.2 aber die Abhängigkeiten zwischen Zeit und Raum 
als gebiets- bzw. ereignisabhängige Parameter und Dimensionalität als einzigen Freiheits-
grad. Die drei Kernelemente der Hochwassermodellierung (Wechselwirkungen, System-
komplexität und Detaillierungsgrad) sind dagegen verfahrens- bzw. modellspezifisch und 
Ergebnis der qualitativen Auswertung einer skalenbezogenen Auswertungsfunktion. Wie 
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die Ausführungen der Kapitel 3.3.1 und 3.3.2 deutlich gemacht haben, ist bei der dyna-
mischen Modellierung von Hochwasserereignissen immer die paarweise Betrachtung von 
Zeit und Raum erforderlich. Dies wird durch den abgebildeten Skalenstern berücksich-
tigt. 
Ein optimal geeignetes Verfahren sollte zeitlich als auch räumlich hoch aufgelöst und 
nicht beschränkt sein und dabei gleichzeitig in der Lage, die wesentlichen Aspekte voll-
ständig zu beschreiben. Dieses optimale Verfahren müsste also vollständig auf dem Au-
ßenkranz des Skalensterns liegen. Tatsächlich unterliegen sowohl eindimensionale als 
auch zweidimensionale Verfahren unterschiedlichen Einschränkungen, und nehmen je-
weils nur Teilflächen für sich ein, innerhalb derer sie jeweils gut geeignet sind.
Abb. 3.2: Charakteristische Eigenschaften numerischer Modelle für die Simulation von dynamischen 
Hochwasserwellen; unterschiedliche Aspekte eines Hochwassermodells in Bezug zu Dimensionalität,  
Raum und Zeit. Die durch die einzelnen Punkte definierte Fläche beschreibt den Einsatzbereich der 
Modellklassen.
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Obwohl kein Methodenwechsel zwischen ein- und zweidimensionalen Verfahren vorliegt 
und sich die mathematisch-physikalischen Modellgleichungen nur durch die Integration in 
lateraler Richtung unterscheiden, existiert zwischen Modelldimensionalität und Skala 
eine hohe Affinität. Für jedes in Abb. 3.2 dargestellte Kernelement existiert als Folge 
innerhalb einer Raum- / Zeitskala nur ein einziges geeignetes Verfahren. Der Skalenstern 
für Hochwasserereignisse definiert im Gegensatz dazu drei Kernelemente in Abhängig-
keit von Raum und Zeit. Die zentrale Herausforderung bei der Modellierung von Hoch-
wasserwellen besteht also in der Interaktion der unterschiedlichen Skalen, weil die 
Hochwasserproblematik nur in Ausnahmefällen auf einer einzelnen Skala erschöpfend 
beschrieben werden kann.
Abb. 3.3: Zusammenhang zwischen Skala und Modell: In den verschiedenen Skalen werden unterschiedliche 
Aspekte  eines Hochwasserereignisses repräsentiert und beschrieben. 
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Die Hochwasserentstehung aus einem System von Fließgewässern spielt sich in der Mak-
roskala ab, während wesentliche Informationen über auftretende Überflutungsflächen 
und die hierdurch entstehende Retentionswirkung Ergebnisse der mesoskaligen Analyse 
sind. Die Folgen von lokalen Ereignissen (Deichbrüche etc.) und die Ermittlung von lokal 
eingegrenzten Spitzenwerten erfordert wiederum eine mikroskalige Betrachtung (Ver-
meidung von Glättungen und Rauschen). Letztgenannte Prozesse wirken zunächst auf 
kleinerer Skala (Bottom-Up), haben aber Auswirkungen auf das Makrosystem (z. B. auf 
die Wasserspiegellage), während die Entstehung eines Hochwassers Top-Down geprägt 
ist, also von der größeren Skala her wirkt. Abb. 3.3 ordnet den verschiedenen Modellie-
rungsaspekten eines Hochwassers eine Bezugsskala zu, in der die aufgelisteten Prozesse 
maßgeblichen Einfluss haben.
3.3.4 Unterliegerproblematik
Der Zusammenhang zwischen Modell und Betrachtungsskala ist vielschichtig. Nicht im-
mer ist es notwendig, die Prozesse aller Skalen innerhalb eines Modells abzubilden. Liegt 
der Fokus eher auf der makroskaligen Ebene, stehen lokale Prozesse im Hintergrund. 
Wesentliches Ergebnis sind Aussagen über maximale Wasserstände und den zeitlichen 
Verlauf eines Hochwassers. Dadurch können weiterführende Aussagen über die Bean-
spruchung von Deichen gemacht werden und kritische Flussabschnitte definiert werden. 
Im Gegensatz dazu dienen mikroskalige Modelle der Bestimmung kurzfristig auftreten-
der dynamischer Belastungen (z. B. infolge von Deichbrüchen). Prozesse höherer Skalen 
sind hier weniger bedeutend. Für beide Zielsetzungen reichen die existierenden Verfahren 
konstanter Dimensionalität aus. 
Die Zielsetzung bei der Simulation von Flussabschnitten und ihren angeschlossenen Re-
tentionsräumen verändert sich zunehmend, und Ergebnisse von numerischen Untersu-
chungen werden immer wichtiger als Entscheidungshilfe für die Planung von Infrastruk-
turmaßnahmen, für Versicherungen und den Katastrophenschutz (BATES, 2005). Damit 
haben sich auch die Ansprüche an die Modelle verändert. Als Folge wird es immer wich-
tiger, die möglichen Auswirkungen von Hochwasserereignissen innerhalb des Gesamtsys-
tems zu modellieren und Wechselwirkungen in die Untersuchung mit einzubeziehen 
(BATES und DE ROO, 2000). Der Einfluss lokaler Entlastungen auf den Wellenablauf und 
damit die Folgen für Unterlieger werden bei der Planung von Maßnahmen wichtiger. 
Dies gilt insbesondere für die Verbesserung von Steuerungsstrategien durch die Aktivie-
rung von Poldern und Retentionsräumen bei Extremereignissen. Die Entwicklung solcher 
Strategien erfordert eine integrative Analyse von Hochwasserereignissen, also eine Ver-
änderung der Sichtweise weg vom einzelnen Bauwerk und dessen Schutzzielen hin zu 
den Schutzzielen eines Einzugsgebietes. Dadurch wird es möglich, Maßnahmen mit dem 
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größten Gesamtnutzen zu erarbeiten. Eine differenzierte Planung erfordert aber im glei-
chen Maße auch eine differenzierte Abbildung der Folgen eines lokalen Steuerungsein-
griffs auf das Gesamtsystem. Integrativ betrachtet kann das Kappen einer Hochwasser-
spitze lokal zwar Schäden verursachen (Ausfall landwirtschaftlicher Nutzflächen, Schä-
den durch ansteigendes Grundwasser in Siedlungsgebieten), gleichzeitig flussabwärts 
liegende Gebiete durch die Absenkung der maximalen Wasserspiegellagen vor noch grö-
ßeren Schäden bewahren (z. B. Schutz von Ballungsräumen, vgl. DISSE et al., 2003). 
Umgekehrt können Schäden größer als unbedingt notwendig ausfallen, weil das lokale 
Schutzziel (z. B. Begrenzung des Grundwasseranstiegs) vorrangig gegenüber der Mini-
mierung des Gesamtschadens behandelt wurde. Die Auswirkung eines Deichbruches auf 
den Wasserspiegel im Rhein zeigen KAMRATH et al. (2006, vgl. Abb. 3.4). In rd. 100km 
Entfernung zu einem Deichbruch beträgt die Reduzierung der Wasserspiegellage immer 
noch rd. 50% verglichen mit dem Maximalwert in unmittelbarer Umgebung zur Bruch-
stelle. 
Die Nachteile ein- und zweidimensionaler Verfahrenstypen werden bei integrativen Be-
trachtungen offensichtlich: Die Zahl der Varianten und die Gesamtgröße des Modells 
sind zweidimensional beschränkt, während eindimensional die mikroskaligen Prozesse 
nicht mehr differenziert genug berücksichtigt werden können.
Abb. 3.4: Einfluss eines Deichbruches auf das Unterwasser für die Hochwasserereignisse von 1993, 1995 und 
dem 1,5fach überhöhten Ereignis von 1995 (1995+) am Rhein: Infolge eines simulierten Deichbruches 
mit einer Breschenbreite von 150m verändert sich die Wasserspiegellage verglichen mit einer Referenz-
rechnung um rd. 60cm. In 100km Entfernung zur Bruchstelle beträgt die Absenkung des Wasserspiegels 
immer noch rd. 40cm (aus: KAMRATH et al., 2006a). 
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Je weiter sich ein lokal aufgetretenes Ereignis flussabwärts auswirkt, desto eingeschränk-
ter sind die Modellierungsmöglichkeiten, weil die Dimensionalität als identifizierter Frei-
heitsgrad durch die benötigte Größe des Modells eliminiert wird.
3.3.5 Umgang mit dem Skalenproblem
Der Umgang mit dem Skalenproblem gelingt nicht, ohne mindestens einen der wesentli-
chen Aspekte teilweise zu vernachlässigen. Gängige eindimensionale Verfahren sind in 
der Lage, die zeitliche Komponente einer Hochwasserwelle ausreichend zu beschreiben. 
Sie können aber weder lokale Geländeflutungen noch Wechselwirkungen zwischen Fluss 
und Vorland detailliert beschreiben. Dafür eignen sie sich wiederum hervorragend, um 
sich überlagernde Wellen verschiedener Fliessgewässerabschnitte abzubilden (hohe Sys-
temkomplexität). Die Stärken eindimensionaler Verfahren liegen also eher bei großräu-
migen, lang andauernden Betrachtungen, bei denen gleichzeitig auf einen hohen Detaillie-
rungsgrad verzichtet werden kann und Wechselwirkungen zwischen Fluss und Vor- bzw. 
Hinterland im Gegensatz zur Systemkomplexität von untergeordnetem Interesse sind. 
Die zweidimensionalen Methoden haben sich für die Behandlung lokaler Überflutungs-
flächen etabliert (hohe Detailgenauigkeit, Berücksichtigung von Wechselwirkungen). 
Ihre Stärke kommt insbesondere bei flachen Topographien und komplexen Geländestruk-
turen zum Tragen, wo der Einsatz üblicher Abschätzverfahren oder Berechnungen mit-
tels eindimensionalen Verfahren zu unbefriedigenden Ergebnissen führt. Im praktischen 
Einsatz stoßen aber auch 2D-Modelle an Grenzen, wenn sich die Abflüsse in engen Ge-
rinnen mit steilen, z. T. vertikalen oder überhängenden Ufern konzentrieren. Zusätzlich 
ist die Größe eines zweidimensionalen Modells durch die vorhandenen Rechenkapazitä-
ten limitiert und der Einsatz nicht für beliebig große Zeitabschnitte und Raumskalen emp-
fehlenswert (BEFFA, 2002). 
Die getrennte Berechnung von eindimensionalem Gerinneabfluss und die anschließende 
zweidimensionale Berechung des Vorland- oder Überflutungsflächenabfluss kann in we-
nigen Fällen den auftretenden Wechselwirkungen gerecht werden, ist aber an zu viele 
Bedingungen geknüpft (Beispielsweise eine definierte Entlastung in einen Polder).
3.4 Lösungsansatz
3.4.1 Hybride Modellierung
Aus dem in Kapitel 3.3 definierten Skalenproblem folgt für die Modellierung von Hoch-
wasserereignissen zunächst nur die Erkenntnis, dass die Auswahl geeigneter Verfahren 
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klein ist und mit größer werdenden Skalen auf eindimensionale Ansätze beschränkt ist. 
Dem Anwender stehen innerhalb einer Dimensionalität durchaus Ansätze verschiedener 
Komplexität zur Verfügung, dennoch hat der Wechsel der Dimensionalität sicherlich die 
größte Bedeutung für die Qualität und Aussagekraft von Ergebnissen. Je nach Modell 
tritt dieser Dimensionswechsel bei der Modellierung in der unteren oder oberen Me-
soskala auf und führt zu einer Vernachlässigung wesentlicher Aspekte eines Hochwas-
sers. In Grenzen lassen sich die Anwendungsbereiche ein- und zweidimensionaler Ver-
fahren nach oben bzw. unten verschieben; der Überschneidungsbereich reicht aber nicht 
aus und genügt nicht dem Anspruch als Lösungsansatz zum Umgang mit der Skalenprob-
lematik.
Das Problem der richtigen Balance zwischen den hohen rechnerischen Ansprüchen zwei-
dimensionaler Verfahren und der stark parametrisierten Repräsentation der Geometrie 
eindimensionaler Verfahren kann durch gekoppelte Ansätze (auch als hybrider oder mul-
tidimensionaler Ansatz bezeichnet) entschärft werden. Hybride Verfahren nutzen die 
speziellen Vorteile der üblichen ein- und zweidimensionalen Verfahren aus und minimie-
ren den Einfluss der jeweiligen negativen Eigenschaften (vgl. Abb. 3.5). Der Fluss wird 
durch ein eindimensionales Modell repräsentiert, während Überflutungsbereiche zweidi-
mensional aufgelöst werden. 
Praktische Ansätze zur Unterteilung eines Abschnittes in ein Flussmodell und Überflu-
tungsmodell stammen von BECHTELER et al. (1994), ESTRELA und QUINTAS (1994) 
und BLADÉ et al. (1994). Das Vorland wird jeweils nur durch wenige Polygone diskreti-
siert, die in der Berechnung als Makrozellen betrachtet werden konnten. Zur Verknüp-
fung von Fluss und Vorland schlagen die Autoren die Methode nach Poleni (Deiche wer-
den als Wehrüberfälle abgebildet) vor. Weiterentwicklungen kombinierter Modellie-
rungsansätze und eine Aufteilung in Gerinne (1D) sowie Polder bzw. Flutmulden (2D) 
werden von DI GIAMMARCO et al. (1996), DHONDIA und STELLING (2002) und 
BRADBROOK (2006) vorgeschlagen. RUNGO und OLESEN (2003) stellen ebenfalls fest, 
dass eine zweidimensionale Betrachtung bei großen Flussabschnitten nicht effizient ge-
nug sei und sich die notwendige Anpassung der Gitterauflösung an die verfügbaren 
Rechnerkapazitäten zu negativ auf die Genauigkeit des Modells auswirke. Zusätzlich 
könnten hydraulisch wirksamer Bauwerke (z. B. Wehre) durch eine kombinierte Model-
lierung einfacher abgebildet werden. Für besonders große zu modellierende Gebiete 
schlagen VENERE und CLAUSSE (2002) ein hybrides Modell vor, dass nur die wesentli-
chen Überflutungsbereiche durch zweidimensionale Teilmodelle abbildet.
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Abb. 3.5: Prinzipskizze zur hybriden 1D-2D Modellierung: In der Realität werden Gerinne und angrenzende Über-
flutungsbereiche gleichmäßig überströmt. Dabei treten Gerinne und Vorländer in Wechselwirkung mit-
einander. Im hybriden Modell wird das Gerinne anhand eines eindimensionalen Verfahrens modelliert 
und nur die longitudinale Geschwindigkeitskomponente bestimmt. Die Vorländer werden basierend auf 
einem numerischen Gitter zweidimensional berechnet. An der Grenze zwischen den Teilmodellen müs-
sen die Wechselwirkungen definiert werden.
Die Gesamteffizienz der hybriden Verfahren wird im Wesentlichen von dem Zeitbedarf 
der zweidimensionalen Teilmodelle bestimmt. Überlegungen zur Vereinfachung der 
zweidimensionalen Strömungsgleichungen für zunächst nicht überströmte Bereiche ha-
ben das Anwendungsspektrum hybrider Ansätze auf alle Raumskalen ausgedehnt (BATES
und DE ROO, 2000; HORRITT und BATES, 2001b; HORRITT und BATES, 2001a; 
HUNTER et al., 2005c). Dennoch ist der Einsatz hybrider Verfahren eher die Ausnahme, 
da zwar die Beschränkung der klassischen Verfahren auf eine Skala durch die genannten 
Arbeiten größtenteils gelöst werden konnte, jedoch durch die Kopplung neue Schwierig-
keiten bei der Modellierung auftreten.
3.4.2 Defizite hybrider Modelle
Die Modellierung von Hochwasserereignissen mit hybriden 1D-2D Modellen ist ein Lö-
sungsansatz des in diesem Kapitel diskutierten Skalenproblems, ohne dass dieser Zu-
sammenhang ursächlich von den Autoren genannt oder erkannt wird. Die theoretische 
Stärke der Verfahren liegt im Übergangsbereich der üblichen ein- und zweidimensionalen 
Modellierungstechniken. Die Eigenschaften hybrider Verfahren resultieren aus der Über-
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lagerung der Merkmale klassischer Methoden im Skalenstern (vgl. Abb. 3.2: System-
komplexität, Detaillierungsgrad und Wechselwirkungen). Die Abbildung der System-
komplexität im Modell ist eine typische Eigenschaft eindimensionaler Verfahren und 
kann innerhalb hybrider bzw. gekoppelter Konzepte analog durch ein entsprechendes 
eindimensionales Teilmodell eingebunden werden. Ähnliches gilt für den hohen mögli-
chen lokalen Detaillierungsgrad zweidimensionaler Verfahren innerhalb eines multidi-
mensionalen Verfahrens. Ergänzend sind zusätzliche Vereinfachungen der Strömungs-
gleichungen möglich, weil auf die Abbildung der Strömung im Hauptgerinne im zweidi-
mensionalen Teilmodell verzichtet wird. Dadurch ist die Effizienz der hybriden Modelle 
deutlich höher, als bei Verfahren konstanter Dimensionalität. 
Die Schwierigkeit der hybriden Modellierung liegt in der Abbildung der Eigenschaft 
„Wechselwirkungen“. Wechselwirkungen treten an der Schnittstelle zwischen Fluss und 
zunächst nicht überfluteten Abschnitten auf. Über diese gedankliche Nahtstelle wird dem 
Flusssystem sowohl Wasser entnommen (Retention), als auch wieder zugeführt. Diese 
Wechselwirkungen können sowohl an definierten Stellen auftreten (z. B. Entlastung in 
Polder) als auch ungeplant (Deichbrüche, Deichüberströmungen). Wechselwirkungen 
treten bei extremen Ereignissen nicht nur punktuell auf, sondern auch linienförmig über 
längere Abschnitte. In jedem Fall ist die Strömung an der Nahtstelle zwischen Flussraum 
und Hinterland hoch komplex und hat große Auswirkungen auf das Gesamtsystem. In-
nerhalb der hybriden Modelle definiert genau dieser Bereich die Schnittstelle der unter-
schiedlichen Teilmodule. Die Teilmodelle des gekoppelten Verfahrens müssen also über 
geeignete Modellschnittstellen miteinander kommunizieren, um Hochwasserereignisse 
ausreichend genau beschreiben zu können (vgl. Kapitel 6).
Neben der großen Schwierigkeit, die Flüsse zwischen den Teilmodellen richtig abzubil-
den, ist die zeitliche Synchronisierung der Modelle problematisch. Die Wechselwirkun-
gen müssen immer zu gleichen Zeitpunkten definiert werden. Dies ist aber nur schwer 
möglich, wenn die Zeitschrittweiten der Teilmodelle nicht miteinander übereinstimmen. 
Dabei stellt sich auch die Frage, welcher Zeitpunkt als Bezugspunkt definiert werden 
muss: Sind für den Wasseraustausch Wasserstände und Geschwindigkeiten zum letzten 
bekannten Zeitpunkt maßgebend oder zu einem zukünftigen Zeitpunkt? In den bislang 
publizierten Verfahren werden die Wechselwirkungen nur rudimentär berücksichtigt, so 
dass die berechneten Lösungen immer in starkem Maße von der Modellierung der 
Schnittstelle abhängen. 
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3.5 Zusammenfassung
Die numerische Modellierung von Hochwasserereignissen stellt für Verfahren, Modelle 
und Rechnerkapazitäten nach wie vor eine große Herausforderung dar. Hochwasserer-
eignisse sind hoch komplex und geprägt von Wechselwirkungen unterschiedlicher mi-
kro-, meso- und makroskaliger Prozesse, so dass jedes Verfahren nur Teilaspekte opti-
mal auflösen kann. Dieses Defizit wird in der vorliegenden Arbeit als Skalenproblem der 
Hochwassermodellierung bezeichnet. Über den neu eingeführten Skalenstern werden die 
maßgeblichen Modellierungsaspekte von Hochwasserereignissen definiert. Sie lauten: 
Systemkomplexität, Detaillierungsgrad und Wechselwirkungen. Unter Berücksichtigung 
der Zeit- und Raumskala können weder eindimensionale Ansätze noch zweidimensionale 
Verfahren allen drei Eigenschaften ausreichend Rechnung tragen. Daraus folgt, dass an-
hand von Verfahren konstanter Dimensionalität immer nur Teilaspekte von Hochwasser-
ereignissen mit der notwendigen Genauigkeit beschrieben werden können. 
Durch die Verschiebung der Zielsetzung in der Hochwasservorsorge und dem Bedürfnis, 
Hochwasser integrativ betrachten zu wollen, wird nach Möglichkeiten gesucht, dieses
Problem zu lösen. Die Entwicklung hybrider bzw. gekoppelter Verfahren ist ein mögli-
cher Lösungsansatz, der in der jüngsten Vergangenheit schon erfolgreich eingesetzt wur-
de. Hybride Verfahren vereinigen die Eigenschaften der konstant dimensionalen Ansätze 
und schaffen die Voraussetzungen, die über den Skalenstern definierten Aspekte anhand 
miteinander kommunizierender Teilmodelle bestmöglich abzubilden. Hybride Verfahren 
können zudem ausnutzen, dass jedes Teilmodell nur noch spezielle Aspekte abbilden 
muss. Dies ermöglicht zusätzliche Vereinfachungen der Strömungsgleichungen und be-
wirkt eine hohe Effizienz (siehe Kapitel 4).
Problematisch ist die adäquate Modellierung der Wechselwirkungen an der Nahtstelle 
zwischen Flussraum und angrenzenden, planmäßig nicht überströmten Abschnitten. Die-
sen Bereich definiert die Trennlinie der Teilmodelle, über die ein Austausch zwischen den 
Systemen stattfinden muss. Die Unsicherheit über die ausreichend richtige Modellierung 
an der Nahtstelle verhindert bislang eine höhere Akzeptanz hybrider Verfahren in For-
schung und Praxis. 
In den folgenden Kapiteln wird ein Verfahren vorgestellt, dass die bisherigen Ansätze 
hybrider Modelle erweitert und versucht, die aus dem Skalenstern abgeleiteten Anforde-
rungen bestmöglich durch ein gekoppeltes multidimensionales Verfahren zu repräsentie-
ren. 
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4 Die Strömungsgleichungen als Systeme gewöhnlicher Differentialglei-
chungen
Vorbemerkung – Numerische Simulationsprogramme werden in der Regel nach den zu 
Grunde liegenden Gleichungen und der Dimensionalität klassifiziert. Selten werden im 
Wasserbau die Navier-Stokes´schen Grundgleichungen direkt gelöst. Die mathematisch 
zu beschreibenden Zeiträume und abzubildenden Gebiete sind zu groß, so dass Verein-
fachungen notwendig werden. So lassen sich aus den Navier-Stokes Gleichungen die 
Reynoldsgleichungen, die St. Venant Gleichungen und die Wellengleichungen ableiten. 
Instationäre Prozesse sind unabhängig von den gewählten Ausgangsgleichungen so 
genannte Anfangswertprobleme. Maßgebend für eine effiziente Lösung von Anfangs-
wertproblemen ist die Kenntnis der besonderen Eigenschaften des zu lösenden Glei-
chungssystems. In diesem Kapitel werden die ein- und zweidimensionalen Wellenglei-
chungen vorgestellt und Besonderheiten wie die Steifheit („stiffness“) diskutiert. 
Gleichzeitig werden die zunächst partiellen Differentialgleichungen der diffusiven Welle
räumlich diskretisiert und so in ein System gewöhnlicher Differentialgleichungen umge-
formt. Die mathematische Definitionslücke der diffusiven Wellengleichung bei sehr klei-
nem Energieliniengefälle wird durch eine Ersatzfunktion geschlossen, wodurch eine 
effiziente und allgemeine numerische Lösung erst möglich wird. 
4.1 Klassifizierung gewöhnlicher und partieller Differentialgleichungen 
4.1.1 Grundbegriffe
Die historisch ersten Differentialgleichungen waren die der gleichmäßigen und ungleich-
mäßig beschleunigten Bewegung. Im Jahr 1590 erkannte Galileo Galilei den Zusammen-
hang zwischen der Fallzeit eines Körpers und seiner Fallgeschwindigkeit sowie dem 
Fallweg, und formulierte mit geometrischen Mitteln das Gesetz des freien Falles. Als 
Isaac Newton auch Bewegungen in Abhängigkeit des Betrages oder des Quadrates der 
Geschwindigkeit und proportional zur Reibung betrachtete, führte er die Differential-
rechnung und den noch heute geläufigen Formalismus der Differentialgleichungen ein. 
Durch die exakte Formulierung des Grenzwertbegriffes, der Ableitung und des Integrals 
stellte schließlich Augustin Louis Cauchy im 19. Jahrhundert die Theorie der gewöhnli-
chen Differentialgleichungen auf ein festes Fundament und machte sie somit vielen Wis-
senschaften zugänglich.
Die Haupttypen von Differentialgleichungen sind (z. B. in DAHMEN und REUSKEN, 
2006):
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1. gewöhnliche Differentialgleichungen (engl. ordinary differential equations, 
ODEs): In der Gleichung tauchen nur Ableitungen nach einer Variablen auf.
2. partielle Differentialgleichungen (engl. partial differential equations, PDEs): In 
der Gleichung tauchen Ableitungen nach mehreren Variablen auf.
3. stochastische Differentialgleichungen (engl. stochastic differential equations, 
SDEs): Die Gleichung enthält mindestens einen stochastischen Prozess.
4. Seltener kommen die differentiell-algebraischen Gleichungen (engl. differential 
algebraic equations, DAEs) vor, bei denen zusätzlich zur Differentialgleichung 
noch rein algebraische Nebenbedingungen eingebracht werden.
Die in der Differentialgleichung gesuchte Funktion f kann von einer Variablen x oder 
auch mehreren Variablen xi = (x1, x2, ..., xn) abhängen. Im ersten Falle spricht man von 
einer gewöhnlichen Differentialgleichung, im letzteren Falle von einer partiellen Differen-
tialgleichung. Hierbei wird angenommen, dass Ableitungen nach allen vorkommenden 
Variablen auftreten; andernfalls spricht man von Parametern. 
Auf wesentliche Eigenschaften und Charakteristika soll im Folgenden insoweit eingegan-
gen werden, wie es für das Verständnis der nachfolgenden Kapitel notwendig ist. Ma-
thematisch betrachtet stellen Fluidgleichungen immer partielle oder gewöhnliche Diffe-
rentialgleichungen dar. Ansätze zur Lösung vereinfachen sich, wenn Eigenheiten der vor-
liegenden Differentialgleichungen berücksichtigt werden. Ziel soll sein, anstelle der hoch-
komplexen partiellen Navier-Stokes bzw. Reynolds Gleichungen ein System gewöhnli-
cher Differentialgleichungen zu formulieren, dass sich numerisch schneller und effizienter 
lösen lässt. 
Definition gewöhnlicher und partieller Differentialgleichungen
Eine algebraische Gleichung, welche Ableitungen nach einer einzelnen reellen Variablen 
enthält, wird als gewöhnliche Differentialgleichung (DGL) bezeichnet. Ihre Ordnung n ist 
durch die Ordnung der höchsten vorkommenden Ableitung gegeben. Es seien 
1n§¨   mit n© und :f §ª , dann heißt:
« ¬( ), ( ), ( ), ( ), ... , ( ) 0nf x y x y x y x y x­ ­­   (4.1)
bzw.
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« ¬( ), , , , ... , 0nf x y y y y­ ­­   (4.2)
eine gewöhnliche Differentialgleichung n-ter Ordnung (HEUSER, 2006). Ihre Lösungen 
sind n-mal differenzierbare Funktionen, die von einer Variablen abhängen und die DGL 
auf einem zu bestimmenden Intervall I erfüllen. Kann die Differentialgleichung nach der 
höchsten vorkommenden Ableitung aufgelöst werden und hat somit die Form:
« ¬( ) ( 1), , , , ... ,n ny f x y y y y ®­ ­­  (4.3)
so heißt sie explizit, andernfalls implizit (vgl. Abb. 4.1).
Hingegen liegt eine partielle Differentialgleichung vor, wenn die gesuchte Funktion von 
mehreren Veränderlichen gleichermaßen abhängt. Eine partielle Differentialgleichung für 
eine Funktion u, die von 2 Variablen x und y abhängt, lautet somit allgemein:
« ¬2( , ) ( , ) ( , ), , ( , ), , , ... , , ... 0u x y u x y u x yx y x yf x y u x y         (4.4)
In Gleichung 4.4 sind x und y unabhängige Variabeln und u wird als abhängige Variable 
bezeichnet. Die Lösung der partiellen Differentialgleichung ist eine Funktion u, die selbi-
ge erfüllt (vgl. Abb. 4.2).
Weitere Klassifizierungsmerkmale
Neben der Einordnung in gewöhnliche und partielle Differentialgleichungen wird noch 
zwischen homogenen und inhomogenen Differentialgleichungen, sowie linearen bzw. 
nicht-linearen Differentialgleichungen unterschieden.
Abb. 4.1: Unterscheidung zwischen expliziten und impliziten gewöhnlichen Differentialgleichungen; Beispiele
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Abb. 4.2: Ordnung und Linearität partieller Differentialgleichungen; Beispiele
Eine homogene Differentialgleichung besitzt keine konstanten Anteile, die rechte Seite 
der Differentialgleichung ist null. Eine partielle Differentialgleichung heißt linear, falls die 
abhängigen Variablen und ihre Ableitungen höchstens in erster Potenz vorkommen und 
keine Produkte der Variablen und ihrer Ableitungen mit anderen Ableitungen der Variab-
len in der Gleichung enthalten sind. Eine Differentialgleichung ist dann nicht-linear, wenn 
die Koeffizienten vor den Ableitungen in der Ableitungsordnung größer (oder gleich) als  
die Ableitung selbst sind (vgl. Abb. 4.2). Die Wellen- und Wärmeleitungsgleichungen 
sind beispielsweise linear. Die Navier-Stokes Gleichungen sind hingegen ein System nicht 
linearer und nicht homogener partieller Differentialgleichungen (z. B. in JOST, 1998; 
HEUSER, 2006).
Man unterscheidet weiter zwischen hyperbolischen (z.B. die Wellengleichung), paraboli-
schen (z.B. die Wärmeleitungsgleichung) und elliptischen (z.B. die Poisson-Gleichung) 
Differentialgleichungen. Vom Typus der Differentialgleichung hängen der Umfang und 
die Art der für eine eindeutige Lösung erforderlichen Rand- und Anfangsbedingungen ab 
(in: JOST, 1998). 
Elliptische partielle Differentialgleichungen treten typischerweise in Zusammenhang 
mit zeitunabhängigen (stationären) Problemen auf. Bei elliptischen Gleichungen sind die 
am häufigsten auftretenden Randbedingungen entweder Dirichlet-Randbedingungen oder 
Neumann-Randbedingungen. Bei den Dirichlet-Randbedingungen sind die Werte der 
gesuchten Funktion auf dem Rand vorgegeben, während bei den Neumann-
Randbedingungen die Normalenableitung der gesuchten Funktion vorgegeben wird. An-
fangsbedingungen werden für stationäre Probleme nicht benötigt.
Parabolische partielle Differentialgleichungen beschreiben ähnliche Phänomene wie 
elliptische Gleichungen, aber im instationären Fall. Instationäre Diffusionsprozesse wer-
den z. B. durch parabolische Differentialgleichungen beschrieben. Parabolische Glei-
chungen führen auf ein Anfangs-Randwertproblem. Während sich die Randbedingungen 
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von denen eines elliptischen Problems nicht wesentlich unterscheiden, müssen für das 
gesamte Lösungsgebiet Anfangsbedingungen vorgegeben werden. Die Kenntnis des pa-
rabolischen Charakters der Zeit hat Einfluss auf die Wahl der Lösungsstrategie. Dem 
Charakter der Zeit entsprechend basieren alle numerischen Lösungsmethoden zeitvarian-
ter Probleme auf Schrittverfahren („marching methods“).
Hyperbolischen Differentialgleichungen beschreiben definierte Ausbreitungsprozesse. 
Differentialgleichungen erster Ordnung sind immer hyperbolisch. Im Unterschied zu pa-
rabolischen und elliptischen Gleichungen werden Lösungen von hyperbolischen Glei-
chungen wenig bis gar nicht gedämpft. Die zu diesem Typ gehörigen Anfangs- und 
Randwerte führen auf Cauchy-Probleme: Das bedeutet, dass ähnlich wie im paraboli-
schen Fall zusätzlich zu räumlichen Randbedingungen Anfangswerte benötigt werden. 
Bei hyperbolischen Gleichungen zweiter Ordnung benötigt man zwei Anfangswerte: Den 
Funktionswert und die zeitliche Ableitung desselben am Anfang.
Die später eingehend diskutierten Flachwassergleichungen sind im stationären Fall ellip-
tisch, im instationären Fall parabolisch oder auch hyperbolisch, wenn keine oder kaum 
Diffusion vorhanden ist.
4.1.2 Anfangswertprobleme
Allgemein bezeichnet ein Anfangswertproblem eine bestimmte Lösung einer Differential-
gleichung, die durch die Lösungsschar der Differentialgleichung selbst und ihren Ablei-
tungen bis zur (n - 1)ten Ordnung an einer vorgegebenen Stelle x0 vorgegeben ist:
( 1)
0 0 0, , ... ,
ny y y ®­ (4.5)
Das Anfangswertproblem beschreibt also die Lösung y(x) einer Differentialgleichung 
also, für die zusätzlich die Bedingung:
0 0
0 0
( 1) ( 1)
0 0
( )
( )
...
( )n n
y x y
y x y
y x y® ®
 
­ ­ 
 
(4.6)
erfüllt ist. Ein Anfangswertproblem muss nicht immer eine eindeutige Lösung besitzen. 
Es kann mehrere oder gar unendlich viele Lösungen zulassen (z. B. besitzt das Anfangs-
wertproblem y y­   mit y(x0)=0 unendlich viele Lösungen). Elliptische Differential-
gleichungen besitzen immer nur eine einzige Lösung und beschreiben somit kein An-
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fangswertproblem (z. B. ist der stationäre Zustand eines Fließgewässers unabhängig von 
der gewählten Anfangsbedingung). Parabolische und hyperbolische Differentialgleichun-
gen besitzen keine eindeutige Lösung und benötigen zusätzlich Anfangsbedingungen, 
welche die Lösung aus der Lösungsschar bestimmen (der Zustand eines Fließgewässers 
zum nächsten Zeitpunkt folgt aus dem Zustand zum vorherigen Zeitpunkt).
Bei einer homogenen, linearen, gewöhnlichen Differentialgleichung ist der Vektorraum 
der Lösungen endlichdimensional. Dagegen ist der Raum der Lösungen einer homoge-
nen, linearen, partiellen Differentialgleichung im Allgemeinen unendlichdimensional (in: 
HEUSER, 2006). 
4.1.3 Systeme gewöhnlicher Differentialgleichungen
Liegt ein Differentialgleichungssystem der Form
1 1 2 1
2 1 2 2
1 2
n
n
n n n
y f ( x, y , y ,..., y ) s ( x )
y f ( x, y , y ,..., y ) s ( x )
...
y f ( x, y , y ,..., y ) s ( x )
­   
­   
­   
(4.7)
vor, so spricht man von einem (inhomogenen) System von gekoppelten Differentialglei-
chungen erster Ordnung. Obwohl das Differentialgleichungssystem nach Gleichung 4.7
mehrere Veränderliche besitzt, liegt trotzdem ein System gewöhnlicher Differentialglei-
chungen vor, weil keine partiellen Ableitungen außer nach x vorliegen. Die Kopplung des 
Systems begründet sich in der Abhängigkeit der einzelnen Gleichungen von mehreren 
Veränderlichen. 
4.1.4 Problematik steifer Differentialgleichungen
Differentialgleichungen werden als steif bezeichnet, wenn ein explizites Lösungsverfah-
ren sehr kleine Schrittweiten benötigt und daher der lokale Fehler groß ist, obwohl sich 
die Lösung nur geringfügig ändert. 
Es existieren verschiedene Definitionen der Steifheit, die jedoch hauptsächlich die oben 
beschriebene Eigenschaft steifer Systeme mathematisch zu beschreiben versuchen und 
meist als Indizien fungieren. Die vier maßgebenden Anzeichen, dass es sich um eine steife 
Differentialgleichung handeln könnte, werden nachfolgend kurz erläutert:
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Abb. 4.3: Zur Bedeutung und Definition von Eigenwerten
 Als numerische Definition gilt, dass eine DGL, die sich nicht mit expliziten, wohl aber 
mit impliziten Verfahren gut approximieren lässt, steif ist.
 Weiterhin, falls die Stabilitätsbedingungen und nicht die Konvergenz die Schrittweite 
des Lösungsverfahren bestimmen.
 Aus Sicht der linearen Algebra ist die DGL steif, wenn alle Realteile der Eigenwerte 
negativ sind und der Steifheits-Quotient r sehr groß ist.
 Sobald ein Teil der Komponenten der Lösung sehr viel schneller verschwindet als 
andere.
Der sogenannte Steifheits-Quotient bezeichnet das Verhältnis der Realanteile der Eigen-
werte der Jacobi Matrix (Gleichung 4.8):
1iff ( x, y )J i, j , ... ,n
y y
 
       ¡ ¢
(4.8)
Die Jacobi-Matrix ist die m x n-Matrix sämtlicher erster partieller Ableitungen einer dif-
ferenzierbaren Funktion. Sie bildet die Matrix-Darstellung der ersten Ableitung einer
Funktion f. 
Als Steifheitsquotient r eines Differentialgleichungssystems bezeichnet man die positive 
reelle Zahl:
1
nRe( )r
Re( )

 

(4.9)
Anschaulich betrachtet drückt r das Verhältnis zwischen dem stärksten und schwächsten 
negativem Realteil (vgl. Abb. 4.3) aus:
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1 20 nRe( ) Re( ) ... Re( )¯  ¯  ¯ ¯  (4.10)
Hohe Werte für r deuten auf eine große Steifheit eines Differentialgleichungssystems hin. 
Die Steifheit ist keine konstante Eigenschaft einer Differentialgleichung, sondern hängt 
von ihrer Lösung bzw. den lokalen Werten der Jacobi-Matrix ab. Weil keine absolute 
Grenze für r definiert ist, genügt die Definition nach Gleichung 4.9 nicht, um ein Problem 
eindeutig als steif zu charakterisieren. In der Literatur wird daher meistens von „Anzei-
chen“ gesprochen, die auf steife Systeme schließen lassen (z. B. DEKKER und VERWER, 
1984; HEUSER, 2006). Anzeichen steifer Systeme sind beispielsweise kontinuierlich an-
steigende Steifheitsquotienten über die Zeit oder das Versagen expliziter Lösungsverfah-
ren. Deuten Anzeichen auf ein steifes Verhalten hin, sind spezielle Lösungsstrategien 
(implizite Methoden) erforderlich.
Die verschiedenen hier aufgeführten Eigenschaften gewöhnlicher und partieller Differen-
tialgleichungen wirken sich auf die numerische Diskretisierung der im Weiteren betrach-
teten ein- und zweidimensionalen Differentialgleichungssysteme aus. Die Kenntnis der 
wesentlichen Charaktereigenschaften hilft, explizite gegen implizite Verfahren abzuwä-
gen und ein Verfahren zu entwickeln, dass effizient nach Lösungen zu jedem Zeitschritt 
sucht. Während die Navier-Stokes und Reynoldsgleichungen nicht linear und nicht ho-
mogen sind, erleichtern Vereinfachungen, Umformungen und empirische Ansätze die 
numerische Behandlung der Strömungsgleichungen und es entstehen Systeme gewöhnli-
cher linearer Differentialgleichungen. Diese mögen zwar steif sein, also problematisch im 
Zusammenhang mit expliziten Methoden, gleichzeitig aber weniger komplex. 
In den folgenden Abschnitten werden die verschiedenen Strömungsgleichungen diskutiert 
und räumlich diskretisiert. 
4.2 Die allgemeinen Strömungsgleichungen
4.2.1 Allgemeines
Sämtliche hydrodynamischen Prozesse folgen physikalischen Prinzipien, die von Verfah-
ren und Modellen abgebildet werden müssen. Allgemein können Prozesse physikalischer 
Phänomene durch zwei Eigenschaften charakterisiert werden (MORRIS und WIGGERT, 
1972): 
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1. Bilanzierungsgrößen:
 Kontinuität bzw. Erhaltung der Masse
 Impulserhaltung bzw. Energieerhaltung
2. Zustandsgrößen:
 Entropie
 Abhängigkeit vom räumlichen, zeitlichen und Massenbezugssystem
Die Erhaltungssätze gelten global. Die Zustandsgrößen sind in hydromechanischen Prob-
lemen von untergeordnetem Interesse. Entropie beschreibt den Anstieg der Unordnung 
innerhalb eines geschlossenen Systems. In der Thermodynamik wird die Entropie übli-
cherweise mit der irreversiblen Umwandlung von Energie in Wärme gleichgesetzt. In der 
Hydrodynamik tritt eine irreversible Energieumwandlung in Wärme durch Reibungskräf-
te auf. Demnach ist die Zunahme der Entropie im hydrodynamischen System beschrieben 
durch die Umwandlung von Strömungsenergie in Wärme. Quantitativ wird die Entropie 
durch die Reibungsterme bzw. der Berücksichtigung von Energieverlusten durch Rei-
bung und Turbulenz erfasst. Raum und Zeit verlaufen kontinuierlich, das Bezugssystem 
der Masse ist die Erde und ihre Gravitation g.
Daraus folgt, dass hydrodynamische Probleme vornehmlich von Erhaltungsprozessen 
geprägt sind. Jedes hydrodynamische Verfahren bilanziert lokal Masse, Energie und / 
oder Impuls. Die Unterschiede sind bedingt durch zusätzliche Vereinfachungen und An-
nahmen. Die empirische Berücksichtigung oder vollständige Vernachlässigung der Tur-
bulenz als Strömungseigenschaft, die Vernachlässigung einzelner Raumrichtungen oder 
Terme höherer Ordnung in den Impulsgleichungen führen zu spezielleren aber gleichzei-
tig besser handhabbaren Gleichungssystemen, die dennoch grundsätzlich sämtliche Erhal-
tungsprozesse modellhaft abbilden können.
4.2.2 Die Kontinuitätsgleichung
Für ein Volumenelement dV = dx dy dz folgt die Massenerhaltung für den inkompres-
siblen Fall aus der Bilanzierung der ein- und ausströmende Flüsse (vgl. Abb. 4.4). Aus 
der Differenz der Flüsse an den Elementflächen folgt die Massenbilanz in den einzelnen 
Koordinatenrichtungen. Die Summe der Massenbilanzen muss im inkompressiblen Fall 
null sein und lautet für die Geschwindigkeitskomponenten u, v und w:
0u v w u v wdx dy dz
x y z x y z
      
              ¡ ¢
(4.11)
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Abb. 4.4: Kontrollvolumen zur Herleitung der Kontinuitätsgleichung für den allgemeinen inkompressiblen Fall
Diese allgemeine Kontinuitätsgleichung 4.11 muss immer erfüllt sein und besitzt für den 
allgemeinen Fall keine zeitvarianten Terme. Es gilt dx = dy = dz = konstant. Wird in y-
Richtung über die gesamte Fliesstiefe h integriert und berücksichtigt, dass diese zeitlich 
nicht konstant ist, entsteht eine zeitabhängige, zweidimensionale Formulierung der Kon-
tinuitätsgleichung (vgl. Abb. 4.5):
0h u w h u wh h dx dz h h
t x z t x z
                   ¡ ¢
(4.12)
Wesentlich ist in der Gleichung 4.12 die Einführung der zeitabhängigen Betrachtung des 
Volumens. 
Nach nochmaliger Integration über die Breite b folgt die eindimensionale Formulierung, 
die dann im Allgemeinen für den Durchfluss Q = u·h·b und die durchflossene Quer-
schnittsfläche A = b·h aufgestellt wird:
0Q A
x t
 
  
 
(4.13)
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Abb. 4.5: Kontrollvolumen zur Herleitung der Kontinuitätsgleichung für den tiefenintegrierten Fall
Ausführlich wird die Herleitung der Kontinuitätsgleichung beispielsweise in SINGH
(2004) behandelt.
Die tiefenintegrierte Formulierung der Kontinuitätsgleichung hat den entscheidenden 
Vorteil, dass sie den Abfluss zeitlich und räumlich beschreibt. Sie reicht alleine nicht aus, 
um den Abfluss eindeutig zu beschreiben, enthält aber schon alle wesentlichen Gradien-
ten, die numerisch diskretisiert bei der Strömungsberechnung abgebildet werden müssen. 
Somit ermöglicht die tiefenintegrierte, zeitabhängige Fassung der Kontinuitätsgleichung 
weitgehende Vereinfachungen in den Impulsgleichungen. Dieser Aspekt wird im Verlauf 
dieses Kapitels aufgegriffen und genutzt. 
Sollen zusätzliche Quellen oder Senken (Zu- und Abflüsse) berücksichtigt werden, wird 
die Kontinuitätsgleichung um einen Term Qp auf der rechten Seite erweitert:
p
Q A Q
x t
 
  
 
(4.14)
4.2.3 Flachwassergleichungen
Die zweidimensionalen Flachwassergleichungen werden durch Tiefenintegration aus den 
Navier-Stokes- bzw. Reynoldsgleichungen abgeleitet. Ihre Herleitung ist äußerst um-
fangreich, daher wird hier nur das Ergebnis vorgestellt (vgl. RIJN, 1994; MALCHAREK, 
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2000; FORKEL, 2004). Es wird vereinfachend angenommen, dass die Druckverteilung 
hydrostatisch ist und die horizontalen Schubspannungen klein sind. Die Flachwasserglei-
chungen bestehen aus der Kontinuitätsgleichung nach Gleichung 4.12 und den Impuls-
gleichungen. Sie lauten in konservativer Form:
Zweidimensionale Impulsgleichungen:
1
fx xx xy
u u u H h hh hu hv gh ghS
t x y x x y
      
    ® ®           ¡ ¢
(4.15)
1
fy yy xy
v v v H h hh hv hu gh ghS
t x y y y x
      
    ® ®           ¡ ¢
(4.16)
Mit:
1 1zt zt
zb zb
u u( z ) dz v v( z ) dz
h h
   ° ° (Tiefenmittelung)
Und:
y,zbx,zb
fx fyS Sgh gh

   
 
(Schubspannung)
In den Gleichungen (4.15) und (4.16) bezeichnen u und v die tiefenintegrierten Ge-
schwindigkeiten in x bzw. y- Richtung. Die Wassertiefe wird mit h bezeichnet, die Was-
serspiegellage h+z mit H. Die Sohllage (bottom) wird mit dem Index zb gekennzeichnet, 
die Lage des Wasserspiegels mit zt (top). Die Terme Sfx bzw. Sfy kennzeichnen den Ein-
fluss der Sohlschubspannungen x,zb und y,zb. Diese werden meistens über Widerstands-
gesetze abgebildet. Als zusätzliche äußere Kräfte werden die turbulenten Spannungsten-
sorenxx, yy und xy berücksichtigt. Dispersive Terme werden im Allgemeinen vernach-
lässigt, wodurch der Anwendungsbereich der Flachwassergleichungen eingeschränkt ist 
auf Fälle mit geringen Sekundärströmungen für die die Annahme einer nahezu gleichför-
migen vertikalen Geschwindigkeitsverteilung gerechtfertigt ist (FORKEL, 2004). Die hyd-
rostatische Druckverteilung wird bei größeren Sohlneigungen verletzt. Als ungefährer 
Grenzwert für die Sohlneigung wird in der Literatur eine Größenordnung von 
0 1i iH / x . ( x x, y )  ±   angegeben. Eine weiterführende Diskussion dieser Thematik 
findet sich beispielsweise in SCHRÖDER und FORKEL (1999). 
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Tritt die Turbulenz in den Vordergrund, sind die Flachwassergleichungen nur bedingt 
geeignet. Turbulenz ist ein hochgradig dreidimensionaler Ansatz, die in tiefenintegrierter 
Form und auf eine Ebene projiziert nur schlecht erfasst werden kann (SCHWANENBERG, 
2003). Der Einfluss turbulenter Spannungen ist bedeutend, wenn die Geschwindigkeits-
gradienten groß sind (z. B. bei Ablösungen, Einschnürungen). Bei vielen Anwendungen 
kann auf eine Modellierung der turbulenten Terme verzichtet werden, weil die abgebilde-
ten Strömungen einen ausgeprägten konvektiven Charakter besitzen (Dammbruchwellen, 
Hochwasserausbreitung). Den vernachlässigbaren Einfluss der Turbulenz für solche An-
wendungsfälle haben SCHWANENBERG (2003) und BEFFA (1994) hinreichend unter-
sucht. 
In dieser idealisierten Form sind die Flachwassergleichungen Ausgangspunkt für die wei-
tere Diskussion und Ableitung der zweidimensionalen Wellengleichungen in Abschnitt 
4.3:
0fx
u u u Hh hu hv gh ghS
t x y x
   
     
   
(4.17)
0fy
v v v Hh hv hu gh ghS
t x y y
   
     
   
(4.18)
Durch eine weitere Integration der Flachwassergleichungen in lateraler Richtung lassen
sich die eindimensionalen Flachwassergleichungen von Saint-Venant herleiten (z. B. in 
SINGH, 1996), die häufig zur Wasserspiegellagenberechnung in Fließgewässern verwen-
det werden.
Die Anwendung der Saint-Venant Gleichungen bedingt verschiedene Voraussetzungen, 
die im Folgenden aufgeführt werden:
 annähernd konstante Fliessgeschwindigkeit im Fliessquerschnitt
 horizontale Wasserspiegellage in Schnitten senkrecht zur Fließrichtung
 hydrostatische Druckverteilung
 geringes Sohlgefälle (Neigungswinkel sin² ³´ µtan , cos¶· ´ ¸1)
 Berücksichtigung der Reibungs- und Turbulenzeffekte über Widerstandsgesetze (z.B. 
nach Manning-Strickler, Darcy-Weisbach) analog zu den idealisierten Flachwasser-
gleichungen nach den Gleichungen 4.17 und 4.18.
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Die Kontinuitätsgleichung kann in Abhängigkeit vom Durchfluss und der durchflossenen 
Fläche entweder in Form von Gleichung 4.13 ohne zusätzlich Quell- und Senkterme bzw. 
anhand Gleichung 4.14 mit zusätzlichen lateralen Zu- und Abflüssen ausgedrückt wer-
den. Neben dieser Formulierung findet man in der Literatur häufig die St. Venant Glei-
chungen in der Geschwindigkeitsnotation. Die auch eindimensionale Flachwasserglei-
chungen genannten Differentialgleichungen lauten dann:
Kontinuität:
0h h vv h
t x x
  
   
  
(4.19)
Eindimensionale Impulsgleichung:
f
v v Hv g gS
t x x
  
   ® ®
  
(4.20)
Mit:
zb
f
hy
S
g r

 
¹ ¹
(Schubspannung)
In der geschwindigkeitsnotierten St. Venant Gleichung bezeichnet v die Fliessgeschwin-
digkeit, x die Hauptfließrichtung des Wasserkörpers, h die Wassertiefe, H die Wasser-
spiegellage, Sf den Sohlschubspannungsterm mit der Sohlschubspannung zb, der Dichte 
 und dem hydraulischen Radius rhy.
Gleichung 4.20 kann in Analogie zur Kontinuitätsgleichung 4.13 auch in Abhängigkeit 
von Durchfluss Q und durchflossener Fläche A formuliert werden. Mit: 
1v Q Q A
t A t A t
     ®   ¡ ¢
(4.21)
Und:
1v Q Q A
x A x A x
     ®   ¡ ¢
(4.22)
Folgt zusammen mit der Kontinuitätsgleichung nach Gleichung 4.13:
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2
2
2
f
Q Q Q Q A HgA gA S
t A x A x x
   
 ®    ® ¹
   
(4.23)
Mit Hilfe der Froudezahl Fr = v / gh0,5 und der Annahme, dass A h / x h A / x¹  ´ ¹ 
entspricht und S0 das Sohlgefälle z / x®  bezeichnet, kann die obige Gleichung formu-
liert werden als:
2
0
2 1 f
Q Q Q Agh( Fr ) gA ( S S )
t A x x
  
  ®   ® ¹ ®
  
(4.24)
In dieser Formulierung (Gleichung 4.24) wird berücksichtigt, dass eine natürliche Gerin-
negeometrie zumeist kaum funktionalen Beschreibungen folgt und so auch bei der For-
mulierung über die Fließtiefe h die Fließfläche A zusätzlich bestimmt werden muss, was 
in letzterer Formulierung entfällt.
4.2.4 Empirische Strömungsgleichungen zur Berücksichtigung der Sohlreibung
Ein zentrales Kennzeichen der Flachwassergleichungen ist die Approximation des Ein-
flusses der wirksamen Sohlschubspannung zb über den Reibungsgradienten Sf. 
Die Sohlschubspannung ist definiert als Produkt aus Gefälle I, Erdschwere g, Fließtiefe h
und Dichte  (vgl. Gleichung 4.25):
zb g h I   ¹ ¹ ¹ (4.25)
Gleichzeitig wird in der Grenzschichttheorie die Schubspannung mit Hilfe der Schub-
spannungsgeschwindigkeit u hergeleitet (siehe hierzu: SCHLICHTING et al., 1997). Es 
gilt:
2zb
zbu u 

  º    ¹

(4.26)
Die Schubspannung wird mit rhy  h allgemein in den ein- oder zweidimensionalen 
Flachwassergleichungen beschrieben durch:
zb
fS g h

 
¹ ¹
(4.27)
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Der durch empirische Fließformeln gegebene allgemeine Zusammenhang zwischen Gefäl-
le I und Durchfluss Q nach Gleichung 4.28 sowie der Definition der Schubspannung 
kann zur Formulierung des Reibungsterms Sf in den Gleichungen 4.15 bis 4.23 genutzt 
werden. In allgemeiner Schreibweise lauten die empirischen Fließformeln:
hyQ A v A k r I
   ¹   ¹ ¹ ¹ (4.28)
Den existierenden empirischen Ansätzen ist gemeinsam, dass sie als Produkt aus einem 
Reibungskoeffizienten k mit der Fließtiefe bzw. dem hydraulischen Radius rhy und dem 
Gefälle I definiert sind. Unterschiede liegen in der Belegung der Exponenten  und 
sowie in der Definition des Rauheitsbeiwertes k. Üblicherweise werden die Fließformel 
nach De Chezy und die Formulierung nach Gaukler-Manning und Strickler benutzt.
De Chezy (1755) schlug für die Berechnung der mittleren Geschwindigkeit bei einem 
stationären, gleichförmigen Zustand Exponenten  und  = 1/2 vor:
IrCv hy ¹¹  (4.29)
Durch den Beiwert C sollen die Einflüsse der Rauheit, der Ungleichförmigkeit der Ge-
schwindigkeit sowie der Querschnittsform erfasst werden.
Gaukler, Manning und Strickler (1923) haben unabhängig voneinander nachgewiesen, 
dass für den Chézy Beiwert gilt:
1 6/
St hyC k r  ¹ (4.30)
Daraus folgt mit den Exponenten  = 2/3 und  = 1/2 die bekannte Fließformel nach 
Gaukler, Manning und Strickler:
2/13/2 Irkv hySt ¹¹  (4.31)
Wenn noch der Manning-Wert n als Reziprok des Strickler-Wertes kSt definiert wird, gilt 
analog:
2 3 1 21 / /
hyv r In
  ¹ ¹ (4.32)
Der formelle Unterschied zwischen der Formulierung nach De Chezy und Manning mag 
marginal erscheinen; tatsächlich versucht der Manningwert bzw. Stricklerparameter die 
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Rauheit als fließtiefenunabhängige Größe auszudrücken, während im Chezy Parameter 
ein Einfluss der Fließtiefe berücksichtigt wird. Dass beide Ansätze streng genommen nur 
für stationäre Abflüsse gültig sind, wird insbesondere bei eindimensionalen Ansätzen 
ohne zusätzliche Turbulenzmodellierung außer Acht gelassen, weil sich beide Formeln als 
praktisch brauchbar erwiesen haben (z. B. CHANSON, 2004).
Mit Hilfe des Reibungskoeffizienten cf vereinfacht sich der Zusammenhang zwischen den 
unterschiedlichen Rauheitsparametern und der Schubspannung; es gilt (vgl. SCHRÖDER,
1997):
23/13/1
2
28 St
f kh
g
h
gn
C
gc
¹
    
 (4.33)
In Gleichung 4.33 bezeichnet  den häufig benutzten Coolebrook/White Parameter für 
rauhe Rohre, C den De Chezy Parameter, n den Manningparameter, kSt den Strickler-
wert, g die Erdschwere und h die Fließtiefe.
Über den Reibungskoeffizienten cf kann das Verhältnis zwischen dem Quadrat der 
Schubspannungsgeschwindigkeit und dem Quadrat der mittleren Fließgeschwindigkeit 
dargestellt werden:
2 2zb
fu c v

    ¹

(4.34)
Damit kann das Reibungsgefälle Sf unter Einbeziehung der empirischen Fließformeln und 
Gleichung 4.27 ausgedrückt werden als:
2
zb
f f
vS c
gh gh

    ¹

(4.35)
Exemplarisch erhält man durch Gleichsetzen der Gleichungen 4.25 und 4.31 für den 
Manningparameter:
2
2
1 3
zb
/
g nv
h
 ¹
  ¹

(4.36)
Und somit als Definitionsgleichung für das Reibungsgefälle Sf als Funktion des Manning-
parameters:
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2
2
4 3f /
nS v
h
  ¹ (4.37)
Grund für die Berücksichtigung der Reibung durch empirische Fließformeln anstelle der 
physikalisch fundierteren Wandgesetze ist die fehlende Kenntnis der sohlnahen Ge-
schwindigkeit und daraus folgend der Schubspannungsgeschwindigkeit u, so dass der 
Ansatz des logarithmischen Wandgesetzes unmöglich wird. Es existieren zwar auch in-
tegrale Formulierungen zur Ermittlung der Schubspannungsgeschwindigkeit u (vgl. 
Gleichung 4.26) aus der tiefengemittelten Fließgeschwindigkeit (siehe hierzu: 
NIKURADSE, 1933; ZANKE, 1982), jedoch ohne signifikanten Vorteil gegenüber den 
empirischen Ansätzen. Im Gegenteil, in der Praxis überwiegt der resultierende Nachteil, 
Rauheiten mit Hilfe der äquivalenten Sandrauheit ks ausdrücken zu müssen.
4.3 Familie der Wellengleichungen
4.3.1 Charakteristik instationärer Wellen
Die in Kapitel 4.2 diskutierten turbulenzbereinigten Flachwassergleichungen (Gleichun-
gen 4.12, 4.17 und 4.18) bzw. St. Venant Gleichungen (Gleichungen 4.19 und 4.20) be-
schreiben eine Strömung unter Zuhilfenahme der Tiefenintegration und der Berücksichti-
gung der Sohlschubspannung als äußere Kraft vollständig. Die zu lösenden parabolischen 
Differentialgleichungen sind partiell, inhomogen und nicht linear. Die Lösung ist somit 
komplex und zeitaufwändig, weil keine analytische Lösung existiert. Die Unbekannten 
sind die zeitliche Verteilung der Fließtiefe und der Fließgeschwindigkeiten an jedem 
Punkt im Raum. Im Unterschied zu den dreidimensionalen Navier-Stokes oder Rey-
noldsgleichungen finden sich in der Kontinuitätsgleichung bereits zeitabhängige Terme, 
so dass der instationäre Charakter des Differentialgleichungssystems auch bei weitgehen-
den zusätzlichen Vereinfachungen erhalten bliebe. Die Beantwortung der Frage, in wie-
weit Terme innerhalb der Impulsgleichungen vernachlässigbar sind, führt zu den Wellen-
gleichungen. Ausgangspunkt der Diskussion der Wellengleichungen soll in diesem Ab-
schnitt die eindimensionale Impulsgleichung sein, die aus diesem Grund nochmals notiert 
wird:
f
v v Hv g gS
t x x
  
   ® ®
  
(4.38)
In Gleichung 4.38 bezeichnet H die Summe aus Fließtiefe h und Sohllage z, so dass gilt:
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H h zg g
x x x
        ¡ ¢
(4.39)
Insofern lässt sich die Impulsgleichung umschreiben und lautet dann unter Berücksichti-
gung des Sohlgefälles « ¬0S z / x  ®   :
« ¬0
1 2 3 4 5
f
v v hv g g S S
t x x
  
    ®
   (4.40)
Der erste Term beschreibt die lokale Beschleunigung, der zweite Term die konvektive 
Beschleunigung, im dritten Term wird der Einfluss des Drucks formuliert, im vierten der 
Einfluss des Sohlgefälles und im letzten Term schließlich das Energieliniengefälle berück-
sichtigt. 
Die lokale Beschleunigung (1) entsteht aus der zeitlichen Änderung des Impulses am 
Kontrollvolumenelement und beschreibt somit die „Speicherung“ des Impulses. Sie ist 
verantwortlich für die Instationarität. Die lokale Beschleunigung wird vom numerischen 
Standpunkt daher auch oft als „Speicherterm“ bezeichnet (FORKEL, 2004).
Die konvektive Beschleunigung (2) entsteht aus der zeitlichen Differenz der ein- und 
austretenden Impulse und beschreibt somit die Impulsänderung infolge einer räumlichen 
Veränderung des Impulsfeldes. Die konvektive Beschleunigung wird vom numerischen 
Standpunkt auch oft als „Konvektionsterm“ bezeichnet. Die Summe aus lokaler und 
konvektiver Beschleunigung ist dann die substantielle Beschleunigung dv / dt.
Der Druckgradient (3) entsteht aus der Betrachtung der Normalkomponenten der Ober-
flächenkräfte. Aufgrund des hydrostatischen Druckansatzes ( p(h) = g·h ) kann der 
Druckgradient als Funktion der Fließtiefe h ausgedrückt werden. Er ist zusammen mit 
dem Sohlgefälle (4) von zentraler Bedeutung zur Bestimmung der freien Oberfläche und 
des Wasserspiegellagengefälles. Aus numerischer Sicht wird der Einfluss des Gefälles der 
Sohle auch als „Gravitationsterm“ bezeichnet.
Die Widerstandskräfte an der Sohle sind als äußere Kraft weiterhin die Ursache für den 
Reibungsterm (5), wobei hier die tangentialen Komponenten maßgebend sind. Der Rei-
bungsterm wird oft auch als „Spannungsterm“ bezeichnet. 
HENDERSON (1966) untersuchte für einen Fluss mit einem konstanten Sohlgefälle von 
rd. 0,49% und Abflüssen von 280 m³/s bis zu 4250 m³/s und zurück auf 280 m³/s inner-
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halb von 24 Stunden das Verhältnis der Größenordnung der verschiedenen Terme inner-
halb der Impulsgleichungen untereinander. Er stellte fest, dass der Beitrag sehr unter-
schiedlich ausfällt und nicht alle Terme gleichermaßen die Lösung beeinflussen. Vergli-
chen mit dem Gradienten der Sohlneigung (4) war der Einfluss des Druckgradienten (3) 
rd. 50 mal kleiner (0,01%). Der Einfluss des Druckes war wiederum war rd. 10 mal grö-
ßer als der des lokalen Beschleunigungsterms (0,001%) und zwischen 2 und 5 mal grö-
ßer als der Einfluss des konvektiven (2) Beschleunigungsterms (0,002% bis 0,005%). Er 
folgerte aus seinen Ergebnissen (vgl. Tab. 4.1), dass zur Aufnahme der Reibungskräfte in 
seinem Beispiel das Sohlgefälle maßgebend ist und die übrigen Kräfte weitgehend ver-
nachlässigt werden könnten. 
In der Theorie der Flachwasserwellen wird der unterschiedliche Beitrag der einzelnen 
Terme genutzt, um die Impulsgleichung weiter zu vereinfachen. Je nachdem, welche 
Kräfte maßgebend das Abflussgeschehen bestimmen, werden die übrigen Terme vernach-
lässigt. Die so postulierten Wellengleichungen sind dann nur eingeschränkt anwendbar, 
oftmals aber einfacher zu lösen (WHITHAM, 1974). 
Sind alle Terme maßgebend, spricht man von dynamischen Wellen (LIGHTHILL und 
WHITHAM, 1955). Sie entsprechen dem Ansatz der St. Venant Gleichungen zur Bestim-
mung des Impulses. Die Vernachlässigung der lokalen Beschleunigung und Berücksichti-
gung der zeitlichen Varianz über die Kontinuitätsgleichung führt zur Theorie der statio-
nären dynamischen Welle („steady dynamic wave“).
Tab. 4.1: Ungefähre Größenordnungen der verschiedenen Terme der eindimensionalen Impulsgleichung bei 
großer Sohlneigung und instationären Verhältnissen für ein ausgewähltes Beispiel nach HENDERSON
(1966)
Term Bedeutung Größenordnung
S0 Sohlgefälle / Gravitation 4,90 [m / km]
hg
x


Druckgradient 0,10 [m / km]
vv
x


Konvektive Beschleunigung 0,02 [m / km] –
0,05 [m / km]
v
t


Lokale Beschleunigung 0,01 [m / km]
Müssen Druck und die Beschleunigungen berücksichtigt werden und ist der Einfluss von 
Gravitation und Reibung vernachlässigbar, genügt der Ansatz der trägen Wellen oder 
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„inertial waves“ (CHOW, 1959). Spielen lokale und konvektive Beschleunigung nur eine 
untergeordnete Rolle, kann die Impulsgleichung als diffusive Welle bzw. „zero-inertial 
wave“ approximiert werden. In diesem Fall sind Druck, Gravitation und Reibung die 
maßgebenden Kräfte. Noch weiter vereinfachend wird beim Ansatz der kinematischen 
Welle nur die Reibungskraft und die Gravitationskraft berücksichtigt (SINGH, 1996). 
Welche Kräfte von den einzelnen Wellengleichungen berücksichtigt bzw. vernachlässigt 
werden, zeigt Tab. 4.2.
Tab. 4.2: Flachwasserwellen und berücksichtigte Kräfte nach SINGH (1996)
Berücksichtigte Kräfte
Typ
Lokale 
Beschleunigung
Konvektive 
Beschleunigung
Druck Gravitati-
on
Reibung
Dynamisch     
Stationär dyn.    
Trägheit   
Diffusiv   
Kinematisch  
Die fünf verschiedenen Typen von Flachwasserwellen haben verschiedene Charakteristi-
ken. Wesentliche Grundlagen zum Verständnis und die Beziehungen zwischen den Wel-
lenformen stammen von LIGHTHILL und WHITHAM (1955), HENDERSON (1966), VIEIRA
(1983), PONCE (1991) und in neuerer Zeit von MOUSSA und BOCQUILLON (2000). Am 
Beispiel von kinematischer, diffusiver und dynamischer Welle werden die Auswirkungen 
der vorgestellten Vereinfachungen deutlich.
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Abb. 4.6: Auswirkungen der Vereinfachungen der eindimensionalen Impulsgleichungen auf die berechnete Was-
serspiegellage für den stationären Beobachter zu verschiedenen Zeitpunkten; verändert nach 
MACARTHUR (1993)
Vor der Diskussion der Gültigkeit der wichtigsten Wellenformen soll anhand Abb. 4.6
die prinzipielle Auswirkung der Vereinfachungen auf den Wasserstand bei instationärem 
Abflussgeschehens erläutert werden. Bei Ansatz der kinematischen oder diffusiven Wel-
lentheorie kann ein Beobachter keine Wellenfront erkennen. Es entsteht für den Betrach-
ter der Eindruck, dass sich der Wasserspiegel gleichmäßig in Abhängigkeit des Durch-
flusses hebt und senkt. Für den Ansatz der kinematischen Welle bleibt das Gefälle der 
Wasserspiegellage zu jedem Zeitpunkt parallel zum Gefälle der Sohle, weil nur Reibung 
und Sohlneigung in der Impulsgleichung berücksichtigt werden. Die Änderung der Was-
serspiegellage wird ausschließlich über die Kontinuitätsgleichung gesteuert. Dem gegen-
über ist die Neigung der Wasserspiegellage bei Ansatz der diffusiven Wellengleichung 
veränderlich. Die Wellenfront kann ebenfalls nicht abgebildet werden. Wird derselbe 
Hydrograph anhand der dynamischen Wellengleichung beschrieben, wird auf Grund der 
Beschleunigungsterme eine Wellenfront mit abgebildet. Tatsächlich ist der Hochwasser-
wellenablauf stark kinematisch geprägt (LIGHTHILL und WHITHAM, 1955). Ursache ist 
die geringe tatsächliche Beschleunigung und die insgesamt lange Lauflänge, wodurch im 
Gegensatz zu plötzlich auftretenden Schwallwellen (z. B. als Folge eines Dammbruches) 
die Wellenfront nur sehr schwach ausgeprägt ist. Andererseits ist die Theorie der kine-
matischen Welle in natürlichen Gerinnen nicht uneingeschränkt praktikabel, weil (1) 
durch die Vernachlässigung des Druckgradienten keine Rückstaueffekte berücksichtigt 
werden können und (2) das natürliche Gefälle der Flusssohle nicht zwingend an jedem 
Punkt fallend sein muss (z. B. vor Sohlschwellen und Wehren). Im Folgenden werden die 
gravitationsbehafteten Wellentypen physikalisch näher betrachtet.
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4.3.2 Physikalische Interpretation der Wellengleichung
Wird der Impuls S0=Sf nach der Theorie der kinematischen Welle in die Kontinuitätsglei-
chung substituiert und die Änderung des Durchflusses Q in Bezug zur durchströmten 
Fließfläche A mit Hilfe empirischer Fließformeln über einen Wellenausbreitungsfaktor c
beschrieben, lautet die Gleichung der kinematischen Welle (SINGH, 1996):
0Q Qc
t x
 
  
 
(4.41)
Mit:
dQc ( Q / A ) v
dA
       ¹
Gleichung 4.41 ist eine hyperbolische partielle Differentialgleichung 1. Ordnung ohne 
Dämpfung (vgl. Kapitel 4.1). Das heißt, dass die Gleichung der kinematischen Welle 
zwar den Prozess der Konvektion beschreiben kann, nicht aber Diffusion, da dies einen 
Prozess 2. Ordnung darstellt. Praktisch kann mit Hilfe der kinematischen Welle der zeit-
liche Verlauf eines Hochwassers und die Veränderung einer vorgegebenen Ganglinie 
durch die Geometrie des Gerinnes abgebildet werden, nicht aber die Veränderung der 
Ganglinie infolge Diffusion. Der Wasserspiegel entspricht dem stationär anhand einer 
empirischen Fließformel (z. B. Ansatz der Manning-Strickler Gleichung) berechneten 
(PONCE, 1991). In der Vergangenheit wurde dem Aspekt fehlender physikalischer Diffu-
sion entgegen gehalten, dass numerische Methoden immer sogenannte numerische Diffu-
sivität erzeugen. Gleichzeitig kann die fehlende Diffusivität der kinematischen Welle nur 
schwer anhand numerischer Diffusion ausgeglichen werden, weil diese abhängig vom 
Abstand der Stützstellen und der Zeitschrittweite ist und nicht kalibriert werden kann 
(PONCE, 1991).
Wird der Druckgradient mit einbezogen, erhält man durch Substitution der Impuls- mit 
der Kontinuitätsgleichung den Ansatz der diffusiven Welle nach HAYAMI (1951) und 
LIGHTHILL und WHITHAM (1955):
2
2
Q Q Qc
t x x
  
   
  
(4.42)
Mit:
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vh
S
  
Gleichung 4.42 ist eine parabolische partielle Differentialgleichung 2. Ordnung und ent-
hält einen Diffusionsterm. Im Unterschied zur kinematischen Welle wird physikalische 
Diffusion als Prozess berücksichtigt, was begrifflich die Bezeichnung „diffusive Welle“ 
vermitteln soll. Der Term  drückt den Grad der physikalischen Diffusion als Funktion 
von Fließgeschwindigkeit, Fließtiefe und Sohlgefälle aus. In der Schreibweise nach Glei-
chung 4.42 wird die Theorie der diffusiven Welle in hydrologischen Verfahren (z. B. 
Muskingum-Cunge, in PONCE und YEVJEVICH, 1978) genutzt, um den Einfluss der Zeit 
und der Diffusion auf eine gegebene Ganglinie zu beschreiben.
Bei Ansatz dynamischer Wellengleichungen entsteht ein parabolisches (instationär) bzw. 
elliptisches (stationär) gekoppeltes Gleichungssystem mit zusätzlichen zeitabhängigen 
Anteilen. Wie in Abb. 4.6 gezeigt, wird so zusätzlich die Ausbildung einer Wellenfront 
abgebildet. Die Diffusion als maßgebliche Eigenschaft einer Hochwasserwelle wird in-
nerhalb des Gültigkeitsbereiches mit Hilfe des Ansatzes der diffusiven Welle genügend 
genau beschrieben.
4.3.3 Gültigkeit der Wellentheorien
Obwohl die Theorie der kinematischen und diffusiven Welle zunächst vorrangig bei der 
Untersuchung von Flüssen angewendet wurde, stammen die ersten Ansätze, die sich mit 
der Frage nach der Gültigkeit der verschiedenen Approximationen beschäftigen, aus dem 
Bereich des flächigen Abflusses. WOOLHISER und LIGGETT (1967) identifizierten einen 
Parameter k, der die Eignung des Ansatzes nach der Theorie der kinematischen Welle 
auszudrücken vermochte:
2
20 0 0
02
0 0 0
S L vk ; F
h F gh
    (4.43)
Die Parameter der Gleichung 4.43 werden auf den ungestörten Normalabfluss bei statio-
nären und gleichförmigen Bedingungen bezogen (Ansatz der Manning-Strickler Glei-
chung), was der Index „0“ ausdrücken soll. Der kinematische Wellenparameter k ist eine 
Funktion in Abhängigkeit der Konstanten Sohlneigung S0 und Lauflänge L0, sowie der 
ungestörten Wassertiefe h0 und der Froudezahl F0 am Ende des betrachteten Abschnittes. 
Die Autoren stellten fest, das für k > 20 der Abfluss eindeutig kinematisch geprägt ist. 
MORRIS und WOOLHISER (1980) fügten hinzu, dass gleichzeitig die Bedingung kF02 > 5 
erfüllt sein muss, was der Bedingung nach WOOLHISER und LIGGETT (1967) für F0>0,5
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entspricht. VIEIRA (1983) untersuchte die Anwendbarkeit des Kriteriums nach Gleichung 
4.43 für 150 verschiedene Fälle und unterschiedliche Randbedingungen und konnte so in 
Abhängigkeit von F0 und k die Grenze bestimmen, bei der sich die Lösung der St. Ve-
nant Gleichungen weniger als 5% von der Lösung der kinematischen bzw. diffusiven 
Wellengleichungen unterscheidet. VIEIRA (1983) variierte in seiner Untersuchung die 
Auslaufrandbedingung und setzte die Anwendbarkeit der Wellentheorien in Bezug zu 
den Fällen (1) kritischer Abfluss und (2) Normalabfluss ( 0h / x    ) am Ende des Un-
tersuchungsraums. Abb. 4.7 zeigt die so gefundenen Gültigkeitsgrenzen. 
Danach ist der Fehler der diffusiven oder kinematischen Wellentheorie erst dann signifi-
kant, wenn die Froudezahl F0 groß ist und gleichzeitig die kinematische Wellenzahl k
klein. Dies ist für steile Gerinne oder kurze Abschnitte eher der Fall, oder auch bei trotz 
hoher Froudezahlen großen Wassertiefen. Für ein Gerinne der Länge L0 = 10 km, der 
Breite b = 8 m, einem durchschnittlichen Sohlgefälle von S0 = 1,5% und einer Wassertie-
fe von h0 = 2 m folgt für einen kst Wert von 40 [m1/3/s] ein Durchfluss von Q = 95 m³/s 
mit F0 =1,34 und k = 41,8. Die Berechnung mit Hilfe der Approximation als diffusive 
oder kinematische Welle wäre nach Abb. 4.7 gerechtfertigt. Von Nachteil ist bei dem 
Kriterium nach Gleichung 4.43, dass keinerlei Zeitinformationen berücksichtigt werden, 
also die Änderung des Durchflusses pro Zeiteinheit unberücksichtigt bleibt. Untersu-
chungen von MOUSSA und BOCQUILLON (2000) aufbauend auf PONCE und SIMONS
(1977) und VIEIRA (1983) entwickelten mit Hilfe einer theoretischen Analyse der Wel-
lengleichungen ein Kriterium, dass Zeit und Froudezahl als Gültigkeitskriterium mitein-
ander für gegliederte Querschnitte in Bezug setzt. 
Abb. 4.7: Gültigkeit der Wellentheorien nach VIEIRA (1983); links für Normalabfluss, rechts für kritischen Abfluss 
am Auslaufrand
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Zusätzlich unterscheiden die Autoren zwischen gegliederten Gerinnen mit Vorländern 
und der Betrachtung von nicht gegliederten Abflussquerschnitten.
In Analogie zu WOOLHISER und LIGGETT (1967) definieren MOUSSA und BOCQUILLON
(2000) die Zustandsgrößen Fließtiefe h0 und Fließgeschwindigkeit v0 für den stationären 
Zustand und superpositionieren diesen mit einer sinusförmigen Störung, so dass gilt:
0v( x,t ) v ( x ) v ( x,t )­    ¹ (4.44)
0h( x,t ) h ( x ) h ( x,t )­    ¹ (4.45)
Die zeitliche Instationarität wird in den Gleichungen 4.44 und 4.45 über die zeitabhängi-
gen Größen v­ und h­ beschrieben; über den Parameter  wird die absolute Veränderung 
der Zustandsgrößen gesteuert. Die so den stationären Zustand überlagernde Störung 
besitzt die Periode von:
2T » 

(4.46)
Hierbei bezeichnet  die Frequenz. Werden alle Funktionsparameter in dimensionslose 
Kennzahlen überführt, folgt die dimensionslose Wellenperiode zur Bestimmung des Ein-
flusses des Grades der Instationarität auf das betrachtete System in Abhängigkeit der 
stationären und bekannten Fließparameter:
0 0
0
2 fT v ST
h 
¹ ¹»
   

(4.47)
Im Gegensatz zu dem Kriterium nach Gleichung 4.43 wird in obiger Gleichung nicht das 
Sohlgefälle, sondern das Reibungsgefälle betrachtet. Zur Bestimmung von Sf0 schlagen 
die Autoren die Gleichung nach Manning-Strickler vor. T kann bei praktischer Anwen-
dung mit dem zweifachen Zeitraum zwischen Beginn und Erreichen des Maximums der 
Hochwasserwelle angesetzt werden (PONCE, 1991). Der berechnete Wert für die Wel-
lenperiode T+ drückt in Tabelle Tab. 4.3 zusammen mit der quadrierten stationären 
Froudezahl F02 (vgl. Gleichung 4.43) die Eignung der unterschiedlichen Wellenansätze 
bei verschiedenen Verhältniszahlen  aus (vgl. Gleichung 4.48 und Abb. 4.8).
Vorland
Hauptgerinne
b
b
   (4.48)
50 Kapitel 4
Für einen Vorland- zu Hauptgerinnebreitenfaktor von  = 1 entsprechen die Ergebnisse 
denen nach Abb. 4.7. MOUSSA und BOCQUILLON (2000) empfehlen innerhalb des An-
wendungsbereiches von kinematischer und diffusiver Welle den Ansatz der diffusiven 
Wellengleichung. Die Ergebnisse zeigen, dass bei lang andauernden Ereignissen eher 
vereinfachte Ansätze anwendbar sind. Ursache ist das dann quasi-stationäre Verhalten 
des Abflusses, der nicht von den Beschleunigungstermen geprägt ist. 
Tab. 4.3: Bedingungen der Anwendbarkeit der verschiedenen Wellengleichungen auf Grundlage der Flachwas-
sergleichungen für verschiedene Verhältniszahlen von Vorland- zu Hauptgerinnebreite . T+ bezeichnet 
die dimensionslose Wellenperiode und F0 die Froudezahl bei stationärem Abflussregime
 träge Welle Diffusive Welle Kinematische Welle
1
2
0F
T
¯ 12,41
2
0F
T
± 0,0432
2
0F
T
± 0,0432 und T ¯ 39
8
2
0F
T
¯ 2,85
2
0F
T
± 0,0101
2
0F
T
± 0,0101 und T ¯ 154
20
2
0F
T
¯ 2,50
2
0F
T
± 0,0037
2
0F
T
± 0,0037 und T ¯ 383
Mit höheren Froudezahlen überwiegt der hyperbolische Charakter der Strömung 
(FORKEL, 2004), wodurch vereinfachte Ansätze bei nicht zu starker Gangliniendynamik 
auch für größere Froudezahlen eingesetzt werden können. Werden plötzliche Ereignisse 
außer Acht gelassen und angenommen, dass für die Normalabflussfroudezahlen in der 
Regel F02 < 10 ausreicht, gilt für die meisten instationären natürlichen Prozesse, dass die 
Wellengleichung nach der Theorie der diffusiven Welle diese ausreichend genau be-
schreibt. Bezogen auf das Beispiel eines rd. 10 km langen Gerinnes ohne Vorländer ( = 
1) ergibt sich unter zusätzlicher Annahme einer Hochwasserdauer von T = 24 h für die 
dimensionslose Periodendauer T+ = 3525. Mit F02 = 1,8 folgt 20F / T = 0,0005. Das Fall-
beispiel ist also auch bei Einbeziehung der Instationarität genau genug mit Hilfe der dif-
fusiven oder kinematischen Welle bestimmbar.
Mit dem Ziel der Entwicklung eines hybriden Modellansatzes hoher Effizienz wird in den 
nachfolgenden Abschnitten die Gleichung der diffusiven Welle räumlich als theoretische 
Grundlage des Verfahrens diskretisiert. Zunächst werden so die geschilderten hydrome-
chanischen Grundlagen innerhalb eines isolierten eindimensionalen und zweidimensiona-
len Ansatzes auf ein reales Bezugssystem angewendet.
Die Strömungsgleichungen als Systeme gewöhnlicher Differentialgleichungen 51
Abb. 4.8: Gültigkeit der Wellentheorien nach MOUSSA und BOCQUILLON, 2000, oben für Gerinne ohne Vorländer, 
in der Mitte für ein Vorland / Hauptgerinnebreitenverhältnis von 8 und unten für ein Vorland- / Hauptge-
rinnebreitenverhältnis von 20. T+ bezeichnet die dimensionslose Periodendauer.
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4.4 Die zweidimensionale diffusive Wellengleichung
4.4.1 Grundgleichung
Durch Vernachlässigung der lokalen und advektiven Beschleunigungsterme in den zwei-
dimensionalen Flachwassergleichungen (Gleichungen 4.17 und 4.18) folgen zusammen 
mit der Kontinuitätsgleichung 4.12 die zweidimensionalen diffusiven Wellengleichungen 
(„diffusion hydrodynamic model“ HROMADKA und YEN, 1986):
0yx
qqH
t x y

   
  
(4.49)
fx
H S
x

  ®

(4.50)
fy
H S
y

  ®

(4.51)
In den Gleichungen 4.49 bis 4.51 bezeichnet H die Wasserspiegellage (h +z), qx und qy
die breitenbezogenen Flüsse u·h und v·h sowie Sfx bzw. Sfy den jeweiligen Reibungsterm 
(vgl. Kapitel 4.2.4). Entsprechend den vorangegangenen Ausführungen können die Rei-
bungsterme über die Fließformel nach Manning-Strickler ausgedrückt werden:
5 3 1 2 5 3 1 21 1y/ / / /x
x fx y fy
QQq h S ; q h S
b n b n
    ¹ ¹     ¹ ¹ (4.52)
Dabei wird für den breitenbezogenen Durchfluss qx bzw. qy der hydraulische Radius der 
Manning-Strickler Formel näherungsweise über die koordinatenunabhängige Fließtiefe h
beschrieben, so dass gilt:
;
2hy u
A b hh r b x y
l b h
¹
¼          

(4.53)
b bezeichnet die Elementbreite. Mit Hilfe der Gleichung 4.52 kann der breitenbezogene 
Durchfluss in den Gleichungen 4.50 und 4.51 als Funktion der unbekannten Wasserspie-
gellage H ausgedrückt werden als:
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1 21 2
5 3 5 31 1
//
/ /
x y
H Hq h ; q h
n x n y
     ® ¹ ¹   ® ¹ ¹   ¡ ¢ ¡ ¢
(4.54)
4.4.2 Räumlich diskrete Formulierung
Die zweidimensionale diffusive Wellengleichung kann nach der Theorie der finiten Diffe-
renzen oder der Theorie der finiten Volumen räumlich für ein äquidistantes Gitter diskre-
tisiert werden. Es gilt, die erste Ableitung in die jeweilige Raumrichtung zu approximie-
ren. Die Grundidee des finiten Differenzen Schemata folgt aus der algebraisch formulier-
ten ersten Ableitung des Differenzenquotienten einer Funktion : 
0
i i
x
i
( x x ) ( x )lim
x x ª
   ®      ¡ ¢
(4.55)
Geometrisch interpretiert wird die Neigung der Tangente zur Kurve (x) in Gleichung 
4.55 durch zwei benachbarte Punkte ausgedrückt. Geht der Abstand zweier Gitterpunkte 
x gegen null, ist diese Formulierung exakt. Diese Approximation kann über die Taylor-
reihenentwicklung in der Umgebung eines Punktes xi hergeleitet werden. Es gilt für jede 
differenzierbare Funktion (x) (FERZIGER und PERIC, 2002):
2 2
22
n n
i n
i i n
i i i
( x x ) ( x x )( x ) ( x ) ( x x ) ...
x ! x n! x
   ® ®          ®         ¡ ¢ ¡ ¢ ¡ ¢
(4.56)
Mit x = xi+1 folgt die Approximation der ersten Ableitung als Vorwärtsdifferenz, mit x = 
xi-1 die Approximation als Rückwärtsdifferenz und mit der Differenz der Werte (xi+1)
und (xi-1) die Approximation als Zentraldifferenz unabhängig von (xi). Alle drei Aus-
drücke sind exakt, wenn alle Terme auf der rechten Seite berücksichtigt werden. Dies ist 
allgemein nicht möglich, weil die Ableitungen höherer Ordnung unbekannt sind. Sind 
diese Terme klein und vernachlässigbar, lauten die Approximationen der ersten Ableitun-
gen:
Vorwärtsdifferenz:
2
1 1
2
1 2
i i i i
i i i i
Abbruchfehler
( x ) ( x ) x x HOT
x x x x
 

  ® ®    ¼ ®    ® ¡ ¢ ¡ ¢
(4.57)
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Rückwärtsdifferenz:
2
1 1
2
1 2
i i i i
i i i i
Abbruchfehler
( x ) ( x ) x x HOT
x x x x
® ®
®
  ® ®    ¼     ® ¡ ¢ ¡ ¢
(4.58)
Zentraldifferenz:
« ¬ « ¬
« ¬
2 2 2
1 11 1
2
1 1 1 12
i i i ii i
i i i i i i
Abbruchfehler
x x x x( x ) ( x ) HOT
x x x x x x
 ® ®
 ®  ®
® ® ®   ®    ¼ ®    ® ® ¡ ¢ ¡ ¢
(4.59)
Die vernachlässigten Terme auf der rechten Seite (höhere Ableitungen, allgemein 
HOT = „higher order terms“) stellen den Abbruchfehler dar. Der Abbruchfehler a kann 
bei äquidistanten Gittern mit x = xi+1 – xi = xi – xi-1 in Abhängigkeit des Abstandes x
zweier Punkte zueinander formuliert werden. Die Ableitungen höherer Ordnung ändern 
sich für einen Punkt nicht und werden als konstante Koeffizienten m notiert:
« ¬ 11 2 1
m m n
a m m nx ( x ) ... ( x )

              (4.60)
Maßgeblich für den Fehler ist die kleinste Ordnung m des Fehlerterms. Man kann also 
davon ausgehen, dass der Fehler ungefähr mit xm mit der Gitterverfeinerung abnimmt. 
Die Ordnung ist somit ein Maß, wie schnell ein Fehler durch die Approximation gegen 
Null konvergiert. Für die Vowärts- und Rückwärtsdifferenz ist der Fehlerterm proporti-
onal zu x/2 und die Ordnung beträgt m = 1. Wird also der Abstand der Gitterpunkte 
halbiert, halbiert sich der Abbruchfehler ebenfalls. Für die Approximation mit dem Zent-
raldifferenzschema ändert sich der Fehler mit x2, weil der erste Term höherer Ordnung 
in Gleichung 4.59 für äquidistante Gitter eliminiert wird. Eine Halbierung der Gitterab-
stände reduziert den Fehler um den Faktor vier, die Ordnung der Approximation ist zwei. 
Dieser Ansatz ist somit genauer als Vorwärts- oder Rückwärtsdifferenz (vgl. FERZIGER
und PERIC, 2002). 
Mit den Bezeichnern i für die x-Richtung und j für die y-Richtung lautet die räumliche 
Diskretisierung der zweidimensionalen diffusiven Wellengleichung (vgl. Gleichung 4.49) 
auf einem regelmäßigen, äquidistanten Gitter (x = y = b) als Formulierung über zent-
rale Differenzen (vgl. Gleichung 4.59) anhand der vier räumlichen Nachbarpunkte (soge-
nannter zweidimensionaler Rechenstern, vgl. Abb. 4.9):
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Abb. 4.9: Zweidimensionaler Rechenstern für ein äquidistantes Gitter mit den Bezeichnern i und j für die Raum-
richtungen
« ¬ « ¬1 1 1 1
2
x x y y RB
i , j i , j i , j i , ji , j i , jq q q qH Q ( t )
t b b
 ®  ®®  ®   

(4.61)
Werden anstelle der breitenbezogenen Durchflüsse q [m²/s] die Integralwerte Q [m³/s] 
betrachtet und der Gitterabstand b mit auf die linke Seite gebracht, folgt die „Storage 
Cell“ Formulierung nach DE ROO et al. (2000), BATES und DE ROO (2000), HORRITT
und BATES (2001b) und HUNTER et al. (2005a). In dieser Form entspricht die Formulie-
rung einem finiten Volumen Ansatz:
« ¬ « ¬2 1 1 1 1i , j i , j x x y y RBi , j i , j i , j i , j i , j
V H
b Q Q Q Q Q ( t )
t t  ®  ®
 
    ®  ® 
 
(4.62)
Der Quellterm QRBi,j(t) [m³/s] bezeichnet zeitabhängige Randbedingungen in Form eines 
Zu- oder Abflusses an einem Knoten. 
Die Bestimmung der Zu- und Abflüsse q=Q / b erfolgt an der Grenze des betrachteten 
Punktes (i, j) zu seiner Nachbarzelle im Rechenstern und wird hier am Beispiel des Kno-
tens (i+1, j) gezeigt. Für die übrigen Punkte gilt die folgende Beschreibung analog. Aus-
gangspunkt der Betrachtung ist die Fließformel nach Manning-Strickler in x-Richtung 
nach Gleichung 4.54 und die Beziehungen zwischen zwei benachbarten Punkten Pi,j und 
Pi+1,j nach Abb. 4.10.
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Abb. 4.10: Wahl der Elementparameter zur Bestimmung der Zu- und Abflüsse zwischen zwei benachbarten Zellen 
am Beispiel der Punkte Pi,j und Pi+1,j und mögliche Alternativen.
Die Diskretisierung des Wasserspiegellagengefälles lautet dann unter der Berücksichti-
gung, dass der Gradient sowohl positiv als auch negativ sein kann:
1 2
1
1 21 2
1
1/ i , j i , j
//
i , j i , j
H HH
x b H H


®    ¹ ¡ ¢ ®
(4.63)
Der Reibungswert n an der Grenze zwischen den beiden betrachteten Punkten wird ge-
mittelt zu:
1
1 1 1 1
2i , ji+1, j i , j i , jn n n 
 
    
¡ ¢
(4.64)
Der doppelte Index i,j und i+1,j drückt den Wert der Größe an der Grenzfläche zweier 
Punkte aus.
Für die durchströmte Fläche A und die anzusetzende Fließtiefe h = A / b existieren ver-
schiedene Möglichkeiten der Diskretisierung. Die Annahme, dass sich der Wasserkörper 
größtenteils in Ruhe befindet und ein Wasseraustausch nur vom Potentialunterschied 
abhängig ist, ließe die Approximation nach Abb. 4.10b zu. Dann wäre der Fluss nur von 
der Differenz der Wasserspiegellagen Hi,j – Hi+1,j nicht aber von der absoluten Fließtiefe 
Die Strömungsgleichungen als Systeme gewöhnlicher Differentialgleichungen 57
abhängig. Diese Annahme widerspricht der mathematischen Formulierung der Manning-
Strickler Formel, die den Abfluss maßgeblich über die absolute Fließtiefe beschreibt. 
Nach der in Abb. 4.10c gezeigten Methode scheint daher die Bestimmung der Fließtiefe 
als Mittelwert der Wasserspiegellagen abzüglich des größeren Wertes für die Sohllage 
sinnvoller. Dieser Ansatz kann aber zu negativen Fließtiefen führen, wenn die mittlere 
Wasserspiegellage ½·(Hi,j + Hi+1,j) kleiner als der anzusetzende Wert für die Sohllage ist.
Insofern ist der in Abb. 4.10a gezeigte Ansatz der Differenz aus maximaler Wasserspie-
gellage und des größeren Wertes für die Sohllage geeigneter, um plausible und gültige 
Werte für die Fließtiefe und durchflossene Fläche zwischen zwei benachbarten Zellen zu 
liefern. Es gilt:
, , , ,
, , ,
, , , ,, , ,,
i j i j i j i jH z H z
i j i j i j
i+1 j i+1 j i+1 j i+1 ji+1 j i+1 j i+1 jA b b h h
 
  ¹ ®   ¹   ® 
¡ ¢
M M M M (4.65)
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Somit kann der Fluss qxi+1,j ausgedrückt werden als:
« ¬5 3 1 21 2 1
/ i , j i+1, jx i , j
i+1,j i+1, j // i , j
i+1,j i , j i+1, j
H H
q h
b n H H
®
  ® ¹ ¹
¹ ®
(4.68)
Wird Gleichung 4.68 zusammen mit den entsprechenden Formulierungen für die übrigen 
Nachbarpunkte in Gleichung 4.61 substituiert, entsteht ein System gewöhnlicher, nicht-
linearer und inhomogener gekoppelter Differentialgleichungen der Form (vgl. Kapitel 
4.1.3):
1 1 1 1
i , j
i , j i , j i , j i , j i , j
H
f ( t , H , H , H , H , H ) g( t )
t ®  ® 

  

(4.69)
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Der Term g(t) bezeichnet die zeitlich variablen Quellterme der Randbedingungen. Für ein 
Lösungsgebiet mit m x n Gitterpunkten erhält man ein algebraisches Gleichungssystem 
mit m x n Gleichungen und m x n Unbekannten, d. h. die einzige Unbekannte an jedem 
Punkt ist die Wasserspiegellage H. In matrizieller Schreibweise gilt:
H K H S  ¹ 
   (4.70)
K ist in Gleichung 4.70 eine dünn besetzte Koeffizientenmatrix mit den linearisierten 
Elementen der Jacobimatrix, H

der Vektor der unbekannten Wasserspiegellagen, S

der 
Vektor der Quellterme und H

 der Vektor der zeitlichen Gradienten von H

.
4.4.3 Schließung des Gleichungssystems für kleine Fließtiefendifferenzen
Bei näherer Betrachtung der Flussgleichungen (vgl. Gleichung 4.68) fällt auf, dass diese 
für den Fall gleicher Wasserspiegellagen Hi,j = Hi+1,j nicht definiert und somit auch nicht 
stetig differenzierbar ist. Die Unstetigkeit macht sich auch im Verlauf der Koeffizienten 
der Jacobi-Matrix (vgl. Gleichung 4.8), also den partiellen Ableitungen in die Richtung 
der Funktionsparameter der durch Gleichung 4.69 gegebenen Funktion bemerkbar. In 
Abb. 4.11 ist der Verlauf des Jacobi-Koeffizienten des Wurzelterms der Gleichung 4.68
abgebildet. 
Abb. 4.11: Verlauf des Jacobikoeffizienten der partiellen Ableitung des Wurzelterms des Flusses qxi+1,j für annä-
hernd gleiche Fließtiefen Hi,j und Hi+1,j.
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Für 1 0i , j i , jH H ® ª streben die Werte der partiellen Ableitung gegen Unendlich. Dies 
hat Auswirkung auf die Lösung des nicht-linearen Gleichungssystems, weil dieses zum 
Zwecke der Linearisierung die partiellen Ableitungen in Form der Jacobi-Matrix erfor-
dert (vgl. Kapitel 5.2.8). Als Folge der Unstetigkeit wäre die Jacobi-Matrix wegen der 
hohen Koeffizienten schlecht konditioniert und das Gleichungssystem nur schwer lösbar. 
Hier wird aber gleichzeitig ein weiteres Problem deutlich. In Kapitel 4.1.4 wurde der 
Begriff Steifheit erläutert. Ein hoher Steifheitsquotient r als Verhältniswert der Eigen-
werte der Jacobi-Matrix zueinander ist ein Indiz für ein steifes System. Steife Systeme 
haben die Eigenschaft, dass sie nur schlecht explizit lösbar sind und auch implizit nur mit 
speziellen Verfahren lösbar sind. 
Treten lokal hohe Koeffizienten in der Jacobi-Matrix auf, nimmt auch r in Folge zu. Inso-
fern wird das Gleichungssystem der zweidimensional diskretisierten diffusiven Welle bei 
kleiner werdenden Wasserspiegellagengradienten immer steifer. Eine exakte Ausspiege-
lung der Wasserspiegellagen kann nicht erreicht werden, weil das Gleichungssystem dann 
versagt. Die Folge sind in der Praxis große und sich schnell verstärkende Oszillationen, 
die genau dann auftreten, wenn die Gradienten sehr klein sind. Dies wird in der Literatur 
z. B. von HUNTER et al. (2005a) beschrieben:
“Ironically, these oscillations occur most readily in areas with low free surface gradi-
ents, where we might expect obtaining a solution to be easiest.”
Diesem Problem kann dadurch begegnet werden, dass bei Unterschreiten eines Schwel-
lenwertes der Wasserspiegellagendifferenz zweier benachbarter Zellen eine geeignete 
Ersatzfunktion zur Beschreibung des Wasserspiegellagengefälles gewählt wird, deren 
partielle Ableitung an der Stelle Hi,j = Hi+1,j definiert ist. Diese Ersatzfunktion muss so 
gewählt werden, dass erstens ihr Funktionswert an der Stelle |Hi,j - Hi+1,j| = S mit dem 
Funktionswert der ursprünglichen Funktion übereinstimmt und zweitens die ersten Ablei-
tungen für den Schwellenwert S gleich sind (Sicherung der Differenzierbarkeit). Allge-
mein ist zu fordern, dass zusätzlich der Funktionswert für |Hi,j - Hi+1,j| = 0 den Wert Null 
liefert (kein Fluss zwischen Punkten gleicher Wasserspiegellage) und dass der Fehler 
durch den Ansatz einer Ersatzfunktion zwischen 0 und S klein ist.
Die beschriebenen Voraussetzungen können von der Arcustangensfunktion nach Glei-
chung 4.71 erfüllt werden. Hilfsweise wird die Wurzel des Wasserspiegellagengefälles 
der Gleichung 4.63 ausgedrückt durch:
60 Kapitel 4
« ¬« ¬
1/ 2
, 1,1/2 arctan i j i j
H H H
x b

 
    ¹ ¹ ® ¡ ¢
(4.71)
Die Parameter  und  sind abhängig vom Schwellenwert S und lassen sich unter zu-
sätzlicher Berücksichtigung der ersten Ableitungen als zweiter Bestimmungsgleichung 
berechnen:
« ¬arctanS S     ¹ ¹ (4.72)
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Es ergeben sich die in der folgenden Tabelle aufgelisteten Parametersätze:
Tab. 4.4: Unterschiedliche Parametersätze der Ersatzfunktion für kleine Fließtiefendifferenzen in Abhängigkeit 
des Schwellenwertes S.
Schwellenwert S [m]  
0,100 0,33366 13,91751
0,050 0,23594 27,83491
0,010 0,10551 139,17452
0,005 0,07461 278,34905
0,001 0,03337 1391,74525
Die nachstehende Abbildung (Abb. 4.12) zeigt den Kurvenverlauf der Arcustangensfunk-
tion im Vergleich zur unstetigen, an der Stelle |Hi,j - Hi+1,j| = 0 nicht differenzierbaren 
Wurzelfunktion für Schwellenwerte von S = 0,01m, 0,005m und 0,001m. Die Genauig-
keit ist für kleine Schwellenwerte S ausreichend, weil die Flüsse zwischen zwei benach-
barten Punkten bei sehr kleinen Wasserspiegelgefällen insgesamt vernachlässigbar sind.
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Abb. 4.12: Vergleich des Wurzelausdrucks des Flusses qxi+1,j mit der Ersatzfunktion für Schwellenwerte S = 0,01m, 
0,005m und 0,001m. Die Funktionswerte der Ersatzfunktion sind für  = 0 und  = S identisch mit der 
Wurzelfunktion. Zusätzlich gestrichelt dargestellt die absolute Abweichung.
Zusammengefasst kann das Problem der mathematisch nicht erreichbaren Ausspiegelung 
des zweidimensionalen diffusiven Wellenansatzes durch eine Aufsplittung der Flussglei-
chung qxi+1,j (Gleichung 4.68) in zwei einzelne Rechenvorschriften gelöst werden (sog. 
Piecewise Funktion, vgl. WEISSTEIN, 2004). Für Wasserspiegeldifferenzen, die kleiner 
als ein gewählter Schwellenwert S sind, wird dann das Gefälle ersatzweise durch eine 
Arcustangens Funktion ausgedrückt. Die Zellenabflüsse innerhalb eines numerischen 
Rechensterns lassen sich dann definieren als:
« ¬
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(4.74)
Das durch Gleichung 4.61 definierte System gewöhnlicher Differentialgleichungen ist bei 
Ansatz von Gleichung 4.74 zur Bestimmung der Ab- und Zuflüsse in eine Zelle hinein 
bzw. aus einer Zelle heraus immer definiert und somit lösbar. Je kleiner der Schwellen-
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wert gewählt wird, desto steifer bleibt das System, weshalb bevorzugt implizite Lö-
sungsverfahren angewendet werden sollten (vgl. Kapitel 5).
4.4.4 Bestimmung der Geschwindigkeitsvektoren
Das zweidimensionale Wellenmodell löst neben der Kontinuitätsgleichung eine Impuls-
gleichung an jedem Punkt. Die unbekannte Größe ist die Wasserspiegellage H. Der Vor-
teil gegenüber Methoden auf Grundlage der Flachwassergleichungen ist die Reduzierung 
der Unbekannten, wodurch sich die Anzahl an Gleichungen pro numerischen Punkt ver-
ringert und somit auch die Lösungsmatrizen insgesamt kleiner bleiben. Entscheidender 
Nachteil ist, dass die Fließgeschwindigkeiten nicht direkt über die vereinfachten Impuls-
gleichungen bestimmt werden können. In der allgemeinen Schreibweise nach 
BECHTELER et al. (1994); ESTRELA und QUINTAS (1994) und BATES und DE ROO
(2000) werden die Richtungsinformationen daher vollständig vernachlässigt und die Im-
pulsgleichung verkürzt sich zu:
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(4.75)
Hier steht der Index j für die betrachtete Zelle und k für die 4 Punkte des zweidimensio-
nalen Rechensterns. In der hier gewählten Schreibweise (vgl. Gleichung 4.61 bzw. 4.76) 
bleiben die Richtungsinformationen grundsätzlich erhalten (Indizes x und y); der Betrag 
in den einzelnen Raumrichtungen kann aber nur durch zusätzliche Gleichungen bestimmt 
werden.
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Gleichung 4.76 definiert die Veränderung der Wasserspiegellage als Geschwindigkeit in 
z-Richtung. Für diesen Gradienten ist die Veränderung des Wasservolumens entschei-
dend, der sich aus den Differenzen der zu- und abfließenden Wassermengen an den Rän-
dern einer Zelle ergibt. Allgemein kann der Verlauf genügend genau mit Hilfe des Gra-
dienten linear entlang der beiden Koordinatenachsen beschrieben werden. Es gilt dann für 
jeden Punkt x , [0;1]y© innerhalb eines Elementes:
« ¬, , ,( )x x x xi-1 j i 1 j i-1 jq x q q q x   ® ¹  (4.77)
« ¬, , ,( )y y y yi-1 j i 1 j i-1 jq y q q q y   ® ¹  (4.78)
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Mit:
; ; , [ ]x yx y x y 0; b
b b
    ©  (4.79)
Wird angenommen, dass sich die Wassertiefe hi,j der betrachteten Zelle konstant sei, gilt 
für die Geschwindigkeit:
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h h
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Und somit allgemein für die Geschwindigkeit an einem Punkt innerhalb eines Elementes 
(vgl. Abb. 4.13):
« ¬, , ,( )x x x xi-1 j i 1 j i-1 jv x v v v x   ® ¹  ; « ¬, , ,( )y y y yi-1 j i 1 j i-1 jv y v v v y   ® ¹  (4.81)
Maßgebend ist die Geschwindigkeit im Mittelpunkt eines Elementes. An der Stelle x = 
0,5y   vereinfacht sich Gleichung 4.81 und es folgt für die Geschwindigkeit:
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(4.82)
Abb. 4.13: Bestimmung der Geschwindigkeitsvektoren am Element durch lineare Funktionen.
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4.4.5 Anwendung und existierende Verfahren
Zweidimensionale Verfahren auf Grundlage der diffusiven Welle werden zunehmend 
eingesetzt, um großräumige Überflutungsbereiche abzubilden, wenn Ausdehnung, Was-
sertiefen und Überflutungsdauern im Vordergrund stehen und Fragen über die Ge-
schwindigkeitsverteilung infolge Sekundärströmungen eher von untergeordnetem Inte-
resse sind. Damit eignen sich zweidimensionale Wellenmodelle für größere Skalen und 
langen zu betrachtenden Zeiträumen, bei denen Methoden auf Grundlage der Flachwas-
sergleichungen wegen des hohen Zeitbedarfes unwirtschaftlich sind.
Die durch das Verfahren vorgegebenen Anwendungsgrenzen wurden bereits in Kapitel 
4.3.3 erläutert. Zusätzlich soll an dieser Stelle eine Übersicht über Anwendungsfälle und 
Validierungsversuche in der Literatur gegeben werden. Die verschiedenen Verfahren 
basieren auf dem zweidimensionalen Ansatz der diffusiven Welle nach CUNGE et al.
(1980) und HROMADKA und YEN (1986) in der diskreten Formulierung nach 
BECHTELER et al. (1994) und ESTRELA und QUINTAS (1994). BECHTELER et al. (1994) 
nutzten ein diffusives zweidimensionales Verfahren (FLOODSIM), um Überflutungsbe-
reiche entlang eines 10km langen Rheinabschnittes zu bestimmen. Dabei wurden die 
Überflutungsbereiche durch Makrozellen (Polygone) diskretisiert. Das von BATES und 
DE ROO (2000) entwickelte Verfahren LISFLOOD-FP setzten DE ROO et al. (2000b) 
erfolgreich auf einem äquidistanten Raster ein, um Überflutungsbereiche entlang ver-
schiedener Abschnitte der Oder (Hochwasserereignis von 1997) sowie entlang eines rd. 
35km langen Abschnitts der Maas zwischen Borghaaren und Maaseik (Hochwasserer-
eignis von 1995) zu simulieren. Die Breite der Überflutungsfläche betrug dabei rd. 3km, 
die Ergebnisse konnten mit Hilfe von Satellitendaten validiert werden (DE ROO et al., 
1999). Die Übereinstimmung mit den Messdaten betrug rd. 85,5%. Ähnliche Vergleiche 
zwischen Satellitendaten, einem 2D-Wellenmodell und einem finite Elemente Verfahren 
(TELEMAC-2D, basierend auf den Flachwassergleichungen mit Turbulenz) führten 
HORRITT und BATES (2001b) für einen 4km langen Abschnitt der Themse durch. Die 
Autoren nutzten als Datengrundlage ein DGM (Digitales Geländermodell) mit äquidis-
tanten 50m breiten Zellen. Die Übereinstimmung der Ergebnisse war gut (rd. 85% im 
Vergleich zu den Satellitendaten gegenüber 83% Übereinstimmung zwischen 
TELEMAC-2D und den Satellitendaten); allerdings erforderte die hohe Sensitivität des 
Verfahrens hinsichtlich der Rauheitsbeiwerte einen höheren Kalibrierungsaufwand als der 
finite Elemente Ansatz des Vergleichsverfahrens (TELEMAC-2D). Eine weitere erfolg-
reiche Validierung anhand von Satellitendaten gelangen HORRITT und BATES (2001a) 
für einen rd. 60km langen Abschnitt des Flusses Sevren (UK). Die guten Ergebnisse re-
produzierten HUNTER et al. (2005a) mit einer weiterentwickelten Version des 
LISFLOOD Verfahrens. 
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Im Rahmen der GLUE-Methode (Generalized Likelihood Uncertainty Estimation, 
ARONICA et al., 2002) - einer Unsicherheitsanalyse von numerischen Ergebnissen in Be-
zug auf die Ausgangsdatenlage, führten ROMANOWICZ und BEVEN (2003) und HALL et 
al. (2005) Monte-Carlo Simulationen mit Hilfe eines zweidimensionalen Wellenmodells 
durch. 
Im Rahmen des Deutschen Forschungsnetzes Naturkatastrophen (DFNK) nutzten DISSE
et al. (2003b) das GIS-basierte Verfahren FLOODAREA (DISSE und ASSMANN, 2003), 
um dynamisch Überflutungsflächen in Folge von Deichbrüchen zu berechnen. Die Ergeb-
nisse zeigten eine gute Übereinstimmung mit Vergleichsrechnungen anhand eines Mo-
dells auf Grundlage der Flachwassergleichungen; problematisch war hingegen die Be-
stimmung des Abflusses durch die Bruchstelle.
In aktuellen Untersuchungen von VOROGUSHYN et al. (2006) wird versucht, die Folgen 
des Elbehochwassers von 2002 mit Hilfe eines zweidimensionalen Wellenmodells auf-
bauend auf den Ausführungen von BATES und DE ROO (2000) nachzubilden und in ein 
Monte-Carlo System zu integrieren. 
YU und LANE (2006a und 2006b) nutzen hoch aufgelöste Überfliegungsdaten, um die 
Flutung von Siedlungsflächen zu modellieren. Der Vorteil eines Verfahrens auf Grundla-
ge der diffusiven Welle sei die Möglichkeit, auch kleine Strukturen effizient mit abzubil-
den. Die Autoren bemängeln allerdings eine überproportional hohe Abhängigkeit der 
berechneten Ausbreitungsflächen von der Gitterauflösung.
Die genannten Verfahren und Beispiele nutzen alle ein explizites Eulerverfahren, um die 
Instationarität abzubilden. Typische Probleme sind die aus der Steifheit folgenden Oszil-
lationen und Schwierigkeiten, die sich bei kleinen Gradienten der Fließtiefe ergeben 
(z. B. HUNTER et al., 2005a). Die in dieser Arbeit vorgestellten modifizierten Ansätze 
lösen das Problem mittels einer Ersatzfunktion für sehr kleine Gradienten der Fließtiefe. 
Nachstehende Abbildung stellt die wesentlichen Modellgleichungen nach BATES und DE 
ROO (2000) den Ansätzen dieser Arbeit gegenüber. 
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Abb. 4.14: Gegenüberstellung der Grundgleichungen des zweidimensionalen Wellenverfahrens von Bates et 
al. (2000) und dem in dieser Arbeit entwickelten Ansatzes für kleine Gradienten der Wasserspiegellage. 
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4.5 Die eindimensionale diffusive Wellengleichung
4.5.1 Formulierungen der Wellengleichung
Wird das Gewässer eindimensional betrachtet, bezeichnet x die lokale Hauptströmungs-
richtung und die Kontinuitätsgleichung kann in Abhängigkeit der durchströmten Fließflä-
che A senkrecht zur Hauptströmungsrichtung nach Gleichung 4.14 notiert werden:
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(4.83)
Die Approximation der diffusiven Welle lautet (vgl. Kapitel 4.3 oder SINGH, 1996):
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Analog zu den Ausführungen über die zweidimensionale räumliche Diskretisierung kön-
nen die Reibungsterme über die Fließformel nach Manning-Strickler ausgedrückt wer-
den:
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Die Substitution von Gleichung 4.85 in Gleichung 4.84 führt zu der Bestimmungsglei-
chung des Abflusses:
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Die nicht vom Gefälle der Wasserspiegellage abhängigen Parameter Rauheit n, Fläche A
und hydraulischer Radius rhy können zum Durchflussvermögen („conveyance“, vgl. 
KNIGHT, 2001) zusammengefasst werden, so dass sich Gleichung 4.86 verkürzt:
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4.5.2 Räumlich diskrete Formulierung
Die eindimensionale diffusive Wellengleichung kann analog zu den Ausführungen für die 
zweidimensionalen Wellengleichungen des Kapitels 4.4.2 nach der Theorie der finiten 
Differenzen oder der Theorie der finiten Volumen räumlich diskretisiert werden. Die 
Diskretisierung des Wasserspiegellagengefälles lautet unter der Berücksichtigung, dass 
der Gradient sowohl positiv als auch negativ sein kann als Rückwärtsdifferenz (vgl. Abb. 
4.15):
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Der Reibungswert und die statischen Conveyance-Parameter (vgl. KNIGHT, 2001) erge-
ben sich aus der Geometrie des betrachteten Querprofils als Summe der Einzelparameter 
für die Vorländer und das Hauptgerinne. Wechselt der Rauheitsbeiwert n, wird die zwi-
schen den Punkten liegende Fläche aufgeteilt. Die Summenparameter können aus den 
einzelnen Teilflächenparametern berechnet werden (vgl. Abb. 4.16). Es gilt mit der Be-
zeichnung A als Symbol für den jeweiligen Gerinneabschnitt (linkes bzw. rechtes Vor-
land oder Hauptgerinne):
Fläche:
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In Gleichung 4.91 bezeichnet lu den benetzten Umfang (vgl. Abb. 4.16). Der Index i
kennzeichnet eine einzelne Teilfläche. 
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Abb. 4.15: Schematische Darstellung der eindimensionalen räumlichen Diskretisierungsmethode
Abb. 4.16: Bestimmung der Gerinneparameter; Grenzen der Teilprofile und zusätzliche Unterteilung nach Rau-
heitsbeiwerten. Im Beispiel gegliedertes Gerinne aus linkem (lV), rechten Vorland (rV) und Hauptgerinne 
(HG) unterteilt in 5 Teilflächen. Dick gekennzeichnet der teilflächenspezifische benetzte Umfang.
Das statische und nur wasserspiegellagenabhängige Durchflussvermögen K(H) kann wie-
derum aus der Summe der Einzelwerte aus Vorland und Hauptgerinne bestimmt werden 
(BOUSMAR und ZECH, 1999):
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Mit:
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Somit lautet die räumlich-diskrete Formulierung der eindimensionalen Abflussgleichung
4.86:
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Es folgt ein zu Gleichung 4.69 analoges System gewöhnlicher, nicht-linearer und inho-
mogener gekoppelter Differentialgleichungen der Form:
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In matrizieller Schreibweise unterscheiden sich ein- und zweidimensionale Formulierung 
kaum voneinander. Lediglich durch das nichtlineare Verhalten eines Querprofils zu einer 
gegebenen Wasserspiegellage wird i. A. die zeitliche Varianz der durchflossenen Fläche 
Ai anstelle der Wassertiefe betrachtet. So lautet das zu lösende System allgemein:
A K H S   
   (4.96)
K ist in Gleichung 4.96 eine dünn besetzte Koeffizientenmatrix mit den linearisierten 
Elementen der Jacobimatrix, H

der Vektor der Unbekannten Wasserspiegellagen, S

der 
Vektor der Quellterme und A A( H ) 
 
  der Vektor der zeitlichen Gradienten der durch-
flossenen Fläche A

.
4.5.3 Anwendung und existierende Verfahren
Eindimensionale instationäre Verfahren bilden die größte Untergruppe numerischer Lö-
sungsansätze. Ansätze nach der Methode der diffusiven Welle wurden bereits in den 
1970er Jahren für die Modellierung von Wellen in natürlichen Gerinnen entwickelt (z. B. 
FREAD, 1975 oder AKAN und YEN, 1977). Bis in die heutige Zeit beschäftigt sich 
PONCE mit den Möglichkeiten der diffusiven Wellen (z. B. in PONCE und SIMONS, 1977, 
PONCE und YEVJEVICH, 1978; PONCE, 1991). Die theoretischen Grundlagen wurden 
bereits einige Jahre zuvor beispielsweise von HAYAMI (1951), LIGHTHILL und 
WHITHAM (1955) und HENDERSON (1966) erarbeitet. Eindimensionale Verfahren sind 
sehr weit verbreitet und oft das einzige nutzbare Verfahren, wenn außer Profildaten kei-
nerlei weitere geometrische Information vorliegt (STEWART et al., 1999; WERNER, 
2004a). Eindimensionale Verfahren sind zudem effizienter als alle weiteren Methoden, so 
dass sie in der Praxis ein wirtschaftliches Instrument zur Vorhersage von Wasserspiegel-
lagen sind (UHLIG, 2001). Überflutungsflächen können nur eingeschränkt durch Ver-
schneidung in GIS-Systemen berechnet werden (WERNER, 2004b). Damit ergeben sich 
auch die Einschränkungen aller eindimensionaler Verfahren aus der fehlenden zweiten 
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Koordinatenrichtung und der dadurch fehlenden Möglichkeit der Berechnung einer 
Strömung senkrecht zur Hauptströmungsrichtung. In der angewandten Hydromechanik 
fällt die Trennung zwischen Methoden auf Grundlage der vollständigen St. Venant Glei-
chungen und Verfahren auf Basis der Wellentheorien schwer. Tatsächlich basieren viele 
verbreitete Modelle in ihrer Ursprungsversion auf den Wellengleichungen (z. B. HecRas, 
vgl. MACARTHUR, 1993). Während im ausgehenden 20. Jahrhundert noch vielfach stati-
onäre eindimensionale Codes verwendet wurden (z. B. Jabron, WSPWin und ESNA; vgl. 
IWW, 1995), werden eindimensionale Fragestellungen mittlerweile fast ausschließlich 
instationär behandelt. International sind die Programme Sobek-1D (Delft Hydraulics), 
Mike11 (DHI) und HecRas (USACE) in der praktischen und wissenschaftlichen Anwen-
dung weit verbreitet. National wird in der Praxis häufig das ATV-FGSM Modell einge-
setzt, weil dieses Modell auch in den Behörden genutzt wird. 
Neben den aufgeführten existieren eine unüberschaubare Anzahl an proprietären Verfah-
ren, die zur Beantwortung spezieller Fragestellungen entwickelt wurden (z. B. Simulati-
on von Wechselsprüngen und Entwicklung von Ansätzen zur automatischen Gitterver-
feinerung in SCHRAMM, 2004), aber in der praktischen Anwendung nur eine untergeord-
nete Rolle spielen. In vielen Fällen außerhalb der Simulation von Hochwasserereignissen 
spielt die Robustheit des Verfahrens eine entscheidende Rolle und es werden daher An-
sätze auf Grundlage der kinematischen oder diffusiven Welle genutzt (z. B. als Grundla-
ge einer Gewässergütesimulation in SCHONLAU, 2007). 
Für hydrologische Fragestellungen spielen Verfahren nach der kinematischen oder diffu-
siven Welle eine besondere Rolle. Neben der oft sehr spärlichen Datengrundlage bezüg-
lich der Geländegeometrien und der Einzugsgebiet-basierten Sichtweise müssen eine 
Vielzahl von zusätzlichen Quellen und Senken berücksichtigt werden (punktuelle Einlei-
ter, diffuse Zuflüsse). Hier wird insbesondere auf das Muskingum-Cunge Verfahren zu-
rückgegriffen (vgl. SINGH, 1996; SINGH, 2004) und auf eine detaillierte räumliche Dis-
kretisierung verzichtet. 
4.6 Bedeutung des Gradienten der Wasserspiegellage bei der diskreten 
Formulierung der Wellengleichungen
4.6.1 Problematik 
Die grundsätzliche Approximation der diskutierten instationären ein- und zweidimensio-
nalen Wellengleichungen besteht in der Gegenüberstellung der zeitlichen und räumlichen 
Varianz von Fließtiefe bzw. durchflossener Fließfläche und Abfluss innerhalb eines be-
trachteten Elementes. Innerhalb der Theorie der diffusiven Welle (vgl. Kapitel 4.3 oder 
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SINGH, 1996) nutzen die vorgestellten Diskretisierungsverfahren die Abflussgleichung 
nach Gauckler, Manning und Strickler, weil sich die diffusive Wellenapproximation hier 
sehr leicht implementieren lässt. Andere Abflussgleichungen können dann ebenfalls im 
Rahmen der diskutierten Ansätze genutzt werden, wenn ihre Form grundsätzlich der 
nachstehenden Gleichung entspricht, also gilt:
( )HQ f
x

 

(4.97)
So kann die hier verwendete Manning-Strickler Formulierung z. B. durch den Ansatz 
nach de Chezy ersetzt werden. 
Weitaus schwieriger ist eine Diskretisierung mit Hilfe der diffusiven Welle bei Abfluss-
gleichungen, die nicht den Wasserspiegellagengradienten beschreiben, sondern den Ab-
fluss nur anhand der Fließtiefe bestimmen. Mit Ausnahme von stationären Formulierun-
gen, bei denen Q(x) bekannt und konstant ist, ist keine geschlossene Lösung möglich, 
weil die Approximation der diffusiven Welle fS H / x  ®  (vgl. Gl. 4.84) durch eine 
empirische Formulierung unmöglich ist. Interessant ist allerdings insgesamt weniger der 
Austausch der verwendeten Abflussgleichung nach Manning-Strickler durch eine gra-
dientenunabhängige Form, sondern die punktuelle Verwendung speziellerer Ansätze 
z. B. zur Bestimmung der aktuellen Wasserspiegellage an einem Wehrüberfall. Der Ab-
fluss über ein Wehr wird in der Regel mit Hilfe der Polenigleichung bestimmt. Die Was-
serspiegellage über dem Wehrrücken ist nur von der Fließtiefe nicht aber von deren Gra-
dienten abhängig. Es gilt (z. B. BOLLRICH und PREIßLER, 1992):
3/22( ) 23 üQ f h b g h    ¹ ¹ ¹ ¹ (4.98)
In Gleichung 4.98 bezeichnet h die Fließtiefe über dem Wehrrücken, b die Breite des 
Wehres oder Wehrfeldes und  den empirischen Abflussbeiwert mit  < 1,0. Die ange-
führte Wehrüberfallformel (Gl. 4.98) ist nicht abhängig vom räumlichen Gradienten der 
Fliesstiefe H, sondern nur von der sog. Überfallhöhe hü (Differenz zwischen Wasserspie-
gellage und Wehrrücken) des gegebenen Profils. Eine Approximation mit Hilfe des An-
satzes nach der Theorie der diffusiven Welle ist also nicht ohne weiteres möglich (vgl. 
z. B. Gl. 4.84), weil kein Zusammenhang zwischen Druckgradient und Abfluss über das 
Wehr existiert. Unter der Bedingung, dass niemals zwei Wehrprofile aufeinander folgen 
und der Abstand zwischen Wehr und den beiden umgebenden Profilen klein ist, kann der 
instationäre Abfluss und die sich einstellende Wasserspiegellage im Rahmen der Theorie 
der diffusiven Welle mit Hilfe des neu erarbeiteten Nachbarschaftsverfahrens bestimmt 
werden.
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4.6.2 Nachbarschaftsverfahren bei punktuell fehlenden Gradienten
Für einen Punkt i innerhalb eines betrachteten Gerinneabschnitts kann ausgehend von den 
bekannten Wasserspiegellagen am betrachteten, dem vorangegangenen und dem nachfol-
genden Punkten zum aktuellen Zeitpunkt die Wasserspiegellage zu einem späteren Zeit-
punkt in zwei Schritten mit Hilfe einer Abflussformel (z. B. Manning-Strickler) durch die 
Theorie der diffusiven Welle berechnet werden (vgl. Abb. 4.17). Zunächst können die 
aktuellen Durchflüsse Qi durch Rückwärtsdifferenzen bestimmt werden (vgl. Gl. 4.87). 
Im Anschluss folgt aus der Vorwärtsdifferenz der so bestimmten Abflüsse Qi und Qi+1
der Gradient der Wasserspiegellage H bzw. A . Erst bei Verwendung der später disku-
tierten impliziten Verfahren sind Iterationen nötig.
Ist punktuell im ersten Schritt die Bestimmung der Durchflüsse nicht möglich (z. B. 
Wehrüberfall), müssen für das entwickelte Nachbarschaftsverfahren zusätzliche Hilfs-
punkte h- und h+ in unmittelbarer Umgebung von i in die Diskretisierung eingefügt wer-
den. Der Durchfluss am Punkt h- ergibt sich aus der Rückwärtsdifferenz mit Hilfe der 
Manning-Strickler Gleichung. Es gilt:
1( ) ( , )i hQ h f H H® ®®   (4.99)
f(Hi-1, Hh-) drückt verkürzend die Abhängigkeit der diskretisierten Fließformel von zwei 
Punkten, also einem Gradienten, aus (vgl. Gleichung 4.97). Der Abfluss über das Wehr 
wird mit der Annahme, dass Hi = Hh- sei, über die Polenigleichung bestimmt. Es gilt:
Abb. 4.17: Räumliche Diskretisierungsrichtung der Flussterme Q(i)(rückwärts) und des Gradienten der Wasserspie-
gellage (vorwärts)
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( ) ( ) ( )hQ i Q h f H ®     (4.100)
Die in Gl. 4.100 zusätzlich eingeführte Approximation setzt die Durchflüsse über dem 
Wehr und direkt dahinter gleich. Der Fehler beider Annahmen ist klein, wenn auch der 
Abstand zwischen den Profilen h-, i und h+ klein ist.
Durch die jetzt bekannten Durchflüsse an den Stellen h- und i kann die Veränderung der 
Wasserspiegellage ( ) ( )H i H h  ®  wieder anhand der Vorwärtsdifferenz ausgedrückt 
werden. In Abhängigkeit einer gegebenen Zeitschrittweite folgt die neue Wasserspiegel-
lage an den Punkten i und h-. Um über das Wehr hinaus die Wasserspiegellage bestim-
men zu können, wird hinter dem Wehr Normalabfluss angesetzt, so dass H(h+) direkt 
aus der verwendeten Abflussformel folgt und somit gilt, dass H(h+) = f(Q(h+)) sei (vgl. 
Abb. 4.18).
Anhand des vorgestellten Algorithmus kann neben dem Abfluss über einem Wehrfeld 
auch der Abfluss unter einem Schütz bestimmt werden. Innerhalb expliziter Formulierun-
gen werden in beiden Fällen die letzten bekannten Fliesstiefen genutzt, während implizite 
Verfahren die tatsächliche, sich einstellende Wasserspiegellage verlangen und somit nicht 
ohne Iterationen oder Schätzverfahren auskommen.
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Abb. 4.18: Berechnungsschema der benötigten Zustandsgrößen zur Bestimmung der Abflüsse und Wasserspiegel-
lagen an Wehren. Neben den Profilpunkten i-1, i, i+1 werden zwei zusätzliche Hilfspunkte h- und h+ in 
unmittelbarer Nachbarschaft des Wehres eingeführt
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4.7 Zusammenfassung
Sämtliche Ansätze zur Simulation von Strömungen basieren auf den Navier-Stokes´schen 
Gleichungen. Durch Dimensionsreduktionen und zusätzliche Annahmen lassen sich die 
zweidimensionalen Flachwassergleichungen und eindimensionalen St. Venant Gleichun-
gen ableiten. Weitere Vereinfachungen (z. B. Vernachlässigung der Turbulenz) führen 
auf die Wellenformulierungen. 
Der Vorteil der vorgestellten Ansätze auf Grundlage der diffusiven Welle ist die Verein-
fachung des Gleichungssystems, das nach der räumlichen Diskretisierung ein System 
gewöhnlicher Differentialgleichungen mit einer Unbekannten (Fliesstiefe h) darstellt. Da-
bei wird ausgenutzt, dass die Kontinuitätsgleichung in der ein- und zweidimensionalen 
Fassung bereits zeitvariante Terme enthält und der Impuls ausreichend genau über empi-
rische Formulierungen abgebildet werden kann. Für hydromechanische Anwendungen ist 
insbesondere die richtige Abbildung von Rückstaueinflüssen wichtig, was Ansätze nach 
der diffusiven Welle leisten können, Ansätze nach der kinematischen Welle jedoch nicht.
Im zweidimensionalen Fall muss das Gleichungssystem für sehr kleine Wasserspiegella-
gendifferenzen benachbarter Zellen geschlossen werden. Dazu wurde eine Ersatzfunktion 
vorgestellt, die diese Definitionslücke schließen kann. Daneben führt die Vereinfachung 
des Gleichungssystems zum Verlust der Richtungsinformation der Geschwindigkeiten. 
Die vorgestellte algorithmische Bestimmung der Richtungen durch die getrennte Berück-
sichtigung der Kontinuität innerhalb einer Zelle in die beiden Koordinatenrichtungen er-
laubt die nachträgliche Ermittlung der Geschwindigkeitsvektoren in Abhängigkeit der 
Veränderung der lokalen Fliesstiefe.
Im eindimensionalen Fall wird die Lösbarkeit des Gleichungssystems punktuell einge-
schränkt, wenn die Fließformeln nach Manning-Strickler oder de Chezy nicht anwendbar 
sind (beispielsweise an Wehren). Diese Einschränkung kann anhand des entwickelten 
Nachbarschaftsverfahrens umgangen werden. Dazu müssen in die Diskretisierung zwei 
zusätzliche Punkte vor und hinter dem Wehr eingefügt werden. 
Das folgende Kapitel stellt Ansätze zur zeitlichen Diskretisierung vor, welche die Prob-
lematik der Steifheit berücksichtigen und zuletzt die Lösung des Gleichungssystems mit 
mathematisch numerischen Gleichungslösern erlauben. 
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5 Numerisches Lösungsverfahren
Vorbemerkung  Numerische Verfahren basieren auf der rumlichen und zeitlichen 
Diskretisierung ihrer Differentialgleichungen. Der Vorgang der Diskretisierung be-
schreibt die Zerlegung von Raum und Zeit in ein Gitter aus endlich vielen Teilen. Ablei-
tungen werden nicht mehr durch einen Grenzwert, sondern durch die Differenz an zwei 
oder mehr Punkten ausgedrckt. Rumliche Diskretisierungsanstze werden in der Re-
gel anhand der gewhlten Methode in finite Differenzen, finite Volumen und finite Ele-
mente Verfahren unterteilt. Die Diskretisierung der Zeit erfolgt entweder explizit oder 
implizit und beinahe ausschlielich nach der Methode der finiten Differenzen. Explizite 
Methoden bestimmen den zeitlichen Gradienten der Differentialgleichung ber die be-
kannten Zustandsgren der Variablen zu den vorausgegangenen Zeitpunkten; implizite 
Anstze beziehen zustzlich den folgenden Zeitpunkt mit in die Lsung ein und knnen 
diese daher nur iterativ bestimmen. Aus Stabilittsgrnden ermglichen explizite Ver-
fahren jedoch nur vergleichsweise kleine Zeitschrittweiten, wodurch der Aufwand bei 
langen Zeitrumen grer sein kann als bei den iterativen impliziten Anstzen. Fr die
Stabilitt und die Effizienz eines numerischen Lsungsverfahrens spielt das zeitliche 
Diskretisierungsschema eine zentrale Rolle. Besonders bercksichtigt werden sogenann-
te A-stabile und A()-stabile Verfahren, die sich auf Grund ihrer Eigenschaften auch 
fr steife Probleme eignen.
5.1 Eigenschaften
5.1.1 Allgemeines
Das Prinzip der numerischen Methoden ist es, die aufgestellten gewöhnlichen oder par-
tiellen Differentialgleichungen nicht kontinuierlich für die gesamte Raum- und Zeitdomä-
ne ihres Gültigkeitsbereiches zu lösen, sondern lediglich für bestimmte Raum- und Zeit-
punkte (sogenannte Stützstellen) Näherungslösungen für die gesuchten Unbekannten zu 
ermitteln. Die Festlegung der Stützstellen in der Zeitdomäne mit den zwischen den Stütz-
stellen liegenden Zeitabschnitten t nennt man zeitliche Diskretisierung. Die Festlegung 
der Stützstellen in der Raumdomäne über ein Gitter mit den dazugehörigen, sich zwi-
schen den Stützstellen aufspannenden Raumeinheiten nennt man räumliche Diskretisie-
rung. Die Überführung der mathematischen Gleichungen in räumlich diskrete Formulie-
rungen wurde ausführlich in Kapitel 4 für die verschiedenen ein- und zweidimensionalen 
Grundgleichungen diskutiert. Für das in dieser Arbeit entwickelte Verfahren führen das 
Finite Differenzen und Volumenverfahren auf äquidistanten Gittern zu derselben mathe-
matisch diskreten Formulierung im Raum (vgl. Gl. 4.61 und Gl. 4.62). Die Methodik der 
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zeitlichen Diskretisierung wurde bewusst ausgeklammert und wird an dieser Stelle be-
handelt. 
Die Zeit muss wie der Raum diskretisiert werden. Der wesentliche Unterschied zwischen 
den räumlichen und zeitlichen Koordinaten ist die Beeinflussungsrichtung (FERZIGER und 
PERIC, 2002). Eine Störung der Strömung an einem bestimmten Ort wirkt sich auf das 
gesamte Strömungsfeld aus (elliptisches Problem). Eine zeitliche Veränderung beeinflusst 
die Strömung nur im Folgenden und hat keine Auswirkung auf die Vergangenheit. Bei 
der Diskretisierung der Zeit werden i. A. Finite Differenzenverfahren bevorzugt. Ansätze 
auf Grundlage des Finiten Volumenverfahrens sind ebenfalls möglich. Wesentliches 
Kennzeichen der zeitlichen Diskretisierung ist die Bestimmung der zukünftigen Zu-
standsgröße eines Punktes im Raum durch explizite oder implizite Ansätze. 
5.1.2 Merkmale der Diskretisierung
Bei der Anwendung von Diskretisierungsverfahren muss für eine unbekannte Funktion 
( , )x t für einen beliebigen Gitterpunkt xP und eine beliebige Zeit tn zwischen den folgen-
den drei Werten unterschieden werden:
 Die exakte Lösung der Differentialgleichung ( , )P nx t ,
 die exakte Lösung der diskreten Gleichung nP ,
 die tatsächlich berechnete Lösung nP .
Die genannten drei Werte stimmen i. A. nicht überein, weil bei den verschiedenen Ap-
proximationen und der numerischen Lösung Fehler gemacht werden. Die Begriffe Kon-
sistenz, Stabilität und Konvergenz beschreiben die Beziehung zwischen den verschiede-
nen Lösungen und Fehlern (vgl. Abb. 5.1). Aus numerischer Sicht treten abseits von hier
nicht näher betrachteten Modellfehlern im Wesentlichen zwei Arten von Fehlern auf: Der 
Diskretisierungsfehler beschreibt die Differenz der exakten Lösung der Differentialglei-
chung und der exakten Lösung der diskreten Gleichung, also ( , ) nP n Px t ® . Der Lö-
sungsfehler ist die Differenz der exakten diskreten Lösung und der tatsächlich berechne-
ten (numerischen) Lösung -n nP P  . Der Gesamtfehler setzt sich aus der Summe von 
Diskretisierungs- und Lösungsfehlern zusammen. Konsistenz, Stabilität und Konvergenz 
sind Eigenschaften des numerischen Verfahrens in Hinsicht der zu erwartenden Diskreti-
sierungs-, Lösungs- und Gesamtfehler (SMITH, 1985).
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Abb. 5.1: Zusammenhang zwischen Eigenschaften, Fehlern und Lösungen
5.1.3 Konsistenz, Stabilität und Konvergenz
Eine Diskretisierungsmethode ist konsistent, wenn die diskreten Gleichungen mit gegen 
Null strebenden Raum- und Zeitabständen in die ursprünglichen Differentialgleichungen 
übergehen (vgl. Kapitel 4.4.2). Damit wird also ein Zusammenhang zwischen exakter 
Lösung ( , )P nx t und der exakten Lösung der Differentialgleichung 
n
P definiert. Als 
Begriff spiegelt die Konsistenz den Einfluss des Diskretisierungsfehlers wieder. Betrach-
tet wird in der Regel die Konsistenzordnung eines Verfahrens, also die Geschwindigkeit, 
mit der der Diskretisierungsfehler durch Gitterverfeinerung abnimmt. 
Das Konzept der Stabilität stellt einen Zusammenhang zwischen berechneter Lösung nP
und der exakten Lösung der diskreten Gleichung nP her. Bleibt der Lösungsfehler über 
das gesamte Lösungsgebiet für alle Zeitschritte begrenzt, ist das Verfahren stabil. Zeitli-
che Diskretisierungsmethoden sind nicht immer „unbedingt“ stabil, sondern vielfach herr-
schen Grenzen oder Einschränkungen. Eine Stabilitätsgrenze expliziter Verfahren ist bei-
spielsweise das Courant-Kriterium ( / ) 1Cu v t x  ¹   ± . Es stellt einen Zusammenhang 
zwischen Zeit- und Raumdiskretisierung dar und definiert die Geschwindigkeit, mit der 
sich Informationen ausbreiten können. Bei steifen Problemen spielt die Stabilität des zeit-
lichen Diskretisierungsverfahrens eine besondere Rolle und es werden besondere Anfor-
derungen an die Stabilität gestellt. Die Lösung einer konkreten Anfangswertaufgabe kann 
bei einigen Verfahren dann unmöglich oder mit einem nichtvertretbaren Aufwand ver-
bunden sein (vgl. Kapitel 4.1.4 und 5.3). 
Die Konvergenz eines Verfahrens folgt aus seiner Stabilität und Konsistenz: Für ein kon-
sistentes Diskretisierungsschema ist die Stabilität notwendige und hinreichende Bedin-
gung für dessen Konvergenz, also der Eigenschaft eines Verfahrens für immer feiner 
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werdende Gitter immer besser mit der exakten Lösung überein zu stimmen. Dieser theo-
retische Grundsatz wird als Lax-Theorem bezeichnet (DESPRES, 2004). 
5.2 Methoden für Anfangswertprobleme steifer Differentialgleichungen
5.2.1 Abgrenzung zwischen expliziten und impliziten Methoden 
Zur numerischen Lösung zeitabhängiger Probleme der diffusiven Welle wird zunächst die 
Ortsdiskretisierung durchgeführt. Die räumliche Diskretisierung resultiert dann in einem 
System von gewöhnlichen Differentialgleichungen (vgl. Kap. 4). 
Numerische Verfahren instationärer Strömungen können explizit oder implizit sein. Beide 
Typen numerischer Verfahren sind in der Lage, eine konvergente Lösung eines gestellten 
Problems zu finden. Der Unterschied liegt in der grundsätzlich unterschiedlichen Be-
stimmung eines Funktionswertes für die Zukunft. Praktisch sind alle impliziten Verfahren 
auf iterative Gleichungslöser angewiesen, während explizite Verfahren ohne Iterationen 
auskommen. Bei der expliziten Zeitdiskretisierung handelt es sich um eine Extrapolation. 
Die gesuchte Variable wird, startend von den vorgegebenen Anfangsbedingungen bei t0, 
sukzessive über die Differenz von aktueller und zuletzt bestimmter Zeitebene zu den Fol-
gezeitpunkten t1, t2 , … tn berechnet. Dadurch sind die Schrittweiten expliziter Verfahren 
beschränkt und klein, während implizite Ansätze i. A. größere Zeitschritte zulassen. Die 
Notwendigkeit iterativer Löser bei den impliziten Verfahren führt jedoch dazu, dass jeder 
einzelne Zeitschritt aufwändiger zu berechnen ist und somit mehr Rechenzeit benötigt, 
als dies bei expliziten Verfahren der Fall ist. Dieser Aspekt impliziter und expliziter Ver-
fahren fällt bei wasserbaulichen Fragestellungen mit oft langen zu simulierenden Zeitab-
schnitten besonders ins Gewicht. Für den Anwender lassen sich aus den jeweiligen Ein-
schränkungen der Verfahren folgende Regeln ableiten:
1. Lange Zeitabschnitte (Hochwassersimulationen, Ganglinien) mit geringer zeitlicher 
Änderung des Abflussgeschehens /Q t  sind oft billiger (im Sinne der Rechenzeit) 
mit (semi-) impliziten Verfahren abzubilden, wenn der Zeitraum zwischen zwei Zeit-
punkten groß genug gewählt werden kann und die Anzahl an notwendigen Iteratio-
nen klein genug ist.
2. Hochgradig instationäre Prozesse mit sehr schneller zeitlicher Änderung des Abfluss-
geschehens /Q t  (Dammbrüche, plötzliche Stauraumentleerungen) sind billiger (im 
Sinne der Rechenzeit) mit expliziten Verfahren abzubilden, wenn der Zeitraum zwi-
schen zwei Zeitpunkten sehr klein sein muss. 
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Eine Besonderheit stellen die hier vorliegenden steifen Probleme dar (vgl. Kap. 4.1.4), 
bei denen explizite Verfahren viel kleinere Zeitschritte erfordern, als zunächst erwartet 
und die somit fast ausschließlich implizit betrachtet werden müssen. 
5.2.2 Einschrittverfahren
Zur Veranschaulichung expliziter und impliziter Methoden soll eine gewöhnliche Diffe-
rentialgleichung 1. Ordnung (analog der Strömungsgleichungen in Kapitel 4) betrachtet 
werden:
0( , ); (0)
d f t
dt
   ­       (5.1)
Gesucht wird die Lösung ( )t  von Gleichung 5.1 zum Zeitpunkt t. Das Problem ist 
ein Anfangswertproblem, weil sich das Vorgehen für jeden Zeitpunkt wiederholt. Exakt 
formuliert lautet die Lösung obiger Gleichung in Integralform:
0 0
( ) (0) ( , ( )
t t
dt t f t t dt   
 
­    ®  ° ° (5.2)
Es folgt durch Umstellen:
0
( ) (0) ( , ( )
t
t f t t dt  

    ° (5.3)
Nach dem Mittelwertsatz (JOST, 1998 oder BRONSTEIN und SEMENDJAJEW, 1957) lau-
tet die Lösung des Integrals in Gleichung 5.3 ( , ( ))f t    . 
Der genaue Zeitpunkt  mit 0 <  < t ist allerdings unbekannt und muss geeignet ap-
proximiert werden (z. B. in FERZIGER und PERIC, 2002 oder SMITH, 1985).
Werden für die Approximation nur die bekannten Werte zum Ausgangszeitpunkt t=0
genutzt, erfolgt die Lösung explizit. In allen anderen Fällen ist das Lösungsschema impli-
zit (vgl. Abb. 5.2). Mit der Vorwärts-Euler Methode bzw. expliziten Euler-Methode 
lautet die Abschätzung der Lösung ( )t  :
( ) (0) (0, (0))t f t       (5.4)
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Abb. 5.2: Approximation der Zeit am Beispiel der Eulerverfahren: Explizit, implizit, Trapezregel und Mittelpunkts-
regel
Wird der Funktionswert am Ende des Integralzeitraums zur Approximation genutzt, folgt 
die implizite oder Rückwärts-Euler Methode:
( ) (0) ( , ( ))t f t t t         (5.5)
Ebenfalls implizit erfolgt die Abschätzung nach der Mittelpunktregel:
( ) (0) ( / 2, ( / 2))t f t t t         (5.6)
Ähnlich lautet die Funktionsapproximation nach der Trapezregel, bei der zwischen An-
fangs- und Endpunkt des Integrals interpoliert wird:
Æ Ç12( ) (0) (0, (0)) ( , ( ))t f f t t t           (5.7)
Alle oben aufgeführten Eulerverfahren liefern für kleine Intervalle t gute Ergebnisse, 
sind aber bei größer werdenden Zeitschritten nicht gleichermaßen stabil. Sie gehören zu 
den Zwei-Ebenen-Methoden und sind die Grundlage komplexerer Verfahren, wie der 
Leap-Frog Methode, das Runge-Kutta Verfahren und die später ausführlicher behandel-
ten Adams-Bashforth oder BDF-Methoden. Das explizite Eulerverfahren ist bedingt sta-
bil für Schrittweiten t < tkrit = x / u; das Courant-Kriterium muss also erfüllt werden 
(siehe hierzu Anhang B). Diese Begrenzung ist ausschließlich numerisch bedingt und 
völlig unabhängig vom tatsächlichen zeitlichen Verlauf der Lösung. Die übrigen implizi-
ten Ansätze sind allesamt unbedingt stabil. Die implizite Euler-Methode liefert selbst für 
sehr große Zeitschrittweiten glatte Lösungen. Die Trapezregel führt dagegen häufig zu 
oszillierenden Lösungen (DEKKER und VERWER, 1984). 
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Zusammengefasst unterscheiden sich explizite und implizite Verfahren danach, ob neben 
bekannten Zeitpunkten auch unbekannte Zeitpunkte einbezogen werden:
 Explizite Verfahren: Diskretisierung der rechten Seite nur zu vorherigen (bereits be-
kannten) Zeitpunkten: ( ) ( (0), ( ), ...)t F t     ®
 Implizite Verfahren: Diskretisierung der rechten Seite auch zum neuen (unbekannten)
Zeitpunkt: ( ) ( ( ), (0), ( ), ...)t F t t       ®
Implizite oder explizite Verfahren, die nur zwei Zeitebenen zur Approximation der zeitli-
chen Ableitungen nutzen, heißen Einschrittverfahren. Die oben vorgestellten Eulerme-
thoden gehören somit allesamt zu dieser Verfahrensklasse. Es gibt eine Vielzahl weiterer 
Einschrittverfahren (z. B. Crank-Nicholson), die sich im Wesentlichen in der Approxima-
tion der Flüsse und rechten Seiten unterscheiden aber im Rahmen steifer Probleme nicht 
weiter von Bedeutung sind. Grundsätzlich ist der Aufwand zur Bestimmung der Lösung 
bei impliziten Einschrittverfahren relativ groß, weshalb in der Praxis vor allem explizite 
Einschrittmethoden etabliert sind. Im Folgenden wird dennoch näher auf das implizite 
Runge-Kutta Schema eingegangen, weil es die später behandelten Mehrschrittverfahren 
in der Startphase sinnvoll ergänzen kann. Eine allgemeinere Einführung und Diskussion 
weiterer Ansätze findet sich beispielsweise in HAIRER et al., 1993. 
5.2.3 Runge-Kutta Verfahren
Beim Runge-Kutta Verfahren werden zunächst Zwischenzeitpunkte zwischen t=0 und 
t=t approximiert. Das Runge-Kutta Verfahren ist dadurch nicht auf gespeicherte Werte 
vergangener Zeitschritte angewiesen. Die häufig eingesetzte Runge-Kutta Methode 4. 
Ordnung nutzt einen expliziten Euler Ansatz halber Schrittweite als erste Abschätzung, 
und korrigiert das Ergebnis für t=t/2 jeweils über einen weiteren expliziten und zusätz-
lichen impliziten Eulerschritt. Die verschiedenen Approximationen werden dann über die 
Mittelpunktregel und die Simpsonregel ein weiteres Mal zum vollen Schritt korrigiert 
(vgl. Abb. 5.2 und Gl. 5.8 bis Gl. 5.11).
In Indexschreibweise n = (0) bzw. n+1 = (t) und * für eine Zwischenlösung lautet 
das implizite Runge-Kutta Schema 4. Ordnung:
*
1/ 2 ( , )2
n
n n n
t f t  

   (Euler explizit) (5.8)
** *
1/ 2 1/2 1/2( , )2
n
n n n
t f t    

   (Euler implizit) (5.9)
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*** **
1 1/2 1/ 2( , )
n
n n nt f t       (Mittelpunkt) (5.10)
1
* ** ***
1/2 1/2 1/2 1/2 1 1
6
( , ) 2 ( , ) 2 ( , ) ( , )
n n
n
n n n n n n n
t
f t f t f t f t
 
   

     

  
À Á  Ä Å
(5.11)
Einschrittmethoden wie das Runge-Kutta Verfahren sind ungeeignet für Verfahren sehr 
großer Ordnung, weil die Ableitungen in der Zeit n-mal für jeden Zeitschritt benötigt 
werden. Mehrpunktmethoden höherer Ordnung sind somit billiger (im Sinne der Rechen-
zeit). Dafür sind Runge-Kutta Verfahren sehr genau (FERZIGER und PERIC, 2002).
5.2.4 Mehrschrittverfahren
Mehrschrittverfahren nutzen mehr als zwei Zeitebenen zur Approximation der zeitlichen 
Ableitungen. Das entsprechende Diskretisierungsschema kann beispielsweise durch An-
nahme eines polynomialen Verlaufs der Variablen in der Zeit oder durch geeignete Tay-
lorreihenentwicklung definiert werden. Die Berechnung der Lösung mit einem Mehr-
schrittverfahren muss immer mit einem Einschrittverfahren gestartet werden, weil neben 
der Anfangsbedingung keine weiteren Informationen über die zeitliche Entwicklung der 
Lösung gegeben sind (z. B. anhand des Runge-Kutta Verfahrens). Mit jedem neuen Zeit-
schritt kann die Ordnung des Verfahrens dann weiter bis zu einem vorgegebenen Grad 
erhöht werden. Im Verlauf der Rechnung müssen alle Variablenwerte aus den verwende-
ten Zeitebenen („past data“) gespeichert werden. Diese Verfahren sind also sehr spei-
cherlastig. In Abhängigkeit der Approximation der Zeitableitung und der Auswertung der 
rechten Seite lassen sich verschiedene Grundtypen von Mehrschrittverfahren definieren. 
Neben Ansätzen basierend auf Taylorreihen werden häufig die im Folgenden diskutierten 
Mehrschrittverfahren auf Grundlage der Ableitungsapproximation (BDF-Verfahren) oder 
der Integralapproximation (Adams-Bashforth / Adams-Moultonverfahren) eingesetzt. 
Daneben existieren Mischformen und übergeordnete Ansätze wie die Prädiktor-
Korrektor Verfahren, welche sowohl auf Ein- als auch Mehrschrittverfahren aufbauen 
können.
5.2.5 Adams-Bashforth Methode
Die Adams-Bashforth Methode ist ein explizites Mehrschrittverfahren. Dabei wird durch 
m+1 bekannte Zeitpunkte tn … tn-m ein Polynom gelegt und der Wert zum neuen Zeit-
punkt tn+1 so extrapoliert. Die einzelnen Zeitebenen werden über Faktoreni unter-
schiedlich gewichtet. Die Wichtungsfaktoren werden über die Gauß-Quadratur abgelei-
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tet, aus deren Kontext die Adams-Verfahren historisch hervorgingen. Im Fall der Gauß-
Quadratur werden Integrale über einem Einheitsgebiet [-1,1] unter Verwendung von fest 
vorgegebenen Stützstellen und Gewichten bestimmt. Damit sind die Wichtungsfaktoren 
unabhängig vom Integrationsintervall und nur noch von der Ordnung abhängig. Im Un-
terschied zum Runge-Kutta Verfahren können bereits vorliegende Lösungen genutzt 
werden und es fallen keine in jedem Zeitschritt neu zu berechnenden Zwischenlösungen 
an. Allgemein lautet der Ansatz m+1ter Ordnung nach der Adams-Bashforth Methode: 
1 1
1 2 1 1( , ) ( , ) ... ( , )
n n n n n m
n n m n mf t t f t t f t t       
 ® ®
®  ®         (5.12)
In Summenschreibweise und i = m+1 i für eine beliebige Ordnung m+1:
1
1 1
0
( , )
m
n n n i
m i n i
i
t f t     ®  ®
 
   ¹ ¿ (5.13)
Das Adams-Bashforth Verfahren 1. Ordnung ist identisch mit dem expliziten Eulerver-
fahren. Als Verfahren 3. Ordnung lautet Gleichung 5.13:
1 1 2
, 1 223 ( ) 16 ( , ) 5 ( , )12
n n n n n
n n n
t f t f t f t     ® ®® ®
 À Á   ® Ä Å (5.14)
Liegen keine Daten aus vergangenen Zeitebenen vor, kann vor der Verwendung der 
Adams-Bashforth Methode einige Zeitschritte lang das Runge-Kutta Verfahren benutzt 
werden. Die Parameter m und i lauten für die Adams-Bashforth Methoden bis zur 5. 
Ordnung:
Tab. 5.1: Wichtungsfaktoren des Adam-Bashforth Verfahrens 1. bis 5. Ordnung 
Ordnung m+1 1 2 3 4 5
1 1 1
2 1/2 3 -1
3 1/12 23 -16 5
4 1/24 55 -59 37 -9
5 1/720 1901 -2774 2616 -1274 251
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5.2.6 Adams-Moulton Methode
Wird neben den bekannten Zeitebenen tn … tn-m zusätzlich die unbekannte Zeitebene tn+1
mit einbezogen, können die impliziten Adams-Moulton Methoden abgeleitet werden. Die 
Methode 1. Ordnung entspricht dabei der impliziten Euler-Methode und die Methode 2. 
Ordnung der Trapezregel. Allgemein formuliert lauten die Adams-Moulton Methoden in 
Summenschreibweise:
1 1
1 1 1
0
( , )
m
n n n i
m i n i
i
t f t      ®   ®
 
    ¹ ¿ (5.15)
Als Verfahren 3. Ordnung:
1 1 1
1, 15 ( ) 8 ( , ) ( , )12
n n n n n
n n n
t f t f t f t      ® ®
 À Á    ®Ä Å (5.16)
Die Wichtungsfaktoren können analog zu den expliziten Adams-Bashforth Verfahren aus 
den Gauß´schen Quadraturformeln abgeleitet werden. Sie lauten:
Tab. 5.2: Wichtungsfaktoren des Adam-Moulton Verfahrens 1. bis 5. Ordnung 
Ordnung m+1 1 2 3 4 5
1 1 1
2 1/2 1 1
3 1/12 5 8 -1
4 1/24 9 19 -5 1
5 1/720 251 646 -264 106 -19
5.2.7 Prädiktor-Korrektor Verfahren
Prädiktor-Korrektor Verfahren versuchen die positiven Eigenschaften der expliziten und 
impliziten Verfahren zu kombinieren. Ziel aller Prädiktor-Korrektor Ansätze ist es, die 
notwendige Anzahl an Iterationen durch geeignete (explizite) Abschätzungen zu verrin-
gern. Das oben beschriebene implizite Runge-Kutta Verfahren ist streng genommen ein 
Prädiktor-Korrektor Verfahren, weil auch hier zunächst eine explizite Abschätzung er-
folgt, die dann in mehreren Schritten implizit verbessert wird. In der Literatur werden 
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aber oft nur die Mehrschrittverfahren mit expliziter Abschätzung und impliziter Verbes-
serung als Prädiktor-Korrektor Methode gewertet (z. B. FERZIGER und PERIC, 2002). 
Damit sind Prädiktor-Korrektor Verfahren allgemein eine Klasse zusammengesetzter 
Ansätze basierend auf verschiedenen expliziten und impliziten Ein- oder Mehrschrittme-
thoden. Aufbauend auf dem expliziten Eulerverfahren und der Trapezregel kann z. B. 
folgender verbreiteter Prädiktor-Korrektor Ansatz abgeleitet werden: Zunächst wird die 
Lösung des neuen Zeitintervalls explizit (Euler) abgeschätzt („predicted“).
1
* ( , )n n nnf t t       (5.17)
Der * kennzeichnet in Gleichung 5.17die Lösung als Schätzung. Der Schätzwert der Lö-
sung wird in einem zweiten Schritt implizit mit Hilfe der Trapezregel korrigiert, wobei 
die Lösungsnäherung * zur Berechnung der Ableitung genutzt wird:
1 *1
2 1 1( , ) ( , )
n n n
n n nf t f t t

 À Á    Ä Å    (5.18)
Dieser Ansatz ist insgesamt von 2. Ordnung und so stabil wie die Eulermethode 
(FERZIGER und PERIC, 2002). Für Verfahren höherer Ordnung werden in der Regel
Mehrschrittverfahren der Adams-Bashforth und Adams-Moulton Familie miteinander als 
sogenanntes Mehrstufen-Mehrschrittverfahren kombiniert. Oft werden Adams-Bashforth 
Methoden m+1ter Ordnung als Prädiktor mit Adams-Moulton Methoden mter Ordnung 
als Korrektor kombiniert. Das Ergebnis des Adams-Bashforth Prädiktorschrittes wird 
analog zu dem oben gegebenem Beispiel evaluiert (Gl. 5.17 und Gl. 5.18) und als 
Schätzwert zum Zeitpunkt tn+1 auf der rechten Seite des Adams-Moulton Korrektor-
schrittes verwendet. Diese Abfolge aus Prädiktorschritt (P), Evaluierung (E), Korrektor-
schritt (C) und erneuter Evaluierung (E) wird dann als PECE-Verfahren bezeichnet. 
Selbstverständlich sind auch weitere Kombinationen von Adams-Bashforth und Adams-
Moulton-Verfahren denkbar, z.B. sind PECEC oder PECECE Schemata ebenfalls ge-
bräuchlich. 
Über den Vergleich der Lösung zweier unterschiedlicher Ordnungsstufen besteht jeder-
zeit eine einfache Möglichkeit der Fehlerabschätzung zur Bestimmung der Genauigkeit in 
jedem Schritt. Ist die Lösung nicht genau genug, wird die Ordnung der Methode bis zum 
erlaubten Maximum erhöht. Die Zeitschrittweite wird erst verändert, wenn die Steige-
rung der Ordnung zur Erhöhung der Genauigkeit nicht ausreicht, weil jede Veränderung 
der Zeitschrittweite einen Neustart des Verfahrens erzwingt. Weil das Prädiktor-
Korrektor Verfahren auf Grundlage der Adams-Methoden eine Mehrschrittmethode ist, 
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müssen die ersten Zeitschritte mit Hilfe eines geeigneten Startverfahrens wie der Runge-
Kutta Methode berechnet werden (WU und WHITE, 2004).
5.2.8 BDF Methode
Die BDF-Verfahren („Backward Differentiation Formulas“) sind ebenfalls Mehrschritt-
verfahren zur numerischen Lösung von Anfangswertproblemen (HAIRER und WANNER, 
1991 und HAIRER et al., 1993). Dabei wird nicht die rechte Seite durch ein Interpolati-
onspolynom approximiert, sondern es wird durch die letzten k Approximationen n+1- k, 
sowie den unbekannten Wert n+1 ein Interpolationspolynom gelegt. Der unbekannte 
Wert n+1 folgt dann aus der Forderung, dass die Ableitung des Polynoms pk mit dem 
Höchstgrad k die Differentialgleichung im Punkt tn+1 erfüllt:
1
1 1( ) ( , )
n
k n np t f t 

 ­   (5.19)
Für die Stützstellen aus den bekannten Zeitebenen gilt:
1
1( )
n k
k n kp t 
 ®
 ®   (5.20)
Demnach ist die Lösung dann definiert als:
1 ( ) ( )n kt p t 
    È  (5.21)
Man verwendet also den Wert pk(t) des Interpolationspolynoms pk an der Stelle t=tn+1
als Näherung für n+1.
Für k=1 besitzt das Näherungspolynom p1 den Höchstgrad 1. Es besitzt nach Gleichung 
5.20 die Eigenschaften:
1( )
n
np t   (5.22)
Und nach Gleichung 5.19:
1
1 1 1( ) ( , )
n
n np t f t 

 ­   (5.23)
Der allgemeine polynomiale Ansatz vom Grad 1 lautet:
1 0 1( )p t t      (5.24)
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Die Gleichung 5.24 besitzt zwei Unbekannte 0 und 1 und kann mit Hilfe der Gleichun-
gen 5.22 und 5.23 gelöst werden. Über die Lösungsdefinition nach Gleichung 5.21folgt 
für k=1 also die BDF Formulierung:
1 1
1( , )
n n n
nf t t  
 
    (5.25)
Diese Formulierung für den gesuchten Wert entspricht dem impliziten Eulerverfahren. 
Für k=2 folgt ein implizites Drei-Ebenen-Verfahren und die Approximation von n+1
lautet:
1 1 1
1
4 1 2 ( , )
3 3 3
n n n n
nf t t   
 ® 
  ®   (5.26)
In Gleichung 5.26 wird der Unterschied zu den oben beschriebenen Adams-Methoden 
deutlich. BDF-Verfahren werden aus Stabilitätsgründen bis zur 6. Ordnung eingesetzt. 
Die Polynomfaktoren i für die allgemeine Formulierung der BDF-Verfahren sind in Tab. 
5.3 bis zur 6. Ordnung aufgelistet.
1 1
1
0
( , )
k
n j n
j n
j
f t t   ® 
 
  ¿ (5.27)
Die BDF-Verfahren sind alle implizit, da der unbekannte Wert n+1 in die Gleichung 5.27
eingeht. Die Konsistenzordnung des BDF Verfahrens entspricht seinem Polynomgrad k.
Tab. 5.3: Polynomfaktoren des BDF Verfahrens 1. bis 6. Ordnung 
O. 0 1 2 3 4 5 6
1 1 -1
2 3/2 -2 1/2
3 11/6 -3 3/2 -1/3
4 25/12 -4 3 -16/12 1/4
5 137/60 -5 5 -10/3 75/60 -4/20
6 147/60 -6 450/60 -40/6 225/60 -6/5 1/6
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5.3 Stabilität
5.3.1 Auswahl geeigneter zeitlicher Diskretisierungsverfahren
Für die zeitliche Diskretisierung stehen verschiedenste Ansätze zur Verfügung. Allen 
gemein ist, dass sie für einen bestimmten Punkt des räumlichen Gitters approximativ eine 
Zustandsgröße für den neuen Zeitschritt bestimmen sollen. Auf den ersten Blick scheint 
die Auswahl eines Diskretisierungsansatzes beliebig zu sein. Tatsächlich sind die Unter-
schiede groß. Vom gewählten zeitlichen Diskretisierungsansatz hängen folgende Aspekte 
unmittelbar ab:
 Die größtmögliche Zeitschrittweite, bevor das Verfahren instabil wird und damit die 
Berechnungsgeschwindigkeit im Verhältnis zur Realzeit, die das Verfahren zur Lö-
sung instationärer Probleme benötigt. Hier ist die Unterscheidung in implizite und ex-
plizite Verfahren maßgebend. Auf die Besonderheit steifer Differentialgleichungen 
wird im Anschluss genauer eingegangen.
 Der Speicherbedarf, der sich aus der unter Umständen notwendigen Zwischenspeiche-
rung von vergangenen Zeitpunkten ergibt. Ein wesentliches Merkmal ist dabei, ob es 
sich um ein Mehr- oder Einschrittverfahren handelt.
 Die Notwendigkeit iterativer Gleichungslöser, die bei allen impliziten Ansätzen not-
wendig ist.
 Die Genauigkeit bzw. der zugelassene Diskretisierungsfehler. Ist Stabilität die primäre 
Forderung, eignet sich das implizite Eulerverfahren besonders gut. Dafür sind die Ge-
nauigkeit und die Rate, mit der ein Fehler bei Verfeinerung abnimmt, beispielsweise 
bei dem Runge-Kutta Verfahren oder den Adams-Verfahren höher.
Die vier genannten Aspekte sind allgemein und unabhängig von der zu Grunde liegenden 
Differentialgleichung. Die Beachtung der genannten Aspekte ist nicht nur bei der Ent-
wicklung numerischer Verfahren von Bedeutung; auch der Anwender sollte in Hinblick 
auf die gegebene Problemstellung (Zeitraum der Simulation, Genauigkeitsanforderung 
etc.) im Rahmen seiner Möglichkeit das zeitliche Diskretisierungsschema anhand der 
obigen Randbedingungen auswählen. Lediglich das Verhalten des numerischen Modells 
kann bei Nichtbeachtung der vier Grundregeln günstiger bzw. ungünstiger ausfallen. Bei-
spielsweise könnten stabilitätsbedingt viele kleine Zeitschritte notwendig sein oder der 
Iterationsaufwand besonders groß sein. Diesen Problemen kann dann aber durch geeig-
nete Gitterverfeinerungen bzw. Ausdünnung auf der räumlichen Ebene entgegengewirkt 
werden.
Numerisches Lösungsverfahren 91
Ist die zu lsende Differentialgleichung jedoch steif (vgl. Kapitel 4.1.4 und 4.4.3), sind 
die Einschrnkungen, die durch das zeitliche Diskretisierungsschema entstehen knnen, 
weitaus grer und manche Anstze lassen kaum eine konvergente Lsung eines gege-
benen Problems zu. Anders als fr den allgemeinen Fall beschrieben, kann fehlender Sta-
bilitt oder kleinen Zeitschritten nicht durch eine Vernderung der rumlichen Diskreti-
sierung abgeholfen werden. In diesem Sinne eignen sich z. B. rein explizite Anstze 
(z. B. explizit Euler) nicht und implizite Anstze nur eingeschrnkt. Die hier zu lsende 
Differentialgleichung der diffusiven Welle ist steif, die Eignung der diskutierten Verfah-
ren in Hinblick auf die zu erwartende Stabilitt wird im Folgenden untersucht.
5.3.2 Stabilitätsgebiete der Eulerverfahren für steife Differentialgleichungen
Die Frage nach der Stabilitt des Lsungsverfahrens einer steifen Differentialgleichung 
kann nicht fr jede steife Problemstellung einzeln untersucht werden. Die Steifheit eines 
Systems gewhnlicher Differentialgleichungen ist in der Regel unbekannt und im Verlauf 
der Lsung auch nicht konstant (vgl. Definition des Steifheitsquotienten in Kapitel 
4.1.4). Die stellvertretende Auswertung der eindimensionalen Testgleichung nach 
DAHLQUIST (in HAIRER und WANNER, 1991) lsst eine Einordnung der Verfahren und 
eine Aussage ber ihre Eignung zu. Demnach wird folgende lineare und asymptotisch 
stabile Anfangswertaufgabe betrachtet:
Re( ) 0 0dy y y mit
dt
      ¾ ¾ (5.28)
Die bekannte Lsung der Differentialgleichung 5.28 lautet:
0( )
ty t y e  ¹ (5.29)
Die Lsung strebt also fr t gegen Null. Die Anwendung des expliziten und implizi-
ten Eulerverfahrens liefert als diskretisierte Lsung:
1 (1 )n n n ny y t y t y      ¹     ¹ (Euler explizit) (5.30)
1 1 (1/(1 ))n n n ny y t y t y      ¹   ®  ¹ (Euler implizit) (5.31)
Entscheidend fr die schrittweise Lsbarkeit ist die Schrittweite t und das Produkt t. 
Fr konstante t und hinreichend kleine t liefert sowohl das explizite als auch das im-
plizite Eulerverfahren eine Lsung, die asymptotisch gegen Null konvergiert. Beide Ver-
fahren sind stabil. Nur fr das implizite Eulerverfahren konvergiert die Lsung fr belie-
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bige t. Es wird daher als A-stabil bezeichnet. Aus Gleichung 5.30 lässt sich einfach der 
Bereich ableiten, innerhalb dessen das explizite Euler-Verfahren absolut stabil ist und das 
Ergebnis stetig weiter gegen Null strebt:
1 1t  ¾ (5.32)
Für alle Fälle, bei denen Gl. 5.32 nicht eingehalten wird, explodiert hingegen die Lösung 
beim expliziten Euleransatz. Ähnliches gilt beispielsweise für explizite Runge-Kutta Ver-
fahren. Die hier geschilderte Problematik scheint also nicht auf das (explizite) Euler Ver-
fahren beschränkt zu sein. Vielmehr ist die Ursache die Steife der Differentialgleichung. 
Für die implizite Methode wiederum ist das Stabilitätsgebiet definiert durch 
1 1t®  ½ (5.33)
Damit ist die linke Halbebene der komplexen Zahlenebene C eingeschlossen, was der 
mathematischen Definition der A-Stabilität entspricht. Ebenfalls A-stabil verhält sich die 
Lösung mit der Trapezregel (2. Ordnung). DAHLQUIST („zweite Dahlquist-Barriere“ in 
HAIRER und WANNER, 1991) zeigte, dass keine weiteren A-stabilen Verfahren existieren 
und zudem gilt:
 Explizite Mehrschrittverfahren sind niemals A-stabil. 
 Die Ordnung eines impliziten A-stabilen Mehrschrittverfahrens ist maximal 2.
 Die Trapezregel ist das Mehrschrittverfahren mit der geringsten Fehlerkonstanten.
Trägt man das Ergebnis der Stabilitätsbedingung grafisch entlang der reellen und imagi-
nären Achse von  auf, folgen aussagekräftige Diagramme, die schnell eine Einschätzung 
des Stabilitätsverhaltens ermöglichen. Die erläuterten Stabilitätsgebiete der Eulermetho-
den bzw. ihre A-Stabilität zeigt Abb. 5.3.
5.3.3 A() Stabilität
Aus Kapitel 5.3.2 folgt, dass mit Ausnahme des impliziten Eulerverfahrens und der Tra-
pezregel kein weiteres A-stabiles Verfahren existiert. Dies ist insoweit unbefriedigend, 
als beide Verfahren aufwendig zu lösen sind (Iterationsaufwand) und zumindest das im-
plizite Eulerverfahren eine zu hohe Dämpfung aufweist und somit die Lösung stark ver-
schmiert. 
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Abb. 5.3: Stabilitätsgebiete der Eulerverfahren. Das explizite Eulervefahren (hellgrau) ist nur innerhalb eines 
kleinen Kreises innerhalb der linken Halbebene stabil, das Stabilitätsgebiet des impliziten Eulerverfah-
rens umfasst hingegen die gesamte linke Halbebene (dunkelgrau).
D. h., die hohe Stabilität wird mit geringer Genauigkeit bzw. hohem Gesamtfehler er-
kauft. Die niedrige Ordnung der beiden Verfahren ist zudem ungünstig, weil die Fehler-
rate bei Verfeinerung der Schrittweite nur langsam abnimmt.
Wird die Forderung nach A-Stabilität abgeschwächt, und es ist nicht mehr die gesamte 
linke Halbebene im Stabilitätsgebiet enthalten, wird das Verfahren als A()-stabil be-
zeichnet (vgl. Abb. 5.4). Dabei ist das Stabilitätsgebiet ausgehend vom Nullpunkt mit der 
negativen reellen Achse als Winkelhalbierende durch einen Sektor mit dem Winkel 
definiert. Damit können Differentialgleichungen zwar unter Umständen noch problema-
tisch sein, je nach Größe des Winkels sind dies jedoch sehr wenige; für alle anderen ist 
der Zeitschritt nicht weiter beschränkt. Das Verfahren ist umso besser geeignet, je größer 
der Winkel  ist.
Die BDF-Verfahren sind für 3 6k± ± A()-stabil und für k < 3 sogar A-stabil (vgl. 
Abb. 5.5). Runge-Kutta-Verfahren können auch bei fast beliebig hoher Ordnung A-stabil
und damit auch A()-stabil sein, werden dann aber sehr aufwendig und damit ineffizient 
(HAIRER und WANNER, 1991). Sie eignen sich daher bei der Lösung steifer Probleme 
bestenfalls, um Startlösungen für ein Mehrschrittverfahren zu berechnen. Das explizite 
Adams-Bashforth Verfahren (Abb. 5.6) kann nicht A-stabil sein, weil kein explizites Ver-
fahren A-stabil ist (vgl. „zweite Dahlquist-Barriere“). Gleichzeitig sind auch die Adams-
Moulton Verfahren nur bis zur Konsistenzordnung 2 A-stabil. 
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Abb. 5.4: Zur Definition der A()-Stabilität. Ein Verfahren ist A()-stabil, wenn ausgehend vom Nullpunkt ein 
Sektor mit dem Winkel  ein stabiles Gebiet innerhalb der linken Halbebene beschreibt.
Beide Verfahrensklassen sind auch bei höherer Ordnung nicht A()-stabil und nur einge-
schränkt geeignet für steife Probleme.
Wegen dieser gegenüber den Adams-Verfahren und Einschrittverfahren wesentlich güns-
tigeren Stabilitätseigenschaften werden zur Lösung steifer Probleme besonders BDF-
Methoden bis zur 6. Ordnung eingesetzt (VIGO-AGUIAR et al., 2007). Für die in Kapitel 
5 diskutierten Ansätze zur Kopplung von Modellen eignen sich hingegen die vorgestell-
ten Adams-Methoden bzw. ein darauf basierender Prädiktor-Korrektor Ansatz besser. 
Die Stabilitätswinkel k für die BDF-Verfahren bis 6. Ordnung lauten (CURTISS und 
HIRSCHFELDER, 1952):
Tab. 5.4: A() Stabilitätswinkel der BDF-Verfahren
k 1 2 3 4 5 6
 90° 90° 86° 73,3° 51,8° 17,8°
Die Stabilität der Prädiktor-Korrektor Verfahren bewegt sich ungefähr zwischen den 
Stabilitätsgebieten der zu Grunde liegenden expliziten und impliziten Ansätze.
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Abb. 5.5: Stabilitätsgebiete der BDF-Verfahren bis 6. Ordnung nach HAIRER und WANNER, 1991. Das jeweilige 
Stabilitätsgebiet umfasst den schattierten Bereich beginnend bei der angegebenen Ordnung (z. B. BDF 
4. Ordnung umfasst die schraffierten Bereiche 6-4). Für größere Ordnungen nimmt das Stabilitätsgebiet 
ab bzw. der durch den Winkel  gekennzeichnete stabile Sektor wird kleiner.
Abb. 5.6: Stabilitätsgebiete der Adams-Bashforth Methoden nach HAIRER und WANNER, 1991. Das jeweilige 
Stabilitätsgebiet ist vergleichbar mit dem expliziten Eulerverfahren. Es wird nur ein kleiner Bereich der 
linken Halbebene eingeschlossen und die Verfahren sind allesamt nicht A-stabil. Bei höheren Ordnun-
gen ist das Adams-Bashforth Verfahren für steife Probleme nicht mehr stabil.
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Abb. 5.7: Stabilitätsgebiete der Adams-Moulton Verfahren. Für größere Ordnungen sind die Adams-Moulton Ver-
fahren nicht A-stabil und auch nicht A()-stabil. Das Stabilitätsgebiet ist größer als beim Adams-
Bashforth Verfahren und nimmt mit zunehmender Ordnung langsamer ab.
5.3.4 Abgrenzung zur Courant-Stabilität
Eng mit dem Begriff Stabilität ist in der wasserbaulichen Theorie und Praxis die Courant-
Zahl Cu verbunden. Bei den in vielen Fällen diskretisierten partiellen Differentialglei-
chungen handelt es sich nicht um steife Probleme, daher muss die Diskretisierungs-
methode weniger restriktiven Einschränkungen folgen. Die Erfüllung des Courant-
Kriteriums ist dann ein Qualitätsaspekt, weil die Einhaltung der nachfolgenden Bedin-
gung streng genommen nur bei der expliziten Eulermethode und vernachlässigbarer Dif-
fusion gilt, dann allerdings zwingend notwendig ist:
tCu v
x

 

(5.34)
Die Herleitung der Courant-Zahl gelingt über die von Neumann Analyse oder Pertubati-
onsmethoden, bei denen das Verhalten einer Differentialgleichung auf eine künstliche 
Störung untersucht wird. Weil es hier nur um die Abgrenzung zwischen der Stabilität 
steifer Differentialgleichungen und dem Stabilitätsbegriff der allgemeinen wasserbauli-
chen Praxis geht, wird auf die Herleitung verzichtet und auf weiterführende Literatur  
sowie auf Anhang B verwiesen (z. B. ROACHE, 1998 oder PINDER und GRAY, 1977).
Anschaulich ausgedrückt stellt die Courant-Zahl das Verhältnis zwischen dem Weg vt, 
den ein Partikel mit der Geschwindigkeit v innerhalb der gewählten Zeitschrittweite t
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zurücklegt, und dem räumlichen Knotenabstand x dar. Die Courant-Zahl ist also keine 
globale Kennzahl eines Verfahrens, sondern beschreibt lokal, wie sich Informationen und 
Fehler mit der Zeit ausbreiten. Für Cu=1 gelangt eine Information gerade von ihrem Ur-
sprungsknoten bis zum nächst gelegenen Knoten (bzw. von einem Zellmittelpunkt zum 
nächsten Zellmittelpunkt). Für Cu<1 ist die Ausbreitungsgeschwindigkeit klein genug, 
dass Störungen nach einem Zeitschritt noch nicht den nächsten Knoten des Netzes er-
reicht haben können. Für Courant-Zahlen jenseits von 1 (Cu>1) können Störungen von 
ihrem Entstehungsort aus die angrenzenden Nachbarknoten bzw. -zellen überspringen, 
was zu numerischen Oszillationen und mangelnder Konvergenz führen kann (FORKEL, 
2004).
Der wesentliche Unterschied zu dem Stabilitätsbegriff steifer Methoden ist aber die Ab-
hängigkeit der Courant-Stabilität von Zeit und Raum im Unterschied zur alleinigen Ab-
hängigkeit steifer Verfahren von ihrer zeitlichen Komponente. Um also ein Verfahren 
stabil im Sinne des Courant-Kriteriums zu halten, kann global die Zeitschrittweite und / 
oder lokal das Gitter verändert werden. Bei der Lösung steifer Differentialgleichungen 
muss aber die Zeitschrittweite immer so gewählt werden, dass die Eigenwerte  inner-
halb des Stabilitätsgebietes des Verfahrens liegen (vgl. Gleichung 5.32 und 5.33). Die 
Stabilität ist also nur von der Differentialgleichung selbst und der zeitlichen Diskretisie-
rungsmethode abhängig. Dieser Abhängigkeit kann wiederum nicht durch ein geschicktes 
räumliches anordnen der Gitterpunkte entgegengewirkt werden. Methodische Fehler 
führen zwangsläufig zu einem ungünstigen Simulationsverhalten, weil die Stabilität stei-
fer Differentialgleichungen global wirkt und im Ergebnis restriktiver ist, als die Bedin-
gungen, die das Courant-Kriterium lokal an die Größe eines Zeitschrittes stellt. Diese 
Problematik muss nicht immer gleichermaßen deutlich auftreten. Die Steife einer Diffe-
rentialgleichung ist zudem keineswegs konstant (vgl. Kapitel 4.1.4), so dass die Restrik-
tionen der zeitlichen Diskretisierungsmethode auch erst im späteren Simulationsverlauf 
deutlich werden können, wie z. B. von HUNTER et al. (2005a) beschrieben. Die Autoren 
entwickeln hier ein adaptives Verfahren, um den immer kleiner werdenden Zeitschritten 
ihres expliziten zweidimensionalen Storage-Cell Verfahrens (auf Grundlage der Diffusi-
ven Welle, steife DGL) entgegen zu wirken.
5.4 Zusammenfassung
Jedes numerische Modell beruht auf der räumlichen und zeitlichen Diskretisierung von 
Differentialgleichungen. Die räumliche Diskretisierung folgt aus der Zerlegung eines Ge-
bietes in Punkte, Zellen und Profile. Die zeitliche Diskretisierung ist der zentrale Be-
standteil des numerischen Lösungsverfahrens. Aus ihr folgt, ob numerische Gleichungs-
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löser zur Bestimmung der Zustandsgrößen erforderlich sind oder ob eine Lösung anhand 
der bestehenden Informationen zu vergangenen Zeitpunkten gelingt. 
Im vorliegenden Kapitel wurde bezogen auf die räumlich diskrete Form der diffusiven 
Wellengleichung die Methodik der zeitlichen Diskretisierung erörtert. Zunächst wurden 
allgemein einschrittige explizite und implizite Ansätze voneinander abgegrenzt, um dann 
effiziente implizite Mehrschrittverfahren zu diskutieren. Besonders gering ist der Iterati-
onsaufwand bei kombinierten Verfahren, den sogenannten Prädiktor-Korrektor und 
BDF-Ansätzen. 
Numerische Verfahren dürfen jedoch nicht losgelöst von der zu Grunde liegenden Diffe-
rentialgleichung ausgewählt werden. Die Steifheit der maßgeblichen Gleichungen erfor-
dert sogenannte stabile bzw. A()-stabile Ansätze. Andernfalls ist keine effiziente Lö-
sung möglich. 
Bisher verhinderte die fehlende Analyse der diffusiven Wellengleichung in Hinblick auf 
die Stabilität eine implizite Diskretisierung. Explizite Ansätze leiden jedoch unter ihrer 
Abhängigkeit vom Courant-Kriterium. Die Auswahl des BDF-Verfahrens als A()-
stabiles Verfahren ermöglicht jetzt eine effiziente Lösung der Gleichung der diffusiven 
Welle. Durch die implizite Formulierung werden große Zeitschrittweiten ermöglicht. 
Dies ist die Voraussetzung für ein großskaliges Hochwassersimulationsmodell mit hoher 
Effizienz.
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6 Verfahren zur gekoppelten Modellierung von Fließgewässern und late-
ralen Abflussvorgängen
Vorbemerkung – Die Kombination von ein- und zweidimensionalen Verfahren zu ei-
nem Werkzeug erfordert eine eingehende Analyse der beteiligten Prozesse. Der Begriff 
“Kopplung” muss dazu zunächst eindeutig definiert werden. Es zeigt sich, dass nicht 
jede Kombination unterschiedlicher Prozesse vom Wesen her eine echte Kopplung ist. 
Entscheidend ist der Grad der Abhängigkeit zweier Prozesse voneinander. Erst wenn 
beide Prozesse untrennbar miteinander verbunden sind, werden spezielle Ansätze erfor-
derlich. Wesentlicher Schwerpunkt des folgenden Kapitels ist daher zunächst die Defini-
tion der Eigenschaften einer Kopplung. Dazu werden die Begriffe “Informationsrich-
tung” und “horizontale” bzw. “vertikale” Kopplung eingeführt. Eine Analyse typischer 
Modellierungsprozesse zeigt, dass eine Verknüpfung von hydrodynamischen Teilmodel-
len zu einem Gesamtmodell hochgradig komplex ist. Die Kopplung selbst kann über 
zwei Wege erfolgen: Eine Kopplung über Randbedingungen (direkt) oder eine Kopp-
lung über zusätzliche Quellterme (indirekt). In beiden Fällen werden bei der zweiseitig-
horizontalen Kopplung hydrodynamischer Teilmodelle Informationen über den zukünf-
tigen Zustand der gekoppelten Nachbarmodelle benötigt. Im Gegensatz zu bestehenden 
Ansätzen sollte die Kopplung zwischen verschiedenen hydromechanischen Teilmodellen 
daher implizit erfolgen. Dazu wird auf das bereits diskutierte Prädiktor-Korrektor Ver-
fahren zurückgegriffen. 
6.1 Konzept der Modellkopplung
6.1.1 Zweck von Kopplungen
Modelle versuchen die Realität unter idealisierten Bedingungen und unter Zuhilfenahme 
von Vereinfachungen wiederzuspiegeln (STACHOWIAK, 1973). Das Ergebnis einer Mo-
delluntersuchung wird dann wieder auf die Realität projiziert, um dadurch die Realität 
selbst besser voraussagen oder verstehen zu können. Unabhängig davon, ob es sich um 
mathematisch-numerische Modelle oder physikalische Modelle handelt, wird in der Regel 
nur ein als wesentlich betrachteter Aspekt der Realität abgebildet und untersucht (z. B. 
Froude-Ähnlichkeit oder Reynolds-Ähnlichkeit bei physikalischen Modellen). Auf die 
Abbildung zusätzlich vorhandener Wechselwirkungen wird weitestgehend verzichtet. 
Teilweise werden Wechselwirkungen durch Setzen von Randbedingungen bereits ausrei-
chend berücksichtigt. Eine darüber hinausgehende Berücksichtigung unterschiedlicher 
Prozesse erhöht den Modellierungsaufwand beträchtlich, weil die Komplexität vieler 
Prozesse jeweils eigene Verfahren erfordern. Dennoch ist nicht in jede Verknüpfung un-
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terschiedlicher Modelle eine Kopplung derselben. In jedem Fall wird aber eine Schnitt-
stelle zwischen den einzelnen Teilmodellen notwendig. Dazu muss vorab bekannt sein, 
wie die zu untersuchenden Prozesse in Wechselwirkung stehen. Für Strömungssimulati-
onen im Wasserbau soll zunächst der Begriff Kopplung genauer definiert werden.
Wesentliche Modelleigenschaft eines Strömungssimulationsmodells für den Hochwasser-
schutz ist die Abbildung der Wasserstände und der Strömungsgeschwindigkeiten, wo-
durch Aussagen über die Auswirkungen eines Hochwassers innerhalb eines begrenzten 
Modellgebietes möglich werden. Wechselwirkungen können beispielsweise in verwand-
ten Disziplinen im Bereich der Gewässergüte (Schadstoffeintrag und Transport), der 
Grundwassermodellierung (Auswirkungen auf die Grundwasserstände), des Klimas 
(Auswirkungen klimatischer Veränderungen wie z. B. veränderter Vegetations- und 
Frostperioden) und der Hydrologie (Regendauer und Intensität sowie Jährlichkeiten) 
auftreten. Indirekt können weitere Überschneidungen und Wechselwirkungen beispiels-
weise mit landwirtschaftlichen Modellen (z. B. Ernteprognose bei Überflutungen) sowie 
volks- und betriebswirtschaftlichen Modellen auftreten. Nicht immer ist die simultane 
Untersuchung zweier oder mehrerer Prozesse gleichzeitig nötig oder sinnvoll. In dieser 
Arbeit wird darum der Begriff Kopplung folgendermaßen definiert:
Um eine Kopplung handelt es sich dann, wenn der betrachtete Zeitraum und die zu 
Grunde liegende Zeitskala der unterschiedlichen Modelle gleich sind und die Wechsel-
wirkungen zwischen den einzelnen Modellen oder Prozessen gegenseitiger Natur sind. 
Sind nicht beide Voraussetzungen erfüllt, können die betrachteten Eigenschaften getrennt 
voneinander untersucht werden und die Modelle unabhängig voneinander betrieben wer-
den; die Verbindung der Modelle beschränkt sich dann auf den Austausch von Daten, so 
dass Ergebnisse des einen Modells als Eingangsdaten oder Modellrandbedingungen für 
ein zweites Modell genutzt werden können. Erfüllen zwei Prozesse die oben genannten 
Bedingungen, sind sie untrennbar miteinander verbunden – sie beeinflussen sich gegen-
seitig und sind gekoppelt. 
Die aufgeführten Beispiele entsprechen allesamt nicht der obigen Bedingung oder der 
Grad der Wechselseitigkeit der Prozesse rechtfertigt nicht den Aufwand einer echten 
Kopplung. Ein Beispiel für zwei miteinander gekoppelte Prozesse sind die Erosion / Se-
dimentation einerseits und die Hydrodynamik andererseits. Hier führt der Angriff der 
Strömung zu einer stetigen und gleichzeitig stattfindenden Veränderung des Gewässer-
bettes, wodurch sich die Strömung selbst und die auf die Sohle wirkenden Kräfte eben-
falls verändern. Beide Prozesse hängen unmittelbar voneinander ab, so dass keine isolier-
te Untersuchung des einzelnen Prozesses möglich ist (Abb. 6.1).
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Aus dem angeführten Beispiel Erosion vs. Hydrodynamik folgt der wesentliche Zweck 
einer Kopplung: Eine möglichst große Ähnlichkeit zwischen Gesamtmodell und Natur. 
Die Ähnlichkeit zwischen Modell und Realität ist offensichtlich maßgeblich davon ab-
hängig, dass alle wesentlichen Prozesse adäquat berücksichtigt werden. Wird also ein 
wesentlicher Prozess nicht oder nur unzureichend abgebildet, wird das Modell die Reali-
tät immer nur ungenügend genau abbilden können. Anders ausgedrückt: Einzelne Pro-
zesse können noch so genau und detailliert modelliert werden (z. B. eine dreidimensiona-
le Modellierung der Flusshydrodynamik) – die Vernachlässigung maßgeblicher Wechsel-
wirkungen (z. B. Einfluss der Erosion / Sedimentation) verhindert eine global ausrei-
chende Genauigkeit der Untersuchung. 
Abb. 6.1: Schematisches Prinzip einer einfachen Modellkopplung am Beispiel der Prozesse Hydrodynamik und 
Erosion / Sedimentation. Die jeweiligen Einzelprozessmodelle sind auf die aktuellen Ergebnisse des 
Nachbarprozesses angewiesen, um die zeitliche Entwicklung der Lösung richtig zu berechnen. Der Ab-
lauf erfolgt alternierend in jedem Zeitschritt: Zunächst werden die hydrodynamischen Prozessgrößen be-
rechnet, dann werden die Ergebnisse des aktuellen Zeitschritts zur Berechnung der Erosion- und Sedi-
mentationsraten an das entsprechende Teilmodell weitergegeben. Am Ende des Zeitschritts werden die 
auf Grundlage der Erosions- und Sedimentationsraten berechneten Veränderungen der Sohle wieder 
über eine Kopplungsschnittstelle an das hydrodynamische Modell übermittelt.
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Die Kopplung von Prozessen oder Teilmodellen ist also ein Hilfsmittel, um die Aussage-
kraft eines Gesamtmodells insgesamt zu verbessern. Der Zweck der Kopplung ist die 
modellhafte Abbildung der Verknüpfung verschiedener gleichzeitig stattfindender Pro-
zesse als wesentliches Modellmerkmal. Die verknüpften Prozesse basieren jeweils auf 
unterschiedlichen Methoden und Ansätzen, die in sich geschlossen sind, aber exklusiv 
betrachtet keine ausreichende Aussagekraft besitzen.
Funktional ausgedrückt gilt nach Gleichung 6.1 hypothetisch für ein Gesamtmodell meh-
rerer maßgebender Prozesse, dass die erreichbare Naturähnlichkeit GN,Gesamt stets größer 
ist als die Abbildungsähnlichkeiten der beteiligten Einzelprozesse Gi und somit ein ge-
koppeltes Modell eine größere Genauigkeit besitzt als ein isoliertes, nicht-gekoppeltes 
Einzelprozessmodell, selbst wenn das innerhalb des Einzelprozessmodells eingesetzte 
Verfahren genauer ist, als das innerhalb des gekoppelten Modells (z. B. 2D Hydrodyna-
mik im Einzelprozessmodell vs. 1D Hydrodynamik im gekoppelten Modell) eingesetzte 
Verfahren für denselben Prozess.
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In Gleichung 6.1 stellt Gi einen hypothetischen Genauigkeitsfaktor eines isolierten Ein-
zelmodells dar, der typischerweise für das gewählte Prozessmodel anzusetzen ist. Für ein 
hydrodynamisches Modell ist der Genauigkeitsbeiwert beispielsweise umso größer, je 
mehr Dimensionen berücksichtigt werden und je weniger Vereinfachungen aus den Na-
vier-Stokes Gleichungen abgeleitet wurden. Der Faktor N, Gesamt drückt die Steigerung 
der Naturähnlichkeit des Gesamtmodells aus, die allein durch die Kopplung zusätzlicher 
Prozesse erfolgt. Nach der oben aufgestellten Hypothese ist N, Gesamt stets größer als 1 
und die Naturähnlichkeit des Gesamtmodells durch die Kopplung immer größer als bei 
einer isolierten Betrachtung unterschiedlicher sich gegenseitig beeinflussender Prozesse.
Das in diesem Kapitel diskutierte Beispiel Hydrodynamik – Erosion / Sedimentation soll 
in diesem Zusammenhang lediglich die grundsätzlichen und allgemein übertragbaren Zu-
sammenhänge einer Modellkopplung veranschaulichen. Im Wesentlichen beschränkt sich 
der Aufwand einer Kopplung bei den bislang behandelten Prozessen auf den Austausch 
von Daten und den Zeitpunkt des Datenaustausches.
In Verbindung mit dem anfangs vorgestellten Skalenproblem werden in dieser Arbeit 
unterschiedliche Modelle desselben Prozesses zu einem Gesamtmodell verknüpft, die sich 
nur durch ihre Dimensionalität voneinander unterscheiden. Während allgemein die Zwi-
schenergebnisse innerhalb eines Zeitschrittes in einer definierten Reihenfolge von einem 
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Teilmodell an das nächste Teilmodell weitergegeben werden können, ist dann die Frage 
nach der richtigen Berechnungsreihenfolge theoretisch zu diskutieren. Es wird sich zei-
gen, dass die Kopplung unterschiedlicher Modelle gleichartiger Prozesse weitaus kom-
plexer ist, weil die Ergebnisse eines Teilmodells nicht nur ausgetauscht werden müssen, 
sondern Randbedingungen für das jeweilige Gleichungssystem sind.
6.1.2 Der Zusammenhang zwischen Skalen und Kopplung
Während die Kopplung unterschiedlicher Prozesse vor allem dazu dient, zusätzliche 
Wechselwirkungen innerhalb eines Gesamtmodells zu berücksichtigen und dadurch ein 
genaueres Abbild der Realität zu erstellen, liegen die Gründe einer Kopplung unter-
schiedlicher hydrodynamischer Modelle in der möglichen Steigerung der Effizienz. Die 
existierenden Modellansätze hydrodynamischer Modelle lassen sich grob anhand ihrer 
Dimensionalität klassifizieren. Werden der Rechenzeitaspekt und die Datenverfügbarkeit 
außer Acht gelassen, ist eine dreidimensionale Betrachtung jedem anderen Verfahren 
vorzuziehen. Tatsächlich sind die dann benötigten Rechnerkapazitäten auch heute noch 
nicht allgemein verfügbar und es ist immer abzuwägen, welche Vereinfachungen und 
Dimensionsreduktionen gerade noch eine zuverlässige Aussage eines Modells zulassen. 
Bei Hochwasserschutzsimulationen führt das in Kapitel 3 diskutierte Skalenproblem aber 
dazu, dass einzelne Aspekte der Modellierung eine weitgehende Vereinfachung bzw. 
Dimensionsreduktion verhindern. Maßgebend für die zu wählende Dimension des Ge-
samtmodells ist nämlich die Erfassung lokaler Auswirkungen wie die Ausbreitung von 
Überflutungen infolge eines Versagens des technischen Hochwasserschutzes, wodurch 
mindestens eine zweidimensionale Modellierung nötig wird (vgl. Abb. 3.3). Als Folge 
müssen dann auch Abschnitte, für die eine eindimensionale Betrachtung unter Effizienz-
aspekten ausreichend wäre, innerhalb monodimensionaler Verfahren mit komplexeren 
und damit zeitaufwendigeren Methoden simuliert werden. Abhilfe kann durch Kopplung 
von Teilmodellen unterschiedlicher Dimensionalität erreicht werden. Dann ist nicht mehr 
die globale Betrachtung aller relevanten abzubildenden Aspekte notwendig, sondern eine 
differenzierte, lokale Betrachtung ermöglicht abschnittsweise die Wahl des jeweils effi-
zientesten Verfahrens.
Im Unterschied zu allgemeinen Kopplungen mehrerer unterschiedlicher Prozesse, bei 
denen eine Kopplung die Ähnlichkeit zur Natur verbessert, wird bei Kopplungen hydro-
mechanischer Verfahren unterschiedlicher Dimensionalität nur eine Anpassung an die 
Modellskalen der betrachteten Aspekte vorgenommen. Die Naturähnlichkeit ist kleiner, 
als bei einem Einzelmodell mit der höchsten auch im gekoppelten Modell vertretenden 
Dimensionalität aber größer als bei jedem Einzelmodell, das auf einige Aspekte eines 
Hochwassers verzichten muss.
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6.2 Grundbegriffe
6.2.1 Informationsrichtung
Der vorangegangene Abschnitt hat anhand exemplarischer Beispiele verschiedene Aspek-
te von Modellkopplungen beschrieben und in die Problematik eingeführt. Dabei wurde 
bereits darauf hingewiesen, dass nicht jede Verknüpfung zwischen verschiedenen Teil-
modellen eine Kopplung im engeren Sinne darstellt. Als Definition wurden die Bedin-
gungen der Zeitgleichheit (die Prozesse laufen parallel ab) und der Wechselseitigkeit (die 
Prozesse sind abhängig voneinander) eingeführt. Eine systematische Klassifizierung ge-
lingt mit Hilfe der Informationsrichtung und der Einordnung als horizontale bzw. vertika-
le Kopplung.
Die Informationsrichtung beschreibt, in wieweit ein Prozess auf Informationen eines an-
deren Prozesses angewiesen ist und selbst Informationen weitergibt. Zwei Prozesse kön-
nen einseitig miteinander verknüpft sein oder zweiseitig. Bei einer einseitigen Verknüp-
fung benötigt ein Prozess einseitig Daten eines anderen Prozesses, ohne dass ein Daten-
rückfluss in umgekehrte Richtung erforderlich ist. 
Liegt eine einseitige Kopplung vor, ist es in der Regel möglich, eine vollständige Pro-
zessentkopplung vorzunehmen und zwei getrennte Modelle nacheinander zu betreiben 
(vgl. Abb. 3.1).
Abb. 6.2: Informationsrichtung von gekoppelten Prozessen: Einseitige oder zweiseitige Abhängigkeit.
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Als Beispiel sei der Einfluss von Niederschlägen auf den Abfluss innerhalb eines Gerinnes 
und die Auswirkungen eines Hochwassers auf das Grundwasser angeführt. Der Nieder-
schlag beeinflusst einseitig den Abfluss, während der Abfluss sich einseitig auf den 
Grundwasserstand auswirkt. Trotzdem ist die Bedingung der Parallelität der Prozesse 
erfüllt. Im Gegensatz dazu ist sind die bereits diskutierten Prozesse Erosion / Hydrody-
namik zweiseitig miteinander verknüpft.
6.2.2 Horizontale und Vertikale Kopplung
Als weiteres Klassifizierungsmerkmal wird die Lage zweier Prozesse zueinander unter-
sucht: Ist die Reihenfolge des Berechnungsablaufs der Prozesse klar definiert, wird in 
dieser Arbeit von einer vertikalen Kopplung gesprochen. Kann keine Reihenfolge be-
stimmt werden und sind die untersuchten Prozesse gleichwertig, liegt eine horizontale 
Kopplung vor.
Die oben diskutierte Kopplung von Erosion und Hydrodynamik ist demnach zweiseitig 
vertikal. Zunächst werden basierend auf dem Ursprungsgitter die hydromechanischen 
Kenngrößen an jeder Stelle des aktuellen Zeitpunkts berechnet und dann basierend auf 
den Ergebnissen die Veränderung der Gerinnesohle. Dadurch wird ein neues Berech-
nungsgitter definiert und die Berechnungsschritte wiederholen sich für den nächsten Zeit-
schritt. Bei einer Kopplung zweier Flussabschnitte ist im Unterschied dazu keine Reihen-
folge definiert. Beide Teilmodelle besitzen einen gemeinsamen Rand. Die zur Berech-
nung notwendigen Randbedingungen erfordern immer Ergebnisse des anderen Teilmo-
dells, die zum augenblicklichen Zeitpunkt noch nicht vorliegen. Die Modelle sind zwei-
seitig horizontal miteinander gekoppelt (vgl. Abb. 6.3).
Aus den beiden Klassifizierungsmerkmalen Richtung und Lage folgt, dass einseitige 
Kopplungen immer vertikal sind und nur zweiseitige Kopplungen horizontal sein können. 
Nach der in dieser Arbeit eingeführten Definition sind nur zweiseitige Verknüpfungen 
von Prozessen tatsächlich Kopplungen. Vertikale Kopplungen sind länger Untersu-
chungsgegenstand von Forschung und Entwicklung. Horizontale Kopplungen werden 
hingegen oft nicht als solche identifiziert. Dadurch werden Fehler innerhalb der Teilmo-
delle impliziert (die Modelle sind nicht zeitlich exakt synchronisiert), die bei sehr kleinen 
Zeitschrittweiten (explizite Verfahren) allerdings nicht erheblich sein müssen.
Für wesentliche Prozesse wasserbaulicher Modelle werden in Tab. 6.1 die Richtungs-
und Lagebeziehungen kategorisiert.
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Abb. 6.3: Zur Lagebeziehung zweier Prozesse: 2 Prozesse sind vertikal miteinander verknüpft, wenn eine eindeu-
tige Berechnungsrichtung vorgegeben ist, also beispielsweise der Datenstrom von Prozess 1 über Pro-
zess 2 zurück an Prozess 1 fließt. Hingegen sind zwei Prozesse horizontal miteinander verbunden, 
wenn keine eindeutige Richtung festgelegt werden kann und die Prozesse nicht nacheinander sondern 
nebeneinander verlaufen.
Tab. 6.1: Typische Prozesskombinationen im Wasserbau und die Klassifizierung der Prozessverknüpfungen. 
Unterscheidung zwischen ein- und zweiseitig verknüpften Prozessen sowie horizontaler und vertikaler 
Verknüpfung. Dabei gelten einseitig miteinander verbundene Prozesse nicht als gekoppelt, weil sich 
beide Prozesse getrennt voneinander simulieren lassen. Bei den gekoppelten Prozessen wird zwischen 
vertikaler und horizontaler Kopplung unterschieden. Bei vertikal gekoppelten Prozessen ist die Berech-
nungsreihenfolge logisch vorbestimmt.
Prozess 1 Prozess 2 Richtung Lage
Hydrodynamik Hydrologie  Einseitig  Vertikal
Hydrodynamik Grundwasser  Einseitig  Vertikal
Hydrodynamik Gewssergte  Einseitig  Vertikal ve
rk
n
pf
t
Hydrodynamik Erosion / Sedimentation  Zweiseitig  Vertikal
Hydrodynamik Breschenbildung  Zweiseitig  Vertikal
Hydrodynamik Hydrodynamik  Zweiseitig  Horizontal ge
ko
pp
el
t
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6.3 Mathematische Formulierung
6.3.1 Formulierung als Randbedingung
Im Folgenden werden zweiseitig horizontale Kopplungen von hydrodynamischen Teil-
modellen betrachtet, die sich höchstens durch ihre Dimensionalität voneinander unter-
scheiden. Grundsätzlich sind so Kopplungen zwischen Verfahren gleicher Dimensionali-
tät (1D-1D) und verschiedener Dimensionalität (1D-2D) möglich. Je nachdem kann die 
Kopplung der Modelle als Quellterm (1D-2D, Kapitel 6.3.2) oder auf Randbedingungs-
ebene (1D-1D, Kapitel 6.3.1) implementiert werden. Der Sinn von Kopplungen gleich-
dimensionaler Modelle ist dann sinnvoll, wenn das Gesamtsystem aus verschiedenen Ab-
schnitten aufgebaut werden kann, also beispielsweise Zusammenflüsse und Verzweigun-
gen berücksichtigt werden sollen. In der Literatur werden gleichdimensionale Modelle in 
der Regel vertikal behandelt, also in einer gegebenen Reihenfolge versetzt simuliert 
(CUNGE et al., 1980, BEFFA, 2002). 
Dies entspricht einer expliziten Methodik, weil an den Rändern für den Wasserspiegel 
immer die bekannten Werte des letzten Zeitschrittes angesetzt werden. Werden die Teil-
abschnitte in Fließrichtung nacheinander berechnet, kann für den Durchfluss jeweils der 
aktuelle Wert aus dem vorangegangenen Abschnitt genutzt werden.
Ist die Größe des einzelnen Zeitschritts bzw. des Gradienten dh/dt klein, ist der Fehler 
ebenfalls klein, so dass bei expliziten Verfahren die vertikale Kopplung durchaus sinnvoll 
sein kann. Es gilt für j=0…l gekoppelte Abschnitte mit jeweils i=0…m Stützstellen für 
den zu berechnenden Zeitschritt tn+1:
1
, 1 0, 0( , 0, 0)
t n
RB o n i jQ Q t t i j Q
  
              obere Rdb. (6.2)
1
, 1 ,( , , )
t n
RB u n i m j lh h t t i m j l h
  
              untere Rdb. (6.3)
, 1 1( , 0, ) ( , , 1)K j n nQ Q t t i j Q t t i m j             ® Kopplung Q (6.4)
, 1( , , ) ( , 0, 1)K j n nh h t t i m j h t t i j      ¼      Kopplung h (6.5)
Die obere Kopplungsrandbedingung QK,j eines gekoppelten Strangs j folgt direkt aus dem 
Durchfluss des Auslaufsprofils des vorangegangenen Stranges j-1 zum Zeitpunkt tn+1. 
Als untere Randbedingung hK,j wird der Wasserspiegel des Einlaufprofils des folgenden 
Stranges j+1 zum letzten bekannten Zeitpunkt tn angesetzt (vgl. Abb. 6.4). 
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Abb. 6.4: Drei vertikal gekoppelte eindimensionale Teilmodelle. Am äußersten Rand werden die tatsächlich gege-
benen Randbedingungen angesetzt. An den Kopplungsrändern muss auf die im letzten Zeitschritt be-
rechneten Wasserspiegellagen zurückgegriffen werden und nur der aktuelle Durchfluss wird in Fließrich-
tung von einem Teilmodell an das nächste weitergegeben. Die Genauigkeit ist bei kleinen Zeitschrittwei-
ten ausreichend. Innerhalb eines jeden Teilmodells erfolgt die Indizierung der Punkte über den Index i, 
außerhalb können die Teilmodelle über den Index j nummeriert werden.
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Abb. 6.5: Horizontale Kopplung zweier eindimensionaler Flussmodelle 1 und 2. An den Punkten A und C werden 
die bekannten Modellrandbedingungen angesetzt. Am Punkt B werden die Kopplungsbedingungen for-
muliert. Weil die Wasserspiegellage des Modells 1 zum Zeitpunkt n+1 nicht bekannt ist, wird über ge-
eignete Prädiktor-Korrektor-Ansätze die Wasserspiegellage (untere Randbedingung) geschätzt. Das in 
Teilmodell 1 ermittelte Q am Auslaufquerschnitt wird für das Modell 2 als obere Randbedingung ange-
setzt.
Ist der Fehler nicht mehr vernachlässigbar, muss die Kopplung horizontal erfolgen (vgl. 
Abb. 6.5). Das bedeutet, dass streng genommen zwischen den Teilsträngen iteriert wer-
den muss, bis der als untere Randbedingung angesetzte Wasserspiegel des oberen Teil-
stranges dem Wasserspiegel des unteren Teilstranges entspricht. Dadurch steigt der Re-
chenaufwand um ein vielfaches an, weil in jedem Iterationsschritt die vollständige Wie-
derholung des Zeitschrittes mit neuen Randbedingungen notwendig wird. Als Abhilfe 
wird deshalb die Vorhersage der Wasserspiegellage zum neuen Zeitschritt mit Hilfe des 
Prädiktor-Korrektor Verfahrens basierend auf den Adams-Methoden vorgeschlagen (vgl. 
Kap. 5.2). Dadurch wird eine abschnittsweise Berechnung wieder möglich.
Im Unterschied zur expliziten Modellkopplung wird nicht einfach die Wasserspiegellage 
des letzten bekannten Zeitschritts übernommen, sondern für die unteren Randbedingun-
gen der Teilmodelle Vorhersagen getroffen und angesetzt. Die Vorhersage der unteren 
Randbedingung wird nach Simulation eines Zeitschrittes des Folgeabschnittes mit der 
berechneten Wasserspiegellage des Einlaufquerschnitts verglichen. Der Fehler  ent-
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spricht dem Unterschied zwischen geschätzter Wasserspiegellage des Auslaufquer-
schnitts des oberen Teilmodells mit der simulierten Wasserspiegellage des Einlaufquer-
schnitts des unteren Teilmodells.
Die Vorhersage des Wasserspiegels an der Kopplungsstelle ist ein Anfangswertproblem. 
Voraussetzung sind bekannte äußere Randbedingungen Q und h zu jedem Zeitpunkt für 
das gesamte Modell (vgl. Gl. 6.2 und Gl. 6.3) und die bekannte Wasserspiegellage zum 
aktuellen Zeitpunkt t0 an der inneren Modellgrenze zwischen zwei gekoppelten Teil-
strängen. Der Durchfluss an der Kopplungsstelle muss aus Kontinuitätsgründen an den 
zwei aufeinanderfolgenden Teilmodellen gleich sein. Hier erfolgt analog zur expliziten 
Kopplung nach Gl. 6.4 die Übergabe des im oberen Strang berechneten Durchflusses an 
das untere Teilmodell.
Basierend auf den zwischengespeicherten Gradienten der Wasserspiegellage erfolgt die 
erste explizite Abschätzung der Wasserspiegellage hPred zum neuen Zeitpunkt tn+1,Pred:
1
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n im
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¿ (6.6)
Die Faktoren  und  sind die bekannten Adams-Bashforth / Adams-Moulton Faktoren 
(vgl. Kapitel 5.2.5), die je nach Ordnungsstufe variieren. Als Startfunktion eignet sich 
das implizite Runge-Kutta Verfahren nach Kapitel 5.2.3. Die Abschätzung wird korri-
giert mit der impliziten Adams-Moulton Methode:
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Iterationen sind nur dann notwendig, wenn die Differenz zwischen hCor und der simulier-
ten echten Wasserspiegellage z+h des Folgeabschnitts über ein erlaubtes Maß voneinan-
der abweichen. Eine Rückkopplung zwischen den vorhergesagten und tatsächlichen Wer-
ten erfolgt über die Speicherung der tatsächlich berechneten Fließtiefen aus den Folgeab-
schnitten zur Bestimmung der Gradienten h/t in der Summenfunktion. 
6.3.2 Formulierung als Quellterm
Die im vorangegangenen Abschnitt erläuterte Systematik setzt voraus, dass ein Wasser-
teilchen die zu koppelnden Abschnitte immer der Reihe nach passiert und die einzelnen 
Abschnitte somit alle hintereinandergeschaltet werden können. Dies ist bei der Kopplung 
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verschiedener Flussstränge, Verzweigungen und Zusammenflüssen gegeben. Bei Polder-
modellen, bei denen der Polder bzw. eine Überflutungsfläche nicht im Hauptschluss, son-
dern im Nebenschluss an das Fließgewässer angeschlossen ist, kann die Kopplung nicht 
über Randbedingungen erfolgen (vgl. Abb. 6.6). 
Praktisch liegt der Unterschied in der Wahl der gekoppelten Variablen: Werden Randbe-
dingungen zur Kopplung verwendet ist die Schlüsselvariable der Wasserspiegel z+h. 
Wird die Kopplung über Quellterme vorgenommen, ist die Bilanz des Durchflusses Q
maßgebend.
Abb. 6.6: Zur Unterscheidung der Systematik der Kopplungen: Oben Flussgebietsmodell aus drei Teilmodellen 
(1D und / oder 2D), bei dem die einzelnen Modelle von einem Wasserteilchen immer nacheinander in 
einer festen Reihenfolge durchströmt werden. Die einzelnen Teilmodelle können über Randbedingungen 
miteinander gekoppelt werden. Unten Fluss- / Poldermodell aus drei Teilmodellen (Modell 1: 1D, Modell 
2 und 3: 2D), bei dem ein Wasserteilchen nicht zwingend die Modelle 2 und 3 durchströmen muss. Die 
Kopplung kann nicht über Randbedingungen erfolgen, sondern über Quell- und Senkenterme.
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Ausgehend vom betrachteten Strang des eindimensionalen Teilmodells wird an der 
Kopplungsstelle jedes verknüpfte Teilmodell um einen Quell- Senkenterm erweitert.
Es gilt für das eindimensionale Modell (vgl. Gleichung 4.14 in Kapitel 4.2.2):
p
Q A Q
x t
 
  
 
(6.8)
Und für das zweidimensionale Modell:
yx
p
qqH Q
t x y

    ®
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(6.9)
Lokal wird die Massenbilanz also verschoben und die Austauschwassermenge Qp von 
einem Modell in das andere abgezweigt. Die Genauigkeit der so formulierten Kopplung 
zwischen ein- und zweidimensionalen Modellen hängt dann ab von der Gleichung zur 
Bestimmung der Austauschwassermenge Qp und dem Zeitpunkt der Formulierung. Wie 
auch im Falle der Kopplung über Randbedingungen kann Qp explizit oder implizit formu-
liert werden. Im expliziten Fall erfolgt die Berechnung anhand einer Bestimmungsglei-
chung zum Zeitpunkt n; im impliziten Fall wird mit der Prädiktor-Korrektor Methode 
(vgl. Kapitel 5.2.7 und Kapitel 6.3.1) wieder eine Vorhersage für den nächsten zu simu-
lierenden Zeitschritt getroffen.
Basierend auf den zwischengespeicherten Gradienten des Austauschabflusses Qp erfolgt 
die erste explizite Abschätzung Qp,Pred zum neuen Zeitpunkt tn+1,Pred:
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Die Abschätzung wird korrigiert mit der impliziten Adams-Moulton Methode:
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Die Faktoren  und  sind die bekannten Adams-Bashforth / Adams-Moulton Faktoren 
(vgl. Kapitel 5.2.5), die je nach Ordnungsstufe variieren. Die Rückkopplung der vorher-
gesagten und tatsächlichen Werte des Abflusses Qp zum Zeitpunkt tn+1 erfolgt analog zur 
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Kopplung über Randbedingungen anhand der ausschließlichen Speicherung der tatsächli-
chen Werte zur Formulierung des Gradienten.
Im Folgenden sollen die unterschiedlichen Fälle einer Kopplung im Nebenschluss be-
trachtet werden. Die Austauschwassermenge Qp ist in allen Fällen von der Differenz des 
Wasserspiegels der gekoppelten Teilmodelle abhängig, wenn kein fester Wert (z. B. als 
konstanter lateraler Abflussverlust) vorgegeben wird. 
6.4 Laterale Austauschterme
6.4.1 Ansatz als Streichwehr
Notwendig wird eine linienförmige Kopplung zwischen einem eindimensionalen Fluss-
modell mit einem zweidimensionalen Modell z. B. bei Hochwasserereignissen so großer 
Jährlichkeit (z. B. > 200a), dass der konventionelle Hochwasserschutz versagt und Dei-
che überströmt werden können. Dann verläuft die gemeinsame Kopplungsgrenze entlang 
der Flussachse und muss zunächst bestimmt werden. Sinnvollerweise wird zunächst je-
weils ein Diskretisierungsabschnitt zwischen zwei Querprofilen des Flussmodells betrach-
tet. Die mittlere Wasserspiegellage kann einfach aus dem ober- und unterwasserseitigen 
Profil ermittelt werden:
Abb. 6.7: Zur Bestimmung entlang zweier Profile gelegener Rasterzellen; liegt der Zellmittelpunkt innerhalb von R
(definiert als Bereich mit Abstand von weniger als 2r  zur Verbindungslinie zweier benachbarter 
Querprofile), wird die entsprechende Zelle bei der Bestimmung des mittleren Wasserspiegels berück-
sichtigt. r = senkrechter Abstand Mittelpunkt – Außenkante. Im Beispiel werden 9 Zellen zur Bestim-
mung herangezogen.
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Der Index i bezeichnet die Profile in Fließrichtung. Die Bestimmung des mittleren Was-
serspiegels im zweidimensionalen, gerasterten Modell ist komplexer, weil Profile und 
Rasterzellen überlagert werden müssen. Ausgehend von der Mittelpunktskoordinate ei-
ner quadratischen Elementzelle wird der Abstand zur Verbindungslinie der Querprofile 
bestimmt. Beträgt dieser weniger als 2r ¹ , handelt es sich um eine Nachbarzelle (vgl. 
Abb. 6.7). Der so definierte Raum wird im Folgenden mit R bezeichnet.
Mit:
2 2D,k DWSP WSP ( i, j ) für P( i, j ) R  © (6.13)
Und k = 1 … m als lokaler Laufindex für die Zellen P(i, j) des Rasters, die innerhalb von 
R liegen gilt:
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(6.14)
Als weitere Kenngröße wird die mittlere Deich- bzw. Geländehöhe zm benötigt. Sie folgt 
aus dem Mittelwert der beiden eindimensionalen Querprofile. Überströmen in Richtung 
Überflutungsflächen tritt auf, wenn gilt:
1 1 2D D DmWSP z und WSP WSP½ ½ (6.15)
Umgekehrt fließt Wasser von einer zweidimensional betrachteten Überflutungsfläche in 
das eindimensionale Flussmodell, wenn gilt:
2 1 2D D DmWSP z und WSP WSP½ ¾ (6.16)
Der Abfluss über die Grenze zwischen ein- und zweidimensionalen Modell wird mit einer 
Streichwehrformel zunächst explizit aus den bekannten Zustandsgrößen bestimmt.
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Abb. 6.8: Schematische Darstellung der Überflutung des Deiches: Der Wasserspiegel im Fluss übersteigt den 
Wasserspiegel im Hinterland und am Deich. Die Bedingungen nach Gleichung 6.15 sind erfüllt.
Basierend auf der Poleniformel lautet der Ansatz eines Streichwehrüberfalls:
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Der Überfallbeiwert  wird mit dem Faktor 0,95 abgemindert, um den Einfluss der 
Schräganströmung zu berücksichtigen. Mit l wird die Länge des Streichwehrs bezeich-
net. Als Überfallhöhe wird der Mittelwert aus ober- und unterwasserseitiger Überfallhö-
he angesetzt. Bezogen auf die hier vorliegende Problematik wird eine Kette von Streich-
wehren gebildet, deren jeweilige Länge entweder aus dem Abstand der Querprofile 
(ober- und unterwasserseitige Überströmung) oder aus der vorliegenden Wasserspiegel-
lage folgt (unterwasserseitiger Schnittpunkt). In Abhängigkeit der Strömungsrichtung 
beträgt die Überfallhöhe hü:
1 2ü D m D mh WSP z WSP z  ®  ® (6.18)
Der berechnete Abfluss QStr bezieht sich auf den Zeitpunkt tn und wird für den kommen-
den Zeitpunkt tn+1 als Quellterm Qp nach Gleichung 6.10 und 6.11 korrigiert.
6.4.2 Konstante Ansätze
Neben der Überströmung von Deichen während extremer Hochwasserereignisse sind 
viele Fließgewässer von punktuellen und diffusen zusätzlichen Einleitern geprägt, die so 
gering sind, dass sie keine Kopplung nach Kapitel 6.3.1 rechtfertigen, aber dennoch im 
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Modell berücksichtigt werden sollten. Da oft nicht einmal konkrete Abflussdaten für die-
se zusätzlichen Einleiter vorliegen, genügt ein konstanter Ansatz. 
Punktuelle Einleiter können als lokaler konstanter Zufluss Qp [m³/s] beschrieben werden 
(vgl. Gl. 6.8) und so in der Massenbilanz berücksichtigt werden. Diffuse Quellen können 
bereichsweise als linienförmige Zuflüsse Qp,d [m²/s] definiert werden. Tatsächlich erlaubt 
die Diskretisierung mittels Querprofile nur eine Korrektur der Massenbilanz an den 
Querprofilen. Es folgt mit Li,i+1 und Li,i-1 als Abstand zwischen zwei benachbarten Profi-
len:
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Praktisch wird ein diffuser Zufluss also als punktueller Zufluss behandelt. 
6.5 Besondere Berücksichtigung von Deichbrüchen 
6.5.1 Problematik
Durch die Anwendung mathematisch numerischer Methoden ist es grundsätzlich mög-
lich, Deichbrüche und ihre Auswirkungen auf das Umland zu modellieren und damit eine 
hohe Vorhersagegenauigkeit über die möglichen Folgen von Flutkatastrophen zu errei-
chen. Für großskalige Vorhersagemodelle ist es aber nötig, mittels einfacher und schnel-
ler Berechnungsverfahren in kurzer Zeit eine große Anzahl an Szenarien mit ausreichen-
der Genauigkeit durchspielen zu können.
Bislang wird für die ansatzweise Bestimmung des Abflusses durch eine Bruchstelle die 
Überfallformel nach Poleni mit Abflussbeiwerten für Streichwehre eingesetzt (in 
BOLLRICH und PREIßLER, 1992; MUSLU, 2002). Formeln zur Bestimmung des Abfluss-
beiwertes  lassen sich aber nicht vom Streichwehr auf natürliche Fliessgewässer über-
tragen. Deswegen wird  meistens konstant angenommen. Der durch diese vereinfachen-
de Annahme implizierte Modellfehler ist aber relativ groß, so dass die erzielten Ergebnis-
se nur eine vage Aussage über die tatsächliche Auswirkung eines Deichbruchs geben 
können. In speziellen Fällen kann der Deichbruch tatsächlich in seiner Entstehung simu-
liert werden (vgl. NIEMEYER, 2008). Voraussetzung ist dann, dass die betrachtete räum-
liche und zeitliche Skala klein ist und die Bruchstelle sowie der Aufbau des Deiches be-
kannt sind. 
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6.5.2 Parameter
Ein Querschnitt kann – idealisiert betrachtet – über die geometrischen Kenngrößen 
„Breite der Vorländer“ und „Breite des Hauptgerinnes“ plus den dazugehörenden mittle-
ren Fliesstiefen während eines bestimmten Abflussregimes vollständig beschrieben wer-
den.
Die durch das Versagen eines Deiches entstandene Bresche kann bereits durch ihre Brei-
te hinreichend charakterisiert werden. Mögliche unterschiedliche Bruchstellenformen 
bleiben unberücksichtigt; für eine „worst case“ Betrachtung reicht die Annahme des Fal-
les „vollständiges Brechen des Deiches bis zum Deichfuß“ aus.
Abb. 6.9 zeigt ein typisches gegliedertes Gerinne mit den bereits genannten möglichen 
Einflussgrößen. Die Auswahl hydraulischer Parameter beschränkt sich auf diejenigen, die 
zum Einen von einem Wasserspiegellagenmodell berechnet werden können und zum An-
deren keine Kombination der topografischen Kenngrößen mit der Fliessgeschwindigkeit 
darstellen. Es wird deutlich, dass sich dann die Zahl der in Frage kommenden hydrome-
chanischen Parameter auf die Fliessgeschwindigkeit und die Fliesstiefe einschränken 
lässt. Der Einfluss der Topografie lässt sich gezielt durch eine Trennung der hydrauli-
schen Parameter in Hauptgerinne- und Vorlandbereich berücksichtigen.
Stellt sich heraus, dass die Hauptgerinneströmung von der Bresche weitestgehend  unbe-
einflusst bleibt, brauchen auch nicht die dortigen Fliessgeschwindigkeiten, Wassertiefen 
und geometrischen Parameter in einer Formel zur Ermittlung des Abflusses durch eine 
Bruchstelle berücksichtigt werden. 
Abb. 6.9: Gegliederter Trapezquerschnitt mit den möglichen geometrischen Einflussparametern
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Zeigt sich aber, dass sich die strömungsmechanische Auswirkung des Deichbruchs über 
das Vorland hinaus in Teile des Hauptgerinnes erstreckt, sollten die Parameter von Vor-
land und Hauptgerinne zueinander gewichtet werden.
Zur Quantifizierung der genannten Problematik wird an dieser Stelle die Einflussbreite bE
[m] eingeführt. Die Einflussbreite ist weder eine rein topografische noch eine rein strö-
mungsmechanische Größe, sondern eine von beiden Seiten beeinflusste Kenngröße.
Die folgende Definition dient einer eindeutigen Zuordnung des Begriffs (vgl. Abb. 6.10):
„Die Einflussbreite bE ist diejenige Breite des Gerinnes, bis zu der sämtliche Stromli-
nien im Gerinne durch die Bruchstelle verlaufen“
Abb. 6.10: Zur Definition der Einflussbreite bE
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Durch den Bruch des Deiches entsteht ein Impuls auf die Strömung, der dazu führt, dass 
das Wasser umgelenkt wird und durch die Bresche fließt. Die Größe des Impulses ist 
maßgeblich abhängig von der lateralen Ausdehnung der entstandenen Bruchstelle. Ist die 
Fließgeschwindigkeit hoch, reicht der Impuls nicht immer aus, in einem Abstand d von 
der Berandung entfernt fließendes Wasser stark genug umzulenken, damit es durch die 
Bresche fließt. Eine kritische Grenze stellt der Übergang vom Vorlandbereich in das 
Hauptgerinne dar. Auf dem Vorland sind die Fließgeschwindigkeiten deutlich kleiner als 
im Hauptgerinne. Der Vorlandbereich ist aus diesem Grunde maßgeblich vom Bruch 
beeinflusst, die Strömung im Hauptgerinne geringfügiger.
Aus der Überlegung folgt, dass das Verhältnis  durch einen funktionalen Zusammen-
hang zwischen der Strömungsgeschwindigkeit und dem vorhandenen Verhältnis zwi-
schen Bruchstellen- und Vorlandbreite ausgedrückt werden kann.
Eine deutliche Korrelation ergibt sich mit nachstehender, empirisch ermittelter Gleichung 
(KAMRATH et al., 2005):
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6.5.3 Deichbruchformel
Wird die Deichbruchstelle als breitkroniger Wehrüberfall mit ausreichender Länge 
(lWehr > 3hWehr) betrachtet, so gilt für den hydraulisch günstigsten Fall, bei dem die Fließ-
geschwindigkeiten parallel zur Bruchstelle gleich Null sind, eine hydrostatische Druck-
verteilung im Überfallstrahl. Im Bereich der Bruchstelle tritt eine Absenkung des Wasser-
spiegels auf die Grenztiefe hgr = 2/3 hE,min auf. Unter der Annahme, dass die hydrauli-
schen Verluste bis zu dem Punkt, an dem die Grenztiefe auftritt, vernachlässigbar sind, 
kann folglich die vorhandene Energiehöhe hE mit der minimalen Energiehöhe hE,min
gleichgesetzt werden. Der maximale Überfallwert beträgt dann:
0577,03
1      (6.21)
Der Einfluss der Strömung im Gerinne (Fr) und des Einflussverhältnisses  wirkt immer 
abmindernd auf den Abflussbeiwert, so dass der tatsächliche Abflussparameter sinnvoll 
beschrieben werden kann als Produkt aus dem maximalen Beiwert 0 und einem Abmin-
derungsfaktor * mit 0 <  * < 1.
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Die Formel zur Bestimmung des Abflusses durch eine Deichbruchstelle lautet dann in 
Anlehnung an die Überfallformel für breitkronige Wehrschwellen (vgl. KAMRATH et al., 
2006a und DISSE und ASSMANN, 2003):
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* ist dabei der normierte Abflussbeiwert in Abhängigkeit von ß und Fr (zusammenge-
fasst als ). Die Wassertiefe unmittelbar vor der Bruchstelle im Vorlandbereich wird als 
hVL bezeichnet. Falls die Einflussbreite größer als der Vorlandbereich ist, wird für die 
Froudezahl Fr die aus Vorland- und Hauptgerinnebreite gewichtete Größe angesetzt:
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Abb. 6.11: Ablesetafel zur Bestimmung des normierten Abflussbeiwerts *
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Werden die Kennzahlen ß und Fr beide logarithmisch aufgetragen, kann der normierte 
Abflussparameter einfach abgelesen werden (vgl. Abb. 6.11). 
Anhand der gewählten Darstellung fällt es leicht, die Bereichsgrenzen des theoretischen 
Gültigkeitsbereiches zu analysieren.
Die Einflussbreite ist stark von der Strömung beeinflusst und wird bei größeren Froude-
zahlen und unverändert gleicher Morphologie nach Abb. 6.11 stets kleiner. Unter der 
Annahme, dass in natürlichen Flüssen in unseren Breiten niemals Froudezahlen größer als 
1,0 bzw. niemals kleiner als 0,01 auftreten werden, liegt die untere Grenze für das Ein-
flussverhältnis zwischen 0,25 (Fr = 0,01) und 0,08 (Fr = 1,0). Die obere Gültigkeits-
grenze liegt zwischen 11,0 (Fr = 0,01) und 6 (Fr = 1,0).
Zulässige Größen etwaiger Bruchstellen können demnach in jedem Falle ein Mehrfaches 
der Einflussbreite betragen.
6.6 Zusammenfassung
Verknüpfungen von Teilprozessen können einseitig, zweiseitig sowie horizontal bzw. 
vertikal erfolgen. Einseitige Verknüpfungen sind immer vertikal und keine Modellkopp-
lungen, sondern nach der Definition in dieser Arbeit lediglich Modellverknüpfungen. Bei 
einer Modellverknüpfung muss der Datenaustausch nicht von Zeitschritt zu Zeitschritt 
erfolgen. Das erste Modell stellt lediglich die Randbedingungen des zweiten Modells zur 
Verfügung. Eine Rückkopplung findet nicht statt.
Die Verknüpfung zweier hydromechanischer Teilmodelle ist eine zweiseitige, horizontale 
Kopplung. Jeder Prozess benötigt die Ergebnisse des anderen Prozesses zu jedem Zeit-
schritt. Die benötigten Daten existieren nicht vorab, sondern sind selbst abhängig von 
beiden Prozessen. Erkennbar wird die zweiseitige horizontale Abhängigkeit dadurch, 
dass keine logische Berechnungsreihenfolge mehr vorgegeben werden kann. 
Der erarbeitete Lösungsansatz zerlegt die horizontale Abhängigkeit der Prozesse in zwei 
vertikale Abhängigkeiten. Dazu muss der Datenfluss zum kommenden Zeitschritt prog-
nostiziert werden. Die grundlegende Idee der Modellkopplung zwischen hydromechani-
schen Teilprozessen ist also die Entkopplung auf Grundlage des Prädiktor-Korrektor 
Verfahrens. 
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Die Kopplung selbst kann auf zwei verschiedenen Wegen erfolgen. Zum einen können 
Teilmodelle über interne Randbedingungen miteinander gekoppelt werden. Zum anderen 
kann eine Kopplung über Quellterme erfolgen. Der Ansatz als Randbedingung eignet sich 
für die Kopplung von zwei oder mehr Modellen im Hauptschluss. Der Ansatz über Aus-
tauschterme erfolgt bei Kopplungen von Modellen im Nebenschluss. 
Werden Modelle über Quellterme miteinander verknüpft, erfolgt die Bestimmung des Zu-
oder Abflusses über die Poleniformel oder andere geeignete empirische Ansätze. Speziell 
für den Fall eines Deichbruches wird die Deichbruchformel nach KAMRATH et al.
(2006a) vorgeschlagen. Sie basiert auf der Poleniformel, wurde aber um einen Korrek-
turfaktor in Abhängigkeit der Strömungsgrößen und der geometrischen Größen modifi-
ziert.
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7 Ein 1D / 2D gekoppeltes Modell zur Bestimmung der Auswirkungen 
von Hochwasserereignissen
Vorbemerkung – Auf Grundlage der zuvor beschriebenen und entwickelten theoreti-
schen Ansätze wurde das Verfahren ILMOFLOOD entwickelt. Das folgende Kapitel stellt 
das Verfahren vor, zeigt Lösungswege zur Synchronisation der Teilmodelle auf und 
überprüft anhand verschiedener Beispiele die Eignung der Methode. Die vorgestellten 
Beispiele werden dabei zunehmend komplexer. Zunächst werden anhand einfacher Ge-
rinnesysteme die implementierten Gleichungen überprüft. Praktische Probleme bei der 
Bestimmung der maßgebenden Gerinnebreite komplexer natürlicher Geometrien werden 
gelöst sowie Vergleichsrechnungen durchgeführt. Zentral ist die Simulation eines Fluss-
Poldersystem an der thüringischen Unstrut, das die Möglichkeiten herkömmlicher mo-
nodimensionaler Ansätze übersteigt. Hier wird der praktische Nutzen gekoppelter Mo-
delle bei der Analyse und Optimierung technischer Hochwasserschutzsysteme deutlich.
7.1 Modellkonzept
7.1.1 Anforderungen an die Modellierung von Hochwasserwellen 
Die grundlegenden Anforderungen an ein mesoskaliges Modell zur Simulation von 
Hochwasserwellen und der Prognose von Überflutungsflächen wurde eingehend in Kapi-
tel 3 diskutiert. Die Schwierigkeiten der Erfassung möglichst aller Einflussfaktoren mit 
den üblichen monodimensionalen Ansätzen sind Folge des Skalenproblems. Zusammen-
gefasst können die besonderen Anforderungen mit den drei Stichwörtern 
 Hoher Detaillierungsgrad,
 Lange Zeiträume und
 Hohe Raum- / Systemkomplexität
definiert werden. Fließgewässer müssen mit ihren maßgebenden Nebenflüssen möglichst 
großräumig und über lange Zeiträume abgebildet werden. Trotzdem ist es erforderlich, 
die Überflutungsbereiche hoch aufgelöst und daher zweidimensional abzubilden. Weil 
Hochwasserereignisse stochastisch wiederkehrende Ereignisse sind, die allein über den 
maximalen Abfluss kategorisiert werden (z. B. HQ200 = ein Hochwasserereignis mit 
einem Maximalabfluss, der statistisch alle 200 Jahre auftreten kann), existiert nicht nur 
eine Variante eines Extremereignisses, sondern eine Vielzahl gültiger Varianten, deren 
negative Auswirkungen sehr unterschiedlich sein können. Wesentlicher als das Ergebnis 
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einer einzigen mathematisch hochgenauen Lösung ist daher die kumulierte Projektion aus 
einer größeren Anzahl an Varianten. Der hier gewählte Lösungsansatz basiert auf der 
Vereinfachung der Flachwassergleichung unter Vernachlässigung der Turbulenz sowie 
der lokalen und konvektiven Beschleunigungsterme (diffusive Wellengleichung). Für die 
Fließgewässerabschnitte wird die Wellengleichung eindimensional formuliert, im Bereich 
der auftretenden Überflutungsflächen kommt ein zweidimensionaler Ansatz zur Anwen-
dung. Grundlage der gewählten Ansätze sind die Arbeiten von PONCE und SIMONS
(1977) und BATES und DE ROO (2000). Eine hohe und stabile Lösungsgeschwindigkeit 
über lange Realzeiträume wird durch das implizite BDF-Verfahren erreicht (VIGO-
AGUIAR et al., 2007). Die Verknüpfung der ein- und zweidimensionalen Teilmodelle 
wird auf Grund der Überlegungen in Kapitel 6 als horizontal, zweiseitiger Prozess defi-
niert. Der notwendige Austausch von Randbedingungen und Zuflüssen gelingt mit Hilfe 
eines modifizierten Prädiktor-Korrektor Verfahrens. Damit wird es ermöglicht, nur die 
Überflutungsbereiche zweidimensional zu berücksichtigen und gleichzeitig alle Fließge-
wässerabschnitte eindimensional mit in das Gesamtsystem einzubinden.
7.1.2 Gesamtstruktur des Modells „ILMOFLOOD“
Die in den vorangegangenen Kapiteln beschriebenen Ansätze und Techniken wurden mit 
dem 1D-2D Hybridmodell „ILMOFLOOD“ (Interlinked model for large floods) auf Grund-
lage der Programmiersprache C++ als wissenschaftliches Simulationsinstrument zur Ver-
fügung gestellt (vgl. Anhang C und KAMRATH et al., 2008). Innerhalb eines Rahmens, 
über den die Ein- und Ausgabe der benötigten Daten gesteuert wird und innerhalb dessen 
das Modellgebiet beschrieben wird, befinden sich eingekapselt die drei Module:
1. Das 1D Teilmodul: Auf Grundlage der eindimensionalen diffusiven Wellengleichung 
(vgl. Kapitel 4.5) können n verschiedene Teilmodelle (= Flussabschnitte) über einen 
vorzugebenden Zeitraum simuliert werden. Jedes eindimensionale Teilmodell benö-
tigt Anfangs- und Randbedingungen sowie eine eindeutige geometrische Diskretisie-
rung. Die einzelnen Teilmodelle werden unabhängig voneinander abschnittsweise si-
muliert. Die Dauer eines Zeitschritts wird für jedes Teilmodell anhand der Genauig-
keit der BDF-Methode (vgl. Kapitel 5.2.8) gewählt.
2. Das 2D Teilmodul: Auf Grundlage der zweidimensionalen diffusiven Wellenglei-
chung (vgl. Kapitel 4.4) können n verschiedene Teilmodelle (= Überflutungs-
bereiche) über einen vorzugebenden Zeitraum simuliert werden. Jedes Teilmodell be-
nötigt Anfangs- und Randbedingungen sowie eine eindeutige geometrische Diskreti-
sierung. Die einzelnen Teilmodelle werden unabhängig voneinander abschnittsweise 
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simuliert. Die Dauer eines Zeitschritts wird für jedes Teilmodell anhand der Genauig-
keit der BDF-Methode (vgl. Kapitel 5.2.8) gewählt.
3. Das Kopplungsmodul: Mit den zusätzlichen Informationen über die Kopplung der 
einzelnen 1D und 2D Teilmodelle werden innerhalb des Kopplungsmoduls die not-
wendigen Randbedingungen und Austauschdaten für die zweiseitige horizontale 
Kopplung der einzelnen Stränge bestimmt und an die hydromechanischen Teilmodule 
weitergegeben (vgl. Kapitel 6). Zusätzlich werden die Teilmodelle miteinander syn-
chronisiert. Die Kopplung kann zwischen eindimensionalen und gemischt dimensio-
nalen Modellen im Haupt- und Nebenschluss erfolgen. Dadurch ergibt sich die Mög-
lichkeit, ein Fließgewässer mit mehreren Überflutungsbereichen in beliebig viele Ab-
schnitte aufzuteilen und zeitschrittbasiert die Auswirkung einer Hochwasserwelle auf 
das Gesamtsystem zu berechnen.
Praktisch steuert der Anwender mehrere gleichzeitig ablaufende und miteinander kom-
munizierende Simulationen über den Hybridmodellrahmen. Tatsächlich werden nur für 
die äußersten Modellränder (Einlauf, Auslauf) Randbedingungen benötigt. Alle internen 
Ränder an den Kopplungspunkten werden intern mit Randbedingungen belegt. Grafisch 
ist der Aufbau des Simulationspaketes in Abb. 7.1 dargestellt. 
Abb. 7.1: Schematische Darstellung des Hybridmodells ILMOFLOOD
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Die Vorhersage der internen Randbedingungen ermöglicht das in Kapitel 5.2.7 vorge-
stellte und in Kapitel 6.3.1 modifizierte Prädiktor-Korrektor Verfahren. Die Lösung der 
diffusiven Wellengleichung an jedem Punkt innerhalb der Teilmodule erfolgt mit Hilfe der 
BDF-Methode (Kapitel 5.2.8). Das Lösungsschema ist implizit, A()-stabil und daher 
besonders geeignet.
7.2 Interne und externe Zeitschrittsteuerung
7.2.1 Notwendigkeit der Verwendung interner und externer Zeitschritte
Die Effizienz einer Simulation ist im Wesentlichen davon abhängig, dass ein realer Zeit-
raum mit möglichst wenigen Zeitschritten und einer vorgegebenen Genauigkeit abgebil-
det werden kann. Die Dauer eines Zeitschritts variiert dabei und ist nicht konstant. Wird 
die vorgegebene Toleranz überschritten, wird die Zeitschrittweite - also der Vorhersage-
zeitraum verkleinert. Die Überprüfung der Toleranzgrenze erfolgt über die Differenz 
zweier Ordnungsstufen des BDF-Algorithmus (vgl. Kapitel 5.2.8). Die Zeitschrittweite 
ist abhängig von der Komplexität eines Teilabschnittes (z. B. den geometrischen Gege-
benheiten), seiner Größe und der Ganglinie. Allgemein benötigt das 2D-Teilmodul im 
Verhältnis zum 1D-Teilmodul tendenziell weniger Zeitschritte zur Berechnung eines ge-
gebenen Zeitraums. Ursache ist der Verzicht auf eine untere Randbedingung (Wasser-
stand am Auslauf).
Aus der beschriebenen Tatsache folgt ein gravierendes Problem bei der gekoppelten Mo-
dellierung: Maßgebend für die Genauigkeit des Gesamtmodells ist das Teilmodell mit der 
kleinsten Schrittweite. Erfolgt der Austausch von Kopplungsparametern zu jedem Zeit-
schritt, ist der kleinste Zeitschritt maßgebend. Dadurch leidet die Effizienz. Nachstehen-
de Abb. 7.2 verdeutlicht das Problem: Dargestellt ist die absolute Anzahl an Zeitschritten 
eines gekoppeltes Modells bestehend aus 6 eindimensionalen Flussabschnitten und einem 
zweidimensionalen Polderabschnitt bei einer vorgegebenen Genauigkeit von 1 x 10-6 über 
einen Realzeitraum von 48h. Der erste Flussabschnitt benötigt 30.756 Zeitschritte (rd. 
5,6s Realzeit / Zeitschritt). Der Überflutungsfläche genügen bei gleicher Genauigkeit 
2120 Zeitschritte (81,5 s Realzeit / Zeitschritt). Die übrigen Teilmodelle sortieren sich 
dazwischen ein und benötigen im Mittel rd. 15.000 Zeitschritte. Der Preis für die Kopp-
lung bestünde in der Anpassung der durchschnittlichen Zeitschrittweite an die kleinste 
Schrittweite. Dadurch würde sich der Rechenaufwand allein des 2D Modells im gezeig-
ten Fall um das ca. 15-fache vergrößern. 
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Abb. 7.2: Vergleich der Zeitschritte der Teilmodelle über einen Realzeitraum von 48h
Um den Vorteil der gekoppelten Simulation durch die Anpassung an die kleinste Zeit-
schrittweite des Gesamtmodells nicht zu verlieren, müssen die Zeitpunkte zur Daten-
übergabe der Kopplungsparameter von den Simulationszeitschleifen entkoppelt werden.
7.2.2 Synchronisierung der Teilmodule
Diese Entkoppelung wird durch zwei unabhängige Zeitschleifen ermöglicht. Für alle 
Teilmodelle wird eine Synchronisationszeitschleife definiert, die mit fest vorgegebenen 
Zeitabständen die Zeitpunkte zum Austausch der Kopplungsparameter vorgibt. Die an 
die einzelnen Modelle übergebenen Parameter (Durchfluss, Wasserstand, Zufluss in die 
Polder) werden solange konstant belassen und intern verwendet, bis der nächste Aus-
tauschzeitpunkt erreicht wird. Innerhalb des Teilmodells werden in Abhängigkeit der 
vorgegebenen Genauigkeit mehrere Zeitschritte mit den bis zum nächsten Austauschzeit-
punkt gültigen Randbedingungen ausgeführt (vgl. Abb. 7.3). 
Zusätzlich muss eine -Umgebung definiert werden. Durch die über die Genauigkeit ge-
steuerte Schrittweitenkontrolle der Teilmodelle wird nie exakt der Austauschzeitpunkt TA
erreicht werden. Liegt der berechnete Zeitpunkt allerdings innerhalb einer TA- Umge-
bung, kann das Ergebnis als genügend genau betrachtet werden. Liegt der Zeitpunkt au-
ßerhalb der -Umgebung, müssen die Austauschparameter auf den richtigen Zeitpunkt 
interpoliert werden.
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Abb. 7.3: Synchronisation mehrerer Teilmodelle; jedes Modell definiert seine internen Schrittweiten über eine 
vorgegebene Genauigkeit. In Abständen von T werden die Kopplungsparameter ausgetauscht. 
7.3 Nicht eindeutige Parametrisierung von Querprofilen
7.3.1 Eindeutigkeit der Parametrisierung von Fließquerschnitten
Der größte Nachteil der eindimensionalen Modelle ist der Verlust von Informationen 
innerhalb der geometrischen Diskretisierung. Die Diskretisierung erfolgt über Querprofi-
le, die in Abhängigkeit eines Wasserstandes parametrisiert werden. Tatsächliche Informa-
tionen über die Geometrie des Querprofils gehen verloren. Je komplexer ein einzelnes 
Profil aussieht, desto größer ist die Wahrscheinlichkeit, dass es nicht eindeutig parametri-
siert werden kann.
Beispielhaft sollen zwei Profile i und i+1 der nachstehenden Abb. 7.4 betrachtet werden. 
Profil i entspricht einem einfachen Trapezquerschnitt, für den sich eine eindeutige Bezie-
hung zwischen Wasserspiegellage bzw. Fließtiefe h und der Fließfläche A(h) aufstellen 
lässt. Profil i+1 hingegen besteht aus einem Hauptgerinne und einem Nebengerinne. Das 
eigentliche Profil ist durchbrochen von einer Erhebung. Aus dem isoliert betrachteten 
Profil kann nicht auf die Art der Erhebung geschlossen werden. Insofern ist der Verlauf 
der h-A(h) Kurve nicht eindeutig. 
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Abb. 7.4: Unklare Parametrisierung von Querprofilen
Bei einem Wasserstand a wird nur das Hauptgerinne durchströmt. Die Wasserspiegellage 
liegt noch unterhalb der Sohle des Nebengerinnes. Steigt der Wasserspiegel weiter an 
(Punkt b), kann entweder nur das Hauptgerinne durchströmt werden (z. B. bei einem 
oberwasserseitig nicht angeschlossenen Altarm) oder das Nebengerinne ebenfalls mit 
durchströmt werden. Beide Möglichkeiten sind realistisch. Steigt der Wasserspiegel wei-
ter an (Punkt c) wird bei Überschreiten der Krone der Erhebung der Punkt erreicht, bei 
dem das Nebengerinne sehr wahrscheinlich mit einbezogen wird. Numerisch ist dieser 
Punkt kritisch, weil hier eine Unstetigkeit in der h-A(h) Beziehung auftritt. Es ist aber 
auch möglich, dass es sich um einen unterwasserseitig nicht angeschlossenen Altarm 
handelt. Dann würde nur ein geringer Retentionseffekt entstehen, das Nebengerinne aber 
nicht effektiv zum Abflussquerschnitt beitragen.
Je nachdem, wie mit der Problematik der Mehrdeutigkeit von Querschnitten umgegangen 
wird, kann das Ergebnis einer Simulation mehr oder weniger stark von der Realität ab-
weichen, ohne das eine Kalibrierung der Rauheitsparameter zu einer Verbesserung führen 
würde. Teilweise können die beschriebenen Probleme durch Ausdünnen oder Vereinfa-
chen von Profilen verringert werden. Mehrdeutigkeiten entstehen bei:
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Abb. 7.5: Typische Gerinnestrukturen, die zu mehrdeutigen Profilen führen.
 Sandbänken bzw. kleinen Inseln,
 Altarmen,
 Kleineren Verzweigungen und Zusammenschlüssen und
 Kombinationen der genannten Aspekte.
Je kleiner das Fliessgewässer ist und je geringer der Ausbaugrad, desto häufiger treten 
Mehrdeutigkeiten in den Profildatensätzen auf. In Abb. 7.5 sind die drei Hauptgerin-
nestrukturen schematisch zusammengefasst. Dabei ist exemplarisch die Lage möglicher 
Querprofile mit dem zugehörigen Profiltyp gekennzeichnet. Aus der bloßen Abfolge ist 
kein Rückschluss auf die Struktur möglich. Nur aus der zweidimensionalen Aufsicht ist 
eine Zuordnung eindeutig. 
7.3.2 Minimale, maximale und wahrscheinliche Gerinnebreiten
Die Mehrdeutigkeit von Profilen hat zur Folge, dass nicht eine Wasserstands-
Querschnittsfunktion für jedes mehrdeutige Profil existiert, sondern mindestens zwei. 
Der tatsächliche h-A(h)-Wert folgt einer der beiden möglichen Kurven (vgl. Abb. 7.4). 
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Ohne Kenntnis der Struktur (Insel, Altarm, Nebengerinne) oder einer algorithmischen 
Systematik sollten alle Profile eines Fließgewässers gleich behandelt werden und entwe-
der die minimale Gerinnebreite oder die maximale Gerinnebreite angesetzt werden. Die 
minimale Gerinnebreite ist definiert als die Strecke zwischen dem ersten Schnittpunkt 
von Wasserstand und Sohllage ausgehend vom Tiefpunkt eines Profils. Die maximale 
Gerinnebreite ist definiert als die Strecke zwischen den letzten Schnittpunkten von Was-
serstand und Sohllage. Sie schließt also sämtliche mögliche Nebengerinne mit ein. 
Unstetigkeiten in der h-A(h) Kurve treten nur bei Ansatz einer minimalen Gerinnebreite 
auf. 
Innerhalb von ILMOFLOOD werden die eindimensionalen Daten auch als 2D-Datensatz 
gespeichert, sofern für die Profile zusätzliche XY-Koordinaten definiert werden. Da-
durch steht die Ausbreitung des Flusskörpers innerhalb des Gerinnes als Ergebnis zur  
Verfügung. Abweichend von der üblichen Darstellung eindimensionaler Ergebnisse als 
Längsschnitt werden so die lateralen Abmessungen des durchströmten Gerinnes sichtbar. 
Am Beispiel der HQ200 Simulation eines Polderbeckens bei Kaldauen (2D) mit einem 
ca. 5 km langen Flussabschnitt der Sieg (1D) zeigt sich die Komplexität der Problematik 
deutlich (vgl. Abb. 7.6 und Kapitel 7.4.3). Der Fluss ist vom Polder durch einen Deich 
getrennt. Innerhalb des Hochwasserbettes verlaufen das Mittelwasserbett und ein Altarm, 
der nur bei größeren Abflüssen überflutet ist. Werden nur die minimalen Gerinnebreiten 
angesetzt, verbleibt der Abfluss zum Zeitpunkt t=1 h (Q=113,2 m³/s) im Mittelwasser-
bett. An einigen Stellen kommt es zu unrealistischen, punktuellen Verbreiterungen. Wer-
den die maximalen Gerinnebreiten angesetzt, wird der Altarm in den Abfluss beinahe 
vollständig mit einbezogen. 
Wird das im Anschluss erläuterte Verfahren zur Bestimmung der wahrscheinlichen Ge-
rinnebreiten benutzt, liegt die Lösung zwischen den beiden Extremen. Der Altarm wird 
im Bereich der Brücke in das Abflussgeschehen mit einbezogen, das Vorland selbst bleibt 
noch größtenteils trocken. Alle drei Varianten sind mit Ausnahme des Ansatzes zur Be-
stimmung der wirksamen Gerinnebreiten mit konstanten Randbedingungen simuliert 
worden. Im Ergebnis ergeben sich Abweichungen von rd. 5cm bei der Berechnung der 
Wasserspiegellage, die durchaus Auswirkungen auf das Gesamtergebnis haben können 
(vgl. Abb. 7.7).
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Abb. 7.6: Beispiel der Auswirkungen der unterschiedlichen Ansätze zur Bestimmung der Gerinneweiten bei sonst 
gleichen Parametern; oben das Ergebnis der 1D-Simulation bei Ansatz der kleinsten Gerinnebreiten; 
mitte bei Ansatz der maximalen Gerinnebreiten; unten Ansatz wahrscheinlicher Gerinnebreiten.
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Abb. 7.7: Unterschiede in der berechneten Wasserspiegellage des 1D-Teilmoduls bei unterschiedlicher Handha-
bung der Profile. 
Aus dem Beispiel und der Abbildung der jeweils berechneten Wasserstände folgen zwei 
Erkenntnisse: Werden die maximalen Gerinnebreiten angesetzt, wird die Ausdehnung des 
Flusskörpers in der Regel überschätzt und der Wasserspiegel hingegen eher unterschätzt. 
Werden die minimalen Gerinnebreiten angesetzt verhält es sich umgekehrt. Zusätzlich 
kommt es aber zu unrealistischen einzelnen Aufweitungen, die die Stabilität der Berech-
nung negativ beeinflussen und ein wenig befriedigendes Ergebnis Bild ergeben. Ziel ist 
es, weder dauerhaft die durchflossene Fläche des Flusskörpers zu überschätzen, noch 
einzelne Ausreißer in Kauf nehmen zu müssen oder den Abfluss künstlich einzuengen. 
Dabei soll die Auswahl des richtigen Ansatzes systematisch erfolgen, um jede Simulation 
reproduzieren zu können. Folgendes Regelwerk soll angewendet werden:
 Die ermittelten minimalen und maximalen Gerinnebreiten beschreiben die kleinste 
bzw. größte mögliche Ausdehnung eines Querschnitts. 
 Einzelne punktuelle Aufweitungsprofile werden in der Natur kaum vorkommen und 
sollten vermieden werden. Es handelt sich dabei immer um Strukturen wie Altarme 
oder Sandbänke / Inseln im Querschnitt.
 Der Verlauf der Uferlinien sollte möglichst glatt und konsistent sein.
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Abb. 7.8: Bestimmung der Vergleichswasserspiegellagen.
Das entwickelte Verfahren kommt ohne zusätzliche Iterationen aus und setzt innerhalb 
der Parametrisierung der Profile vor Beginn der Berechnung an. Um während der Simu-
lation nicht in jedem Zeitschritt die eindimensionalen Querschnittsparameter (Fließfläche 
A(h), hydraulischer Radius rhy) in Abhängigkeit der Wasserspiegellage berechnen zu 
müssen, werden die geometrischen Parameter K(h) („conveyance“) zuvor tabellarisch 
erfasst und im Zuge der Simulationsrechnung werden lediglich noch Zwischenwerte in-
terpoliert (vgl. Kapitel 4.5.1.). Zu diesem Zeitpunkt sind noch keine Informationen über 
den Verlauf der Wasserspiegellage vorhanden. Auszugsweise zeigt die nachstehende 
Tabelle die für ein Profil tabellarisch erfassten Größen:
Tab. 7.1: Beispiel einer Parametertabelle. Im Abstand von 2cm wurden die geometrischen und vom Gefällegra-
dienten unabhängigen Abflussparameter eines Profils vorab berechnet. Für Zwischenstände der Was-
serspiegellage wird zwischen den erfassten Werten linear interpoliert.
WSP [mNN] K(h) = 2/31 ( ) hyA h rn
¹ ¹ [m³/s]
58,01 68,68
58,03 76,89
58,05 85,54
58,07 94,66
… …
58,49 398,88
58,51 419,14
… …
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Abb. 7.9: Algorithmus zur Bestimmung der wahrscheinlichen Gerinnebreite und den geometrischen Parametern 
eines Profils
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Daher wird für die Bestimmung der wahrscheinlichen Gerinnebreiten auf das mittlere 
Gefälle der Sohllage in der näheren Umgebung eines betrachteten Profilpunktes als Nä-
herung zurückgegriffen. Das Verfahren bewegt sich in Fließrichtung und vergleicht die 
Parameter minimale und maximale Gerinnebreite mit der bereits für das vorausgegangene 
Profil ermittelten wahrscheinlichen Gerinnebreite für die betrachtete Wasserspiegellage. 
Als wahrscheinliche Gerinnebreite wird dann der Parameter mit der kleinsten absoluten 
Abweichung zum Vergleichsprofil ausgewählt und in der Parametertabelle gespeichert 
(vgl. Algorithmus in Abb. 7.9).
Im Ergebnis führt der beschriebene Algorithmus dazu, dass zunächst die minimale Gerin-
nebreite maßgebend ist. Kommt es aber dann zu einer profilbedingten Aufweitung, setzt 
der Algorithmus an und verhindert, dass es zu rein punktuellen Aufweitungen und unna-
türlichen Gerinneverläufen kommt. Weil die Auswahl anhand der vorherigen Profile er-
folgt, werden gleichzeitig Sprünge innerhalb der Querschnittsparameter verhindert. Da-
durch bleibt die Lösung stabil. 
7.4 Testbeispiele
7.4.1 Gerinne
In verschiedenen, jeweils komplexer werdenden Testbeispielen soll das Modellpaket 
ILMOFLOOD getestet und validiert werden. Zu den Testbeispielen gehören ein einfacher 
Gerinnetest, der zur Überprüfung der eindimensionalen Parametrisierung dient, ein 
Kopplungstest, der die Funktionalität des Kopplungsalgorithmus zeigt und zwei Anwen-
dungsbeispiele: Die Simulation des Polders Kaldauen an der Sieg und ein Polderverbund-
system an der Unstrut. 
Im Beispiel Gerinnetest wird das 1D-Modul dahingehend überprüft, ob die grundlegen-
den Gerinneparameter und Fließtiefen / Fließgeschwindigkeiten richtig berechnet werden 
können. Dazu werden an einem einfachen Gerinne mit gegliedertem Querschnitt ver-
schiedene stationär-gleichförmige und stationär-ungleichförmige Testbeispiele berechnet.
Das Gerinne ist 3000 m lang, der Querschnitt ist maximal 18 m breit und das Gefälle liegt 
mit 3 m auf 3000 m bei konstanten 1 0 00/ (vgl. Abb. 7.10). Die Vorländer des Trapezpro-
fils sind jeweils 5 m breit, oberhalb einer Fließtiefe von 2,8 m wird ein senkrechter Ver-
lauf des Gerinnes angenommen (senkrechte Wände). Als untere Randbedingung wird 
zunächst ein freier Ausfluss angesetzt (stationär-gleichförmiger Zustand) und danach eine 
konstante Wassertiefe von 3 m am Auslauf (stationär-ungleichförmiger Zustand). Die 
Durchflüsse variieren zwischen 5 m³/s und 100 m³/s und umfassen somit das gesamte 
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Abflussspektrum. Die Rauheit ist für alle Profile konstant mit einem Stricklerwert von 50 
m1/3/s definiert. Der Abstand der einzelnen Profile beträgt 100 m.
Um mit ILMOFLOOD ein stationäres Ergebnis zu erreichen, muss ein ausreichend langer 
Zeitraum instationär (implizit, BDF-Methode) berechnet werden, wobei die Randbedin-
gungen konstant bleiben. Der Simulationszeitraum beträgt für alle Simulationen 36.000 s. 
Die Zeitschrittdauer wird in Abhängigkeit von der Genauigkeit durch das Modell be-
stimmt aber nach oben auf 3600 s begrenzt.
Auf der theoretischen Seite wird die eindimensionale Kontinuitätsgleichung durch das 
Wegfallen des Zeitterms trivial (vgl. Kapitel 4.5.1) und von der Approximationsglei-
chung nach der Theorie der diffusiven Welle bleibt im stationären Zustand nur die Man-
ning-Strickler Gleichung erhalten. Daher kann das Modell für einen stationären Zustand 
einfach durch Anwendung der Manning-Strickler Gleichung überprüft werden. 
Im Gegensatz zur kinematischen Welle ist es nach der Theorie der diffusiven Welle mög-
lich, Rückstaueinflüsse abzubilden (nach der Theorie der kinematischen Welle wird letzt-
endlich immer ein freier Ausfluss als untere Randbedingung gesetzt und Wasserspiegella-
ge und Längsprofil verlaufen parallel; vgl. Abb. 4.6 und Kapitel 4.3.1). Die richtige Be-
rechnung der Rückstaulänge kann ebenfalls mittels eines Handrechenverfahrens kontrol-
liert werden. Die Überprüfung durch Anwendung empirischer Verfahren stellt sicher, 
dass keine diskretisierungsbedingten bzw. systematischen Fehler in die Berechnung mit 
einfließen, die auch bei einem Vergleich von Simulationsergebnissen unterschiedlicher 
Modelle nicht auszuschließen sind.
Nach der Methode von WINKEL (in: BOLLRICH und PREIßLER, 1992) zur überschlägli-
chen Bestimmung der Stauwurzellänge lStau wird davon ausgegangen, dass diese durch 
eine quadratische Parabel angenähert werden kann. Für kleine Sohlgefälle I0 gilt x’ = 
(hStau – h0)/I0 und somit:
0
0
22 StauStau
( h h )l x
I
¹ ®­¼ ¹   (7.1)
Bei der Bewertung der berechneten Länge muss beachtet werden, dass im stromaufwär-
tigen Bereich der Staulinie auf verhältnismäßig langer Strecke der erhöhte Wasserstand 
als Folge des Anstaus nur wenig abweicht von demjenigen bei Normalabfluss.
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Abb. 7.10: Ein einfaches Gerinne (Darstellung verzerrt) mit Trapezprofilquerschnitten.
Stationär-gleichförmiger Zustand
Das Ergebnis der Simulationen mit verschiedenen Durchflüssen und freiem Auslauf sollte 
im stationär-gleichförmigen Zustand eine Reihe parallel zum Längsprofil verlaufener Li-
nien unterschiedlicher Fließtiefe zeigen. Die simulierten Ergebnisse sollten nicht von den 
über die Manning-Strickler Gleichung berechneten abweichen.
Für das gewählte Querprofil ergeben sich folgende Beziehungen zur Berechnung der 
geometrischen Kenngrößen mit ji i i i jh ( h h ) und h ( h h )   ®    ® :
« ¬« ¬
« ¬
1 5
0 1
3
20 1 0 1 0 1
2 4
0 22 1 2 1 2 1
2 1
0 52 1 2 1 2 3 2 3
2 31
0 52 1 2 1 2 8
0 1
0 5 3 1 0 1 2 1
8 2 1 2 3
8 2 4 2 3 2 8
8 2 4
, m
, m
m
m, m , m , m
m
, m, m , m , m
m
, m, m , m , m , m
, mm
, m, m , m , m
A h h , m
A A , m h h , m h , m
A A m h h , m h , m
A A m h m h h , m h , m
A A m h m h
  ¹ ±
   ¹    ¹ ¾ ±
   ¹  ¹ ¾ ±
   ¹  ¹ ¹  ¹ ¾ ±
   ¹  ¹   2 32 8 2 82 5 2 8, m, m , mh m h h , m¹ ¹ ¹ ¹ ½
(7.2)
Wobei h die zur Fließfläche äquivalente Fließtiefe bezeichnet und hi bzw. hj die Fließtiefe 
an festgelegten Profilpunkten. Nachstehend sind die Profilkurven für A und den benetz-
ten Umfang lu grafisch dargestellt (Abb. 7.11).
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Abb. 7.11: Kenndaten des Trapezprofils des gewählten Gerinnequerschnitts.
Tatsächlich weichen Simulationsergebnis und Auswertung der Manning-Strickler Glei-
chung nur marginal voneinander ab (siehe Tab. 7.2). Die Differenzen betragen weniger 
als 1 mm und werden von der Interpolation der geometrischen Kenngrößen verursacht 
(vgl. Abb. 7.12). Die instationäre Simulation erreicht somit nahezu exakt das stationäre 
Ergebnis, das wegen des in der Theorie wegfallenden Zeitterms einfach über die Man-
ning-Strickler Formel vorausgesagt werden kann. 
Allen Simulationen liegt dieselbe Anfangsbedingung zu Grunde (konstante Fließtiefe von 
2,8 m). Der Einfluss der gewählten Anfangsbedingung wirkt sich auf das Ergebnis nach 
ungefähr 4 h Realzeit nicht mehr aus. Je weiter sich das Ergebnis dem stationären Zu-
stand annähert, desto länger werden die Zeitschritte. In allen Fällen erreicht die Zeit-
schrittweite das vorgegebene Maximum von 3600s. Die Anfangsbedingung entspricht 
einem physikalisch möglichen Zustand und zwingt das System insgesamt innerhalb des 
Simulationszeitraums von einem stationären Zustand A in einen anderen stationären Zu-
stand B. Der Zustandswechsel kann nur dann richtig simuliert werden, wenn das gesamte 
Gleichungssystem der diffusiven Welle numerisch richtig ausgewertet wird. Bis zum Er-
reichen des stationären Zustands B sind die zeitabhängigen Terme des Gleichungssystems 
von Null verschieden. Damit kann durch das gewählte Beispiel insgesamt nachgewiesen 
werden, dass ILMOFLOOD in der Lage ist, ein Gewässer physikalisch richtig zu simulieren 
(Abb. 7.13).
140 Kapitel 7
Abb. 7.12: Ergebnis der Simulation eines 3000m langen Gerinnes; der simulierte Realzeitraum beträgt 36.000s. Als 
Randbedingungen sind ein jeweils konstanter Zufluss und freier Ausfluss vorgegeben, so dass ein stati-
onär-gleichförmiger Zustand erreicht wird.
Tab. 7.2: Simulierte und berechnete Wassertiefen für das Gerinnebeispiel im stationär-gleichförmigen Zustand. 
Zusätzlich die geometrisch berechneten Profilparameter.
Durchfluss 
[m³/s]
Wassertiefe [m]
Manning-Strickler
Wassertiefe [m]
simuliert
A [m²] lu [m]
5 1,0443 1,0439 4,098 6,039
10 1,4952 1,4949 6,769 7,490
20 2,3571 2,3570 14,470 17,701
30 2,6240 2,6239 18,944 18,895
40 2,8463 2,8462 22,883 19,774
50 3,0284 3,0283 26,161 20,139
100 3,7780 3,7778 39,654 21,638
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Abb. 7.13: Entwicklung von Zustand A (Anfangsbedingung) nach Zustand B (Q= 5m³/s). Abgebildet sind die simu-
lierten Wasserstände in 5min Schritten. Nach ca. 1h wird der stationäre Zustand erreicht, der mit der 
Manning-Strickler Formel überprüft werden kann.
Abb. 7.14: Ergebnis der Simulation mit Rückstau. Die Stauwurzel ist mit einem Kreuz gekennzeichnet.
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Stationär-ungleichförmiger Zustand
Ein Großteil der Fließgewässer ist heutzutage staugeregelt. Spätestens der Zusammen-
fluss eines kleineren Gewässers mit einem größeren wirkt sich auf die Wasserspiegellage 
aus, so dass es für die Praxis und Anwendung des Modells wichtig ist, den Einfluss des 
Rückstaus auf ein Gewässer richtig abzubilden. Während bislang ein stationär gleichför-
miger Zustand analysiert wurde um zu zeigen, dass Wasserstände richtig vom Modell 
berechnet werden können, soll durch Vorgabe eines festen Wasserstandes am Auslauf-
querschnitt ein stationär ungleichförmiger Fall betrachtet werden. Das zu überprüfende 
Merkmal ist die entstehende Staulänge, die für gegliederte Querschnitte einfach nach 
WINKEL (in: BOLLRICH und PREIßLER, 1992) bestimmt werden kann.
Das Gerinnebeispiel wurde insofern modifiziert, als dass für alle Durchflüsse der Aus-
laufwasserspiegel mit 7,2 mNN vorgegeben wurde (entspricht einer Fließtiefe von 
3,0 m). Für die Durchflussmengen von 5 bis 50 m³/s ergibt sich so ein Rückstau und für 
die Simulation mit 100 m³/s eine Absenkung des Wasserspiegels. Die übrigen Anfangs-
und Randbedingungen entsprechen den Simulationen für den stationär-gleichförmigen 
Zustand. Grundsätzlich entwickelt sich durch den vorgegebenen Auslaufwasserspiegel 
ein Rückstau. Der vom Rückstau betroffene Bereich ist dadurch zu erkennen, dass Was-
serspiegellage und Sohllage nicht parallel zueinander verlaufen. Je weiter der ungestaute 
Wasserspiegel vom Wasserspiegel am Auslauf abweicht, desto länger ist der rückgestau-
te Bereich. Die Ergebnisse der Simulationsrechnung sind in Abb. 7.14 abgebildet.
Zur Kontrolle der Simulation wird das oben beschriebene Handrechenverfahren nach 
WINKEL (in: BOLLRICH und PREIßLER, 1992) eingesetzt. Die Punkte, an dem die Fließ-
tiefe der Simulation um mehr als 1% bzw. 5% von der Fließtiefe im stationär-
gleichförmigen Fall abweichen, wurden als Vergleichsgrößen zu dem Ergebnis der Hand-
rechenformel herangezogen. Nachstehende Abbildung zeigt (Abb. 7.15), dass die durch 
die Simulation ermittelten und rechnerisch bestimmten Staulängen gut übereinstimmen. 
Für Abflüsse unterhalb von 10m³/s kann die Staulänge teilweise nicht mehr aus den Si-
mulationsergebnissen ermittelt werden, weil innerhalb des Simulationsabschnittes kein 
Punkt mit Abweichungen von maximal 1% bzw. 5% zu finden ist. Bei einem Abfluss von 
100 m³/s stellt sich kein stationär-verzögerter Zustand, sondern ein stationär-
beschleunigter Zustand ein, der nicht von dem Handrechenverfahren beschrieben wird. 
Im folgenden Beispiel soll ein synthetisches gekoppeltes Modell untersucht werden. Das 
bisherige Gerinne wird dazu in drei eindimensionale Abschnitte unterteilt. Zusätzlich wird 
ein ebener, zweidimensionaler Überflutungsbereich in der Mitte des Systems angeschlos-
sen.
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Abb. 7.15: Vergleich der berechneten Staulängen nach Winkel und der simulierten Staulängen. Dabei liegt das 
Berechnungsergebnis innerhalb des Korridors, der definiert wird durch 1% und 5% Abweichung der 
Wassertiefe vom nicht zurückgestauten Ergebnis.
7.4.2 Gerinne mit seitlichem Überfall und Überflutungsfläche
Der zentrale Anwendungsbereich des erarbeiteten Modellansatzes ist die Simulation von 
Flüssen mit ihren nebengeschalteten Überflutungsbereichen. Der Fokus solcher Szenarien 
liegt nicht in der Abbildung der initialen Flutwellenausbreitung über das noch trockene 
Gelände, sondern in der richtigen Berechnung der aus dem Gerinne austretenden Was-
sermassen und der auf Grundlage eines digitalen Geländemodells entstehenden Überflu-
tungsflächen. Der Überflutungsprozess wird dabei instationär abgebildet. Wird das Über-
strömen von Deichen betrachtet und sind die Überflutungsflächen beschränkt, kann sich 
durchaus ein quasi-stationärer Zustand ausbilden, bei dem sich Zu- und Abfluss in den 
Überflutungsbereich die Waage halten.
Solch ein Szenario soll an einem synthetischen Gerinne mit Überflutungsbereich simuliert 
werden (vgl. Abb. 7.16). Wieder ist das Ziel, das durch die Geometrie vorhersagbare 
Verhalten der Simulation rechnerisch nachzuprüfen. Grundlage ist das vorausgegangene 
Beispiel eines einfachen gegliederten Gerinnes, welches in drei gekoppelte Abschnitte 
von jeweils 1 km Länge unterteilt wird. Als Durchfluss wird ein konstanter Wert von 53 
m³/s angesetzt, bei dem sich eine Normalabflusswassertiefe von 3,08 m einstellt. Damit 
liegt der Wasserspiegel 28 cm über dem höchsten Punkt des Profils. 
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Abb. 7.16: Testbeispiel: 3 gekoppelte eindimensionale Gerinne mit einer Länge von jeweils 1000m und ein in der 
Mitte angeschlossener Überflutungsbereich. Der Zufluss beträgt konstant 53 m³/s. Das mittlere Gerinne 
wird überströmt, so dass der Wasserspiegel im Überflutungsbereich solange ansteigt, bis ein stationärer 
Zustand erreicht wird. Abgebildet ist der Zustand des Systems nach 140400 s. 
Im mittleren Abschnitt wird das Gerinne zwischen L=1300 m und L=1900 m mit einer 
ebenen, 1000 m breiten und 2000 m langen Überflutungsfläche gekoppelt. Die Achse des 
Gerinnes schneidet die Überflutungsfläche in ihrem Schwerpunkt. Nur im mittleren Ab-
schnitt des Gerinnes wird der Austausch von Wasser zwischen Gerinne und Überflu-
tungsfläche ermöglicht.
Mit Beginn der Simulation wird der überströmbare Abschnitt in der Mitte des Gerinnes 
schlagartig überströmt und der Wasserstand in der Überflutungsfläche beginnt zu steigen. 
Solange, wie kein Rückstau auftritt, bleibt der Zustand im Gerinne stationär (Abb. 7.17), 
während der Wasserspiegel im Überflutungsbereich immer weiter ansteigt. Schließlich 
erreicht der Wasserspiegel in der Überflutungsebene den Wasserspiegel innerhalb des 
Gerinnes. Der Wasserpegel steigt dennoch weiter an, weil der Zustrom in den Überflu-
tungsbereich noch größer ist als der Abstrom zurück in das Gerinne (vgl. Abb. 7.18 und 
Abb. 7.19). Zuletzt wird ein Zustand erreicht, bei dem sich Zu- und Abstrom die Waage 
halten. Dadurch sind Zufluss in das Modell und Abfluss am Auslauf des Gesamtmodells 
wieder im Gleichgewicht. Ab diesem Zeitpunkt befindet sich das System in einem stabi-
len, stationärem Endzustand (Abb. 7.20). Die drei Phasen können anhand der Ganglinie 
des Durchflusses im Auslauf einfach nachvollzogen werden (vgl. Abb. 7.21).
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Abb. 7.17: Wassertiefen und Durchfluss im Gerinne nach 9000s. Der Wasserstand im Überflutungsbereich hat 
noch keinen rückstauenden Einfluss auf das Gerinne. Damit bildet sich ein erster quasi-stationärer Zu-
stand aus. Der Durchfluss vermindert sich im letzten Drittel auf 38,26 m³/s. Die Wassertiefe nimmt ab 
auf rd. 2,8m.
Abb. 7.18: Wassertiefen und Durchfluss im Gerinne nach 172800s. Der Wasserstand im Überflutungsbereich liegt 
ab rd. 1700m über dem Wasserstand im Gerinne und es kommt zum teilweisen Rückstrom von Wasser 
in das Gerinne. Zu diesem Zeitpunkt liegt kein stationärer Zustand vor.
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Abb. 7.19: Wassertiefen und Durchfluss im Gerinne nach 208800s. Der Rückstrom aus dem Überflutungsbereich in 
das Gerinne nimmt weiter zu. Die Differenz des Durchflusses zwischen Ein- und Auslauf beträgt nur 
noch rd. 5 m³/s. 
Abb. 7.20: Wassertiefen und Durchfluss im Gerinne nach 406800s. Ein stabiler, stationärer Endzustand ist erreicht. 
Der Zufluss zu und der Abfluss aus dem Überflutungsbereich sind gleich. 
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Abb. 7.21: Ganglinie des Durchflusses am Auslauf in einstündigen Intervallen. Nach spätestens 7200s ist der 
Durchfluss auf den quasi-stationären Wert von 38,26m³/s abgesunken. Ab dem Zeitpunkt von 126000s 
wirkt sich der steigende Wasserspiegel im Überflutungsbereich auf den Durchfluss aus. Nach 288000s 
wird der stabile Endzustand erreicht und der Durchfluss beträgt wieder 53 m³/s.
Stationäre Zustände
Für die stationäre Phase zwischen den Zeitpunkten T =7200 s und T =126000 s sowie ab 
T=288000 s können die Ergebnisse wiederum mit einer Handrechenformel überprüft 
werden. Der Kopplungsalgorithmus hat dann keinen Einfluss auf den simulierten Was-
seraustausch zwischen dem 1D und 2D-Modell. In der Simulation wird der Prozess einer 
Deichüberströmung abgebildet. Als Austauschterm zwischen 1D und 2D-Modell wird die 
Überfallformel für seitlich überströmte Wehre (Streichwehre, z. B. in BOLLRICH und 
PREIßLER, 1992) angesetzt. Es gilt:
3 22
3 2 /St St mQ g l h   ¹ ¹ ¹ ¹ ¹ (7.3)
In der Streichwehrformel ist St=0,95 der Abminderungsfaktor für konstante Gerinne-
querschnitte,  der Überfallbeiwert, l die Länge des Streichwehrs bzw. der Abstand zwi-
schen zwei Querprofilen und hm die mittlere Überfallhöhe aus hü,i-1 und hü,i. Der Überfall-
beiwert wurde in der Simulation mit =0,577 angesetzt. Der Abstand zwischen zwei 
Querprofilen beträgt immer 100 m. Die mittleren Überfallhöhen werden den Simulations-
ergebnissen entnommen. Der Abfluss über den Überfall wird nach oben begrenzt, um 
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sicherzustellen, dass auch bei großen Abständen zwischen den Profilen der Abfluss im 
Fluss nicht auf Null absinken kann. In Fließrichtung gilt:
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 
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(7.4)
Der Begrenzungsfaktor cQ limitiert den Abfluss über das Streichwehr in [m³/s] nach 
oben. Nach unten hin wird der Abfluss durch Rückstau korrigiert (BWK, 2001):
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Wobei hü,> die größere Überfallhöhe und hü,< die kleinere Überfallhöhe bezeichnet, je 
nachdem ob das Wasser vom Fluss in das Hinterland strömt oder umgekehrt das Wasser 
vom Hinterland zurück in den Fluss. 
Tab. 7.3: Ergebnis des Vergleichs von Simulation und Handrechnung des ersten quasi-stationären Zustands. 
Zwischen Simulationswerten und Handrechenergebnissen ist kein Unterschied. Die mittlere Überfallhö-
he berechnet sich aus den aufeinander folgenden Einzelüberfallhöhen zweier Querprofile. Der Abfluss 
zwischen den Modellen ist nicht zurückgestaut oder limitiert.
L
[m]
hSim
[m]
Qsim
[m³/s]
hü
[m]
hm
[m]
QPol
[m³/s]
QHand
[m³/s]
1200 2,889 53,000 - - - 53,000
1300 2,858 46,571 0,058 0,073 6,429 46,571
1400 2,839 43,148 0,039 0,048 3,424 43,148
1500 2,827 41,200 0,027 0,033 1,947 41,200
1600 2,820 40,025 0,020 0,024 1,175 40,025
1700 2,815 39,269 0,015 0,018 0,756 39,269
1800 2,813 38,730 0,013 0,014 0,539 38,730
1900 2,813 38,260 0,013 0,013 0,470 38,260
2000 2,813 38,260 - - - 38,260
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Die Ergebnisse aus der Simulation weichen nicht von den mit der Streichwehrformel 
berechneten Zahlen ab (Tab. 7.3). Dabei handelt es sich wie im vorangegangenen Bei-
spiel nicht um eine stationäre Simulation, sondern nur um einen innerhalb der instationä-
ren Simulation über einen gewissen Zeitraum erreichten stationären Zustand. Dazu wird 
der Sonderfall ausgenutzt, dass innerhalb der stationären Zwischenzustände keine Ände-
rungen der Wasserspiegellage auftreten und das Ergebnis der Abschätzungen über die 
Prädiktor-Korrektor Methode trivial wird. Im stationären Endzustand des Systems (ab 
T=288000 s) wird der Wasseraustausch im Bereich des Schnittpunkts der Wasserspiegel-
lagen von Gerinne und Überflutungsfläche durch Rückstau beeinflusst. Zusätzlich wirkt 
sich die Limitierung nach Gl. 7.4 auf den Abfluss über den Deich aus. Die berechneten 
Abflüsse entsprechen denen der Simulation und sind in der nachfolgenden Tabelle (Tab. 
7.4) zusammengefasst:
Tab. 7.4: Ergebnis der Auswertung der Streichwehrformel, des Rückstaueinflusses und der Maximierung des 
Abflusses im stationären Endzustand des Systems. Als Limitierungsfaktor zur Begrenzung des Abflus-
ses nach oben wurde cQ = 6 angesetzt. 
L
[m] 
hm 1D
[m]
hm 2D
[m]
Limit
uv | QSt,max
Q
[m³/s]
Q
[m³/s]
1200 -0,121 0,145 - - 53,000
1300 -0,086 0,095 1,000 8,150 44,850
1400 -0,089 -0,054 (Qi+Qi-1)/12 6,900 37,950
1500 -0,125 -0,154 (Qi+Qi-1)/12 5,838 32,111
1600 -0,206 -0,204 0,402 0,014 32,106
1700 -0,229 -0,354 (Qi+Qi-1)/12 -5,838 37,950
1800 -0,266 -0,454 (Qi+Qi-1)/12 -6,900 44,850
1900 -0,280 -0,554 (Qi+Qi-1)/12 -8,154 53,004
2000 -0,280 - - - 53,000
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Abb. 7.22: Betrachtung der eindimensionalen Kopplungen. TM A bezeichnet das oberwasserseitige System und 
TM B das unterwasserseitige System. Abgebildet sind die Fließtiefen und absoluten Differenzen. Die 
gemeinsamen Schnittstellen liegen bei 1000m und 2000m. Durch den Kopplungsalgorithmus liegen hier 
jeweils Simulationsergebnisse über die Zeit von beiden miteinander gekoppelten Teilmodellen vor. Die 
Übereinstimmung ist trotz der auftretenden Differenzen von maximal rd. 1cm gut. Differenzen treten nur 
im Abschnitt großer Veränderungen des Wasserspiegels auf.
Kopplung der eindimensionalen Modelle
Zuletzt soll der Fokus auf die Kopplungspunkte der drei eindimensionalen Teilmodelle 
gerichtet werden. Das eindimensionale Gerinnesystem ist bei L=1000 m und L=2000 m 
gekoppelt, so dass diese beiden Punkte sowohl im oberwasserseitigen als auch im unter-
wasserseitigen Teilmodell enthalten sind. Dabei ist nur das mittlere Teilmodell mit dem 
Überflutungsbereich verbunden. Abb. 7.22 zeigt den zeitlichen Verlauf der Fließtiefen 
und die absoluten Differenzen an den beiden Kopplungsstellen. Während bei L=1000 m 
kaum Änderungen der Fließtiefe auftreten und keine Differenzen zwischen den gekoppel-
ten Teilmodellen entstehen, weichen die simulierten Fließtiefen bei L=2000 m bis zu 1 cm 
voneinander ab. Diese Abweichung tritt nur in dem Zeitraum großer Änderungen infolge 
der Überströmung des Gerinnes auf. Die gleichzeitige Kopplung zweier Gerinnestränge 
und des Überflutungsbereiches in unmittelbarer räumlicher Nähe wirkt sich hier negativ 
aus. Dennoch ist die Abweichung so gering, dass sie keinen nennenswerten Einfluss auf 
das Ergebnis des Gesamtmodells hat. Die auftretenden leichten Oszillationen verstärken 
sich zudem nicht im Laufe der Zeit, so dass sie sich auch nicht negativ auf die Stabilität 
der Simulation auswirken. Insgesamt war es durch die Betrachtung geeigneter quasi-
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stationärer Zustände des gekoppelten synthetischen Systems möglich, das Verfahren in 
Hinblick auf seine Funktionalität zu überprüfen. Die Simulationsdauer für den insgesamt 
rd. 8 Tage langen Zeitabschnitt betrug auf einem herkömmlichen System rd. 44s.
7.4.3 Polder Kaldauen
Das folgende Beispiel bewegt sich in etwa in der gleichen Skala wie das zuletzt beschrie-
bene synthetische Beispiel eines Gerinnes mit angeschlossener Überflutungsfläche. Der 
berücksichtigte Gerinneabschnitt der Sieg ist rd. 5 km lang, der angeschlossene Polder 
„Kaldauen“ besitzt etwa die Größe von 6km² (vgl. Abb. 7.23). Die Leistungsfähigkeit 
des Polders wurde im Rahmen einer Machbarkeitsstudie durch instationäre Simulationen 
mit dem auf den zweidimensional-tiefengemittelten Flachwassergleichungen beruhenden 
Finite-Elemente Verfahren Rismo2D untersucht (vgl. SCHRÖDER, 1997 und HAUSCHILD
et al., 2006). 
Abb. 7.23: Das Untersuchungsgebiet Kaldauen aus der Luft betrachtet. Im Süden verläuft die Sieg von Ost nach 
West. Deutlich zu erkennen ist ein Altarm mit seinen Restwasserbereichen. Der Polder liegt im nördli-
chen Bereich zwischen Siegufer, der Autobahn A3 und der Ortschaft Kaldauen im Osten. Im Norden 
wird der Polder durch das ansteigende Gelände begrenzt. Die Flutmulde besteht hauptsächlich aus 
landwirtschaftlich genutzten Bereichen. Im Zentrum befindet sich eine Kleingartenanlage. (Google 
Earth)
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Während bislang stationäre Zustände synthetischer Beispiele dazu dienten, die fehlerfreie 
Umsetzung der mathematisch-numerischen Grundlagen zu überprüfen, sollen jetzt die 
Ergebnisse des gekoppelten Modells ILMOFLOOD und eines vollständig zweidimensiona-
len Verfahrens verglichen werden. 
Die Rauheitsparameter des 2D-FE Modells wurden anhand zweier Hochwasserereignisse 
aus dem Jahr 1984 kalibriert, für das Wasserstände an zwei Kontrollquerschnitten vorlie-
gen. Die Rauheitsparameter wurden für die Vergleichsrechnung mit ILMOFLOOD über-
nommen. Als maßgebendes Ereignis wurde ein HQ200 zu Grunde gelegt (vgl. Abb. 
7.24). Wichtig im Rahmen des Modellvergleichs sind die simulierten Wasserspiegellagen 
innerhalb der Sieg und die Größe der Überflutungsflächen im Retentionsraum. Die Er-
gebnisse der unterschiedlichen Modelle werden zum Einen nach 40 h und zum Anderen 
nach 120 h gegenübergestellt. 
Das gekoppelte Modell besteht aus einem eindimensionalen Teilmodell für den betrachte-
ten Siegarm und einem zweidimensionalen Teilmodell des Polders. Für den Vergleich der 
Wasserspiegellagen werden die Wasserspiegel entlang der Sieg aus den Ergebnissen des 
finite Elemente Modells (Rismo2D) extrahiert. Für das eindimensionale Teilmodell wird 
der Ansatz der wahrscheinlichen Gerinnebreiten benutzt (vgl. Kapitel 7.3.2) und den Er-
gebnissen der zweidimensionalen Simulation gegenübergestellt. Die Wellenzahl F2/T+
liegt mit 3 x 10-4 im Gültigkeitsbereich der diffusiven Welle (vgl. Kapitel 4.3.3).
Abb. 7.24: HQ200 Ganglinie der Sieg. Durchfluss am Einlauf und Wasserspiegel am Auslauf.
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Abb. 7.25: Vergleich der berechneten Überflutungsflächen und der Ausdehnung der Sieg nach 40h. Der Durchfluss 
beträgt rd. 300m³/s. Das Ergebnis der gekoppelten Simulation ist schwarz unterlegt. Das teilweise 
durchströmte Flussbett der Sieg wird mit Hilfe des Ansatzes der wahrscheinlichen Gerinnebreiten mit 
guter Übereinstimmung wiedergegeben. Im Überflutungsbereich ist der Altarm vollständig geflutet.
Abb. 7.26: Vergleich der Ergebnisse nach 120h. Das Flussbett der Sieg wird gänzlich durchströmt. Der Polder ist 
zu ca. 2/3 überflutet. Insgesamt ist die Übereinstimmung gut. Der Durchfluss beträgt d. 1025m³/s.
Einlauf
Einlauf
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Die Ergebnisse stimmen gut miteinander überein. Nach rd. 40 h ist der Altarm der Sieg 
geflutet. Dabei zeigt die zweidimensionale Abbildung (Abb. 7.25), dass sowohl die Über-
flutungsfläche (2D Teilmodell) als auch die Ausdehnung der Sieg im Flussbett (1D Teil-
modell) im Vergleich zur tiefengemittelten Simulation mit Rismo2D gut wiedergegeben 
werden. Die etwas größere Ausdehnung der Überflutungsfläche der ILMOFLOOD Simula-
tion (schwarz hinterlegt) rührt aus der Rasterung her. Rismo2D (Konturdarstellung) be-
nutzt im Gegensatz zum gekoppelten Modell kein regelmäßiges Netz aus qua-dratischen 
Elementen, sondern ein unstrukturiertes Gitter aus dreieckigen und viereckigen Elemen-
ten mit variablen Größen. Geländesprünge und Strukturen können so besser von der 
räumlichen Diskretisierung berücksichtigt werden.
Nach 120 h ist das Flussbett vollständig durchströmt (vgl. Abb. 7.26). Die durchschnittli-
che Wassertiefe im Polder beträgt rd. 2,5 m. Die Ausdehnung des Überflutungsbereichs 
wird nach Norden hin vom ansteigenden Gelände begrenzt. Strömungsrelevante Struktu-
ren werden vom gekoppelten Ansatz nicht so scharf berücksichtigt, wie innerhalb des 
vollständig zweidimensionalen Modells. Ursache ist wieder der unterschiedliche räumli-
che Diskretisierungsansatz. Die Lage des Wasserspiegels im Polder wird von beiden Mo-
dellansätzen dennoch übereinstimmend simuliert. 
Abb. 7.27: Vergleich der Wasserspiegellagen der Sieg nach 40h und 120h. Die Abweichung der Ergebnisse beträgt 
nur wenige Zentimeter. Der  Anstau vor dem Wehr bei rd. 3700m wird in der zweidimensionalen Simula-
tion etwas größer abgebildet. Bei größeren Durchflüssen spielt das Wehr eine untergeordnete Rolle. 
Dennoch wird auch dann zweidimensional ein etwas höherer Wasserstand berechnet.
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Abb. 7.28: Vergleich der Volumenganglinie aus der zeitlichen Integration des Durchflusses zwischen Sieg und 
Polder. In der 2D Simulation füllt sich der Polder etwas schneller als in der gekoppelten Berechnung. 
Das Endergebnis beider Simulationen ist nahezu identisch.
Tatsächlich zeigt sich der Vorteil des gekoppelten Modells anhand der Simulationsdau-
ern. Die vollständig zweidimensionale Berechnung dauerte rd. 18 h, während der gekop-
pelte Ansatz nur rd. 16 min für die Simulation benötigte (Realzeitraum: 286 h).
Abb. 7.27 zeigt die Wasserspiegellagen der Sieg für die Zeitpunkte T=40 h und T=120 h. 
Die Unterschiede sind gering und betragen maximal rd. 12 cm. Während oberwassersei-
tig kaum Differenzen auftreten, wird unterwasserseitig bei großen Durchflüssen vom 1D-
Teilmodell die Abflusswirksamkeit des Altarms überschätzt. Im Bereich des Stauwehrs 
bei 3700 m wird der auftretende Anstau von Rismo2D etwas höher eingeschätzt als 
durch den Ansatz nach Poleni, der in ILMOFLOOD implementiert ist. Insgesamt werden 
die Ergebnisse des tiefengemittelten Ansatzes der Rismo2D Simulation vom gekoppelten 
Modell bestätigt; insbesondere der Zufluss aus der Sieg in den Polder wird von der ge-
koppelten Simulation sehr gut abgebildet (vgl. Abb. 7.28), obwohl genau hier der Über-
gang von der 1D-Simulation in die 2D-Simulation liegt. Unter praktischen Gesichtspunk-
ten betrachtet, ermöglichen beide Modelle eine gleichwertige Aussage. Tatsächlich lassen 
die zweidimensional dargestellten Ergebnisse kaum vermuten, dass es sich bei 
ILMOFLOOD nicht um ein vollständig zweidimensionales Modell handelt.
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Anhand der bisherigen Beispiele wird folgendes Zwischenfazit ermöglicht: Der gekoppel-
te Modellansatz ILMOFLOOD wurde auf die richtige Implementierung der wesentlichen 
Strömungsgleichungen hin analysiert. Die dazu erarbeiteten synthetischen Beispiele ba-
sierten auf einfachen geometrischen Modellen. Mit der gekoppelten Modellierung wur-
den stationäre und quasi-stationäre Zustände mit instationären Methoden simuliert und 
die Ergebnisse mit den entsprechenden empirischen Formeln verifiziert. Das untersuchte 
Beispiel eines natürlichen Gerinnes mit Polder ermöglichte die Validierung der Ergebnis-
se des gekoppelten Modells anhand der Simulationsergebnisse eines höherwertigen, 
zweidimensional-tiefengemittelten Ansatzes. Die Unterschiede der beiden Modellergeb-
nisse sind so gering, dass die Ursache weniger in den unterschiedlichen Ansätzen vermu-
tet wird als in den verschiedenen Diskretisierungsmethoden (strukturiertes vs. unstruktu-
riertes Gitter). Generell zeigt sich die deutlich höhere Effektivität des gekoppelten An-
satzes in der Dauer einer Simulation im Vergleich zur echten 2D-Simulation. Erstaunlich 
ist der geringe Verlust an Information. Selbst die Ausdehnung des Wasserkörpers im 
Flussbett wird mit Hilfe des Ansatzes der wahrscheinlichen Gerinnebreiten gut vom ein-
dimensionalen Teilmodell wiedergegeben. Die bisherigen Beispiele decken jedoch nur 
relativ kleine räumliche Skalen ab. Das folgende Beispiel der Unstrut nutzt das Potenzial 
der gekoppelten Simulation voll aus: Das betrachtete System besteht aus mehreren Flüs-
sen und verschiedenen Poldern. Das Flusssystem deckt dabei mehr als 100 km Strecken-
länge ab.
7.4.4 Die Unstrut zwischen Ammern und Nägelstedt
Die Unstrut entspringt in Nordthüringen bei Dingelstädt westlich von Kefferhausen im 
Eichsfeld. Ihre Gesamtlänge beträgt 192 km. Sie durchfließt das Land Sachsen-Anhalt 
zwischen Wendelstein und ihrer Einmündung in die Saale auf einer Stecke von ca. 45 
km. Der übrige Flusslauf liegt im Freistaat Thüringen. Wichtige Zuflüsse der Unstrut sind 
die Gera, die Wipper, die Helbe, die Helme und die Lossa. Vielfach ist die Unstrut ein 
kanalisiertes, morphologisch stark beeinträchtigtes Gewässer. 1882-95 wurde die 
Unstrut-Wasserstraße teilweise begradigt und rekanalisiert. Wirtschaftliche Konkurrenz 
erwuchs der Schifffahrt durch die Inbetriebnahme der Unstrutbahn zwischen Naumburg 
und Artern am 1. Oktober 1889; in den nächsten Jahrzehnten ging der Verkehr auf dem 
Wasser rapide zurück. Nach massiven Frühjahrshochwassern 1956 und 1967 wurde ein 
Sofortprogramm für den Hochwasserschutz gestartet, erneut wurden Begradigungen 
durchgeführt und Hochwasserrückhaltebecken geschaffen. Die Unstrut wurde zuletzt in 
den 1970er und 1980er Jahren aus Gründen des Hochwasserschutzes und zugunsten der 
landwirtschaftlichen Extensivierung weiter entgegen den Regeln der Technik ausgebaut.
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Mehrfach wurden in den letzten Jahren Bäume und Sträucher angepflanzt, die zukünftig 
ökologisch wertvolle Uferrandstreifen bilden sollen. Vielfach grenzen aber noch intensiv 
genutzte Ackerflächen fast unmittelbar an das Gewässer. Die Unstrut ist insgesamt durch 
eine Abfolge von Wehren und Mühlen geprägt. In folgenden Orten sind noch Schleusen 
in Betrieb: Artern, Ritteburg, Wendelstein, Tröbsdorf, Laucha, Zeddenbach, Freyburg 
(vgl. NIEMEYER und KAMRATH, 2008).
Im Rahmen des RIMAX Projektes („Risikomanagement extremer Hochwasserereignis-
se“) „Integrative Nutzung des technischen Hochwasserrückhalts in Poldern und Tal-
sperren am Beispiel des Flussgebietes der Unstrut“ sollte der technische Hochwasser-
schutz eines komplexen Flusssystems optimiert und somit die Folgen möglicher Extrem-
ereignisse minimiert werden. Dabei ist es nicht ausreichend, ein exemplarisches Ereignis 
zu untersuchen und für diesen Fall das technische System aus Unstrut, Nebenflüssen und 
Poldern durch eine Anzahl isolierter 1D oder 2D Simulationen zu optimieren. Vielmehr 
ist entscheidend, ereignisunabhängig das Gesamtsystem und die Wechselwirkungen in-
nerhalb des Systems zu untersuchen. Diese Unterscheidung zwischen einzelnem Ereignis 
mit wenigen zu simulierenden Fällen und der Betrachtung der Summe aller Ereignisse ist 
der entscheidende Unterschied zu vielen in der Vergangenheit durchgeführten Risikostu-
dien und Kennzeichen des am IWW entwickelten RAPID-Verfahrens („Risk Assessment: 
Probability, Inundation, Damage“). Die große Zahl notwendiger Varianten von Hoch-
wasserwellen, die räumliche Skala des Untersuchungsgebietes und die Komplexität durch 
die Wechselwirkungen von Poldern und den verschiedenen Flüssen können weder mit 
ausschließlich eindimensionalen Verfahren noch ausschließlich zweidimensionalen Ver-
fahren bewältigt werden. Hier liegt der Einsatzschwerpunkt des neuentwickelten hybri-
den 1D-2D Verfahrens ILMOFLOOD (vgl. Kapitel 3.3).
Im nachfolgenden Beispiel wird am Beispiel der Unstrut aufgezeigt, wie komplexe Sys-
teme innerhalb gekoppelter 1D-2D Ansätze abgebildet werden können und wie durch die 
Ergebnisse des gekoppelten Modells Verbesserungen des technischen Hochwasserschut-
zes erarbeitet werden können. Weil der Schwerpunkt dieser Arbeit nicht die Entwicklung 
von Maßnahmen zur Verbesserung des technischen Hochwasserschutzes ist, sondern die 
Weiterentwicklung der solchen Untersuchungen zu Grunde liegenden Werkzeugen, wird 
an dieser Stelle nur eine Maßnahme konkreter untersucht werden.
Für das Gesamtmodell der Unstrut mit den betrachteten Poldern existieren keine Ver-
gleichsmodelle. Gleichwohl haben die vorausgegangenen Beispiele gezeigt, dass das ge-
koppelte 1D-2D Modell ILMOFLOOD grundsätzlich geeignet ist, komplexe Systeme mit 
hoher Genauigkeit abzubilden. 
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Abb. 7.29: Teileinzugsgebiet der Unstrut. An der Grenze zu Sachsen-Anhalt befindet sich das Kerngebiet aus 
Unstrut, Wipper, und Helme mit den bestehenden Poldern Oldisleben, Ritteburg und Schönewerda (vgl. 
HAUSCHILD et al., 2006). 
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Abb. 7.30: Kalibrierung des ILMOFLOOD Modells der Unstrut anhand bestehender Daten stationärer Wasserspiegel-
lagenmodellierung. Vergleichsgrundlage sind Berechnungen mit dem 1D-Modell WSPWIN. Der Kalibrie-
rungsabschnitt ist rd. 25km groß und beinhaltet 6 Wehre.
Für den Oberlauf der Unstrut zwischen Flusskilometer 150 und 175 liegen Ergebnisse 
einer Simulation mit dem stationären Wasserspiegellagenmodell WSPWIN aus vorange-
gangenen Untersuchungen des Landes Thüringen vor (HGN, 2005). Anhand dieser Da-
ten kann das gekoppelte Modell in Bezug auf die Rauheiten und Wehrparameter kalib-
riert werden (vgl. Abb. 7.30). Die Abweichungen sind minimal und können lediglich vor 
einzelnen Wehren nicht ganz vermieden werden. Das Ergebnis der Kalibrierung wird auf 
den in Abb. 7.29 dargestellten Abschnitt der Unstrut zwischen Flusskilometer 40 und 70 
übertragen.
Simulationsgebiet Oldisleben / Memleben
Dieser Teilabschnitt ab Pegel Oldisleben weist einige Besonderheiten auf. Die Unstrut 
splittet sich auf und ein Teil des Abfluss wird über einen Flutkanal abgeleitet. Nach rd. 25 
km fließen Flutkanal und Unstrut wieder zusammen. An das System Unstrut-Flutkanal 
sind drei z. Z. ungesteuerte Polder mit einer Gesamtkapazität von 36 Mio m³ angeschlos-
sen. Der Unstrut fließen mehrere kleinere Flüsse und Bäche zu. Der Wasserstand der 
Unstrut selbst wird von drei Wehranlagen beeinflusst. Die Fläche der Polder beträgt rd. 
4000 ha. Damit erreicht dieses Kerngebiet einen Komplexitätsgrad, der effizient nur von 
gekoppelten Ansätzen beschrieben werden kann.
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Die bestehenden ungesteuerten Polder entlasten die Unstrut bei Hochwasserereignissen 
nur ungenügend. Bei dem letzten Hochwasser von 2002/2003 wurde der Polder Oldisle-
ben nur zu rd. 10% ausgenutzt. Polder Ritteburg trug erst nach einer Deichsprengung 
zur Entlastung der Unstrut bei. Im Polder Schönewerda fehlte ein leistungsstarkes Ein-
laufbauwerk. Allein durch die Optimierung der Geometrie der Einlaufbauwerke kann die 
Leistungsfähigkeit der drei Polder maßgeblich erhöht werden (vgl. Abb. 7.29).
Der Mittelwasserabfluss (MQ) der Unstrut am Pegel Oldisleben beträgt rd. 31 m³/s, die 
fünf höchsten Hochwasserereignisse sind in nachfolgender Tabelle aufgelistet:
Tab. 7.5: Liste der fünf größten Extremereignisse an der Unstrut (gemessen am Pegel Oldisleben)
Datum Abfluss Pegel Oldisleben
16.03.1947 220,0 m³/s
28.03.1987 164,0 m³/s
02.01.1987 157,0 m³/s
13.06.1961 146,0 m³/s
04.01.1982 144,0 m³/s
Im Rahmen dieser Arbeit wird die Funktionalität der Polder bei einem synthetischen 
Hochwasserereignis mit einem Maximaldurchfluss von Q=220 m³/s bei einer Dauer des 
Hochwasserereignisses von 4 Tagen untersucht. Der gewählte Maximalabfluss entspricht 
dem höchsten bislang am Pegel Oldisleben gemessenen Abfluss vom 16.03.1947 (vgl. 
Tab. 7.5). Der Zufluss aus Helme und kleine Helme wird mit konstanten 15m³/s bzw. 5 
m³/s berücksichtigt. Der Pegel Oldisleben stellt den oberwasserseitigen Rand des Modells 
dar. Die Wellenzahl F2/T+ nach MOUSSA und BOCQUILLON (2000) liegt bei 6 x 10-4 und 
im Gültigkeitsbereich von kinematischer und diffusiver Welle. 
Das erstellte gekoppelte Modell besteht aus 6 eindimensionalen Flussabschnittsmodellen 
(RV1 - RV6) und 2 zweidimensionalen Poldermodellen (FP1 - FP2). Die Polder Ritte-
burg und Schönewerda sind in einem Modell zusammengefasst. Die Flussmodelle sind 
jeweils mit dem nachfolgenden und vorangegangenen gekoppelt. Der Flutkanal ist zu-
sätzlich an die Teilabschnitte RV6 und RV2 gekoppelt, so dass an diesen Kopplungsstel-
len jeweils drei Teilabschnitte (Verzweigung) verbunden werden. Polder Oldisleben (FP 
1) ist punktuell an Flussmodell RV5 angeschlossen, die Polder Ritteburg / Schönewerda 
(FP2) an die Flussmodelle RV4 und RV5 (vgl. Tab. 7.6).
Ein 1D / 2D gekoppeltes Modell zur Bestimmung der Auswirkungen von Hochwasserereignissen 161
Als Anfangsbedingung wird ein stationärer Zustand mit einem Durchfluss von 20m³/s 
gewählt. Der Flutkanal wird mit 40% (Qmax = 90m³/s) des Abflusses beaufschlagt.
Tab. 7.6: Übersicht über das gekoppelte Unstrutmodell. Die Entfernungsangaben Einlauf / Auslauf beziehen sich 
auf die Entfernung zur Mündung. Für die Poldermodelle wird die Anzahl Zellen und die Kantenlänge ei-
ner Zelle angegeben.
Teilmodell Einlauf / 
Zellen X
Auslauf / 
Zellen Y
Prof.
/
Zelle
Kopplung 
unterwasser
Kopplung 
oberwasser
RV6 (Einlauf) 68+615 64+989 36 RV3, RV5 -
RV5 64+989 56+435 89 RV4 RV6
RV4 56+435 41+882 135 RV2 RV5
RV3 (Flutkanal) 19+476 0+000 228 RV2 RV6
RV2 41+882 41+190 8 RV1 RV3, RV4
RV1 (Auslauf) 41+190 40+190 11 - RV2
FP1 (Oldisleben) 178 100 50m RV5 (punktuell)
FP2 (Ritteburg, 
Schönewerda)
153 106 100m RV5, RV4 (punktuell)
Die Flutschleusen in die Polder sind als einfache, ungesteuerte Wehrbauwerke ausgebil-
det. Der Überfallbeiwert beträgt konstant 0,5. Die Geometrie wird im Modell durch 
Länge und Höhenlage beschrieben (Tab. 7.7):
Tab. 7.7: Geometrie der Flutschleusen im Status-Quo Zustand.
Flutschleuse L [m] Z [mNN]
FS Oldisleben / Schwarzburg 20,0m 122,20 mNN
FS Artern 25,0m 121,90 mNN
FS Ritteburg / kl. Helme 13,8m 120,20 mNN
FS Schönewerda 9,20m 118,19 mNN
Nachfolgend ist die Überflutungskarte am Ende des Simulationszeitraums (T = 4 d) ab-
gebildet. Insgesamt speichern die Polder 2.035.400 m³ Wasser bzw. rd. 5% der Welle 
(Abb. 7.31).
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Abb. 7.31: Poldersystem im Status-Quo Zustand nach 4 Tagen. Die Auslastung der Polder ist schlecht.
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Zunächst wird die Unstrut nur über die Flutschleuse Artern ab T=82800 s entlastet. Ab 
T=113.400 s setzt die Beaufschlagung des Polders Oldisleben über den Durchlass Oldis-
leben / Schwarzburg ein. Die Flutschleuse Schönewerda trägt ab T=131.400 s zur Entlas-
tung bei. Über die Flutschleuese Ritteburg kommt es zu keiner Wasserabgabe in die Pol-
der. Die Auswirkungen auf den Wasserspiegel sind gering und werden im Zusammen-
hang mit dem optimierten System betrachtet (s. u.).
Optimiertes System
Durch eine Korrektur der Höhenlagen der Wehre kann die Leistungsfähigkeit der Flut-
schleusen deutlich verbessert werden (Abb. 7.33).
Tab. 7.8: Geometrie der Flutschleusen im optimierten Zustand.
Flutschleuse L [m] Z [mNN] Z [m]
FS Oldisleben / Schwarzburg 20,0m 121,90 mNN 0,30
FS Artern 25,0m 121,80 mNN 0,10
FS Ritteburg / kl. Helme 13,8m 119,40 mNN 0,80
FS Schönewerda 9,20m 116,70 mNN 1,49
Die Korrektur der Höhenlagen erfolgt unter der Maßgabe, dass die Polder erst oberhalb 
von Abflüssen von 50m³/s am Pegel Oldisleben (Unstrut und Flutkanal) aktiviert werden. 
Insgesamt vergrößert sich das gespeicherte Wasservolumen auf 4.516.100 m³ und damit 
um mehr als 100%. In Bezug auf das Volumen der Hochwasserwelle werden rd. 11,5% 
des Gesamtvolumens durch die Polder gespeichert (vgl. Abb. 7.32 unten).
Anhand eines Vergleiches der Ganglinien am Ende des Untersuchungsabschnittes des 
Systems ohne Polder, im Status-Quo Zustand und nach erfolgter Optimierung lässt sich 
der Einfluss der verbesserten Überfallhöhe der verschiedenen Einlaufbauwerke auf den 
Maximaldurchfluss der Hochwasserwelle quantifizieren. Durch die teilweise Ableitung 
des Abflusses über den Flutkanal sinkt der Maximalabfluss beim System ohne Polder 
gegenüber der Einlaufganglinie gerade um rd. 3,3 m³/s ab. Infolge der Polder (Status 
Quo) verringert sich der Maximalabfluss immerhin auf 197,72 m³/s (-18,95 m³/s). Nach 
Optimierung der Einlaufbauwerke liegt der Maximalwert nur noch bei 177,66 m³/s. Be-
zogen auf das System ohne Polder entspricht die Verbesserung 18% bzw. 39,01 m³/s 
(vgl. Abb. 7.32 oben). Diese Verringerung ist das maßgebliche Ergebnis bei der Bewer-
tung der Polder in Hinblick auf den globalen Nutzen und die Verbesserung des Schutzes 
der Unterlieger (Unterliegerproblematik). 
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Abb. 7.32: Volumen- und Abflussganglinien. Abgebildet sind die Ganglinie am Pegel Oldisleben zuzüglich des 
Zuflusses von Helme / kleine Helme, sowie den Ganglinien am Auslauf des Systems.
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Abb. 7.33: Poldersystem im optimierten Zustand nach 4 Tagen. Die Auslastung der Polder ist besser. Insgesamt 
werden rd. 4.516.100 m³ Wasser in den Poldern gespeichert.
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Abb. 7.34: Überflutungsdauern innerhalb der Polder. Die Polder werden nach rd. 1d bei Gesamtabflüssen größer 
50m³/s genutzt. Das Wasser fließt vom Polder Ritteburg in den Polder Schönewerda.
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Die Entlastung über die Flutschleuse Artern beginnt zum Zeitpunkt T=57600 s (QUns = 
60 m³/s). Der Polder Oldisleben wird genau wie der Polder Ritteburg ab T=86400 s be-
aufschlagt (QUns = 100 m³/s). Zuletzt erfolgt die Entlastung in den Polder Schönewerda 
ab T=109800 s (QUns = 150 m³/s).
Überflutungsdauern und maximale Geschwindigkeiten
Eine Analyse der Überflutungsdauern (vgl. Abb. 7.34) zeigt, dass innerhalb des Polders 
Oldisleben zunächst eine Mulde entlang der Unstrut gefüllt wird. Nahezu zwei Drittel der 
Polderfläche liegen so hoch, dass diese Bereiche nicht überströmt werden. Die Polder 
Ritteburg und Schönewerda hängen hingegen zusammen, wodurch der Polder Schöne-
werda selbst dann als Speicherraum genutzt wird, wenn kein Wasser direkt aus der 
Unstrut in den Polder fließt. Die Überflutungsdauern betragen in den Bereichen zwischen 
den Flutschleusen Ritteburg und Schönewerda wegen der Charakteristik als Verbund-
polder daher nur rd. 24 h. Die Überflutungsdauern betragen bei einem simulierten Real-
zeitraum von 96 h im Bereich der Flutschleusen maximal 72 h. Eine spürbare Entlastung 
tritt also erst nach rd. 24 h und somit bei Abflüssen von mehr als 100 m³/s am Pegel Ol-
disleben auf. Ähnliches zeigt sich auch anhand der Analyse der maximalen Fließge-
schwindigkeiten (Abb. 7.35). Insgesamt lassen sich die Polder eher als stehende Gewäs-
ser charakterisieren, denn die Fließgeschwindigkeiten liegen deutlich unter denen inner-
halb des Flusses. Weil sich der Wasserkörper im Polder Oldisleben auf Grund der Mul-
denlage nur wenig ausbreitet, sind die simulierten Fließgeschwindigkeiten kaum größer 
als Null. Zwischen den Poldern Ritteburg und Schönewerda treten deutlichere Fließbe-
wegungen auf und der Maximalwert erreicht immerhin rd. 0,22 m/s. 
Durch die berechneten Maximalwerte der Fließgeschwindigkeiten innerhalb der Überflu-
tungsflächen können die Auswirkungen des Hochwassers innerhalb der Polder abge-
schätzt werden (Erosionsschäden etc.). Gleichzeitig sind die Überflutungsdauern und 
Geschwindigkeiten ein wichtiges Instrument, um die Leistungsfähigkeit der Polder besser 
einordnen zu können. Für das betrachtete Hochwasser reicht das Wasservolumen nicht 
aus, um die Polder soweit zu füllen, dass Fläche und mögliches Stauvolumen vollständig 
ausgenutzt würden. Zudem findet kein selbstständiger Rückfluss in die Unstrut statt. 
Tatsächlich werden die Polder durch den Einsatz von Mühlen und Pumpwerken nach 
Abklingen eines Hochwasserereignisses leer gepumpt. Im Gegensatz zu einer statischen 
Volumenbetrachtung der möglichen Speichermenge der Polder und daraus gezogenen 
Rückschlüssen auf die entlastende Wirkung kann anhand der gekoppelten Simulation 
gezeigt werden, dass die Ausnutzung der Polder im Status-Quo Zustand unbefriedigend 
ist. Eine Verbesserung der Geometrie der Einlaufbauwerke verbessert die Wirksamkeit 
entscheidend, die Ausnutzung des zur Verfügung stehenden Volumens bleibt aber den-
noch recht gering. 
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Abb. 7.35: Maximale Fließgeschwindigkeiten. Im Polder Oldisleben bleiben die Fließgeschwindigkeiten gering. 
Zwischen den Poldern Ritteburg und Schönewerda treten die größten Geschwindigkeiten auf.
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Mit Hilfe von Optimierungsprozessen (vgl. z. B. VAN LINN, 2008) könnten weitere 
Maßnahmen automatisiert untersucht werden und die Wirksamkeit des bestehenden Pol-
dersystems weiter verbessert werden (z. B der Nutzen gesteuerter Polder). Eine Analyse 
verschiedenster Hochwasserereignisse könnte zeigen, ob bei länger andauernden Ereig-
nissen eine vollständige Ausnutzung des Poldervolumens eintritt.
Der Flutkanal hat keinen Einfluss auf die Hochwasserwelle. Zumindest wirkt sich der 
Flutkanal als solches nicht auf den Maximalwert des Gesamtabflusses aus. Durch den 
Abzweig von rd. 40% des Durchflusses in den Flutkanal wird der Bereich lokal ge-
schützt, da der durch die Unstrut fließende Abfluss bereichsweise verringert wird. Da-
durch können insbesondere Zuflüsse aus der Helme zunächst abgefangen werden. Der 
Abfluss durch den Flutkanal wird nicht durch die Optimierung der Einlaufbauwerke der 
Polder beeinflusst. Damit hat der Flutkanal im optimierten System auch keine zusätzli-
chen positiven oder negativen Auswirkungen auf den Wasserstand während des unter-
suchten Hochwasserereignisses. Der Maximaldurchfluss im Flutkanal liegt bei rd. 80 
m³/s. Es findet keine Entlastung vom Flutkanal in die Polder statt. Der übrige Abfluss 
verbleibt in der Unstrut, soweit er nicht in die Polder entlastet wird.
Auswirkungen auf den Wasserspiegel
Durch die Polder verringert sich der Wasserstand in der Unstrut vor dem letzten Stau-
wehr bei Erreichen des Hochwasserwellenmaximums (Fkm 44+070) von 115,57 mNN 
auf 114,87 mNN um 0,7 m. Insgesamt verringert sich die Fließtiefe im gesamten Bereich 
zwischen dem ersten und dritten Stauwehr deutlich. In den Abb. 7.36 und Abb. 7.37
wird das Ergebnis der Simulation des optimierten Systems (Verbesserung der Höhenlage 
der Wehrkronen) dem System ohne Polder zu verschiedenen Zeitpunkten gegenüberge-
stellt. Insgesamt ist der betrachtete Flussabschnitt vom Einfluss der drei Stauwehre ge-
prägt. Auf den Abfluss wirken sich der Flutkanal und die punktuellen Zuflüsse aus Helme 
und kleiner Helme erkennbar aus. Die Polder sind in der gewählten eindimensionalen 
Darstellung nicht abgebildet. Erst nach rd. 24h (Abb. 7.36, Mitte) wird tatsächlich ein 
Teil des Abflusses in die Polder entlastet. Auf Grund der Symmetrie der gewählten 
Ganglinie endet die Hochwasserentlastung durch die Polder nach rd. 72h (Abb. 7.37, 
Mitte). Zu diesen beiden Zeitpunkten ist deutlich die ungleichmäßige Verteilung des 
Durchflusses über die Länge des Flussabschnitts zu erkennen. Während des ansteigenden 
Astes der Hochwasserwelle ist der Zufluss am linken Rand schon deutlich größer als der 
Abfluss am rechten Rand. Umgekehrt verhält es sich zum Zeitpunkt des Abklingens der 
Welle. Insgesamt benötigt die Welle rd. 6 h, um die rd. 30 km lange Fließstrecke zurück-
zulegen. Das Maximum erreicht das letzte Wehr nach rd. 55 h, während der höchste Zu-
fluss in das Modell schon nach 48 h auftritt (vgl. Abb. 7.37 Oben und Mitte). 
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Abb. 7.36: Wasserspiegellagen und Durchflüsse in Unstrut und Flutkanal zu Beginn (oben) des Hochwasserereig-
nisses, nach 24h (mitte) und nach 48h (unten). Als durchgezogene Linie der optimierte Systemzustand, 
gestrichelt das System ohne Polder (jeweils mit konstanten Zuflüssen aus Helme und kleiner Helme). 
Als rote Punkte sind die 4 Flutschleusen abgebildet; die drei Wehre als umrandete Rechtecke. Die Pol-
der wirken sich erst nach rd. 24h auf das System aus. Infolge der Entlastung bleibt der Abfluss in der 
Unstrut nach 48h unterhalb von 100m³/s (System ohne Polder: rd. 130m³/s). 
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Abb. 7.37: Wasserspiegellagen und Durchflüsse nach 55h (Maximum), 72h (mitte) und 96h (unten). Nach drei 
Tagen beträgt der Unterschied der Wasserspiegellage zwischen den beiden Systemzuständen nur noch 
wenige Zentimeter (bei Fkm 45 ca. 12cm). Während des Wellenmaximums beträgt die Differenz rd. 
70cm. Die größte Entlastung erfolgt mit rd. 22m³/s in den Polder Oldisleben (1. Flutschleuse). In den 
Polder Schönewerda werden nur rd. 7m³/s abgegeben. Nach 72h sind nur noch die Flutschleusen Artern 
und Ritteburg (2. und 3. FS) aktiv.
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Insgesamt wird anhand des Beispiels der Unstrut deutlich, wie vielschichtig der techni-
sche Hochwasserschutz sein kann. Erst die Summe der verschiedenen Komponenten 
bewirkt die insgesamt deutliche Reduzierung. Dabei können die einzelnen Komponenten 
– also die Wirkung eines einzelnen Polders oder des Flutkanals nie isoliert betrachtet 
werden. Zudem wird deutlich, dass die verschiedenen Schutzmechanismen nicht überall 
gleichermaßen zum Hochwasserschutz beitragen. Der Flutkanal ist für den Schutz der 
Unterlieger irrelevant. 
Die Polder führen zwar zu geplanten lokalen Überschwemmungen, dienen aber vorrangig 
der Abminderung der Hochwasserwelle im Mündungsbereich Unstrut – Saale. Die Insta-
tionarität der Simulation ermöglicht, einen Zusammenhang zwischen Überschwem-
mungsgebiet und Ganglinie herzustellen. Infolge einer stationären Betrachtung hätte le-
diglich der maximal überflutete Bereich ermittelt werden können. Anhand einer rein ein-
dimensionalen Betrachtung wäre nur der Beitrag des Flutkanals auf Abfluss und Wasser-
stand ermittelbar gewesen. Eine zweidimensionale Simulation der Unstrut hätte eine sehr 
feine Diskretisierung erfordert und keinen zusätzlichen Nutzen gebracht. Die Simulati-
onszeit würde deutlich über derjenigen der gekoppelten Berechnung liegen. Die gekop-
pelte Simulation ließe sich hingegen recht einfach erweitern. So könnten Helme und wei-
tere Nebenflüsse als Teilmodelle mit eigenen Ganglinien integriert werden. Genauso 
könnte das Gesamtmodell um weitere Abschnitte der Unstrut und zusätzliche Polder 
erweitert werden.
Im Rahmen dieser Arbeit beschränken sich die Ergebnisse auf die Auswertung weniger 
Maßnahmen, weil der Schwerpunkt auf der Entwicklung des eingesetzten Werkzeugs 
liegt und nicht auf der vollständigen Analyse des technischen Hochwasserschutzes an der 
Unstrut. Im Kern soll bewiesen werden, dass bei der vollständigen Analyse des techni-
schen Hochwasserschutzes sowie der Untersuchung weitergehender Maßnahmen die 
erarbeitete Methode besonders geeignet ist. Kartenmaterial über Überflutungsdauern, 
Wasserstände und Fließgeschwindigkeiten ermöglichen zudem die Ermittlung von Schä-
den im Rahmen von Risikobewertungen. Überflutungsflächen sind nicht zwingend Pol-
dergebiete, sondern können schließlich auch ungewollt beispielsweise durch Deichbrüche 
entstehen.
Effizienz 
Der wesentliche Unterschied zu der rein zweidimensionalen Betrachtung ist die Effizienz 
bei der Simulation einer einzelnen Variante. Die Berechnungsdauer betrug 37 Minuten. 
Sowohl in der Kalibrierungsphase als auch bei der Suche nach dem optimalen Poldersys-
tem können veränderte Randbedingungen schnell auf ihre Auswirkungen hin untersucht 
werden, weil sie keine nennenswerte Wartezeit verursachten. Anstelle des Starts mehre-
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rer Simulationsläufe mit jeweils leicht veränderten Randbedingungen, der anschließenden 
Auswertung der Ergebnisse und Auswahl des erfolgversprechendsten Lösungsansatzes, 
kann mit einem Werkzeug wie ILMOFLOOD „step-by-step“ nach Verbesserungen des 
Modells gesucht werden. Die Anzahl der erfolgreichen Iterationen durch den Anwender 
z.B. bei der Kalibrierung von Rauheiten etc. kann dadurch deutlich gesteigert werden. Im 
Ergebnis wird z. B. eine Modellkalibrierung umso genauer sein, je mehr Vergleichsrech-
nungen und Parametervariationen durchgeführt werden.
7.5 Zusammenfassung
Mit diesem Kapitel wurden die theoretischen Überlegungen der vorausgegangenen Ab-
schnitte praktisch umgesetzt. Damit konnten die verschiedenen aus den theoretischen 
Betrachtungen abgeleiteten Hypothesen überprüft werden. Die Vereinfachung der 
Flachwassergleichungen zu einem System gewöhnlicher Differentialgleichungen auf 
Grundlage der Gleichung der diffusiven Welle genügt den Anforderungen an Simulatio-
nen von Hochwasserereignissen. Das Beispiel des Polders Kaldauen, der sowohl mit ei-
nem Modell auf Basis der zweidimensionalen Reynoldsgleichungen als auch mit dem 
erarbeiteten Verfahren ILMOFLOOD simuliert wurde, zeigt, dass Aussagekraft der ge-
koppelten Simulation und Ergebnisqualität vergleichbar sind. Zusätzlich ermöglicht die 
hohe Effizienz, zielgerichtete und umfangreiche Untersuchungen zur Verbesserung eines 
bestehenden Fluß-Polder Systems. Insbesondere komplexe und großräumige Systeme mit 
mehreren Poldern und anderen Elementen des technischen Hochwasserschutzes (Flutka-
nal) können erst mit Hilfe der gekoppelten Modellierung umfassend abgebildet werden, 
was am Beispiel der Unstrut gezeigt werden konnte. 
Neben den Anwendungsbeispielen Kaldauen und Unstrut wurden einfachere synthetische 
Testsystem analysiert. Dabei wurden stationäre Zustände ausgenutzt. Dadurch gelang die 
Überprüfung des Verfahrens hinsichtlich der fehlerfreien Implementierung der zu Grunde 
liegenden Gleichungen. 
Im Rahmen der praktischen Anwendung konnte ein weiteres Problem insbesondere ein-
dimensionaler Betrachtungen gelöst werden: Die möglichst genaue Berücksichtigung der 
durchflossenen Gerinnnebreite. Weil die eindimensionalen Ergebnisse des vorgestellten 
Verfahrens konsequent auch zweidimensional dargestellt werden, konnte ein einfacher 
Ansatz entwickelt werden, mit dem Fehler bei nicht eindeutig definierten Querschnitten 
weitgehend eliminiert werden können.
Bei der Umsetzung der Theorie wurde ein Ansatz zur Synchronisation der Zeitschritt-
weiten der verschiedenen Teilmodelle notwendig. Vorgegebene Synchronisationspunkte 
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ermöglichen die Entkopplung des Datenaustauschs der Teilmodelle von den lokalen Zeit-
schrittweiten. Der Zeitraum zwischen zwei Zeitpunkten, an denen die Teilmodelle ihre 
Daten an den Kopplungspunkten synchronisieren, ist dadurch unabhängig von den An-
forderungen der Genauigkeit an die mögliche Zeitschrittweite eines Teilmodells.
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8 Zusammenfassung
Der moderne Hochwasserschutz verfolgt das Ziel, mögliche Gefährdungen und Schäden 
frühzeitig abschätzen zu können und nach geeigneten Maßnahmen zu suchen, um die 
Folgen extremer Ereignisse abzumindern. Die Grundlage einer Risikoanalyse oder einer 
Wirksamkeitsstudie von Schutzmaßnahmen ist in der Regel die numerische Simulation. 
Oberflächlich betrachtet scheint die Auswahl des richtigen numerischen Werkzeugs trivi-
al. Im Wasserbau werden meistens eindimensionale Verfahren bei der großräumigen 
Analyse von Fließgewässern und zweidimensionale Verfahren bei der Betrachtung von 
Stand- und Fließgewässern auf kleinskaliger Ebene verwendet. Tatsächlich ist die Aussa-
gekraft der Ergebnisse monodimensionaler (1D bzw. 2D) Modelle eingeschränkt, so dass 
immer wesentliche Merkmale eines Hochwasserereignisses unberücksichtigt bleiben. Ziel 
der vorliegenden Arbeit ist es, die Defizite bei der Modellierung von Extremereignissen 
zu finden und ein Modellkonzept zu entwickeln, was den Anforderungen besser gerecht 
wird.
Zunächst wird der Frage nachgegangen, welches die wesentlichen Aspekte eines Hoch-
wasserereignisses sind, die modellhaft beschrieben werden müssen, um ein möglichst 
vollständiges Bild der Folgen zeichnen zu können. Fünf Merkmale beeinflussen die Ab-
bildung eines Hochwasserereignisses durch ein numerisches Modell: Die Komponenten 
Zeit, Raum, Wechselwirkungen zwischen Fluss und Überflutungsbereich, die Komplexi-
tät des Gewässersystems und der Detaillierungsgrad. Vor dem Hintergrund der gefunde-
nen Merkmale werden die klassischen monodimensionalen  Verfahren analysiert. Nur ein 
kombiniertes – bzw. gekoppeltes – 1D-2D Verfahren wäre in der Lage, die fünf Merk-
male weitestgehend vollständig abzubilden. 
Im theoretischen Teil der Arbeit wird das grundlegende Konzept eines gekoppelten Mo-
dells entworfen, welches Fließgewässer eindimensional und Überflutungsbereiche zwei-
dimensional abbildet. Vor dem Hintergrund, dass Hochwasserereignisse lange andauern, 
werden möglichst effiziente Ansätze gesucht. Zusätzliche Vereinfachungen der Flach-
wassergleichungen führen zu den Wellengleichungen. Diese sind als Grundlage numeri-
scher Verfahren recht unbeliebt, weil sie wegen der sogenannten Steifheit des resultie-
renden Gleichungssystems und den daraus folgenden Stabilitätsproblemen schwer zu-
gänglich sind. Zudem sind die Wellengleichungen für benachbarte Punkte gleicher Was-
serspiegellage nicht definiert. Eine Ersatzfunktion schließt die Definitionslücke. Die nu-
merische Lösung des Gleichungssystems gelingt mit impliziten Mehrschrittverfahren. Das 
verwendete BDF-Verfahren ist geeignet, steife Systeme gewöhnlicher Differentialglei-
chungen zu lösen; es gehört zu einer Gruppe besonders stabiler Verfahren (A()-
Stabilität). 
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Zur Methodik der Kopplung von Verfahren finden sich in der Fachliteratur nur wenige 
Hinweise. In dieser Arbeit werden die fehlenden Grundlagen erarbeitet. Prozessbezie-
hungen werden anhand der Informationsrichtung (ein- oder zweiseitig) und ihrer Aus-
richtung (horizontal oder vertikal) kategorisiert. Der zweiseitige Informationsfluss unter-
scheidet eine Kopplung methodisch von einer Verknüpfung. Anhand der Ausrichtung 
lassen sich Aussagen treffen, ob für die Kopplung zweier Prozesse implizite Methoden 
notwendig sind (horizontale Ausrichtung) oder lediglich bereits vorhandene Informatio-
nen explizit ausgetauscht werden müssen (vertikale Ausrichtung). Unabhängig von der 
Dimensionalität ist die Kopplung zweier hydrodynamischer Teilmodelle eine zweiseitig 
horizontale Kopplung; die notwendige Vorhersage der benötigten Austauschgrößen 
(Wasserspiegellagen oder Zu- bzw. Abflüsse) gelingt mit einer modifizierten Prädiktor-
Korrektor Methode – einem impliziten Lösungsansatz der Numerik. 
Die Kopplung von Modellen unterschiedlicher Dimensionalität benötigt wasserbauliche 
Bestimmungsgleichungen, über die der Volumenaustausch zwischen den Teilmodellen 
beschrieben wird. Dazu eignet sich in vielen Fällen die Überfallformel von Poleni. Die 
Weiterentwicklung der Poleniformel um einen zusätzlichen Faktor zur Bestimmung des 
Abflusses infolge eines Deichbruchs verbessert die Genauigkeit gekoppelter Verfahren.
Der letzte Teil der Arbeit widmet sich der Anwendung des auf Grundlage der theoreti-
schen Betrachtungen erstellten gekoppelten Verfahrens. Angefangen bei sehr einfachen 
stationären Gerinnesystemen hin zu komplexen Fluss-Polder Systemen werden die Mög-
lichkeiten der gekoppelten Simulation aufgezeigt. Am Beispiel der Simulation eines Ab-
schnitts der Sieg mit ihrem angeschlossenen Polder kann das gekoppelte Verfahren durch 
eine zweidimensionale Vergleichsrechnung erfolgreich validiert werden. Ein komplexes 
System von Poldern, der Unstrut und einem Flutkanal berücksichtigt sämtliche Aspekte 
der Hochwassersimulation. Die beispielhafte Optimierung der vier Flutschleusen zwi-
schen Fluss und Polder demonstriert den Einsatz eines gekoppelten Verfahrens als Werk-
zeug zur Verbesserung des technischen Hochwasserschutzes.
Insgesamt lässt sich feststellen, dass gekoppelte Verfahren einen wichtigen Beitrag zum 
verbesserten Umgang mit der Gefahr „Hochwasser“ darstellen. Der Einsatz gekoppelter 
Modelle erweitert die Möglichkeiten des Ingenieurs, die Folgen von Hochwasserereignis-
sen besser und genauer vorherzusagen. Trotzdem besteht noch weiterer Forschungsbe-
darf: Die Bestimmung des Massenaustauschs zwischen den Teilmodellen über die Poleni-
formel ist häufig ungenau. Die Berücksichtigung der Entstehungsprozesse von Deichbrü-
chen ist wünschenswert. Die hohe Effizienz ermöglicht zudem die Verknüpfung der hyd-
romechanischen Prozesse mit weiteren hochwasserrelevanten Prozessen.
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9 Ausblick auf zukünftigen Forschungsbedarf
Im Wesentlichen können zwei Entwicklungen dieser Arbeit als Grundlage weiterer For-
schungen und Entwicklungen herangezogen werden. Einerseits konnten grundlegende 
Erkenntnisse erarbeitet werden, wie verschiedene Prozesse zu einem Gesamtmodell 
kombinierbar sind. Der Schwerpunkt lag dabei in der horizontal-zweiseitigen Kopplung 
hydromechanischer Prozesse. Andererseits wurde die Modellierung der physikalischen 
Prozesse durch die Wellengleichungen weiterentwickelt. Erst die Erkenntnis, dass das 
resultierende Gleichungssystem „steif“ ist, ermöglichte die Entwicklung eines Ansatzes, 
der trotz der Steife eine effiziente Lösung erlaubt. Im Ergebnis können Hochwasserer-
eignisse komplexer Systeme besser modelliert und gleichzeitig schneller berechnet wer-
den. Trotzdem dürfen die entwickelten Ansätze und Konzepte nicht als abgeschlossen 
betrachtet werden.
Direkte und indirekte Kopplung
Die größte Unsicherheit tritt bei im Nebenschluss gekoppelten Modellen an der Schnitt-
stelle zwischen 1D und 2D Teilmodell auf. Der Volumenaustausch wird zwar durch das 
entwickelte Prädiktor-Korrektor Verfahren grundsätzlich präzise bestimmt, dessen Ein-
gangsparameter basieren aber gleichzeitig auf einer empirischen Beziehung zwischen 
Fließtiefe und Abfluss. Die Vorhersage ist also nur so genau, wie die zu Grunde liegen-
den Auswertungen einer empirischen Formel. Im Gegensatz zur 1D-1D Kopplung im 
Hauptschluss handelt es sich um eine indirekte Kopplung. 
Auf die Auswertung einer zusätzlichen Formel (z. B. Poleniformel) kann ganz verzichtet 
werden, wenn der Übergangsbereich zwischen 1D-Modell und 2D-Modell ebenfalls 
zweidimensional abgebildet wird und die Kopplung im Hauptschluss direkt über Randbe-
dingungen (Wasserspiegellage H) anstelle über einen Quellterm in der Kontinuitätsglei-
chung erfolgt. Auch die Aufteilung des Abflusses bei Verzweigungen kann zweidimensi-
onal genauer modelliert werden. Leider wird das Modell durch die bereichsweise zwei-
dimensionale Abbildung von Flussabschnitten umständlicher in der Handhabung und die 
Anzahl der notwendigen Kopplungen steigt. Unbekannt bleibt bei der direkten Kopplung 
von 1D Abschnitten und 2D- Abschnitten die Verteilung des Durchflusses über den Pro-
filquerschnitt. Die fehlenden Informationen über die Abflussverteilung müssen durch ge-
eignete Annahmen ergänzt werden. Grundsätzlich analog zur Vorgehensweise bei der 
Kopplung mehrerer eindimensionaler Teilmodelle können auch unterschiedliche 2D-
Modelle miteinander über Randbedingungen gekoppelte werden. Hier müssen die unter-
schiedlichen numerischen Gitter adäquat berücksichtigt werden. Zudem ist die Fließrich-
tung nicht zwingend vorgegeben. Ein Modellrand kann also während des Verlaufs einer 
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Simulationsrechnung wechselnd ein Einlauf- oder Auslaufrand sein. Sinnvoll ist die Er-
weiterung um 2D-2D Kopplungen, um bereichsweise die Auflösung des numerischen 
Gitters zu erhöhen und so den Detaillierungsgrad an entscheidenden Stellen zu verbes-
sern.
Erweiterung um zusätzliche hydromechanischen Ansätze
Für die Kopplung hydromechanischer Teilmodelle ist es letztendlich irrelevant, welche 
Vereinfachungen der Reynoldsgleichungen den jeweiligen Teilmodellen zu Grunde lie-
gen. Mit Hinblick auf eine hohe Effizienz standen bisher Ansätze auf Grundlage der Wel-
lengleichungen im Vordergrund. Spielt die Geschwindigkeit des Verfahrend eine kleinere 
Rolle, könnte ein auf den Flachwassergleichungen basierendes Teilmodell ergänzt wer-
den. Zusätzliche Informationen könnten so im Umfeld einer Bresche gewonnen werden. 
Des Weiteren ermöglicht ein Verfahren, das die turbulenten Spannungsterme auswertet, 
die Abbildung von Sekundärströmungen (Wirbel etc.), die unter Umständen für nachge-
schaltete Wasserqualitätsuntersuchungen in Folge von Hochwasserereignissen entschei-
dend sind. Die Vorteile der gekoppelten Modellierung bleiben erhalten.
Kopplung und Verknüpfung weiterer Prozesse
Für die wasserbauliche Praxis folgt aus der hohen Berechnungsgeschwindigkeit, dass 
mehr Varianten möglich werden.
Das erarbeitete Modellkonzept erlaubt, Teilmodelle zu einem Gesamtmodell über eine 
Schnittstelle zur Kopplung zu verbinden. Neben hydrologischen Modellen können weite-
re Prozesse in das Modellsystem eingebunden werden: Die Überflutung von Flächen 
folgt oftmals aus dem Versagen der Deiche entlang eines Flusses. Die Verknüpfung mit 
einem geohydraulischen Modell zur Modellierung der Breschenbildung ermöglicht zu-
sätzliche Aussagen über die Folgen von Hochwasserereignissen. Der Systematik von 
Kopplungen verschiedener Prozesse folgend ergibt sich ein 3-Ebenen Modell von vertikal 
und horizontal gekoppelten bzw. verknüpften Prozessen, welches tatsächlich die Ereig-
niskette von der Hochwasserentstehung bis hin zu den Folgen abbildet. Ein solches Ebe-
nenmodell ist in Abb. 9.1 skizziert.
Integrative Betrachtung
Erst die integrative Betrachtung von Hochwasserereignissen durch die Verknüpfung mit 
weiteren Prozessen ermöglicht fundierte Aussagen über das tatsächliche Schadenspoten-
zial eines gefährdeten Flussabschnittes.
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Abb. 9.1: Ebenenmodell. Unterschiedliche Prozesse werden vertikal und horizontal zu einem Gesamtsystem 
verknüpft. Die in dieser Arbeit betrachtete Kopplung von ein- und zweidimensionalen hydromechani-
schen Prozessen befinden sich in der mittleren Ebene.
Die Gefahr „Hochwasser“ muss dann nicht mehr ereignisabhängig und exemplarisch be-
stimmt werden, sondern wird so zu einer gebietsbezogenen Gefahr. Das Schadenspoten-
zial ist integrativ betrachtet ebenfalls kein punktueller Wert mehr mit Bezug auf die 
Auswertung eines Ereignisses, sondern kann als Intervall definiert werden. Der mögliche 
Schaden ergibt sich dann aus dem Wiederkehrintervall des Hochwasserereignisses und 
der Versagensstufe des technischen Schutzsystems.
Die konzeptionelle Einbindung des erarbeiteten gekoppelten Verfahrens in ein integrati-
ves Entscheidungsunterstützungssystem erfolgt derzeit im Rahmen des RIMAX For-
schungsprojektes „REISE“ („Entwicklung eines risikobasierten Entscheidungshilfesys-
tems zur Identifikation von Schutzmaßnahmen bei extremen Hochwasserereignissen“) 
am Institut für Wasserbau und Wasserwirtschaft der RWTH Aachen.
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Anhang B Herleitung des Courant Kriteriums für das explizite Eulerver-
fahren
Erstmals zitiert in Kapitel 5.2.2 (Seite 96)
Eine allgemeine Advektions-Diffusionsgleichung für eine skalare Größe  lautet:
2
2ut x x
    
  
   
(B.1)
Wobei G eine im Allgemeinen von der Temperatur und vom Druck abhängige Stoffgrö-
ße bezeichnet (Diffusionskoeffizient). In diskreter Form wird jeder Punkt eindeutig in 
Zeit und Raum definiert durch:
n
i i n( x , t )    (B.2)
Den Ausführungen des Kapitels 5.2.2 für das explizite Eulerverfahren folgend, lautet die 
zeitliche Diskretisierung der Advektions-Disffusionsgleichung zur Bestimmung von n+1if
zum Zeitpunkt tn+1 auf Grundlage der bekannten Werte zum Zeitpunkt tn:
1
1 1 1 1
2
2
2
n n n n n n n
i i i i i i i( )u
t x x

 ®  ® ®   ®  ®     ® 
   
(B.3)
In Gleichung B.3 werden die Ortsableitungen nach der Methode der zentralen Differen-
zen formuliert. Für die Unbekannte Größe n+1if folgt daraus:
1
1 11 2 2 2
n n n n
i i i i
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Mit:
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Und:
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Die Approximation nach Gleichung B.4 ist stabil und begrenzt, solange die Koeffizienten
von auf der rechten Seite der Gleichung positiv sind. Diese Forserung folgt aus der 
physikalischen Bedeutung der Advektions-Diffusionsgleichung: Eine positive transpor-
tierte Stoffgröße behält unter dem Einfluss von Diffusion und Advektion ihr Vorzeichen. 
Es gilt:
1 0
2 2
cd , d¾ Ò ½ (B.7)
Substituiert in Gleichung B.5 liefert die Bedingung B.7 bei gegebener Maschenweite x
für den maximal erlaubten Zeitschritt:
21
2
t ( x ) ¾ 

(B.8)
Dominiert die Advektion ( G =0), ist die Methode nach Gleichung B.4 in jedem Fall in-
stabil. Abhilfe schafft die Auswertung der konvektiven Ableitung auf der stromaufwärts 
gelegenen Seite („upwind differencing“). Für u > 0 gilt dann:
1
1 11 2
n n n n
i i i i( d c ) d ( d c )

 ®   ® ®       (B.9)
Aus Stabilitätsgründen muss folgende Bedingung erfüllt sein:
1
2
2 ut
( x ) x
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(B.10)
Wird die Diffusion vernachlässigt ( G =0) folgt als Bedingung für den maximalen Zeit-
schritt:
xt
u

 ¾ (B.11)
Die Bedingung nach Gleichung B.11 ist die Courantzahl. Sie gilt in der oben beschriebe-
nen Fassung eigentlich nur für das explizite Eulerverfahren, wird aber im Wasserbau im 
Allgemeinen als Stabilitätskriterium expliziter Verfahren genutzt. Die Courantbedingung 
bedeutet, dass der Zeitschritt nie länger sein darf als die Zeit, die ein Partikel benötigt, 
um eine Maschenweite vorwärts zu gelangen.
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Anhang C Interlinked modelling of large floods by combining one and 
two dimensional diffusive wave approaches
Erstmals zitiert in Kapitel 7.1.2 (Seite 123)
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