This work considers optimal scheduling of a set of orders in a multi-product batch plant with non-identical parallel processing units where the process is single stage. The allocation of orders to the production units was formulated as an MILP problem in continuous time. Starting from the basic model proposed earlier, and adding a new constraint that was missing in previous literature, the new formulation solves the problem with a different objective function which considers the total production time or total production cost of the set of orders, without resorting to the application of any heuristic rules. A special MATLAB program has been developed for automatic creation of the optimization model, which otherwise may be a very time consuming task prone to errors. The formulation has been tested with extensive numerical, as well as one industrial, problems. The results indicate importance of the proposed modifications and effectiveness of the automated generation of the model, and present better solutions for the industrial example considered.
Introduction
Production scheduling involves the distribution of process operations to the available equipment in order to meet a specified performance criterion. In some fields, like the production of specialty chemicals and polymers, range of products and product specifications is very large and also rapidly changing. For this reason, these types of processes can not afford the high cost of a large inventory, and thus the production needs to be based on customer orders only. Production scheduling under such circumstances is known to be a difficult problem. Non preemptive production scheduling problem in one stage parallel processing units is NP-complete when maximum flow time or makespan is to be minimized. In other words, the number of constraints grows exponentially as the dimensions of the problem increases. Formulation of zero wait flowshop problem as an asymmetrical travelling salesman problem has drawn attention in chemical engineering, with probably the first attempt by Pekny and Miller [6] who developed a branch and bound algorithm for parallel processing to speed up the computation. Another approach is the use of heuristics, which has been proposed by Mussier and Evans [5] and an MILP formulation in discrete time for such problems was given by Kondili et al. [2] and Shah et al. [7] . A continuous time MILP mathematical formulation for the batch scheduling problem involving a single processing stage for every product has been given by Cerda et al. [1] . Their model accounted for a number of practical issues and constraints, and the use of heuristics to allow elimination of a subset of feasible predecessors for each customer order, reducing the model size was proposed. However, heuristic algorithms result in sub-optimal solutions whereas the rigorous mathematical formulations create MILP models that may become unmanageable for large size problems.
Problem statement and formulation
The problem considered here is the single-stage, parallel unit multi-product plant scheduling problem comprising the following features:
• Each customer order is composed of only one product;
• Each order can be processed in a subset of the available processing units;
• The plant is operated in 'campaign' mode, i.e. batches of the same order are processed successively in the same unit;
• A changeover period for equipment cleaning and set-up is considered between campaigns;
• Some jobs may not be processed in every processing unit because of incompatibilities;
• Some units may not be available at the beginning of the planning period;
• A new campaign cannot be started in a unit unless the previous campaign has been completed.
Definition of the problem sets and parameters is as follows:
Problem sets: I = Set of orders to be processed; I l = Set of orders that can be processed in unit l; L = Set of available units;
PR il = Set of customer orders that can be processed just before O i in unit l, i.e. feasible predecessors of O i in unit l;
SU il = Set of customer orders that can be processed immediately after O i in unit l, i.e. feasible successors to O i in unit.
Parameters: n = Total number of orders (each order corresponding to a specific product); r = Total number of processing units; NB il = Number of batches of O i to be processed when the unit l is assigned to O i ; RTE l = Release time of unit l; TCL ikl = Cleaning time for the ordered pair of jobs (O i , O k ) in unit l; T il = Total processing time of order O i in unit l; TP il = Processing time of a batch of O i in unit l.
Problem variables:
X iml = Binary variable denoting that the processing of order O i takes place in unit l just before the campaign for O m ; XF il = Binary variable denoting that order O i is the first being processed in unit l.
A continuous time mathematical formulation of the problem was previously given by Cerda et al. [1] . The same problem has been revisited here by basically following the guidelines suggested by them. However, our numerical experiments indicated two points that might be reinterpreted differently, contradicting to the general implications in the literature. A general measure of the economic performance of the plant was, therefore, used as the objective function. An alternative criterion relating to the timely satisfaction of orders, scheduling horizon, was incorporated into the formulation as a constraint so that a due date for the whole set of orders under consideration was met. This work, therefore, reports a critical evaluation of Cerda et al. [1] 's model, and consequently presents some modifications and slightly better results over it.
The basic characteristics and major assumptions underlying the mathematical formulation are presented in detail as follows:
Objective function
The objective of the problem we propose here is the minimization of a function involving the total processing time of orders being considered as represented by the following mathematical statement:
Current practice in industry usually dictates that a set of orders be completed before a due date. However, economical conditions would still favour the completion of all orders in the shortest possible total production time. This is why we chose the total production time as the objective function and added the scheduling horizon as a constraint in the problem. The above function can easily be converted into a profit function comprising the total processing cost of all orders, since the dollar value can be converted into the time value.
Constraints
The MILP formulation incorporates a number of constraints that might be encountered in practice. For some constraints we basically followed the same definition and formulation proposed by Cerda et al. [1] . However, we added a new constraint and mathematically defined the scheduling horizon. (a) Predecessor constraint. Each order has at most one unique predecessor being manufactured just before in the same unit. In other words, every order is to be manufactured either as the first order or after another one in only one unit. The order that proceeds another one is called the predecessor. The binary variable XF il denotes that the order O i is the first being processed in unit l. X iml stands for the schedule of processing O m after order O i in unit l. The predecessor constraint is represented mathematically by the following equation:
(b) Successor constraint. Every order, can be either last processed, or manufactured just before another one in the assigned equipment item, and therefore, features at most one single successor. (c)
Predecessor and successor constraints assure the assignment of consecutive orders to the same unit.
(d) Both the predecessor and the successor to a given order must be manufactured in the same processing unit.
This inequality constraint dictates that if an order O i is processed in one unit, there should not be any successor to this order in any other unit.
(e) Each equipment has only one single order to be first processed in it.
(f) Scheduling horizon, a criterion relating to the timely satisfaction of orders, is the time needed to complete the production requirements of the current set of orders to be scheduled. Here, it was alternatively defined and incorporated into the formulation as a constraint, in addition to the other practical constraints. This constraint ensures that a due date for the whole set of orders under consideration is met. We mathematically defined the scheduling horizon as follows:
To clarify this definition, let's take an arbitrary unit number 1 and four products (orders) that can be produced in this unit, namely 1, 2, 3 and 5 into account. If we assume that product 1 has one predecessor (product 2) and one successor (product 5), product 3 is the successor of product 5 and this set of orders is to be completed within 50 h. Under these circumstances, the scheduling horizon constraint becomes:
Depending on the optimum schedule to be found, some of the binary variables will be either 0 or 1, and the total production time in the unit will be less than the scheduling horizon, assuming 50 h, if the constraint is met. Had there been any other unit (say unit 2), we would have written a similar constraint and the maximum of those two numbers, (i.e. the total production times in units 1 and 2) would meet the criteria of being less than 50.
(g) Cycle constraint (i). A job cannot be simultaneously both the predecessor and the successor to another one.
(h) Cycle constraint (ii). An order O i cannot be processed just before the order O k and immediately after the successor to O k . Cerda et al. [1] represented this constraint as follows:
L ikw is the subset of the processing units where orders O i , O k and O w can all be processed. O w represents the successor of O k . This constraint prevents the occurrence of cyclic scheduling. In real life situations, there is a possibility that some units be not available for job assignment because of either a previously assigned job being processed, or maintenance. Therefore, at any time when a set of orders is to be scheduled, such delays in the availability of some units need to be taken into account. The time needed for any unit to become available is called the release time of equipment (RTE). The developed model incorporates the release time of units in the formulation of the objective function, and the scheduling horizon. Although the current MILP models resort to heuristic rules for feasible solutions, the model proposed here avoids any such need. (i) Each order can be first processed in only one processing unit. This constraint was added in this work, since the above constraints, which had also been employed in previously reported models [1] , could lead to the results that one order might be assigned to more than one unit as a first order to be processed. We encountered with such cases when moderately large problems were chosen.
The proposed formulation excludes ready times for orders and continuous variables defining the starting and ending times of each batch, and thus there is a loss in the generality. However, for the type of problems considered here, ready times for orders would be a minor point, and introduction of continuous variables is not absolutely necessary since the solution releases the Gantt chart information, with which the starting and ending times of each order can be algebraically calculated.
A special MATLAB program [3] , called MPS (Modelling for Production Scheduling), was developed to formulate the MILP problem automatically without any user intervention. A standard branch-and-bound algorithm embedded in MINOS [4] was used to solve the optimization problem in Fortran environment. The output of the branch and bound algorithm was again automatically interpreted in MATLAB environment to gather the information for the Gantt chart. The program takes the data related to the properties of the orders and production units, creates the model, i.e. objective function and all the constraints, produces the input files for MINOS optimization package to be run in Fortran environment and necessary other files for easy interpretation of the MINOS output. The user, then, easily extracts the results of the optimum schedule, i.e. allocation of orders into the production units and the schedule in each unit, to be drawn as a Gantt chart. With some additional developments, the program can be converted into a MATLAB toolbox.
Working examples are provided and compared to previously reported literature data to show the identified problems and the effectiveness of the new formulation, which resulted in optimal solutions without applying any heuristic rules.
Examples
Proposed modelling strategy has been tested with a number of numerical examples and one industrial problem. Two of the examples will be reported here in order to reveal the effectiveness of the developed modifications and formulation.
Example 1
This example considers a plant with 3 units and a customer demand of 10 products. There are no limitations for the predecessors, i.e. any product can be manufactured before each other. The orders should be completed in a time period of 100 h. The quantities of each product required, the batch times and capacities of units are given in Table 1 . Cleaning times between the batches are given in Table 2 .
The objective is to manufacture the orders at minimum possible total production time. The problem has 300 binary variables and 831 constraint equations. The optimum results are shown in Fig. 1 . As the results depict, the orders are completed within 99.4 h, which is less than the scheduling horizon, 100 h.
Example 2
(From ER-BAKIR Electrolytic Copper Products Co. Inc.) This example is an industrial problem provided by ER-BAKIR Co. Inc. from their Denizli-Turkey plant (US branch: C.N. WIRE Corp. Southport, Connecticut) of multiwire drawing process operations. The company produces finished copper wire products from blister copper with a capacity of 150 000 m ton per year in four main production lines; anode casting, electrolysis, continuous casting and wire drawing. In multiwire drawing process, single copper wires are reduced in diameter and wound together. Single wires are put in baskets at the back of the machine and passed through dies in order to reduce the diameter. The product is then wound on reels. Multiwire drawing machines have different capacities according to the range of final diameter size, velocity and number of wires to process. This also means that products may have different processing times on different machines. The specific example considers a customer demand of 13 products (each corresponding to a wire of a distinctive diameter) to be processed in four machines. There are no limitations for the predecessors, i.e. any product can be manufactured before each other in any of the machines. The current practice in the plant is such that, if all the machines are available at the time of scheduling, the chief operator schedules this set by distributing the first three orders to the first unit, and continuing consecutively in a similar fashion (allowing the last order, O10, to be processed in the last unit). Requested quantities of orders, production times for one batch, production capacities in every unit and cleaning times are given in Tables 3-6. The objective is to manufacture the requested set of orders at minimum possible total production time. The problem has 676 binary variables and 1893 constraint equations. The optimum results without makespan restriction are shown in Fig. 2 . As the results indicate, the orders are to be completed within 134.95 h. The optimum schedule is shown in Figs. 3 and 4 when the makespan is equal to 50 h and 45 h, respectively. The orders can be manufactured in this case within 47.08 h and 43.7 h respectively.
On the other hand, when we examine the current scheduling practice that the C.N. Wire Corp. uses for this real life example problem, as shown in Fig. 5 , we notice that 171.71 h of time is spent on the machines for production. The current delivery time is 90.14 h.
The assessment of the examples presented here is given in Table 7 , which compares the alternative results form the proposed optimal scheduling algorithm to the practical case. From there, we notice that the delivery time can be drastically shortened down to 43.73 h (instead of 90.14) while allocating a total of 162.94 machine hours (instead of 171.71) for the production of the whole set of orders in the industrial example. Therefore, it becomes evident that the proposed optimal scheme is extremely beneficial compared to the current industrial practice from the point of view of production cost as well as from timely delivery of orders for customer satisfaction. In optimum scheduling algorithms; the concept proposed here, i.e. formulating the objective to minimize the total production time (cost) and considering the scheduling horizon as a constraint, appears to be more beneficial from the plant performance and time-optimal use of production units. Besides, the proposed scheduling algorithm provides the possibility of choosing the priority of either costly or timely completion of orders.
The suggested formulation has been also tested with more numerical examples, some of which are listed in Table 8 (taken from [1] ). The results, obtained without applying any heuristic rules, indicate that starting from moderately large problems, the 'cycle constraint' becomes the main constraint and increases the complexity of the problem more than any other constraint. Therefore, contrary to the previous literature reports, this work showed that the cycle constraint was 'compulsory' and emphasized furthermore that the size of the problem was primarily, and the most, affected by this constraint. Contrary to the general implications in the literature, the principal factor that contributes to the growth in the size of such optimization problems is not the number of orders or units. The fact that each order can be processed in any unit or after each order in one unit is also a remarkable contribution to the size of the problem being formulated. As the greater the size of the problem the more time consuming (i.e. difficult) is the solution in computer. The literature stresses that the size of the problem is dependent on the number of orders and units. This is, indeed, true but not sufficient. If we examine the Examples 4 and 6 in Table 8 , looking at the number of units and orders one gets the first impression that Example 6 is greater in size, and therefore, more difficult to solve than Example 4. Because of the fact that there is no limitation for the predecessor/successor, i.e. any order can be manufactured before/after each order, the number of variables and constraint equations are a lot larger in Example 2 than in Example 6. Therefore, Example 4 with 3 units and 10 orders is much more complicated than Example 6 with 4 units and 10 orders.
The most contributing factor to the size of MILP optimization problems was found to be the cycle constraint. If each order can be processed in any unit and furthermore there is no predecessor/successor constraint, only this constraint adds n * (n − 1) * (n − 2) constraint equations to the problem.
It has also been found that omitting one constraint, which was proposed here (Eq. (9); stating "each order can be first processed in only one processing unit"), could lead to inconsistent results, starting from moderately large size problems. Therefore, consideration of this constraint becomes a necessity for proper solution of such problems.
Conclusion
In conclusion, an effective and improved solution, with reasonable computer time and branch-and-bound iterations has been provided for production scheduling in single stage multi-product batch plants without resorting to heuristic rules. A MATLAB tool has been generated to automatically create the MILP formulation. Otherwise, manual creation of such formulation may become a difficult task for large size problems, and be prone to errors. The mathematical formulation takes most of the limitations that one can encounter in practical situations, such as the cleaning times between the batches of different orders, the constraints related to the possibility of some orders being not processed either before or after some other orders, and the delays in the availability of some units at the time of scheduling. The time period within which the set of orders need to be finished (scheduling horizon) is considered as a constraint.
An extension of this work has been already developed for the cases where one or two large quantity orders in the set of customer demand need to be divided into the units. In this case the model becomes non linear and thus nonconvex rendering it a lot more difficult to solve. An heuristic approach for solution of such MINLP problems for production scheduling in preemptive mode has been developed and shown to be promising [8] .
This work resulted in a software to automatically formulate the optimum scheduling problems in MILP form in MATLAB environment, proving a helpful tool for researchers to tackle single stage multi-product scheduling problems in plants with parallel production units. The software, called MPS, may become valuable for practical use if it is accommodated within a user-interactive graphical interface and it incorporates the branch and bound algorithm conducted in Fortran environment here, which requires further efforts. Taking the high number of possibilities into account, even for relatively small size problems (for example, for a problem of only one unit and seven orders and no predecessor/successor constraint, the number of possibilities for scheduling is 7! = 5040) underlines the importance of automatic generation and solution of the problem.
In conclusion, an effective and improved solution with reasonable computer time and branch-and-bound iterations and without resorting to heuristic rules has been provided for production scheduling in single stage multi-product batch plants.
