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Abstract
We present the quantum theory of the measurement of bosonic par-
ticles by multipixel detectors. For the sake of clarity, we specialize on
beams of photons. We study the measurement of different spatial beam
characteristics, as position and width. The limits of these measurements
are set by the quantum nature of the light field. We investigate how both,
detector imperfections and finite pixel size affect the photon counting dis-
tribution. An analytic theory for the discretized measurement scheme is
derived. We discuss the results and compare them to the theory presented
by Chille et al. in “Quantum uncertainty in the beam width of spatial
optical modes,” Opt. Express 23, 32777 (2015), which investigates the
beam width noise independently of the measurement system. Finally,
we present numerical simulations which furnish realistic and promising
predictions for possible experimental studies.
1 Noise in spatial beam parameters
Consider raindrops falling on a terrace covered by tiles. The probability that,
in a given time interval, exactly N drops hit a specific tile, is known to follow
a Poisson distribution. An analogue situation occurs in our eyes when, under
the condition of very low light intensity, only a few photons are detected by
the arrangement of high-sensitive rods [1]. In this case, the probability that N
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photons excite a given rod will not be generically Poissonian, but will depend
on the quantum state of light entering the eyes. A similar circumstance takes
place in many quantum optics experiments when photons are detected by a
multipixel CCD camera. In all these three cases, one considers the spatial
statistical distribution of either raindrops or photons detected by a pixelated
surface. We want to note that, of course, there is a fundamental difference in
the description of classical raindrops and quantum particles [2].
In this work, we develop a quantum theory of bosonic particle measurements by
multipixel detectors. Specifically, we determine how some spatial characteristics
of a beam of bosonic particles (as, e.g., its central position and width) are
affected by the quantum state of the beam. As an exemplary case, we treat in
great detail multipixel detection of electromagnetic particles, namely photons,
a topic that has received increasing attention in recent years [4–8]. Within
this context, it is well-known that quantum noise limits the precision of optical
measurements [9, 10]. Thus, the reduction of the quantum noise is a natural
goal to aim for. In order to do so, one has to develop a deeper understanding
of its origin.
Prior investigations have been carried out for many different spatial beam
parameters and in many different manners. In the late nineties, the transverse
distribution of intensity noise in the far field of semiconductor lasers has been
studied in [11]. The authors have shown that a large amount of the noise
is actually present in the transverse modes that are nonlasing. The spatial
distribution of squeezing generated by parametric down conversion, either in
near field or far field, has also been investigated [12].
Later, there have been a number of papers about the measurement of small
transverse displacements of light beams [13]. They investigated optimal mea-
surements, as well as the quantum noise, setting a limit to the precision of these
measurements. Moreover, they showed that it is possible to reduce the quantum
noise limit by introducing squeezed light in appropriate spatial modes [6,14,15].
In particular, measurement of a TEM00 beam displacement by means of a homo-
dyne detection utilizing a TEM10 mode as a local oscillator has been compared
to the measurement with a split detector [16].
Another example for an application for which the quantum noise in the
spatial domain is important is microscopy. In particular super-resolution mi-
croscopy requires the ability of determining the location of optical point sources
accurately. In [7, 17], the associated quantum limits are derived and an en-
hancement of the accuracy by the use of squeezed light in appropriate modes is
discussed.
The usual way to monitor the transverse distribution of light in an image is
by using a CCD camera, i.e. a multipixel detector. The topic of detecting spatial
parameters by a multipixel detector is approached in a fundamental way in [18].
The origin of quantum noise for different measurements, i.e. for different linear
combinations of the pixel’s outputs, is investigated. Moreover, it is shown that
it is possible to reduce the noise below the standard quantum limit by utilizing
squeezed light in a particular spatial mode for preparing the laser beam.
In the present work, we approach the problem from a more practical point of
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view and present a theory that allows us to take experimental imperfections and
technical conditions into account. We provide a complete theoretical descrip-
tion of spatial measurements by means of a pixelized detector. Our aim is to
investigate the experimental feasibility of the measurement of beam parameters
and their noise by state-of-the-art detectors. In particular, we investigate the
noise in the measurement of the beam width and the beam position.
The standard theory of quantum photodetection gives the probability dis-
tribution for counting N photons in a given time interval, say t to t+T [20,21].
Conversely, the main goal of this work is determining the probability distribu-
tion for counting N photons in a given limited area, say a specific pixel, of the
detector surface.
According to elementary statistical considerations, such a probability distribu-
tion for a uniformly illuminated multipixel detector is expected to be a multi-
nomial distribution, basically arising from distributing N photons amongst M
pixels. We found that this educated guess holds true for single mode states of
the electromagnetic field. Conversely, for multimode states, in particular entan-
gled ones, the situation is expected to be more complicated [19]. In addition,
we find that the spatial mode profile of the light beam affects the distribution
of quantum noise as well.
We start the presentation of our work by giving an introduction to the for-
malism that we use to describe the light field and the multipixel detector in
Sec. 2. We then determine the probability distributions for the photon counts
of the set of pixels for both an ideal and an imperfect photo detector. We de-
velop an analytic theory for the noise in the beam width and position based
on the derived probability function and compare it to the continuous theory
presented in [3], which is independent from the measurement system. Finally,
the results of our numerical simulations are presented and the associated exper-
imental measurement procedure is discussed. We take technical difficulties and
imperfections into account and thus give the results for realistic measurement
conditions. While [3] provided a fundamental investigation of the quantum un-
certainty present in the beam width, this work shows what is experimentally
measurable, and thus how the noise affects realistic measurements.
2 Description of the light field
A light field can be expanded in whatever mode basis one prefers. Usually, one
chooses the basis that fits best to the light field one seeks to describe. Common
bases are tilted plane waves, and, for the subset of paraxial beams propagating
in a given mean direction, the Hermite-Gauss or the Laguerre-Gauss modes.
More generally, we may choose to decompose the complex field of interest
E(x, z) on any orthonormal set of normalisedsolutions of Maxwell equations
{ΦK(x, z)} [23, 24]:
E(x, z) =
∑
K
EKΦK(x, z), (1)
where x = (x, y) are the transverse coordinates. According to the chosen set
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of modes, E(x, z) can be any field solution of Maxwell’s equations, or a subset
of these. In the following, we assume that the light beam propagates along the
z-axis, and we consider the transverse variation of fields only in the (x, y) plane
where the CCD camera is placed. Therefore we can omit the z variation of
the various quantities that we will introduce. The single index K may actually
denote a pair of independent indices. For example, for Hermite-Gauss modes,
K stands for (n,m), with n,m ∈ {0, 1, 2, ...}.
An annihilation operator aˆK is associated with each mode. It is determined
by integrating the local annihilation operator aˆ(x) over the mode ΦK(x) in the
CCD camera plane:
aˆK =
ˆ
d2xΦ∗K(x)aˆ(x), (2)
where, by definition,
[
aˆ(x), aˆ†(x′)
]
= δ(x− x′).
If the set of modes ΦK is a basis of the whole space of Maxwell equations
(for example the plane wave and the Hermite-Gauss basis), one has in addition
the completeness relation∑
K
Φ∗K(x, z)ΦK(x
′, z) = δ(x− x′) (3)
which enables us to invert relation (2)
aˆ(x) =
∑
K
aˆKΦK(x, z) (4)
In other cases, it is beneficial to adapt the mode basis to the system the light
is interacting with. As we are investigating a CCD camera with discrete pixels,
we define operators aˆij associated with the pixels resembling the annihilation
operators aˆK for the modes ΦK in Eq. 2: the operator aˆ(x, z) is integrated over
the surface of the pixel. For this purpose, the two-dimensional step function
Θij(x) = Θ(d − 2|x − xi|)Θ(d − 2|y − yi|) is utilized, where {i, j} is the pair
of coordinates characterizing the position of the individual pixel centered at
xij = {xi, yj} and d is the pixel width. We thus write
aˆij(z) =
1
d
ˆ
d2xΘij(x)aˆ(x, z), (5)
where the factor 1/d ensures the normalization. Please see the end of this sec-
tion for further comments on this approach. The resolution of the measurement
is limited due to the integration over a finite region of transverse space. Ac-
cording to the Shannon-Nyquist sampling theorem [25], the upper limit of the
measurable spatial frequency components equals 1/2d. This limitation is inher-
ent in the measurement scheme, i.e. unavoidable when a multipixel detector is
utilized as it is necessarily discretized.
To clarify the nomenclature for the description of the CCD camera, the
sketch in Fig. 1 gives a visualization. A fundamental Gaussian beam impinging
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on the set of pixels is depicted. We assume the pixels are squares of width d.
In total, the camera possesses N = 4M2 pixels, where 2L is the width of the
square CCD camera, with L = Md. The indices i and j defining each pixel are
chosen such that the x and y coordinates of the pixels’ centers are given by
xi = −L+
(
i− 1
2
)
d, (6a)
yj = −L−
(
j − 1
2
)
d. (6b)
The top-left pixel is thus centered at x11 = (−L+ d/2, L− d/2) and the bottom-
right pixel is centered at x2M,2M = (L− d/2,−L+ d/2).
Figure 1: CCD camera. The pixel array of the detector is illuminated by the
impinging light beam, for example with the spatial profile of a fundamental
Gaussian mode.
To investigate the effect of the impinging light beam on the CCD camera,
we perform the transition from the mode basis {φK(x, z)} to the pixel basis.
We thus link the description that suits the light field to the description that
matches the measurement system. We express aˆij , in terms of the annihilation
operators of the complete mode basis aˆK . Substituting Eq. (4) in Eq. (5), we
obtain
aˆij(z) =
1
d
∑
K
aˆKUKij(z), (7)
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where we have defined the mode-pixel superposition coefficient as
UKij(z) =
ˆ
d2xΦK(x, z)Θij(x). (8)
We have thus obtained a very useful expression that allows us to write down
the effect of the light modes on the pixels. For the moment, we assume that the
multipixel detector counts all of the photons impinging on each pixel. Imperfect
detection will be considered later. We are thus searching for the expression for a
quantum state with n photons localized within the pixel centered at xij . We can
write this state by means of aˆ†ij for the pixel (i, j) that we have just determined
as
|n; ij〉 = 1√
n!
(
aˆ†ij
)n
|0〉 . (9)
Following the same approach as in Eq. (2), we define a pixel photon number
operator nˆij as
nˆij(z) =
ˆ
d2xaˆ†(x, z)aˆ(x, z)Θij(x) (10)
such that
nˆij |n′; kl〉 = n′δikδjl |n′; kl〉 . (11)
The following equal-z canonical commutation relations hold:
[aˆ(x, z), nˆij(z)] = Θij(x)aˆ(x, z), (12)
[nˆij(z), nˆkl(z)] = 0, (13)
[aˆij(z), nˆkl(z)] = δikδjlaˆij(z). (14)
By means of the operator nˆij , the photons measured by the pixel (i, j) can
be counted. The pixel annihilation operators aˆij(z) defined via Eq. (5), have
been introduced with the aim of building the eigenstates |n; ij〉 of the pixel
photon number operator, as shown in Eq. (9). The definition of nˆij(z) given in
Eq. (10) is the most natural one: this operator simply counts the total number
of photons recorded by the pixel (i, j). However, the pixel annihilation and
creation operators aˆij(z) and aˆ
†
ij(z), respectively, are not related to the pixel
photon number operator nˆij(z) by the common relation nˆij = aˆ
†
ij aˆij . This is due
to the fact that although Eq. (2) and Eq. (5) are formally similar, their physical
content is quite different. In the first case, the mode functions ΦK(x) form a
complete basis of R2; in the second case the “pixel mode functions” (1/d)Θij(x),
do not (at least, not in the conventional sense). In fact, we built the pixel mode
functions exploiting the concept of Weyl’s eigendifferentials, which are special
vector states that have only a finite extension in space (in the R2 domain), as
illustrated in detail in [26–28].
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3 Probability distribution for the photons mea-
sured by an ideal photodetector
To make a statement about spatial measurements and their noise, we need to
know how the impinging photons are distributed over the surface of the detec-
tor. We thus determine the photon probability distribution in the following.
This means that we have to find an answer to the question how likely it is to
find a data set with ni photons in the i-th pixel. We start by investigating an
ideal photodetector where the number of photons is equivalent to the number of
counts and extend our theory to realistic, i.e. imperfect detectors, afterwards.
We assume that the ideal multipixel detector is placed in a given plane perpen-
dicular to the propagation axis z and that the beam is prepared in the quantum
state |ψ〉. The probability that the pixel centered at xi1j1 will count n1 photons,
the pixel centered at xi2j2 will count n2 photons, ..., and the pixel centered at
xiN jN will count nN photons can be expressed by the overlap of the impinging
state |ψ〉 and the state with ni photons in the i-th pixel |n1, n2, ..., nN 〉:
P (n1, n2, ..., nN |ψ) = | 〈n1, n2, ..., nN |ψ〉 |2. (15)
In order to simplify the notation, we use |nν〉 as shorthand for |nν ; iνjν〉 and
aˆν = aˆiνjν in the following. We define the cumulative index ν as ν = ν(i, j) ≡
2M(i− 1) + j.
For the sake of simplicity, we will restrict our studies in the present paper
to single mode states in a mode ΦK(x, z) of given K-value. |ψ〉 can then be
written as
|ψ〉 =
∑
n
ψn |n〉 =
∑
n
ψn√
n!
(
aˆ†K
)n
|0〉 . (16)
The state |n1, n2, ..., nN 〉 = |n〉 is expressed by the creation operators associated
with the pixels, as well as the impinging quantum state |ψ〉 is described best by
means of the creation operator of its mode K, so that we get
〈n|ψ〉 = 1
(n1!...nN !)1/2
∑
n
ψn√
n!
〈0|aˆn11 ...aˆnNN (aˆ†K)n|0〉 . (17)
From Eq. (17) it becomes obvious that we need to investigate relations between
the creation and annihilation operators and we determine the following useful
quantities:
[aˆν , aˆ
†
K ] =
1
d
UKν , (18)
[aˆν , (aˆ
†
K)
n] =
n
d
UKν(aˆ
†
K)
n−1, (19)
(aˆν)
m(aˆ†K)
n |0〉 = n!
(n− s)!
U sKν
ds
aˆm−sν (aˆ
†
K)
n−s |0〉 , (20)
=

n!
dnU
n
Kν aˆ
m−n
ν |0〉 = 0 for n < m,
n!
(n−m)!dmU
m
Kν(aˆ
†
K)
n−m |0〉 for n ≥ m.
(21)
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Using these results, we can determine 〈n|ψ〉 as
〈n|ψ〉 = ψN
√ N !
n1!...nN !
N∏
ν=1
(
UKν
d
)nν
, (22)
where N = n1 + ...+ nN is the total number of measured photons.
According to Eq. (15), we take the modulus square of Eq. (22) and obtain
P (n|ψ) = |ψN |2 (n1 + ...+ nN )!
n1!...nN !
pn11 ...p
nN
N , (23)
with the probabilities pν ≡ |UKν |2/d2. The amplitude ψN depends on the
impinging quantum state, it may for example take the following values:
ψN =

1, for a number state |N 〉 ,
exp(− |α|22 ) α
N
(N !)1/2 , for a coherent state |α〉 ,
(N sechs)1/2
(N/2)!
(
− eiϑ2 tanh s
)N/2
, for a squeezed vacuum |ζ〉 ,
n
N/2
th
(1+N )(1+N)/2 , for a thermal state,
(24)
with ζ = s exp(iϑ) and N/2 ∈ Integers for the squeezed vacuum state. For the
thermal state, the mean photon number nth is given by nth =
[
eβ~ω − 1]−1,
with β = (kBT )
−1, and kB being Boltzmann’s constant.
The probability distribution in Eq. (23) is a multinomial-like distribution, as
anticipated in the introduction. It provides us with comprehensive information
about the measurements of the camera. From this, we may derive for example
the fluctuations in the position as well as of the width of the beam. We may
take advantage of the fact that it is a multinomial-like distribution by exploiting
known relations and properties (see Sec. 5). It also simplifies simulations from a
technical point of view, as common programs like Mathematica provide built-in
functions for multinomial distributions.
4 Influence of imperfect detectors on measure-
ments
In reality, a photodetector always exhibits imperfections. The dominating effects
are a reduced detection efficiency and dark counts. In the following, we discuss
how to treat the first. The latter will be taken into account in the simulations
in Sec. (6).
A reduction of the detection efficiency effectively means that losses occur. In
quantum optics, losses are typically modeled via a beamsplitter with appropriate
transmittivity and reflectivity [20]. In this way, the vacuum fluctuations come
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into play by entering the system by the unused port of the beamsplitter. For the
multipixel detector, each pixel experiences these losses and we thus may model
the detection inefficiency by a beamsplitter preceding each pixel as shown in
Fig. (2). The input operators thus are the signal aˆν and the noise operator fˆν
pixels 1 2 3 4 5 6
BS
Figure 2: Modelling an inefficient detector. To describe an inefficient detector
theoretically, one can model it as an ideal detector preceded by beamsplitters,
one in front of each pixel. The input signal aˆν under investigation is super-
imposed with the vacuum fˆν on the beamsplitter (BS). Thus, fˆν is the noise
operator that comes into play due to the detection inefficiency. Aˆν and Fˆν refer
to the output modes of the beam splitter. While the mode associated with Aˆν
is measured by the detector pixel, the mode of Fˆν is not measurable in practice.
that represents vacuum. The output operators Aˆν and Fˆν can be expressed in
terms of the input operators as
Aˆν = τ aˆν + ρ fˆν , (25)
Fˆν = τ fˆν + ρ aˆν , (26)
where τ is the transmittance and ρ the reflectance of the beam splitter. For
each pixel of the detector, there is another pixel mode at the other output
port of the beam splitter that we cannot measure. Here, this corresponds to the
mode Fˆν . Following the same approach as in the previous section about the ideal
photodetector we want to determine the probability distribution of the photons,
i.e. the probability that the pixel centered at xi1j1 will count n1 photons and
will miss m1 photons, the pixel centered at xi2j2 will count n2 photons and will
miss m2 photons, ... the pixel centered at xiN jN will count nN photons and
will miss mN photons. We may express it as the overlap between the impinging
state |ψ〉 |Ω〉, where |Ω〉 denotes the vacuum state, and the state |n,m〉 counting
the measured and missed photons n = n1, n2, ...nN and m = m1,m2, ...mN , and
we write
P (n,m|ψ) = | 〈n,m|ψ〉 |Ω〉 |2. (27)
The impinging state consists of the state under investigation
|ψ〉 =
∞∑
n=0
ψn√
n!
(
aˆ†K
)n
|0〉 (28)
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and the vacuum state entering the unused ports of the beam splitters in front
of the pixels |Ω〉 = ∏Nν=1 |Ων〉. We write |n,m〉 in terms of the creation and
annihilation operators of the output ports of the beam splitters as
|n,m〉 =
N∏
ν=1
(Aˆ†ν)
nν
√
nν !
(Fˆ †ν )
nν
√
mν !
|0〉 |Ω〉 . (29)
We rewrite the output operators Aˆ†ν and Fˆ
†
ν in terms of the input operators aˆ
†
ν
and fˆ†ν according to Eq. (25) and Eq. (26). As fˆν and aˆν commute, we may use
the binomial theorem and get
〈n,m|ψ〉 |Ω〉 =
N∏
ν=1
1√
nν !mν !
[ nν∑
kν=0
mν∑
lν=0
(
nν
kν
)(
mν
lν
)
τnν−kν+lνρmν−lν+kν
〈0|aˆnν−kν+mν−lνν |ψ〉 〈Ων |fˆkν+lνν |Ων〉
]
, (30)
where 〈Ων |fˆkν+lνν |Ων〉 is nonzero only if kν = lν = 0 for all ν = 1, 2, ..., N .
This simplifies the expression significantly as only the first term remains. A
straightforward calculation along the lines of the one in the previous section
gives
P (n,m|ψ) = |ψD|2D!
N∏
ν=1
Tnνν
nν !
Rnνν
mν !
, (31)
with Tν ≡ |τ |2U 2Kν/d2 and Rν ≡ |ρ|2U 2Kν/d2 and D = N +M, where N =
n1 + n2 + ...+ nN and M = m1 +m2 + ...+mN .
In practice, we do not have any information about the missed photonsmν as they
are lost due to the detector inefficiencies. Consequently, we should trace with
respect to the unobserved ports of the beamsplitters and in that way calculate
the probability P (n|ψ) of the detection of N photons. In this way, we obtain
P (n|ψ) =
∞∑
m1=0
∞∑
m2=0
...
∞∑
mN=0
P (n,m|ψ). (32)
We have thus obtained a probability distribution for the photons counted by
these individual pixels of a CCD camera with a reduced detection efficiency. The
present formula is a multi-pixel generalization of the Kelley-Kleiner formula [29].
We will use it, as well as the one for the ideal detector derived in the previous
section, for simulations of the measurement process. In Sec. 6, we will explain
the approach in detail and show the results of our simulations for the noise in
the studied spatial beam parameters.
5 Analytic theory on the noise in width and po-
sition of the light beam
Once the probability distribution for the photon counts is known, one may
procede in different ways. In Sec. 6, we present simulations. In the present
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section, we want to show how to approach the problem analytically using the
properties of the multinomial distribution we derived above. We study the
uncertainty in the beam position and beam width. The uncertainty in the
beam width has been investigated analytically in [3] already, yet in an entirely
different manner. In the present work, we assume a multipixel detector and,
in particular, take the discretization due to the pixelized detector into account.
The problem is thus approached from a rather experimental point of view. In [3],
a more fundamental concept is used that is independent of the detection system.
However, we show that the results of the calculations in [3] and in our work
utilizing a discretized measurement scheme and the properties of a multinomial
distribution are consistent.
As claimed before, we want to approach the problem from a practical point
of view. To measure the variance of a quantity in an experiment, one carries
out the measurement repeatedly and then determines the variance from the
results of these repeated measurements. To attain good statistics, the number of
measurements has to be sufficiently large. In the following, we use this procedure
to determine the variance of the beam width and the beam position analytically.
We start by investigating the beam width noise as this quantity will turn out
to exhibit a remarkable behavior.
In every run r of the experiment, we define the beam width as
Wr =
1
C
N∑
ν=1
|xν |2nνr. (33)
Here C = (1/R)
∑R
r=1 Cr is the average number of counts during the entire
experiment, and Cr =
∑N
ν=1 nνr the counts in one run of the experiment. For
the moment, we are assuming an ideal detector such that the average number
of counts is equal to the average number of photons n.
The choice of the normalization factor in Eq. 33 might seem surprising at first
sight as 1/C is used instead of 1/Cr, which would be standard procedure. We are
thus normalizing by the average number of counts during the entire experiment,
and not by the average number of counts in the run r. To understand the
motivation for this practice, let us assume for a moment that we used Cr instead.
We would thus write
W ′r =
1
Cr
N∑
ν=1
|xν |2nνr. (34)
Accordingly, the average beam width would be determined to be
W
′
=
1
R
R∑
r=1
W ′r
=
N∑
ν=1
[
|xν |2
(
1
R
R∑
r=1
nνr
Cr
)]
. (35)
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From a theoretical point of view, the average quantity between parentheses in
the equation above is not easy to evaluate. For this reason, we use the definition
from Eq. 33 for Wr and determine the average beam width from it as
W =
1
R
N∑
r=1
Wr, (36)
where R is the total number of runs. By inserting Wr from Eq. (33) into Eq. (36),
we get
W =
N∑
ν=1
|xν |2nν
N∑
ν=1
nν
, (37)
where nν is the average number of photons counted by the pixel ν. To determine
the variance Var[W ] = W 2 −W 2 of the beam width, we still need to calculate
the average value of the squared beam width W 2 = 1/R
∑N
r=1W
2
r . By inserting
Eq. (33), we get
W 2 =
1
C
2
N∑
ν,µ=1
|xν |2|xµ|2nνnµ. (38)
The fundamental properties of the multinomial distribution [31] that dominates
the probability distribution of the photons allows us to determine nν and nνnµ
to be equal to
nν =
∞∑
N=0
wNE[nν ] = npν , (39)
nνnµ =
∞∑
N=0
wNE[nνnµ] = npνδνµ + (n2 − n)pνpµ, (40)
with n =
∑∞
N=0 wNN . E[x] denotes the expectation value of the random
variable x. We determine further for W from Eq. (37) and W 2 from Eq. (38)
W =
N∑
ν=1
|xν |2pν , (41)
W 2 =
1
n
N∑
ν=1
|xν |4pν + n
2 − n
n2
(
N∑
ν=1
|xν |2pν
)2
. (42)
In analogy to the nomenclature in [3], we use the abbreviationsD ≡∑Nν=1 |xν |2pν
and F ≡ ∑Nν=1 |xν |4pν in the following, and derive the normalized variance of
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the beam width as
Var[W ]
W
2 =
1
n
[(
n2 − n2
n
− 1
)
+
F
D2
]
(43)
=
1
n
(
Q+
F
D2
)
, (44)
where we introduced Mandel’s Q parameter [32] in the second step. We use
the square of W for the normalization to match the dimension of Var[W ]. The
obtained relation is in perfect accordance with the result for single mode states
in [3].
Furthermore, we perform the same calculations for the beam position using both
concepts. We define the beam position as the centroid of the spatial intensity
distribution. The location of this centroid is given by two coordinates xc and
yc. As we are usually studying symmetric cases, we will restrict ourselves to
discussing the x-coordinate only. The y-coordinate may of course be treated
accordingly and for an asymmetric mode, it is conceivable that the noise in the
y-coordinate is different from the noise in the x-coordinate. For one run of the
experiment, the x-coordinate of the beam position is given by
Pr =
1
C
N∑
ν=1
xνnνr . (45)
All the following calculations are performed in perfect analogy to the ones for
the beam width and will therefore not be discussed in further detail. As a result,
we get for the noise in the beam position
Var[P ] =
(
Dx −G2x
) 1
n
+
Var[n]
n2
G2x, (46)
with Dx ≡
∑N
ν=1 x
2
νpν and Gx ≡
∑N
ν=1 xνpν . The aforementioned continuous
analytic theory following the approach of [3] gives
〈δPˆ 2〉 = (D00x −G200x) 1〈nˆ〉 + 〈δnˆ2〉〈nˆ〉2 G200x, (47)
withD00x =
˜
x2|u0(x, y)|2dxdy andG00x =
˜
x|u0(x, y)|2dxdy, where u0(x, y)
is the classical mode amplitude of the studied light beam. By comparing Eq. (46)
and Eq. (47), one can see that both theories give consistent results again.
We choose and may always choose the coordinate system in such a way that the
centroid is located at the origin. In this case, Gx is equal to zero. We may thus
write Var[P ] = Dx/n and see that the noise in the position does not depend on
the quantum state of the mean field mode. Please note that this statement is
valid for single mode states only. It is in accordance with the findings in [13,18].
6 Measurement procedure, simulations & results
The most intuitive and straightforward way of measuring the variance of the
beam position or width is to determine the respective beam parameter in several
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runs as described by Eq. (33) and to calculate the statistical variance from the
results of these repeated measurements.
In our simulations we follow the same approach and implement it in Math-
ematica. By using the determined probability distribution (see Eq. (23) and
Eq. (31)), we generate numerical values simulating measurement data as one
would receive it from the measurement with a CCD camera.
For the simulation, we need to rewrite some of the derived formulas in a way
that they are suitable for a computational treatment. To describe the photon
probability distribution, we use Eq. (23) and rewrite it as
P (n|ψ) = wN f(n;N ,p), (48)
where wN = |ψN |2 (see Eq. (24)) and f(n;N ,p) is the multinomial distribution
function in the N variables n = n1, ..., nN , with parameters p = p1, ..., pN . The
multinomial distribution is only valid if at least one photon is impinging on the
photodetector. For N = 0, we have to assume a discrete uniform distribution
in the interval {0, 0}. Accordingly, the total probability distribution for the
photodetection of the state |ψ〉 is given by
Ptot(n|ψ) =
∞∑
N=0
wN g(n;N ,p), (49)
where
g(n;N ,p) =
{
unif{0, 0}, N = 0,
f(n;N ,p), N ≥ 1. (50)
This mixed distribution can be simulated by means of a built-in Mathematica
function. We describe the implementation in [30].
We thus obtain data sets of photon counts for the individual pixels of the pho-
todetector. From these data sets, we are able to determine both the beam
position and beam width. By performing a high number of measurement runs,
we obtain sufficiently good statistics to determine the variances of these beam
parameters.
As an example, we investigate a fundamental Gaussian beam for different
quantum states in the following. In particular, we study a coherent, a Fock
and a thermal state. For the CCD camera, we assume 10 × 10 pixels. Fig. (3)
shows the classical mode shape as it is captured by the CCD camera. We see
the discretized shape of a fundamental Gaussian beam profile that covers the
CCD camera surface nicely and takes full advantage of the available pixels.
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Figure 3: Fundamental Gaussian beam profile captured by a CCD camera with
10×10 pixels. The discretization of the spatial distribution in the measurement
process has to be taken into account: if the number of pixels is too small, an
accurate determination of the beam width is not possible.
(a) (b)
Figure 4: Mean values of (a) the beam position and (b) the beam width for
different photon numbers for a coherent state. The results for the continuous
and discrete theory coincide for the beam position, but differ by about 0.5% for
the beam width. This is due to the discretization of the detector that is taken
into account for the discrete theory. The results for the numerical simulation
(red points) fluctuate by a few percent. These small fluctuations could still be
overcome by performing an even higher number of runs R of the experiment. We
determined the mean values of the results from 200 numerical simulations and
calculated the standard deviation of these such that we obtained the indicated
error bars (blue crosses).
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By using the probability distribution in Eq. (49), we generate data sets. The
mean values of beam position and width are depicted in Fig. (4). We refer to the
theory derived in Sec. 5 as discrete theory, while we call the theory presented
in [3], which is independent of the measurement scheme, continuous theory in
the following. For the beam width noise, we see a difference between the results
obtained from the discrete and continuous theory that stems from the discretiza-
tion of the spatial shape due to the limited number of pixels. The scattering of
the data points from the numerical simulation would diminish if a higher number
of runs of the experiment was performed. Anyway, these fluctuations amount
only to a few percent already. We investigated the reproducibility of the mean
values of width and position in the simulations by performing 200 repetitions
of the numerical simulation of these values and determined the mean values
and the standard deviations that serve as errorbars. Fig. (5)-(6) illustrate the
(a) (b)
Figure 5: (a) Noise in the beam position for different photon numbers (for a
Fock state): numerical results, discrete and continuous theory. Please note that
the noise in the beam position is independent of the quantum state, we show
exemplarily the plot for a Fock state. From the figure, one can tell that it
decreases with increasing photon number. The results from the numerical simu-
lations, discrete and continuous theory for η = 1 show a good agreement. Even
for a reduced detection efficiency of η = 0.9, the result hardly alters. Whereas,
for η = 0.5 one observes a significant noise increase.
(b) Noise in the beam width for different photon numbers for a Fock state: nu-
merical results, discrete and continuous theory. In general, the noise is decreas-
ing with increasing photon number. The results obtained from the simulations,
the discrete and the continuous theory show a good agreement. For a very
low detection efficiency of η = 0.5, the noise in the beam width is on a higher
level. This is due to the increased contribution of vacuum fluctuations because
of higher losses.
noise in beam position and width for coherent, Fock and thermal states as a
function of the mean photon number. The numerical results coincide with the
results obtained from the discrete theory presented in this article (dashed black
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(a) (b)
Figure 6: (a) Noise in the beam width for different photon numbers for a coher-
ent state: numerical results, discrete and continuous theory. For the coherent
state, the noise level is higher than for the Fock state (see Fig. (5b)). It never-
theless has a similar
√
1/n dependence. Theory and numerical simulations are
in good agreement too.
(b) Noise in the beam width for different photon numbers for a thermal state:
numerical results, discrete and continuous theory. For the thermal state, the
noise level is higher than for Fock and coherent state. The results of the simu-
lations are less smooth, but still fit to the theory curves.
line) as well as with the results of the continuous analytic theory (green line)
from [3]. The green circular data points in the plots indicate the results for a
perfect detector. The noise decreases with 1/
√
n. For the limit of an infinite
photon number, it approaches 0 for the coherent and the Fock state, and 1 for
the thermal state. The lowest noise level is achieved for the Fock state, the
highest for the thermal state. For the blue points, we assumed a reduced de-
tection efficiency of 90 % and 10 dark counts per s. The dark counts have been
modeled as an additional Poissonian distribution. We choose a measurement
time per image of 300 ns such that the detector exhibits 30 · 10−9 dark counts
per image. For the simulations illustrated in Fig. (5)-(6), we took 103 images in
total. It has been proven that these characteristic values can be achieved for a
superconducting nanowire single photon detector array in [33]. One can see that
for this detector performance, there is hardly a difference between the results
for the perfect and the realistic detector. In order to show what would happen
if we used a detector with a very low detection efficiency, we also determined
the noise for the beam position and the beam width for a detector with an effi-
ciency of 50 %. The results for this case are indicated in red. One can see that
for the very low detection efficiency of 50 %, the noise increases significantly.
Nevertheless, the dependence on the photon number is still perceivable even in
this case.
Our results show that a measurement of the noise in beam position and width
is feasible by means of state-of-the-art detectors.
17
7 Conclusion
In this article, a method of describing spatial measurements of bosonic particles
with multipixel detectors has been presented. We give the probability distri-
bution of the photon counts for the detection of single mode quantum states
(Eq. (23)), and show explicit expressions for some common states (Eq. (24)). We
used this knowledge to investigate the noise in the measurement of spatial beam
characteristics, namely beam position and width. Analytic expressions for the
beam width noise and the position noise have been derived (see Eq. (43) and
Eq. (45)). We pointed out that the results obtained from the discrete theory de-
rived here coincide with those obtained from the continuous theory put forward
in [3].
Furthermore, we have shown how to take detector inefficiencies into account
(Eq. (32)) and included dark counts in our simulations illustrated in Fig. (5)-
(6). The simulations under realistic measurement conditions give very good
results that are extremely close to the theoretical expectations without imper-
fections.
We have thus provided a tool for the description of quantum measurements with
multipixel detectors and have shown the impact of quantum noise on spatial
beam parameters. This can be verified experimentally by means of state-of-the-
art detectors.
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