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Chapter 1
Introduction
Human interaction was the main application in mind driving the evolution
of mobile communication systems in the past decades. Starting from voice
calls, targeted in the GSM era in the early nineties, mobile communication
systems evolved from supporting voice calls only to data packets transmit-
ted from and to the Internet. The introduction of the smart phone as a
mobile access point to the Internet can be seen as the main driver towards
this direction. This change has been supported by succeeding generations
of mobile communication systems simultaneously supporting an increased
number of subscribers with an ever-increasing demand of data-rate and
coverage. To this end, the current communication standard 3GPP Long
Term Evolution (LTE) has been developed to exactly target the requirements
of human-based communication. Therefore, increasing the data-rate was
longly believed to be one of the main drivers in the area of mobile com-
munication systems. However, already today we observe that the amount
of human driven communication is superseded by communication between
autonomous entities without human communication in mind, known as
Machine-to-Machine Communication (M2M). The strongly growing ﬁeld of
M2M covers various applications such as factory automation, smart grid,
environmental monitoring and smart cities just to name a few [LCL11]. The
rise of M2M applications is tremendous and it is believed that the share of
M2M devices grows from 8% of overall mobile devices in 2015 to 26% by
2020 [Cis16]. Surprisingly, it is also believed that the traﬃc caused by these
M2M devices will only represent 7% of the total traﬃc.
The characteristics of M2M fundamentally diﬀers from what nowadays
communication systems were designed for. Human based communication
is often characterized by large packets with a demand for high data-rate.
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In contrast to that many M2M applications summarize sporadic status
messages being transmitted with very small packets with low data-rate
and loose delay constraints. On the other hand, M2M applications may
also compromise high data-rate services, e.g., for video surveillance, which
are critical and therefore less delay tolerant than aforementioned use-cases.
Further, M2M traﬃc is mainly characterized by uplink traﬃc between a
device and a base-station, whereas human based communication is mainly
driven by large downlink packages. Due to the tremendous growth of M2M
traﬃc it is believed that cells in future mobile communication system will
have to support a massive number of M2M devices ranging up to 300, 000
devices per cell [TS313].
From the above statements it easily becomes clear that M2M leads to
a paradigm shift in the evolution of communication systems. From only
targeting higher and higher data-rates, upcoming generations of communi-
cation systems have to cope with diverse traﬃc originating from diﬀerent
sources. To this end, the ongoing discussions regarding the standardization
of the 5th generation of mobile communication system (5G) were, among
others, also driven by the challenge of aggregating M2M. Especially the
European project METIS being part of the 7th framework program of the
European Commission established itself as a global reference point towards
5G. METIS thereby diﬀerentiates between massive M2M and ultra reliable
M2M traﬃc [OMM16]. Massive M2M summarizes applications such as smart
cities, home automation or road and environmental monitoring. Here the
requirements are driven by massive uplink transmissions with small and
sporadic packets being transmitted. Ultra reliable M2M, on the other hand,
summarizes critical applications with strict requirements on latency and
packet error rates. Applications targeted are autonomous vehicle control,
factory cell automation and smart grid.
METIS identiﬁes the aggregation of M2M as one of the key requirements
for 5G mobile communication systems. Besides the discussions along the
lines of 5G other research projects have also identiﬁed M2M as an emerging
technology. One driver in this direction is the discussion about the fourth
industrial revolution summarized by the German initiative ”Industrie 4.0”.
Here diﬀerent projects speciﬁcally address the use-case of factory cell au-
tomation as a driver for M2M. The main emphasis within this direction is
to enable ultra reliable aggregation of short packages with very low latency
requirements. The projects summarizing recent advances in this direction
are under the umbrella of the initiative IKT 2020 funded by the Federal
Ministry of Education and Research.
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1.1 State of the Art and Open Challenges
Aggregating M2M into communication systems is not fundamentally new.
Already the second generation of mobile communication systems GSM made
ﬁrst advances towards aggregating M2M in Extended Coverage GSM for IoT
(EC-GSM-IoT) [MSP13]. Additionally, recent advances towards aggregating
M2M into LTE have been made by the 3GPP consortium. These consider
a narrow frequency band scheduled separately to aggregate M2M devices.
The key challenges into this direction have been summarized in TS 36.888 in
the corresponding LTE standardization embodiments [TS313]. Additionally,
a new narrowband air interface to aggregate M2M has been proposed by
3GPP under the name Narrowband Internet of Things (NB-IoT) as a LTE
compliant extension [3GP16]. Extending LTE towards M2M is clearly a
viable approach. However, it can be expected that the improvements made
by the ongoing standardization of the 5th mobile communication system will
surpass these advances.
The key challenges for aggregating M2M traﬃc lies in the aggregation of a
massive number of nodes only sporadically transmitting small data packets to
the base-station. One of the major challenge lies in the design of the medium
access. State-of-the-art systems such as LTE rely on orthogonal medium
access with access reservation meaning that the base-station allocates time
and frequency resources prior to any transmission of payload data. As shown
in Fig. 1.1 nodes in a LTE system perform access reservation on a dedicated
random access channel called Physical Random Access Channel (PRACH)
by sending a unique preamble to the base-station (in LTE evolved Node B
(eNB)). If the eNB successfully detects this preamble it sends an acknowledge
message in form of a so-called random access response to the node. Here the
node also gets information which time frequency resource it should use for
further communication. This resource is used by the node to request radio
resources for uplink transmissions by a scheduling request. After reception,
the eNB grants the uplink to the node which then can perform uplink
transmissions on the so-called Physical Uplink Shared Channel (PUSCH).
As indicated in Fig. 1.1 (a) the access reservation procedure in LTE consists
of four messages being transmitted between node and eNB prior to any
payload data transmission.
Such random access procedure is a viable approach for large data-packets.
A straightforward approach for scaling this access reservation would be to
extend the number of orthogonal preambles used in LTE. However, it can
be easily visualized that this impairs with the concept of reduced signaling,
targeted for small packets. Therefore, for massive M2M with up to 300, 000
nodes per cell, sporadically transmitting only small and short packets, access
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Node Base-station
Access Reservation
Ack.
Schedule Req.
Ack.
Data
Node Base-station
Random Access w. Data
Ack.
(a) Access Reservation (b) Direct Random Access
Figure 1.1: Comparison of medium access schemes. Access Reservation as em-
ployed in LTE (left) and Direct Random Access as candidate tech-
nology for M2M (right).
reservation is unproﬁtable and technically even impossible.
To cope with massive M2M recent discussions about non-orthogonal
access with reduced signaling were made [OMM16]. One promising approach
addressing the signaling aspect is called direct random access (also one shot
transmission). Direct random access is an uplink medium access procedure
tailored for sporadic M2M. Here nodes simply transmit their data package
to the base-station without prior signaling. Fig. 1.1 exemplary shows the
data-transmission for direct random access compared to access reservation as
used in LTE. As nodes simply transmit, the base-station may receive packets
from multiple nodes at the same time and has to resolve the multiuser
interference caused. Further, the base-station has no knowledge which node
was active at a given time instance such that the PHY layer task is to jointly
estimate the activity and the data of the nodes. Comparing direct random
access with access reservation carried out in LTE Fig. 1.1 (a) shows that
direct random access already saves any ’ping-pong’ like message exchange
between base-station and node.
Further, it has been shown that the physical layer aspects of direct random
access can be optimized. Here resource allocation comes into play and the
question arises how physical resources such as time, frequency or code should
be assigned to nodes that are known to be only sporadically active. It is
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almost self evident that orthogonal resource allocation leads to a waste as
most of the resources remain unused most of the time. As a consequence,
recent research has focused on optimized non-orthogonal resource allocation
as a physical layer method for direct random access [BSD13]. In turn, non-
orthogonal resource allocation causes multi-user interference that has to be
resolved at the base-station.
The enabler for still coping with this multi-user interference is the sporadic
M2M traﬃc. This even allows to overload the systems in terms of the ratio
of nodes per resource. This ratio corresponds to the load of the system
and it could be shown that reliable communication is still feasible if the
underlying system is highly overloaded [SD11, SD12] and many nodes share
few resources only. As being said, the main performance driver is to exploit
the knowledge about the sporadic structure of M2M at the base-station.
This is facilitated by algorithms taken from the ﬁeld of Compressed Sensing
to solve the underlying estimation problems. This combination is known as
Compressed Sensing Multiuser Detection (CS-MUD) and summarizes the
joint activity and data detection in non-orthogonal M2M systems based on
direct random access. The framework of CS-MUD has been developed in
the DFG funded research projects DE 1858/1-1 and DE 759/3-1 and as a
part of the contributions to the European project METIS.
1.2 Objectives of this Thesis
The objectives of this thesis address the theoretical and practical aspects of
CS-MUD. At its core, CS-MUD involves the joint activity and data detection
of nodes in overloaded systems. Consequently, besides having data-errors
only CS-MUD may also suﬀer from activity errors known as false alarm
and missed detection. Comparing data errors with activity errors shows
that activity errors have a fundamentally diﬀerent impact on the underlying
communication. While false alarm errors may be identiﬁed by higher layers,
missed detection errors lead to a loss of data that can not be recovered. To
address the task of proper activity and data detection, this thesis focuses at
three main goals.
First we have to throughly identify the particular impact of false alarm
and missed detection errors on the data-detection. More speciﬁcally, the
impact of activity errors on the data detection has to be investigated.
Based on these investigations, this thesis presents several novel concepts
and algorithms for the activity and data detection task. While considering
separate activity and data detection, this thesis also presents algorithms
based on the joint activity and data detection.
Beyond that, and as a third goal the practical aspect of this thesis, is to
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demonstrate that CS-MUD is a possible candidate technology for M2M in 5G
and beyond. We, therefore, address the key challenges identiﬁed by recent
research in M2M to formulate a possible system design. This design uses
the results achieved in this thesis as a basis for a system concept. Beyond
only showing simulative results, we also address the aspect of a possible
implementation by showing results obtained by over-the- air transmissions
carried out with a hardware demonstrator using the algorithms developed
within this thesis.
1.3 Contribution and Structure of this Thesis
The result of this thesis have been achieved by the author’s contribution
to the two DFG funded projects DE 759/3-1 and DE 1858/1-1. The main
contribution of this thesis is to addresses two previously mentioned central
questions from diﬀerent viewpoints. While starting with concepts asking for
carrying out activity and data detection optimally, the second part of this
thesis addresses practical aspects and formulates a practical system based
on CS-MUD.
• Chapter 2 lays the basis for this thesis by introducing the system model
and the probabilistic traﬃc model for M2M uplink communication. We
also review the main parts of CS-MUD to formulate a corresponding
uplink system model. More speciﬁcally we review the direct random
access and its combination with sporadic M2M. Further, the impact of
activity errors on the underlying communication system is addressed.
Here it is shown that an increased false alarm rate yields a SNR loss
at the data detection. Further, the deﬁnition of activity error rates
and the deﬁnition of the SNR is given.
• Chapter 3 addresses the sole activity detection and considers the
estimation problem from a communications engineering point of view.
Based on the deﬁnition of the activity Log-Likelihood ratio (LLR),
diﬀerent decision rules for deciding in favor of activity and inactivity are
introduced. Here we see that the conventionally optimal and often used
Maximum-a-Posteriori (MAP) approach is sub-optimal as the missed
detection rate is very high, showcasing that MAP is the wrong criterion
for the activity detection task. Therefore minimization of the weighted
false alarm and missed detection rates, the Bayes-Risk decision rule
is introduced. Indeed, it can be shown that Bayes-Risk detection
allows for controlling the activity error rates in a system. However,
the particular activity error rate a Bayes-Risk detector achieves is
hard to predict, complicating the practical implementation. Therefore,
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another concept based on Neyman-Pearson detection is considered. The
Neyman-Pearson detector takes the activity LLRs as input statistic and
estimates the optimal threshold such that a constant activity error rate
is achieved. Here, we consider the case of a constant missed detection
rate detector. The results show that constant missed detection rates
can be achieved with Neyman-Pearson detection. Beyond that, the
algorithms behind the calculation of the activity LLRs are investigated.
Here, we adapt tree search algorithms based on Sphere Decoding to
work in under-determined systems. We investigate the performance
and the complexity of the algorithms. While Sphere Decoding exhibits
high complexity, sub-optimal approaches such as K-Best detection are
investigated. The results show that K-Best detection is a good trade-
oﬀ between optimality and complexity. The results of this chapter
have been published in [MBWD12, MBD13c, MBWD13, MBD13a,
MBD13d, KMB+13, KMB+14, MBD15].
• Chapter 4 goes one step forward and considers the task of activity and
data detection jointly. Beyond only estimating symbols, also a channel
code is applied to increase the performance of the data-detection. The
approach is based on describing the underlying estimation problem on
a graph consisting of factor and variable nodes. Exchanging messages
between factors and variables corresponds to the so-called sum-product
algorithms which is applied in this chapter. The corresponding graph
for CS-MUD is composed of three diﬀerent parts. First, a multiuser
detector resolves multiuser interference given by the superposition
of multiple transmit signals on the wireless channel. A second stage
estimates the node activity state by combining the information from a
bank of multiuser detectors. Additionally, a bank of channel decoders
estimates the information bits by combining soft information from
the multiuser detectors. The corresponding algorithm is iterative
while messages between these three entities are exchanged. This
estimator performs a joint activity and data detection by delivering
soft information for the information bits for all nodes in a system. As
a consequence inactive nodes can be identiﬁed by Cyclic Redundancy
Check (CRC) carried out. Beyond that, we can show that the stages
involved help each other. More speciﬁcally, the application of a channel
code can improve the soft information for the activity estimation
while, on the other hand, the activity estimator can improve the soft
information delivered to the channel code. The resulting algorithm
is clearly superior to a separate activity and data detection, however,
the complexity is a non negligible factor. The results of this chapter
are in the stage of being published while this thesis is written.
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• Chapter 5 considers the well known concept of energy detection for
the activity detection task. Here concepts from energy detection are
adopted to perform activity detection in CS-MUD. More speciﬁcally,
the multiuser energy detection problem based on the receive covari-
ance matrix is introduced. It is shown that this approach allows for
reliable activity detection even if the channel gains are unknown to
the base-station. This is a powerful approach towards a practical ap-
plication. Further, it can be shown that the energy detection concept
applied to CS-MUD yields an SNR gain compared to state-of-the-art
Compressed Sensing concepts such as the Group Orthogonal Matching
Pursuit (GOMP). To estimate the individual node energies from the
superimposed covariance matrix a subsequent estimator is required.
Formulating algorithms for this so-called multiuser energy estimator is
the heart of this chapter. Here we introduce three algorithms ranging
from simple matching pursuits over the well known Multiple Signal
Classiﬁcation (MUSIC) algorithm to a MAP formulation of this prob-
lem. In the simulations we show that these algorithms allow for very
reliable activity detection even in fading environments. The result of
this chapter have been published in [MBD14].
• Chapter 6 takes the results of the previous chapters to formulate a
practical system concept based on CS-MUD. This chapter addresses
the key challenges for aggregating massive M2M and thereby closes
the gap between theory and practice by identifying three key tech-
nology components required. The resulting Multicarrier Compressed
Sensing Multiuser Detection (MCSM) system aggregates M2M traﬃc
in narrowband systems being part of a multi-carrier scheme being
the ﬁrst technology component. These narrowband systems allow
for non-coherent receiver concepts driven by diﬀerential modulation
that is the second technology component. Finally, on top of the
multi-carrier scheme we employ CS-MUD techniques by spreading the
information to chips which are then multiplexed to the sub-carriers.
For the activity and data detection the multiuser energy estimators
from Chapter 5 are used followed by a least squares data detector.
Beyond only simulative evaluation of MCSM, the practical veriﬁca-
tion via two hardware demonstrators from Lyrtech is shown. Here
we are able to show that simulations and practical over-the-air trans-
missions match. The results of this chapter haven been published
in [MWBD15b, MWBD15a, BMWD15, WMBD16]. The MCSM sys-
tem concept is ﬁled as a patent under the Patent Cooperation Treaty
(PCT) [MWBD16].
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1.4 Notation
In the following the the most important nomenclature is given. If not stated
otherwise this nomenclature is valid throughout all parts of this thesis. The
extended list of this nomenclature can be found in the list of symbols at the
end of this work.
• Small italic characters denote scalars x and bold italic lowercase char-
acters denote a column vector x. Upper case bold italic characters
denote a matrix X
• Sets are indicated by callicraphic characters A
• Columns of a matrix are denoted in MATLAB notation and X(:,n)
denotes the nth column vector of while X(n,:) denote the nth row
vector of the matrix X, respectively.
• The dg (X) operator returns the diagonal elements of the matrix X.
Applying the dg (x) operator to a vector sets up the diagonal matrix
with the vector x on the main diagonals. The vec (X) operator stacks
the columns of the matrix as a row-vector.
• The transpose of a matrix is denoted as XT and XH denotes the
hermitian of the matrix. X−1 denotes the matrix inverse and X†
denotes the left side Moore Penrose inverse of the matrix.
• The N × N identity matrix is denoted as IN . The N × L all zero
matrix is denoted as 0N×L and 0N denotes the N dimensional all zero
vector.
• |x| denotes the absolute value of a variable whereas ‖x‖p denotes the
p-norm of a vector. Within this thesis we use the ‖x‖0 zero-”norm” to
measure the number of non-zero elements in a vector. ‖X‖F denotes
the Frobenious norm of a matrix.
• A Probability Density Function (PDF) of the random variable y is
written as py(y), a likelihood function of the variable x based on the
observation y is written as py(y|x). A Probability Mass Function
(PMF) is written as Pr(x). The notation used in this thesis does
not diﬀerentiate between realizations of random variables and their
processes.
• The natural logarithm is denoted as log, whereas log10 is the logarithm
w.r.t. the basis 10.
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Chapter 2
M2M Communication and
Compressed Sensing
Multiuser Detection
2.1 Overview
Within this chapter we lay the basis for subsequent chapters by introducing
the system model for the M2M uplink communication considered. Therefore,
Section 2.2 starts with a formal description of the respective uplink scenario
and introduces the system model for sporadic M2M uplink communication.
This includes the formal description of the nodes and the traﬃc model
causing sporadic M2M. Further, the aspect of sporadic direct random access
is reviewed in Section 2.3. Here, we show that resource eﬃcient direct
random access leads to a joint activity and data detection problem that can
be cast as an underdetermined set of equations. This draws the connection
to Compressed Sensing, whose application to multiuser detection, known
as CS-MUD is also reviewed in Section 2.3. There it is shown that the
application of Compressed Sensing to communications requires a reﬁned
look at the particular error events that occur. Especially the activity error
events, known as false alarm and missed detection are of major importance
and are deﬁned in Section 2.4. It is shown that the impact of both errors on
a system is fundamentally diﬀerent. While missed detection errors lead to a
loss of data, false alarm errors lead to a SNR loss for the data detection.
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2.2 Sporadic Machine to Machine Uplink
Communication
The M2M scenario considered within this work is depicted in Fig. 2.1, where
in total N nodes sporadically transmit data to a central base-station. The
base-station
3
t
2
t
1
t
sensor nodes
N
t︸︷︷︸
Data Frame
Figure 2.1: Machine to Machine uplink system with N nodes that sporadically
transmit data to a central base-station
nodes are only sporadically active to transmit a data-frame to the base-
station. More speciﬁcally, the time is assumed to be divided into slots.
Active nodes wait for the beginning of a slot to transmit a data-frame to the
base station. Further, nodes are assumed to be simple devices with limited
processing capabilities. In contrast to that, the base-station is equipped
with proper processing capabilities to carry out complex estimation tasks.
2.2.1 Augmented Modulation alphabet and Traﬃc
Model
With Fig. 2.1 we now consider one particular slot and describe the processing
of one node within this slot. Since nodes can be active or inactive, we
require a node model reﬂecting this activity state. We therefore employ a
detection model, which summarizes active and inactive nodes. To describe
the processing, we consider any active node denoted as node n. As shown
in Fig. 2.2 active nodes encode a stream of Lu information bits un with a
known channel code of rate Rc to Lc code bits. These code bits are mapped
to code symbols by a modulator that are denoted as cn. The symbols are
part of a ﬁnite modulation alphabet denoted as A. The length of the stream
of symbols corresponds to a frame with length LF. For medium access the
symbols are spread via a known and node speciﬁc spreading sequence to
a sequence of chips summarized by the vector an ∈ CM of length M . At
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this point we distinguish between active and inactive nodes. While active
nodes spread their symbols to chips by weighting the chip sequence with
the symbol according to cnan, inactive nodes are modeled as transmitting
a zero symbol. This allows us to summarize active and inactive nodes by
augmenting the modulation alphabet via A0 = A ∪ {0}. In turn, both
active and inactive nodes can be modeled as transmitting a symbol xn ∈ A0
which is part of the augmented modulation alphabet. Later we will see
that this eases the formulation of a joint activity and data detection by
performing detection w.r.t. A0. As indicated in Fig. 2.2, the node activity
{0, 1} C
{0}
an
un cn
xn
sn
Figure 2.2: Detection Model assumed at the base-station to model the nth node.
state is determined by the random variable sn. It should be noted that the
realization of sn is unknown to the base-station. However, in some cases
probabilistic information about the node activity may be available. E.g. it
may be known that nodes transmit periodic status messages leading to a
rather deterministic activity state. Further, for sporadic status messages it
may be known that these messages occur with a certain probability, leading
to probabilistic activity states. Also, a commonly known traﬃc model such
as the well known Poisson arrival model may be employed to capture the
behavior of sn [JBD15]. To address sporadic M2M, we employ a Bernoulli
traﬃc model, such that sn is a realization of a Bernoulli process with success
probability pa. Consequently, we have
Pr(sn = 1) = pa (2.1)
Pr(sn = 0) = 1− pa.
With (2.1), each node is active at a given slot with probability pa. The
number of active nodes per frame is denoted asNact ≤ N . Further, individual
activity probabilities are possible in general, however, we assume that the
node activity is identically independently distributed (i.i.d.) for all nodes
in the system. Extensions to individual pa are possible for all subsequent
algorithms but are avoided to preserve clarity.
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2.2.2 Channel and Wireless Transmission Model
Subsequently, we formulate a mathematical description for the system de-
picted in Fig. 2.1. To facilitate joint activity and data detection at the
base-station we set up a vector input-output model for the transmissions
from the nodes to the central base-station. We thereby restrict ourself to
a time discrete description of the underlying model summarized by the
chip-clock. Thus, continuous-time descriptions are avoided. We assume that
each node transmits a frame of LF spreaded symbols to the base-station. To
derive the mathematical model we start with a symbol-by-symbol description
which is extended to a frame-based description later on.
To start we introduce the symbol clock 1 ≤ l ≤ LF and the lth symbol
from the nth node reads xn,l. As stated previously all nodes are modeled to
transmit symbols xn,l from the augmented alphabet A0 including zero for
inactivity. Active nodes send their symbols weighted with a node speciﬁc
spreading sequence an,l ∈ CM of length M to the base-station. After
sending, the spreading sequences of the active nodes are convolved with
the underlying wireless channels with chip-clock impulse response hn =
[hn,1, hn,2, ..., hn,Lh ]
T
of length Lh. Without loss of generality, Lh is assumed
to be the same for all nodes. Throughout the chapters 3-5 we focus on Inter-
Symbol-Interference (ISI) free transmissions such that we have Lh = 1 for all
nodes. This strong assumption is relaxed in Chapter 6 where transmissions
over ISI channels are considered. Further we assume block fading such that
hn does not change over the duration of a frame.
To model the fading coeﬃcient for the single-tap channel, we assume a
Rician model with variable Krice to include non line-of-sight and line-of-
sight channels. In this case, the channel tap between the nth node and the
base-station is modeled via
hn =
Krice
1 +Krice
√
ρ¯n +
1
1 +Krice
N (0, ρ¯n) , (2.2)
where ρ¯n is the mean transmit power of the nth (active) node and Krice
determines the power ratio between the direct path to the indirect paths.
With (2.2) we have the ﬂexibility to consider AWGN channels Krice → ∞
and full Rayleigh fading channels with only indirect components Krice = 0.
Additionally, we assume that the base-station has knowledge about the mean
transmit powers of the nodes, therefore we can w.l.o.g. assume ρ¯n = 1 for
all nodes.
Including spreading and one tap channel, the lth received symbol at the
base-station can be modeled as the superposition of the transmit signals of
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all N , yielding the symbol-by-symbol model.
yl =
N∑
n=1
hnan,lxn,l +wl 1 ≤ l ≤ LF. (2.3)
Here, wl ∈ CM denotes i.i.d. zero-mean white Gaussian noise and any
element has a variance σ2w. With the single tap channels, we formulate the
diagonal matrix H ∈ CN×N with hn on its main diagonals. With H we can
write (2.3) as matrix input-output equation via
yl = AlHxl +wl 1 ≤ l ≤ LF. (2.4)
The spreading and channel coeﬃcient can be summarized via the composite
signature matrixAl = AlH ∈ CM×N , where each composite signature vector
is the weighting of the spreading sequence with the respective node speciﬁc
channel tap. If the spreading sequence remains unchanged throughout the
entire frame, Al = A holds. We term this as direct sequence spreading. If
Al randomly changes each transmit symbol, random sequence spreading is
applied. In random sequence spreading, the multiuser interference changes
from symbol to symbol, whereas direct sequence spreading maintains a
constant cross correlation among the nodes. Both have certain advantages
and disadvantages. This spreading is similar to long and short sequence
spreading applied in Code Division Multiple Access (CDMA). The main
diﬀerence lies in the design of the spreading sequences. In long sequence
CDMA spreading long spreading sequences are designed an applied to
diﬀerent symbols [Ver98]. In contrast to that we randomly chose a new
spreading sequence each symbol for random sequence spreading. Except
from Chapter 5, direct sequence spreading is applied and Al = A holds. If
possible, the symbol-clock index l is dropped to keep notation simple.
In case of ISI free transmission and direct sequence spreading, the
model (2.4) can be extended to a frame-based model, where each node
transmits a frame of LF symbols. For the frame-based model it is assumed
that nodes are either active or inactive for the duration of a whole frame
and do not change this status during a frame. If the nth node is active for a
frame, it transmits LF consecutive symbols from the set A summarized as
the row vector X(n,:) = [xn,1, xn,2, · · · , xn,LF ] ∈ A1×LF . If the nth nodes is
inactive, it keeps silent and the base-station models this as the transmission
of the all zero vector of length LF, i.e. X(n,:) = {0}1×LF . Extending the
symbol-by-symbol model (2.4) to a frame-based detection model yields in
combination with the signature matrix A
Y = AX+W. (2.5)
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Here Y ∈ CM×LF contains one particular frame of observations. The matrix
X ∈ AN×LF0 contains the previously introduced transmit frames of the nodes
and W ∈ CM×LF contains zero-mean i.i.d. white Gaussian noise where each
element has a variance of σ2w. Depending on the context, we sometimes switch
between the symbol-by-symbol model (2.4) and the frame-based model (2.5).
Additionally, it should be noted that the input-output models introduced
assumes synchronous transmission of the nodes within the network. This
strong assumption is maintained throughout the Chapters 3-5 and is relaxed
in Chapter 6 where practical aspects are considered.
Deﬁnition of the SNR
Throughout this thesis each active node transmits with a mean power of
ρ¯n = 1 to the base-station. The instantaneous received power at the base-
station may vary due to the impact of an unknown channel gain. The
received noise at the base-station is contained in the samples ym being
part of the vector y with dimension M . Hence, increasing M increases
the dimension of the received vector. Each element in y is assumed to be
superimposed by AWGN with variance σ2w. With this deﬁnition, the total
noise per received symbol reads Mσ2w and scales with the spreading sequence
length. It is therefore reasonable to subsume 1/σ2w as SNR, which we do
throughout this thesis.
2.3 Compressed Sensing Multiuser Detection
2.3.1 Direct Random Access
One of the most important architectural concepts used in the system de-
scribed here is the medium access scheme diﬀering from what state-of-the-art
systems employ. Here it is important to diﬀerentiate between physical layer
concepts summarizing the mapping from information to waveforms and from
access layer solutions summarizing the timing and contention of the medium
access. In literature both concepts sometimes refer to the term medium
access.
State of the art systems such as 3GPP-LTE rely on access reservation
with 64 orthogonal resources resulting in a ”ping-pong” like exchange of
messages between node and base-station prior to transmission of payload
data. Employing access reservation for M2M is seen as being technically
unproﬁtable due to the large signaling overhead caused [BPN+16]. To this
end, diﬀerent concepts are currently under discussion for M2M. Here two
major directions can be identiﬁed. First, small M2M packets requires low
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signaling overhead caused by the medium access. Further, resource eﬃcient
medium access facilitated by non-orthogonal resources has been identiﬁed
as a potential solution [BPN+16]. One speciﬁc example of non-orthogonal
medium access is CDMA with spreading sequence length shorter than the
number of nodes in the system. Besides CDMA, Sparse Code Medium
Access (SCMA) with well designed spreading codes has also been identiﬁed
as a possible candidate technology of non-orthogonal medium access [NB13].
The advantage of both is the decreased overhead which comes at the cost of
increased multiuser interference at the base-station that has to be resolved
by advanced receiver concepts.
Beyond sole physical layer concepts, also access layer concepts have been
identiﬁed for M2M applications. One possible candidate technology into this
direction is known as coded random access, where the time is divided into
slots according to a slotted ALOHA scheme. Nodes contend by transmit-
ting replicas of their packages randomly in the slots and the base-station
estimates the packets by performing successive interference cancellation over
the slots [Liv11]. Also, combinations of direct random access and coded
random access are currently under discussion [JBD15].
The need for resource eﬃcient non-orthogonal medium access drove re-
search into the direction of direct random access. Direct random access
can be seen as medium access scheme driven by advanced physical layer
algorithms [OMM16]. In direct random access nodes perform random access
by simply transmitting the data packets to the base-station without prior
signaling. As several nodes sporadically transmit data, the base-station has
to estimate the activity and the data of the nodes. Within this thesis we
consider direct random access with spreading as a medium access scheme.
The spreading from symbols to chips thereby allows for a certain degree of
ﬂexibility in terms of making the spreading sequence length longer or shorter
aﬀecting the multiuser interference caused. Clearly, decreasing the spreading
sequence length increases the spectral eﬃciency of the system at the cost
of increased multiuser interference. According to Fig. 2.1 direct random
access is implemented in a combination of a slotted ALOHA scheme [Rob75]
separating the time into slots. If a node has data to transmit, it waits until
the next slot starts and performs direct random access by transmitting a
data-frame. For the sake of simplicity it is assumed that the length of a
payload frame is the same for all nodes.
2.3.2 Resource Eﬃciency
Combining direct random access with spreading allows to adjust the spread-
ing sequence length M to control the load of the system. Therefore, we
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consider the spreading sequence in A to be part of the medium access. In
this context the system model (2.4) involves the medium access of N nodes
that are assigned to M resources (chips). With M and N the system load
β = N/M determines the ratio of nodes and spreading sequence length. In
case of orthogonal medium access the number of resources has to be greater
or equal to the number of nodes in the system and β ≤ 1 holds. This implies
that for a massive number of nodes the resources (spreading sequence length
here) has to grow in the same manner if orthogonal medium access should
be maintained. If the node activity probability is low and only few nodes
are active at the same time it is easy to see that orthogonal medium access
leads to a waste of resources. To counteract this eﬀect, research towards non-
orthogonal medium access has been made [BSD13]. With non-orthogonal
medium access the number of resources is much lower than the number of
nodes in the system leading to a load much greater than one β 	 1. This
eﬃciency comes at the cost of increased multiuser interference that has to
be resolved at the base-station to ensure decodability of the payload data.
The implication of resource eﬃciency in direct random access means that we
have to estimate both, the node activity and the node data in a overloaded
system with non-orthorgonal resources or spreading sequences in this case.
This means M 
 N holds, implying that the set of equations in the system
description given in (2.4) is under-determined and cannot be solved in closed
form. Therefore, we have two emerging questions to address. First, we
need novel algorithmic concepts to still solve this under-determined set of
equations. Second, we have to deﬁne how the non-orthogonal spreading
sequences have to be designed.
The ﬁrst point is addressed by utilizing the side-knowledge that many
variables xn,l have the value zero, making the multi-user vector xl sparse.
Recent advances in the ﬁeld of Compressed Sensing have shown that under-
determined systems can still be solved if the system is sparse. The idea is
to exploit the sparse structure in the multiuser signal to enable detection
in overloaded systems. Combining Compressed Sensing with multiuser
detection has drawn a lot of attention in the recent years and is summarized
under the name CS-MUD [BSD13].
The second point can be answered after taking a closer look into the
ﬁeld of Compressed Sensing. Here research states that sensing matrices
containing i.i.d. Gaussian elements show good reconstruction properties.
This result has been conﬁrmed in the CS-MUD context by [Sch15]. However,
Gaussian spreading sequences exhibit a high Peak to Average Power Ratio
(PAPR) making them hard to implement, especially if nodes are cheap with
low-cost RF hardware. In contrast to that, Pseudo Noise (PN) sequences
consisting of {±1} show good PAPR properties and are also commonly
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used in state-of-the-art systems. However, they have higher correlations
especially if M 
 N [Sch15]. A good trade-oﬀ between correlation and
PAPR requirements show the so-called random phase sequences. Random
phase sequences are generated by taking random points from the unit circle
such that the nth entry an reads
am,n ∈ exp [j2πU ] (2.6)
with U ∼ U (0, 1) being uniformly distributed. Due to the constant modulus
property, the PAPR is low while the correlation is nearly the same as
for Gaussian spreading sequences [Sch15]. Within this work, we consider
Gaussian spreading sequences.
2.3.3 Compressed Sensing Basics
Subsequently, we brieﬂy review the main aspects of Compressed Sensing and
discuss the implication for the application in CS-MUD later on. Compressed
Sensing is a recently developed framework that basically augments the
well known Shannon-Nyquist sampling theory for a certain class of signals.
The Shannon-Nyquist sampling theorem basing on the works of Shannon,
Nyquist, Whittaker and Kotelnikov links continuous-time signals to their
sampled version and states that band-limited signals have to be equidistantly
sampled with a sampling rate that is greater than the bandwidth1 of the
signal [Sha01, Kot33, Whi15]. Under this condition the sampling process
is lossless in terms of information contained in the continuous-time signal.
Reconstructing the analog version of the sampled signal can be carried
out by interpolating the samples with sinc kernels. To this end it is a
common process to ﬁrst sample signals at Nyquist rate and second compress
the sampled signal according to some compression scheme. Here it is a
well known fact that many signals that occur in practical systems can be
compressed by some type of transformation applied to the sampled signal.
This is commonly known as transform coding and one of the prominent
examples is image compression via the Discrete Cosine Transform (DCT)
applied in JPEG. The DCT in image compression is only one example for
a transformation that yields a sparse representation for a practical signal.
Beyond that, various practical signals have sparse representation and this
is what suggests sampling these signals below their Nyquist rate. This
connection is exploited in Compressed Sensing. Instead of sampling signals
at high data rate and subsequent compression, Compressed Sensing aims at
sampling signals in a compressed form with much lower sampling rate. The
breakthrough for Compressed Sensing goes back to the joint work of Candes
1The bandwidht includes positive and negative frequencies
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and Tao in 2005 and Candes, Romberg and Tao in 2006 [CT05, CRT06].
In Compressed Sensing, the sampling is carried out by calculating the
inner product between the signal and some pre-deﬁned non-adaptive test
functionals. Unlike classical sampling theory, where signals are inﬁnitely
long continuous-time functionals, Compressed Sensing focuses on ﬁnite
dimensional vectors and the reconstruction of the compressed signal is
carried out by ﬁnding the sparse solution to an under-determined set of
equations [EK12]. The standard ﬁnite dimensional Compressed Sensing
model has the form of
y = AΨx, (2.7)
where a measurement system acquiresM linear measurements via the sensing
matrix A ∈ RM×N . The representation matrix Ψ ∈ RN×N denotes the
dictionary or the basis in which the signal x ∈ RN is sparse. Sparse means
that x has only s non-zero values at maximum. The sparsity is often described
in combination with the zero-”norm”2 which counts the number of non-zero
elements in a vector. For a s sparse vector we can write ‖x‖0 ≤ s. The index
set of non-zero elements in x deﬁned as Sx = {n : xn = 0} and is known as
the vector support of x.
The compression is carried out via the matrix A that maps the signal
from N dimensional vector space to M dimensional vector space of lower
dimension. The problem of reconstructing x from y is dependent on the
embedding carried out by the sensing matrix, which gives rise to some
properties that the matrix A has to fulﬁll in order to guarantee lossless
recovery of x.
Looking at the noiseless case and at the recovery of an s sparse vector
denoted as xs, bijectivity is a necessary condition for possible recovery. I.e.,
two diﬀerent s sparse vectors xs,1 and xs,2 have to result in two diﬀerent
observations y1 = Axs,1 and y2 = Axs,2,i.e.,
Axs,1 = Axs,2
⇒ 0 = A (xs,1 − xs,2) . (2.8)
The sum of two s sparse vectors is generally 2s sparse3 which concludes the
following. A necessary condition for the recovery of an s sparse vector is
that the corresponding sensing matrix has no 2s sparse vector in its right
null-space. This condition is well known as the Nullspace Condition and has
been formulated by [CDD09].
2The zero-”norm” is neither a norm nor a pseudo norm. However, the term ”norm” is
commonly used in the Compressed Sensing context.
3In the worst case both vectors have non-zero elements in non-overlapping support
sets.
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However, if we consider recovery under noise according to
y = AΨx+w, (2.9)
where w summarizes the noise, we see that the Nullspace Condition is too
weak to ensure reconstruction. For reconstruction under noise it is not only
necessary that two diﬀerent s sparse vectors lead to diﬀerent observations.
Furthermore, both observations have to be far away from each other in theM
dimensional column space of the matrix A. Loosely speaking, the Euclidean
distance between y1 and y2 has to be greater than the instantaneous noise
realization. Therefore, the reconstruction can only be probabilistically
guaranteed determined by the noise statistics. A more speciﬁc description
is called the Restricted Isometric Property (RIP). The RIP was already
applied by Candes and Tao in 2005 [CT05] and states the following.
The Restricted Isometry Property: 1. A matrix A satisﬁes the RIP
of order s, if there exist a constant δs ∈ (0, 1) such that
(1− δs) ‖xs‖22 ≤ ‖Axs‖22 ≤ (1 + δs) ‖xs‖22 (2.10)
The RIP is strongly related to the Johnson Lindenstrauss
lemma [BDDW08] that states that a small set of points in a high
dimensional space can be embedded into a low dimensional space while
nearly preserving the distance between the points. While the Johnsson
Lindenstrauss lemma holds for general mappings via continuous functions,
the RIP is a matrix inequality dealing with vectors. The left side of the RIP
inequality is a generalization of the Nullspace Condition, i.e., if the matrix
A fulﬁlls the left hand side of the RIP with constant δs = 1, it also fulﬁlls
the Nullspace Condition for vectors with sparsity s/2 [EK12]. Decreasing
δs requires the sensing matrix to preserve the norm of xs within a certain
bound determined by δs. Setting δs = 0 requires the sensing matrix to be
orthonormal which can only be fulﬁlled by square or tall matrices with
more rows than columns. The RIP allows some performance guarantees
for recovery under measurement noise, or more speciﬁcally it determines
the minimum number of measurements required. Is can be shown [EK12]
that for any sensing matrix that fulﬁlls the RIP of order 2s with constants
δ2s ∈
[
0, 12
)
the minimum numbers of measurements that is required reads
M ≥ 0.28s log N
s
. (2.11)
Having measurement noise in the form of (2.9), perfect recovery (in terms
of a bijective mapping) cannot be guaranteed anymore and bounds on the
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reconstruction error can only be formulated probabilistically. To this end,
various bounds relating RIP constants, number of measurements and sparsity
exist. These bounds were formulated with speciﬁc recovery algorithm in
mind such as 1−norm minimization. In nearly all the cases performance
measures are bounds on the 2−norm of the error vector such as the Mean
Square Error (MSE). However, for the speciﬁc application in this thesis, of
joint activity and data detection the MSE fails as a performance measure
as it does not reﬂect the underlying application properly. We therefore
consider communication speciﬁc error measures requiring carefully designed
algorithms.
2.3.4 Compressed Sensing for Communications
Connecting Compressed Sensing to communications needs more than just
an adaptation of the algorithms. Even though the underlying optimization
problems appear very similar at ﬁrst glance, we will see that a closer look
reveals signiﬁcant diﬀerences, requiring carefully designed algorithms. Con-
necting the world of sporadic Communications to Compressed Sensing is not
generally new. This idea goes back to the pioneering work of Zhu & Gian-
nakis in 2011 [ZG11]. The main contribution of the authors was to formulate
the MAP problem for the symbol-by-symbol detection model with the prior-
knowledge of Bernoulli node activity. While the authors mainly considered
over or fully determined systems, the connection to Compressed Sensing
was not that apparent at that time. Later [SD11] drew the connection to
Compressed Sensing by exploiting sparse node activity in under-determined
systems by using classical Compressed Sensing algorithms as the Orthorgonal
Matching Pursuit (OMP) and Orthorgonal Least Squares (OLS). The sub-
sequent works of Bockelmann, Schepker and Dekorsy [BSD13] summarized
the application of Compressive Sensing to multiuser detection under the
term CS-MUD. A good overview of the recent advances in CS-MUD can
also be found in [DK17].
The two major diﬀerences between the standard Compressed Sensing
model and CS-MUD are the lack of a representation basis Φ in the CS-MUD
model. While classically, Compressed Sensing aims at estimating a dense
vector via its sparse representation, CS-MUD directly aims at estimating
the sparse vector itself. More speciﬁcally, the sparse vector is represented
via the canonical basis. Additionally, in CS-MUD the sparse source vec-
tor obeys a ﬁnite modulation alphabet A0, which is not continuous like in
many Compressed Sensing applications. The very ﬁrst works connecting
Compressed Sensing and ﬁnite alphabets was given in [DM09] whose work
were mainly information theoretic driven, by formulating bounds on the
2.4 Activity Errors in CS-MUD 23
reconstruction error. While various works approached this problem theoreti-
cally, practical applications of ﬁnite alphabet Compressed Sensing exist such
as the adaptation of Bayesian Message passing for the estimation of ﬁnite
alphabet Quadrature Amplitude Modulation (QAM) symbols in a CS-MUD
fashion [HMMG16]. There the authors approached the joint activity and
data detection problem by formulating a ﬁnite alphabet message passing
algorithm. Beyond that, the term ’digital’ Compressed Sensing as a synonym
for ﬁnite alphabet problems ﬁrst showed up in [SF14], where the authors
combined a classical OMP with a Sphere Decoder to estimate ﬁnite alphabet
Compressed Sensing problems. However, the sole application of Compressed
Sensing algorithms in the CS-MUD context has to be taken with a grain
of salt. As shown in the following, the system speciﬁc demands have to be
taken into account.
2.4 Activity Errors in CS-MUD
2.4.1 Deﬁnition of Error Measures
As stated above, CS-MUD requires a reﬁned look at the implications for
an underlying communication system. Compressed Sensing rather employs
the MSE as a performance measure. This might be reasonable where mea-
surements of a physical process are taken. However, in the communication’s
context the variables are part of a data transmission and are thus exactly
determined by the transmitter. Therefore, taking the MSE as a performance
measure is far too shortsighted for an underlying communication system.
Even though, the standard Compressed Sensing problem (2.9) and the
multiuser detection problem (2.4) are very similar at ﬁrst glance, a detailed
look reveals fundamental diﬀerences. The multi-user vector x is composed of
symbols for active nodes and zeros for inactive nodes. Hence, estimating x
from y summarizes an activity and data-detection where the vector support
Sx with cardinality |Sx| = Nact summarized the set of active nodes. It is
obvious that the estimation of the vector support and the estimation of
the symbols may be prone to errors. The possible activity error events are
graphically illustrated in Fig. 2.3 on a vector support basis.
If the activity detection is successful the estimated support set Sxˆ matches
Sx and the element xn is contained in both sets. For xn this means that
xn ∈ A and xˆn ∈ A. We term this event as true active. False alarm errors
occur, if the nth source element xn is not contained in Sx but in Sxˆ. On
an element basis this means xn = 0 while xˆn ∈ A holds. Missed detection
errors, on the other hand, occur if xn is contained in Sx but not in Sxˆ.
this happens if xn ∈ A and xˆn = 0 holds. Throughout this thesis, we use
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All indices{1, ..., N}
Missed Detections: Sx\Sxˆ
False Alarms: Sxˆ\Sx
True Actives: Sxˆ ∩ Sx
Estimated Support Set Sxˆ
Support Set Sx
Figure 2.3: Venn Diagram of False Alarm and Missed Detection Errors
a formal deﬁnition for measuring the activity errors occurred. These are
deﬁned on a vector support basis as follows.
False Alarms := |{Sxˆ\Sx}| (2.12)
Missed Detections := |{Sx\Sxˆ}| (2.13)
True Alarms := |{Sxˆ ∩ Sx}| (2.14)
Activity Errors := |{Sxˆ\Sx}|+ |{Sx\Sxˆ}|. (2.15)
The respective set speciﬁc averages are deﬁned as
False Alarm rate (FAR) :=
False Alarms
N −Nact (2.16)
Missed Detection rate (MDR) :=
Missed Detection
Nact
(2.17)
True Alarm rate (TAR) :=
True Alarms
Nact
(2.18)
Activity Error rate (AER) :=
Activity Errors
N
(2.19)
Even though these error events are introduced for vectors x, the formal
deﬁnition to frames is straight forward. Since nodes are either active or
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Activity Detection Data Detection
Y SXˆ Xˆ
Figure 2.4: Example system with separate activity and data detection.
inactive for an entire frame, the frame support is deﬁned as
SX :=
LF⋃
l=1
Sxl . (2.20)
2.4.2 Deﬁnition of Bit and Frame Error Rate
Besides activity errors, we also consider the Bit Error Rate (BER) or the
Frame Error Rate (FER). To really focus on bit errors caused by data
transmissions, we condition bit and frame errors on active nodes only. Hence,
bit or frame errors do not contain false alarm errors. However, missed
detections are included. Hence, bit or frame errors are based on the following
two events
1. Active nodes, with correct activity detection, where erroneous data
detection leads to errors.
2. Active nodes which have been identiﬁed as inactive → missed detec-
tions.
In the latter case bit errors are counted at being 100% erroneous, since no
bits are estimated.
2.4.3 Impact of Activity Errors
To address the impact of activity errors, we consider an example system
with separate activity and data detection as depicted in Fig. 2.4. The goal of
the activity detector is to yield an estimate for the frame support SXˆ that is
used as the data detection as side information. While having false alarm and
missed detection errors, we have to consider the impact on an underlying
communication system. The impact of a missed detection error is quite
obvious. In this case data packets are lost. If the loss can be identiﬁed, these
packets have to be retransmitted, which burdens higher layer protocols such
as Automatic Repeat Request (ARQ) and may increase the traﬃc and the
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Figure 2.5: Illustration of diﬀerent systems. System (a) is activity error rate
limited, whereas system (b) is multiuser interference limited.
latency in the system. This may lead to congestions if the missed detection
rate is very high and nodes have to repeat packages several times. In contrast
to that, the impact of false alarm errors is not that apparent. In case of a
false alarm error, message integrity checks such as CRC are able to identify
this type of pseudo data and discard it, showcasing that false alarm errors
are not that demanding for higher layers. The main problem caused by false
alarm errors lies in the physical layer multi-user detection being part of the
data detection. As shown later false alarm errors increase the multi-user
interference and decreases the SNR for active nodes, thereby, decreasing
the system performance. It is therefore reasonable to control activity errors
on the physical layer. A very crude way to decrease the missed detection
rate in a system is to estimate more nodes as active. Since more nodes are
estimated as active it is very likely that these estimates contain some correct
estimates. Hence the missed detection rate decreases. However, it is also
very likely that some estimates will be false alarms. As said, these false
alarms yield an SNR loss and aﬀect the data detection.
Thus, controlling the activity error rate has always to be seen in the
combination with the data detection and only makes sense if the activity
error rate is the limiting factor for a system. To illustrate this, Fig. 2.5
shows the activity error and the frame error rate of two possible systems
with separate activity and data detection.
In Fig. 2.5 (a) we have a system where the performance of the activity
detection and the data detection are nearly equal. It is self evident that
the frame error rate can not be decreased unless the activity error rate is
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decreased. In such system, activity error rate control may help to improve
the system performance. We consider this case in Chapter 4.
On the other hand, in Fig. 2.5 (b) we consider a system where the
performance of the activity detection is better than the data detection. The
frame error rate declines at high SNR where the activity error rate is already
very low or even perfect. From this we conclude that the frame errors
occurring at high SNR are not caused by activity errors. Thus, controlling
the activity error rates does not make sense in this setup. This case is
considered in Chapter 5.
2.4.4 The False Alarm SNR Loss
To exactly address the loss experienced by false alarms, again consider
separate activity and data detection as in Fig. 2.4. More speciﬁcally, we
assume a genie activity detector that perfectly estimates the vector support
such that Sxˆ = Sx holds. The data detection can thus be carried out by
solving the so-called reduced multi-user problem
y = A(:,Sxˆ)x+w. (2.21)
The dimension of the reduced signature matrix reads A(:,Sxˆ) ∈ CM×Nˆact and
the task of the multi-user detector is to resolve the multi-user interference
of Nˆact = Nact nodes. We see that the performance of the data detection
is heavily impacted by the activity detection. Simple linear detectors such
as Zero-Forcing or linear MMSE are restricted by the dimension of the
system and can only ﬁnd viable solutions for M ≥ Nˆact, i.e, (2.21) is of
full column rank, which in turn requires the number of false alarms to not
violate this restriction. Apart from this condition, we can show that false
alarm errors decrease the SNR for the active nodes in the system. This can
be shown by looking at a system where Sxˆ = Sx and Nact < M holds. The
reduced multi-user system has the form of (2.21) and A(:,Sxˆ) is of full column
rank. We now make a QR decomposition on the system matrix yielding
QR = A(:,Sxˆ) with the M ×M matrix Q and the upper triangular matrix R
of dimension M × Nˆact. The matrix Q is unitary, and the ﬁrst Nˆact column
vectors summarized in Qc ∈ CM×Nˆact constitute an orthonormal basis for
the column space of A(:,Sxˆ), while the remaining M − Nˆact column vectors
summarized in Qn ∈ CM×M−Nˆact constitute an orthonormal basis for the
left null-space. As Q = [Qc,Qn] is unitary, we do not change the system by
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ﬁltering with QH , yielding
⎛
⎝QHc y
QHn y
⎞
⎠ =
⎛
⎜⎜⎝
QHc A(:,Sxˆ)x+Q
H
c w
QHn A(:,Sxˆ)︸ ︷︷ ︸
=0
x+QHn w
⎞
⎟⎟⎠ (2.22)
⎛
⎝QHc y
QHn y
⎞
⎠ =
⎛
⎝QHc A(:,Sxˆ)x+QHc w
QHn w
⎞
⎠ (2.23)
Here QHn A(:,Sxˆ) = 0 holds, as column space and left null-space are orthorg-
onal. This shows, that any signal that is contained in the left nullspace of
A(:,Sxˆ) has to be noise. Thus, we can de-noise the system by deleting the
last M − Nˆact rows after ﬁltering with QH . In this case, the noise term
QHn w is ﬁltered out of the system. The mean noise power that remains in
the system reads
E
(‖QHc w‖22) = Nˆactσ2w, Nˆact ≤ M, (2.24)
and scales with Nˆact. Clearly if Nˆact < Nact missed detection errors occur
which is not desired. However, if we estimate more nodes as active by setting
Nˆact = Nact+Δ with Δ ∈ N+ we cause false alarm errors. With (2.24) we see
that a system with Δ > 0 suﬀers an SNR loss as more noise power remains
in the system compared to Δ = 0. We summarize this eﬀect subsequently
as the false alarm SNR loss.
Claim 1. The False Alarm SNR loss:
Systems with separate activity and data detection suﬀers an SNR loss if the
false alarm rate increases.
2.5 Chapter Summary
Within this chapter we have introduced the system model for CS-MUD
basing on non-orthogonal medium access paired with direct random access.
Here nodes simply transmit their data and the base-station has to estimate
the node activity and the payload data. It was shown that the estimation
problem for direct random access with non-orthorgonal medium access yields
a sparse under-determined set of equations, thereby, connecting Compressed
Sensing to communications. However, it was shown that activity errors
known as false alarms and missed detection are of major importance. While
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missed detection errors lead to a loss of data, false alarm errors require
special attention. Here we could shown that false alarm errors lead to a
SNR loss for other nodes - the so-called false alarm SNR loss.
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Chapter 3
Optimal Activity Error
Rate Control
3.1 Overview
Within this chapter we mainly focus on the sole task of activity detection and
address the question of optimally estimating node activity. Here we formulate
the activity detection problem in a Bayesian posteriori fashion. Further, this
chapter also addresses the implementation of the derived activity detectors
by Sphere Decoding.
The starting point of this chapter is the so-called activity LLR giving us
soft information about node activity. The derivation of the symbol-by-symbol
activity LLR is given in 3.3. The main part of this Chapter is to answer
the question of how to optimally decide in favor of activity or inactivity.
To answer this question we consider diﬀerent decision rules that take the
activity LLR as input and estimate the support set Sxˆ. These decision rules
are derived in Section 3.4 where we start with the well known MAP decision
rule. However, as shown MAP estimation is not suitable for performing
activity detection with a communication system in mind. Even though, the
overall activity error rate for MAP is the lowest we can achieve, a look on
the false alarm and missed detection rates show sub-optimality. As we will
see, the missed detection rate is very high when pursuing MAP activity
detection. As discussed in the previous chapter this is not practical for a
M2M system.
Motivated by this observation, two diﬀerent decision rules are introduced.
The ﬁrst approach is the Bayes-Risk decision rule that aims at minimizing
a risk function composed of the pre-deﬁned risk for false alarm and the
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risk of missed detection. The results show that Bayes-Risk detection allows
for controlling the activity error rates through a single parameter and can
be interpreted as a generalized MAP approach. The downside of Bayes-
Risk detection is that the connection between pre-deﬁned risk and resulting
activity error rates can not be described analytically. A more sophisticated
approach is achieved by the so called Neyman-Pearson detection which aims
at minimizing one activity error rate while bounding the other below a
certain limit. In this section we augment the classical Neyman-Pearson
approach towards an adaptive threshold Neyman-Pearson detector that
infers the optimal threshold adaptively from the activity LLRs. The result is
an activity detector that minimizes the false alarm rate while bounding the
missed detection rate to a pre-deﬁned value. Simulations, however, show that
the detector leads to an over-ﬁtting, especially in the low and mid SNR region.
This over-ﬁt is compensated by augmenting the Neyman-Pearson decision
rule into a randomized decision rule. Results show that the randomized
decision rule improves the detector such that a constant missed detection
rate is achieved over the entire SNR range yielding a precise activity error
rate control.
Further, the implementation of the activity decision rules is introduced.
Therefore, we address the calculation of the activity LLR in Section 3.5. To
obtain the activity LLR we have to solve a regularized and under-determined
mixed integer problem. The emphasis in this section is to apply algorithms
known from communications to solve this problem. Here the well known
framework of tree search for mixed integer problems is employed. It is a well
known result that diﬀerent tree-traversing strategies allow for an optimality
complexity trade-oﬀ. To reduce the complexity, we consider two common
tree traversing strategies. On the one hand Sphere Decoding approached
by Schnorr Euchner [SE94] with radius reduction yields an optimal tree
traversing strategy which allows for exact solution of the activity LLR at the
cost of non-predictable complexity. As a sub-optimal but more practicable
tree traversing strategy, K-Best detection [BBW+05] is employed. The results
show that the complexity of Sphere Decoding increases as the overloading of
the system increases. As a major result, we will see that K-Best detection
allows for calculating the activity LLRs with much lower complexity than
Sphere Decoding at the cost of minor performance losses.
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3.2 Relevant Publications and Scientiﬁc Clas-
siﬁcation
Within this chapter we take a perspective motivated by the ﬁeld of communi-
cations by looking at soft information processing such as LLRs to tackle the
activity detection task. The idea of identifying the active users in multiuser
communications is not generally new. In 1998 [WC98] presented the idea
of identifying the set of active users in a CDMA system based on subspace
methods applied to the covariance matrix of the received signal. Later
this idea has been developed further by using tracking ﬁlters to track user
activity over the time. The methods used were based on Kalman ﬁlters and
on random set theory. A good overview of research in this ﬁeld can be found
in [VM13]. Research in this direction rather focuses on multiuser detection
in general without any speciﬁc application in mind.
In 2011 Zhu and Giannakis came up with the idea to tailor user activity
detection speciﬁcally to sporadic M2M [ZG11]. The idea was to exploit the
sporadic structure of M2M traﬃc to design novel physical layer concepts
for performing joint activity and data detection. This paper can be seen as
the birth of a new research direction aiming at exploiting the traﬃc models
of M2M traﬃc to design novel physical layer concepts. However, a deeper
analysis of this work revealed the lack for a detailed view on the activity
error rates. The concepts introduced were not designed for controlling the
activity error rates in a manner a M2M system would require. The author’s
contribution [MBWD12] addresses this issue and shows that false alarm and
missed detection rates have to considered separately. Additionally, it was
shown that the MAP approach followed by Zhu and Giannakis exhibits a
high missed detection rate, when the node activity is low. The author’s
contributions [MBWD13, MBD13c] address this issue by proposing a Bayes-
Risk based activity detector that allows to control false alarm and missed
detection rates by a single parameter. The results are shown for a symbol-
by-symbol detector and are extended toward frame-based activity detection
in [MBD13b] later on. To allow for a precise activity error rate control the
author introduced a Neyman-Pearson based activity detector in [MBD15],
which allows bounding one activity error rate while minimizing the other.
The implementation of these concepts was addressed in [KMB+14] where
the author showed that K-Best detection is a viable approach to solve the
optimization problems for the concepts introduced. It could be shown that
the complexity of K-Best detection is much lower than a Sphere Decoder
while maintaining the performance.
Own Publications regarding this Chapter: [MBWD12, MBWD13,
MBD13c, MBD13b, MBD15, KMB+14]
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3.3 The Activity Log-Likelihood Ratio
3.3.1 Setup
To focus on the activity detection, we consider a two stage approach according
to Fig 3.1. The observation from the channel yl is fed into an activity
estimator whose task is to estimate Sxˆ. This estimate is conveyed to a data
detector that takes Sxˆ to estimate the data of the nodes. More speciﬁcally,
the data detector solves the reduced multiuser problem given in (2.21).
Within this chapter we consider Additive White Gaussian Noise (AWGN)
Activity Detector Data Detector
yl Sxˆl xˆl
Figure 3.1: Two stage activity and data detection.
channels characterized by Krice → ∞ and Binary Phase Shift Keying (BPSK)
modulation applied at the nodes.
3.3.2 Symbol-By-Symbol Activity Log Likelihood Ra-
tio
To formulate activity decision rules based on soft information, we start by
deﬁning the activity LLR for the symbol-by-symbol multiuser uplink model
described by (2.4). The activity LLR is the ratio of the posteriori probability
for the nth node being inactive divided by the counter hypothesis and conveys
soft information about activity. The activity LLR on a symbol-by-symbol
basis for one particular node denoted as node n at the symbol l is deﬁned
via
Ln,l = log
Pr (xn,l = 0|yl)∑
xn,l∈A Pr (xn,l|yl)
. (3.1)
We see that the hypothesis for node activity in the denominator depends on
all possible sub-hypothesis for node activity. Unfortunately, the posteriori
Probability Mass Function (PMF) Pr (xn,l|yl) can only be calculated by
marginalization of the joint PMF Pr (xl|yl) w.r.t. the nth element in the
vector xl. To do so, we denote the set of all vectors xl ∈ AN0 with the
nth element set to the value ν as Xn,ν := {x ∈ AN0 : xn = ν}. Applying
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Bayes-Rule and marginalization allows writing the posteriori PMF via
Pr (xn,l = ν|yl) ∝
∑
xl∈Xn,ν
pyl(yl|xl) Pr(xl) . (3.2)
The proportional to sign indicates that normalization via pyl(yl) has been
omitted. Inserting this marginalization into the deﬁnition of the activity
LLR (3.1) yields,
Ln,l = log
∑
xl∈Xn,0 pyl(yl|xl) Pr (xl)∑
xl∈Xn,A pyl(yl|xl) Pr (xl)
, (3.3)
where the sum in the denominator and the marginalization can be re-written
as a marginalization with respect to all possible elements inA according to the
set Xn,A := {x ∈ AN0 : xn ∈ A}. Solving (3.3) is computationally intractable
due to the exponentially growing numbers of terms in the summation. To
still calculate the activity LLR, we make use of the fact that the likelihood
function is determined by the white Gaussian noise accordingly
pyl(yl|xl) =
1√
πMσ2Mw
exp
[
1
σ2w
‖yl −Axl‖22
]
. (3.4)
With (3.4) the marginalization is carried out over exponential functions.
Thus, we make use of the well known max-log approximation [BV07], stating
that a sum over exponential functions is mainly dominated by the greatest
summand. This converts the two summations into two optimization problems
and we obtain
Ln,l ≈ log
max
xl∈Xn,0
pyl(yl|xl) Pr (xl)
max
xl∈Xn,A
pyl(yl|xl) Pr (xl)
. (3.5)
Applying the max-log approximation is a commonly applied technique in com-
munications. However, it should be noted that the LLR sacriﬁces optimality
due the max-log application. To assess the impact of this approximation
extensive numeric simulations are required which is out of the scope of this
thesis. Further, some works have analytically investigated this loss in a Bit
Interleaved Coded Modulation (BICM) system and showed that the loss is
of minor importance [IHB+16].
To ease further derivations, we assume that the user data is i.i.d. and
thatthe activity probability pa is the same for all nodes. This assumption
is only made for notational convenience and can be dropped to individual
activity probabilities. With these assumptions, the prior Pr (xl) can be
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expressed via
Pr (xl) =
N∏
n=1
Pr (xn,l)
= (1− pa)# of inactive nodes
(
pa
|A|
)# of active nodes
= (1− pa)N−
∑
n 1A(xn,l)
(
pa
|A|
)∑
n 1A(xn,l)
= (1− pa)N−‖xl‖0
(
pa
|A|
)‖xl‖0
. (3.6)
Here, 1A (·) denotes the indicator function that is one if the argument is
part of the set A and zero otherwise. We use the indicator function to count
the number of active and inactive nodes within xl. In (3.6) the indicator
function is replaced by the zero-”norm” ‖x‖0 to count the number of non-
zero elements in xl. Further, the probability of the modulation symbols of
active nodes are assumed to follow a uniform distribution with probability
mass of 1|A| .
In combination with the likelihood function (3.4) and prior (3.6) the
calculation of the activity LLR (3.5) can ﬁnally be cast as
Ln,l ≈ min
xl∈Xxn,A
⎡
⎢⎢⎢⎢⎣‖yl −Axl‖22︸ ︷︷ ︸
1©
+ ‖xl‖0σ2w log
(
1− pa
pa/|A|
)
︸ ︷︷ ︸
2©
⎤
⎥⎥⎥⎥⎦
− min
xl∈Xxn,0
⎡
⎢⎢⎢⎢⎣‖yl −Axl‖22︸ ︷︷ ︸
1©
+ ‖xl‖0σ2w log
(
1− pa
pa/|A|
)
︸ ︷︷ ︸
2©
⎤
⎥⎥⎥⎥⎦ . (3.7)
To obtain (3.7) we also made use of the fact that the maximum of a func-
tional can be found by minimizing the negative version of the function, i.e.,
max f(x) = min−f(x).
The activity LLR is composed of two parts. One part, denoted by 1©
summarizes the observation from the channel yl and contains the likelihood
function. The second part 2© summarizes the prior knowledge about the
multiuser signal and contains the knowledge about the sparse multiuser
activity. Most interestingly, the prior is weighted with the noise variance
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σ2w, showcasing that the activity LLR is dominated by the prior knowledge
in the low SNR range and by the observation from the channel in the high
SNR range, respectively.
3.3.3 Frame-Based activity Log-Likelihood Ratio
Extending the symbol-by-symbol activity LLR towards frame-based transmis-
sions requires calculating the activity LLR for the frame-based model (2.5).
This can be done by replacing the observation yl and the multiuser vector
xl in (3.5) with the respective matrices from the frame-based model (2.5).
This yields
Ln ≈ log
max
X∈X
(n,:),{0}LF
pY(Y|X) Pr (X)
max
X∈X
(n,:),ALF
pY(Y|X) Pr (X) . (3.8)
Here the notation is slightly extended such that X(n,:),VLF := {X ∈ AN×LF0 :
X(n,:) ∈ V} denotes that the nth row vector of the matrix X contains
elements from the set VLF . The assumption of i.i.d. Gaussian noise makes
the likelihood function pY(Y|X) factorizable over the symbol clock such
that we can write
pY(Y|X) =
LF∏
l=1
pyl(yl|xl) . (3.9)
The prior probability reads
Pr(X) =
N∏
n=1
(1− pa)10(X(n,:))
(
pa
|A|LF
)1−10(X(n,:))
, (3.10)
with
10
(
X(n,:)
)
:=
{
1 if xn,l = 0 ∀ l
0 else.
(3.11)
Unfortunately, the prior (3.10) can not be decomposed into factors over the
symbol-clock. The reason for this is that nodes are either active or inactive
for the whole frame. Hence, the calculation of a single activity LLR reads
Ln ≈ log
max
X∈X
(n,:),{0}LF
∏LF
l=1 pyl(yl|xl) Pr (X)
max
X∈X
(n,:),ALF
∏LF
l=1 pyl(yl|xl) Pr (X)
. (3.12)
The fact that the prior is not further decomposable renders the calculation of
a single frame activity LLR as a matrix optimization problem with N × LF
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variables, which is clearly infeasible. Here we identify two possible strategies
to still ﬁnd frame activity LLRs. First, we could exclude the prior in (3.12).
In this case the activity LLR would solely be determined by the likelihood
function and the knowledge about sporadic node activity is not exploited.
A more sophisticated approach is to approximate the frame activity LLRs
by assuming the node activity to be independent within a frame. As shown
later this approach leads to correct frame activity LLRs in the high SNR
range. For low and mid SNR, the LLRs are biased. Assuming i.i.d node
activity within a frame factorizes the frame prior probability into
Pr(X) =
LF∏
l=1
Pr(xl) . (3.13)
Inserting (3.13) into (3.12) yields after rearranging
Ln ≈
LF∑
l=1
min
xl∈Xxn∈A
⎡
⎢⎢⎢⎢⎣‖yl −Axl‖22︸ ︷︷ ︸
1©
+ ‖xl‖0σ2w log
(
1− pa
pa/|A|
)
︸ ︷︷ ︸
2©
⎤
⎥⎥⎥⎥⎦
−
LF∑
l=1
min
xl∈Xxn=0
⎡
⎢⎢⎢⎢⎣‖yl −Axl‖22︸ ︷︷ ︸
1©
+ ‖xl‖0σ2w log
(
1− pa
pa/|A|
)
︸ ︷︷ ︸
2©
⎤
⎥⎥⎥⎥⎦ . (3.14)
Considering (3.14) shows that the prior part denoted via 2© is involved in
the calculation of each activity LLR. This leads to a higher impact of the
prior in the frame LLRs and hence, the frame LLRs are biased. However,
due to the weighting of prior with the noise variance this eﬀect diminishes
in the high SNR range, also decreasing the bias in this region. One naive
approach would be to calculate and subtract the bias from the activity LLR.
However, this approach is not feasible as the bias is part of the optimization
problem and its impact on the activity LLR can not directly be calculated.
Rearranging (3.14) shows that under the assumption of i.i.d. prior, the
frame activity LLR can be written as the sum of the symbol-by-symbol
activity LLRs via
Ln =
LF∑
l=1
Ln,l. (3.15)
For the following section, we assume that we can perfectly calculate the
symbol-by-symbol activity LLR by solving (3.7). If frame activtiy LLRs
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are used, the calculation is done by summing up symbol-by-symbol activity
LLRs via (3.15). The tree search algorithms used to calculate the activity
LLRs are introduced in Section 3.5.
3.4 Activity LLR based Decision Rules
Based on the activity LLRs a hard activity decision can be facilitated by
thresholding Ln,l according to a given threshold t. We deﬁne the activity
estimation such that nodes with an activity LLR greater than t are added to
the support set Sxˆ while nodes with lower activity LLR are excluded from
the support set. Such a decision rule can formally be written as
φ(Ln,l) =
{
Sxˆl\n if Ln,l ≥ t
Sxˆl ∪ n if Ln,l < t.
(3.16)
The goal of the following subsections is to address the question for an optimal
threshold t and the resulting activity error rates.
3.4.1 The Maximum-a-Posteriori Decision Rule
A well known decision rule which is commonly applied in communications is
the MAP decision rule. Here the goal is to decide in favor of the hypothesis
with the most probable posteriori probability. Applying the MAP decision
rule sets the threshold to t = 0 and we have
φMAP (Ln,l) =
{
Sxˆl\n if Ln,l ≥ 0
Sxˆl ∪ n if Ln,l < 0.
(3.17)
Fig. 3.2 (a) exemplary shows the activity error rates for MAP estimation.
The MAP decision rule is known to be the best decision rule in terms of
minimizing the overall probability of errors, it is therefore not a surprise that
the activity error rates are monotonically decreasing as the SNR increases.
In the very low SNR regime the activity error rate converges to the activity
probability pa, which is 0.2 in this setting. Overloading the system by
decreasing the spreading sequences to M < N also increases the activity
error rates signiﬁcantly as a fact that the multiuser interference increases.
Decomposing the activity error rate into false alarm and missed detection
error rates yields a surprising result. While the missed detection rates are
high in the low SNR regime and also monotonically decrease in the high
SNR, the false alarm rates, on the other hand, increase over the SNR, reach
a peak around 10 − 15 dB and decrease for higher SNR. In contrast to
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Figure 3.2: Performance of MAP activity detector in systems with diﬀerent
spreading factors M , N = 20, pa = 0.2. Activity error rates are
shown in (a), missed detection rates in (b), false alarm rates in (c)
and Receiver Operating Characteristics (ROC) in (d).
that the missed detection rate exhibits values around 100% for low SNR,
whereas the false alarm rate remains always far below 10% yielding a severe
imbalance between false alarm and missed detection rates. This imbalance
can be visualized in the so called Receiver Operating Characteristics (ROC)
as shown in Fig. 3.2 (d). The ROC plots the tuple of true alarm and false
alarm rate for each SNR simulated. Connecting the points yields a path
that starts at (0, 0) and ends at the point (0, 1). We see that MAP activity
detection starts with 0% true alarm and false alarm rate. While the true
alarm rate increases for higher SNR, the false alarm rate always remains
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low, and never exceeds 10%. We term such a detector conservative, as it
only estimates nodes as active if the probability of being active is high.
The reason for this unexpected behavior becomes clearer while looking at
the deﬁnition of the activity LLR in (3.7). Here we see a composition of
a likelihood function and a prior. In case of low SNR the prior dominates
the activity LLR and as long as pa is suﬃciently low, the resulting activity
LLR remains positive. With increasing SNR, the impact of the likelihood
function increases and due to the weighting with the inverse noise variance,
this part dominates the activity LLR. As a consequence, the MAP decision
rule always decides in favor of inactivity in the low SNR range yielding less
false alarms. This eﬀect is reversed in the high SNR regime. Here, the
likelihood part dominates the activity LLR yielding correct activity decisions
with no false alarms and missed detections. The range in between shows
the peak shown in Fig. 3.2 (c). The reason for this conservative behavior
can be found in the prior knowledge about the multiuser signal. Having
pa 
 1 renders inactivity to be an likely event. As a consequence, the MAP
detector tends to rather decide in favor of inactivity.
Frame-Based Transmissions
In case of frame-based transmissions the MAP decision rule can be directly
applied to the frame LLR deﬁned in (3.15). The frame MAP decision rule
reads in this case
φMAP (Ln) =
{
SXˆ\n if
∑
l Ln,l ≥ 0
SXˆ ∪ n if
∑
l Ln,l < 0.
(3.18)
This approach is clearly superior to any symbol-by-symbol detection since
knowledge over multiple time instances is used.
Fig. 3.3 (a) plots the frame activity error rate over the frame length LF
that is achieved with an SNR of 15dB for diﬀerent spreading sequence lengths
M . It can be seen that the activity errors exhibit a steep decrease for short
frame length of only a few symbols. We also see that this decrease is higher
for systems with higher spreading sequence length where the system load
is lower. This leads to the conclusion that most of the gains are achieved
already with short frames which is suitable for M2M applications.
Fig. 3.3 (b) also plots the missed detection rates over the SNR for diﬀerent
spreading sequence lengths M for a ﬁxed frame length of LF = 20. Only
the missed detection rates are plotted as false alarm errors could not be
measured. This shows how the bias of the frame activity LLRs aﬀects the
activity error rates. The bias contained in each activity LLR makes the
detector even more conservative yielding no false alarms.
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Figure 3.3: Frame activity error rate versus frame length LF at a ﬁxed SNR of
15dB on (a) and missed detection rate versus SNR for MAP detection
at a frame length of L = 20 for diﬀerent spreading sequence length
M . The number of nodes is N = 20 with pa = 0.2.
3.4.2 The Bayes-Risk Decision Rule
The analysis of the MAP decision rule has shown, that MAP activity esti-
mation tends to be conservative. The prior knowledge of a sparse multiuser
signal keeps the false alarm rate low, while the missed detection rate is
quite high. Even though the activity error rate is as low as possible, the
individual error rates, and especially the high missed detection rate, may be
incompatible with the requirements of an underlying system. As stated in
Chapter 2 high missed detection rates lead to loss of data and depending
whether retransmissions are initiated the system may suﬀer from delays and
congestions. Further, critical applications may be incompatible with delays
caused by missed detections.
One possible way to counteract this problem is Bayes-Risk [VT04] based
detection, which allows weighting both error events individually by deﬁning
cost for false alarm and missed detection probabilities. As shown in this
section this approach allows ﬁnding an activity LLR threshold that minimizes
the weighted false alarm and missed detection probability. For this sake,
we deﬁne the costs CFA for the false alarm and CMD for missed detection,
respectively. The Bayes-Risk for an activity error decomposed in false alarm
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and missed detection error reads
Rn,l = CFA Pr (xn,l = 0)
∫
ZA
pyl(yl|xn,l = 0) dyl︸ ︷︷ ︸
Prob. of false alarm
+
CMD Pr (xn,l ∈ A)
∫
ZI
pyl(yl|xn,l ∈ A) dyl︸ ︷︷ ︸
Prob. of missed detection
. (3.19)
ZI and ZA are the regions in the observation space where the detector
assigns the observation to the hypotheses HI for inactivity and HA for
activity, respectively [VT04]. As shown in appendix A.1 the minimization
of the Bayes-Risk for node n can be cast as a Likelihood Ratio Test (LRT)1
log
pyl(yl|xn,l = 0)Pr (xn,l = 0)CFA∑
xn,l∈A pyl(yl|xn,l) Pr (xn,l)CMD
HI
≷
HA
0
log
pyl(yl|xn,l = 0)Pr (xn,l = 0)∑
xn,l∈A pyl(yl|xn,l) Pr (xn,l)
HI
≷
HA
log
CMD
CFA
Ln,l
HI
≷
HA
log
CMD
CFA
. (3.20)
The right hand side of (3.20) clearly deﬁnes a threshold for the activity
LLR Ln,l based on the ratio of costs deﬁned as Ω =
CFA
CMD
. The Bayes-Risk
activity decision rule reads
φΩ (Ln,l) =
{
Sxˆl\n if Ln,l ≥ log 1Ω
Sxˆl ∪ n if Ln,l < log 1Ω
. (3.21)
Considering (3.21), the estimated support set SXˆ depends on the particular
choice for Ω. Clearly, controlling Ω allows for controlling the activity error
rates. Exemplary, decreasing Ω increases the decision threshold, which
in turns leads to a higher likelihood that nodes are estimated as active.
Conversely, increasing Ω leads to the opposite results, meaning that it is
more likely that nodes are estimated as inactive. Setting Ω = 1 turns the
decision threshold to 0 corresponding to the MAP decision rule. In terms of
conservative and liberal the parameter Ω allows to seamlessly adjust between
both.
1Likelihood ratio tests are commonly carried out over likelihood functions only. In this
case the prior is included inside the test which leads to a slightly diﬀerent test. However,
in this thesis, we stick to the term Likelihood Ratio Test
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Pareto Optimality
Even though Bayes-Risk detection allows minimizing one activity error rate
to arbitrary low values, one has to keep in mind that the other error rate
automatically increases. This is not a surprise, since both error rates are
coupled. Such characteristic is known as Pareto Optimality [BV07]. The set
of false alarm and missed detection rates that can be achieved by changing
Ω forms the so-called Pareto frontier.
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Figure 3.4: Performance of Bayes-Risk activity detection in a system
M = 10, N = 20, pa = 0.2. Missed detection rate versus False Alarm
rate in (a), and ROC in (b).
Fig. 3.4 (a) exemplary shows the Pareto frontier for Bayes-Risk activity
detection. The solid lines denote the Pareto frontiers for diﬀerent SNR,
where higher SNR generally allows for lower activity error rates. Changing
Ω at a given SNR simultaneously changes false alarm and missed detection
rates, while the performance follows the Pareto frontier. Here we see that
decreasing Ω simultaneously decreases the missed detection rate while the
false alarm rate increases. Increasing Ω yields the opposite, a increased
missed detection ate and a decreased false alarm rate. In summary we have
the following connection between Ω and the activity error rates.
• Ω ↑⇒ MDR ↑ and FAR ↓
• Ω ↓⇒ MDR ↓ and FAR ↑
Fig. 3.4 (b) shows the corresponding ROC for diﬀerent values of Ω and
diﬀerent SNRs. The black solid lines connect points for one particular
SNR and diﬀerent Ω. Following the concept of liberal and conservative
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detectors, we see that for each SNR Bayes-Risk detection enables adjusting
the detector to be liberal or conservative. Instead of following the path
for MAP detection, which was shown to be quite conservative, Bayes-Risk
detection allows adjusting the activity error rates. Exemplary, both graphs
in Fig.3.4 also plot these paths for diﬀerent choices of Ω, where Ω = 1
corresponds to MAP detection.
We also observe that for a ﬁxed Ω, activity error rates develop rather
uncontrolled with changing SNR, i.e., the particular path for a certain Ω
does not follow a predictable path and both activity error rates change with
changing SNR. Especially in the low SNR range the path for a ﬁxed Ω is
bent.
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Figure 3.5: Performance of Bayes-Risk activity detection in a system
N = 20, pa = 0.2 for varying spreading sequence length M for a
ﬁxed SNR = 15dB. Missed detection rate versus False Alarm rate in
(a), and ROC in (b).
The impact of overloading on the performance of Bayes-Risk detection
is shown in Fig. 3.5 (a) and (b) where the Pareto frontier and the ROC is
plotted for diﬀerent spreading sequence length M with a ﬁxed SNR of 15 dB.
Overloading the system decreases the performance and the Pareto frontier
shifts towards higher activity error rates in this case. This shift is similar as
in Fig. 3.4 (a), suggesting that higher overlaoading has a similar eﬀect as
decreasing the SNR. This eﬀect can also be observed in the ROC in 3.5(b).
Even though Bayes-Risk detection allows controlling the tendency for the
activity error rates, it is still far away from a predictable control. The reason
for this is twofold. First, the connection between Ω and activity error rate
is not known in closed form and one has to simulate all possible rates and
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store them in a look-up table. Second, changing the SNR also changes the
connection between Ω and the activity error rates.
Frame-Based Transmissions
Extending the Bayes-Risk concept toward frame-based reads
φΩ (Ln,l) =
{
SXˆ\n if
∑
l Ln,l ≥ log 1Ω
SXˆ ∪ n if
∑
l Ln,l < log
1
Ω
. (3.22)
As seen in Section 3.4.1 the bias contained in the frame activity LLRs leads
to a high missed detection rate for MAP detection. In the terminology of
Bayes-Risk this means we have a conservative detection. However, Bayes-
Risk detection allows counteracting this conservative behavior by properly
adapting Ω to enable liberal detection. Considering the Pareto frontier in
Fig. 3.6 (a) and the ROC in Fig. 3.6 (b) for a frame length of LF = 20 shows
the impact of this eﬀect. The Ω required to achieve certain activity error
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Figure 3.6: Performance of frame-based Bayes-Risk activity detection in a system
M = 10, N = 20, pa = 0.2, LF = 20. Missed detection rate versus
false alarm rate in (a), and ROC in (b).
rates has decreased and the point with Ω = 1 is not shown on the Pareto
frontier, as the false alarm rate is zero. Comparing the Pareto frontiers for
the frame-based detection with symbol-by-symbol detection in Fig. 3.4 (a)
shows that the Ω required to control the activity error rates has decreased
and much lower values of Ω are required to enable liberal detection. However,
even with this conservative impact, we can still trace out the full Pareto
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frontier by choosing Ω properly. Comparing the ROC curves in Fig. 3.6
(b) for the frame-based Bayes-Risk to the symbol-by-symbol detection show
in Fig. 3.4 (b) shows that we have a SNR gain through the processing of
multiple activity LLRs. The ROC curves are shifted to the upper left corner
for the frame-based setup. This conﬁrms the results obtained for MAP
detection where we have shown that longer frames exhibit SNR gains.
3.4.3 Impact on Subsequent Data Detection
The choice of Ω clearly impacts the subsequent data detection. Choosing Ω
too low increases the missed detection errors that can not be compensated
at higher layers. On the other hand, increasing Ω decreases the missed
detections but also leads to a false alarm SNR loss. However, this SNR
loss might be acceptable, especially, if the missed detection rate can be
decreased. This depends on the capabilities of the multiuser detector to
resolve the multiuser interference of the nodes. We therefore consider a two
stage activity and data detector as depicted in Fig. 3.1. Subsequently, we
consider two diﬀerent data-detectors. We compare the performance of a
Maximum Likelihood Detection (MLD) that solves the reduced multiuser
problem optimally to a least-squares approach, implemented by ﬁltering via
the pseudo inverse of the reduced multiuser system (2.21). In contrast to the
least-squares data detector, which interprets the reduced multiuser system
to be continuous, the MLD approach solves the problem as ﬁnite alphabet
optimization problem where the modulation symbols are from the set A.
Fig. 3.7 (a) plots the BER over Ω for diﬀerent SNRs considered for the
MLD and 3.7 (b) for the least-squares detector, respectively. As stated in
Sub-Section 2.4.2, the BER is deﬁned for active nodes only, such that missed
detection errors do not impact the BER. The curves indicate that diﬀerent
data detectors have diﬀerent demands on Ω. For MLD the optimal value for
Ω is slightly below Ω = 1, conﬁrming the result that separate MAP activity
detection is not optimal in terms of having the lowest BER with a MLD
data detector. To optimize the BER Ω has to be set to values smaller than
one, corresponding to rather liberal detection with increased false alarm
rate. In this case, MLD gains from the liberal detection even if the SNR is
slightly decreased. Subsequently, we observe that for lower SNR the optimal
value for Ω further decreases, which is due to the known fact that the MAP
activity detection tends to only decide in favor of inactivity. This yields an
BER of 100% hence, decreasing Ω automatically decreases the BER.
Almost the same behavior holds true using a least-squares data detector.
In this case, the optimal Ω is even lower than for the MLD. However, the
general performance is worse as the BER achieved for a particular SNR is
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Figure 3.7: BER vs. the choice for Ω for diﬀerent SNR employing maximum
likelihood data detection in (a) and Least-Squares data detection in
(b) in a system parametrized by N = 20, M = 10 and pa = 0.2.
considerably higher. The reason for this is based on the fact the pseudo
inverse is a linear detector, whereas MLD is a non-linear detection scheme.
In this case, least-squares estimation can better cope with an increased
false alarm rate, leading to a lower Ω compared to MLD. Additionally, we
observe that the curve ﬂattens out for very high SNR such as 1/σ2w = 28dB.
Changing Ω over a wide range only has moderate impact on the BER. This
is based on the fact that a least-squares detector does not restrict to a ﬁnite
set as the MLD does. The least-squares detector has thereby the capability
to estimate the modulation symbol from nodes caused by false alarm to be
almost zero. The least-squares detector thereby has the capability to correct
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the erroneous activity estimation. If the SNR is very high, the false alarm
SNR loss has only a minor impact on the BER for least-squares detection.
3.4.4 The Neyman-Pearson Decision Rule
Even though Bayes-Risk detection allows for a certain activity error rate
control, the loose relation between Ω and the resulting activity error rates
makes the Bayes-Risk approach hard to ﬁne tune. To overcome these
shortcomings, we formulate a new decision rule that a-priori allows controlling
the resulting activity error rates. One strategy which is commonly known
from literature is the so-called constant false alarm (or constant missed
detection) detector. Such a decision rule is strongly related to the so-called
Neyman-Pearson decision rule which aims at minimizing one particular error
rate, while bounding the other rate to a ﬁxed threshold [NP33, Cho10]. This
decision rule depends on the optimal threshold t which minimizes one error
rate (false alarm or missed detection) while keeping the other rate below a
pre-deﬁned threshold η. This threshold is either found in closed form or by
optimization.
As an motivating example we consider a scalar binary hypothesis test
with the hypotheses HA and HI (analog for active and inactive). Further,
we assume that it is possible to calculate the posteriori probabilities PrI (y)
and PrA (y) for activity and inactivity based on an observation y. Further,
we can formulate a likelihood ratio test
PrI (y)
PrA (y)
HI
≷
HA
t, (3.23)
with decision threshold t ≥ 0. The region where (3.23) decides in favor of HI
is parametrized by t and reads ZI (t) := {y : PrI (y) > tPrA (y)}. The region,
where the test decides in favor ofHA reads ZA (t) := {y : tPrA (y) > PrI (y)}.
Here we see that the regions in the observation space depend on the choice
of t. Consequently, the corresponding false alarm and missed detection
probabilities also depend on t.
For our CS-MUD problem we can also express the missed detection and
false alarm probability as a function of the regions ZI and ZA via
PrMD (t) = Pr (xn,l ∈ A)
∫
ZI(t)
pyl(yl|xn,l ∈ A) dyl (3.24a)
PrFA (t) = Pr (xn,l = 0)
∫
ZA(t)
pyl(yl|xn,l = 0) dyl. (3.24b)
Note that missed detection and false alarm probabilities now both depend
on t, i.e., t is a free parameter to control false alarm and missed detection
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probabilities. The optimal threshold t minimizes the false alarm or missed
detection probability while keeping the counterpart below η. One example
of this optimization problem reads
t = arg min
t≥0
PrFA (t) (3.25)
s.t. PrMD (t) ≤ η.
In most of the applications, t is found by ﬁrst re-formulating (3.24a)
and (3.24b) in closed form which are then used to solve the optimization
problem (3.25) yielding t. For the multiuser uplink transmission considered
here, closed form expressions for missed detection and false alarm probabil-
ities are intractable. Due to the multi-source, multi observation problem
each observation ym contains information about all nodes. To remedy this
problem, we now formulate a Neyman-Pearson detector that takes estimates
of PrFA and PrMD based on the activity LLRs instead of the observations y
themselves.
Adaptive Threshold Neyman-Pearson Detection
For the sub-sequent approach we assume that the activity LLRs Ln,l
are ergodic. More speciﬁcally, we assume that the statistical processes
generating the activity LLRs have the same moments. If this holds true, we
can formulate an adaptive threshold Neyman-Pearson detector as published
in [MBD15]. This consists of two steps. First, we take the activity LLRs as
samples of false alarm and missed detection probabilities. This turns the
integral in the calculation of PrMD (t) and PrFA (t) in (3.24a) into a sum
which can numerically be calculated. The second step is to ﬁnd the proper
threshold t by solving a discrete version of the optimization problem (3.25).
Later it is shown that the discrete approximation is feasible as it converges
to the integral if a suﬃciently high number of activity LLRs is contained in
the calculation.
For the ﬁrst part the false alarm and missed detection posteriori probabil-
ities are calculated from the activity LLRs via
Pr (xn,l ∈ A|Ln,l) = 1
1 + exp (Ln,l)
(3.26a)
Pr (xn,l = 0|Ln,l) = 1
1 + exp (−Ln,l) . (3.26b)
The idea of adapting the threshold for Neyman-Pearson detection is driven
by the idea that multiple activity LLRs describe the same statistical process,
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parametrized by pa. As long as pa is unchanged, the activity LLRs can
be used as samples for the false alarm and missed detection probabilities.
These samples can be used for a discrete description of the functionals
in (3.25). The idea is to take a set of activity LLRs denoted as L with
cardinality NL and ﬁnd the set speciﬁc threshold t
 that solves the Neyman-
Pearson problem for this set. The size of the set is thereby crucial for the
performance. Within this thesis we set NL = N which means we solve
the Neyman-Pearson problem for each received symbol. For frame-based
transmissions we sum the activity LLRs up before we process them into the
Neyman-Pearson detector. Hence for symbol-by-symbol detection and for
frame-based detection NL = N holds.
To calculate the set speciﬁc false alarm and missed detection probabilities,
we use a decision rule that is parametrized by the free parameter t
φt (Ln,l) =
{
Sxˆl\n Ln,l ≥ t
Sxˆl ∪ n Ln,l < t.
(3.27)
The goal is to ﬁnd t such that the desired false alarm and missed detection
rate is met. The diﬀerence to the Bayes-Risk detection rule (3.21) is that
we adaptively change t while monitoring false alarm and missed detection
probabilities. In contrast to that the Bayes-Risk detection rule pre-deﬁnes
the threshold without revising it.
Fixing the threshold t to any value separates the set L of available activity
LLRs into two subsets. We deﬁne LA as the set containing the activity LLRs
belonging to active nodes and LI as the complementary set containing the
LLRs belonging to inactive nodes, respectively. The decision rule φt (·) is
used to separate the NL activity LLRs into the two subsets LA and LI
Claim 1. Given the two sets LA and LI, the false alarm and missed detection
probabilities can be estimated via
P˜rMD (L, t) =
∑
n∈LI Pr (xn,l ∈ A|Ln,l)
|LI| (3.28a)
P˜rFA (L, t) =
∑
n∈LA Pr (xn,l = 0|Ln,l)
|LA| . (3.28b)
With the law of large numbers, the variance of this estimator decreases
linearly in the number of elements LA and LI.
The justiﬁcation of this approach is given in appendix A.2. Here the
subset LI contains all activity LLRs above and LA contains the all activity
LLRs below the current threshold t, respectively. Averaging over the subsets
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of activity LLRs LA and LI yields sample average false alarm and missed
detection probabilities. These allow ﬁnding the set speciﬁc threshold tL
such that the sample average false alarm or missed detection probability is
minimized while bounding the other one to an upper limit η. As shown in
appendix A.2 the sample average false alarm and missed detection probabili-
ties converge to their means (3.24b) (3.24a) if |LA| and |LI| are suﬃciently
large. The optimal set speciﬁc decision threshold can be found analogous
to (3.25) via
tL = arg min
t≥0
P˜rFA (L, t)
s.t. P˜rMD (L, t) ≤ η, (3.29)
where η is the desired target error rate that must not be exceeded. Note that
missed detection and false alarm probabilities can be interchanged in (3.29).
Investigating objective and constraint in (3.29) as functions of t shows that
P˜rMD (L, t) is strictly decreasing whereas P˜rFA (L, t) is strictly increasing.
Additionally, P˜rFA (L, t) and P˜rMD (L, t) are discrete due to the restriction
to the set L. Consequently, t can only take discrete values. Hence t is the
largest value t that still fulﬁlls the constraint. One possible approach to solve
this optimization problem is to try each possible t until the optimal value
has been attained. This procedure is illustratively shown in Fig. 3.8. The set
speciﬁc false alarm and missed detection probabilities change discretely due
to the restricted set L. Consequently, the desired missed detection contraint
may not be fulﬁlled with equality yielding a conservative over ﬁtting.
Additionally, changing t also varies the size of the sets LA and LI leading
to unreliable false alarm and missed detection estimates. In the extreme
case at least one of the sets may contain only a few or even none activity
LLRs. This eﬀect will be signiﬁcant, if the activity error rate constraint is
very low and makes the detector unreliable.
The Neyman-Pearson detector adaptively changes its threshold based on
the activity LLRs. Therefore, it can be interpreted as a Bayes-Risk detector
that varies Ω. Thus, this detector traces out the Pareto frontier adaptively.
The false alarm and missed detection rates for two diﬀerent target missed
detection rates are shown in Fig. 3.11. The left plot shows the performance
for a target missed detection rate of η = 10−1. The number of nodes is
N = 20 and the set of activity LLRs NL = N is set to the same value such
that the threshold is calculated for each symbol. As expected this results in
an over-ﬁtting for the missed detection rate which is even more challenging
when the missed detection contraint is further decreased as shown in the
right plot. The missed detection rate constraint is set to η = 10−2 resulting
in a signiﬁcant over-ﬁtting in the low and high SNR range. Only in the
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LA → P˜rFA (L, t)
LI → P˜rMD (L, t)
t η
|
t
t
P˜rMD (L, t) P˜rFA (L, t)
Figure 3.8: Illustration of estimated set speciﬁc false alarm and missed detection
probabilities with missed detection constraint η and optimal threshold
t.
mid SNR range, the detector is nearly able to fulﬁll the missed detection
constraint with equality. The reason for this strong over-ﬁtting is based on
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Figure 3.9: Performance of Neyman-Pearson detector in a system with M = 10,
N = 20, pa = 0.2 with missed detection constraint η = 0.1 (a) and
η = 0.01 (b).
the discrete optimization problem (3.29) being solved.
Test Randomization
As the number of available activity LLRs NL is limited, test randomization is
a powerful approach to boost the performance of Neyman-Person detection.
This approach is especially useful in cases where low target error probabilities
η are targeted yielding very small sets LA or LI. For further general infor-
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mation about test randomization the reader is referred to [LR05, CK+01]
and the references therein. Test randomization allows solving the Neyman-
Pearson optimization problem even if the constraint is only discrete and
cannot be fulﬁlled with equality. The key is to randomize the mapping
rule φt (·) (3.27). To illustrate this idea, we start by considering a set of
activity LLRs which we assume to be sorted in ascending order such that
L1 ≤ L2 ≤ · · · ≤ LNL . To ease notation, we consider the Neyman-Pearson
optimization problem in (3.29) where the missed detection probability is
constrained to η. Consider two diﬀerent values for t denoted as t− and
t+ where t+ is the threshold yielding an over-ﬁtting of the constraint to
PrMD (t
+) := η−α and t− is the ﬁrst possible threshold yielding a constraint
violation by PrMD (t
−) := η + β. Fig. 3.10 shows that the desired sample
t →
P˜rMD (L, t)
η
η − α
η + β
| |
t− t+
Figure 3.10: Illustration of possible missed detection sample averages
average missed detection probability can not be met by the discrete Neyman-
Pearson optimization problem. The goal is to modify the deterministic
mapping rule (3.27) into a randomized rule which on average meets the
desired missed detection probability [Gal13]. The idea is to introduce a
binary random variable κ and form a convex combination of the thresholds
t− and t+, which yields the same combination for the probabilities PrMD (t−)
and PrMD (t
+). This randomized combination is forced to meeet constraint
η as
η
!
= κPrMD
(
t−
)
+ (1− κ) PrMD
(
t+
)
(3.30)
⇒κ = η − PrMD (t
+)
PrMD (t−)− PrMD (t+) . (3.31)
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As a consequence, the constraint can only be met by randomizing the
mapping rule such that
φtRand (Ln) =
⎧⎪⎨
⎪⎩
Sxˆ\n if Ln,l ≥ t+
Sxˆ ∪ n with Probability κ if Ln,l = t−
Sxˆ ∪ n if Ln,l < t−
(3.32)
The randomized mapping rule works as follows: the threshold is shifted
downwards until t+ is reached. The next threshold, t− is only taken with
probability κ, i.e., a sample from a Bernoulli process with success probability
κ is taken. If the outcome is one, the threshold is set to t−, if the outcome
is zero, the threshold remains unchanged. Eq. (3.30) can now be interpreted
as the mean of a Bernoulli process which is set to η. Fig. 3.11 shows the
performance of the adaptive threshold Neyman-Pearson detector employing a
randomized mapping rule. The impact of test randomization is tremendous,
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Figure 3.11: Performance of randomized Neyman-Pearson detector in a system
with M = 10, N = 20, pa = 0.2 with missed detection constraint
η = 0.1 (a) and η = 0.01 (b).
as the missed detection constraint is much tighter fulﬁlled compared to the
detector without randomized mapping rule. For the case with η = 0.1, the
missed detection constraint is slightly over-ﬁtted in the low SNR range and
equally fulﬁlled for the medium and high SNR range. The curves for the
missed detection do not diﬀer for varying M . Decreasing the constraint
to η = 0.01 yields an increased over-ﬁtting in the low SNR range which
diminishes for medium and high SNRs. Over-ﬁtting in the low SNR range is
due to the fact that LLRs are quite unreliable there, making the set speciﬁc
activity error rate estimates also unreliable.
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Figure 3.12: Performance of randomized Neyman-Pearson detection in a system
with M = 10, N = 20, pa = 0.2 for diﬀerent frame length LF and
missed detection constraints η = 0.1 (a) and η = 0.01 (b).
Frame-Based Transmissions
Compared to MAP and Bayes-Risk detection Neyman-Pearson exploits the
connection between the posteriori probability and the activity LLR. Here the
bias of the frame LLRs destroys this connection making Neyman-Pearson
detection unreliable for frame-based transmission. Calculating the false alarm
and missed detection probabilities from frame activity LLRs is not possible
anymore. The bias shifts the activity LLRs towards in-activity yielding
a mismatch between the calculated and the true false alarm and missed
detection probabilities. More speciﬁcally, the missed detection probability is
lower than assumed, while the false alarm rate is higher than assumed by
the Neyman-Pearson detector. Clearly, this bias could be subsumed into
to Neyman-Pearson decision rule to correct the activity LLRs. However,
this approach is not considered in this thesis. To show the impact of this
bias we apply the randomized Neyman-Pearson decision rule (3.32) to the
frame activity LLRs as is. Thus, it is not a surprise that the frame-based
Neyman-Pearson detection yields a severe over-ﬁtting in the low and mid
SNR range as shown on Fig.3.12(a) and (b). This over-ﬁtting is stronger for
the lower missed detection constraint resulting in an increased false alarm
rate. This is a consequence of the overﬁtting and the Pareto optimality of
the activity error rates. In the high SNR range the bias diminishes and
the activity LLRs are correct. Therefore, the Neyman-Pearson detector
achieves a constant missed detection rate in this region. Additionally, the
achieved false alarm rate is also lower for the frame-based system compared
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to symbol-by-symbol detectioh shown in Fig. 3.11, showing that gains are
achieved by using frame activity LLRs.
3.5 Tree Search Algorithms for Finite Alpha-
bet Compressed Sensing
The core of the previously introduced decision rules was the activity LLR,
which turned out to be the result of a penalized integer vector optimization
problem stated in (3.7) which has the general form of
min
x∈AN0
‖y −Ax‖22 + α‖x‖0. (3.33)
Setting α = σ2w log
(
1−pa
pa/|A|
)
corresponds exactly to the activity LLR opti-
mization problem in (3.7). The constraint for x obeying to a ﬁnite alphabet
AN0 and the zero-”norm” are casting the problem as a non-convex integer
optimization problem which is NP-hard to solve [HV02]. More speciﬁcally,
the only known complexity bound scales exponential with the size of the
input alphabet. A straightforward exponential complexity algorithm is
to try each possible AN0 candidate vector in a brute force fashion. This
approach is clearly not feasible. To still solve (3.33) diﬀerent approaches
exist. A common approach is to relax the non-convex problem to a convex
one by replacing the zero-”norm” by its convex hull which is the 1-norm.
Further, the ﬁnite set constraint has to be replaced to be continuous. The
resulting optimization problem is commonly known as the Least Absolute
Shrinkage and Selection Operator (LASSO) [Tib96] and can be solved in
polynomial time. The second approach which is followed in this thesis is
to eﬃciently solve the problem in its non-convex form with sophisticated
algorithms commonly known from the ﬁeld of communications. To this
end, tree search algorithms have been identiﬁed to be powerful tools that
solve (3.7) with a complexity which is often much lower than the exponential
bound. Within this work we start with the most prominent example of a
tree search algorithm, which is Sphere Decoding.
Sphere Decoding and goes back to the works of and Pohst in 1981 [Poh81]
and the joint work of Fincke and Pohst in 1985 [FP85]. These ﬁrst works
were rather mathematically motivated and without any practical application
in mind. The ﬁrst application of Sphere Decoding in a practical communica-
tion’s context showed up in 1999 in [VB99] where Sphere Decoding was used
to decode lattice codes. Later, especially in the Multiple Input Multiple
Output (MIMO) era Sphere Decoding was shown to be an eﬃcient way to
perform maximum likelihood detection in layered space time codes such as
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BLAST [DCB00]. During that time, the Sphere Decoding algorithm was
also extended to work hand in hand with a subsequent channel decoder in
iterative receiver structures. Instead of calculating the maximum-likelihood
estimate, the so-called soft Sphere Decoding algorithm produces soft esti-
mates in the form of LLRs for the underlying transmit bits which can be
used as extrinsic information in a channel decoder [VHK04, SBB07, JO05].
Since then, Sphere Decoding has become a standard tool that is widely used
in communications.
Sphere Decoding is a tree search approach that restricts the solution to
lie within a sphere with a certain radius d around the received vector y. To
start, we ﬁrst restrict to a non-penalized least-squares problem with full rank
system matrix A ∈ RM×N that is fully or over determined M ≥ N . In a
subsequent step the application to under-determined and regularized problem
is shown. To start we consider the full rank least-squares problem, where
the solution is restricted to lie within a sphere with radius d Accordingly,
we have
min
x∈AN0
‖y −Ax‖22 (3.34)
s.t. d2 ≤ ‖y −Ax‖22. (3.35)
Introducing the radius d itself does not decrease the complexity for solv-
ing (3.35) as checking the constraint is itself exhaustive at ﬁrst glance.
However, methods exist to eﬃciently check the sphere constraint step-by-
step. Moreover, it should be noted that only d = ∞ guarantees that the
solution to (3.34) corresponds to the solution of the original problem. The
key for complexity reduction is to decompose the vector optimization problem
and the vector constraint into a set of coupled scalar problems. Therefore,
the system matrix is triangularized via the skinny QR-decomposition into
Q ∈ CM×N and the upper triangular matrix R ∈ RN×N . Here, Q contains
the basis vectors for the column space of A. Without changing the optimiza-
tion problem, we now left multiply the arguments of the 2-norms (3.34)
and (3.35) with QH and obtain
min
x∈AN0
‖y˜ −Rx‖22 (3.36)
s.t. d2 ≤ ‖y˜ −Rx‖22, (3.37)
with y˜ = QHy. Thanks to the application of the QR decomposition the
calculation of the constraint (3.37) can eﬃciently be carried out row-by-
row also called layer. The calculation of the squared 2-norm is thereby
decomposed in partial increments also called Partial Euclidian Distance
(PED). The main point is that the PED for layer n only depends on the
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sub-vector x(n) = [xN , xN−1, ..., xn]
T
. To calculate the squared euclidean
distance we start at layer N and recursively calculate
Dn
(
x(n)
)
= Dn−1
(
x(n−1)
)
+ |yn −
N∑
i=n
rn,ixi|2︸ ︷︷ ︸
Δn(x(n))
, (3.38)
with DN+1
(
x(N+1)
)
= 0 and D1
(
x(1)
)
= ‖y˜ −Rx‖22. The calculation of
the squared euclidean distance can thus be geometrically interpreted as a
tree with N layers and |A0|N leafs at layer n = 1, where each leaf node
corresponds to one particular candidate vector. The square in the distance
increments Δn
(
x(n)
)
makes the PED an increasing sequence. Given any
sphere constraint d, it follows immediately, that whenever the PED of any
node in the tree violates the sphere constraint, then the PED of all child
nodes will violate the sphere constraint as well. Hence, the tree can be
pruned above this child node and the PED does not have to be calculated.
Layer 1
Layer 2
Layer 3
Layer 4
0
-1
-1
x′ =
⎛
⎜⎜⎜⎝
0
−1
−1
⎞
⎟⎟⎟⎠
Figure 3.13: Illustration of search tree used for Sphere Decoding.
Schnorr-Euchner Sphere Decoding with Radius Reduction
To obtain the optimal solution for the integer least-squares problem, one has
to ensure that the sphere constraint contains this solution. One reasonable
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approach for Sphere Decoding is thus, to start with d = ∞ and selecting
the hypothesis at each layer in ascending order of their PED increments.
Once a leaf is reached, the radius is updated to the PED corresponding to
this particular path. This so-called depth ﬁrst approach is repeated until
only one leaf survives. This leaf will correspond to the optimal solution of
the integer least-squares problem. Selecting the hypothesis in ascending
order is known as the Schnorr-Euchner method [SE94]. Besides this search
strategy, other tree traversing strategies exist. A great overview about tree
traversing strategies is given in [Stu09] and the references therein. The
Sphere Decoding algorithm with initial radius set to inﬁnity guarantees to
ﬁnd the optimal solution. The downside is, that the complexity can only be
bounded via the exponential bound determined by exhaustive search. Even
though, Sphere Decoding is much faster in most of the cases, the complexity
and the throughput are random without a polynomial bound on complexity.
K-Best Detection
The random runtime and throughput of Sphere Decoding makes this approach
hard to implement. To this end, suboptimal but constant throughput
tree traversing strategies exist. One of these tree traversing strategy with
polynomial complexity and good adaptivity between optimality and speed
is the K-Best approach. K-Best detection is a breadth ﬁrst tree traversing
strategy that starts at the highest layerN [BBW+05, Stu09] similar to Sphere
Decoding. From this point, the K-Best algorithm calculates the PEDs of all
paths and retains only Kbest paths with the Kbest lowest accumulated PEDs.
Once Layer 1 is reached, the algorithm is terminated and the leaf with
the lowest accumulated PED corresponds to the estimate of the algorithm.
Clearly with any Kbest < |A0|N this approach is sub-optimal. However, later
simulations show that K-Best detection with reasonable Kbest is indeed a
suitable alternative for Sphere Decoding. Compared to Sphere Decoding, K-
Best detection allows for a constant throughput and a polynomial complexity.
Successive Interference Cancellation
In the special case of a K-Best detector with Kbest = 1 the algorithms is
commonly known as Successive Interference Cancellation. In this case only
the best hypothesis (in terms of lowest PED) is evaluated. As simulations
will show, SIC sacriﬁces optimality especially in highly overloaded systems,
such that its application for CS-MUD is almost not relevant.
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Sorting
Sorting the detection order is a powerful tool to decrease the complexity of
Sphere Decoding and to enhance the performance of sub-optimal approaches
such as K-Best. The core idea is to change the ordering of the layers such that
layers with high SNR are detected ﬁrst. If these layers are detected correctly,
the likelihood of errors at lower layers is decreased as errors made at higher
layers propagate through the tree. Sorting thereby enhances the performance
for sub-optimal algorithms such as K-Best. For Sphere Decoding, sorting
does not aﬀect the performance, but greatly improves the runtime of the
algorithm. The sorting is carried out via a modiﬁed version of the QR
decomposition, also known as Sorted QR decomposition (SQRD) [WBR+01]
which is entirely used for the tree search algorithms used within this thesis.
3.5.1 Tree Search for Under-Determined Systems
Transferring tree search algorithms to penalized under-determined systems
is twofold challenging. First, the application of the QR decomposition is
problematic as the system matrix cannot be brought into an upper diagonal
form. Second, the penalty term in (3.33) has to be taken into regard.
The ﬁrst problem becomes more obvious by considering the QR decom-
position of any M ×N matrix. With M < N , the corresponding R matrix
has the following form
R =
⎛
⎜⎜⎜⎜⎜⎜⎝
r1,1 r2,2 · · · · · · · · · r1,N
0 r2,2 · · · · · · · · · r2,N
0 0
. . . · · · · · · ...
0 0 · · · rM,M · · · rN,N .
⎞
⎟⎟⎟⎟⎟⎟⎠ (3.39)
Equation (3.39) shows that the row-by-row calculations of the PED is not
possible anymore since the last row (corresponding to Layer N) already
depends on a sub-vector containing N −M elements. One possible approach
to overcome this eﬀect is to insert N −M zero-rows in the matrix R and in
the observation vector y. While doing so, the PEDs for layer N up to layer
N −M denoted as DN−M
(
x(N−M)
)
= 0 turn zero. In this case, the Sphere
Decoding algorithm will still ﬁnd the optimal solution by brute-forcing these
layers yielding increased complexity.
A more elegant approach to fully triangularize the matrix is to exploit the
penalty term in (3.33) such that the matrix R turns to be upper triangular.
To do so, we restrict the following analysis to constant modulus source data,
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i.e., |xk| = c ∀ xk ∈ A. This deﬁnes the modulation set to Phase Shift
Keying (PSK) which may be an acceptable restriction for low-rate M2M
traﬃc. With this restriction, it is possible to replace the penalty term based
on the l0-”norm” by any norm ‖x‖0 = ‖x‖1 = ‖x‖22 ⇔ |sk| = 1 ∀k. The
penalized least-squares problem can then be transfomred as
xˆ = arg min
x∈AK0
‖y −Ax‖22 + α‖x‖0
xˆ = arg min
x∈AK0
‖y −Ax‖22 + α‖x‖0 + δ‖x‖0 − δ‖x‖0
xˆ = arg min
x∈AK0
‖y −Ax‖22 + δ‖x‖0 + [α− δ] ‖x‖0
xˆ = arg min
x∈AK0
‖y −Ax‖22 + δ‖x‖22 + [α− δ]︸ ︷︷ ︸
Σ
‖x‖0
xˆ = arg min
x∈AK0
∥∥∥∥[ y0N
]
−
[
A√
δIN
]
x
∥∥∥∥2
2
+Σ‖x‖0 δ ≥ 0. (3.40a)
Eq. (3.40a) contains δ ≥ 0 as a free parameter that can be used to regularize
the augmented system matrix to have full rank. Then QR decomposition
leads to an upper triangular matrix R. For any α ≥ 0, this parameter
can be chosen as δ = α, which is a convenient choice as the penalty term
turns to zero and the whole optimization problem is implicitly regularized.
For any α < 0, however, this is not possible anymore as δ ≥ 0 has to hold
meaning that the penalty term remains negative which violates the condition
of positive PEDs. With possibly negative PEDs, Sphere Decoding is not
guaranteed to optimally solve the problem anymore.
In the following we show how (3.40a) still can be re-written such that
the penalty term remains positive. To enable Sphere Decoding the penalty
term Σ = α − δ has to be greater or equal zero. Without changing the
optimization problem, (3.40) is rewritten with an equivalent positive penalty
term even if Σ < 0 holds. The key point is that we subtract the magnitude
of Σ and add the constant |Σ|N to the problem. This does not change the
output of the optimization problem. After re-arranging, [N − ‖x‖] can be
written as a sum of indicator functions 10 (·), which returns a one if the
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argument is zero and a zero otherwise. For Σ < 0 we obtain
xˆ = arg min
x∈AN0
∥∥∥∥[ y0N
]
−
[
A√
δIN
]
x
∥∥∥∥2
2
− |Σ|‖x‖0 + |Σ|N
= arg min
x∈AN0
‖y′ −A′x‖22 + |Σ| [N − ‖x‖0]
= arg min
x∈AN0
‖y′ −A′x‖22 + |Σ|
N∑
n=1
10 (xn) , (3.41)
where the penalty term is always positive and penalizes the zero symbol.
Comparing (3.41) and (3.40) shows that the penalty term in both problems
can be summarized as
fp (x,Σ) =
{∑N
n=1 Σ1A (xn) , if Σ ≥ 0,∑N
n=1 |Σ|10 (xn) , if Σ < 0,
(3.42)
yielding
xˆ = arg min
x∈AN0
‖y′ −A′x‖22 + fp (x,Σ) , (3.43)
where fp (·, ·) ≥ 0 is positive and reﬂects the penalty term. The PEDs can
now be calculated according to (3.38) via
Dn
(
x(n)
)
= Dn−1
(
x(n−1)
)
+ |yn −
N∑
i=n
rn,ixi|2 + fp
(
x(n),Σ
)
︸ ︷︷ ︸
Δn(x(n))
, (3.44)
where the distance increments Δn
(
x(n)
)
remain positive which allows for
application via Sphere Decoding or any other tree search approach such as
K-Best.
3.5.2 Performance Evaluation
K-Best vs. Sphere Decoding
In the following we analyze the performance and the complexity of Sphere
Decoding and K-Best detection. To assess the performance, we consider the
activity LLRs that the corresponding algorithm generate and look at the
Pareto frontiers. These will show the performance loss of K-Best detection
while having Sphere Decoding as benchmark.
Fig. 3.14 shows the Pareto frontiers achieved with K-Best detection in
diﬀerently overloaded systems with Ω ∈ [10−8, ..., 108]. Considering Fig. 3.14
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Figure 3.14: Pareto Frontiers for K-Best detection with varying parameter Kbest
compared to Sphere Decoding (Sphere Decoding) in a system with
N = 20, pa = 0.2 with diﬀerent spreading sequence length M = 20,
SNR = 15 dB in (a), M = 15, SNR = 15 dB in (b), M = 10,
SNR = 20 dB in (c), M = 5, SNR = 30 dB in (d).
(a) shows the performance of the fully determined system. Here we see that
with low Kbest = 1 the loss encountered is about one order of magnitude in
false alarm and missed detection rates. Increasing Kbest already decreases
this degradation until Kbest = 10 achieves the same performance as Sphere
Decoding with diminishing losses. Investigating systems that have a higher
overloading such as shown in Fig. 3.14 (b)-(d), shows that this does not in
general apply for under-determined systems. While with M = 15 Kbest = 10
still achieves the performance of Sphere Decoding, decreasing the number
of observations down to M = 10 as in Fig. 3.14 (c) Kbest = 100 is required
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which is a tremendous increase compared to the fully determined system.
Fig. 3.14 (d) shows the extreme case, with only M = 5 observations. Here
even very high values like Kbest = 700 do not achieve the performance of
Sphere Decoding. Especially in the highly overloaded case the Pareto frontier
is quite short, i.e., it does not cover the whole range of false alarm and
missed detection rates. It seems that varying Ω does not change false alarm
and missed detection rates as it does for the activity LLRs obtained from
Sphere Decoding.
The reason for this can be found by considering the calculation of the
activity LLRs. While Sphere Decoding calculates the activity LLRs optimally,
K-Best detection does this only approximatively. Especially if the system is
highly overloaded and Kbest is set to low values. This eﬀect can be observed
when comparing the Probability Density Function (PDF) of the activity
LLRs for Sphere Decoding and K-Best detection. The PDF of the activity
LLRs calculated by Sphere Decoding and K-Best detection for the system
with onlyM = 5 observations are shown in Fig. 3.15. We see that the PDF of
the activity LLRs for the Sphere Decoding is bimodal with support between
L ∈ [−20, 20]. Comparing the PDFs from K-Best detection with the PDF
achieved by Sphere Decoding, shows that only Kbest = 700 resembles the
activity LLR PDF of Sphere Decoding. Decreasing Kbest broadens the PDF
until for Kbest = 10 the PDF is nearly ﬂat with increased support compared
to Sphere Decoding. Clearly, changing the quantization threshold in the
activity LLRs has lower impact if the PDF has a wide support. Concluding
that K-Best detection is only suitable if the number of observations is not
too low.
3.5.3 Complexity Analysis
Analyzing the complexity of Sphere Decoding can only be carried out in
terms of statistics. This is due to the fact, that the complexity of Sphere
Decoding is a random variable. Henceforth, complexity is often analyzed
in terms of average number of nodes the algorithm visits. This analysis is
rather of high level as the number of multiplications or ﬂops is not considered.
However, visiting a node requires calculating the PEDs of the corresponding
A0 leafs of that node. Thus, the number of visited nodes scales in the
same manner as the number of multiplications required. To demonstrate
the complexity of Sphere Decoding, we consider solving (3.7) for a single
activity LLR. Calculating this activity LLR requires solving two instances
of the under-determined and penalized integer least-squares problem. The
penalty term reﬂecting the prior knowledge is subsumed via α. In the
following analysis we restrict the calculation to a single instance of this
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Figure 3.15: PDF of the activity LLRs for K-Best detection in a system with
M = 5, N = 20, pa = 0.2 at a SNR of 1/σ2w = 30dB
optimization problem. Thus, the following results have to be multiplied
by two in order to obtain the complexity for calculating one activity LLR.
Fig. 3.16 plots the average number of visited nodes over the SNR for diﬀerent
numbers of observations. In the low SNR range the number of visited nodes
is 20 for all cases considered. This is due to the fact that in low SNR α
dominates the optimization problem due to the dependency of σ2w. Thus, the
all-zero vector is always the optimal solution to the optimization problem and
the PEDs are dominated by the impact of α. In this case the Sphere Decoding
traverses the tree only once. In higher SNR the number of visited nodes
heavily depends on the overloading of the system. For the fully determined
system, the number of visited nodes exhibits a peak and decreased again
down to 20. This does not hold not true for systems with lower number
of observations. Here, the number of visited nodes increases in the same
manner in the mid range SNR, but the decrease cannot be observed. The
reason for this lies in the prior knowledge that depends on the noise power.
In the low and mid SNR range the prior knowledge is exploited to implicitly
regularize the under-determined system matrix. With decreasing α, the
lower M −N, ..., N rows in the matrix R converge to zero. If this happens,
the PEDs for the layers N, ...,M −N converge to zero DN−M → 0. Thant
means the Sphere Decoder algorithm cannot reasonably estimate the sub-
vector x(N−M). For the ﬁrst Sphere Decoding iterations the estimate for
the sub-vector x(N−M) is merely a random guess. This guess is most likely
incorrect and causes interference at the lower layers and the Sphere Decoding
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Figure 3.16: Average number of visited nodes for Sphere Decoding in a system
with N = 20, pa = 0.2 with varying number of observations M ,
with implicit regularization.
algorithm has to run longer until the interference is canceled. In the extreme
case with α = 0 the Sphere Decoding still ﬁnds the optimal solution but brute
forces the layers N, ...,M + 1, leading to increased complexity, especially if
the system is highly overloaded such as M = 5.
Sphere Decoding vs. K-Best Detection
The K-Best algorithm instead allows for a ﬁxed complexity, which solely
depends on the dimensions of the underlying tree. This tree is only deter-
mined by the number of layers, corresponding to N and the cardinality of
the augmented modulation alphabet |A0|. At layer n, the K-Best algorithm
visits at most Kbest nodes. If the number of nodes at layer n is lower, the
K-Best algorithm only visits |A0|N−n nodes, corresponding to the maximum
number of nodes at layer n. The number of nodes for K-Best detection thus
reads
N∑
n=1
min
[
Kbest, |A0|N−n
]
, (3.45)
which, is in contrast to Sphere Decoding, a ﬁxed number. With (3.45) and the
complexity analysis for Sphere Decoding, a certain break-even point where
K-Best detection outperforms Sphere Decoding in terms of complexity exists.
We therefore consider the Pareto frontiers given in Fig. 3.14 and consider
the value Kbest where K-Best detection achieves the same performance
as Sphere Decoding. Further, we deﬁne the Kbest-SD break even point,
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Figure 3.17: Number of visited nodes versus Kbest for a system with N = 20
nodes and a varying number of observations.
denoting the value Kbest where a K-Best detector has the same complexity
as a Sphere Decoder. If the number of nodes a K-Best detector visits is
below this point, we assume that K-Best detection is feasible. Fig. 3.17
plots the number of nodes visited versus Kbest for a system with N = 20
nodes according to (3.45), which is a straight line. In contrast to that, the
complexity of Sphere Decoding depends on the number of observations M
and the particular SNR. Thus, the points on the line in Fig. 3.17 denote
the maximum average number of nodes a Sphere Decoder requires for a
given M . Hence, the corresponding value on the x-axis denotes the Kbest-SD
break-even point.
These values are summarized in Table 3.1. In all cases considered, the
Kbest that is required to nearly achieve the performance of Sphere Decoding
lies below the break-even point, showing that K-Best detection is indeed a
viable approach to nearly achieve the performance of Sphere Decoding with
lower complexity.
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M Kbest required according to Fig. 3.14 Kbest-SD break-even
5 > 700 6800
10 100 1500
15 10 18
20 10 14
Table 3.1: Comparison of Kbest required and the K-best Sphere Decoding break-
even point for diﬀerent numbers of observations M .
3.6 Chapter Summary
Within this chapter we have focused on the sole activity detection task with a
communication’s perspective via activity Log-Likelihood ratios. The activity
estimation task was carried out by deﬁning a decision rule where activity
or inactivity is estimated. Motivated by the fact that the well known MAP
decision rule exhibits unacceptable high missed detection rate, this chapter
introduces two subsequent activity detection rules. Namely, the Bayes-Risk
rule as a generalization of the MAP rule and the Neyman-Pearson decision
rule. The Bayes-Risk decision rule represents a generalized MAP decision
rule by allowing to weight between false alarm and missed detection errors.
The Bayes-Risk detector can be tuned to rather decide in favor of activity
or inactivity, thereby, increasing one activity error rate while decreasing the
other. Implementing the Bayes-Risk detector is intricate as the dependence
between weight and resulting activity error rate is not known in closed
form and has to be simulated. The impact of Bayes-Risk detection on the
data detection and the BER shows two important results. First, optimizing
the activity error rates has to be seen in conjunction with the particular
algorithm used for data detection. Slightly increasing the false alarm rate
improves the BER despite of the false alarm SNR loss.
Further, the Neyman-Pearson detector is shown to allow for a constant
false alarm or constant missed detection rate. For Neyman-Pearson detection
one activity error rate is ﬁxed, while the other error rate is minimized. The
derivation is done by taking the activity LLRs as an input statistic to the
detector. Based on this statistic the Neyman-Pearson detector estimates
the threshold such that the desired activity error rates are met. While
this decision rule suﬀers from being to conservative, a randomized Neyman-
Pearson detector is introduced. Here the decision rule is augmented by a
random variable which allows to better achieve the desired target error rate.
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Simulations show that the randomized Neyman-Pearson detector achieves
a constant missed detection rate while simultaneously minimizing the false
alarm rate.
Additionally, this chapter addresses the calculation of the activity LLR via
Sphere Decoding. Here it is shown that the underlying penalized optimiza-
tion problem is undetermined. Hence, a direct implementation via Sphere
Decoding is not possible. Therefore, it is shown that the penalty term can
be used to rewrite the problem as an overdetermined set of equation which
allow for implantation via Sphere Decoding. Beyond sole Sphere Decoding
also K-Best detection is introduced as a means to calculate the activity
LLR with lower complexity than Sphere Decoding. While K-Best detection
sacriﬁces optimality by approximating the problem, it is still shown that
K-Best detection with reasonable low Kbest nearly achieves the performance
of Sphere Decoding.
Chapter 4
Graphical Models for
CS-MUD
4.1 Overview
The previous chapter mainly focused on separate activity and data detection.
As the results have shown, this approach is twofold challenging. First, the
hard activity detection aﬀects the data detection and the interplay between
both entities has to be tuned in order to match system speciﬁc requirements.
Second, the detection in frame-based systems is sub-optimal due to the bias
of the frame activity LLRs. Within this chapter we address both challenges
and derive a detector that considers the activity and data detection task
jointly in an iterative soft information framework without hard estimates.
Moreover, we address the question of how channel coding and knowledge of
frame activity can jointly be exploited to enhance the detection performance.
The track followed is based on belief propagation (also message passing) and
the sum-product algorithm. This allows factorizing the joint activity and
data detection problem graphically which allows for a decomposition of the
estimation problem into factor nodes and variable nodes. The desired soft
information can eﬃciently be calculated by exchanging messages between
factor and variable nodes.
Main Contribution
The novelty of the work presented in this chapter is to apply belief propaga-
tion to frame-based CS-MUD including channel coding and frame activity
information. As shown in Fig. 4.1, this approach consists of three building
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blocks that exchange extrinsic information. The ﬁrst block is the multiuser
detector that estimates the multiuser symbols x based on the observations
given by the channel y which is presented in Subsection 4.3.2. Here we
mainly adapt the recent advances of [Sch10] to resolve multiuser interference.
The multiuser detector itself does not exploit information about the channel
code and about frame activity.
The main contribution of this chapter is given in given in Subsection 4.3.4
where LF multiuser detectors are combined with a bank of channel decoders
and a bank of activity estimators called Sparsity Pattern Equalizer (SPE).
The bank of channel decoders is composed of N individual decoder instances
that individually decode the information words for all nodes in the system.
The same holds true for the bank of SPE.
Bank of Channel Decoders
Bank of Activity Decoders
Uˆ
sˆ
MUD 1
MUD 2
...
MUD LF
y1
y2
yLF
xˆ1
xˆ2
xˆLF
Figure 4.1: Overview about extrinsic information exchange between multiuser
detector, channel decoder and activity decoder.
The general setup of the frame Belief Propagation (BP) as depicted in
Fig. 4.1 shows that the algorithm consists of LF multiuser detectors, a bank
of channel and activity decoder connecting the LF multiuser detectors. The
main advantage of the frame BP algorithm is that the marginal posteriori
densities for all variables involved are calculated. Besides estimating the
multiuser vectors xˆl, the frame BP also yields estimates of the information
bits Uˆ and of the node activity state (denoted as sˆ). The frame BP itself does
not perform any hard estimation and outputs soft values for the variables
considered. To perform hard estimation, these values have to be estimated
from the respective soft values by deciding in favor of the most possible
hypothesis. Further, the frame BP yields estimates for the information bits
of all nodes, no matter if active or inactive, at the decoder output. Therefore,
4.2 Relevant Publications and State of the Art 73
the code symbols for active and for inactive nodes are both estimated by
the frame BP. Consequently, missed detection errors do not exist anymore.
Inactive nodes can only be identiﬁed by performing a CRC at the output of
the frame BP.
The analysis of how the soft information is combined within the frame BP
and how the diﬀerent entities interact is also one of the major contributions
of this thesis and given in Subsection 4.3.6. The results of this chapter have
not yet been published. A publication summarizing this chapter is pending.
4.2 Relevant Publications and State of the
Art
The whole idea of describing functions on graphs goes back to the pio-
neering work of Gallagher, who described LDPC codes graphically [Gal62].
Later, the term factor graph was ﬁrstly introduced by Kschischang and
Frey in 1998 [KF98]. Currently, factor graphs are applied in various disci-
plines, including statistical inference, decoding, image denoising and many
more. A good introduction on factor graphs and the sum-product algorithm
can be found in [KFL01]. The ﬁrst application of factor graphs to Com-
pressed Sensing problems goes back to the works of Donoho Maleki and
Montanari in 2009 [DMM09, DMM10a, DMM10b] and the works of Rangan
and Baron [Ran11, BSB10]. The main diﬀerence compared to previous
applications is the fact that the sensing matrix is a dense matrix, making
the underlying factor graph fully connected. Calculating the messages in
fully connected graphs is intricate as the messages themselves are functions.
Therefore, messages are approximated by prototype functions that resemble
Gaussian density functions which can be described by two parameters only.
Thus, message passing boils down to the exchange of the parameters of a
function instead of the function itself.
Applying belief propagation to CS-MUD has sporadically been addressed
in the literature. In [HMMG16] the authors applied approximate message
passing to detect the activity and data in overloaded CDMA systems with
QAM modulation symbols and frame-based transmissions. The main focus
there is adapting the approximate message passing to ﬁnite modulation
alphabets composed of complex modulation symbols. Further, in [HMJ+15]
the application of message passing as a means for channel estimation in has
been considered. Here the activity detection is carried out by combining
activity detection and channel estimation in overloaded systems. Finally,
combining message passing with proper post processing algorithms has
been considered in [MG15]. The main focus there is to decrease the false
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alarms caused by the application of message passing algorithms. Research
for tailoring message passing to CS-MUD diﬀers in two signiﬁcant points
from what is presented here. First, the underlying algorithms are based
on approximate message passing, which is an approximation to message
passing introduced by [DMM10a]. With approximate message passing,
several messages are summarized by one common message to reduce the
complexity of the algorithm. Second, the schemes considered do not involve
channel coding into the estimation. Applying message passing with channel
coding to frame-based transmissions in CS-MUD can be seen as a signiﬁcant
extension to previous works.
Soft information processing is a well known framework from communi-
cations. Exemplary, the concept of concatenated turbo codes, the turbo
concept [HOP96], is clearly one of the prominent examples. Beyond sole
iterative channel decoding, iterative receiver structures such as the soft
Successive Interference Cancellation (SIC) or soft RAKE combine iterative
channel coding with soft multiuser detection yielding a full soft multiuser
detector [Wym07]. These schemes mostly exchange extrinsic information
between two entities, namely the multiuser detector and the decoder. The
main diﬀerence in the work shown in this chapter is that we have a third
entity accounting for the activity estimation - the SPE. In the ﬁeld of CS-
MUD iterative receiver structures are rather new and only two concepts
haven been introduced in the past. In [Sch15] the authors introduced the
Block Correlation Successive Interference Cancellation (bcSIC) algorithm,
which combines multiuser detection with channel coding in an iterative
framework. The bcSIC consists of a GOMP with a combined data detector
and channel decoder. Compared to the GOMP, the bcSIC performs non-
linear estimation of the data by decoding it via a channel decoder. Based on
the side-knowledge of the channel decoder, the contribution of the nodes is
iteratively subtracted from the received signal. However, the bcSIC involves
hard estimation of the symbols and does not account for an information
exchange in a soft information framework. Within this chapter the bcSIC is
used as a state-of-the-art algorithm to assess the performance of the frame
BP.
Beyond that, the authors in [Boc15] introduced a soft interference can-
cellation including a channel code to detect BPSK signals iteratively. This
approach contains a bank of linear Minimum Mean Square Error (MMSE)
pre-ﬁlters to ﬁlter out interference. The ﬁltered signal is decoded in a soft
information framework and the node activity is estimated. Based on these
estimates, the bank of linear MMSE ﬁlters is updated. This algorithm runs
iteratively until a certain stopping criterion is met.
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4.3 Message Passing
4.3.1 Transmission and Node Model
For the derivation of the subsequent frame BP we consider the same uplink
scenario as in the previous chapter. In contrast to the previous chapter
we include channel coding from information bits un to code symbols cn by
a known channel code of rate Rc. The over-the-air transmission is non-
frequency selective with an AWGN channel such that we can write for the
lth received symbol in matrix form
yl = Alxl +wl, 1 ≤ l ≤ LF. (4.1)
Additionally, it is assumed that the spreading sequences of the nodes change
randomly each transmit symbol according to random sequence spreading.
This is indicated by the composite signature matrix Al depending on the
symbol-clock index l. With random sequence spreading the multiuser in-
terference caused changes randomly each receive symbol. We will see that
this randomness is required for the frame BP in order to perform well. This
point is picked up again in Subsection 4.4.2. Further BPSK modulation is
applied at the nodes.
With the model (4.1), the task is to derive an iterative algorithm consisting
of a multiuser detector, a channel decoder and a SPE block that eﬃciently
calculates the posteriori probabilities of all variables involved by exchanging
extrinsic information between these entities. The starting point for the
following derivations is the multiuser detector stage, yielding soft estimates
for the multiuser vectors xl, that is later connected to the channel decoder
and the SPE. With (4.1) we see that the task of resolving the multiuser
interference can be carried out for each symbol independently of other
symbols. Therefore, we start by deriving one particular multiuser detector
instance. In a subsequent step we connect LF multiuser detectors over the
temporal domain to exploit the structure carried by the code and by the
activity model. This multiuser detector will be the building block for the
frame BP algorithm.
4.3.2 The Multiuser Detector
In the following we derive the multiuser detector stage which aims at calcu-
lating the marginal posteriori PMFs for all multiuser symbols. The resulting
algorithm is computationally intractable and cannot be implemented. There-
fore, we introduce certain approximations that result in an approximative
multiuser detector.
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The starting point is to consider one speciﬁc symbol xn from one particular
node. The time instance l is dropped to preserve clarity. Our goal is to
estimate its posteriori PMF based on the observations made through the
channel y. We know that the likelihood function connecting both is a
function of the whole multiuser vector x. Additionally, we already know that
the multiuser vector x is composed of the code symbols c for active nodes
and of zeros for inactive nodes modeled by the hidden binary variables s.
Since x is fully determined by the joint distribution of s and c we include
these two variables within the derivation but replace them with their prior
probability as the channel decoder and SPE are included later on. To this
end, we start by deﬁning the marginal posteriori PMF for the symbol xn for
any speciﬁc node n which we ﬁnd by marginalizing the joint posteriori as
Pr (xn|y) ∝
∑
∼xn
∑
s∈{0,1}N
∑
c∈AN
py(y|x, c, s) Pr(x, c, s) , ∀n. (4.2)
Here the ”proportional to” sign denotes that normalization to unit area has
been omitted to enhance readability. The term ∼ xn is a shorthand notation
for the set {x ∈ AN0 \ xn}. Clearly, the likelihood function py(y|x, c, s)
connects the multiuser vector x to the observation obtained at the output
of the channel y that is solely determined by the Gaussian noise. Hence,
the likelihood function py(y|x, c, s) is well deﬁned by the multiuser vector x
that subsumes c and s. Consequently, the likelihood function can be written
as py(y|x). Additionally, we know from the previous chapter that due to
the assumption of white noise, the likelihood function can be factorized as a
product over the observations ym via
py(y|x) =
M∏
m=1
py(ym|x) . (4.3)
Moreover, we can assume that the data transmitted is independent over the
nodes. The same applies for the node activity states. Hence, the joint PMF
Pr(x, c, s) can also be factorized. Thus, (4.2) can be written as
Pr (xn|y) ∝
∑
∼xn
M∏
m=1
py(ym|x)︸ ︷︷ ︸
νg→xn (xn)
∑
sn∈{0,1}
∑
cn∈A
N∏
n=1
Pr(xn, cn, sn)
︸ ︷︷ ︸
νfn→xn(xn)
, ∀n. (4.4)
In (4.4) we see that the marginal PMF for xn is composed of two parts,
corresponding to the likelihood function summarizing the information given
by the channel, one the one hand, and the joint PMF for xn, cn, sn on the
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other hand. These two factors can be interpreted as messages coming from
two diﬀerent entities. The message νg→xn(xn) describes the information
from the likelihood function about the symbol xn and νfn→xn(xn) describes
the information from the marginalization of the PMF Pr(xn, un, sn) about
xn and the product of the two messages yields the marginal PMF via
Pr(xn|y) ∝ νg→xn(xn)νfn→xn(xn). (4.5)
Decomposing the marginal posteriori into a graph of diﬀerent factor and
variable nodes is at the heart of the so-called sum-product algorithm. Variable
nodes summarize the variables in the equation describing the marginals,
and factors describe functionals of the variables. One example of such
factorization is the likelihood function that can be factorized according
to (4.3). Whenever a variable is contained within one particular function,
a connection called edge is drawn between variable and factor node. If the
factor graph for a marginalization is free of loops, exact marginalization
can be obtained by exchanging the messages on the graph. If the graph
has cycles, marginalization can only be obtained approximately by iterating
between the factor and variable nodes [KFL01]. The underlying formalism
deﬁning the messages between factor and variable nodes is called sum-product
algorithm.
As depicted in Fig. 4.2 the graph for the particular calculation of the
posteriori PMF in (4.2) consists of M factor nodes gm, accounting for the
M factors of the joint likelihood function py(y|x), and of N variable nodes,
accounting for the variables x1, ..., xN . The function node gm is a shorthand
notation for
gm = pym(ym|x) . (4.6)
Additionally, each variable node xn is connected to one function node fn,
which connects to the variables cn and sn representing code symbols and
the activity state, respectively. The function fn summarizes the connection
between the variables {xn, cn, sn}, accounts for their probabilistic dependen-
cies and can be seen as a check node that is zero for any invalid combination
of the variables involved. With the node detection model shown in Fig. 2.2
we can write
fn (xn, cn, sn) = (4.7)
sn [cnδ (xn − 1) + (1− cn) δ (xn + 1)] + (1− sn) δ (xn) . (4.8)
At this stage the variable nodes cn and sn are stubs representing a-priori
knowledge. Therefore, we set sn and cn to their respective prior probabilities
sn → pa and cn → 0.5, respectively. Thus, we obtain for the processing at
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Prior
Figure 4.2: Factor graph of multiuser detector Belief Propagation algorithm
with variable nodes {xn, sn, cn} accounting for the symbol, the node
activity state and the code symbol. The factor nodes gm and fn
account for the likelihood function and for the prior probability,
respectively.
the function node
fn (xn) = pa
[
1
2
δ (xn − 1) + 1
2
δ (xn + 1)
]
+ (1− pa) δ (xn) , (4.9)
which corresponds to the prior probability of xn only. The sparsity is
enforced by having pa 
 1 yielding high probability mass for the probability
of xn = 0. Later in Section 4.3.4 these stubs allow for information exchange
over multiple multiuser detector stages by connecting them over the variables
{sn, cn}. The composite signature matrix A determines the connectivity
between the factors gm and the variables xn and if the m,nth element of A
is nonzero, a connection between factor gm and variable node xn exist. As
A contains the spreading sequences of the nodes the matrix is dense and,
thus, each variable is connected to each observation making the graph dense.
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Considering the graph of the factorization of the marginal posteriori density
in Fig. 4.2 shows that each variable node xn is connected to m function
nodes gm and to one factor node fn. To calculate the posteriori densities
within such a graph messages between function and variable nodes have to
be exchanged.
The underlying formalism applied for solving this problem is the sum-
product algorithm. It is once again stated that the sum-product algorithm
can only be used to calculate the exact marginals in graphs without loops.
With loopy graphs the sum-product algorithms has shown good performance
while running iteratively [KFL01]. However, according to current research,
exact marginalization can not be guaranteed anymore. In the following we
apply the sum product algorithm to the graphical decomposition shown in
Fig.4.2.
The underlying iterative update equations at iteration number i summarize
the messages from function to variable nodes
νi+1gm→xn(xn) =
∑
∼xn
gm (ym|x)
∏
l =n
νixl→gm(xn) (4.10)
and the messages from variable to factor nodes
νi+1xn→gm(xn) = fn (xn)︸ ︷︷ ︸
νfn→xn (xn)
∏
l =m
νigl→xn(xn). (4.11)
The message passing rules may appear bulky at ﬁrst glance, nevertheless, the
calculation of messages is straightforward and formalistic. Most importantly
one has to note that messages are not only single values but functionals
over the real line. In (4.10) and (4.11), the messages are functionals of the
variable xn. As shown in (4.10), function nodes multiply incoming messages,
corresponding to a multiplication of functionals. Subsequently, the function,
the function node is associated with, summarizes extrinsic information or
a-priori probability is also pointwise multiplied with the incoming messages.
Finally, the function node marginalizes this point-wise multiplication with
respect to the variable the message is sent to.
Variable nodes instead only point-wise multiply incoming messages and
forward them as shown in (4.11). Here the variable node xn takes all incoming
messages and multiplies them point-wise. Further, we see that (4.11) contains
the message νfn→xn (xn) from the function fn(xn) to xn. Since this message
only depends on xn, no marginalization is carried out.
As factor-to-variable-messages depend on the incoming variable-to-factor-
messages and vice versa, the BP scheme is iteratively denoted by the iteration
number i. After a certain number of iterations, the algorithm is stopped and
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the MMSE or the MAP estimate can be calculated by taking the posteriori
mean or the posteriori mode from the factor to variable messages according
to
xMMSEn = Mean
(∑
∼xn
gm (ym|x)
N∏
l=1
νixl→gm(xn)
)
(4.12)
xMAPn = arg max
∑
∼xn
gm (ym|x)
N∏
l=1
νixl→gm(xn). (4.13)
The pseudo code of the optimal multiuser detector is given in listing 4.1.
Algorithm 4.1 Multiuser Detector
1: #Deﬁnitions#
2: fn (xn) = pa
[
1
2δ (xn − 1) + 12δ (xn + 1)
]
+ (1− pa) δ (xn)
3: repeat
4: #Messages from likelihood function to augmented sym-
bol#
5: νi+1gm→xn(xn) =
∑
∼xn gm (ym|x)
∏
l =n ν
i
xl→gm(xn)
6: #Messages from symbol to likelihood function#
7: νi+1xn→gm(xn) = fn (xn)
∏
l =m ν
i
gl→xn(xn)
8: until Any stopping criterion is met
9: xMAPn = arg max
∑
∼xn g (ym|x)
∏N
l=1 ν
i
xl→gm(xn)
Implementing this type of BP algorithm is algorithmically intractable due
to the N − 1 summations that have to be calculated for the factor to
variable message and due to the fact that messages are functionals along the
real line. To still implement this BP algorithm, the authors in [DMM09]
introduced some approximations that exploit the structure of the likelihood
function resembling a Gaussian PDF. With Gaussian likelihood functions the
messages can be approximated via exponential functionals that are similar
to Gaussian PDFs that are fully determined by their mean and variance.
Instead of exchanging messages along the real line, only mean and variance
are exchanged, yielding a feasible implementation.
4.3.3 The Approximative Multiuser Detector
The following section reviews the main steps of said approximation. For
a thorough derivation, the reader is referred to [DMM09, Sch10]. To ease
notation, we drop the iteration index i. The starting point is the factor of
the likelihood function over the vector x given the observation ym
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gm (ym|x) ∝ exp
(
− 1
2σ2w
‖ym −A(m,:)x‖22
)
. (4.14)
Inserting into (4.10) yields
νgm→xn(xn) ∝ (4.15)
∑
∼xn
exp
⎛
⎜⎝− 1
2σ2w
‖ ym −A(m,:∼n)x∼xn︸ ︷︷ ︸
Zm,n
−A(m,n)xn‖22
⎞
⎟⎠∏
l =n
νxl→gm(xn)
for the message from the factor node corresponding to the factorization
of the likelihood function about the variable xn. Subsequently, we call
these messages the messages from the likelihood factors, as they convey
the information obtained by the received symbol y. In (4.15) the notation
A(m,:∼n) denotes the mth column of the matrix A reduced by the nth row.
Through the multiplication of N − 1 variables with the matrix A, we can
assume by the central limit theorem that the resulting productA(m,:∼n)x∼xn
is Gaussian distributed. More speciﬁcally, as shown in [DMM09], if the
elements xn have bounded ﬁrst and second order moments, the variable
Zm,n is Gaussian distributed with mean and variance
zm→n = ym −
∑
q =n
A(m,q)μq→m
ζm→n = σ2w +
∑
q =n
|A(m,q)|2vq→m. (4.16)
We see that the mean zm→n depends on the mean μq→m that denoted the
mean of the incoming messages from the nodes xq ∈ {1...m \ n}. Likewise,
the variance ζm→n depends on the variance vq→m denoting the variance of
the incoming messages. Eq. (4.15) can now be seen as a function of the
Gaussian variable Z that is distributed according to the product measure∏
l =n νxl→gm(xn). With this Gaussian approximation, the sum in (4.15)
can be approximated by a single integral over the real line over a Gaussian
distributed random variable Z with mean and variance.
νgm→xn(xn) ∝
∫ ∞
−∞
exp
(
− 1
σ2w
‖Z −A(m,n)xn‖22
)
︸ ︷︷ ︸
Ξxn (Z)
·N (Z, zm→n, ζm→n) dZ
(4.17)
We see that (4.17) denotes the mean of the Gaussian variable Z under
the transformations via the functional Ξxn (Z). Due to the fact that this
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transformation involves an exponential function, we end up with a simple
expression that reads
νgm→xn(xn) ∝
∫ ∞
−∞
Ξxn (Z) · N (Z, zm→n, ζm→n) dZ
= N (A(m,n)xn, zm→n, ζm→n)
= N
(
xn, zm→n/A(m,n), ζm→n/A2(m,n)
)
(4.18)
At this point one can see that the messages from the likelihood factors
νgm→xn(xn) about xn are proportional to a Gaussian PDF, which is fully
described by the two parameters, mean and variance (4.16). This means
instead of having whole functionals, messages were reduced to two parameters
given in (4.16). Note that this step exploited the structure of the likelihood
function resembling a Gaussian PDF.
The next step is to ﬁnd simple expressions for the messages from the
variable nodes xn to the likelihood factors gm. As shown in (4.16) the
messages from the likelihood factors to the variable nodes for xn depend on
the mean and the variance of these messages. These messages are composed
of the prior information about the variable xn summarized by the function
node fn and the product of all incoming messages. In the following we
call these messages messages from the symbol. According to the deﬁnitions
in (4.11), the product is carried out over all M − 1 incoming messages from
the likelihood factors, which were approximated by Gaussian PDFs. Thus,
we have to calculate the product of M − 1 Gaussian PDFs. We use the fact
that a product over Gaussian PDFs is itself proportionate to a Gaussian
PDF as ∏
q
N (x, μq, vq) ∝ N
(
x,
∑
q μq/vq∑
q v
−1
q
,
1∑
q v
−1
q
)
. (4.19)
Inserting mean and variance from (4.16) into (4.19) yields for the messages
from the symbol node xn to likelihood factors fn
νxn→gm(xn) ∝ f (xn) · N
⎛
⎝xn,
∑
l =m
zl→nA(l,n)
ζl→n∑
l =m
A2
(l,n)
ζl→n
,
1∑
l =m
A(l,n)
ζl→n
⎞
⎠ . (4.20)
In the following we assume that the matrix A has unit norm columns, such
that
∑
l =mA
2
(l,n) ≈
∑M
l=1A
2
(l,n) = 1. Additionally, we approximate the
variance ζil→n by its mean via
ζl→n ≈ ζn := 1
M
M∑
m=1
ζm→n. (4.21)
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This simpliﬁes (4.20) to
νxn→gm(xn) ∝ fn (xn) · N
⎛
⎝xn,∑
l =m
A(l,n)zl→n, ζn
⎞
⎠ . (4.22)
The next step is to calculate the mean μn→m and the variance vn→m of the
message (4.22). These are the inputs of the messages from the likelihood
factors to the symbol nodes νgm→xn(xn) being approximated by (4.16).
Calculating mean and variance of (4.22) is simple. This is based on the fact
that xn ∈ A0 is discrete. Therefore, mean and variance can numerically be
calculated via
μn→m =
1
γ
∑
xn∈A0
xnνxn→gm(xn)
vn→m =
1
γ
∑
xn∈A0
(xn − μn→m)2 νxn→gm(xn) (4.23)
with γ =
∑
xn∈A0 νxn→gm(xn) being the normalization constant, to ensure
that the PMF describes by (4.22) has unit area. Here, the normalization
constant γ is explicitly shown to emphasize that the normalization has to
be involved in the numerical calculation of the mean and the variance. Note
that the numerical calculation can only be done for discrete variables xn,
for continuous variables mean and variance have to be found in closed form.
Exchanging {zm→n, ζm→n} from the likelihood factor and {μn→m, vn→m}
from the symbol nodes, yields the iterative multiuser detector which is
summarized in listing 4.2.
In the following the multiuser detector is extended towards a frame detector
including SPE and decoder. The connecting point for this is the function
node fn (xn) that connects the multiuser detector with the SPE and the
decoder.
4.3.4 The Frame Belief Propagation
In the following the multiuser detector acts as a building block for a frame-
based BP including decoder and SPE. The resulting frame BP consists of
LF multiuser detectors yielding probabilistic information about the symbols
xn in the vectors xl. The information is then processed within a SPE block
and a deocder block. Both blocks exchange extrinsic information with LF
multiuser detectors. As stated previously, the function node fn,l with the
variables cn,l and sn,l is the connecting point for the channel decoder and the
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Algorithm 4.2 Approximative Multiuser Detector
1: #Deﬁnitions#
2: fn (xn) = pa
[
1
2δ (xn − 1) + 12δ (xn + 1)
]
+ (1− pa) δ (xn)
3: N (x, μ, σ2) = 1√
2πσ2
exp− 12σ2 (x− μ)2
4: #Initialize factor to variable messages#
5: zm→n = ym, ζm→n 	 σ2w
6: repeat
7: #Symbol to likelihood function#
8: ζn =
1
M
M∑
m=1
ζim→n
9: #Calculate Normalization Constant#
10: γ =
∑
xn∈A0 fn (xn) · N
(
xn,
∑
l =mA(l,n)zl→n, ζn
)
11: #Calculate mean and variance#
12: μn→m = 1γ
∑
xn∈A0 xnfn (xn) · N
(
xn,
∑
l =mA(l,n)zl→n, ζn
)
13: vn→m = 1γ
∑
xn∈A0 (xn − μn→m)
2
fn (xn)
×N
(
xn,
∑
l =mA(l,n)zl→n, ζn
)
14: #Likelihood function to Symbol#
15: zm→n = ym −
∑
q =nA(m,q)μq→m
16: ζm→n = σ2w +
∑
q =n |A(m,q)|2vq→m
17: until Any stopping criterion is met
18: xMAPn = arg maxf (xn) · N
(
xn,
∑M
m=1A(l,n)zl→n, ζn
)
SPE. Therefore, we now use the description of the function node according
to (4.7) and have
fn,l (xn,l, cn,l, sn,l) =
sn,l [cn,lδ (xn,l − 1) + (1− cn,l) δ (xn,l + 1)] + (1− sn,l) δ (xn,l) . (4.24)
To process the code bits cn,l and the hidden activity variable sn,l, we
require two new function nodes corresponding to the decoder and SPE.
These nodes are subsequently denoted as an and hn. As shown in Fig. 4.3
these function nodes are drawn in gray as they lie outside the multiuser
detector. Additionally, we know that channel code and activity states are
node speciﬁc. Therefore, the branch corresponding to one node connects
to one function an and hn only. However, for each node several multiuser
detectors are connected to a central channel decoder and SPE stage reﬂecting
the temporal dependencies within the transmit frames. According to the
general sum-product update rules, the corresponding beliefs have to be
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Figure 4.3: Overview of BP algorithm including function nodes an for the channel
code and hn for the activity decoder.
multiplied point-wise and marginalized. Further we can directly express
the messages from the multiuser detector to the decoder. Formally, we
ﬁrst have to express the message from the multiuser detector to the code
symbol νfn,l→cn,l(cn,l) and the message from the code symbol to the decoder
function νcn,l→an(cn,l). However, as the variable node cn,l has only two
connections, the output message equals the input message. Therefore, we
can directly give the message from the multiuser detector to the decoder
νfn,l→an(cn,l)
∝
∑
xn,l,sn,l
fn,l (xn,l, cn,l, sn,l) νhn→fn,l (sn,l) νxn,l→fn,l (xn,l)
∝
∑
xn,l,sn,l
fn,l (xn,l, cn,l, sn,l) νhn→fn,l (sn,l)
M∏
m=1
νgm,l→xn,l (xn,l) . (4.25)
In (4.25) we already see that the message to the decoder already contains
information from the SPE and from the likelihood function. We will pick
this point up in Subsection 4.3.7 to show how messages inﬂuence each other.
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Likewise, the message from the multiuser detector to the SPE can also
directly be formulates as
νfn,l→hn(sn,l)
∝
∑
xn,l,cn,l
fn,l (xn,l, cn,l, sn,l) νan→fn,l (cn,l) νxn,l→fn,l (xn,l)
∝
∑
xn,l,cn,l
fn,l (xn,l, cn,l, sn,l) νan→fn,l (cn,l)
M∏
m=1
νgm,l→xn,l (xn,l) . (4.26)
The messages from the function node fn,l to likelihood factor gm,l needs to
be extended to capture the extrinsic information from the channel decoder
and the SPE. Here we apply the formalism of the sum-product update rules
meaning that the messages from the SPE νhn→fn,l(xl,n) and the message
from the channel decoder νan→fn,l(xn) are point-wise multiplied, yielding
νfn,l→gm,l(xn,l) ∝∑
cn,l,sn,l
fn,l (xn,l, cn,l, sn,l) νan→fn,l (cn,l) νhn→fn,l (sn,l)
∏
q =m
νgq,l→xn,l (xn,l) .
(4.27)
After connecting LF multiuser detectors to a central decoder and a central
SPE, we can formulate the graphical model as depicted in Fig. 4.4. This
graphical model consists of LF multiuser detector instances where the variable
nodes for the code symbols of one particular node cn,l, ∀l are connected
with a central factor node an representing the channel decoder for the nth
node and each activity variable sn,l, ∀l is connected to a central factor node
hn representing the SPE for the nth node, respectively. Fig. 4.4 shows
that channel and activity decoder factors have horizontal connections to
all multiuser detector instances. The beliefs from the SPE to the multiuser
detector is speciﬁed by the knowledge, that a node is either active or inactive
for the whole frame. This means, the factor node hn takes the incoming
beliefs, corresponding to LF soft estimates for the variable sm being either
zero or one. According to the terminology of message passing, hn is a check
node [KFL01] that multiplies the beliefs point wise according to
νhn→sn,l (sn,l) ∝
{ ∏
q =l νsn,q→hn (sn,q = 1) if sn,l = 1∏
q =l νsn,q→hn (sn,q = 0) if sn,l = 0
(4.28)
which can compactly be written as
νhn→sn,l (sn,l) ∝
∑
∼sn,l
∏
q =l
δ (sn,l − sn,q) · νsn,q→hn (sn,q) , (4.29)
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Figure 4.4: Overview of BP algorithm including function nodes for activity and
channel decoder for a frame of LF symbols.
Within this work we do not restrict to a speciﬁc channel code. To comply
with the frame BP algorithms, the decoder used should allow for a soft-input
soft-output decoding (which can itself be iterative). In the following example
we demonstrate how the messages look like when a repetition code is applied
at the nodes. The beliefs νfn,l→an(cn,l) summarize the code symbol beliefs
of the frame BP and yield as soft estimates about them. Each decoder
should decode the sequence of code symbols and yield beliefs νan→fn,l(cn,l)
to the multiuser detector instances. The frame BP is an iterative algorithm
that has to be stopped after a certain number iterations. After stopping the
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frame BP the posteriori PMFs of all code symbols cn,l, information symbols
un,l and activity states sn,l are calculated and can further be processed.
The frame BP itself does not perform any hard estimation of one of these
variables, hence the outputs are probabilities or LLRs for these variables.
The BP algorithm with decoding and SPE stage is subsequently summarized
via pseudo code in listing 5.2.
The proportional to sign indicates that the corresponding messages have
to be normalizes to unit area. This can easily be done numerically, as the
PMFs are of discrete nature and have in case of BPSK only 2 values. The
frame BP is an iterative algorithm consisting of several iterative stages.
Therefore, proper scheduling between these stages may greatly decrease the
complexity of the algorithm. Additionally, the LF multiuser stages can either
run in parallel or serial one after another. Trading oﬀ the complexity and
performance via scheduling is not considered within this thesis and left for
further research. Within this thesis, we run all multiuser detector stages in
parallel and stop the whole algorithm after 10 iterations.
It is not hard to see that the complexity of the frame BP is still tremendous.
Even though matrix inversions are avoided by this algorithm, the number of
messages that have to be tracked is huge. A single multiuser detector has to
track M ×N messages being exchanges between likelihood functions and the
symbol nodes. When running the frame BP, this number scales in the frame
length LF. Further, the messages between the multiuser detector stages,
decoder and SPE have to be taken into regard. Consequently, approximations
have to be made in order to come up with a feasible implementation. Here,
previous works have considered the so-called Approximate Message Passing
(AMP) [DMM09]. The AMP applies to the fully connected part of the
multiuser detector and simpliﬁes the messages such that only N messages
have to be tracked. The application of the AMP is a promising extension to
the work presented here. However, it is left for further research.
4.3 Message Passing 89
Algorithm 4.3 Belief Propagation with activity and data decoder
1: #Deﬁnitions#
2: fn,l (xn,l, cn,l, sn,l) = sn,l [cn,lδ (xn,l − 1) + (1− cn,l)δ (xn,l + 1)]+
(1− sn,l) δ (xn,l)
3: N (x, μ, σ2) = 1√
2πσ2
exp− 1
2σ2
(x− μ)2
4: #Initialize factor to variable messages#
5: z
(l)
m→n = ym, ζ
(l)
m→n  σ2w ∀n, l
6: νhn→fn,l(sn,l = 1) = pa, νhn→fn,l(sn,l = 0) = 1− pa ∀n, l
7: νan→fn,l(cn,l = 0) = νan→fn,l(cn,l = 1) = 0.5 ∀n, l
8: repeat
9: #From multiuser detector to decoder and SPE#
10: for l = 1, l ≤ LF, l = l + 1 do
11: ζn,l =
1
M
M∑
m=1
ζ
(l)
m→n
12: νfn,l→an(cn,l) =
1
γ
∑
xn,l,sn,l
fn,l (xn,l, cn,l, sn,l) νhn→fn,l (sn,l)
×N
(
xn,l,
∑M
m=1A
(l)
(m,n)z
(l)
m→n, ζn,l
)
13: νfn→hn(sn,l) =
1
γ
∑
cn,l,sn,l
fn (xn,l, cn,l, sn,l) = νan→fn (cn,l)
×N
(
xn,l,
∑M
m=1A
(l)
(m,n)z
(l)
m→n, ζn,l
)
14: end for
15: #From Decoder and SPE to multiuser detector#
16: νhn→fn (sn,l)
1
γ
∑
∼sn,l
∏
q =l δ (sn,l − sn,q) · νsn,q→hn (sn,q)
17: νan→fn (cn,l) = Extrinsic Information from Decoder
18: #Symbol node to likelihood function#
19: for l = 1, l ≤ LF, l = l + 1 do
20: μ
(l)
n→m = 1γ
∑
xn,l
xn,l
∑
sn,l,cn,l
f (xn,l, sn,l, cn,l)
×N
(
xn,l,
∑
q =mA
(l)
(q,n)z
(l)
q→n, ζn,l
)
νan→fn (cn,l) νhn→fn (sn,l)
21: v
(l)
n→m = 1γ
∑
xn,l
(
xn,l − μ(l)n→m
)2∑
snl,cn,l
f (xn,l, sn,l, cn,l)
×N
(
xn,l,
∑
q =mA
(l)
(q,n)z
(l)
q→n, ζn,l
)
νan→fn (cn,l) νhn→fn (sn,l)
22: #Likelihood function to Symbol node#
23: z
(l)
m→n = ym,l −
∑
q =nA
(l)
(m,q)μ
(l)
q→m
24: ζ
(l)
m→n = σ2w +
∑
q =n |A(l)(m,q)|2v(l)q→m
25: end for
26: until Any stopping criterion is met
27: ζn,l =
1
M
M∑
m=1
ζ
(l)
m→n
28: Pr (xn,l)
1
γ
∑
cn,l,sn,l
fn (xn,l, sn,l, cn,l)N
(
xn,l,
∑M
m=1A
(l)
(m,n)z
(l)
l→n, ζn,l
)
×νan→fn (cn,l) νhn→fn (sn,l)
29: Pr (sn)
1
γ
∑
xn,l,cn,l
fn (xn,l, sn,l, cn,l)N
(
xn,l,
∑M
m=1A
(l)
(m,n)z
(l)
l→n, ζn,l
)
×νan→fn (cn,l) νhn→fn (sn,l)
30: Pr (un,l) → At the decoder output.
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4.3.5 Repetition Code Decoder and Data Detection
With full soft information processing, arbitrary channel codes can be applied.
However, for the sake of completeness and subsequent analysis, we brieﬂy
give the corresponding update equations if a repetition code with repetition
factor R is applied. In this particular case, the decoder function an consists
of Lu sub-functions resembling check nodes. Each sub-function connects one
particular information bit to its corresponding R code bits. The messages
for a repetition code corresponds to the point-wise multiplication of the
probabilities for the information bit. In terms of the sum-product rules, this
corresponds to [KFL01].
νan→cn,r (cn,r) ∝
∑
∼cn,r
∏
q =r
δ (cn,r − cn,q) · νcn,q→an (cn,q) (4.30)
The block diagram for the decoder function an is illustratively shown in
Fig. 4.5. The posteriori densities for the information symbols can be calcu-
an,1
...
an,Lu un,Lu
un,1cn,1,2
cn,1,R
cn,1,1
...
cn,Lu,2
cn,Lu,R
cn,Lu,1
...
an
Figure 4.5: Illustration of the decoder function an in case of a repetition code.
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lated via [KFL01]
an (un,Lu) ∝
∏
q
δ (un) · νcn,q→an (cn,q = 0)+ (4.31)∏
q
δ (un − 1) · νcn,q→an (cn,q = 1) . (4.32)
4.3.6 Data Detection and Activity Estimation
Once the posteriori estimates for the information symbols are calculated,
MAP detection can be carried out by taking the estimate that maximizes
the posteriori PMF via
uMAPn,lu = arg max an (un,lu) . (4.33)
However, one has to keep in mind that the frame BP calculates the posteriori
probabilities for all code symbols no matter if active or inactive. Since the
decoder itself has no knowledge about inactivity, the posteriori probabilities
for all N × Lu information symbols are calculated. As a consequence, the
activity has to be decided in order to properly estimate the information
symbols of the active nodes. As the frame BP also delivers probablistic
information about the node activity state sn, one approach would be to
employ this and calculate the underlying activity LLR via
Ln = log
Pr (sn = 0)
Pr (sn = 1)
. (4.34)
However, the question how the activity is decided still has to be addressed.
Based on the activity LLR, concepts known from the previous chapter such
as Bayes-Risk and Neyman-Pearson detection can be applied by using the
corresponding decision rules to decide the node activity.
A more elegant approach is to take the estimates for the information bits
and process them via a CRC code to sort out erroneous packages. While
doing so, CRC errors are based on the following two events:
1. Active nodes where the decoding leads to an invalid information word
summarizing a frame error
2. Inactive nodes, where the information symbols detected are merely
random
As a consequence, missed detection errors can not be distinguished from
frame errors anymore. However, higher layers still have to judge, weather
a node was active or inactive to (possibly) initiate retransmissions. This
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xn,l fn,l
sn,l
cn,l an
hn
νxn,l→fn,l(xn,l) νfn,l→an(cn,l) νfn,l→an(cn,l)
νhn→fn,l(sn,l)
νhn→fn,l(sn,l)
Figure 4.6: Block diagram showing that the beliefs from the multiuser detector
to the decoder are composed of the beliefs about the variable xn,l
and the beliefs from the SPE about the nodes’s activity state.
can be achieved by considering the activity LLRs allowing inferring the
probability that a node was active.
Pr(nth node was active|Ln) = 1
1 + exp (−Ln) . (4.35)
If this probability exceeds a certain threshold, a subsequent ARQ stage could
initiate a retransmission of that package.
4.3.7 Sparsity Pattern Equalization and Channel Code
The data estimation of inactive nodes is slightly contradictory at ﬁrst glance,
as only active nodes transmit data that can be decoded. Further, the decoder
has no knowledge about node (in)activity and assumes each node to be active.
As the frame BP does not decide in favor of (in)activity, the question of how
inactive nodes are decoded arises.
In the following this question is addressed by showing that the beliefs
exchanged between multiuser detector, decoder and SPE are inﬂuencing
each other. We will see that the beliefs from the multiuser detector to the
decoder are of low magnitude if the SPE has a high belief toward inactivity.
Additionally, the beliefs from the multiuser detector to the SPE are also
inﬂuenced by the beliefs from the decoder about the code symbols. We
therefore consider the message exchange between multiuser detector, SPE
and decoder as depicted on Fig. 4.6.
We start by looking at the message from the multiuser detector to the
decoder (4.26) being composed of the message from the SPE to the multiuser
detector and from the message from the likelihood factor. In combination
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with the deﬁnition of the function node fn,l (4.7) we have
νfn,l→an(cn,l) ∝
∑
xn,l,sn,l
fn,l (xn,l, cn,l, sn,l) νhn→fn,l (sn,l) νxn,l→fn,l (xn,l)
∝ νhn→fn,l (sn,l = 0) νxn,l→fn,l (xn,l = 0)+
(1− cn,l) νhn→fn,l (sn,l = 1) νxn,l→fn,l (xn,l = −1)+
cn,lνhn→fn,l (sn,l = 1) νxn,l→fn,l (xn,l = 1) (4.36)
As said, messages are functions reﬂecting probabilities. In this case, we can
summarize the message as code symbol LLR by calculating
Lfn,l→an (cn,l) := log
νfn,l→an(cn,l = 1)
νfn,l→an(cn,l = −1)
. (4.37)
This expresses the belief of the multiuser detector about the n, lth code
symbol as a code symbol LLR that reads
MUD→Dec.︷ ︸︸ ︷
Lfn,l→an (cn) =
νhn→fn,l
(
sn,l = 0
)
νxn,l→fn,l
(
xn,l = 0
)
+ νhn→fn,l
(
sn,l = 1
)
νxn,l→fn,l
(
xn,l = 1
)
νhn→fn,l
(
sn,l = 0
)
︸ ︷︷ ︸
SPE→MUD
νxn,l→fn,l
(
xn,l = 0
)
︸ ︷︷ ︸
Likelihood fct.→MUD︸ ︷︷ ︸
Belief towards inactivity
+ νhn→fn,l
(
sn,l = 1
)
︸ ︷︷ ︸
SPE→MUD
νxn,l→fn,l
(
xn,l = −1
)
︸ ︷︷ ︸
Likelihood fct.→MUD︸ ︷︷ ︸
Belief towards activity
(4.38)
In (4.38) we observe how the LLR about the code symbol is generated.
The multiuser detector takes the information from the SPE and from the
likelihood factor. The LLR is composed of two parts, corresponding to
the belief of activity and of inactivity. The part corresponding to activity
contains the ratio of the likelihood for xn,l being ±1 which corresponds to
a valid code symbol. This belief is weighted with the belief from the SPE
towards activity. On the other hand, the LLR also contains the belief from
the likelihood factor towards inactivity, which is xn,l = 0. This is weighted
with the belief from the SPE towards inactivity.
To further highlight the connection between code symbol LLR and SPE,
the activity LLR from the SPE to the multiuser detector is deﬁned as the
ratio of the beliefs towards inactivity and activity via
Lhn→fn,l (sn,l) = log
νhn→fn,l (sn,l = 0)
νhn→fn,l (sn,l = 1)
. (4.39)
Subsequently, we consider an example where the belief from the likelihood
factor towards inactivity is νxn,l→fn,l (xn,l = 0) = 0.5. The beliefs from the
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Figure 4.7: LLRs about the code symbols from the multiuser detector to the
decoder vs. the LLR from the variable node xl,n parametrized by
the activity LLR from the SPE to the multiuser detector.
likelihood factor about the code symbol being cn,l = ±1 is also expressed
via an LLR as
Lxn,l→fn,l (xn,l) := log
νxn,l→fn,l (xn,l = 1)
νxn,l→fn,l (xn,l = −1)
. (4.40)
With this deﬁnition, we can see how the SPE aﬀects the code symbol LLR sent
to the decoder. Fig. 4.7 plots the LLR about the code symbols transmitted
from the multiuser detector to the decoder over the code symbol LLR which
corresponds to the belief from the likelihood factor, given in (4.40). The
curve is parametrized by the activity LLR from the SPE. Most interestingly,
if the SPE has a high belief towards activity (negative activity LLR), the
LLR to the decoder Lfn,l→an (cn,l) matches the code symbol LLR generated
by the likelihood factor. However, if activity becomes more and more unlikely
and the activity LLR decreases, the code symbol LLR, in turn, gets clipped
at some value. This example shows that the activity LLR can be seen as a
moderating variable on the code LLR. Consequently, the decoder works on
LLRs with low magnitude. This is a reasonable result by visualizing that
in case of inactivity no code symbols exist for that particular node. The
likelihood for either one of the code symbols turns to be 0.5 is this case,
yielding an LLR of zero. The decoder sees code symbol LLRs that basically
were generated by observing only noise.
For the sake of completeness, we also look at the activity LLRs from
the multiuser detector to the SPE and consider how the beliefs from the
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decoder contribute here. For this, we consider the message from the multiuser
detector to the SPE (4.26). As shown in Fig. 4.8 this message is composed
xn,l fn,l
sn,l
cn,l an
hn
νxn,l→fn,l(xn,l) νan→fn,l(cn,l) νan→fn,l(cn,l)
νhn→fn,l(sn,l)
νhn→fn,l(sn,l)
Figure 4.8: Block diagram showing that the beliefs from the multiuser detector
to the SPE are composed of the beliefs from the the variable node
xn,l and from the decoder.
of the beliefs given by the likelihood factors and the beliefs from the decoder.
This message reads
νfn,l→hn(sn,l) ∝
∑
xn,l,cn,l
fn,l (xn,l, cn,l, sn,l) νan,l→fn,l (cn,l) νxn,l→fn,l (xn,l) .
(4.41)
Again, this message can be compactly summarized as a LLR using the
deﬁnition of the function node fn,l from (4.7)
MUD→SPE︷ ︸︸ ︷
Lfn,l→hn
(
sn,l
)
:= log
νfn,l→hn (sn,l = 0)
νfn,l→hn (sn,l = 1)
(4.42)
= log
Likelihood fkt.→MUD︷ ︸︸ ︷
νxn,l→fn,l
(
xn,l = 0
)
νxn,l→fn,l
(
xn,l = −1
)
︸ ︷︷ ︸
Likelihood fkt.→MUD
νan→fn,l
(
cn,l = 0
)
︸ ︷︷ ︸
Decoder→MUD
+ νxn,l→fn,l
(
xn,l = 1
)
︸ ︷︷ ︸
Likelihood fkt.→MUD
νan→fn,l
(
cn,l = 1
)
︸ ︷︷ ︸
Decoder→MUD
.
Most interestingly, in (4.42), only the hypothesis for activity in the de-
nominator depends on the messages from the decoder. The hypothesis for
inactivity in the numerator only depends on the messages coming from the
channel. Here, we see that the decoder can inﬂuence the activity LLR only
in one direction, which is activity. The hypothesis towards inactivity is solely
determined by the observation given by the channel. This shows that the
decoder output is almost irrelevant for the activity LLR, if the observation
given by the channel has a strong indication towards inactivity.
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4.4 Performance Evaluation
In the following we analyze the performance of the frame BP in diﬀerent
setups. For the subsequent analysis we consider the frame error rate for
diﬀerent parameter settings. As frame errors are considered and diﬀerent
coding parameters are investigated, we subsume the impact of the repetition
factor of the repetition code applied into the deﬁnition of the SNR. For the
remainder of this chapter the SNR is deﬁned as 1/Rσ2w.
Impact of Code-Rate and Frame Length
Most of the performance is gained due to the fact that whole frames are
estimated and that the information symbols are coded to code symbols. The
impact of both can be observed in Fig. 4.9 in a system with N = 60 nodes
using spreading sequence length of M = 20 to transmit data. The node
activity probability is pa = 0.2. The left ﬁgure shows the impact of the code
rate. Here a repetition code with diﬀerent repetition factors R is employed
and the frame length is set to LF = 60 code symbols. Most interestingly,
choosing R too low, yields an error ﬂoor at high SNR. Here we see, how the
frame BP exploits the code space as a resource. With the repetition code
applied, each node repeats its code symbol R times. In case of a repetition
code this can be interpreted as a secondary spreading factor that comes on
top of M . With a repetition code of factor R each code symbol is represented
by M ×R observations. Therefore, it is not a surprise that the frame BP
achieves low FER with R = 3, yielding M ×R = 60 observations per node,
which matches the number of nodes in the system. Increasing R yields a
vanishing of the error ﬂoor and a slight SNR gain, which might be higher
for better coding schemes.
In turn we can conclude that the product of the code rate and spreading
sequence length determines whether or not the frame BP is able to reliably
detect. This result is commonly known from chip interleaved systems, where
the length of the spreading sequence, on the on hand, and the code-rate,
one the other hand, determine the resources within the system [PLWL04].
However, it might be the case that stronger codes achieve better results and
allow for detection with even fewer observations.
The frame length on the other hand determines the performance of the
SPE. Fig. 4.9 (b) plots the inﬂuence of the frame length LF for the same
system with a repetition code of R = 5, such that the frame BP is able to
decode in general as the number of resources M ·R = 100 is greater than the
number of nodes in the system. Surprisingly, the FER degrades in the low
SNR regime by increasing LF while it improves in the high SNR regime. The
degradation in the low SNR regime is based on the low decoding capabilities
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Figure 4.9: Performance of frame BP in a system with M = 20, N = 60, pa = 0.2
for diﬀerent repetition factors R with a frame of length LF = 60 in
(a) and for diﬀerent frame lengths LF over the SNR in a system with
a repetition code of R = 5 in (b).
in this range. Here the likelihood for decoding errors is relatively high and
increasing the frame length (which automatically increases the information
symbols) increases the likelihood that at least one information symbol is
decoded erroneously causing a frame error. At a certain SNR point this
behavior changes. Here the interplay between SPE and decoder changes.
Short frames degrade the performance of the SPE which yields activity LLRs
of low magnitude. As seen previously in Fig.4.7, these low activity LLRs clip
the code symbol LLRs from the multiuser detector to the decoder thereby
decreasing the decoder performance. Hence, the decoder can only perform
well, if the activity LLRs from the SPE are good enough. However, we see
that the performance gain of increasing the frame length is only moderate in
the high SNR range, showcasing that short frames already suﬃce to achieve
good activity LLRs at hight SNR.
Phase Transition Diagram
In the following we investigate the performance of the frame BP in a wider set
of parameters. To this end, we consider the impact of the spreading sequence
length and the node activity probability pa on the FER. This is done by
using a modiﬁed version of the so-called Donoho-Tanner phase transition
diagram [DT09], plotting the tuples of M and pa, where a FER < 10
−3
can be achieved. A FER of 10−3 would result in a success probability
of 99.9% for direct random access, which is a reasonable value for most
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applications. However, especially for ultra reliable M2M, diﬀerent values
have to be considered by simulations. The phase transition diagram is
plotted for the noise free detection and is thus only states whether detection
is possible in general.
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Figure 4.10: Phase transition diagram of frame BP in the noise free case with
diﬀerent code rates in (a) and phase transition diagram for GOMP
and bcSIC with a repetition code of R = 5 in (b). The number of
nodes is N = 30 in both cases and the frame length is LF = 30.
Fig. 4.10 (a) plots the phase transition diagram for the frame BP for dif-
ferent repetition factors R. Note that the y-axis shows the relative spreading
sequence length M/N, as the results are independent of the particular choice
for N and solely depend on the ratio. The curves indicate two signiﬁcant
results. First, decreasing the code-rate by increasing the repetition factor
indeed requires lower spreading, thereby conﬁrming the results stated above.
Exemplary, with R = 2, the spreading sequence length can be much lower
than in the previous case. However, one has to keep in mind that the half
rate repetition code has to be involved by looking at the number of resources
that is required. The same holds true for the lower rate codes with higher
repetition factors respectively. Here the spreading required is even lower,
showcasing that the frame BP fully exploits the code dimension in order
to decrease the spreading sequence length. Fig. 4.10 (b) shows the phase
transition diagrams for two state-of-the-art algorithms in the same setup with
repetion factor R = 5. First, the GOMP with a subsequent decoder stage
is used. Second, the bcSIC which is a code exploiting non-linear algorithm
from [Sch15] is used. Both algorithms exhibit good detection properties and
allow for detection in overloaded systems up to a certain pa. However, both
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Figure 4.11: Pareto frontiers in (a) and ROC in (b) for a Bayes-Risk activity
detector based on activity LLRs taken from an frame BP. In a
system with M = 20, N = 15, pa = 0.2, R = 1, LF = 30.
schemes cannot exploit the code-space as a means for resources in the same
manner as the frame BP does. This shows that the Frame BP is superior to
the GOMP and bcSIC.
4.4.1 Pareto Optimality of the Activity LLRs
Compared to the frame LLRs used at the Bayes-Risk detector from Sec-
tion 3.4.2, the frame BP yields true frame activity LLRs which capture the
statistical process of node (in)activity properly. It is therefore interesting
to see, how the activity LLRs of the frame BP perform in terms of being
conservative or liberal. We therefore take the frame LLRs at the output of
a frame BP and feed them into a Bayes-Risk detector (3.21). The resulting
Pareto frontiers and Receiver Operating Characteristics (ROC) are plotted in
Fig. 4.11. We see that the activity LLR exhibit a good trade-oﬀ between false
alarm and missed detection rates. Even with Ω = 1, false alarm and missed
detection rates are almost equal. As expected, varying Ω impacts both error
rates. However, compared to the frame Bayes-Risk in Section 3.4.2, where
a variation on Ω lead to extreme changes in the activity error rates, the
impact of Ω is rather moderate. Compared to the Bayes-Risk detector, the
calculation of the frame LLRs in the frame BP seems to better capture the
underlying probabilistic model of node activity. These results may simplify
the application of an ARQ scheme that initiates retransmissions based on
the activity LLRs delivered from the frame BP. This question is left for
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further research.
4.4.2 Random Sequence vs. Direct Sequence Spread-
ing
Throughout this chapter random sequence spreading was assumed such that
the composite signature matrix changes each code symbol. This randomness
signiﬁcantly improves the performance of the activity LLR calculation. The
reason for this is that each of the LF multiuser detectors observes the
same sparsity pattern through another matrix A. Assuming that A does
not change means that the extrinsic activity information each multiuser
detector generates is nearly the same. Especially, in the noise free region, each
multiuser detector observes nearly the same symbol. If the matrix A changes
each symbol randomly, each multiuser detector observes a diﬀerent receive
symbol y yielding diﬀerent extrinsic information. Further, the multiuser
interference also changes randomly by applying random sequence spreading.
To demonstrate the impact of random sequence spreading, we consider a
setup with N = 60 nodes and a spreading sequence length of M = 20. The
frame length is LF = 60 and the repetition factor is R = 5. According to
the investigations above, the frame BP yields zero BER at 1/Rσ2w = 12dB.
We compare the evolution of the activity LLRs La within the frame BP over
the number of iterations carried out is a system with Nact = 4 active nodes.
Fig. 4.12 (a) shows that in case random sequence spreading, the activity
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Figure 4.12: Evaluation of the activity LLRs within a frame BP over the number
of iterations carried out for random sequence spreading in (a) and
with direct sequence spreading in (b).
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LLRs for active nodes fast turn negative, while the remaining activity LLRs
turn positive. Additionally, we see that the evaluation of the activity LLRs
is rather stable with increasing number of iterations. This behavior is not
true with short spreading yielding to a non changing composite signature
matrix. Here all activity LLRs are subject to strong variations, yielding a
high uncertainty about the node activity. Consequently, we observe that the
frame BP yields huge performance gains with changing signature matrices.
4.5 Chapter Summary
Within this chapter we have shown an iterative soft processing algorithm that
jointly estimated the activity and the data of nodes in CS-MUD. This frame
belief propagation algorithm is based on the recent advances of message
passing in the ﬁeld of Compressed Sensing. The algorithm shown augments
state-of-the-art solutions by processing soft information from a channel
decoder and from an activity estimator jointly. Therefore, the frame BP
consists of three entities accounting for the estimation of the multiuser signal,
the information bits and the activity states of the nodes. These entities
exchange extrinsic information and do not perform any hard estimation.
Hence, the information symbols from all nodes (active and inactive) are
estimated. This leads to the fact that missed detection errors can not be
distinguished from frame errors. However, the activity probability of the
nodes can also be calculated by taking the respective activity LLRs that the
frame BP calculates.
It could be shown that the frame BP enables exploiting the channel
code for decreasing the number of observations in CS-MUD. The results
shown applied a repetition code with repetition factor R. It was shown that
increasing R allows decreasing the number of observations by decreasing
the spreading sequence length M . Consequently, the system load β can
be increased by choosing a low rate channel code. Further, it was shown
that the algorithm requires random sequence spreading sequences as they
yield random multiuser interference that changes each symbol. As shown via
simulations, random sequence spreading is neccessary to ensure convergence
of the activity LLRs.
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Chapter 5
Multiuser Energy
Detection
5.1 Overview
The previous two chapters focused on optimally detecting activity and data
in CS-MUD. Both chapters showed that exploiting knowledge about frame
activity yields performance gains in the detection. However, especially the
optimal activity detection concepts presented in Chapter 3 suﬀered from the
bias contained in the activity LLRs for frame-based transmissions. Further,
the algorithms presented were optimized for ﬁnite alphabet source data
which requires perfect Channel State Information (CSI) which may be an
issue in a practical system with a massive number of nodes only sporadically
transmitting data. Another point is the complexity while K-Best detection is
a viable approach for decreasing the complexity of tree search algorithms, the
frame BP shown had a tremendous complexity due to the iterative message
exchange.
For addressing the detection in systems with a massive number of nodes,
these points have to be taken into regard, therefore raising demand for
low-complexity and robust algorithms with practical applicability. The aim
of this chapter is to focus on these points and to close the gap between
theory and practice by formulating low-complexity and robust algorithms
that can be implemented in a system, thereby, leveraging the formulation of
a practical system based on CS-MUD as presented in Chapter 6.
We therefore consider separate activity and data detection in a two stage
setup. The idea followed in this chapter is to focus on activity detection
algorithms for frame-based systems by looking at the received energies of
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the nodes. This is facilitated by looking at the receive covariance matrix
at the base-station and goes back to the concept of energy detection which
is a commonly known concept with wide applicability. The main idea of
energy detection is to estimate the presence of unknown signal from a noisy
observation. Thus, the idea followed here is to apply this concept to CS-MUD
to estimate the node activity by estimating the presence of a node.
However, the straightforward application of the energy detection concept
to CS-MUD is not possible due to the under-determined multiuser system.
To still enable energy detection in CS-MUD it is necessary to estimate all
energies for all nodes in the system from a superimposed multiuser signal.
To address this task, the heart of the energy detector for CS-MUD is a
block that estimates the individual node energies from the receive covariance
matrix at the base-station. Subsequently, we call this block multiuser energy
estimator. The multiuser energy estimator estimates the support set SX
based on the receive covariance matrix. This estimated support set is then
forwarded to a data detector, thereby, following a two step activity and data
detection.
Applying energy detection concepts for CS-MUD has several advantages.
First, we have a direct estimation of the frame support SX without looking at
the multiuser symbols X. This renders the underlying estimation problems
for the multiuser energy estimation task simple as we only have to estimate
N energies instead of N × LF multiuser symbols. Second, energy detection
based on the receive covariance matrix averages out the noise. This yields
an SNR enhancing eﬀect depending on the length of the time duration the
receive covariance matrix is estimated. This has tremendous impact already
with short frames of a few hundred symbols. Further it makes activity error
rate control superﬂuous as the activity detection is already suﬃciently good
at very low SNR regions where data detection is not feasible. Third, as
shown in this chapter, energy detection can even be applied in systems where
the instantaneous receive power is not fully known to the base-station. This
enables robust activity detection in setups with imperfect power control or
fast fading.
We start by reviewing the general concept and the application of energy
detection in Section 5.2. Further, in Section 5.4 we consider three diﬀerent
algorithms tailored for the energy estimation task in AWGN and the fading
channel. Starting with a novel low complexity greedy Matrix Matching
Pursuit (MMP) that is motivated by the well known OMP we investigate the
performance of the well known MUSIC algorithm for the multiuser energy
estimation task. Finally, we also consider solving the MAP optimization
problem which incorporates the particular fading environment as prior
probability. The MAP problem for the AWGN channel is a ﬁnite alphabet
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problem and solvable by non-linear tree search approaches such as K-Best.
However, for fading channels approximations have to be made in order to
enable a convex problem formulation that can be solved by state-of-the-art
solvers.
Section 5.5 contains the numerical evaluation via simulations. For the
AWGN channel, we will show that MAP estimation allows for reliable
multiuser energy estimation with M =
√
N observations only, which is a
remarkable result. However, especially in fading channels, the MAP approach
sacriﬁces optimality due to approximations made during the derivation.
Surprisingly, the MUSIC algorithm performs well in fading and in AWGN
channels yielding a good trade-oﬀ between robustness and optimality. The
introduced MMP suﬀers optimality in the fading channel and can only
be applied for AWGN channels. Further, it can be shown that the SNR
enhancing eﬀect outperforms state-of-the-art algorithms such as the GOMP.
The results and schemes for the AWGN channel introduced in this chapter
have been published in [MBD14]. Augmenting these concepts to the fading
channel is a novel contribution solely contained in this thesis.
5.2 Problem Statement and State of the Art
The goal of the algorithms introduced within this chapter is to infer the
frame support SX from a frame of observations at the base-station. Further,
direct sequence spreading is applied such that we can use the frame-based
model (2.5) to describe the receive signal at the base-station
Y = AX+W. (5.1)
Further, the channel tap which is subsumed within the composite signature
matrix A via A = AH may not be known to the base-station. The reason for
this assumption is to formulate reliable algorithms with practical applicability
that may suﬀer from imperfect power control or fast fading. To still enable
robust multiuser energy detection we subsume the channel coeﬃcient into
the matrix containing the multiuser signals via X˜ = HX. Hence, the rows
of X˜ contain the modulation symbol weighted with the node speciﬁc channel
tap. Both are unknown to the base-station. In summary the estimation
problem reads
Y = AX˜+W. (5.2)
The ideas presented to solve (5.2) consider the energy detection task in CS-
MUD. This is a combination of well known energy detection and Compressed
Sensing. The state-of-the-art, thus, brieﬂy reviews the advances from both
disciplines.
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Figure 5.1: Block diagram of energy detection.
5.2.1 Energy Detection
The main idea of energy detection originates back to the task of detecting the
presence of an unknown signal in a noisy environment [Urk67, DAS07]. Based
on the received energy, the energy detector performs a binary hypothesis
test that estimates whether the signal is present or not. The received energy
over a certain time period is thereby used as input statistic of the hypothesis
test. The basic principle of energy detection is relatively simple and shown
in Fig. 5.1. Based on some knowledge about the signal of interest the energy
detector consists of a ﬁlter that ﬁlters out the band of interest followed by
a squaring device1 that squares the input signal which is then fed into an
integrator. Depending on the time the signal is integrated over the output
corresponds to the received energy in that time interval2. If the signal of
interest is present, the received energy is composed of the energy of that
particular signal plus the accumulated noise energy. If the signal is not
present, the output contains the noise energy only. The goal is to deﬁne a
threshold that performs an estimation whether the signal was present or
not. Depending on this threshold the corresponding false alarm and missed
detection probabilities of the energy detector are deﬁned.
Due to the recent research in the ﬁeld of Cognitive Radio, where spectral
holes have to be identiﬁed, energy detection experienced an upswing. Here
energy detection concepts were reinvented under the name radiometry to
detect the spectral occupation of a band [SF92, HSCK06, ZKL08]. Beyond
that sub-Nyquist sampled energy detection has been investigated as a strategy
to estimate the spectral occupation in Cognitive Radio, combining energy
detection concepts with the idea of sub-Nyquist sampling from the ﬁeld
of Compressed Sensing [ME11, CE16, CE14]. This idea is picked up in
Subsection 5.4.3 for MAP multiuser energy estimation.
Furthermore, energie detection was also used in the ﬁeld of communications.
Here concepts were used to estimate the set of active users in CDMA systems.
1Sometimes also called square law device
2Depending on whether the signal is normalized to the time period where the integration
is carried out the power is considered instead of energy. Since both only diﬀer in a scaling
factor the statistical properties do not change and the term energy detector is kept.
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The concepts used there range from subspace methods via MUSIC [WC98]
to Kalman ﬁltering and random set theoretic approaches [VM13]. Especially
sub-space based concepts are of major interest as the underlying estimation
problem is based on the receive covariance matrix. Thus, the MUSIC
approach considered in Subsection 5.4.2 is based on state-of-the-art concepts.
The major diﬀerence to the state-of-the-art concepts is to consider the
application of MUSIC in overloaded systems.
5.2.2 Multiple Measurement Vector Compressed Sens-
ing
The energy detection task via the receive covariance matrix has not been
directly considered in the Compressed Sensing literature. In Compressed
Sensing the problem of estimating variables with a common support as (5.2)
refers to the so-called Multiple Measurement Vector Compressed Sensing
(MMV-CS) problem. Solving the MMV-CS model (2.5) is a commonly
known problem [CREKD05]. However, instead of only estimating the frame
support SX as pursued here, MMV-CS algorithms aim at estimating the
whole matrix X˜, which is a quite more complex task than the estimation
of the frame support only. Among the numerous algorithms existing for
MMV-CS problems we employ the GOMP subsequently as a benchmark to
assess the performance of multiuser energy detection. The application of the
GOMP in CS-MUD has been extensively studied in the past [SD12] where it
was used to jointly detect activity and data. The GOMP algorithm is shown
in Listing 5.1 and is a straightforward extension of the single measurement
OMP algorithm to the MMV-CS case.
Akin to the OMP, the GOMP is an iterative and greedy algorithm that
identiﬁes active users by correlating the signature matrix with the resid-
ual, corresponding to the received signal in the ﬁrst iteration. The node
corresponding to the column of A with the highest correlation is assumed
to be active and the data of that particular node is estimated in a least-
squares sense. In the next step, the residual is updated by subtracting the
contribution of the nodes that have been estimated as active. The algorithm
proceeds by correlating the signature matrix with the residual. Clearly, this
approach is heuristic and greedy as an activity decision is never revised
during the iterative algorithm. The GOMP produces an estimate for the
whole matrix X˜. Instead of processing the matrix X˜ we only consider the
estimated support set SXˆ from the GOMP.
Throughout this chapter we assume genie knowledge of Nact at the base
station. This assumption is clearly not feasible in general and requires future
research. With this knowledge, the GOMP stops after v = Nact iterations,
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Algorithm 5.1 Group Orthogonal Matching Pursuit (GOMP)
R0 = Y, S(0)
Xˆ
= ∅, v = 0, Xˆ = 0N×LF
repeat
v = v + 1
#Find Column with highest correlation to residual#
n = argmax
n
∑LF
l=1 |AH(:,n)R(:,l)|
#Update estimated support set#
S(v)
Xˆ
∪ n
#Estimate data of active nodes#
Xˆ
(S(v)
Xˆ
,:)
= A†
(:,S(v)
Xˆ
)
Y
#Update residual#
Rv = Y −AXˆ
(S(v)
Xˆ
,:)
until v = Nact
#Output#
Xˆ = Xˆ
(S(v)
Xˆ
,:)
, SXˆ = S(v)Xˆ
making the dimensions of the partial system matrix to be M ×Nact in the
last iteration. Thus, the complexity of the matrix inversion can be upper-
bounded by O (N3act) [GVL12]. Incorporating Nact iterations, we have a
complexity that scales as Nact · O
(
N3act
)
.
5.3 Multiuser Energy Detection
To apply the energy detection concept to CS-MUD two problems need to
be solved. First, compared to energy detection, where only a single signal
is received CS-MUD involves the superposition of multiple signals at the
base-station. Therefore, we have to estimate the energy of all N nodes from
the received signal Y. Subsequently, we call this stage multiuser energy
estimator. Second, with M < N , the system is under-determined with only
a limited number of observations leading to additional multiuser interference
whose impact on the multiuser energy estimation has to be investigated.
Considering (5.2) clearly shows that squaring the input signal Y as done
in energy detection is not directly possible. Therefore, we follow the concept
from [CE16] where the authors introduced a concept for sub-Nyquist power
spectral density estimation. This concept uses the receive covariance matrix
for estimating the power spectral density in Cognitive Radio.
To use this approach in CS-MUD, we ﬁrst assume the frame length to
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be LF → ∞. In this case the receive covariance matrix for frame-based
transmissions (5.2) reads
ΦY Y = E
(
yly
H
l
)
= APXXA
H + σ2wIM . (5.3)
Here PXX = E
(
x˜lx˜
H
l
)
denotes the covariance matrix of the multiuser
signals weighted with the node speciﬁc channel taps. Assuming uncorrelated
symbols, PXX is a diagonal matrix whose nth diagonal element corresponds
to the received power from node n denoted as ρ+n and zero, if the nth node is
inactive. This power activity model is analogous the augmented modulation
alphabet from chapter 3. Here we write ρn ∈ ρ+n ∪ {0} to summarize the
power from active and inactive nodes. The variable ρ+n denotes the powers
from active nodes that has to be positive. Thus, the diagonal elements of
PXX can be used to estimate the activity and the frame support of the nodes.
To approach this two steps have to be taken into regard. First, frames have
ﬁnite length LF thus the expectation in (5.3) has to be approximated by
the sample average. Second, having the estimated receive covariance matrix
ΦˆY Y , the diagonal elements of PˆXX, have to be estimated, which may be
complicated as A is under-determined.
yHl
1
LF
∑LF
l=1 (·) MU-Energy Est.
yl ΦˆY Y
Nˆact
SXˆ
Figure 5.2: Block diagram of multiuser energy detection.
The concept for multiuser energy detection followed here is depicted in
Fig. 5.2. First, the receive covariance matrix is estimated by averaging yly
H
l
over LF symbols. Calculating the outer product yly
H
l can be seen as a
pendant to the square law device in the aforementioned energy detector
and averaging over LF outer products refers to the integration over LF
symbols. However, as stated previously, we have to estimate the individual
energies for all N nodes, which is done by the multiuser energy estimator in
a subsequent step. The task of this block is to take ΦˆY Y and to estimate the
frame support SXˆ. Further this block requires an estimate for the number
of active nodes Nˆact as input. Based on Nˆact the false alarm and missed
detection rates of this approach are deﬁned. Within this thesis our focus lies
110 5 Multiuser Energy Detection
on the design of diﬀerent algorithms for the multiuser energy estimation. To
achieve benchmark performance among these algorithms we assume Nˆact to
be known at the base-station. Estimating the number of active nodes via the
receive covariance matrix is not generally new. Especially the distribution of
the Eigenvalues of the sample covariance matrix yields a good input statistic
for this estimation task. For further information the reader is referred
to [CW10], where the authors review diﬀerent approaches for this estimation
tasks.
5.4 Concepts for Multiuser Energy Estima-
tion
Subsequently, we consider the multiuser energy estimator whose input signal
is the estimated receive covariance matrix ΦˆY Y over a frame of LF symbols.
ΦˆY Y =
1
LF
YYH = APˆXX,A
H +ΦWW . (5.4)
Here, the matrix ΦWW =
1
LF
WWH models the sample noise covariance
matrix. This matrix obeys the class of Wishart distributions and can be
separated as ΦWW = σ
2
wIM +Θ, where σ
2
wIM corresponds to the mean of
the covariance matrix and Θ is a random variable whose elements have zero
mean and variance σ4w/LF [JKB02]. It follows from the law of large numbers
that in the limit, LF → ∞, ΦWW converges to its mean σ2wIM while the
remaining noise, modeled by Θ converges to zero. A detailed proof based
on the law of large numbers is given in Appendix A.3. Here we already see
that the frame length LF has a strong de-noising eﬀect on the estimation
task as the random part of ΦWW converges to zero with increasing frame
length. We will see in the results that this denoising property allows for
very reliable activity estimation in SNR regions, where data detection is
not possible. The following subsections introduce diﬀerent approaches for
estimating the diagonal elements of PˆXX, from ΦˆY Y .
5.4.1 Matrix Matching Pursuit
To estimate PˆXX, from ΦˆY Y we ﬁrst consider a straightforward and heuristic
approach. More speciﬁcally we incorporate a greedy Matching Pursuit
(MP) [MZ93] algorithm that iteratively estimates the non-zero diagonal
elements of PˆXX,. This algorithm is inspired by the OMP and can be
seen as an extension thereof. We subsequently denote this algorithm as
Matrix Matching Pursuit since the underlying estimation task is over matrix
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dictionaries and not as at the OMP over vector dictionaries. To illustrate
this idea we expand the detection model (5.4) by neglecting the noise at this
point as
ΦˆY Y ≈ APˆXX,AH =
N∑
n=1
ρnA(:,n)A
H
(:,n). (5.5)
Here ρn denotes the nth diagonal element of the matrix PˆXX,. The outer
product A(:,n)A
H
(:,n) corresponds to an entry of an over-complete dictionary
also known as atom. Expanding ΦˆY Y by (5.5) neglects the oﬀ-diagonal
elements in the matrix PˆXX, which is true for the limit LF → ∞ and an
approximation for ﬁnite frame lengths.
The pseudo code of MMP is given in Listing 5.2. The MMP correlates the
atoms with the sample covariance matrix ΦˆY Y and selects the atom with
the highest correlation as active. If the received power of that particular
node is known, e.g., in AWGN ρˆn = ρn can be set, otherwise the received
power can be estimated via least-squares estimation. In the next step the
MMP subtracts the contribution of the selected atom from the received
signal. The algorithm repeats this procedure and correlates the atoms with
the updated received signal and selects the next atom in the same manner
as described before. The MMP algorithm repeats this procedure until a
pre-deﬁned stopping criterion is met. This stopping criterion depends on the
estimate for Nact. With genie knowledge we stop after v = Nact iterations.
The main advantage of the MMP is its low complexity and simplicity. The
pseudo code of this algorithm shows that it mainly consists of a correlator
bank composed of N diﬀerent correlators identifying the node with the
highest received power. Depending on whether the received power of the
node is known the estimation consists of the calculation of a single pseudo
inverse of the partial system matrix A
(:,S(v)
Xˆ
)
per iteration. The algorithm
stops after v = Nact iterations, making the dimensions of the partial system
matrix to be M × Nact in the last iteration. Thus, the complexity of the
matrix inversion can be bounded by O (N3act) [GVL12]. Incorporating Nact
iterations, we have a complexity that scales as Nact · O
(
N3act
)
, which is the
same as for the GOMP. However, in pure AWGN channels the complexity is
much lower, as no matrix inversion has to be carried out.
5.4.2 Multiple Signal Classiﬁcation (MUSIC)
Another and also heuristic approach to estimate the node activity is to look
at the Eigenvalue decomposition of the receive covariance matrix. This
approach is commonly known as MUSIC algorithm which originates from
the ﬁeld of direction of arrival estimation in the array processing [Sch86].
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Algorithm 5.2 Matrix Matching Pursuit (MMP)
R0 = ΦˆY Y , S(0)Xˆ = ∅, v = 0, PˆXX, = 0N×N
repeat
v = v + 1
#Matrix correlation#
n = argmax
n
AH(:,n)R
v−1A(:,n)
#Update estimated support set#
S(v)
Xˆ
∪ n
if {Receivd Powers are known} then
PˆvXX,n,n = pn
else
#Estimate receive power of active nodes#
Pˆv
XX,S(v)
Xˆ
,S(v)
Xˆ
= A†
(:,S(v)
Xˆ
)
ΦˆY YA
†H
(:,S(v)
Xˆ
)
end if
#Update residual#
Rv = ΦˆY Y −APˆvXX,AH
until v = Nact
#Output#
{ρn}N1 = dg
(
PˆvXX,
)
The application of MUSIC to multiuser detection has been introduced
in [WC98]. There, the authors used MUSIC to estimate the set of active
nodes in a CDMA system. The application refers to an activity detection
in CDMA which is the same as here. While the authors rather considered
non-overloaded CDMA systems, we address applying MUSIC to CS-MUD
involving under-determined systems with sporadic node activity. Thus, the
results presented here yield another viewpoint of the application of MUSIC.
The idea of MUSIC is to perform an Eigenvalue decomposition of the
sample covariance matrix ΦˆY Y and to separate between noise and signal
subspace. We now brieﬂy review the general ideas of MUSIC and its
application to estimate the node activity in CS-MUD. The Eigenvalue
decomposition of the covariance matrix yields,
ΦY Y = APXXA
H = UΛUH (5.6)
where Λ is a diagonal matrix and dg (Λ) = [λ1, ..., λNact , 0, ..., 0M ]
T
contains
Nact ≤ M nonzero Eigenvalues in descending order on the main diagonal.
The remaining diagonal elements are zero. Each active node leads to one non-
zero eigenvalue in Λ. The matrix U contains M orthonormal Eigenvectors
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that span the column space of the matrix A which also corresponds to the
vector space of the received signal. This vector space is composed of signal
and noise. Consequently, the noise covariance matrix ΦWW = σ
2
nIM can
also be represented using the same eigenvectors as
σ2wIM = σ
2
wUU
H . (5.7)
Hence, we can write for the receive covariance matrix
ΦY Y =
Nact∑
i=1
λiuiu
H
i + σ
2
w
M∑
i=1
uiu
H
i (5.8)
=
Nact∑
i=1
(
λi + σ
2
w
)
uiu
H
i︸ ︷︷ ︸
Signal space
+σ2w
M∑
i=Nact+1
uiu
H
i︸ ︷︷ ︸
Noise space
. (5.9)
Equation (5.9) shows that the Nact greatest Eigenvalues of ΦY Y identify
the active nodes. The corresponding Eigenvectors span the so-called Nact
dimensional signal space. The remaining M −Nact Eigenvectors span the
so-called noise space. Since all Eigenvectors are orthonormal the signal and
the noise space are orthogonal vector spaces within the M dimensional vector
space. In the following we summarize the noise subspace via the matrix
U¯ ∈ CM×M−Nact . This separation allows the conclusion that the column
vectors in A corresponding to active nodes will likely be part of the signal
space and not of the noise space. Therefore, active nodes can be estimated
by ﬁnding the Nact column vectors of A that have least 2 norm in the noise
space. This is facilitated by the so called MUSIC null-spectrum deﬁned as
SXˆ = {{n}Nact1 : argmin
n
AH(:,n)U¯U¯
HA(:,n)}. (5.10)
Note that this scheme works as long as the number of active nodes Nact is
smaller than the number of observations M , i.e., Nact < M is a necessary
condition. If this condition is violated, the M − Nact dimensional noise
subspace is empty and the algorithm fails. Further, it should be noted that
the derivation assumed the noise covariance matrix ΦWW to be diagonal.
This is true in the limit for LF → ∞ and an approximation for ﬁnite frame
lengths.
Compared to the MMP, the MUSIC algorithm does not distinguish be-
tween known and unknown receive powers. In both cases, the algorithm is
carried out in the same manner. The pseudo-code of the MUSIC algorithm
is summarized in listing 5.3. The MUSIC is an algorithm with wide appli-
cability. Therefore, it is not a surprise that previous works also addressed
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Algorithm 5.3 MUSIC
Input: ΦˆY Y ,A, Nact
#Perform eigenvalue decomposition#
[U,Λ] = evd
(
ΦˆY Y
)
#Formulate noise sub-space#
U¯ = U(:,M−Nact:end)
#Calculate MUSIC null-spectrum#
r = dg
((
AHU¯U¯HAH
))
#Sort null-spectrum in ascending order#
IndexSet = sort (r, ’ascend’)
#Output: Estimate frame support#
SXˆ = IndexSet (1 : Nact)
estimating the number of unknown signals that we assumed to be known
through the knowledge of Nact. A promising approach to estimate Nact is
to consider the sorted distribution of the Eigenvalues. As (5.9) shows the
receive covariance matrix has Nact Eigenvalues summarizing the active nodes
and M −Nact Eigenvalues summarizing noise only. Since the Nact Eigenval-
ues have a higher magnitude, one possibility to distinguish between active
and inactive nodes is to consider the derivative of the sorted Eigenvalue
distribution. This approach has been discussed in connection of estimating
the number of active nodes in the CDMA context [WC98]. However, this
point is left for further research.
The complexity of MUSIC is dominated by the calculation of the eigenvalue
decomposition of the receive covariance matrix which has a complexity of
O (M3) [GVL12]. It scales therefore with the spreading sequence length
and not with the number of active nodes as the MMP does. As Nact ≤ M
has to hold is can be assumed that MUSIC has a higher complexity than
the MMP.
5.4.3 Approximate MAP Energy Estimation
Within this section we consider the MAP problem for the multiuser energy
detection task. We summarize this approach subsequently as Maximum-
a-Posteriori Energy Estimator (MAP-E). The MAP-E approach addresses
the impact of having a ﬁnite frame length which aﬀects the estimated
receive covariance matrix ΦˆY Y . Especially, the noise covariance matrix is
not deterministic and still contains noise. To incorporate this noise in the
estimation we address estimating the diagonal elements of PˆXX, from the
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noisy observation ΦˆY Y . We start by deﬁning the corresponding likelihood
function relating ΦˆY Y and PˆXX, and incorporate the prior power probability
later on. As we will see throughout this subsection we require certain
approximations to end up with a practical algorithm.
The starting point is to consider the main diagonal elements of PˆXX,
denoted as ρ := dg
(
PˆXX,
)
. Describing PˆXX, by its main diagonal is only
valid in the limit LF → ∞. Therefore, neglecting the oﬀ-diagonal elements
of PˆXX, is the ﬁrst approximation required for this derivation. To estimate
ρ from ΦˆY Y we ﬁrst decompose the covariance matrix of the noise according
into
ΦˆY Y = APˆXX,A
H +ΦWW
= APˆXX,A
H + σ2nIM +Θ. (5.11)
In (5.11) ΦˆY Y is described as a noisy observation where the noise is summa-
rized in the matrix Θ. This matrix is determined by the statistical properties
of the noise sample covariance matrix ΦWW , obeying to a Wishart distribu-
tion. In the limit LF → ∞ the stochastic part of this variate summarized as
Θ diminishes and the mean σ2nIM remains. To model the stochastic part of
the Wishart variate we employ a Gaussian approximation with proper mean
and variance. According to the derivations carried out in appendix A.3 we
approximate the elements of Θ via a symmetric circular Gaussian distribu-
tion with zero mean and variance σ4w/LF. Accordingly, the m,m
′th element
of Θ is assumed to be distributed according to
θm,m′ ∼ N
(
0, σ
4
w/LF
)
1 ≤ m ≤ M 1 ≤ m′ ≤ M. (5.12)
Note, that this approximation keeps mean and variance of θm,m′ , but changes
the type of the distribution to a Gaussian variate. Most importantly one
should once again note the SNR enhancing eﬀect as the variance of the
remaining noise decreases linearly in LF. The MAP estimate ρˆ for the
diagonal elements maximizes the a-posterori probability Pr
(
PˆXX,|ΦˆY Y
)
which is rewritten using the Bayes’ rule to
ρˆ = arg max
ρ0
pΦˆY Y
(
ΦˆY Y |PˆXX,
)
pρ(ρ) . (5.13)
The likelihood function pΦˆY Y
(
ΦˆY Y |PˆXX,
)
is determined by the statistics
of the remaining noise Θ. Due to the approximations made, the likelihood
function is proportional to a Gaussian variate according to
pΦˆY Y
(
ΦˆY Y |PˆXX,
)
∝ exp
[
−LF
σ4w
‖ΦˆY Y − σ2nIM −APˆXX,AH‖2F
]
. (5.14)
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From now on we substitute Φ¯Y Y = ΦˆY Y − σ2nIM to ease notation. Note
that the optimization problem (5.13) is still dependent on the whole matrix
PˆXX, due to the deﬁnition of the likelihood function (5.14). With, (5.14)
we rewrite (5.13) into a vector optimization problem only depending on
the diagonal elements ρ, thereby neglecting the oﬀ-diagonals. To do so, we
introduce an equivalent real valued system description
ρˆ = arg min
ρ0
‖Φ˜Y Y − A˜1P˜A˜
T
2 ‖2F −
σ4w
LF
log pρ(ρ) , (5.15)
where Φ˜Y Y =
[
Re{Φ¯TY Y }, Im{Φ¯TY Y }
]T
is the stacked matrix composed of
real and imaginary part of Φ¯Y Y . The matrices A˜1 and A˜2 are
A˜1 =
⎡
⎣Re{A} − Im{A}
Im{A} Re{A}
⎤
⎦ , A˜2 = [Re{A} − Im{A}] . (5.16)
The matrix P˜ is composed of
P˜ =
⎡
⎣PˆXX, 0N,N
0N,N PˆXX,
⎤
⎦ . (5.17)
We now rewrite (5.15) into a vector optimization problem by applying the
vec (·) operator to the argument of the Frobenius norm in (5.15). This turns
the Frobenius norm into an 2 vector norm. Additionally, we make use
of the identity vec (XYZ) = ZT ⊗X vec (Y) [PP+08] which allows us to
reformulate (5.15) to
ρˆ = arg min
ρ0
∥∥∥vec(Φ˜Y Y )− A˜2 ⊗ A˜1 vec(P˜)∥∥∥2
2
− σ
4
w
LF
log (pρ(ρ)) . (5.18)
Substituting ϕY Y = vec
(
ΦˆY Y
)
and Υ = A˜2 ⊗ A˜1 ﬁnally leads to
ρˆ = arg min
ρ0
‖ϕY Y −ΥBρ‖22 −
σ4w
LF
log (pρ(ρ)) . (5.19)
Here, the matrix B is used to obtain the transformation vec(P˜) = Bρ. This
matrix is composed of two stacked matrices as
B =
⎡
⎢⎢⎢⎣
B1
02N,N
B1
⎤
⎥⎥⎥⎦ (5.20)
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Where the rows [i(2N + 1)− 2N ] , i = 1, ...N of B1 contains the ith row
of the N × N identity matrix, while the remaining entries are zero yield-
ing the matrix B ∈ {0, 1}4N2×N . The matrix ΥB ∈ R2M2×N is of rank
min
[
M2, N
]
[CE16]. This fact plays a key role in our scheme as it shows
that as long as N ≤ M2 holds, ΥB is of full rank. This is a strong result as
ΥB is invertible if the spreading sequence length equals the square root of
the number of nodes in the system. In the results we will see that we can
achieve reliable activity detection if M =
√
N holds.
Determining The Prior Power Probability
Equation (5.19) still depends on the log prior power probability pρ(ρ) which
summarizes the node activity model and the distribution of the received
power for active nodes. The previously introduced Rician fading channel
model (2.2) determines the distribution of the received power from active
nodes as [Stu¨11]
pρ+
(
ρ+
)
=
N∏
n=1
pρ+
(
ρ+n
)
=
N∏
n=1
1
Γ (ω)
ω
ρ¯n
ω
ρ+(ω−1)n exp
(
−ωρ
+
n
ρ¯n
)
(5.21)
ω =
(Krice + 1)
2
2Krice + 1
,
where Krice is the parameter of the Rician channel model and ρ¯n is the
average receive power coming from the nth node for the time the node
is active. As described in Chapter 2, ρ¯n is assumed to be known to the
base-station. In combination with the Bernoulli activity model, the prior
power probability including node activity can be found analogous to the
derivation of the prior probability given in (3.6) as
pρ(ρ) =
N∏
n=1
pρ(ρn)
= (1− pa)N−‖ρ‖0 ·
(
papρ+(ρ)
)‖ρ‖0
. (5.22)
In (5.22) PDF of the node power still depends on the joint PDF of the received
powers of active nodes pρ+(ρ) which is weighted with the probability for
node activity pa.
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Inserting (5.22) in (5.19) yields
ρˆ = arg min
ρ0
‖ϕY Y −ΥBρ‖22 +
σ4w
LF
‖ρ‖0 log
(
1− pa
papρ+(ρ)
)
. (5.23)
Depending on the particular fading environment, we can formulate two
diﬀerent MAP-E algorithms. In case of AWGN channels (Krice → ∞), the
estimation reduces to a ﬁnite alphabet problem since the received power is
known to be from the ﬁnite set {0, ρ¯n}, which allows for powerful non-linear
detection schemes. If the fading environment, however, turns out to be
Rician distributed with non-line-of-sight components, the energy detection
problem has to be solved in a continuous valued manner. Here, non-linear
detection schemes are far too complex. Therefore, we consider the two
extreme cases of Rayleigh fading and AWGN only, thereby capturing the
cases of a ﬁnite alphabet and a continuous valued estimation problem. This
is clearly an approximation, however, the impact of the log prior linearly
decreases with the frame length LF. Therefore it can be assumed that most
of the gains for MAP-E are achieved by the formulation of the likelihood
function.
Support Estimation
Solving the MAP optimization problem (5.19) gives the estimate for ρˆ. To
estimate the support set SX from ρˆ an additional threshold device is required
in order to decide in favor of activity or inactivity. Based on Nact that we
assume to be fully known to the base-station, this rule is set up such that
the nodes corresponding to the Nact greatest powers are estimated as active
via
SXˆ = {{n}Nact1 : argmax
n
ρˆn}. (5.24)
Multiuser Energy Estimation in AWGN Channels
AWGN channels are modeled by setting Krice → ∞. In this case, the joint
power prior probability can be factorized according to [Stu¨11]
lim
Krice→∞
pρ+
(
ρ+
)
=
N∏
n=1
δ
(
ρ+n − ρ¯n
)
. (5.25)
This makes the prior probability for active nodes deterministic as it is known
that the nth active node has a received power of ρ¯n. As a consequence, the
energy detection problem can be carried out over a ﬁnite alphabet which
consists of the known mean received powers of the N nodes, augmented
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by zero power for inactive nodes. This means the optimization problem is
carried out over the ﬁnite set {0, ρ¯n}N . The ﬁnite alphabet energy detection
problem for AWGN channels thus reads
ρˆ = arg min
ρ∈{0,ρ¯n}N
‖ϕY Y −ΥBρ‖22 +
σ4w
LF
‖ρ‖0 log
(
1− pa
pa
)
(5.26)
This problem can eﬃciently be solved using the non-linear detection schemes
introduced in Chapter 3, such a K-Best detection or Sphere Decoding.
The complexity of this approach is determined by the application of the
QR decomposition to the matrix ΥB and by the parameter Kbest. The
complexity of the QR decomposition scales cubic with the number of nodes in
the system as O (N3). Depending onKbest, the complexity of the subsequent
tree-search approach scales with the size of the ﬁnite alphabet. With known
transmit powers the number of nodes that is visited by a K-Best detector
reads according to (3.45)
N∑
n=1
max
[
Kbest, |2|N−n
]
(5.27)
We see that the application of the QR decomposition and a subsequent tree
search algorithm causes a higher complexity than the previous approaches.
Multiuser Energy Estimation in Rayleigh Fading Channels
AWGN channels are only one extreme, where we only have a line-of-sight
component without fading. The other extreme case with non line-of-sight
components only is modeled by the Rayleigh fading channel, which is obtained
by setting Krice = 0 in (5.21). In between we experience Rician fading.
For Rayleigh fading channels we can also factorize the joint prior power
probability via
pρ+
(
ρ+
)
=
N∏
n=1
1
ρ¯n
exp
(
−ρ
+
n
ρ¯n
)
ρ+n ≥ 0. (5.28)
Inserting (5.28) into (5.23) yields after reformulation
ρˆ = arg min
ρ0
‖ϕY Y −ΥBρ‖22+ (5.29)
σ4w
LF
‖ρ‖0
[
log
(
1− pa
pa
)
+
N∑
n=1
log (ρ¯n) +
N∑
n=1
ρn
ρ¯n
]
(5.30)
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In the following, we write ρ˜n = ρn/ρ¯n as the normalized transmit power of
the nth node. As ρn and ρ¯n are both powers that have to be greater of equal
to zero, we can also summarize
N∑
n=1
ρ˜n =
N∑
n=1
|ρ˜n| = ‖ρ˜‖1, ρ˜  0 (5.31)
Still, solving (5.30) is challenging, since it is not convex due to the application
of the zero-”norm”. A common approach to tackle optimization problems
such as (5.30) is to replace the zero-”norm” by the 1-norm. This step
is heuristic but has shown good performance and is commonly used in
optimizations [BV07]. To illustrate, the impact of replacing the zero-”norm”
with the 1-norm, is illustratively shown in Fig. 5.3 where the level-sets for
the penalty term before and after convex relaxation via 1-norm are plotted.
In this example the application of the zero-”norm” yields a spike if ρ1 = 0 or
ρ2 = 0 holds. This spike causes the levelset of the prior to be non-convex. As
shown on the right hand ﬁgure, replacing the zero-”norm” with the 1-norm
replaces the prior by its convex-hull. The impact of this approximation to
the result of the optimization problem can not be quantiﬁed mathematically.
However, previous works have shown that the impact on the solution is
minor [BV07]. With 1 relaxation of (5.30) the energy detection problem
ρ2
ρ1
ρ2
ρ1
Figure 5.3: Illustration of the level-sets of the penalty term with zero-”norm”
(left) and relaxed penalty term with 1-norm (right).
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for Rayleigh fading channels ﬁnally reads
ρˆ = arg min
ρ0
‖ϕY Y −ΥBρ‖22+ (5.32)
σ4w
LF
‖ρ‖1
[
log
(
1− pa
pa
)
+
N∑
n=1
log (ρ¯) + ‖ρ˜‖1
]
, (5.33)
which is convex and can be solved by common solvers. If we w.l.o.g. assume
that all nodes have the same mean transmit power ρ¯1 = ρ¯2 = ... = ρ¯n = 1,
we can further simplify (5.33). In this case we have
ρˆ = arg min
ρ0
‖ϕY Y −ΥBp‖22 +
σ4w
LF
‖ρ‖1
[
log
(
1− pa
pa
)
+ ‖ρ‖1
]
, (5.34)
Within this work, we employ the CVX toolbox from [GBY08, GB08] to solve
this problem.
The complexity of this approach is hard to quantify, as it depends on the
particular implementation of the convex solver used. Therefore, we do not
give a complexity analysis for the MAP-E with Rayleigh prior.
5.5 Performance Evaluation
Subsequently, the performance of the multiuser energy detector employing
diﬀerent multiuser energy estimators is investigated. In contrast to Chapter 3
and 4 we consider the activity detection task in AWGN and Rician fading
channels. Beyond sole activity detection the impact on the data detection
in a two stage activity and data detector is also considered. As said in the
beginning, the GOMP is used as a state-of-the-art algorithm for estimat-
ing the common support. Unless stated diﬀerently, we employ a base-line
parametrization to assess the performance. This base-line parametriza-
tion assumes N = 100 nodes transmitting 4-QAM symbols with frames of
LF = 1000 symbols. Moreover, MMP and MAP-E have ﬁnite alphabet and
continuous versions, depending on the prior power probability one might
outperform the other and there clearly exists a certain break-even point. To
preserve clarity, the ﬁnite alphabet versions for the MMP and MAP-E are
only applied to the pure AWGN case. Whenever fading is considered, the
respective continuous versions are employed. Determining the break-even
point for both algorithms is left as an open question for future research.
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Figure 5.4: Phase transition diagram showing the region under the curve, where
an activity error rate below 10−3 can be achieved with diﬀerent
multiuser energy estimation algorithms. Lower curves denote superior
results.
5.5.1 Performance in AWGN Channels
Phase Transition Diagrams
To assess the capability of the diﬀerent algorithms with respect to the system
load and pa, we ﬁrst consider the phase transition diagram in the noise free
case in Fig. 5.4 where the region of an Activity Error Rate (AER) below
10−3 is plotted. With AWGN channels, the instantaneous received power
for all nodes is known. Therefore, it is not a surprise that the MMP and
the MAP-E exhibit much better performance than the GOMP and MUSIC
as MMP and MAP-E exploit the knowledge of a ﬁnite alphabet receive
power. The underlying optimization problem for the MAP-E is of full rank
as long as M2 ≥ N holds such that N nodes require a spreading sequence
length of M =
√
N only. This is validated as the MAP-E performs well
with a relative spreading sequence length of M/N ≈ 0.1, corresponding
to M = 10 which matches M =
√
N =
√
100. With increasing activity
probability, the required spreading only increases moderately for the MAP-E.
The gap between the MAP-E and the MMP is only moderate and both
algorithms exhibit only slight losses from increasing pa. The curve for the
MMP decreases slightly for pa → 1, which is a side eﬀect based on the genie
knowledge for Nact.
Compared to that, the GOMP and MUSIC require higher spreading
sequence lengths if the number of nodes increase. This behavior conﬁrms
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known results from the GOMP [Sch15]. The MUSIC algorithm shows only
slight performance gains over the GOMP. Here we directly see the demand
of the MUSIC for M < Nact to ensure a non-empty noise space. Increasing
pa, also increases Nact and thus increasing the demand for longer spreading
sequences for the MUSIC.
Performance over the SNR
To assess the performance of the algorithms in noisy environments, Fig. 5.5
plots the activity error rates achieved for two signiﬁcant points from the
phase transition diagram that only diﬀer in the spreading sequence length.
Fig 5.5 (a) considers a relative spreading sequence length of M/N = 0.4.
For the GOMP and MUSIC the number of observations is too low and both
fail at detecting the activity over the entire SNR range. MAP-E and the
MMP enable activity detection and exhibit nearly the same performance,
only diﬀering in the error ﬂoor that the MMP has at higher SNR showing
that the MAP-E approach is superior in this region.
Increasing the relative spreading to M/N = 0.4 as shown in Fig. 5.5 (b)
removes the error ﬂoor of the MMP algorithm, making the performance
of MMP and MAP-E to be the same. Further, the GOMP and MUSIC
algorithm also show performance gains. Both algorithms converge to low
activity error rates, but for higher SNRs. Most interestingly, the MUSIC
nearly achieves the performance of the MAP-E and MMP. The SNR gap
between these algorithms and the GOMP is signiﬁcant.
Performance over the Frame Length
The superiority of the multiuser energy estimation algorithms over the
GOMP is based on the fact that the noise averages out when the frame
length LF increases. Therefore, the advantage over the GOMP has to be
seen in conjunction with the particular frame length. To highlight this
eﬀect, we consider the activity error rate over the frame length LF for a
ﬁxed SNR of 1/σ2w = 0dB. Fig. 5.6 plots the activity error rates for this
setup for a relative spreading of M/N = 0.15 (a) and M/N = 0.4 (b). On
the left plot we see a strong decline in terms of activity error rates for the
MMP and the MAP-E algorithm, which is almost log linear over the frame
length. The error ﬂoor for the MMP appears at approximately a frame
length of LF = 400 and the MMP does not gain from higher frame lengths,
showing that the error ﬂoor is not caused by noise, but rather caused by
multiuser interference that can not be resolved. In contrast to that the
MAP-E yields performance gains as the frame length increases. With longer
spreading sequences as shown in Fig. 5.6 (b) we observe a strong decline for
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Figure 5.5: Activity Error Rates for multiuser energy estimation algorithms over
the SNR in a system with N = 100, LF = 1000, pa = 0.2 and a
relative spreading of M/N = 0.15 (left) and M/N = 0.4 (right).
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Figure 5.6: Activity Error Rates for multiuser energy estimation algorithms over
the frame length LF in a system with pa = 0.2, 1/σ
2
w = 0dB and a
relative spreading of M/N = 0.15 (left) and M/N = 0.4 (right).
all multiuser energy estimation algorithms. This shows the strong denoising
property of this approach, which is not exploited by the GOMP achieving
only gains for short frames. Both analysis show that the denoising property
of multiuser energy estimation is a clear advantage, that can already be
expected with short frames of only LF ≈ 200 symbols.
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Performance Involving Data Detection
The impact of the combination of multiuser energy detection and data
detection is brieﬂy discussed in the sequel. Therefore, the multiuser energy
detector is followed by a linear least-squares data detector that estimates the
data of nodes by solving the reduced multiuser system (2.21) determined by
the estimate for the frame support SXˆ. The goal is to call the optimality of
Nˆact = Nact into question. Varying this variable by over or underestimating
Nact impacts the false alarm and missed detection rates. To investigate
this impact we set Nˆact = Nact + ΔNact and consider the resulting BER.
Fig. 5.7 plots the BER for diﬀerent estimates parametrized by ΔNact at a
relative spreading of M/N = 0.4 and an SNR of 1/σw = 10dB. The curves
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Figure 5.7: BER at the output of a least-squares data detector followed. At a
SNR of 1/σ2w = 10 dB, M/N = 0.4.
in Fig. 5.7 show a clear dependence of the BER and Nact for all multiuser
energy detectors considered. In all cases the optimal value is ΔNact = 0,
which matches the number of active nodes. Decreasing this value yields
severe losses in terms of the BER due to the fact that with ΔNact < 0
missed detection errors occur. Increasing ΔNact leads to false alarm errors,
decreasing the BER due to the false alarm SNR loss as highlighted in
Section 2.4.4. However, it can remarkably be observed that this SNR loss is
rather moderate for the GOMP. The reason can be found by visualizing that
the activty detection performance of the GOMP is imperfect at the SNR
considered. As shown in 5.5 (b), the GOMP only achieves an AER ≈ 10−3.
Thus, increasing ΔNact does not only increase the false alarm SNR loss it
also decreases the missed detection rate. Hence, the false alarm SNR loss is
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compensated by the decreased missed detection rate, which has a positive
impact on the BER.
The activity detection for MMP, MUSIC and MAP-E is nearly perfect for
the SNR considered. Thus, changing ΔNact automatically either leads to a
false alarm SNR loss or to missed detections. Applying one of these activity
detection algorithms in combination with a least-squares data detector leads
to an interference limited data detection. As a consequence, activity error
control does not make sense in this setting. We will see that this eﬀect has
an even higher dominance in fading channels.
5.5.2 Performance in Fading Channels
Phase Transition Diagram
As stated previously, assuming perfect knowledge about the instantaneous
received power is a very optimistic assumption and requires well designed
power control algorithms that may not be feasible in practice. Additionally,
fading may lead to sudden changes of the received power that is unknown
to the receiver. To this end, we subsequently consider multiuser energy
detection in Rician fading channels. For the following analysis we employ
the continuous version of the MMP and the Rayleigh fading prior version of
the MAP-E.
Again we start with the phase transition diagram to assess the performance
in the noise free region as depicted in Fig. 5.8. Here the phase transition
diagram is plotted for diﬀerent fading parametrized by the Rice factor Krice
highlighting the impact of having a dominant direct path. The extreme case,
employing sole indirect fading, i.e., via Rayleigh fading only is also shown.
At a ﬁrst glance, we observe that throughout all Krice considered, the
GOMP and MUSIC exhibit nearly the same asymptotic performance re-
markably showing that unknown fading does not change the asymptotic
performance of these algorithms. In contrast to that, MMP and MAP-E
severely suﬀer from the fading. Already with Krice = 30, both algorithm
exhibit performance losses while the MAP-E still has the best performance
among all algorithms considered. Increasing the fading decreases the per-
formance of these two concepts drastically, while for the extreme case of
Rayleigh fading MAP-E and MMP fail to recover the frame support. One
might think that MAP-E should exhibit superior performance especially in
the Rayleigh fading channel due to the prior knowledge. However, on has
to keep in mind that MAP-E is the MAP estimator for the power ρ and
not for SX. Here we consider the performance w.r.t. the activity error rates
based on SX which subsumes the combination with a threshold device. Even
though the number of active nodes is fully known to the detector, estimating
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Figure 5.8: Phase transition diagrams showing the region where an activity
error rate below 10−3 can be achieved for diﬀerent multiuser energy
estimation algorithms employing Rician Channels parametrized by
Krice.
the nodes with the Nact greatest powers as active might not be optimal.
Performance over the SNR
Since the phase transition diagram only captures the asymptotic performance,
we consider two examples where we look at the AER over the SNR. The
following analysis restricts to a system with a relative spreading ofM/N = 0.4
and an activity probability of pa = 0.2. Fig. 5.9 shows the performance of
the algorithms introduced over the SNR for a Rayleigh fading channel with
no line-of-sight component Krice = 0 (a) and for a channel employing a Rice
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Figure 5.9: Activity error rate over the SNR for diﬀerent multiuser energy estima-
tors in a system with N = 100,M = 40, pa = 0.2 yielding a relative
spreading of M/N = 0.4 for Rayleigh fading channels Krice = 0 on
(a) and for Rician fading Krice = 10 (b).
factor of Krice = 10 (b). In the Rayleigh fading channel, all algorithms apart
from the GOMP exhibit an error ﬂoor. Thereby the results from the phase
transition diagram in Fig. 5.8 are conﬁrmed, where only the GOMP and
MUSIC are able to achieve an AER < 10−3. The results also show that the
MAP-E achieves the lowest AER in the low SNR range but shows an error
ﬂoor for the mid and high SNR range. From 5.9 (a), MUSIC appears to
be a good algorithm for activity detection in Rayleigh fading channels as it
exhibits low activity error rates over the low and mid SNR range, while it
suﬀers from a relatively low error ﬂoor. In terms of robustness, the GOMP
outperforms all other algorithms as the resulting AER declines for increasing
SNR. This robustness comes at the cost of an SNR loss of approx. 5 dB in
the mid SNR range.
In channels with a dominant line-of-sight component 5.9 (b) the perfor-
mance characteristics of all algorithms is nearly preserved. The error ﬂoors
for MAP-E, MMP and MUSIC have decreased compared to the previous
analysis. Again the MAP-E shows the best performance in the low and
mid SNR range and exhibits an error ﬂoor for high SNR. However, the
error ﬂoor at approx. AER = 10−3 is much lower than in the preceding
example, making MAP-E a feasible approach in this setup. The performance
of MUSIC is nearly the same as for MAP-E, and only diﬀers in the error
ﬂoor that is even lower than for MUSIC. Again the GOMP shows a strongly
declining AER over the entire SNR range with the drawback of an SNR loss
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of approx. 10dB. Nevertheless, this SNR loss has to be seen in the context
of ﬁxed frame length of LF = 1000 symbols. As shown previously in Fig 5.6
the SNR gain of MMP, MUSIC and MAP-E increase for longer frames, as
the noise is averaged out. This eﬀect does not apply to GOMP in general.
Impact of the Rice Factor
To further highlight the impact of having strong line-of-sight components,
Fig. 5.10 shows the performance over the Rice factor Krice at a ﬁxed SNR
of 1/σ2w = 0dB in (a) and for a higher SNR of 1/σ
2
w = 10dB in (b).
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Figure 5.10: Activity error rate over the factor for the Rician fading Krice for dif-
ferent multiuser energy estimators in a system with N = 100,M =
40, pa = 0.2 yielding a relative spreading of M/N = 0.4 for an
1/σ2w = 0dB in (a) and an SNR of 1/σ
2
w = 10dB in (b) (b).
Fig. 5.10 (a) shows a strong decline in the AER for the MAP-E and the
MUSIC algorithm for an increasing dominance of the line-of-sight component.
Here we see that the MAP-E preserves its superiority in the low to mid SNR
range for all fading channels considered. For the SNR considered MMP and
GOMP fail to estimate the node activity for all fading channels considered.
Even with a strong line-of-sight component the AER does not decrease
showing that the algorithms are limited by the SNR in this setup. For higher
SNR of 1/σ2w = 10dB, the situation changes. Here the MUSIC algorithm
shows a strong gain with strong line-of-sight components. The same holds
true for the MAP-E algorithm which exhibits slightly worse performance
than MUSIC, but still achieves a strong decline by increasing the dominance
of the line-of-sight component. This eﬀect also holds true for the MMP and
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the GOMP algorithms but is not that strong and both algorithms rather
converge to a constant error rate.
Performance Involving Data Detection
In the following the BER with unknown received power through fading
channels is investigated. As above, this setup assumes that the multiuser
energy detector has no knowledge about the instantaneous received power
from all nodes. The estimated support set SXˆ is forwarded to a least-squares
data detector which estimates the data. Fig. 5.11(a) plots the BER for
the Rayleigh fading case with no line-of-sight component summarized via
Krice = 0. Fig. 5.11 (b) plots the BER for the Rician fading case parametrized
by Krice = 10.
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Figure 5.11: BER at the output of a least-squares data detector at a SNR of
1/σ2w = 20dB, M/N = 0.4, N = 100 with Krice = 0 on (a) and
Krice = 10 on (b).
At a ﬁrst glance, we also observe that the BER severely degrades for
setting ΔNact < 0, which is obviously caused by missed detection errors
as this threshold is lower than the number of active nodes. However, the
behavior for setting ΔNact > 0 diﬀers from the AWGN case. Here, we see
that increasing ΔNact indeed decreases the BER. This eﬀect is quite strong
for the MAP-E, whose optimal threshold is clearly ΔNact > 0. The MMP,
GOMP and MUSIC also show this behavior. Here we see that the activity
detection is imperfect leading to a BER limited by the activity detection. We
also see how the false alarm SNR loss can be compensated. Thus, increasing
the false alarm rate not only decreases the SNR in this setup, it also decreased
the missed detection rate. Obviously, both eﬀects compensate each other
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making the requirements for the threshold to be ΔNact > 0. However, we
also observe that this does not hold true for the MUSIC algorithm. Here,
we see a moderate increase of the BER in the Rayleigh fading case and a
strong increase in the Rician fading channel. This is due to the inherent
eﬀect of the MUSIC to degrade if ΔNact is increased. The dimension of the
MUSIC null-spectrum over which the activity detection is carried out has a
dimension of M − (Nact +ΔNact). Reducing the dimension of this vector
space also decreases the robustness of the algorithm as stated in subsection
5.4.2.
The results above show that, except for MUSIC, overestimating Nact does
not harm in the fading case. The reason for this lies in the imperfect activity
detection. Consequently, the false alarm SNR loss caused by overestimating
Nact is compensated by the fact that the missed detection rate also decreases.
Discussion and open Questions
The results show that diﬀerent fading environments require diﬀerent algo-
rithms. For the AWGN channel, the MAP-E exhibits the best asymptotic
AER and the strongest decline over the SNR. Additionally, the MAP-E shows
good performance gains for increasing the frame length. A good alternative
is the MMP, which nearly achieves the performance of the MAP-E in AWGN
channels with the drawback that the asymptotic performance is slightly
worse, as shown in the phase transition diagram.
The picture changes in fading channels. Here the GOMP seems to be
a good choice in terms of robustness as it exhibits the lowest asymptotic
AER in the noise free region in all setups considered. This good asymptotic
performance, however, comes at the cost of an SNR loss compared to other
algorithms. The performance gains of the MAP-E can only be preserved in
the low and mid SNR range.
In the high SNR range the MAP-E exhibits an error ﬂoor for the scenarios
considered. The winner in fading channels, seems to be the MUSIC algo-
rithm. It exhibits nearly the same asymptotic performance as the GOMP.
Additionally, MUSIC preserves a considerable SNR gain over the GOMP
at the cost of an error ﬂoor. The MMP algorithm neither shows a good
asymptotic performance, nor does it show good performance over the SNR.
Hence, the application of the MMP is restricted to the AWGN channel.
Additionally, this chapter also showed that activity error rate control
can be achieved by over or underestimating Nact. Especially in the fading
channel an acceptable false alarm SNR loss can cause a decreased missed
detection rate, leading to overall lower BER performance.
An open question of this chapter is the estimation Nact which we assumed
to be optimal. In practical systems Nact has to be estimated properly.
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Another open point is the switching point between the continuous versions
of MAP-E and MMP with their respective ﬁnite alphabet versions. This
point has not been addressed in this chapter and left for further research.
However, it can be assumed that at a certain Krice the ﬁnite alphabet
versions outperform the continuous pendants due to the prior knowledge
applied.
5.6 Chapter Summary
Within this chapter we have focused on low complexity concepts for the frame
support estimation in CS-MUD based on energy detection. The application
of the energy detection concept to CS-MUD requires the introduction of a
multiuser energy estimator that estimates the energies of the nodes from
the receive covariance matrix. Here it is shown that estimation based on the
receive covariance matrix averages out the noise and yields an SNR gain
that is proportional to the frame length considered.
Further, we have introduced three algorithms for the energy estimation
task. These are compared to one state-of-the-art approach from Compressed
Sensing, the Group Orthogonal Matching Pursuit. The algorithms are
tailored to work in both, fading and AWGN channels. The results show that
diﬀerent fading scenarios call for diﬀerent algorithms. Especially, the pure
AWGN channel allows for applying non-linear and ﬁnite alphabet techniques
that outperform any continuous valued algorithms. However, this picture
changes in the fading channel ranging from Rician fading to pure Rayleigh
fading channels. Here, we could show that sub-space methods such as MUSIC
yield a good trade-oﬀ between optimality and robustness as it allows for
reliable activity detection in AWGN and in the Rayleigh fading channel.
Further it was shown that activity error rate control is superﬂuous in the
AWGN channel as the activity detection carried out by energy detection is
perfect in SNR regions where data detection is not feasible. This changes
in the fading channel and it is shown that a slightly increased false alarm
rate yields performance gains in terms of the data detection. The reason is
the imperfect activity detection that produces both false alarm and missed
detection errors. Thus, increasing the false alarm rate also decreases the
missed detection rate, which yields improved data detection despite the false
alarm SNR loss.
Chapter 6
Multi-Carrier Compressed
Sensing Multiuser
Detection
6.1 Overview
While the previous chapters of this thesis were rather focusing on algorithmic
concepts, this chapter aims at putting previous advances in a wider context
to formulate a candidate system for massive M2M. We use the concepts and
schemes from the preceding chapters to formulate a system that implements
CS-MUD and direct random access. As the ﬁrst step, we formulate key
requirements that such a system should meet in order to fulﬁll the demands
for a realistic massive M2M concept. Based on these requirements, we then
introduce a system concept that uses CS-MUD techniques in combination
with non-coherent receiver structures and multi-carrier concepts. In this
so-called MCSM system, the bandwidth is divided into sub-carriers by a
multi-carrier system. Subsequently, the nodes employ a spreading of their
data-symbols and multiplex the chips to the sub-carriers. In MCSM this
multiplexing is carried out such that the chip sequences of the nodes are
mapped into the coherence bandwidth of the wireless channel enabling
non-coherent receiver concepts, allowing for simple channel estimation and
robustness against minor oﬀsets.
The following chapter is divided into three parts. First, in Section 6.3 we
identify the key requirements for MCSM and introduce the system concept
in Section 6.4 with the corresponding chip to sub-carrier multiplexing. Here
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we also address the impact of asynchronicity and show that MCSM allows for
a certain degree of robustness. The second part of this chapter, Section 6.5
shows a possible MCSM parametrization and simulatively highlights the
activity error rates and the frame error rates. The setup considered assumes
a wireless channel closely aligned to industrial applications including a
delay spread of 1μs and a target data-rate of approx. 12kBit/s per active
node. Additionally, we apply the previously introduced multiuser energy
detection concepts introduced in Chapter 5 to estimate node activity. The
data detection is carried out via least-squares detection. Results show that
reliable data detection can be carried out at a system load of β = 3 nodes per
resource at an activity probability of pa = 0.1. The third part of this chapter,
Section 6.6 aims at verifying MCSM via a prototype implementation on a
hardware demonstrator setup. The implementation consists of a transmitter
and a receiver block which allow for over-the-air measurements of MCSM.
Here we measure the phase transition diagram of MCSM in a non-line-of-
sight scenario with a transmitter to receiver distance of 60 m. The results
show a good match between measurement and simulations.
6.2 Relevant Publications and State of the
Art
The MCSM concept is a candidate technology for implementing massive
M2M in a cellular infrastructure such as networks in the 5G context or in
industrial M2M applications. In the past, various technology components
for M2M have been proposed in projects such as METIS and 5GNOW.
METIS identiﬁed direct random access as a key technology component for
approaching M2M [MP15a], which is closely aligned with this thesis. Beyond
that, novel waveforms are under current discussion and can also be seen
as an emerging technology component. Some advances from 5GNOW are
summarized in [WJK+14].
While novel technology components on the one hand aim to support the
applicability of M2M in 5G networks, on the other hand, various works
investigate modifying existing infrastructure to support M2M. First and
foremost the aggregation of M2M into LTE is still under research. Recent
advances in this context were focusing on narrow-band transmissions with
limited data-rate and bandwidth [Nok14, RPL+15]. Since 2016 the LTE
standard incorporates NB-IoT which characterizes diﬀerent device types
for M2M. For ultra low data-rate M2M LTE Rel.13 standardizes devices
with 250kBit/s in the uplink, while occupying a bandwidth of only 180kHz.
These transmissions can either be multiplexed inside or next to an existing
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LTE band, allowing for some degree of coexistence.
Comparing these directions to MCSM is complicated as parameters such as
the data-rate depend on the underlying wireless channel and the correspond-
ing delay spread. As MCSM allows for very diﬀerent modes of operation, a
ﬁxed data-rate is hard to formulate. Within the parametrization considered,
we have a base data-rate of approx. 12kBit/s per node while occupying a
bandwidth of 250 kHz. These numbers cannot be directly compared to the
NB-IoT parameters followed in LTE. First, LTE considers single-user uplink,
while we have a multiuser uplink consisting of multiple nodes. Second, the
MCSM data-rate is a base data-rate for a single MCSM system. As several
systems can simultaneously be multiplexed, nodes can be active in more
than one system, yielding a multiple of the base data-rate. Third, data-rate
and bandwidth are only two parameters that have to be seen in a wider
context involving target error rates, throughput, latency and many more.
The work presented in the following combines technology components to
a novel narrow-band physical layer system. This system, was ﬁrst published
in [MWBD15b], where the technology components and the general idea was
presented. Later in [MWBD15a] we augmented MCSM by channel coding
and a method for gaining frequency diversity over the time frame. Practical
measurements showing MCSM implemented on a hardware demonstrator
have been published in [BMWD15] and [WMBD16] where also measure-
ments of MCSM in an industrial environment was shown. The MCSM
system has also been patented under the Patent Cooperation Treaty (PCT)
under [MWBD16].
6.3 Problem Statement
Aggregating a massive number of nodes at a central aggregation point
requires a reﬁned look at the system speciﬁc requirements that have to
be taken into regard. Previous chapters only considered the symbol-by-
symbol or the frame-based detection model. Here, the focus is wider and
we aim at putting this simple and abstract model in an all-encompassing
system context, thereby, closing the gap between the previous works of this
thesis and a over-the-air transmission with a hardware setup. To start, we
identify key requirements that such a system has to address. The following
enumeration is only a sub-set of emerging requirements that have been
identiﬁed by previous research in the M2M context. For a thorough overview
the reader is referred to [DSG+15, ZOAZ+14] and the referenced therein.
1. Massive Access with low signaling: In massive M2M one of the
main requirements is to handle numerous nodes simultaneously. While
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focusing on resolving the multiuser interference of the nodes, the
system also has to ensure a certain degree of reliability for the data
detection. Additionally, the medium access has to be kept simple with
low overhead in terms of signaling.
2. Sporadic Traﬃc: Nodes in massive M2M can be assumed to be
only active occasionally, yielding sporadic traﬃc which yields sporadic
medium access. Together, with the aforementioned direct random
access, the statistic properties of the sporadic M2M traﬃc have to be
taken into account
3. Low Pilot Overhead: Especially, channel estimation should be kept
as simple as possible as channel estimation of many nodes yields huge
pilot overhead. In cases where nodes are inactive for a certain time
channel estimation yields huge overhead as the channel has to be
estimated prior to each transmission due to outdated CSI.
4. Scalability: To ensure ﬂexible aggregation of a varying number of
nodes, a system has to be scalable. Scalability means that a system
should be able to accommodate varying number of nodes with bounded
complexity.
5. Coexistence: In terms of optimally, exploiting the resources given a
possible system should be able to coexist with other systems such as
existing proprietary infrastructure. This requires a ﬂexible time and
frequency resource allocation of the M2M traﬃc.
6. Low complexity nodes: In massive M2M nodes are assumed to
be simple devices with low processing capability and limited battery
lifetime. Considering this demands, requires simple transmitter struc-
tures. Moreover, while nodes may sleep for a long period, receiving
capabilities may be limited.
7. Robustness: Since nodes can not be assumed to transmit perfectly
synchronized, timing and frequency oﬀsets have to be taken into
account into a system design.
6.4 The MCSM System Concept
To formulate a system solving these requirements, we identify three physical
layer technologies that address most of the aforementioned challenges.
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Figure 6.1: Illustration of an MCSM system, that is mapped into the coherence
bandwidth of the wireless channel sharing the overall bandwidth
with two other wireless systems.
6.4.1 Key Technology Components
A) Multi-Carrier Modulation
For ﬂexible spectrum allocation multi-carrier systems with carefully designed
waveforms have been identiﬁed as a potential solution [MP15b]. On the one
hand, coexistence management is enabled by good spectral containment;
on the other hand, spectrally eﬃcient time-frequency scheduling can be
achieved. Thus, the ﬁrst technology component of MCSM is a suitable
multi-carrier concept to ﬂexibly allocate time-frequency resources for MCSM
systems in one frequency band. In this thesis we restrict ourself to Orthorg-
onal Frequency Division Multiplexing (OFDM) as a multi-carrier scheme,
but general waveforms providing better spectral containment are equally
applicable and are subject of ongoing research [OMM16].
Assume that the bandwidth shown in Fig. 6.1 is divided into overall LIFFT
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sub-carriers with a sub-carrier spacing Δf . Then a subset of Lsc sub-carriers
is allocated to one particular MCSM system. MCSM systems are narrow-
band systems serving up to N nodes per system and several systems can
coexist within a certain bandwidth by simply allocating non-overlapping sub-
carrier blocks. This addresses the requirement for coexistence management by
blanking out sub-bands used by other communication systems. Additionally,
several MCSM systems can coexist and share the bandwidth given. We
restrict the following descriptions to a single MCSM system to ease notation.
Thus, the most important design criterion is choosing Lsc to determine the
bandwidth of the MCSM system. In order to ease channel estimation, the
bandwidth LscΔf has to coincide with the coherence bandwidth Bc ≈ 1/τh
of the wireless channel determined by its delay spread τh. If this requirement
is fulﬁlled, we can apply non-coherent receiver structures and diﬀerential
modulation at the nodes.
B) Non-Coherent Modulation
To enable non-coherent reception within the coherence bandwidth of the
channel we apply a Diﬀerential Phase Shift Keying (D-PSK) at the nodes.
To this end, each node modulates its symbols to a sequence of diﬀerentially
modulated symbols denoted as bn,l = cn,lbn,l−1 with a known starting phase
as bn,1 = 1. Applying non-coherent modulation concepts inherently decreases
the pilot overhead for channel estimation down to a known starting phase
which corresponds to a single pilot symbol per node. Another advantage of
D-PSK over QAM modulations is its inherent robustness against a Carrier
Frequency Oﬀset (CFO) between node and base-station, which suits the
demands for low complexity nodes with limited processing performance.
This robustness comes at the cost of a limited data-rate as higher order
modulation schemes can not be applied with D-PSK.
C) Compressed Sensing Multiuser Detection
While multi-carrier modulation provides a ﬂexible spectrum allocation, the
physical channel access enabling the handling of massive access for sporadic
nodes has to be designed. Therefore, we employ the CS-MUD techniques
introduced previously in this thesis as medium-access strategy on top of
OFDM. Following the concepts from previous chapters each node spreads
its diﬀerentially modulated symbols to a chip sequence of length M . This
chip sequence is then multiplexed to the Lsc sub-carriers allocated for the
MCSM system. The particular multiplexing is a MCSM speciﬁc degree of
freedom which allows adapting the system to the wireless channel. While the
Lsc sub-carriers used coincide with the coherence bandwidth of the wireless
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channel, MCSM follows a spread spectrum narrow-band transmission. The
idea of narrowband spread spectrum may appear inconsistent at a ﬁrst glance.
However, we show that this is feasible and in our example parametrization
we demonstrate that base data-rates of approx 12kBit/s can be expected.
The term base data-rate reﬂects the fact that nodes can simultaneously be
assigned to several MCSM systems such that the data-rate is a multiple
of the base data-rate. This already addresses the scalability of MCSM
where several MCSM systems can coexist to support more nodes or higher
data-rates. The scalability is explained in more detail in the next subsection.
6.4.2 Speciﬁcation of MCSM Node Processing
In the following we describe the MCSM transmit signal generation at node
n as also depicted in Fig. 6.2. This node model can be seen as a MCSM
speciﬁc detection model for the nodes. Again inactive nodes are modeled
as transmitting with zero power, such that the detection is carried out
with respect to the augmented alphabet A0. The following lines describe
the signal generation of one particular active node. First, a data stream
C Π D-PSK
{0}
an
OFDM
un cn bn
xn
P
sn
Figure 6.2: Block diagram of signal generation at MCSM node n.
of Lu payload bits, un, is encoded into a stream of code bits by a known
channel encoder with code-rate Rc. Subsequently, the stream of code bits
is interleaved and further mapped to symbols cn, which are diﬀerentially
modulated by D-PSK. The lth modulation symbol reads bn,l = cn,lbn,l−1
with an arbitrary known starting phase bn,1 = 1. Here cn,l denotes the lth
symbol corresponding to a symbol from a PSK modulation. The symbol
bn,l denotes the diﬀerentially encoded symbol. Mapping and diﬀerential
encoding are subsequently summarized by the D-PSK modulator. Analogous
to the previous chapters we assume that nodes can be inactive as well by
transmitting zeros. Thus, we again have xn,l ∈ bn,l ∪ {0} as augmented
modulation symbol for node n. The next stage spreads the augmented
modulation symbols to chips via an unique and node speciﬁc spreading
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Figure 6.3: Illustration of possible scheduling. Each MCSM system changes its
sub-carrier allocation each Np symbols to gain frequency diversity.
sequence an ∈ CM . The last step in the MCSM signal generation is to
multiplex the chips to physical resources, i.e, to the time-frequency grid.
With OFDM we divide the bandwidth into LIFFT sub-carriers. Here, we
multiplex the chips of the spread augmented modulation symbol anxn,l to
P(l) ⊆ {1, ..., LIFFT} sub-carriers of the overall LIFFT sub-carriers. The
number of sub-carriers used is denoted as |P(l)| = Lsc. This multiplexing is
carried out at the node by using a power normalized partial IDFT matrix
FHP(l) ∈ CLIFFT×Lsc . Adding a cyclic-preﬁx as guard interval of length
LCP via the CP insertion matrix TI ∈ {0, 1}LIFFT+LCP×LIFFT yields the
following description for the baseband signal in vector notation for node n
and augmented symbol l
TIF
H
P(l)anxn,l. (6.1)
As shown in (6.1) the set P(l) determines the sub-carriers that are allocated
for transmission. for the remainder of this thesis, we assume |P(l)| = M ∀l,
i.e., the spreading factor matches the number of sub-carriers allocated.
Scalability and Frequency Diversity
In narrowband systems like MCSM channels in a deep fading state may
aﬀect the performance of the end-to-end transmission. To address this
impact the sub-carrier allocation P(l) may change over time according to a
predeﬁned pattern resulting in frequency hopping. This procedure enables
frequency diversity gains by reallocating the sub-carriers every Np OFDM
symbols. Frequency hopping is especially appealing if several MCSM systems
are multiplexed to a certain bandwidth addressing the scalability aspect of
MCSM. When multiple MCSM system are available nodes can be assigned
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Figure 6.4: Illustration of diﬀerent mappings of spreading sequence to resource
grid.
to empty systems therefore oﬄoading full systems. Additionally, one node
can simultaneously transmit in several systems at the same time to meet
higher data-rate requirements. With the scalability of MCSM the data-rate
depends on the number of coexisting MCSM systems. In the following we
restrict ourselfs to the description of one MCSM system.
Figure 6.3 illustrates the sub-carrier reallocation pattern exemplary in
a setup with 5 MCSM systems, where each MCSM system changes its
sub-carrier allocation after Np OFDM symbols and, thus, gains frequency
diversity due to the encoding and interleaving across the time symbols.
Assuming that each OFDM symbol carries one modulation symbol bn,l
this reallocation leads to a rate loss of 1/Np in each frame caused by
diﬀerential modulation. The ﬁrst transmit symbol carries the starting
phase and no information. Complex scheduling algorithms can be avoided,
by implementing a static hopping pattern repeated for each frame.
6.4.3 Resource Eﬃcient Time-Frequency Mapping
In Chapter 2 direct random access was motivated with systems that are
overloaded such fewer resources than nodes are used. In the MCSM system,
the resources are summarized by the sub-carriers in frequency domain, and by
multi-carrier symbols in time domain yielding a radio resource grid. Due to
the mapping of chips to radio resources we can overload the systems by using
a lower number of radio resources than nodes in the system. The mapping P
determines, whether the mapping is either time oriented, frequency oriented
or a mixture of both as depicted in Fig. 6.4.
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Frequency Oriented Mapping
For the frequency oriented mapping, the spread modulation symbol an,l ∀n, l
of length M is mapped along the frequency direction to Lsc = M sub-
carriers yielding a one-to-one mapping described by P(l). In this mapping,
the symbol clock is along the time domain such that each OFDM symbol
contains one spread transmit symbol. In this case, the multiuser interference
has to be resolved by a multiuser detector along the frequency axis while the
diﬀerential demodulation and the encoding works over the time axis. This
requires the coherence bandwidth of the channel to be smaller than M ·Δf ,
while the coherence time must be small enough such that the diﬀerential
demodulation can be carried out over two neighboring OFDM symbols.
Time Oriented Mapping
In the time oriented mapping, the spreading is carried out in the time
direction such that the chip sequence is mapped along the time axis over
M OFDM symbols. The modulation symbols are transmitted over the
frequency direction and each sub-carrier contains one transmit symbol.
In this case the multiuser detector works along the time axis, while the
diﬀerential demodulation is carried out along the frequency axis. To ensure
multiuser detection, the coherence time of the channel has to be greater than
M · TOFDM. Additionally, the coherence bandwidth of the channel has to
be greater than the sub-carrier spacing to enable diﬀerential demodulation
along the frequency axis.
Mixed Mapping
Besides these two extreme cases also mixed time-frequency mapping can be
carried out. A mixed time-frequency mapping might be the right choice for
ﬂexible allocation in scenarios with jointly limited coherence bandwidth and
coherence time. Within this thesis we restrict ourself to a sole frequency
oriented mapping with Lsc = M coinciding with the coherence bandwidth
of the wireless channel.
6.4.4 Base-Station Processing
Subsequently, we mathematically formalize the MCSM system model and
state the detection model at the base-station. According to the description
above, the received signal at the base-station can be described via the
superposition of transmit signals of N nodes. The ﬁrst processing step at
the base-station is to remove the guard interval via the CP removal matrix
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TR ∈ {0, 1}LIFFT×(LIFFT+LCP−1), subsequently the time domain signal is
transformed into frequency domain by FP(l). Thus, we can describe the lth
received symbol yl in frequency domain in vector notation as
yl =
N∑
n=1
FP(l)TRHnTIFHP(l)anxn,l +wl. (6.2)
Here, Hn ∈ C(LIFFT+Lh−1)×LIFFT denotes the convolution matrix of the
underlying wireless channel of node n with length Lh. To simplify notation
we assume w.l.o.g. that Lh is the same for all nodes. Further, to alleviate ISI
LCP = Lh holds. The vector wl denotes the frequency domain i.i.d. circular
symmetric white Gaussian noise with zero mean and variance σ2w. Note that
the circulant matrix TRHnTI = F
HΛnF can be expanded via its eigenvalue
decomposition, where F ∈ CLIFFT×LIFFT denotes a LIFFT-point DFT matrix
and the diagonal matrix Λn ∈ CLIFFT×LIFFT contains the LIFFT channel
coeﬃcients of node n in frequency domain on its main diagonal. Subsequently,
we make use of the assumption that the spreading factor coincides with the
coherence bandwidth, justifying the assumption of a single tap channel in
frequency domain. Mathematically, we have FP(i)TRHnTIFHP(i) ≈ hn,lILsc ,
where ILsc denotes the Lsc dimensional identity matrix and hn,l describes
the channel behavior within the coherence bandwidth by only one scalar
channel coeﬃcient for node n in frequency domain at transmit symbol l.
This connection allows simpliﬁcation to
yl =
N∑
n=1
an hn,lxn,l︸ ︷︷ ︸
x˜n,l
+wl = Ax˜l +wl, (6.3)
where the columns of A ∈ CLsc×N contain the spreading sequence an of all
N nodes and x˜l ∈ CN contains the augmented modulation symbols weighted
with the node speciﬁc frequency domain channel tap. More speciﬁcally we
have
x˜n,l =
{
hn,lbn,l if nth node was active
0 else.
(6.4)
With this deﬁnition, the symbol clock model described by (6.3) can be
extended to capture frame-based transmissions of the nodes. In the following
we ﬁrst assume synchronous transmissions, while asynchronous transmissions
are considered later on. Assuming that all nodes transmit frames containing
LF OFDM symbols allows for writing the received signal
Y = AX˜+W, (6.5)
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where Y ∈ CLsc×LF contains the LF received superimposed multiuser sym-
bols. The model (6.5) assumes proper multiplexing of chips to sub-carriers
at the nodes and proper de-multiplexing at the base-station. More speciﬁ-
cally, (6.5) summarizes the detection model after multi-carrier processing.
With (6.5) we have frame-based transmission model with a physical
interpretation. The chips of the nodes are transmitted on sub-carriers of a
OFDM system that is speciﬁed, such that the spread sequence coincides with
the coherence bandwidth of the channels. Most interestingly, the model (6.5)
perfectly matches the assumptions made in the previous chapters. Especially,
the fact of an unknown channel gain renders the multiuser energy detector
introduced in Chapter 5 as a perfect candidate to detect the activity by
estimating the frame support SX for the nodes. Beyond that, the application
of Bayesian posteriori approaches or graphical models as introduced in the
chapters 3 and 4 can generally be applied as well. However, these require
the system to be of ﬁnite alphabet. This condition requires perfect channel
state information at the receiver, which does not match the philosophy
of non-coherent modulation concepts. However, the frame BP introduced
in Chapter 4 can generally be extended to also track the channel state
information. First advances towards message-passing-based diﬀerential
demodulation including channel tracking has been introduced in the single-
user setup in [Bar10]. Augmenting the frame BP towards non-coherent
reception including channel tracking is out of the scope of this thesis and
left for further research. Subsequently, as also depicted in Fig. 6.5, we follow
a two stage activity and data detection concept based on multiuser energy
detection. The superimposed received signals are processed according to an
OFDM demodulator and the output stream is demultiplexed according to
the sub-carrier allocations summarized by P(l). Then a multiuser energy
detector as described in Chapter 5 estimates the node activity by estimating
SXˆ. This is forwarded to a least-squares data estimator, that resolves
the multiuser interference and separates the multiuser signal into single-
user streams. Finally, these streams are sorted and fed into individual
demodulators followed by a decoders and CRC.
6.4.5 Robustness to Asynchronous Transmissions
Dealing with delays caused by asynchronous transmissions is one of the
major challenges in M2M uplink communications. These delays may have a
physical origin caused by diﬀerent distances between nodes and base-station.
Further, practical impairments such as imperfect clocks of low-cost nodes
may also cause asynchronous transmissions. The big challenge is to resolve
these delays from the multiuser signal received by the base-station. In the
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Figure 6.5: Overview of MCSM base-station processing including a multiuser
energy estimator.
sole context of CS-MUD, previous works have shown a scheme of extending
the detector by so-called delay hypotheses reﬂecting the expected delays
of the nodes in the detector [SBD13]. Each delay hypotheses summarizes
one speciﬁc possible delay for one speciﬁc node. The increase in terms of
algorithmic complexity is high, especially if numerous delay hypothesis are
covered.
In contrast to that, the application of OFDM in MCSM inherently allows
some degree of asynchronicity as long as the maximum delay is restricted
to the length of the cyclic-preﬁx in time domain, i.e., the cyclic-preﬁx has
to match the length of the channel impulse response and the expected time
shift from asynchronous transmissions. Clearly, extending the cyclic-preﬁx
to cope with asynchronicity leads to a loss in spectral eﬃciency.
If the cyclic-preﬁx matches the maximum delay plus the length of the
channel impulse response, a time shift of Δτ samples leads to a phase
rotation over the sub-carriers, which is due to the time-shift property of the
Fourier transform. Subsequently, we assume that the receiver performs a
LIFFT-point FFT to transform the received signal into frequency domain.
Further we assume a transmission according to the system model described
in (6.2) with Nact = 1 active node indexed with n. It is now assumed
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that this node transmits with a delay Δτn. The cyclic preﬁx is assumed to
be longer than this delay plus the length of the channel impulse response
LCP ≥ Lh + Δτn. In this case the mth sample of the frequency domain
symbol yl experiences a phase shift and can be written as
y˜m = ym · exp
(−j2πmΔτn
LIFFT
)
, (6.6)
Note that (6.6) assumes a one-to-one mapping from chips to sub-carriers in
a frequency oriented mapping. For other mappings the particular impact
of phase shifts is diﬀerent. Assuming our MCSM system occupies Lsc
consecutive sub-carriers inside the spectrum, we can summarize the phase
shift for node n in matrix form
Dn =
[
dg
(
e
−j2π1
LIFFT , e
−j2π2Δτn
LIFFT , . . . , e
−j2πNsΔτn
LIFFT
)]
. (6.7)
Here, dg (·) sets up the Lsc×Lsc dimensional diagonal matrix. Consequently,
we can explicitly write down the impact of the delay on the spreading sequence
of node n via
a˜n = Dnan. (6.8)
If more than one node is active, each node experiences its individual phase
shift over the composite signature sequence. Thus, (6.8) also holds true for
the general case. Subsequently, we can write the phase shift in our MCSM
system model as
Y = A˜X˜+W, (6.9)
where A˜ summarizes the spreading sequences of the nodes according to (6.8).
However, the time shifts Δτn are unknown at the receiver and, thus, degrade
the performance as shown later.
As time shifts lead to phase shifts over sub-carriers, possible solutions are
1) to change the chips to sub-carrier multiplexing P(l) by multiplexing rather
in time instead of frequency direction, or 2) decrease the spreading sequence
lengths with the drawback that fewer nodes can be supported within one
MCSM system.
6.4.6 MCSM Parametrization
The parameter space of MCSM is beyond what this thesis can show. Thus,
a reasonable example parametrization is presented in the following. The
goal of the parameters selected is to match with a realistic M2M setup. To
start, we need a realistic speciﬁcation of the underlying wireless channel.
Especially, the coherence bandwidth determined by the delay spread, needs
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to be speciﬁed. The speciﬁcations in LTE assume delay spreads of up to 10km
by adding a cyclic-preﬁx of length TCP = 33.33μs to the transmit symbols.
Assuming a delay spread of 10km for low data-rate, M2M communication
might cover applications such as smart metering in agricultural applications
or road monitoring. Clearly, applying MCSM to these scenarios is possible
by making the cyclic preﬁx suﬃciently large. Within this thesis we want to
demonstrate the applicability of MCSM in an industrial application where
channel impulse responses are much shorter. In [SCFCA13] the authors
investigated the channel impulse reposes for several industrial M2M scenarios
and argued that the maximum delay spread is below τh ≤ 1μs for 2.4GHz
carrier frequencies. The results coincide with recent channel measurement
performed in conjunction with the HiFlecs project [CWU+16]. There, delay
spreads below 0.5μs were measured for industrial indoor scenarios. To
match the results of recent research, we assume a delay spread of τh = 1μs,
yielding a maximum path diﬀerence of dmax = 300m for the underlying
wireless channel with exponential decaying channel impulse response and
a path-loss exponent of  = 2. Hence, the coherence bandwidth reads
Bc = 1/τh = 1MHz. The coherence bandwidth is only a heuristic measure,
therefore we set the MCSM bandwidth to be smaller than the coherence
bandwidth to BMCSM = 0.25MHz. To keep the algorithmic complexity
at a reasonable level, we assume that a MCSM system serves N = 60
nodes with a spreading sequence length of M = 20 yielding a system load
of β = 3 nodes per resource on average. Further, we apply frequency
oriented mapping, where the spreading sequence length matches the number
of sub-carriers occupied M = Lsc. This yields a sub-carrier spacing of
Δf = 0.25MHz/M=20 = 12.5kHz. With this parametrization, the per node
base data-rate is
Rb = Rc
2Bit/Symbol
1
Δf + TCP
= Rc24.7kBit/s. (6.10)
Assuming a half-rate code of Rc = 1/2, we end up with a per-node base data-
rate of approximately 12kBit/s assuming a D-QPSK. In this parametrization
each OFDM symbol has a length of TOFDM =
1
Δf + TCP = 81μs. Since the
diﬀerential modulation is carried out in time direction, the coherence time
of the channel must fall below this value.
This parametrization is clearly only one example for an MCSM system
justifying that the assumption of spread multi-carrier symbols is a reasonable
assumption for low data-rate M2M traﬃc. In a real setup, the system speciﬁc
parameters have to be adapted to the underlying scenario and the system
requirements. In the following we will restrict ourself to this example
parametrization to discuss the impacts observed.
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Figure 6.6: Exemplary frequency response of the channel between any MCSM
node and the base-station over LIFFT = 1024 sub-carrier.
6.5 Simulative Performance Veriﬁcation
To analyze the performance of MCSM simulatively, we set up a parametriza-
tion along with the previous calculative example that is used as a reasonable
setup for subsequent simulations. These parameters are summarized in
Table 6.1.
MCSM relies on frequency ﬂat channels over the sub-carriers allocated. To
illustratively show the frequency selectivity of the channels between the nodes
in a MCSM system and the base-station, Fig. 6.6 plots the frequency response
over LIFFT = 1024 sub-carriers with the parametrization given in Table 6.1.
Exemplary, Fig. 6.6 plots the occupied bandwidth by one particular MCSM
system using Lsc = 20 sub-carrier resulting in BMCSM = 250 kHz. We
see that the assumption of a ﬂat channel is viable as only slight frequency
selectivity is present over the bandwidth used. However, we will also see
that this remaining frequency selectivity suﬃces to harm the performance of
the data detection.
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General Parameter
Payload Size Lu = 212 bits
Number of OFDM Symbols transmitted NOFDM = 240 Symbols
Delay spread of channel τh = 1μs ⇒ 300m
Length of sampled channel imp. resp. Lh = 12
Pathloss-Exponent  = 2
Bandwidth of MCSM System BMCSM = Δf ·M = 250kHz
Channel code Half rate conv. [318338]
Modulation D-QPSK
Data-rate Rb = 12kBit/s
Frequency hopping: every Np = 10 OFDM symbols
Frequency hops per frame NHop = 24
CS-MUD Speciﬁc Parameter
Number of nodes N = 60
Spreading seq. length M = 20
System load β = 3 nodes per resource
Activity detection GOMP,MMP,MUSIC,MAP-E
Data detection Linear least-squares on SXˆ
Multi-carrier Speciﬁc Parameter
Chip to sub-carrier multiplexing Frequency oriented
Number of sub-carriers for MCSM system Lsc = M
IFFT length for OFDM symbol generation LIFFT = 1024
Sub-carrier spacing Δf = 12.5kHz
OFDM symbol length TOFDM = 81μs
Cyclic-preﬁx length TCP = τh
Sampling time Ts = 78ns
Table 6.1: Set of Simulation parameters subsequent analysis is based on.
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6.5.1 Phase Transition Diagrams
To start the analysis, we consider the activity detection capabilities of
MCSM. The activity detection capability of MCSM is solely determined
by the multiuser energy detection stage. To see how the concepts from
Chapter 5 perform under MCSM conditions, we plot the phase transition
diagram in Fig. 6.7. For comparison, the phase transition diagram in a
Rician channel without MCSM with a Rice factor of Krice = 30 is also
recapped in Fig. 6.7 (b).
As done previously the phase transition diagram plots the trajectory where
the activity error rate is below 10−3 in the noise-free region. Comparing both
diagrams shows that the performance of the activity detection algorithms
in MCSM is nearly the same as in one tap Rician channels with Krice = 30.
The reason for this can be found in the frequency hopping, such that the sub-
carrier allocation changes each Np = 10 OFDM symbols to gain frequency
diversity over time. With this hopping, the channel realization changes every
Np = 10 symbols and since the receive covariance matrix is used to perform
activity detection, the algorithms exploit frequency diversity. Increasing
the frequency hopping even improves the activity detection capabilities of
MCSM. This eﬀect will be shown later in another context.
6.5.2 Performance over the SNR
To show the performance of MCSM over the SNR range, Fig. 6.8 (a) and (b)
plot the activity error rates and the frame error rates over the SNR range.
The corresponding false alarm and missed detection rates are shown on (c)
and (d) respectively. While MUSIC and MAP-E exhibit a strong decline in
terms of activity error rates over the SNR, MMP and especially the GOMP
suﬀer a remarkable loss and yield an imperfect activity estimation even in
the high SNR range. The frame error rates on the other hand are almost
the same for all activity detection algorithms considered. Only the FER for
the GOMP exhibits a higher error ﬂoor than the other algorithms. Here we
see the impact of the imperfect activity detection capability of the GOMP.
Considering the activity error rates (c)-(d) in more detail, shows that the
GOMP exhibits both, false alarms and missed detections, while the other
activity detection algorithms show non-measurable activity error rates.
Most interestingly, this analysis implicates that the FER is limited by two
eﬀects. For MUSIC, MMP and MAP-E the activity error rates decline at
much lower SNR than the corresponding frame error rates. This shows that
the gap in between is due to multiuser interference that cannot be resolved
by the least-squares detector. However, multiuser interference is not the
only limitation aﬀecting the FER. Especially the error ﬂoor at high SNR is
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caused by the remaining frequency selectivity in the MCSM band. Still, a
FER of approx 3 · 10−3 can be achieved with MMP, MUSIC and MAP-E.
It can be concluded that activity error rate control does not help to
improve the FER. Especially in the low SNR range we observe a perfect
activity estimation that does not limit the FER. For the high SNR region
we observe limitations caused by the remaining frequency selectivity in the
MCSM band.
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(b) Krice = 30
Figure 6.7: Phase transition diagram for the activity detection performance of
diﬀerent algorithms in MCSM in (a). For comparison, the phase
transition diagram of the same algorithms in a Rice channel with
Krice = 30 is shown on (b).
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Figure 6.8: Activity Error Rate (a), Frame Error Rate (b), False Alarm (c)
and Missed Detection Rates (d) for the MCSM system as given in
Table 6.1
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6.5.3 Time-Frequency Diversity
Gaining frequency diversity by reallocating the chip to sub-carrier multi-
plexing each Np OFDM symbols improves the performance of MCSM. This
reallocation was illustrated in Fig. 6.3. Additionally, highly frequency selec-
tive channels also yield higher frequency diversity than their counterparts
exhibiting only low frequency selectivity, making these channels favorable
for MCSM. The downside of high frequency selectivity is that the coherence
bandwidth is smaller, requiring lower spreading such that the spread se-
quence matches the coherence bandwidth. In this case the number of nodes
each MCSM system supports is lower. Another option to counteract high
frequency selectivity is to decrease the base data-rate by making the OFDM
symbols longer. This decreases the sub-carrier spacing and counteracts
frequency selectivity. In summary, we observe that frequency selectivity,
on the one hand, yields diversity while, on the other hand, it restricts the
data-rate and the number of nodes in the system.
The positive eﬀect of frequency diversity on MCSM is twofold. Most
obviously, reallocating the sub-carrier set each Np OFDM symbols enhances
the data detection. In case of deep fading only a block of Np symbols is
aﬀected and the bits contained can still be recovered due to the application
of a channel code with proper interleaving. The second eﬀect concerns the
multiuser energy detection applied which estimates the received power of the
nodes based on the receive covariance matrix. The application of frequency
hopping decreases the randomness in the received power, thereby, increasing
the detection performance. To make this clear, we consider the received
signal for a single-user only. According to (6.3) we have
yl = anhn,lxn,l +wl. (6.11)
Carrying out multiuser energy detection means that the detector estimates
the magnitude squared of the accumulated receive power over one frame
by estimating 1LF
∑LF
l=1 |hn,l|2 · |xn,l|2 which is the input statistic for the
multiuser energy detector. If |hn,l|2 and |xn,l|2 do not change over l, and if
we assume w.l.o.g |xn,l|2 = 1, ∀l then the accumulated received power only
corresponds to |hn,l|2, which is a sample of a random variable. However,
if hn,l changes each Np OFDM symbols and if we have NHop = NOFDM/Np
hops per transmit frame, the variance of this random variable decreases
with 1/NHop. This is a consequence of the law of large numbers. In the limit
NHop → ∞, the variance of the received power becomes a constant and
the eﬀective received power is deterministic, corresponding to an AWGN
channel from the perspective of the multiuser energy detection. Without
frequency hopping, the received power is random, corresponding to full
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Rayleigh fading. Therefore, it can be assumed that the impact on the
multiuser energy detection is similar to Rician fading investigated in chapter
5 and that increasing NHop has similar eﬀects than increasing the Rice factor
Krice.
To show the gains achieved by frequency hopping, we consider the activity
and frame error rates for diﬀerent number of frequency hops NHop. Fig. 6.9
plots activity and frame error rates for a system without frequency hopping
NHop = 0 in (a) and (b). Further, a system that performs a single frequency
hop NHop = 1 only is shown in (c) and (d) and a system with a frequency
hopping determined by NHop = 12 in (e) and (f). Performing a single
frequency hop only yields gains for the MUSIC algorithms. The other
activity detection algorithms maintain their performance. Gains can be
observed by setting NHop = 12. Besides the GOMP all activity detection
algorithms applied achieve performance gains, conﬁrming the theory that
frequency hops decrease the randomness in the accumulated received energy.
Most interestingly, the GOMP still suﬀers from an error ﬂoor in activity
detection, which matches the results from the preceding chapter. There we
saw that the impact of having either Rayleigh fading or AWGN is rather
minor for the GOMP. This robust behavior of the GOMP comes at the
cost that multiuser energy detection concepts as MMP, MAP-E and MUSIC
outperform the GOMP if frequency hopping is applied.
Considering the frame error rates on the right hand side of Fig. 6.9
conﬁrms the observations made above. The impact of the activity detection
on the data detection is minor. The only exception is the setup without
frequency hopping characterized by NHop = 0, here the MAP-E and the
MMP achieve imperfect activity detection, limiting the frame error rate.
Enabling frequency hopping, only yields minor gains in terms of the frame
error rate, which is due to the remaining frequency selectivity that limits the
FER in the high SNR range. To address the huge gap between the activity
and frame error rate, more sophisticated data detection schemes beyond
least-squares detection are required, which is out of the scope of this thesis
but are subject to current research.
Increasing the number of hops only yields minor gains for the activity
detection. The reader may compare the results from Fig. 6.9 to the activity
error rates for the base-line parametrization characterized by NHop = 24,
shown in Fig. 6.8. Beyond that one has to keep in mind that increasing NHop
leads to a small loss in data-rate due to the fact that the ﬁrst modulation
symbol in a block corresponds to the known starting phase. This has to
be compensated by making the frames longer, decreasing the data-rate of
MCSM.
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Figure 6.9: Activity error and frame error rates for diﬀerent numbers of frequency
hops NHop.
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6.5.4 The Data-Rate Bandwidth Trade-Oﬀ
Clearly, the anticipated data-rate of Rb = 12kBit/s is a design parameter
to match the delay spread of the channel τh = 1μs. The upper results
have shown that the base-line parametrization allows for good performance
of the activity detection, while the data detection via lest squares is still
imperfect. Increasing or decreasing the data-rate by making the time symbol
shorter or longer is generally a viable approach and aﬀects the performance of
MCSM. In consequence the sub-carrier spacing changes resulting in increased
or decreased bandwidth occupation for the MCSM system. Increasing the
bandwidth of the MCSM system increases the frequency selectivity within the
system, violating the assumption of a single tap channel. Hence, distortions
that are not equalized occur at the detector.
To analyze this impact, Fig. 6.10 plots the activity error rate in (a) and
frame error rates in (b) for diﬀerent data-rates achieved by varying the
OFDM symbol duration TOFDM. The activity error rates are plotted at an
SNR of 0dB while the data detection is considered at 30dB.
The corresponding channel frequency response over LIFFT = 1024 sub-
carriers with BMCSM is illustratively shown for Rb = 0.1kBit/s in (c) and
Rb = 40kBit/s in (d). The corresponding bandwidth for one MCSM sys-
tem reads BMCSM = 2kHz for Rb = 0.1kBit/s and BMCSM = 833kHz for
Rb = 40kBit/s, respectively. Most interestingly, the impact on the activity
detection is only minor due to the correlation property of the receiver con-
cepts used and due to the frequency hopping applied. Here, the frequency
hopping yields the discussed averaging eﬀect. This eﬀect is not true for the
data detection, where each symbol is estimated individually. For the data
detection we ﬁrst observe that very low data-rates lead to very low frame
error rates. Here we have very low frequency selectivity within the MCSM
band such that the least-squares data detector is able to perfectly estimate
the data of the nodes. Increasing the data-rate also increases the frequency
selectivity and we see that a graceful degradation in the FER. Even though
there is an increase in the FER for higher data-rates, we still achieve FERs
of 2 · 10−2 for a data-rate of Rb = 40kBit/s, which may still be suﬃcient for
some applications.
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Figure 6.10: Activity error rate vs. data-rate in (a) at 1/σ2w = 0dB and frame
error rate vs. data-rate in (b) at 1/σ2w = 30dB. Illustrative frequency
response of the wireless channel for Rb = 0.1kBit/s (c) and Rb =
40 kBit/s in (d).
6.5.5 Asynchronous Transmissions
Within a M2M system, synchronicity is one of the major requirements,
determining the performance of the system. Besides delays occurring on the
wireless link caused by diﬀerent node to base-station distances, also delays
due to imperfect clocks may occur. Especially, when nodes are cheap and
have long sleeping periods, synchronizing to a central base-station clock is
fundamentally necessary. Therefore, it can be assumed that there exist some
type of downlink channel providing control signals to enable a coarse timing
alignment of nodes within the system. However, small timing oﬀsets due to
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propagation delay, or other practical constraints will remain, and the base-
station can expect that the nodes do not transmit in a perfectly synchronized
fashion. As shown, increasing the length of the cyclic-preﬁx allows coping
with asynchronicity to some degree. However, as shown previously, the
downside of this approach is that the sub-carriers are aﬀected by a phase
shift according to eq. (6.6) which is not compensated at the receiver and thus
yields additional interference. Especially, when frequency oriented mapping
is employed, this random phase shift directly aﬀects the spreading sequence
of the nodes. Fig. 6.11 plots the activity error rate on (a) and the frame error
rate on (b) versus the maximum delay expected in the network Δτmax. Here,
each active node has a random delay uniformly chosen from the interval
Δτn ∼ [0,Δτmax]. Again the activity detection is considered at an SNR of
0.5 1 1.5 2 2.5 3
10−4
10−3
10−2
10−1
10 0
Δτmax in μs
A
E
R
(a)
0.5 1 1.5 2 2.5 3
10−4
10−3
10−2
10−1
10 0
Δτmax in μs
F
E
R
(b)
GOMP
MMP
MAP-E
MUSIC
Figure 6.11: Simulation of activity error rate on (a) and frame error rate on (b)
versus the maximum asynchronicity Δτmax.
1/σ2w = 0 dB while the data detection is considered at 1/σ
2
w = 30 dB. The
impact on the activity and on the data detection shows that small delays
of Δτmax ≤ 0.5μs do not considerably aﬀect the performance of MCSM.
However, while the asynchronicity increases, the performance gracefully
degrades. Especially, the frame error rate shows a considerable increase
caused by the phase shifts that the least-squares data detector can not
resolve. Unfortunately, the frequency hopping cannot improve this situation.
The random phase shift is the same for all sub-carrier allocations.
Possible approaches to still maintain the performance of MCSM under
highly asynchronous transmissions would be to estimate the node delay
at the detector and to resolve the interference caused. This requires pilot
symbols and increased the complexity of the detector.
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Another, more elegant approach which suits to the MCSM system is to
change the multiplexing of chips to sub-carriers from multiplexing along the
frequency axis to a mapping along the time axis, also shown in Fig. 6.4. In
this case, the phase shift over the sub-carriers is summarized by the eﬀective
channel tap that each node experiences. This can only be done, if the time
variations of the channel summarized by the coherence time is suﬃciently
low. Thus, in a static scenario with a non or only slowly varying channel,
multiplexing of chips along the time axis allows to fully overcome the impact
of asynchronicity as long as the cyclic preﬁx is suﬃciently long.
6.6 Veriﬁcation via Lyrtech Hardware Plat-
form
6.6.1 Lyrtech Hardware Demonstration Platform
Within this subsection we verify the theoretical results of MCSM practically
via a hardware demonstrator platform for over-the-air transmissions. To
this end we use two hardware demonstrator platforms from Lyrtech. Each
of these contains a Windows PC running MATLAB for baseband signal
generation and processing. An ethernet line connects both platforms to
measure error rates. This setup is illustratively depicted in Fig. 6.12.
Both platforms are equipped with an 8 channel 14 bit analog/digital
converter with up to 500MSPS. The maximum sampling rate is 104MHz,
which is decreased to 26MHz for our measurements due to memory limi-
tations. Hence, a sample timing of Ts = 1/26MHz = 38.462ns results. Both
transceivers are equipped with 4 RF frontends providing transmit powers
of 26dBm in the 2.4GHz ISM band. The RF frontend is implemented as a
non-DC coupled high pass, where all frequencies larger than 100Hz up to
a maximum bandwidth of 20MHz pass. The typical CFO is speciﬁed with
100ppm of the carrier frequency used. In our setup we use a carrier frequency
of flo = 2.4GHz, yielding an oﬀset of fCFO ≈ ±2.4kHz per transceiver. Dur-
ing operation with both Lyrtech platforms twice the Carrier Frequency Oﬀset
(CFO) can be experienced due to the utilization of two transceiver chains,
yielding an fCFO ≈ 5kHz that we expect during our measurements.
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Figure 6.12: Hardware in the loop setup including the Lyrtech platform.
6.6.2 Description of the Testbed
Virtual Massive Access
The practical evaluation of massive access faces the challenge of realizing a
massive number of nodes with a common transmitter chain. As mentioned
previously the transmitter consists of four RF transceivers equipped with
a single antenna each. To still model massive access of nodes over four
antennas, we randomly assign the active nodes to the four transmit antennas
yielding something we call virtual massive access. In virtual massive access
the active nodes are randomly assigned to the four possible transmit antennas,
if more than one active node is assigned to the same antenna, the baseband
transmit signals of these are added, while the transmit signals of other active
nodes are superimposed on the wireless channel. With virtual random access
we have four physically diﬀerent uplink channels that the active nodes share.
The base-station has no knowledge about the mapping of nodes to antennas.
Frame Structure and Timing
The overall frame structure of the MCSM system for our practical evaluation
is shown in Fig. 6.13. Here we multiplex a single MCSM system. At
this point, one should keep in mind that multiple MCSM systems can be
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multiplexed to the bandwidth available as indicated by the gray MCSM
systems in Fig 6.13. However, for simplicity we only demonstrate a single
MCSM system in the following. The overall bandwidth is B = 26MHz at
a carrier frequency of flo = 2.484GHz. In this implementation we target
LTE like parameters to also motivate the LTE compatibility of MCSM. To
this end, the bandwidth is divided into LIFFT = 2048 sub-carrier, leading
to a core symbol duration of TOFDM = LIFFT/26MHz = 78.77μs with a sub-
carrier spacing of Δf = 1/TOFDM = 12.695kHz. With Lsc = 20 sub-carrier,
we have a bandwidth for MCSM of BMCSM = 253kHz. The cyclic-preﬁx
has a length of 144 samples, leading to a length of TCP = 5.538μs. These
Time
Frequency
MCSM1, l = 1
MCSM2, l = 1
MCSMM , l = 1
. . .
. . .
...
MCSM1, l = 11
MCSM1, l = 150
Sync CP OFDM 1 CP OFDM 11 CP OFDM 11
BMCSM = 253kHz
TMCSM = 12.65ms
Tsync = 4.92μs TOFDM = 78.77μs
TCP = 5.53μs
Figure 6.13: MCSM Frame design and symbol timing.
parameters are also shown in Table 6.2, where we also show the corresponding
parameters used in LTE. Unless stated diﬀerently, the MCSM system itself
is parametrized according to the base-line parametrization given in the
simulation which is summarized in Table 6.1. The only diﬀerences between
simulation and hardware setup is that we use a payload size of Lu = 150
bits for the practical evaluation. This payload in combination with the
frame design yields a base data-rate of 20 kBit/s. The smaller payload
size is caused by the storage capability of the Lyrtech platforms. With
a spreading sequence length of M = 20 and a one-to-one multiplexing
along the frequency axis, the MCSM system occupies Lsc = 20 sub-carriers,
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Parameter Var MCSM LTE
Carrier frequency flo 2.484 GHz see 3GPP LTE [R
+13]
Sampling Time Ts 38.462 ns 32.552 ns
IFFT length LIFFT 2048 2048
OFDM Symbol time TOFDM 78.77μs 66.6666μs
CP length LCP 144 144/160 or 512
CP Symbol time TCP 5.538μs 4.6875μs
Sub-carrier spacing Δf 12.69 kHz 15 kHz
Base Data-Rate Rb 12 kBit/s see 3GPP LTE [R
+13]
Table 6.2: System parameters: MCSM compared to LTE
yielding a bandwidth of BMCSM = MΔf = 253kHz. The MCSM transmit
frame consist of LF = 150 OFDM symbols, giving a total frame length of
TMCSM = 12.65ms, which is slightly longer than the corresponding LTE
frame. Additionally, a random frequency hopping is implemented, where the
MCSM system randomly reallocates its sub-carriers each Np = 10 OFDM
symbols to exploit frequency diversity. To ﬁnd the start of an MCSM frame
an LTE like synchronization sequence of 128 samples or Tsync = 4.92μs
is added to the frame. To compensate CFO, a downlink control channel
is implemented at the base-station, sending a single tone at a baseband
frequency of 500kHz. Prior to transmission, the transmitter receives this
tone and estimates the oﬀset to the known frequency. Having the oﬀset
estimated, the transmit signal is pre-compensated by the corresponding
CFO. To avoid collisions of the MCSM system and the downlink control
channel, we avoid the sub-carriers corresponding to the tone.
6.6.3 Measurement Setup
The setup for the measurements is depicted in Fig. 6.14. It corresponds to a
non-line-of-sight measurement in an oﬃce building with a transmitter receiver
distance of approx. 60m. The ﬂoor and ceiling consist of concrete, while the
walls within the building mainly consists of lightweight constructions made
of ﬁber boards. The rooms containing receiver and transmitter were both
closed by a wooden door during the time measurements are taken.
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Figure 6.14: Floorplan of the measurement setup.
6.6.4 Results and Discussion
First, we show the estimated frequency domain response of the wireless
channel between the four transmit antennas and the receive antenna in
Fig. 6.15. To measure this impulse response, we assigned pilot symbols
on all sub-carriers of one OFDM symbol. We transformed the measured
impulse response back into the time domain and took only the ﬁrst 4
taps, while the remaining taps only contain noise. The corresponding
frequency domain impulse response shows that the channels are only slightly
frequency selective over the band considered. By looking at the dominant
taps in the time domain we measured a delay spread of approximately
τh ≈ 80ns, corresponding to a distance between shortest and longest path of
approximately 24m, which is clearly not much but matches the observation
of only moderately frequency selective channels. Especially from the MCSM
perspective the bandwidth occupied by Lsc = 20 can be considered as
frequency ﬂat. To compare the measurements with the simulations about
MCSM, we show the measurements results in the following and compare
them to a simulation. In the simulation we take the same parameters as in
the measurement, summarized in Table 6.2.
The low frequency ﬂat channel is problematic since gaining diversity over
time is not possible anymore. Especially, if the channel is in a bad condition,
frequency hopping does not yield the desired eﬀect. As we have seen in the
previous section, the multiuser energy detection suﬀers in this case which
also impacts the data detection.
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Figure 6.15: Measured frequency response of the channels between transmitter
and receiver. The channel impulse response is restricted to 4 taps
in time domain.
Measured Phase Transition Diagram
To start we consider the measured phase transition diagram, reﬂecting
the asymptotic performance of the multiuser energy detector. Since the
measurements are taken in a real setup, noise free curves cannot be achieved
anymore. However, we set the transmit power to the maximum possible
level allowing for high SNR measurements. The measured phase transition
diagrams are shown in Fig. 6.16. For veriﬁcation, the phase transition
diagram obtained by simulation is also shown. Most interestingly, we observe
only a small mismatch between the simulations and the measurements, which
is most likely caused by impairments that are not modeled in the simulations,
such as RF impairments or a mismatch of the channel modeling. Here, we
also see the lack of frequency diversity leading to decreased performance
of the activity detection. This becomes obvious by comparing Fig. 6.16
with the simulated phase transition diagram in the beginning of this chapter
in Fig. 6.7 where the delay spread was assumed to be 1000m. There the
performance of the activity detection is better which is caused by the higher
frequency diversity achieved.
The MUSIC algorithm seems to be the most reliable approach for carrying
out activity detection. Here, the measurements conform to the previous
simulative results. MMP and MAP-E suﬀer losses which is caused by the
unknown receive power, conﬁrming the results from Chapter 5,
For the sake of completeness, the reader may compare the measured
phase transition diagram with the phase transition diagrams from Chapter 5,
where the algorithms were tested in Rician channel environments in Fig. 5.8.
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(a) Measured Phase Transition Diagram
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(a) Simulated Phase Transition Diagram
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Figure 6.16: Measured (a) and simulated (b) phase transition diagram for MCSM
showing the region where the activity error rate is below 10−3.
We can observe remarkable similarities between the measurements and the
simulations in a Rician channel with Rice factor Krice = 10. This again
conﬁrms our theory that frequency hopping and increased Rice factor have
similar eﬀects on the performance of the activity detection. However, it
should be noted that this eﬀect is only an observation without proof.
Measured Performance over the SNR
For further analysis we consider the performance over the output power,
which is proportional to the SNR. Based on the fact that active nodes
randomly share the four transmit antennas, a thorough SNR deﬁnition is
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hard to formulate. Active nodes share the transmit power of the RF frontend
they are assigned to. Therefore, our SNR measurement is carried out over
the transmit power per frontend, which is 26dBm at maximum. Fig. 6.17
plots the measured activity error rates in (a) and the measured frame error
rates in (b) over the transmit power per frontend in a system a spreading
sequence length of M = 20. Below that, in (c) and (d) the corresponding
simulated error rates are plotted over the inverse noise variance. Due to the
lack of a thorough SNR deﬁnition, the x-axis of both plots is comparable up
to a constant oﬀset. In the measurements, we observe a decline in activity
and frame error rate for increasing output power, showing that the practical
veriﬁcation of MCSM is feasible. Most interestingly, the MUSIC algorithm
again exhibits the best performance which matches the previous observations
and also the simulative veriﬁcation. We also observe an error ﬂoor for
MMP, MAP-E and GOMP, which can only be conﬁrmed via simulations
for the GOMP algorithm. This mismatch between simulation and practical
evaluation may be due to impairments that are not covered by the simulation.
In terms of frame error rate, the hardware setup conﬁrms the theoretical
results. Most interestingly, the SNR gap between activity and frame error
rate, which is about 20dB in the simulation is conﬁrmed by the hardware
measurement. The average gap between both error rates is in the same
range.
In Fig. 6.18 we see the same measurement carried out for a setup with
a smaller spreading sequence length of only M = 15. Again, the hardware
measurements are compared to the simulations. As expected the decreased
spreading sequence length leads to worse performance in terms of activity and
frame error rates. For the activity detection this results in error ﬂoors for the
MMP, MAP-E and for the GOMP which are conﬁrmed by the simulations.
The same holds true for the corresponding frame error rates, which exhibit
nearly the same SNR gap in measurements and simulations, showcasing that
MCSM’s biggest potential lies in the design of a sophisticated multiuser
detector.
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Figure 6.17: Comparison of measurement and Simulation for MCSM. Activity
error rates in the left and frame error rate in the right hand side
for a MCSM system with a spreading sequence length of M = 20.
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Figure 6.18: Comparison of measurement and Simulation for MCSM. Activity
error rates in the left and frame error rate in the right hand side
for a MCSM system with a spreading sequence length of M = 15.
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6.7 Chapter Summary
Based on the results of the previous chapters, this chapter presented a prac-
tical system based on CS-MUD. Here CS-MUD was shown to be only one
technology component required to meet the demands for massive M2M. We
identiﬁed three key technology components that work together in a system
called MCSM. More speciﬁcally, besides CS-MUD, MCSM is composed of a
multi-carrier concept, non-coherent receiver and diﬀerential modulation. Due
to the application of a multi-carrier scheme, the M2M uplink transmissions
can be freely multiplexed within the time-frequency grid. We have shown
that diﬀerent multiplexing forms have certain advantages and disadvantages
regarding the robustness to channel variations or frequency selectivity. Fur-
ther it has been shown that MCSM oﬀers a wide range of parameters to adapt
the system to certain propagation environments. Within this chapter we
have focused on a parametrization yielding a baseline data-rate of 12kBit/s
per active node.
The feasibility of the MCSM system was demonstrated via simulations and
via practical measurements carried out in a non-line-of-sight setup. In the
simulations we showed that frequency hopping allows for gaining frequency
diversity which increases the performance of the activity and data detection.
Additionally, it was shown that the data detection in MCSM is limited
by the multiuser interference and not by the activity detection. Further
the impact of having asynchronous transmissions was investigated. With
our setup we could cope with time delays of up to 1μs. In the practical
measurements we could conﬁrm the results obtained by simulations. The
parametrization pursued in this thesis demonstrated MCSM in an industrial
like propagation environment involving a delay spread of the wireless channel
of 1 μs. Beyond industrial applications MCSM oﬀers applicability in M2M
systems with large cells characterized by a large delay spread. The ﬂexible
system design of MCSM makes it a candidate technology for various M2M
applications within the 5G context and beyond.
Chapter 7
Summary
The era of sole human-oriented traﬃc disappears, thereby raising novel
challenges on the design of future communication systems such as 5G and
beyond. Among the demands, the aggregation of M2M is and remains one
of the most challenging ones. Ranging from sporadic and short messages to
high data-rate ultra-reliable communication, M2M can be seen as a diverse
traﬃc source, whose aggregation requires carefully designed physical layer
concepts. Especially, eﬃcient aggregation of a massive amount of M2M
devices with low overhead in terms of the medium access is a challenging
task. To this end, the aim of this thesis is to address the physical layer
aspects of the aggregation of sporadic M2M with a focus on low overhead.
In Chapter 2, ﬁrst an overview of sporadic M2M was given. The resulting
system model encompasses the description of nodes that sporadically access
the wireless channel to transmit small data packages to a central aggregation
point. The medium access was closely aligned to CDMA and nodes spread
their data to chips prior to transmission. The main diﬀerence to the classical
application of CDMA is that the length of the spreading codes is much
shorter than the number of nodes in the system, yielding overloaded systems.
Further it was shown that the base-station has to perform a joint activity
and data detection. Hence, activity errors aﬀect the performance of the
communication. The corresponding error measures known as false alarm and
missed detection were presented and it was shown that the system impact
of both is fundamentally diﬀerent. While false alarm errors result in a SNR
loss at the data detection, missed detection errors lead to a loss of data.
Motivated by this observation, the aspect of sole activity detection with a
subsequent data detection was presented in Chapter 3. Here the focus was
to tackle the activity detection problem from a communication’s point of view
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via soft information processing to control false alarm and missed detection
rates. The basis for this chapter was the formulation of the activity LLR and
corresponding decision rules. The eye opener was the fact that the typically
optimal MAP decision rule yields undesirable activity error rates. Especially,
the missed detection rate was shown to be very high when pursuing MAP
estimation. Subsequently, two additional decision rules were introduced to
enable controlling the activity error rates. First, the Bayes-Risk detection
rule was shown to be a generalized MAP decision rule with an adjustable
parameter Ω, determining the preference of the detector towards activity
or inactivity. Preferring one direction automatically decreases one of the
activity error rates while increasing the other rate. The Bayes-Risk decision
rule allows overcoming the shortcomings of the MAP rule. However, the
connection between Ω and resulting activity error rates has to be determined
numerically. To enable full activity error rate control Chapter 3 introduced
an adaptive threshold Neyman Person detector. This approach minimizes
one activity error rate while bounding the other rate to a constant value. The
results exemplary show that adaptive threshold Neyman-Pearson detection
achieves a constant missed detection rate while simultaneously minimizing
the false alarm rate.
Additionally, Chapter 2 addressed the implementation of upper decision
rules. More speciﬁcally, the eﬃcient calculation of the activity LLRs via
Sphere Decoding was addressed. Here it was shown that the calculation of
an activity LLR can be cast as a non-convex, penalized and underdetermined
set of equations with a ﬁnite alphabet constraint. It was shown that this
problem can implicitly be regularized by exploiting the penalty term. Results
show that Sphere Decoding allows for optimal calculation of the activity
LLRs at the cost of random complexity with exponential bound. Thus,
K-Best detection is used as a sub-optimal approach which nearly achieves
the performance of Sphere Decoding.
The joint activity and data detection was addressed in Chapter 3 via
an all-encompassing detector involving knowledge about frame activity and
channel coding. More speciﬁcally a message passing detector was formulated
that accounts for a full soft estimation in frame based transmissions. This
detector was shown to consist of three building blocks, a multiuser detector,
a decoder and a frame activity estimator called SPE. The multiuser detector
is based on recent advances from the ﬁeld of message passing in Compressed
Sensing and estimates the augmented symbols from the nodes. Combining
several multiuser detectors to a bank lead to frame Belief Propagation.
Here messages are exchanged between a bank of decoders, a bank of SPEs
and a bank of multiuser detectors. After some iterations this frame belief
propagation algorithm yields the soft information for the information bits
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and for the node activity states. The simulations have shown that the
utilization of a low rate channel code allows to further decrease the spreading
sequence length by decreasing the code-rate. Simulations were carried out
using a repetition code, therefore it might be the case that more sophisticated
channel codes even further decrease the spreading sequence length required.
Chapter 2 and Chapter 3 addressed the optimal activity and the optimal
joint activity and data detection. Results were promising and it was shown
that knowledge about frame activity boosts the detection performance.
Chapter 4 goes away from optimal algorithms to low complexity algorithms
for detecting frame activity. The idea followed there was to use the concept
of energy detection for estimating node activity in CS-MUD. Here we showed
that the individual receive energy for each node can be estimated from the
estimated receive covariance matrix at the base-station. This concept leaves
the assumption of having AWGN channels between the node and the base-
station to fading channels ranging from Rician to full Rayleigh fading. The
main advantage of using the receive covariance matrix is the SNR enhancing
eﬀect caused by the averaging carried out. The results showed that the
algorithms developed in this chapter exhibit tremendous SNR gains for
already for short frames. Further, three algorithms were introduced. First, a
simple and heuristic matrix matching pursuit motivated by the well known
OMP was presented. Here energies are estimated by correlating the receive
covariance matrix with the columns of a dictionary to identify active nodes.
This algorithm was shown to be simple but sacriﬁces performance, especially
in the fading channel where receive powers are unknown. Its application is
restricted to the AWGN channel. Second, the well known MUSIC algorithm,
based on the Eigenvalue decomposition of the receive covariance matrix was
considered. Its application turned out to be quite powerful as MUSIC is able
to estimate the activity in Rayleigh and Rician fading channels with good
reliability. Finally, the MAP optimization problem for the powers denoted
as MAP-E based on the receive covariance matrix was considered. Here it
was shown that the particular fading can be subsumed into the prior power
probability contained in the MAP. Depending on AWGN or Rayleigh fading
channel, two versions of the MAP-E were formulated. In case of AWGN
the optimization problem is over a ﬁnite alphabet allowing for non-linear
algorithms such as Sphere Decoding. The results showed that the MAP-E
algorithm achieves reliable activity detection with M =
√
N observations
only. Unfortunately, this is not true for the Rayleigh fading channel. Here the
MAP-E showed performance losses and was even outperformed by MUSIC.
The last chapter of this thesis, Chapter 5 aimed at putting the advances
of the preceding chapters into a practical system concept. The main focus
was to identify certain key challenges that a practical system for M2M
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has to address. Based on these requirements, the resulting MCSM system
was deﬁned. MCSM was shown to consist of three key technologies that
hand in hand allow for the aggregation of sporadic M2M. First, a multi-
carrier scheme was used to ﬂexibly allocate time and frequency resources.
The MCSM system concept summarizes narrow-band systems that are
simultaneously multiplexed to the bandwidth given. The assumption of
narrowband systems lead to the second key technology component, being
non-coherent receiver concepts driven by diﬀerential modulation. Due to the
application of diﬀerential modulation the pilot overhead could be decreased
down to a known starting phase. The third technology component was CS-
MUD which is used on top of OFDM. Here the nodes multiplex their chips
to the sub-carriers prior to transmission. This multiplexing was shown to be
one of the MCSM speciﬁc design parameters that allow adapting the system
to various channel conditions. In MCSM the activity detection schemes from
Chapter 4 were used in combination with a least-squares data detector. The
veriﬁcation of the MCSM system was shown via an example parametrization
simulatively and via a hardware demonstration platform. The concept shown
can be seen as a candidate system for aggregating sporadic M2M uplink
traﬃc in various scenarios. Depending on the propagation environment,
the channel conditions and the requirements, MCSM allows adapting its
parameters to match the requirements. This powerful property renders
MCSM to be a candidate technology not only for 5G systems but also for
M2M system in various other setups such as industrial applications.
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Open Questions and Future Work
• The complexity of the frame BP was shown to be very high. Here
recent research has shown that the complexity of the multiuser detector
can be decreased by using second order approximations of the messages.
The resulting algorithm is known as AMP and has been published
in [DMM09]. Applying these approximations may help to further
decrease the performance.
• Further, the frame BP could be augmented to work within the MCSM
system. This requires involving a diﬀerential demodulator within
the frame BP. The connecting point would be the variable for the
augmented symbol xn, whose prior probability summarized by fn
would change. Therefore, the messages from the augmented symbol
xn to the likelihood factor gm change. Here, the simple numeric
calculation of mean and variance may not be possible anymore as xn
is continuous-valued. The sole task of diﬀerential demodulation via
belief propagation has been considered in [Bar10]. However, merging
the results with the frame BP is still an open challenge.
• For multiuser energy estimation shown in Chapter 5 it was assumed
that the base-station has instantaneous knowledge about the number
of active nodes Nact. Here, future work can address the question of
how this information is obtained. As stated within the corresponding
chapter, existing works consider the Eigenvalue distribution of the
covariance matrix [CW10].
• The MCSM system concept oﬀers a wide ﬁeld for possible future work.
Within this thesis we applied a least-squares data-detector, which is
clearly not the best one can do. Thus, improved multiuser detection
in MCSM is one possible direction of future research.
• The second point addresses the multi-carrier scheme applied. Here we
used OFDM which comes at the cost of a cyclic-preﬁx. Further, it
is well known that OFDM suﬀers performance in case of oﬀsets such
as Doppler impact. One idea would be to change the multi-carrier
scheme to a generalized waveform accommodating these eﬀects. The
other side of the medal is that with non-orthogonal waveforms, more
sophisticated multiuser detectors are required. A promising approach
here is again to use message passing to detect the data of the nodes.
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Appendix A
Appendix
A.1 Proof of the Bayes-Risk
The Bayes-Risk detector minimizes the Risk of an erroneous decision, where
we can assign the weights CFA for false alarm and CMD for missed detection.
We hereby implicitly set the risks for correct decisions to zero. The risk can
be formulated via
R = CFAPr (xn = 0)
∫
ZA
py(y|xn = 0) dy+
CMDPr (xn ∈ A)
∫
ZI
py(y|xn ∈ A) dy (A.1)
Where ZI ∪ ZA = Z are disjunct regions of the observation space Z which
allows for reformulation of (A.1) according to
R = CFAPr (xn = 0)
∫
ZZI
py(y|xn = 0) dy+
CMDPr (xn ∈ A)
∫
ZI
py(y|xn ∈ A) dy. (A.2)
With ∫
Z
py(y|xn) dy = 1 ∀xn, (A.3)
we can rewrite∫
ZZI
py(y|xn = 0) dy = 1−
∫
ZI
py(y|xn = 0) dy ∀xn. (A.4)
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Which allows to reformulate (A.2) to obtain
R = CFAPr (xn = 0)
[
1−
∫
ZI
py(y|xn = 0) dy
]
+
CMDPr (xn ∈ A)
∫
ZI
py(y|xn ∈ A) dy. (A.5)
Rearranging (A.5), yields
R = CFAPr (xn = 0)+∫
ZI
CMDPr (xn ∈ A) py(y|xn ∈ A)︸ ︷︷ ︸
I1
dy−
∫
ZI
CFAPr (xn = 0) py(y|xn = 0)︸ ︷︷ ︸
I2
dy. (A.6)
Equivalently, we can rewrite the integration in (A.5) with respect to ZA and
obtain for the risk
R = CMDPr (xk ∈ A)+∫
ZA
CFAPr (xn = 0) py(y|xn = 0)︸ ︷︷ ︸
I2
dy−
∫
ZA
CMDPr (xn ∈ A) py(y|xn ∈ A)︸ ︷︷ ︸
I1
dy. (A.7)
With (A.6) and (A.8) the regions ZA and ZI are the free parameters that
allow to minimize the risk. We see that the functionals below the integrals
I1 and I2 are all positive and show up in both expressions. The risk can
be minimized by estimating HI if I2 > I1 and HA if I1 > I2. This strategy
results in a likelihood ratio test between the two hypothesis inactive and
active. Note that the hypothesis for activity is a composite hypothesis which
has to be evaluated over all possible sub-hypothesis yielding.
R = CMDPr (xk ∈ A)+∫
ZA
CFAPr (xn = 0) py(y|xn = 0)︸ ︷︷ ︸
I2
dy−
∫
ZA
CMD
∑
xn∈A
Pr (xn ∈ A) py(y|xn ∈ A)
︸ ︷︷ ︸
I1
dy. (A.8)
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Deciding in favor of I1 or I2 results in the LRT (3.20).
A.2 Proof of the Neyman Pearson Problem
The point of (3.28) is to provide estimates for the false alarm and missed
detection probabilities. We ﬁrst rewrite the missed detection and false alarm
probabilities in terms of activity LLRs Ln for node n. The decision regions
ZA and ZI are fully determined by the activity LLRs as ZI := {Ln : Ln ≥ t}
and ZA := {Ln : Ln < t}. This allows us to write missed detection and false
alarm probability for node n as
PrMD (t) = Pr (xn ∈ A)
∫
{Ln:Ln≥t}
pLn(Ln|xn ∈ A) dLn (A.9a)
PrFA (t) = Pr (xn = 0)
∫
{Ln:Ln<t}
pLn(Ln|xn = 0) dLn. (A.9b)
In the following we only focus on false alarm probabilities as the proof for
the missed detection probability is nearly the same. The proof outlined
here is based on the assumption that the error due to the approximation
of the activity LLRs with the max-log approximation is negligible. The
posteriori probability obtained from the activity LLRs Pr (xn = 0|Ln) is
a sample of a random variable with support Ln ∈ R. This is due to the
fact that the activity LLRs are random variables. In the following we show
that set speciﬁc averages of this random variable converges to (A.9b). We
therefore rewrite (A.9b) with the application of Bayes’ rule as
PrFA (t) =
∫
{Ln:Ln<t}
Pr (xn = 0|Ln) pLn(Ln) dLn. (A.10)
We see that (A.10) is the mean of the random variable Pr (xn = 0|Ln) over
the interval Ln < t. We now assume that |LA| = ∞. Pr (xn = 0|Ln) =
1
1+exp(−Ln) allows us to sample this random variable, where each calculated
activity LLR generates one sample. Averaging these samples gives the
average missed detection probability P˜rFA and we have
P˜rFA (L, t) = lim|LA|→∞
∑
n∈LA Pr (xn = 0|Lk)
|LA| →∫
{Ln:Ln<t}
Pr (xn = 0|L) pLn(Ln) dLn. (A.11)
Thus, the sample mean P˜rFA (L, t) converges to the true mean PrFA (t) as
the size of the set |LA| is suﬃciently large.
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A.2.1 Convergence
In the following we deﬁne the approximation error as Δ = |P˜rFA (L, t) −
PrFA (t) |. The Chebyshev inequality [PP02] allows to bound the error Δ via
Pr{Δ ≥ } ≤
σ2
P˜rFA
2
, (A.12)
with σ2
P˜rFA
being the variance of the estimate P˜rFA (L, t). In the following we
consider the variance of P˜rFA (L, t) for which we assume the activity LLRs
to be i.i.d. In this case, the variance can be calculated via
σ2
P˜rFA
= var
[∑
n∈LA Pr (xn = 0|Ln)
|LA|
]
=
1
|LA| var (Pr (xn = 0|Lk)) . (A.13)
To obtain var (Pr (xn = 0|Ln)), we use a ﬁrst-order Taylor expansion and ob-
tain ddLn
1
1+exp(−Ln) =
exp(Ln)
(1+exp(Ln))2
. The variance can now be approximated
as [PP02]
var (Pr (xn = 0|Ln)) ≈
[
exp
(
L¯n
)
(1 + exp(L¯n))2
]2
σ2Ln , (A.14)
where σ2Ln denotes the variance and L¯n denotes the mean of the activity
LLR, respectively. Assuming the approximation (A.14) to be tight yields
after inserting it into (A.13), together with (A.12)
Pr{Δ ≥ } ≤
[
exp
(
L¯n
)
(1 + exp(L¯n))2
]2
σ2Ln
|LA|2 . (A.15)
Considering (A.15) shows that the approximation error depends on several
parameters. First, we see that making |LA| large decreases the approximation
error down to arbitrary small values. This reveals that the cardinality of
the sets |LA| and |LI| is crucial for the performance of the Neyman-Pearson
detection. Another side eﬀect is that the mean of the activity LLR L¯n. If
L¯n is large, the approximation error is negligible as the ﬁrst factor of (A.15)
converges to zero. This also shows that activity LLRs with mean value close
to zero lead to high approximation errors. Note that this is not a rigorous
proof of convergence, however the results perfectly match the observations.
Appendix A.3 Mean and Variance of Θ 181
A.3 Mean and Variance of Θ
We start by writing the matrix Θ as a composition of column vectors θl
Θ =
1
LF
LF∑
l=1
θlθ
H
l − σ2wIM (A.16)
where 1LF
∑LF
l=1 θlθ
H
l corresponds to a complex circular Wishart matrix
W
(
σ2w
LF2
IM , LF
)
. Here,
σ2w
LF2
IM denotes the covariance matrix of one column
vector θl and LF denotes the degrees of freedom which corresponds to the
number of Gaussian column vectors in (A.16). The mean of the Wishart
matrix is σ2nIm and the variance of the i, jth element is LF
(
σ4n
LF2
)
= σ4n/LF.
We start by considering the ith main diagonal element of θ which is
composed as
θii =
1
LF
σ2w
2
LF∑
l=1
θiθ
∗
i − σ2w, (A.17)
where θi is complex circular normal distributed with zero mean and variance
σ2w,i = 1 in real and imaginary part, respectively. Noting that θiθ
∗
i is Chi
squared distributed with 2 degrees of freedom allows to express the mean
of (A.17) mean (·) as
mean (θi,i) =
1
LF
σ2w
2
LFmean (θiθ
∗
i )− σ2w
=
1
LF
σ2w
2
2LF − σ2w = 0. (A.18)
For the variance var (·) we have the same argumentation and obtain
var (θii) =
1
LF
2
σ4w
4
LF var (θiθ
∗
i )
=
1
LF
σ4w
4
4 =
σ4w
LF
. (A.19)
We can nearly apply the same argumentation for the oﬀ-diagonal elements.
Consider the i, jth oﬀ-diagonal element
wii =
1
LF
σ2w
2
LF∑
l=1
θiθ
∗
j , (A.20)
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its mean is given by
mean (θi,j) =
1
LF
σ2n
2
LFmean (θi) ·mean
(
θ∗j
)
= 0 (A.21)
For the variance we end up with
var (θi,j) =
1
LF
2
σ4w
4
LF var · (θi) var
(
θ∗j
)
=
1
LF
σ4w
4
2 · 2 = σ
4
w
LF
. (A.22)
In summary, all elements of Θ are of zero mean and have variance σ4w/LF.
A.3 Mean and Variance of Θ 183
184 A Appendix
Acronyms
AER Activity Error Rate.
AMP Approximate Message Passing.
ARQ Automatic Repeat Request.
AWGN Additive White Gaussian Noise.
bcSIC Block Correlation Successive Interference Cancellation.
BER Bit Error Rate.
BICM Bit Interleaved Coded Modulation.
BP Belief Propagation.
BPSK Binary Phase Shift Keying.
CDMA Code Division Multiple Access.
CFO Carrier Frequency Oﬀset.
CRC Cyclic Redundancy Check.
CS Compressed Sensing.
CS-MUD Compressed Sensing Multiuser Detection.
CSI Channel State Information.
D-PSK Diﬀerential Phase Shift Keying.
D-QPSK Diﬀerential Quadrature Phase Shift Keying.
DCT Discrete Cosine Transform.
EC-GSM-IoT Extended Coverage GSM For IoT.
eNB Evolved Node B.
FER Frame Error Rate.
GOMP Group Orthogonal Matching Pursuit.
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GSM Global Telephony Standard.
i.i.d. Identically Independently Distributed.
ISI Inter-Symbol-Interference.
LDPC Low Density Parity Check Code.
LLR Log-Likelihood Ratio.
LRT Likelihood Ratio Test.
LTE 3GPP Long Term Evolution.
M2M Machine-to-Machine Communication.
MAP Maximum-a-Posteriori.
MAP-E Maximum-a-Posteriori Energy Estimator.
MCSM Multicarrier Compressed Sensing Multiuser Detection.
METIS Mobile And Wireless Communications Enablers For The Twenty-twenty
Information Society.
MIMO Multiple Input Multiple Output.
MLD Maximum Likelihood Detection.
mM2M Massive Machine-to-Machine Communication.
MMP Matrix Matching Pursuit.
MMSE Minimum Mean Square Error.
MMV-CS Multiple Measurement Vector Compressed Sensing.
MP Matching Pursuit.
MSE Mean Square Error.
MUD Multi-User Detector.
MUSIC Multiple Signal Classiﬁcation.
NB-IoT Narrowband Internet Of Things.
OFDM Orthorgonal Frequency Division Multiplexing.
OLS Orthorgonal Least Squares.
OMP Orthorgonal Matching Pursuit.
PAPR Peak To Average Power Ratio.
PCT Patent Cooperation Treaty.
PDF Probability Density Function.
PED Partial Euclidian Distance.
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PMF Probability Mass Function.
PN Pseudo Noise.
PRACH Physical Random Access Channel.
PSK Phase Shift Keying.
PUSCH Physical Uplink Shared Channel.
QAM Quadrature Amplitude Modulation.
RIP Restricted Isometric Property.
ROC Receiver Operating Characteristics.
SCMA Sparse Code Medium Access.
SER Symbol Error Rate.
SIC Successive Interference Cancellation.
SOTA State Of The Art.
SPE Sparsity Pattern Equalizer.
Sphere Decoding Sphere Decoding.
SQRD Sorted QR Decomposition.
SVD Singular Value Decomposition.
UE User Equipment.
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List of Symbols
Functions and Operators
φ (·) . . . . . Decision Rule
δ (·) . . . . . . Delta distribution
Δ . . . . . . . Distance increment
exp . . . . . . Exponential function
1A . . . . . . Indicator function w.r.t. set A
log10 . . . . . Log to base 10
log . . . . . . Log to base e
νg→x (·) . . . . Message from g to x
‖ · ‖F . . . . . Matrix Frobenius norm
‖ · ‖p . . . . . p-vector norm
Dn (·) . . . . . Partial Euclidean distance at layer n
PrFA . . . . . Probability for false alarm
PrMD . . . . . Probability for missed detection
Pr(·) . . . . . Event Probability
Im (·) . . . . . Imaginary part
Re (·) . . . . . Real part
dg (·) . . . . . Sets up diagonal matrix or gives back diagonal elements
evd (·) . . . . Eigenvalue decomposition
pn (·) . . . . . nth factor of Channel Decoder
gm (·) . . . . . mth factor of likelihood function
fn (·) . . . . . nth of prior probability
hn (·) . . . . . nth factor of Sparsity pattern equalizer
fp (·) . . . . . Functional for penalizing underdet. system
px(x) . . . . . Probability Density Function of the variable x
190 List of Symbols
vec () . . . . . Stacks the columns of a matrix as vector
General and Calligraphic Symbols
A0 . . . . . . Augmented Mod. Alphabet including zero
∈ . . . . . . . Element of
∪ . . . . . . . Union of sets
L . . . . . . . Set of activity LLRs
O (·) . . . . . Landau Symbol
A . . . . . . . Modulation Alphabet
σw . . . . . . Variance of AWGN
N (μ, σ2) . . . Normal distribution with mean and variance
A† . . . . . . Left side Moore Penrose inverse of A
Xn,ν . . . . . Set of vectors with nth element set to ν
∩ . . . . . . . Intersection of sets
⊗ . . . . . . . Kronecker product
P . . . . . . . Sub-carrier allocation for MCSM
Greek Symbols
α . . . . . . . Penalty term for under-determined system
κ . . . . . . . Success probability of Bernoulli variable
τh . . . . . . Delay spread of wireless channel
η . . . . . . . Threshold for Neyman-Pearson detector
Ω . . . . . . . Ratio of costs for false alarm and missed detection
 . . . . . . . Path-loss exponent
Σ . . . . . . . Variable to regularize underdetermined system
Θ . . . . . . . Remaining noise contained in the est. receive covariance matrix
Δτmax . . . . Maximum timing oﬀset
Δτ . . . . . . Time oﬀset
δ . . . . . . . Parameter to regularize under-determined system
Λ . . . . . . . Eigenvalue matrix
λ . . . . . . . Eigenvalue
Υ . . . . . . System matrix for energy detection
γ . . . . . . . Nomalization constant for a pdf
β . . . . . . . System load
μq→m . . . . . Mean value from node q m
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ω . . . . . . . Parameter for Nakagami M-fading
ΦWW . . . . . Noise covariance matrix
ρ . . . . . . . Vector with received powers
PXX . . . . . Covariance Matrix of data symbols weighted with channel tap
ΦY Y . . . . . Receive covariance matrix
ϕY Y . . . . . Vectorized receive covariance matrix
ζm→n . . . . . Variance from node m to node n
Roman Symbols
x . . . . . . . Symbol
BMCSM . . . . Bandwidth occupied by a single MCSM system
Rc . . . . . . Code rate
A . . . . . . . Composite signature matrix
H . . . . . . Convolution matrix of the wireless channel
CFA . . . . . . Costs for false alarm
CMD . . . . . Costs for missed detection
F . . . . . . . DFT matrix
Rb . . . . . . Data rate
t . . . . . . . Decision threshold
b . . . . . . . Diﬀerentially encoded symbol
dmax . . . . . Distance between longest and shortest path
TI . . . . . . Matrix for inserting the guard interval
TR . . . . . . Matrix for removing the guard interval
HA . . . . . . Hypothesis for activity
HI . . . . . . Hypothesis for inactivity
IN . . . . . . N ×N identity matrix
u . . . . . . . Information bit
Kbest . . . . . Parameter for K-Best detection
TCP . . . . . . Time duration for cyclic preﬁx
LCP . . . . . Length of cyclic preﬁx in samples
LF . . . . . . Frame Length
L . . . . . . . Activity LLR
x . . . . . . . Multiuser vector
Lc . . . . . . Number of Code Bits
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Lu . . . . . . Number of Info Bits
ΔNact . . . . Oﬀset for the number of active nodes
Nact . . . . . Number of active nodes
N . . . . . . Number of Nodes
M . . . . . . Number of observations at base-station
Np . . . . . . Number of OFDM symbols after which the sub-carriers are
reallocated
NHop . . . . . Number of frequency hops performed per MCSM frame
D . . . . . . . Matrix summarizing the phase shifts caused by timing oﬀsets
pa . . . . . . Activity probability
P . . . . . . . diagonal matrix with received powers
Q . . . . . . . Unitary matrix from QR-Decomposition
N . . . . . . Stochastic part of noise covariance matrix
y . . . . . . . Receive signal vector
R . . . . . . . Upper triangular from QR-Decomposition
d . . . . . . . Sphere radius for Sphere Decoder
A . . . . . . . Matrix with spreading sequence
Sx . . . . . . Support set
c . . . . . . . Code symbol
TMCSM . . . . Time to transmit one symbol in MCSM
TOFDM . . . . Time for a single OFDM symbol
ZA . . . . . . Region in observation space where activity is decided
0N . . . . . . N × 1 zero vector
ZI . . . . . . Region in observation space where inactivity is decided
s . . . . . . . Node activity state
Δf . . . . . . Sub-carrier spacing
Lsc . . . . . . Number of used sub-carriers
h . . . . . . . Channel vector
Bc . . . . . . Number of used sub-carriers
U . . . . . . . Unitary Eigenvector matrix
SX . . . . . . Frame support set
m . . . . . . . Index for receive vector
q . . . . . . . Context dependent index
l . . . . . . . Symbol index
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n . . . . . . . Node index
v . . . . . . . Context dependent index
Krice . . . . . Parameter for Rician fading channel
LIFFT . . . . . Number of sub-carriers for MCSM
Lu . . . . . . Number of information bits
B . . . . . . . Permutation matrix
N . . . . . . Remaining noise in receive covariance matrix
R . . . . . . . Repetition factor for repetition code
ρ¯n . . . . . . Average receive power of nth node
ρ˜n . . . . . . Normalized received power of nth node
ρn . . . . . . Receive power of nth node
X˜ . . . . . . . Multiuser signal weighted with channel tap
vq→m . . . . . Variance from node q to node m
zm→n . . . . . Mean value from node m to node n
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