Let D and 0 be two convex domains (with smooth boundary) and with corresponding Neumann heat kernels nD(x, y, t) and q&x, y, I). Chavel has conjectured that if X, YE D c Sz then the following monotonicity result holds for all I: q,(x, y, f)>g,(x, y, t). He has proved this in the special case when Q is a ball centred at either x or y. By exploiting the connection of the Neumann kernel to reflecting Brownian motion it is possible to prove the result when Q is general and D is a ball centred at either x or y. The proof depends on a careful coupling construction of the reflecting Brownian motions for D and 0 using the same probability space for both processes. &? 1989 Academic Press, Inc. It is well known, and easy to prove, that the Dirichlet heat kernel has the property of domain monotonicity. Thus if D c Q are two domains then for all x, y, t. From the point of view of a physicist this is intuitively clear: heat escapes faster from a small box than from a big one (when both boxes have refrigerated sides). Likewise from the point of view of probability a Brownian fly comes to a sticky end faster within a small room than within a big one (when both rooms have adhesive walls, floor, and ceiling). The probabilistic intuition corresponds directly to a probabilistic proof.
It is well known, and easy to prove, that the Dirichlet heat kernel has the property of domain monotonicity. Thus if D c Q are two domains then for all x, y, t. From the point of view of a physicist this is intuitively clear: heat escapes faster from a small box than from a big one (when both boxes have refrigerated sides). Likewise from the point of view of probability a Brownian fly comes to a sticky end faster within a small room than within a big one (when both rooms have adhesive walls, floor, and ceiling). The probabilistic intuition corresponds directly to a probabilistic proof.
For the Neumann heat kernel any possible domain monotonicity must work in the opposite sense because of the limit qo(x, y, t) + vol(D)-' as t + 00.
It is easy to construct counterexamples in the case of nonconvex domains. Chavel [3] showed that domain monotonicity holds when Q is a ball centred either at x or y and D is a convex domain containing both x and y:
This can be proved using a simple integration by parts. It is natural to conjecture that a general domain monotonicity holds whenever x, y E D c !J for two convex domains D, Q. Chavel introduced the conjecture and observed its self-evident nature for a physicist; consider the relative behaviour of the distribution of heat given an initial hot spot within larger and smaller convex reflective boxes. Surprisingly, for such a simple conjecture, it remains unresolved.
The purpose of this paper is to establish the conjecture under the extra condition that one can interpose a ball (centre either x or y) between D and Sz thus:
The proof is probabilistic, based on the interpretation of the Neumann kernel as the probability transition density for reflecting Brownian motion. Probability is useful here because it enables a coupling argument, working on individual sample paths. Analytical arguments via the heat equation tend to integrate the manifold variety of paths from point to point, and thus lose flexibility. For simplicity the proof works with domains of smooth boundary (more general convex domains would follow by a continuity argument; however, it seems worthwhile not to obscure the probabilistic intuition).
As a preliminary to the argument, note that Chavel's result may be used to reduce D to a ball centred on y. (The Neumann kernel is symmetric, so x can be interchanged with y.) Continuity arguments make it plain that D can be chosen not to touch LX?, and x can be taken distinct from y.
The argument of the paper divides into four parts, which together with this introduction make up five sections. Section 2 reviews the relationship between probability and the Neumann heat kernel, and introduces notation and some ideas from stochastic differential geometry. In particular it is shown how a reflecting Brownian motion viewed in polar coordinates can be seen as the solution of a system of stochastic differential equations driven by a radial and an angular "Brownian part." This construction is used in Section 3 to build two reflecting Brownian motions (in D, 8, respectively) driven by the same radial and angular "Brownian parts." Section 4 establishes that for this special construction the radial part of the D-process is almost surely dominated by the radial part of the Q-process, in accordance with one's probabilistic intuition that a Brownian fly will keep further from a fixed reference point in a big box rather than a small box (if the fly bounces off the sides of the boxes). In Section 5 this comparison is used to establish the partial domain monotonicity referred to above (see the first theorem and its corollary in Section 5) and concluding remarks are made. In particular an alternative probabilistic approach is discussed. Although the alternative leads to weaker results it may suggest useful approaches to future workers.
PROBABILITY AND THE NEUMANN HEAT KERNEL
In this section the construction of reflecting Brownian motion is summarized, and its relationship to the Neumann kernel is indicated. The notion of stochastic parallel transport is introduced in order to obtain a useful expression for the angular part of reflecting Brownian motion when expressed in polar coordinates, None of this is particularly original : see, for example, the discussions in Cl, 4, 71. Therefore in this section only the merest indication of proof is given. The subscript "I" in dIX, etc., signals that this is an It6 differential.
Here n( Y; aD) is the inward-pointing unit normal while L( Y; 8D) is a continuous increasing process (hence of locally bounded variation) altering only when YE 8D. In fact L( Y; 8D) is the local time of Y on the boundary (we refer to it below as a drift of Tanaka-type) and is characterised as the minimal process with the above properties such that Y as a solution of (2.1) remains within D. Note that reflection here involves no "bounce." The local time pushes hard enough to prevent escape from D, and no harder.
As given via ( The process Y so constructed solves the martingale problem (as follows directly from an Ito analysis). Hence it can be shown that Y has the Neumann heat kernel qD(x, y, t) as probability transition function.
For the purposes of this paper it is necessary to reexpress Y in terms of polar coordinates, with Y = (R, 0). An It6 analysis shows
Here W is a real-valued Brownian motion. The Tanaka-type drift is resolved in the radial direction. A similar analysis of the angle 0 must come to terms with the fact that 0 lives on the sphere S"-'. Using the notation of stochastic differential geometry (see [6] for a review and references) the angular process can be shown to satisfy a system of Stratonovich differential equations: The subscript '5." in d,O, etc., signals that this is a Stratonovich differential. Here R * A = j Rd, A is a process in IV'-'. The process E is matrix-valued, so gt maps IR-' isometrically to the tangent space to S-r, at 0,. The projection net projects R" to this tangent space. Finally, HzC is an isometry of this tangent space into the tangent space to the manifold of all possible 3 matrices, sitting above Et. The entity H is equivalent to the Levi-Civita connection on S"-'. Equations (2.4) and (2.5) appear more intimidating than they actually are. They express the fact that 0 can be thought of as rolling S"-' without slipping over the path of R * A in R"-', subject to occasional intervention from the Z7n dL Tanaka-type drift or local time term. See [2] for a treatment of a similar problem without reflection.
A further analysis of the bracket process associated with A reveals that A is itself an (n -1 )-space Brownian motion independent of W. Hence the system (2.3), (2.4), (2.5) reveals the "Brownian parts" of the radial and angular coordinates of Y.
However, the application of the system can be reversed. It can be viewed as providing an alternative to (2.1); the (nonelliptic) minimal reflecting diffusion (R, 0,s) being driven by independent W, A which are Brownian motions in R, R"-', respectively. Once again existence and uniqueness of the solution can be deduced. Note that initial conditions must now be imposed on &, as well as Y, = (R,, 0,).
In the next section the system (2.3), (2.4), (2.5) will be exploited to construct reflecting Brownian motions in different domains based on the same "Brownian parts" W, A.
CONSTRUCTION OF THE COUPLED BROWNIAN MOTIONS
The previous sections have reduced the original problem to the case of two domains D c Q in R", with D a ball of centre y and radius rD and Q a regular domain, and with u = dist(aD, &S) > 0.
In this section two reflecting Brownian motions XD, X" are constructed in D, 1;2, respectively. However, the randomness for each Brownian motion is drawn from the same source (in fact a free-space Brownian motion X). Thus XD, XR are not independent but are coupled, and the coupling is such as to permit the deduction dist(XD, y) 2 dist(X*, y) for all time.
The construction uses radial and angular stochastic components of a fixed free-space Brownian motion X. Let (R, 0) be the expression of X in polar coordinates based at y. Then as noted in Section 2 (but without the complication of a Tanaka-type drift) the following system of stochastic differential equations provides a real Brownian motion W and an (n -I)-space Brownian motion A : This system is precisely that described in Section 2. Again it is crucial that W, A are the same processes as in (3.1), (3.2) .
For the purposes of this paper the important features of the systems (3.2), (3.3) are carried entirely in the first (radial) equation in each system, for the remainder of the argument uses only an analysis of R* -RD. It is essential to know that the equations for RR, RD can be extended to compatible equations for angular parts, but precise details are not of primary importance. Approaches other than stochastic parallel transport could be adopted (for example, representation by means of skew products [S, Sect. 7.151). However, the approach adopted here is natural (despite the somewhat heavy notation) and has geometric appeal. The "Brownian parts" (radial and angular) of the free-space Brownian motion are being used to drive the reflecting Brownian motions.
Before leaving the construction note that the angular coordinates OD, OR will not remain the same once R*, R" begin to differ. This will be of significance in discussing the limitations of the method of this paper. where J, K represent the corresponding terms in (4.1) and are continuous increasing processes, begun at 0, and remaining constant save when RD = rD, XR E LX& respectively. The right hand side of (4.4) is nonnegative, while the left hand side equals -u -E if < is finite and hence is negative if that is so. This forces the deduction that c is infinite, so Z never hits --E. Since E is an arbitrary positive constant, Z must remain nonnegative for all time. By the remarks at the beginning of the proof this establishes the theorem. 1
CONCLUSION
The result of the previous section allows the particular case P(Rf> Rf') = 1 when Rn, RD are constructed as in Section 3. Hence by elementary probability theory If these probabilities are expressed as integrals of the corresponding Neumann heat kernels, then a passage to the limit as E + 0 and an appeal to regularity of the heat kernels establish the main result of this paper:
THEOREM. If D is a ball of centre y strictly contained in a regular domain 52 then qo(x, y, t) 2 qn(x, y, t) for all t and for all x in D.
In Section 1 it was indicated how continuity and Chavel's result [3] allow the extension below.
COROLLARY. If D is a convex domain contained in a regular domain Q then r,(x, .h t) 2 v&c Y, t) for all t whenever a ball centred either at x or at y can be placed between D and Q:
DcballcQ.
In fact the probabilistic approach of this paper extends easily to a direct proof of the corollary. The system (3.2) must be modified to allow an angular component to the Tanaka drift, and u must be changed to u = dist(8 ball, X92).
The rest of the argument carries through.
This observation makes it plain that D in the corollary need only be star-shaped with respect to the centre of the ball, rather than convex. Moreover the normal reflection of the Neumann kernels may be modified to allow oblique reflection, so long as the radial component of the aD reflection (with respect to the centre of the ball) still points inward.
There is a straightforward generalization which replaces Euclidean space by a Riemannian manifold endowed with an isometry group turning it into a two-point homogeneous space. For then the geodesic distance R from a given point must satisfy an autonomous It6 stochastic differential equation. This autonomy means that the proof can follow the Euclidean case directly.
It is natural to conjecture that the "sandwich" condition in the corollary should be unnecessary : This conjecture remains open. The probabilistic approach above now fails because eD, OR are uncontrolled. Hence in the general case of the conjecture it is possible for XR to diffuse around the boundary of LX2 while XD remains unreflected, until R" < RD. Possibly some form of partial averaging over Q-sample paths would allow progress. It is not at all clear how to proceed.
Since the conjecture remains open it may be useful to note an alternative probabilistic approach. In the hands of the author it yields weaker results; however, it may suggest a more useful approach to the reader.
Consider D, Q as in the theorem, so D is a ball centred on y, contained in the regular domain D. Let XR be reflecting Brownian motion in Q. If XR is sampled only when it is in D then the incursions of X" in D may be rotated so as to match up in order. (This requires some work to be made precise. There are of course uncountably many incursions! See [5, Sect. 7.15, Problem l] for the two-dimensional case.) The resulting path is that of reflecting Brownian motion in D, though the sampling process means this is run at a slower time than X*. One deduces immediately for x, y in D and one of x, y being the centre of D.
In conclusion it may be helpful to remark on nonprobabilistic reformulations of the main method of this paper. The coupled system (RD, OD, RR, 0") corresponds to a (nonelliptic) diffusion on D x Q with infinitesimal generator G whose symbol is of rank 2 off the boundary. Under projection to D or Q the operator is carried to the usual Laplacian with Neumann boundary conditions. The result of Section 4 translates into a strong potential-theoretic result; the cone of G-subharmonic functions includes all those which equal zero in the region corresponding to RD > RR and equal a positive constant on the region corresponding to RD < R".
Of course this analytical reformulation is not illuminating in the specific context of this paper. However, it does suggest possible ways to explore higher-order differential operators by representing them as projections of differential operators of low rank.
