1. From BICG to complex BICGSTAI. The biconjugate gradient method (BICG) of Lanczos [7] and Fletcher [1] is a Krylov space method for solving (real or complex) nonHermitian linear system Az b, where A is, say, a nonsingular N N matrix. (Typically, this matrix will be the result of applying a preconditioner to the original system matrix.) Starting from some initial guess z0 for the solution, BICG generates a sequence z, with the property that the nth residual r, := b Az lies in the Krylov space generated by A from r0, i.e., (1) rn e K:n+I := span (to, Aro,..., Anro), and is orthogonal to another Krylov space generated from some other initial vector g0 by the Hermitian transpose A n (2) r, 2_ , := span (Y0, AHyo,..., (AH)n-lyo).
The sequence of residual polynomials p,, which are implicitly defined by (3) rn pn(A)ro, is in view of (2) a sequence of formal orthogonal polynomials: if we define a linear functional ,I on the space of polynomials with complex coefficients by setting ,I(k) := goAkzo, the formal orthogonality relation ,/,(Trkp,) 0 holds for every polynomial 7rk of degree k < n; see [5] , [3] for further details but in most cases such a breakdown or a corresponding near-breakdown can be overcome by a look-ahead step, see [8] , [3] , [4] , [2] and further references cited there.
In (6) . For the iterates z,, an additional recurrence related to the one for the residual vectors z, r, is easily derived. The coefficients w, and b,+l in (5) are determined from the biorthogonality conditions (7) and the consistency condition p, (0) 1 (see [5] ); in fact, only the case m n + 1 of (7) 
+ yoHrn+,
,+ --6,+/6,. As mentioned before, these coefficients w, and ,,+ result basically from observing the biorthogonality conditions (7) for m n + 1, i.e., ( In view of (6) these conditions are not independent; those on the left-hand side are equivalent to those on the fight-hand side. If P, denotes the set ofpolynomials of degree at most n, the latter can be expressed as (15a) (15b) yoHTrn(A)Xn+l 0 (/Trn . On), voHfr(A)Au,,+ 0 (Wr e P).
The conditions (13) are just the special case of (15) The coefficients ton and n+x are found by adapting (24). Since Finally, we need to give formulas for the parameters X,, ,, and r/,, which are determined by a one-and a two-dimensional minimization problem, respectively, el. Moreover, ifin generalization of (26) the polynomials T, satisfy a general three-term recursion that takes the condition 'n (0) 1 into account, i.e., if (41) Tn+1 :--(1 n)Tn-1 + (n -I-On)Tn, then the system of recurrences (28), (29), (32)- (34) is still valid if we replace X,,, 0, by X,,, r/, in (32)-(34). In the Krylov space these recurrences turn into (40c), (40b), (40i), (40m), and (40n), respectively, and they also yield (40j) and (400). Consequently, (40a)-(40c) and (40i)-(40p) also yield a realization of a product method in which the Lanezos polynomials are combined with a sequence of polynomials -, satisfying a three-term recursion (41). For example, one could use shifted and scaled Chebyshev polynomials here to obtain a Lanczos-Chebyshev method.
It is known, see, e.g., [5] , that the zeros of p, and a,, can be determined from the These zeros can at best in a veryvague way be considered as approximations to individual eigenvalues of A. Note in particular that they have no influence on the polynomials p,, and a,, and, afortiori, on their zeros.
3. Numerical examples. First, we present several examples with non-Hermitian banded Toeplitz matrices of order N 200. For these matrices, the behavior of the spectrum in the limit N --, o is known [6] , [13] , but this is nearly irrelevant here. What counts for the convergence ofiterative methods is the e-pseudospectrum Ae, which, when N is large and e is small, is according to Reichel and Trefethen [9] approximately equal to the following union of three sets:
(43) A, (A + A,) f t Here, A + Ae denotes the exact spectrum with disks of radius e around each eigenvalue. To describe fl and fn, we need to look at the images (S) and (SR) of the circles of radius r and R, respectively, under the mapping by the symbol of the Toeplitz matrix, f and fn contain the points C with respect to which (S) and (Sn) have positive and negative, respectively, winding number. The radii r < 1 and R > 1 depend on e and N according to r := (e/c) /N and R := (e/C) -t/g, where c and C are some constants, which for the plots in [9] have been set to 1. See Reichel and Trefethen [9] for details and for plots corresponding to some of our examples.
Banded Toeplitz matrices are of relevance in applications, since the discretization of partial differential equations often leads to such a matrix or a low-rank modification of one. [9] . Our results are shown in Fig. 3 . Both our complex BICGSTAB and the (also complex) BICGSTAB2 do very well, but the difference in their behavior is now, not unexpectedly, much smaller.
Again, one needs to point out that the dots for GMREs(o) represent the optimal residual norm convergence, but that the computational and, in particular, the memory requirements for this method are considerably higher.
Example 4. We finally consider a "real world" example from the Harwell-Boeing collection of large sparse test matrices, namely OILGEN1, a matrix of order 2205 with 14'133 nonzeros, which comes from an oil reservoir simulation on a 21 x 21 x 5 grid. Figure 4 shows the convergence .history for BICGSTAB and BICGSTAB2, both applied without preconditioning. BICG and BICGS were also tried, but the former converges again only about half as fast (requiring more than 200 iterations to reduce the relative residual to 10-) and the latter has so many steep peaks in its residual convergence history that the curve would cover up most ofwhat is now shown in Fig. 4 . In this difficult example these methods are no longer able to produce a smooth convergence curve, but they do much better than BICG and BICGS. 
