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the reference 1D model. The non-linear effects are taken into account by recomputing raypaths in the perturbed model and re-inverting, iterating this process two times. Regularisation is achieved by smoothing and flattening, i.e., by minimizing the first and second derivative of the model. The optimum regularization weights were determined by repeatedly splitting the data set into two parts and then choosing that regularization weight for which (on average) the model obtained by inversion of the first half set resulted in the smallest residual of the second half. Additionally, the origin time of earthquakes can be shifted freely, and limited hypocenter locations are allowed. The use of station terms can compensate for differences in near-receiver structure and station elevations, but can also cause artifacts in the mantle model. For this reason, we prefer to correct for elevation and near-receiver structure explicitly where we assume the crustal model of Zhao et al. (S4) , which is based on wide-angle data. The ray density for the final iteration is shown in Fig. S2 .
The final model achieves a variance reduction of 93% (linearised estimate) or 86% (based on raytracing) (Fig. S3 ). The final residual is slightly larger than the a priori estimate of the error in the travel time observations (∼0.07 s), which was obtained by comparing the relative residuals for several events with similar epicenters. The (small) difference can mostly likely be attributed to deviations of the model ray paths from the actual ones and to unmodeled physics or structure, e.g., E-W variations in structure, and directional dependence of seismic velocities due to anisotropy.
Additional synthetic tests
The horizontal slab model (Fig. S4A ) is designed to test whether the deep structure below 300 km is an artifact of the inversion. The inversion of the 'perfect' synthetic data (Fig. S4B) shows that we clearly recover the lateral position and approximate amplitude of the contrast at 32
• N. Within the limits of resolution stated above (∼60 km horizontally), the sharpness of the boundary is also well recovered. However, towards the northern and southern limits of the model, where ray coverage decreases, the recovered anomaly decreases somewhat, and we do not recover the full anomaly. The lower limit of the anomaly is less well resolved: instead of the sharp boundary in the starting model we find a smoother transition to normal velocities. In spite of this, anomalies below 300 km are much smaller than the correctly imaged anomalies at shallower depths. This test implies that the deep velocity contrasts observed in the tomographic image are real and not the result of smearing of shallow anomalies. We additionally perturbed the synthetic data with Gaussian noise of a magnitude comparable to that of the actual data . Essentially the same result is obtained except that small scale and small magnitude fluctuations are introduced into the model (Fig. S4C) .
We use the dipping slab model (Fig. S5A ) to assess our ability to resolve the dip of the boundary between high and low velocities. Again, there is no substantial difference between the inversions of the noise-free data ( Fig. S5B ) and the noisy data (Fig. S5C ).
The geometry of the descending slab is reasonably well recovered, however the dip angle is increased by about 10
• . A similar steepening of the apparent dip was also found for other dipping angles. It is thus possible that the actual dip angle of the boundary between high and low velocities is up to 10
• shallower than the imaged dip. The last synthetic model, a simple vertical slab (Fig. S6A ) concerns the question whether the high velocity anomaly in the shallow upper mantle, which extends up to 33
• N, could be the result of smearing of deeper structure. The basic geometry, magnitude and dip angles of the anomaly are well recovered (Fig. S6B,C) . Some smearing is apparent in the fact that, above 200 km, velocities are apparently faster north of the high velocity slab than south of it but the smearing-related anomaly is much smaller than the anomaly imaged within the slab. Therefore, the high velocity anomaly between 32
• and 33
• N cannot be explained by smearing of deeper structure, even though smearing might have enhanced it somewhat. Smearing also implies that the apparent dip of the high velocity anomaly, and the opposing low velocity anomaly is not well constrained. Although it cannot be excluded with absolute certainty it is also unlikely that the structure resulted from smearing of shallow structure, e.g., unmodeled crustal anomalies. In order to produce a comparable travel time anomaly, a previously unnoticed crustal thickness variation of more than 5 km over a short lateral distance would be required whereas by now there is ample evidence for a smoothly varying Moho with little small-wavelength, high amplitude topography (S4, S5). Fig. S1 . Distribution of earthquakes, which were used in the tomographic inversion. The center of the equidistant projection is coincident with the center of the INDEPTH III array and shows the events for which P phases could be picked. Circles mark epi-central distances of 30
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• of the strike of the array are shown with solid circles; only those events were used in the inversion. Events outside this azimuth range are shown with open circles; they were not used in the tomographic inversion. Ray path length (km/node) Fig. S2 . Ray path length per node. The area shown is larger than for the tomographic image in the main part (Fig 2) and the synthetic tests ( Fig. S4-6 ). The outer and inner dashed lines indicate area shown in Figures 2, S4-S6 , and the resolved part indicated in Fig. 2 . C SLAB90, Noisy data, no station terms -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 P-wave % slowness anomaly Fig. S6 . Vertical slab synthetic test. Starting model (A), result of linear tomographic inversion using perfect synthetic data (B) and using synthetic data perturbed with realistic Gaussian noise (C). Figure format is as in Fig. 2 of the main part. 
