Recently in [1, 2] , Bromideh introduced the Kullback-Leibler Divergence (KLD) test statistic in discriminating between two models. It was found that the ratio minimized Kullback-Leibler divergence (RMKLD) works better than the ratio of maximized likelihood (RML) for small sample size. The aim of this paper is to generalize the works of Ali-Akbar Bromideh by proposing a hypothesis testing based on Bregman Divergence (BD) in order to improve the process of choice of the model. We investigate the problem of model choice and propose a unified method for model selection and estimation procedure with desired theoretical properties and computational convenience. After observing n data points of unknown density f; we firstly measure the closeness between the bias reduced kernel density estimator and the first estimated candidate model. Secondly between the bias reduced P. Ngom, J. de D. Nkurunziza and C. Ogouyandjou 190 kernel density estimator and the second estimated candidate model. In these two cases, BD and the bias reduced kernel estimator [3] focuses on improving the convergence rates of kernel density estimators are used. We establish the asymptotic properties of BD estimator and approximations of the power functions are deduced. The multi-step MLE process will be used to estimate the parameters of the models. We explain the applicability of the BD by a real data set and by the data generating process (DGP). The Monte Carlo simulation and then the numerical analysis will be used to interpret the result.
Introduction
Bregman introduced for convex functions [4] [5] [6] [7] , the nonnegative measure of dissimilarity. His motivation was the problem of convex programming, but in the subsequent literature it became widely applied in many other problems under the name Bregman distance in spite of that it is not in general the usual metric distance (it is a pseudo-distance which is reflexive but neither symmetric nor satisfying the triangle inequality). In the last decade, BD has become an important tool in many research areas. For instance, several specific BD, such as Itakura-Saito Distance [8] , Kullback-Leibler Divergence (KLD) [9] , and Mahalanobis Distance [10] have been used in machine learning as the distortion functions (or loss functions) for clustering tasks. These divergences have been used in generalizations of principal component analysis to data with distributions belonging to the exponential family. Although, the goodness-of-fit and significance testing is initially used in selection of two probability densities; many models selection criteria have been proposed so far. Classical model selection criteria using least square error and log-likelihood include the p C -criterion, cross-validation (CV), the Akaike Information Criterion (AIC) based on the well-known KullbackLeibler divergence, Bayesian Information Criterion (BIC), a general class of criteria that also estimates the Kullback-Leibler Divergence (KLD). These criteria have been proposed by Mallows [11] , Akaike [12] , Schwarz [13] and Konishi and Kitagawa [14] , Toma [15] , respectively. Mohd Saat et al. [16] compared RML with Vuong's closeness test [17] to discriminant between Gamma and Weibull, in which they found both methods relatively similar.
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Basu et al. [18] compared RML with Kolmogorov-Smirnov and chi-squared (with asymptotic properties) and some inconsistency among them are reported. Despite of significant amount of work on discrimination measures by different methods, in the study of the problem of model selection with divergence type statistics, it is convenient to use some convenient asymptotically standard tests based on Pearson chi-square statistics. A well known difficulty is that each chi-square statistic tends to become large without an increase in its degrees of freedom as the sample size increases. As a consequence goodness-of-fit tests based on Pearson type chi-square statistics will generally reject the correct specification of every competing model. In order to circumvent such a difficulty, a popular method for model selection, which is similar to use of Akaike Information Criterion (AIC), consists in considering that the lower the chi-square statistic, the better is the model. The preceding selection rule, however, does not take into account random variations inherent in the values of the statistics. The purpose of this paper is to generalize the works of Ali-Akbar [1, 2] by proposing a hypothesis testing based on Bregman divergence in order to improve the process of choice of the model. Our model selection approach differs from him. We propose here a procedure for taking into account the stochastic nature of these differences so as to assess their significance. The testing procedure for model selection will be based on the comparison of the value of Bregman type statistic to critical values from a standard normal table. The procedures considered here are testing the null hypothesis that the competing models are equally close to the observed data versus the alternative hypothesis that one model is closer to the real data, where closeness of a model is measured according to the discrepancy implicit in the Bregman divergence type statistic used.
The rest of the paper is organized as follows: We give some basic notation and general results in Section 2. In Section 3, theoretical properties of the Bregman divergence estimator are obtained. Applications for testing hypothesis are given in Section 4. Numerical studies are presented in Section 5 and finally the conclusion appears in Section 6. 
Note that 
X X
In this following section, we present the brief review of this estimator.
A bias reduced kernel estimator
Kernel density estimator was first introduced by Rosenblatt [19] and Parzen [20] . Suppose that n X X ..., , 1 is a simple random sample from the unknown density function f. Let K be a function on real line, i.e., the "kernel", and let h be a positive value, i.e., the "bandwidth". Then the kernel density estimator of f is defined as:
To make the estimator meaningful, we introduce a measurable function K that satisfies the following conditions:
Then from (3) and (4), we have
Devroye and Gyorfi [21] showed that the optimized bandwidth is
and then the optimal MSE is of the order . 5 4 n Xie and Wu [3] introduced a new type of density estimator in order to reduce bias, investigated and calculated its bias, variance and MSE which show some improvement over the ordinary kernel density estimator. Since the leading term of the bias is unavailable due to the unknown f, we can simply use its estimation to reduce the bias of the ordinary kernel density estimator, i.e.,
As result, the proposed estimator is
where
is given by (2) . From the way of construction, this new estimator should be able to reduce the bias and thus the MSE. To see whether this is the case or not, they next calculated the bias and the variance of .
,
These following regularity conditions on f, K and h are in need:
and nh as . n Theorem 1 (Xie and Wu [3] ). Under (1), (2) and (3), 
A brief review of Bregman divergence
Divergences are distance-like functions, widely used to assess the similarity between two objects. Several authors proposed generalized divergences which encompass these classical divergences:
(1) Csiszar's divergence [22] , which is a generalization of Amari's -divergence [23] . Both these divergences encompass the Kullback-Leibler (KL) divergence and its dual.
(2) Bregman divergence [24, 25] , which encompasses the Euclidean (EUC) distance, the KL divergence and the Itakura Saito (IS) divergence.
As a distance, a divergence should be nonnegative and separable.
However, a divergence does not necessarily satisfy the triangle inequality and the symmetry axiom of a distance.
Bregman (see [4] [5] [6] [7] ) introduced for a convex subset of a Hilbert space S and S : a c o n t i n u o u s l y d i f f e r e n t i a b l e strictly convex function; the (8) where y stands for the gradient of evaluated at y and , is the standard Hermitian dot product. Thus, the Bregman divergences between two probability density functions f and g is given by
where X is a support of the two density functions, f and g; and t the derivative of t respected to t. On the other hand, Basu et al. [26] , Minami and Eguchi [27] introduced the basic beta-divergence and many researchers investigated their applications including [28, 29] . The main motivation was to develop the link between beta-divergence and Bregman divergence.
It is also interesting to note that, the beta-divergence has to be defined in 
and 0 n is a sequence of positive constants. In this following section, we will assume
to be finite and we will use the methods developed in [32] to establish convergence results for our estimator . ,
Theoretical Properties of the Bregman Divergence Estimator
For proving such consistency results, one usually writes the difference
as the sum of a probabilistic term , , ,
, ,
and a deterministic term
the so-called bias. Throughout the remainder of this paper,
is given by
where n A is defined in (11) . we have with probability 1
We have
and is linear, i.e., . , , , , 
where denotes, the supremum norm, i.e., . sup :
Therefore,
Whenever K is measurable and satisfies (K3)-(K4) and by the remark 
Repeat the arguments above in the terms by f. We show that, for any ,
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In [33] , when the density f is uniformly continuous, we have for each pair of sequence
Thus, 1 6 ) is deduced the proof of the lemma. we have with probability 1
Combining Lemmas 1 and 2, we obtain
This entails that, as , n
It concludes the proof of the theorem.
Applications for Testing Hypothesis

Test for goodness-of-fit
Recall the hypothesis testing (1) written as follows: 
have the same asymptotic distribution. Now by Corollary 2.1 in Dik and de Gunst [34] the result follows.
We consider now the case when the model is not specified, i.e., F H :
F Let us introduce the two important regularity assumptions.
- 1 A Under the regularity conditions on the dominated model, the MLE is unique and asymptotically normal under , F 
Proof. A first order Taylor expansion gives
and
have the same asymptotic distribution.
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In view of 1 A and 2 A we have
where 2 is given by (18) . This completes the proof. Thus, thanks to the goodness-of-fit test, it is possible to choose the best model among a collection of candidate models to be the one which is close to the true distribution according to the Bregman divergence. 
Test for model selection with Bregman divergence
m e a n s t h a t F is better than , F
m e a n s t h a t F is worse than . F
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To define the model selection statistic, let us give this next lemma.
Lemma 3. Under the assumptions of Theorem 5, we have
(ii) for model F 
Proof. The result follows from a first order Taylor expansion.
We define
which is the variance of Theorem 6 is quite general and gives us a wide variety of asymptotic standard normal tests for model selection based on Bregman divergence type statistic.
Numerical Studies
Life-data
We analyze a real life-data set in which a selection between Gamma and log-normal distributions is of a prime interest.
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Data set. Suppose the following observations [35] are used to test whether the data come from a Gamma or a log-normal. The data given arose in tests on endurance of deep groove ball bearings. The data are number of million revolutions before failure for each of the lifetime tests and they are: 17 The unfortunately we cannot consider the MLE n ˆ as a good estimator process because the calculation of the MLE as a solution of equation (24) is computationally too complicated.
We introduce the multi-step MLE process [36] , which in this case provides us an estimator n such that For the data at hand, Ali-Akbar and Reza [2] proved that Gamma fits better in discrimination between Gamma and log-normal distributions using Bregman divergence is the non-symmetric measure of the difference (dissimilarity) between two probability distributions.
Figure 1.
The histogram with log-normal and Gamma density functions for the given data set.
Being interested to select the model minimizing the BD as the best model, i.e., . 000002 . 0 U At 5% significance level, we compare U with -1.96 and 1.96. U falls between -1.96 and 1.96, we conclude that both estimated models fit the data equally well. Figures 1 and 2 show that these models may provide similar data fit for moderate sample sizes. Note that many observed data are concentrated between 40 and 80 considering the axis of the X of our figures. 
Simulation study
To illustrate well our model selection procedure, we have defined our candidate models, Bregman divergence type statistic to measure the closeness between our candidate models and reduced bias kernel density estimator. Consider the data generated from a mixture of Gamma and lognormal distributions. These two distributions are calibrated by the multi-step MLE process from the data set defined in Subsection 5. converge approximately to zero at the rate of n, as expected when the models are correctly specified and when the models are misspecified. With respect to our U, it diverges to at the approximate rate of . n In Tables 3, 4 and 5, we observed a large percentage of incorrect decisions. This is because both models are now incorrectly specified. In contrast, turning to the second halves of Tables 1 and 2 , we first note that the percentage of correct choices Improved Estimators of Bregman Divergence for Model Selection … 219 using model selection statistic steadily increases and ultimately converge to 100%. As a consequence, the probability of correct choice (PCS) based on Monte Carlo simulation is found to be significantly higher in choosing the correct model in this selection procedure based on Bregman divergence. The preceding comments for the second halves of Tables 1 and 2 also apply to the  second halves of Tables 3 and 4. Table 5 also confirms our asymptotics results: as sample size increases, the percentage of rejection of both models steadily decreases but still keeping the highest percentage. In all figures, we plot the histogram of datasets and overlay the curves for Gamma and lognormal distributions. They all (figures) show that these two distributions (Gamma and log-normal distributions) are close and closely approximate the data. This is because these distributions are often interchangeable and commonly used to model certain lifetimes in reliability and survival analysis (Wiens [38] ). When the DGP is correctly specified (Figure 1 ), the log-normal distribution has reasonable chance to be distinguished from Gamma distribution. Similarly, in Figure 2 , as can be seen, the Gamma distribution closely approximates the data sets. In Figures 3 and 5, these two distributions are close but the log-normal ( Figure 3 ) and the Gamma distributions ( Figure   5 ) do appear to be much closer to the data sets. When 
Conclusion
In this paper, we have studied the problem of selecting estimated models using Bregman divergence type statistics. In particular, we have proposed some asymptotically standard normal and hypothesis tests based on Bregman divergence type statistics. We suggest using robust estimators such as the corresponding multi-step MLE process estimators for guaranteeing the optimality like consistent and efficient estimators. We investigate tests for model selection which are designed to determine whether the estimated candidate models are as close to the true distribution against alternative hypothesis that one estimated model is closer, where the closeness is measured according to the discrepancy implicit in the Bregman divergence type statistic used. Theoretical properties, such as consistency and rate of convergence of the Bregman divergence estimator are studied. We also show that with proper choice of the bias reduced kernel density estimator, one can ensure the improvement on convergence rate to the true distribution. Both simulated and real example show that the model selection procedure based on the Bregman divergence criterion competitively especially in small samples.
