Summary -Arguing from a Bayesian viewpoint, Gianola and Foulley (1990) 
for estimating variance (Thompson, 1962; Patterson and Thompson, 1971 (Harville, 1974 There are at least 2 potential shortcomings of REML (Gianola and Foulley,1990 Macedo and Gianola (1987) , Gianola et al (1990a, b) and Gianola and Foulley (1990) ; only a summary is given here. Consider the univariate mixed linear model:
where: y: data vector of order n x 1; X: known incidence matrix of order n x p; Z i : known matrix of order n x q i ; p: p x 1 vector of uniquely defined &dquo;fixed effects&dquo; (so that X has full column rank); u i : q i x 1 &dquo;random&dquo; vector; and e i : n x 1 vector of random residuals. The conditional distribution which generates the data is.
where R is an n x n known matrix, assumed to be an identity matrix here, and Q e 2 is the variance of the random residuals. [7] were employed following Gelfand et al (1990) , and difficulties were not encountered. However, informative or non informative priors other than [7] should be used T in applications where it is postulated that at least one of the variance components is close to O.
JOINT AND FULL CONDITIONAL POSTERIOR DISTRIBUTIONS
Denote u' = ui, ... , u!) and v' = (Q!1, ... , Qu!). Let f = (u!...,u!_i,u!i,...,u!) and v' _ (a2 ' !2 !z . !2 ) b e u ' ' U-i = -U1&dquo;&dquo;,Ui-1,Ui+1&dquo;&dquo;'Uc c an y-i = aU1&dquo;..,aU'-1,aUH1&dquo;..,auc v.! e U and yf with the ith element deleted from the set. The joint posterior distribution of the unknowns (fi, u, y and ud) is proportional to the product of the likelihood function and the joint prior distribution. As shown by Macedo and Gianola (1987) and Gianola et al (1990a, b) , the joint posterior density is in the normal-gamma form:
The full conditional density of each of the unknowns is obtained by regarding all other parameters in [8] The full conditional density of Q e is in the scaled inverted X 2 form: c c with parameters v e = n and sd
full conditional density of a!, also is in the scaled inverted X 2 form:
with parameters v u;
= q i and s 2 = u!G71 t . ui/qi.
The full conditional distributions [9] [10] [11] [12] A numerical integration scheme known as Gibbs sampling (Geman and Geman, 1984; Gelfand and Smith, 1990; Gelfand et al, 1990; Casella and George, 1990) circumvents the analytical problem. We call k the length of the Gibbs sequence, Ask -oo, the points from the kth iteration are sample points from the appropriate marginal distributions. The convergence of the samples from the above iteration scheme to drawings from the marginal distributions was established by Geman and Geman (1984) and restated by Gelfand and Smith (1990) and Tierney (1991) . It should be noted that there are no approximations involved. Let the sample points be: with a = a;/a!, and the covariance matrix is: with c ii = 1/(n;. + a). Because the covariance matrix is diagonal, each u i can be generated independently as:
The conditional density of a; in !11! can be written as:
Because e e XN , it follows that ud -Ns!x&dquo;i/, so [31] If inferences are to be made about the intraclass correlation p = ufl /(ufl + a;), the Jacobian of the transformation from , to p is J = !e/(1 -p) 2 , so from !40!, considering a; as fixed, the marginal density of the intraclass correlation is:
Densities of any functions of the variance components can be estimated in a similar manner. Density [39] can also be used to make the transformations. Note that the Gibbs sampler [13] [14] [15] [16] does not need to be run again to obtain the densities of the functions of variance components.
Plots were generated using densities [39] [40] [41] [42] Figure 1 represents a situation where 50% of the total variance is &dquo;due to sires&dquo;, ie, a high intraclass correlation; as noted earlier, this is not possible genetically. All posterior distributions were unimodal, and convergence of the Gibbs sampling scheme to the appropriate marginals was achieved with k = 20 and k = 300, as it can be ascertained from direct inspection of the curves. Because of the limited information contained in data set I(q = 10, n = 5), posterior densities were not symmetric, so the mean, mode and median differ. The median was closer to the true values of the parameters than the mean and the mode; this was true for all 4 distributions considered.
For data sets II-IV, with heritabilities ranging from 20-80%, and number of sires from 50 to 1000, the posterior densities (figs 2-4) were nearly symmetric, so the 3 location statistics were very similar to each other. In figure 4 , corresponding to a! = 1, Q e = 10 and to a data set with 1000 sires and a total of 20 000 records, the posterior coefficients of variation were approximately 1% for or and 9% for the remaining parameters. This illustrates the well known result that Q e is less difficult to estimate than or or functions thereof. The plots suggest convergence of the Gibbs sampler at values of k as low as 10-20.
Some difficulties were encountered with the Gibbs sampling schemes in designs V and VI (fig 5 and 6, respectively) . These designs correspond to situations of low heritability and of mild information about parameters contained in the data.
While there was no problem in general with the posterior distribution of Q e, this was not so for the remaining 3 parameters. Typical problems were bi-modality or lack of smoothness in the left tail of the estimated densities. These were found to be related to insufficient Gibbs sample size, and were corrected by increasing the Gibbs sampling size (m). Compare, for example, the dotted (m = 300) with the solid (m = 3 000) curves in figure 6 . A more awkward distribution requires more samples to be characterized accurately. Gibbs sampling is iterative. In this respect, there are 2 issues of concern: convergence and uniqueness. However, Geman and Geman (1984) Gianola and Foulley (1990 
