MixUp as Directional Adversarial Training by Archambault, Guillaume P. et al.
ar
X
iv
:1
90
6.
06
87
5v
1 
 [c
s.L
G]
  1
7 J
un
 20
19
MixUp as Directional Adversarial Training
Guillaume P. Archambault
School of Electrical Engineering and Computer Science, University of Ottawa
Ottawa, ON K1N 6N5, Canada
gperr050@uottawa.ca
Yongyi Mao
School of Electrical Engineering and Computer Science, University of Ottawa
Ottawa, ON K1N 6N5, Canada
yymao@eecs.uottawa.ca
Hongyu Guo
National Research Council of Canada
1200 Montreal Road, Ottawa, ON K1A 0R6, Canada
hongyu.guo@nrc-cnrc.gc.ca
Richong Zhang
School of Computer Science, Beihang University
37 Xueyuan Rd., Haidian Dist., Beijing 100191, China
zhangrc@act.buaa.edu.cn
Abstract
In this work, we explain the working mechanism of MixUp in terms of adversarial
training. We introduce a new class of adversarial training schemes, which we refer
to as directional adversarial training, or DAT. In a nutshell, a DAT scheme perturbs
a training example in the direction of another example but keeps its original label
as the training target. We prove that MixUp is equivalent to a special subclass
of DAT, in that it has the same expected loss function and corresponds to the
same optimization problem asymptotically. This understanding not only serves
to explain the effectiveness of MixUp, but also reveals a more general family of
MixUp schemes, which we call UntiedMixUp. We prove that the family of Untied
MixUp schemes is equivalent to the entire class of DAT schemes. We establish
empirically the existence of Untied Mixup schemes which improve upon MixUp.
1 Introduction
The success of neural network models in the modern paradigm of deep learning often requires the
construction of complicated networks with a large number of parameters (see, e.g., [6, 16, 3]). Such
network models thus often have overwhelmingly high capacities. Although it is still unclear to
date what makes a neural network generalize well[17, 1], the high capacities of these models are
observably prone to overfitting and effective regularization techniques are highly demanded in the
training of these models.
Beyond the classical regularization techniques such as weight decay [8] or dropout [13], recent
research has been paving the ways in two new directions.
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Figure 1: The relationship between MixUp, DAT and Untied MixUp.
One direction is adversarial training[14], in which a training example is perturbed under a certain
designed strategy in the data space and the perturbed example is trained using its original label.
This allows the model to consider some unseen region near the data point as having the same label,
thereby further constraining the model and pushing it towards better generalization. Such a tech-
nique has shown to be effective and has attracted active research interest (see, e.g., [4, 11, 2, 12, 7]).
Another direction is known as “MixUp”[18], in which one synthesizes a new training example by
interpolating a pair of training examples and using a weighted combination of their respective labels
as the training objective. Despite its appealing effectiveness demonstrated in recent literature [18,
5, 15], the working mechanism of MixUp has not been well understood to date. The authors of [5]
suggest viewing MixUp as imposing certain “local linearity” on the model using points outside of
the data manifold. Though this is correct, it still does not fully explain why MixUp works.
This research is motivated by a curiosity to better understand the working of MixUp. In this work,
we discover that the working principle of MixUp is in fact very similar to that of adversarial training.
More precisely, we show that MixUp can be seen as “equivalent”, in a particular sense, to a new
family of adversarial training schemes, which we call Directional Adversarial Training, or DAT. In
DAT, the strategy of perturbing examples does not follow the conventional approaches, e.g, that of
[4]. Instead, to perturb an example x, DAT picks a random example x′, draws a random fractional
number λ from a prescribed distribution, and perturbs x towards x′ by (1−λ) fraction of the distance
between x and x′.
The consequence of establishing the equivalence between MixUp and DAT is two-fold. First it
allows an understanding of MixUp from the viewpoint of adversarial training. On one hand, this
viewpoint at least partially explains the effectiveness of MixUp. On the other hand, it also allows
the insights developed in literature of adversarial training to assist further developing MixUp, and
vice versa. The second consequence of this equivalence is that it shows that MixUp is only equivalent
to a subclass of DAT. Two questions then naturally arise.
1. What are the other members of the DAT family that do not correspond to MixUp?
2. Can these members be employed in regularization schemes as effective as, or even better
than, MixUp?
Question 1 is fully resolved in this work. We show that there is a more general family of MixUp
schemes, which we call Untied MixUp and that every member of DAT is equivalent to some mem-
ber(s) of the Untied MixUp family. The relationship between MixUp, DAT, and Untied MixUp is
shown in Figure 1.
We also have investigated Question 2 experimentally. We perform an ad hoc search in the space of
Untied MixUp schemes and experimentally evaluate their performances. Our results suggest that,
indeed, some Untied MixUp schemes can be confidently claimed as more effective than the best
known MixUp.
2
Finally we note that this paper has another contribution. ConventionallyMixUp is only applicable to
baseline models defined using the cross entropy loss. All analytical results we develop in this paper
are in fact applicable to a much wider model family, beyond those defined using cross-entropy loss.
In a sense, we have presented a generalization of MixUp in another dimension.
Necessary proofs of our results are included in Supplementary Materials.
2 MixUp as Directional Adversarial Training
2.1 Classification Models with Target-Linear Loss Functions
Consider a standard classification problem, in which one wish to learn a classifier that predicts the
class label for an object.
Formally, let X be a vector space in which the objects of interest live and let Y be the set of all
possible labels of these objects. The set of training examples will be denoted by D, identified with
a subset of X . We will use t(x) to denote the true label of x. Let F be a neural network function,
parameterized by θ, which maps X to another vector space Z . Let ϕ : Y → Z be a function that
maps a label in Y to an element in Z such that for any y, y′ ∈ Y , if y 6= y′, then ϕ(y) 6= ϕ(y′).
Usually one would also require ϕ(y) and ϕ(y′) to be sufficiently apart under some metric in Z . But
this is not a primary concern of this paper.
In the space Z , we refer to F (x) as the model’s prediction for x and ϕ(t(x)) as the training target
of x.
Let ℓ : Z × Z → R be a loss function, using which one defines an overall loss function as
L :=
1
|D|
∑
x∈D
ℓ (F (x), ϕ(t(x))) (1)
Here we have taken the notational convention that the second argument of ℓ represents the target
whereas the first represents the model’s prediction.
In this setting, the learning problem is then formulated as minimizingLwith respect to its parameter
θ.
We now single out a family of classification models. To that end, we say that the loss function
ℓ(z′, z) is target-linear if for any scalars α and β, ℓ(z′, αz1 + βz2) = αℓ(z
′, z1) + βℓ(z
′, z2).
As examples, we next give two families of models that have target-linear loss functions.
Models with cross-entropy loss. Let Z be Zp, namely, the family of all distributions over Y . Each
a ∈ Y can be associated with a trivial distribution δa ∈ Zp defined by δa(y) = 1 if and only if y = a.
Viewed as a vector, δa is simply the “one-hot vector” with 1 on the a
th location. The association of
a ∈ Y with δa ∈ Zp essentially defines the function ϕ. That is, ϕ(a) = δa. In this setting, the loss
function ℓ can be taken as the cross-entropy loss ℓCE, defined by
ℓCE(q, p) :=
∑
y∈Y
p(y) log q(y).
for any two p, q ∈ Zp.
Models with negative-cosine loss. Let Z := Zu, namely the set of all unit length vectors in some
vector space RM . Each y ∈ Y is mapped to a distinct vector in Zu under ϕ. In this setting, let the
loss function ℓ be ℓNC, defined as
ℓNC(z
′, z) := −z′Tz
Note that ℓNC(z
′, z) is essentially the negative cosine similarity between z and z′, which we call the
“negative-cosine loss”.
Lemma 1 The ℓCE and ℓNC are both target-linear.
In the paper, we restrict our discussion to the models in which the loss function ℓ is target-linear1.
1In fact, all theoretical results developed in this paper can be extended to models with “target-affine” loss
functions, where the “target-affine” property extends the definition of target-linearity in a natural way.
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Much of the development in this paper concerns drawing objective pairs (x, x′) fromD×D. For later
use, a distributionQ onD×D will be called exchangeable, or symmetric, if for any (x, x′) ∈ D×D,
Q(x, x′) = Q(x′, x). Throughout the paper, we will assume that there is a symmetric distribution
Q on D ×D. In practiceQ is often taken as the uniform distribution.
Throughout the paper, we will use capitalized letters, e.g., X , to denote random variables, and
their lower cased counterparts, e.g., x, to denote values that the random variables make take. Any
sequence, (a1, a2, . . . , an) will be denoted by a
n
1 . Likewise (A1, A2, . . . , An) will be denoted by
An1 , and a sequence of object pairs ((x1, x
′
1), (x2, x
′
2), . . . , (xK , x
′
K)) denoted by (x, x
′)K1 .
Suppose that (x, x′)K1 is a length-K sequence of object pairs drawn from D × D; the sequence
will be called symmetric if the empirical distribution of (X,X ′) observed in (x, x′)K1 is symmetric.
Alternatively put, the sequence (x, x′)K1 is said to be symmetric if for every (a, b) ∈ D × D, the
number of occurrences of (a, b) in the sequence is equal to that of (b, a).
For any value a ∈ [0, 1], we will use a as a short notation for 1− a.
2.2 MixUp
For any x, x′ ∈ D and any λ ∈ [0, 1], denote
ℓMix(x, x′, λ) := ℓ
(
F (λx+ λx′), λϕ(t(x)) + λϕ(t(x′))
)
(2)
Let PMix be a distribution over [0, 1], andK be a positive integer. In MixUp, a sequence (x, x′)K1 :=
((x1, x
′
1), (x2, x
′
2), . . . , (xK , x
′
K)) of example pairs are drawn i.i.d. fromQ, and a sequence λ
K
1 :=
(λ1, λ2, . . . , λK) of values are drawn i.i.d. from P
Mix. Define
LMix
(
(x, x′)K1 , λ
K
1
)
:=
1
K
K∑
k=1
ℓMix(xk, x
′
k, λk) (3)
LMix
(
(x, x′)K1
)
:= E
λK
1
iid
∼PMix
LMix
(
(x, x′)K1 , λ
K
1
)
(4)
Above we have overloaded the notation LMix. One should distinguish its meaning according to the
argument it takes. In MixUp, the overall loss function is taken as LMix
(
(x, x′)K1 , λ
K
1
)
for a random
choice of ((x, x′)K1 , λ
K
1 ) as defined above and is minimized with respect to network parameter θ. In
MixUp, we refer to PMix as the mixing policy.
Lemma 2 For any fixed infinite sequence (x, x′)∞1 and any infinite sequence of i.i.d. random vari-
ables Λ∞1 drawn from P
Mix, let LMix
(
(x, x′)K1 ,Λ
K
1
)
be defined according to (3), with the first K
elements of (x, x′)∞1 and the firstK elements of Λ
∞
1 as input. Let
δMix := max
(x,x′)∈D×D
sup
(λ,λ′)∈[0,1]×[0,1]
∣∣ℓMix(x, x′, λ)− ℓMix(x, x′, λ′)∣∣ .
Then for any ǫ > 0, Pr
[∣∣∣LMix ((x, x′)K1 ,ΛK1 )− LMix ((x, x′)K1 )∣∣∣ ≥ ǫ] < 2 exp(− 2ǫ2δ2
Mix
·K
)
.
By this lemma, asK increases, LMix
(
(x, x′)K1 ,Λ
K
1
)
converges to LMix
(
(x, x′)
K
1
)
in probability.
2.3 Directional Adversarial Training (DAT)
For any x ∈ D, x′ ∈ X and λ ∈ [0, 1], we denote
ℓDAT(x→ x′, s) := ℓ (F (sx+ sx′), ϕ(t(x))) (5)
Let PDAT be a distribution over [0, 1] and let K be a positive integer. In Directional Adversarial
Training, or DAT, a sequence (x, x′)K1 := ((x1, x
′
1), (x2, x
′
2), . . . , (xK , x
′
K)) of example pairs are
drawn i.i.d. fromQ, and a sequence λK1 := (λ1, λ2, . . . , λK) of values are drawn i.i.d. from P
DAT.
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Define
LDAT
(
(x, x′)K1 , λ
K
1 }
)
:=
1
K
K∑
k=1
ℓDAT (xk → x
′
k, λk) (6)
LDAT
(
(x, x′)K1
)
:= E
λK
1
iid
∼PDAT
LDAT
(
(x, x′)K1 , λ
K
1
)
(7)
In DAT, the overall loss function is taken as LDAT
(
(x, x′)K1 , λ
K
1
)
for a random choice of
((x, x′)K1 , λ
K
1 ) as defined above and is minimized with respect to network parameter θ. Note that
this loss function indeed defines an adversarial training scheme, since the training example x is
moved towards the direction of x′ but its label is kept.
In DAT, we refer to PDAT as the adversarial policy.
Lemma 3 For any fixed infinite sequence (x, x′)∞1 and any infinite sequence of i.i.d. random vari-
ables Λ∞1 drawn from P
DAT, let LMix
(
(x, x′)K1 ,Λ
K
1
)
be defined according to (6), with the first K
elements of (x, x′)∞1 and the firstK elements of Λ
∞
1 as input. Let
δDAT := max
(x,x′)∈D×D
sup
(λ,λ′)∈[0,1]×[0,1]
∣∣ℓDAT(x, x′, λ)− ℓDAT(x, x′, λ′)∣∣ .
Then for any ǫ > 0, Pr
[∣∣∣LMix ((x, x′)K1 ,ΛK1 )− LMix ((x, x′)K1 )∣∣∣ ≥ ǫ] < 2 exp(− 2ǫ2δ2
DAT
·K
)
.
The proof of this lemma follows in exactly the same way as that of Lemma 2. It follows from this
lemma that asK increases, LDAT
(
(x, x′)K1 ,Λ
K
1
)
converges to LDAT
(
(x, x′)
K
1
)
in probability.
2.4 Relationship between MixUp and DAT
We first inspect the loss function ℓMix and ℓDAT and the following lemma follows immediately from
the target-linearity of the underlying loss function ℓ.
Lemma 4 For any (x, x′) ∈ D ×D and any λ ∈ [0, 1],
ℓMix(x, x′, λ) = λℓDAT(x→ x′, λ) + λℓDAT(x′ → x, λ)
= EW |λ
{
W · ℓDAT(x→ x′, λ) + (1−W ) · ℓDAT(x′ → x, λ)
}
where W |λ is a Bernoulli(λ) (also written as Ber(λ)) random variable, namely a {0, 1}-valued
random variable that takes value 1 with probability λ.
That is, a single training case with deterministic mixing policy λ in MixUp has the average effect
of two training cases in DAT, where the averaging is over random draws of the two training cases
governed by a Ber(λ) random variable. This simple lemma thus provides a fundamental connection
between MixUp and DAT.
To go beyond MixUp with deterministic policies, let P denote the space of all distributions on [0, 1].
Thus, P is the space of all mixing policies for MixUp as well as the space of all adversarial policies
for DAT. Let D be a mapping from P to P defined as follows. For any distribution p ∈ P , D(p) is
the distribution p′ defined by
p′(λ) := λ (p(λ) + p(1− λ))
for every λ ∈ [0, 1]. We note that it can be easily verified that p′ defined this way satisfies that
p′(λ) ≥ 0 for all λ ∈ [0, 1] and that
∫ 1
0
p′(λ)dλ = 1. Thus p′ is a distribution on [0, 1] and D indeed
maps P to P .
Theorem 1 Let (x, x′)K1 be a sequence of object pairs on which MixUp with policy P
Mix and DAT
with policy PDAT will apply independently. If (x, x′)K1 is symmetric and P
DAT = D(PMix), then
LMix
(
(x, x′)K1
)
= LDAT
(
(x, x′)K1
)
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Under the condition of Theorem 1, we see that the overall loss inMixUp and that in DAT are identical
in expectation. That is, the two optimization problems would be the same if the randomness induced
by their respective probabilistic policies were averaged out. But due to Lemma 2 and Lemma 3, the
overall losses of the two schemes converge in probability to their respective expectations; they must
thus be close to each other for largeK . In fact, the following theorem is easy to prove.
Theorem 2 Let (X,X ′)∞1 be drawn i.i.d. from Q. Let Λ
∞
1 be drawn i.i.d. from P
Mix and applied
to (X,X ′)∞1 using MixUp. LetΥ
∞
1 be drawn i.i.d. from P
DAT and applied to (X,X ′)∞1 using DAT.
If PDAT = D
(
PMix
)
, then
∣∣LMix ((X,X ′)K1 ,ΛK1 )− LDAT ((X,X ′)K1 ,ΥK1 )∣∣ p−→ 0, asK →∞
We note that in this theorem, we no long require that the sequence (X,X ′)K1 has a symmetric em-
pirical distribution. This is because for sufficiently large K , the empirical distribution becomes
arbitrarily close to Q, which is symmetric by definition. This will only cause a diminishing differ-
ence in LMix
(
(X,X ′)K1
)
and LDAT
(
(X,X ′)K1
)
. Then by invoking Lemma 2 and Lemma 3, it
is possible to obtain a lower bound of Pr
[∣∣LMix ((X,X ′)K1 ,ΛK1 )− LDAT ((X,X ′)K1 ,ΥK1 )∣∣ < ǫ]
that approaches 1 asK increases. The proof is somewhat more technical, which we skip.
This theorem suggests that at largeK , as long as (x, x′)K1 is drawn i.i.d. from a symmetric distribu-
tion on D ×D and PDAT = D
(
PMix
)
, the overall loss functions of the two optimization problems
have very close values at each model parameter configuration θ. Thus one may argue that at largeK ,
the two optimization problems have nearly the same loss landscapes and thus have nearly the same
solution. We believe that it is possible to establish sharper theorems to more rigorously support such
a claim, but this merits a lengthier discussion than can be apportioned in this paper.
The fact that MixUp is nearly the same as DAT under certain adversarial policies allows us to explain
the effectiveness of MixUp in terms of adversarial training. In adversarial training, a data point is
moved away from its original location and yet keeps its label to prevent the model from confining
the class boundaries to be very close to the data points. This allows the model to generalize better to
unseen regions in the data manifold, thereby preventing overfitting.
From Theorems 1 and 2, one may conclude that there exists at least a class of DAT schemes that is
equivalent to MixUp in the expected loss or close to the MixUp in the original overall loss. These
DAT schemes are those having an adversarial policy in the form ofD (p), where p is any distribution
on [0, 1]. Then some questions naturally arise. Are there other DAT schemes that do not correspond
to MixUp in this way? If there are, do they serve as more effective regularization schemes than
MixUp?
Before we answer these questions, we need to consider a generalization of MixUp.
2.5 Untied MixUp
Let γ be a function mapping [0, 1] to [0, 1]. The scheme of Untied MixUp is exactly the same as
MixUp, except that we replace ℓMix by another function ℓuMix which also depends on γ and is
defined as
ℓuMix(x, x′, λ, γ) := ℓ
(
F (λx+ λx′), γ(λ)ϕ(t(x)) + γ(λ)ϕ(t(x′))
)
(8)
The corresponding overall loss function LMix
(
(x, x′)K1 , λ
K
1
)
and expected overall function
LMix
(
(x, x′)K1
)
are denoted by LuMix
(
(x, x′)K1 , λ
K
1 , γ
)
and LuMix
(
(x, x′)K1 , γ
)
respectively.
Lemma 5 For any (x, x′) ∈ D ×D and any λ ∈ [0, 1],
ℓuMix(x, x′, λ, γ) = γ(λ)ℓDAT(x→ x′, λ) + γ(λ)ℓDAT(x′ → x, λ)
= EW |λ
{
W · ℓDAT(x→ x′, λ) + (1 −W ) · ℓDAT(x′ → x, λ)
}
whereW |λ is a Ber(γ(λ))) random variable.
Lemma 5 generalizes Lemma 4 to Untied MixUp. Specifically, in MixUp, the Bernoulli parameter
W |λmust be the same as the mixing policy λ. In Untied MixUp, this parameter is “untied” from the
mixing policy, and can be any γ(λ). We will refer to γ as the weighting function. Then an Untied
MixUp scheme is specified both by the mixing policy PMix and the weighting function γ.
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Lemma 6 For any fixed infinite sequence (x, x′)∞1 and any infinite sequence of i.i.d. random vari-
ables Λ∞1 drawn from P
Mix, let LMix
(
(x, x′)K1 ,Λ
K
1
)
be defined according to (3), with the first K
elements of (x, x′)∞1 and the firstK elements of Λ
∞
1 as input. Let
δuMix := max
(x,x′)∈D×D
sup
(λ,λ′)∈[0,1]×[0,1]
∣∣ℓuMix(x, x′, λ, γ)− ℓuMix(x, x′, λ′, γ)∣∣ .
Then for any ǫ > 0, Pr
[∣∣∣LMix ((x, x′)K1 ,ΛK1 )− LMix ((x, x′)K1 )∣∣∣ ≥ ǫ] < 2 exp(− 2ǫ2δ2
uMix
·K
)
.
The proof of this lemma follows similarly to that of Lemma 2.
2.6 Relationship between Untied MixUp and DAT
Let F denote the space of all functions mapping [0, 1] to [0, 1]. Each configuration in P ×F defines
an Untied MixUp scheme.
We now define U, which maps a DAT scheme to a Untied MixUp scheme. Specifically U is a map
from P to P × F such that for any p ∈ P , U(p) is a configuration (p′, g) ∈ P × F , where
p′(λ) :=
1
2
(p(λ) + p(1− λ)) and g(λ) :=
p(λ)
p(λ) + p(1− λ)
Theorem 3 Let (x, x′)K1 be a sequence of object pairs on which an Untied MixUp scheme specified
by (PMix, γ) and a DAT scheme with policyPDAT will apply independently. If (x, x′)K1 is symmetric
and
(
PMix, γ
)
= U(PDAT), then LuMix
(
(x, x′)K1 , γ
)
= LDAT
(
(x, x′)K1
)
.
Note that in the definition of U, g(λ) is undefined at the values of λ for which the denominator is
zero. This may result in γ(λ) in the theorem being undefined for some λ ∈ [0, 1]. But even in this
case, the theorem still holds true. This is because, those λ for which γ(λ) is undefined never gets
drawn in the DAT scheme, thus creating no problem.
We now define another map Du that maps an Untied MixUp scheme to a DAT scheme. Specifically
Du is a map from P ×F to P such that for any (p, g) ∈ P ×F , Du(p, g) is a configuration p
′ ∈ P ,
where
p′(λ) :=
(
g(λ)p(λ) + g(λ)p(1− λ)
)
It is easy to verify that
∫ 1
0 p
′(λ)dλ = 1. Thus p′ is indeed a distribution in P and Du is well defined.
Theorem 4 Let (x, x′)K1 be a sequence of object pairs on which an Untied MixUp scheme specified
by (PMix, γ) and a DAT scheme with policyPDAT will apply independently. If (x, x′)K1 is symmetric
and PDAT = Du
(
PMix, γ
)
, then LuMix
(
(x, x′)K1 , γ
)
= LDAT
(
(x, x′)K1
)
.
When the object-pair data is symmetric, Theorems 3 and 4 suggest that for every Untied MixUp
scheme, there is a DAT scheme giving rise to the same expected overall loss and that the converse
also holds. Thus the family of Untied MixUp schemes and the family of DAT schemes are “equiva-
lent” in their expected overall losses. This equivalence also implies the following result.
Theorem 5 Let (X,X ′)∞1 be drawn i.i.d. from Q. On this object-pair data, an Untied MixUp
scheme specified by (PMix, γ) and a DAT scheme specified by PDAT will apply. In the Untied
MixUp scheme, let Λ∞1 be drawn i.i.d. from P
Mix; in the DAT scheme, let Υ∞1 be drawn i.i.d. from
PDAT. If PDAT = Du
(
PMix, γ
)
or
(
PMix, γ
)
= U(PDAT), then∣∣LMix ((X,X ′)K1 ,ΛK1 , γ)− LDAT ((X,X ′)K1 ,ΥK1 )∣∣ p−→ 0, asK →∞
The equivalence between the two families of schemes also indicates that there are indeed DAT
schemes that do not correspond to a MixUp scheme, answering a question above. These DAT
schemes correspond to Untied MixUp scheme beyond the standard MixUp. The relationship be-
tween MixUp, DAT and Untied MixUp is shown in Figure 1.
7
3 Experiments
3.1 Experiment Setup and Implementation
We consider an image classification task on the Cifar10 and Cifar100 data set. The baseline classifier
chosen is PreActResNet18 (see [9]), noting the same choice is made by the authors of Mixup[18].
Both MixUp and Untied MixUp are considered in the experiments. The MixUp policies are chosen
as Beta distribution B(α, β). The Untied MixUp policy is taken as U(B(α, β)).
Two target-linear loss functions are essayed: cross-entropy (CE) loss and the negative-cosine (CE)
loss as defined earlier. We implement CE loss similarly to previous works, which use CE loss to
implement the baseline model. In our implementation of the NC loss model, for each label y, ϕ(y)
is mapped to a randomly selected unit-length vector of dimension d and fixed during training; the
feature map of the original PreActResNet18 is linearly transformed to a d-dimensional vector. The
dimension d is chosen as 300 for Cifar10 and 700 for Cifar100.
Our implementation of MixUp and Untied MixUp improves upon the published implementation
from the original authors of MixUp [18]. For example, the original authors’ implementation sam-
ples only one λ per mini-batch, giving rise to unnecessarily higher stochasticity of the gradient
signal. Our implementation samples λ independently for each sample. Additionally, the original
code combines inputs by mixing a mini-batch of samples with a shuffled version of itself. This
approach introduces a dependency between sampled pairs and again increases the stochasticity of
training. Our implementation creates two shuffled copiesof the entire training dataset prior to each
epoch, pairs them up, and then splits them into mini-batches. This gives a closer approximation to
i.i.d. sampling and makes training smoother. While these implementation improvements have merit
on their own, they do not provide a theoretical leap in understanding, and so we do not quantify their
impact in our results analysis.
All models examined are trained using mini-batched backpropagation, for 200 epochs.
3.2 Results
We sweep over the policy space of MixUp and Untied MixUp. For MixUp, it is sufficient to consider
distribution PMix to be symmetric about 0.5. Thus we consider only consider PMix in the form of
B(α, α), and scan through a single parameter α systematically. Since the policy of Untied MixUp is
in the form of U(B(α, β)), searching through (α, β) becomes more difficult. Thus our policy search
for Untied MixUp is restricted to an ad hoc heuristic search. For this reason, the found best policy
for Untied MixUp might be quite far from the true optimal.
The main results of our experiments are given in Tables 1 and 2. As shown in the tables, each setting
is run multiple times. In fact, we began our experimentation using 50 runs for each policy setting,
and progressively reduced to 6 runs as we hit computation resource limitations. This explains the
varying number of runs in the tables.
For each run, we compute the error rate in a run as the average test error rate over the final 10 epochs.
The estimated mean (“MEAN”)) performance of a setting is computed as the average of the error
rates over all runs for the same setting. The 95%-confidence interval (“ConfInt”) for the estimated
mean performance is also computed and shown in the table.
On Cifar100, one can conclude with confidence that the found Untied MixUp presents a better
average performance that the best foundMixUp. That suggests that generalizingMixUp to the untied
offers additional room for more effective regularization. On Cifar10, the empirical improvement
brought by Untied MixUp is smaller. This may be because Cifar10 is a simpler dataset for which
the highly optimized baseline and MixUp models leave less room for improvement.
The results show empirically that MixUp and Untied MixUp both work on the NC loss models. This
validates our generalization of MixUp (and Untied MixUp) to models built with target linear losses.
The NC loss models appear to perform worse that the CE loss models. We are unsure whether this is
because the baseline model isn’t optimized for the NC loss model, or due to some inherent limitation
in training with the NC loss.
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model policy runs MEAN ConfInt
baseline-CE − 50 5.533%, 0.033%
mixUp-CE B(0.9, 0.9) 100 4.172% 0.023%
uMixUp-CE U(B(2.2, 0.9)) 100 4.175% 0.0247%
baseline-NC − 12 5.624% 0.078%
mixUp-NC B(0.9, 0.9) 12 4.584% 0.062%
uMixUp-NC U(B(2.2, 0.9)) 12 4.544% 0.082%
Table 1: Test error rate on CIFAR10.
model policy runs MEAN ConfInt
baseline-CE − 50 24.932% 0.075%
mixUp-CE B(0.9, 0.9) 100 21.942% 0.040%
uMixUp-CE U(B(1.4, 0.7)) 100 21.863% 0.057%
baseline-NC − 12 25.501% 0.237%
mixUp-NC B(0.9, 0.9) 12 24.418% 0.175%
uMixUp-NC U(B(1.4, 0.7)) 12 23.926% 0.151%
Table 2: Test error rate on CIFAR100.
4 Concluding Remarks
This paper establishes a connection betweenMixUp and adversarial training. This connection allows
for a better understanding of the workingmechanism ofMixUp as well as a generalization of MixUp
to a wider family, namely Untied MixUp. Despite the development in this work, it is the authors’
belief that the current designs of MixUp and Untied MixUp are far from optimal. In particular, we
believe a better design should allow individualized policy for each training pair. How this can be
done remains open at this time.
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Supplementary Materials
Proof of Lemma 2:
For any given λK1 ∈ [0, 1]
K and any of its modified version uK1 ∈ [0, 1]
K which differs from λK1 in
exactly one location, it can be verify, following the definition of δMix, that
∣∣LMix ((x, x′)K1 , λK1 )− LMix ((x, x′)K1 , uK1 )∣∣ ≤ δMix/K
Since Λ1,Λ2, . . .ΛK are independent and by McDiarmid Inequality [10], it follows that for any
ǫ > 0,
Pr
[∣∣∣LMix ((x, x′)K1 ,ΛK1 )− LMix ((x, x′)K1 )∣∣∣ ≥ ǫ] < 2 exp
(
−
2ǫ2
K · (δMix/K)
2
)
which proves the lemma 
Proof of Theorem 1:
LMix
(
(x, x′)K1
)
=
1
K
K∑
k=1
Eλk∼PMixℓ
Mix(xk, x
′
k, λk)
(Lemma 4)
=
1
K
{
K∑
k=1
∫
λPMix(λ)ℓDAT(xk → x
′
k, λ)dλ +
K∑
k=1
∫
λPMix(λ)ℓDAT(x′k → xk, λ)dλ
}
(symmetry)
=
1
K
{
K∑
k=1
∫
λPMix(λ)ℓDAT(xk → x
′
k, λ)dλ +
K∑
k=1
∫
λPMix(λ)ℓDAT(xk → x
′
k, λ)dλ
}
=
1
K
{
K∑
k=1
∫
λPMix(λ)ℓDAT(xk → x
′
k, λ)dλ +
K∑
k=1
∫
λPMix(1 − λ)ℓDAT(xk → x
′
k, λ)dλ
}
=
1
K
K∑
k=1
∫
λ
(
PMix(λ) + PMix(1− λ)
)
ℓDAT(xk → x
′
k, λ)dλ
=
1
K
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ
=
1
K
K∑
k=1
Eλk∼PDATℓ
DAT(xk → x
′
k, λk)
= LDAT
(
(x, x′)K1
)
This completes the proof. 
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Proof of Theorem 3:
LuMix
(
(x, x′)K1 , γ
)
:=
1
K
K∑
k=1
Eλ∼PMix
{
γ(λ)ℓDAT(xk → x
′
k, λ) + γ(λ)ℓ
DAT(x′k → xk, λ)
}
=
1
K
K∑
k=1
∫ (
γ(λ)PMix(λ)ℓDAT(xk → x
′
k, λ) +γ(λ)P
Mix(λ)ℓDAT(x′k → xk, λ)
)
dλ
=
1
K
K∑
k=1
∫ (
1
2
PDAT(λ)ℓDAT(xk → x
′
k, λ) +
1
2
PDAT(λ)ℓDAT(x′k → xk, λ)
)
dλ
=
1
2K
(
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ+
K∑
k=1
∫
PDAT(λ)ℓDAT(x′k → xk, λ)dλ
)
(a)
=
1
2K
(
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ+
K∑
k=1
∫
PDAT(λ)ℓDAT(x′k → xk, λ)dλ
)
(b)
=
1
2K
(
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ+
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ
)
=
1
K
K∑
k=1
∫
PDAT(λ)ℓDAT(xk → x
′
k, λ)dλ
=LDAT
(
(x, x′)K1
)
where (a) is due to a change of variable in the integration, (b) is due to the symmetry of (x, x′)K1 . 
Proof of Theorem 4
LuMixK
(
(x, x′)K1 , γ
)
=
1
K
Eλ∼PMix
K∑
k=1
(
γ(λ)ℓDAT(xk → x
′
k, λ) + γ(λ)ℓ
DAT(x′k → xk, λ)
)
=
1
K
(
Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(xk → x
′
k, λ) + Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(x′k → xk, λ)
)
(a)
=
1
K
(
Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(xk → x
′
k, λ) + Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(xk → x
′
k, λ)
)
(b)
=
1
K
(
Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(xk → x
′
k, λ) + Eλ∼PMix
K∑
k=1
γ(λ)ℓDAT(xk → x
′
k, λ)
)
=
1
K
K∑
k=1
∫ (
γ(λ)PMix(λ)ℓDAT(xk → x
′
k, λ) + γ(λ)P
Mix(1− λ)ℓDAT(xk → x
′
k, λ)
)
dλ
=
1
K
K∑
k=1
∫
ℓDAT(xk → x
′
k, λ)
(
γ(λ)PMix(λ) + γ(λ)PMix(1− λ)
)
︸ ︷︷ ︸
Du(PMix,γ)
dλ
=
1
K
K∑
k=1
Eλ∼PDATℓ
DAT(xk → x
′
k, λ)
= LDAT
(
(x, x′)K1
)
.
where (a) is due to the symmetry of (x, x′1)
K , and (b) is by a change of variable in the second term
(renaming 1− λ as λ). 
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