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Classical phase space and Hadamard states
in the BRST formalism for gauge field theories
on curved spacetime
Micha l Wrochna & Jochen Zahn
Abstract. We investigate linearized gauge theories on globally hyper-
bolic spacetimes in the BRST formalism. A consistent definition of the
classical phase space and of its Cauchy surface analogue is proposed. We
prove that it is isomorphic to the phase space in the ‘subsidiary condi-
tion’ approach of Hack and Schenkel in the case of Maxwell, Yang-Mills,
and Rarita-Schwinger fields. Defining Hadamard states in the BRST
formalism in a standard way, their existence in the Maxwell and Yang-
Mills case is concluded from known results in the subsidiary condition
(or Gupta-Bleuler) formalism. Within our framework, we also formu-
late criteria for non-degeneracy of the phase space in terms of BRST
cohomology and discuss special cases. These include an example in the
Yang-Mills case, where degeneracy is not related to a non-trivial topol-
ogy of the Cauchy surface.
1. Introduction & summary
1.1. Introduction. The Becchi-Rouet-Stora-Tyutin or in short, the BRST
formalism [BRS, Tyu], is nowadays regarded as an essential ingredient in the
perturbative quantization of gauge field theories. The algebraic structures it
relies on have been extensively studied in the literature [BBH, HT, HT2] and
their incorporation in perturbative interacting theories on curved spacetime
has been achieved by Hollands in [Hol2], followed by recent works on the
more general Batalin-Vilkovisky formalism [FR, Rej].
The basis of the perturbative quantization is the linearized theory, and
in the present work we investigate its kinematical content and demonstrate
that the BRST quantization can be formulated using the standard apparatus
of algebraic quantum field theory on curved spacetime, i.e. via states on a
∗-algebra (or C∗-algebra) of canonical (anti)-commutation relations. Thus,
the classical non-interacting theory is described by a phase space (V , q) (a
vector space V equipped with a hermitian form q), and the physical Hilbert
space is obtained by GNS construction after choosing a state ω on the CCR
or CAR ∗-algebra associated to (V , q). Moreover, a conventional definition of
Hadamard states ensures that they enjoy the properties needed to construct
the perturbative interacting theory.
In contrast to the existing literature, we do not start from a Lagrangean
formulation. Instead we just assume that the equations of motion are given
by a differential operator L, that already contains the unphysical degrees of
freedom, together with another differential operator γ which generates the
BRST symmetry. Assuming the pair L, γ satisfies a number of conditions
(typically fulfilled in any linear system coming from a BRST Lagrangean),
1
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we construct the classical phase space (V , q) and find spaces isomorphic to
it, expressed in terms of space-compact solutions of L and their Cauchy
data.
Overview of BRST formalism. To motivate our framework and the
properties of L, γ assumed in the main part of the text, let us recall the
basic ingredients of the BRST formalism.
Let (M,g) be a globally hyperbolic space-time, V1 a finite-rank bundle
over M with hermitian structure (·|·)V1 . Suppose we are given a Lagrangian
L , in general non-linear, whose variation gives the equations of motion
operator
P : Γ(M ;V1)→ Γ(M ;V1),
acting on smooth sections Γ(M ;V1) of V1. Furthermore, one assumes there
is a gauge symmetry, i.e., a group G acting on Γ(M ;V1) such that
P (ϕ) = 0 ⇔ P (gϕ) = 0 ∀ g ∈ G.
The corresponding Lie algebra is assumed to be isomorphic to Γ(M ;V0) for
some bundle V0. Hence, there is a local operator
K : Γ(M ;V1)× Γ(M ;V0)→ Γ(M ;V1),
which is linear in its second argument, and fulfills
P ′(ϕ)(K(ϕ, f)) = 0 ∀ϕ ∈ Γ(M ;V1) s.t. P (ϕ) = 0, f ∈ Γ(M ;V0),
where P ′(ϕ) is the differential of P at ϕ ∈ Γ(M ;V1). Taking f to be com-
pactly supported, one concludes that the linearized wave operator P ′(ϕ) is
not hyperbolic (which is the main difficulty).
The BRST formalism amounts to introducing auxiliary degrees of free-
dom, termed Lagrange multipliers b, ghosts c, and antighosts c. This means
that one considers an enlarged vector bundle V , obtained by taking the di-
rect sum of V1 and (typically) V
⊕3
0 . In addition, to keep track of different
types of degrees of freedom, one introduces a grading #gh called the ghost
number. Conventionally, physical degrees of freedom and Lagrange multi-
pliers b correspond to ghost number 0, whereas ghosts c (anti-ghosts c) have
ghost number 1 (−1).
One also introduces supplementary terms to the Lagrangian. Assume
that P (ϕ) = 0 has, at least locally, a well posed Cauchy problem given the
gauge fixing condition T (ϕ) = 0, where T : Γ(M ;V1) → Γ(M ;V0). Then
define a new Lagrangean
LBRST(f) ··= L (ϕ) + (fc|T (K(ϕ, fc)))V0 + (fb|T (ϕ))V0 +
α
2 (fb|Rfb)V0 ,
where R is some suitable differential operator and f = (ϕ, fb, fc, fc) ∈
Γ(M ;V ). Typically, the linearized equations of motion for such choice of
Lagrangean are given by a differential operator, denoted L ∈ Diff(M ;V ),
which is hyperbolic and preserves the grading.
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Next, one introduces the BRST operator1 γ, which in the setting lin-
earized around a solution ϕ acts by
γ(fa, fb, fc, fc) = (K(ϕ, fc), 0, 0, fb)
(where fa is the linear perturbation of ϕ). It is a nilpotent symmetry of L
in the sense that
(1.1) γ2 = 0, γ∗L = Lγ,
and it decreases the grading by one. Formally, the physical degrees of free-
dom are recovered by restricting to solutions of L with ghost number 0 and
then taking the quotient space Ker γ/Ran γ. In this paper we argue that the
correct choice of physical phase space is given rigorously by the restriction
of
(1.2)
KerL|Γsc ∩Ker γ|Γsc
RanGLγ∗|Γc
to ghost number 0 sections, where GL is the causal propagator (Pauli-Jordan
commutator function) of L, and the notation Γc, Γsc refers to compactly
supported, resp. space-compact smooth sections. First, we prove that the
causal propagator GL induces a well-defined (anti-)hermitian form on the
above quotient for any pair L, γ satisfying (1.1) and a few further properties.
Moreover, we show that the so-defined phase space is isomorphic to the
ghost number 0 restriction of Ker γΣ/Ran γΣ for some operator γΣ acting on
smooth, compactly supported Cauchy data of L.
Our presentation of the subject is focused on the ingredients of the BRST
formalism that are needed to construct Hadamard states, for instance the
Cauchy surface version of the phase space is essential to use the methods of
[GW2].
Relation to other frameworks. Most of the existing literature on gauge
theories on curved spacetime uses various versions of an approach called in
this work the subsidiary condition framework2 [Dim2, DHK, DS, FP, GW2,
Kha1, Kha2, HS, Pfe, FS], or the very closely related Gupta-Bleuler formal-
ism [FS]. A general formulation has been recently proposed by Hack and
Schenkel [HS] and one of our goals is to relate it with the BRST formalism.
As anticipated [Hol2], in the case of the Maxwell and Yang-Mills equation
in the Feynman gauge there is a direct relation, both on the level of phase
spaces and states. It turns out that such kind of relation can also be derived
for the Rarita-Schwinger equation.
Degeneracy of the phase space. An issue that has recently attracted
wide interest is the possible degeneracy of the phase space (V , q) if the
Cauchy surface Σ is topologically non-trivial [DHK, HS, Ben, Kha2, Kha3].
1In our convention γ is the formal adjoint (or transpose) of the BRST differential
used in most of the literature, note that it acts on configurations instead of evaluation
functionals.
2Its essential feature is that the kinematics are given by a hyperbolic PDE with a
constraint, often called ‘subsidiary condition’ in the literature.
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Specifically, it is known in the Maxwell case that q is non-degenerate on V
if and only if
(1.3) Ran d0Σ|Γc = Ran d
0
Σ|Γ ∩ Γc(Σ;Λ
1),
where d0Σ|Γ (resp. d
0
Σ|Γc) is the differential acting on smooth (resp. smooth,
compactly supported) 0-forms [DHK]. We show that in the BRST frame-
work an analogous result in terms of γΣ (strictly speaking its formal adjoint
γ∗Σ) holds true assuming a generalized Poincare´ duality. The key observation
is that properties such as (1.3) amount to injectivity of canonical maps be-
tween dΣ-cohomology of different types: compactly supported cohomology,
de Rham (i.e. smooth), distributional, etc. In the BRST formalism it is
possible to use γ∗Σ-cohomology instead.
From considerations on compactly supported γ∗Σ-cohomology it turns out
that the Yang-Mills equation linearized around an on-shell non-trivial back-
ground connection reveals new features, not present for flat background
connections: we find specifically that degeneracy of q is well possible even if
Σ is topologically trivial.
1.2. Outlook. In the present work we study among other the issue of de-
generacy of the phase space by means of BRST cohomology. An open ques-
tion necessary to derive more explicit results is the validity of the general-
ized Poincare´ duality introduced in Subsect. 2.6, for theories such as the
Yang-Mills equation linearized around a non-trivial solution. One difficulty
appears to be the non-ellipticity of the complex associated to γΣ, in the
sense that distributional are not naturally identified with a space of smooth
sections (in contrast to de Rham theory). It is therefore possible that the
existence of an appropriate elliptic complex could be helpful, as for instance
the twisted de Rham complex proposed in [Kha3, Kha4] for the Yang-Mills
equation.
The main purpose of our paper is to provide the basic ingredients needed
to construct Hadamard states in the BRST framework. A particularly in-
teresting problem that remains open is the existence of Hadamard states for
the Rarita-Schwinger equation, although in view of our results it is sufficient
to derive a construction in the subsidiary condition framework.
Important examples of gauge theories not discussed in the present paper
include linearized gravity, cf. the recent works [FH, Kha3, BDM], and the
perturbative quantization of the Nambu-Goto string as formulated in [BRZ],
we expect however that our results apply as well. The rigorous construction
of states in the BRST formalism can lead to interesting issues, especially in
view of the difficulties found for linearized gravity in the subsidiary condition
framework in [BDM].
1.3. Plan of the paper. The paper is structured as follows.
Sect. 2 is focused on classical gauge field theories. After recalling some
preliminaries, we review in Subsect. 2.4 the subsidiary condition framework
of Hack and Schenkel. Subsect. 2.5 is the key part of paper, in which we
introduce our abstract version of the BRST formalism, and derive equivalent
formulae for the physical phase space. The issue of its (non)-degeneracy is
discussed in Subsect. 2.6. We prove therein a criterion (Thm. 2.21) in terms
of compactly supported γ∗Σ-cohomology. Next, we show in Subsect. 2.7 how
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the two frameworks are related. We assume therein a simplified version of
Hack and Schenkel’s framework, which includes the case of Maxwell and
Yang-Mills fields.
In Sect. 3 we define Hadamard states in a standard way, and show that
the relation between the two frameworks extends to the level of states.
Sect. 4 gathers examples of applications of our framework. In Subsect.
4.1 we focus on the Maxwell field, and show that in that case our criterion for
non-degeneracy of the symplectic form (Thm. 2.21) reduces to conditions on
the usual compactly supported and de Rham cohomology. In Subsect. 4.2
we consider the Yang-Mills equation linearized around a non-trivial solution
and show an example of degeneracy of the phase space. We then discuss
in Subsect. 4.3 the Rarita-Schwinger equation in the BRST and subsidiary
condition framework.
2. Two formalisms for classical gauge field theories
2.1. Notations — differential operators. Let V,W be vector bundles
over a smooth manifold3 M . Smooth sections of V will be denoted Γ(M ;V ),
and compactly supported ones Γc(M ;V ). The set of differential operators (of
order m) Γ(M ;V )→ Γ(M ;W ) is denoted Diff(M ;V,W ) (Diffm(M ;V,W )),
we also set Diff(M ;V ) = Diff(M ;V, V ).
By a bundle with hermitian structure we will mean a vector bundle V
equipped with a fiberwise non-degenerate hermitian form (·, ·)V (we do not
assume it is positive definite).
Suppose that (M,g) is a pseudo-Riemannian oriented manifold. If V is a
vector bundle on M with hermitian structure, we denote V ∗ the anti-dual
bundle. The hermitian structure on V and the volume form on M allow to
embed Γ(M ;V ) into Γ′c(M ;V ), using the non-degenerate hermitian form on
Γc(M ;V )
(2.4) (u|v)V ··=
∫
M
(u(x), v(x))V dVolg, u, v ∈ Γc(M ;V ).
induced from the hermitian form (·, ·)V on fibers. The formal adjoint of
an operator A : Γc(M ;V ) → Γ(M ;W ) with respect to (·|·)V is denoted
A∗ : Γc(M ;W )→ Γ(M ;V ).
If E,F are vector spaces, the space of linear operators is denoted L(E,F ).
If E,F are additionally endowed with some topology, we write A : E → F
if A ∈ L(E,F ) is continuous.
To distinguish between the same operator A acting on different spaces
of functions and distributions, for instance A : Γc(M ;V ) → Γ
′
c(M ;W ) and
A : Γ(M ;V )→ Γ(M ;W ), we use the notation A|Γc and A|Γ. We stress that
accordingly, RanA|Γc is in general not the same space as (RanA|Γ) ∩ Γc.
2.2. Quotient spaces. In the sequel we will frequently encounter opera-
tors and sesquilinear forms on quotients of linear spaces, we recall thus the
relevant basic facts.
3We always consider complex vector bundles of finite rank, smooth manifolds are always
assumed to be Hausdorff.
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2.2.1. Operators on quotient spaces. Let Fi ⊂ Ei, i = 1, 2 be vector spaces
and let A ∈ L(E1, E2). Then the induced map
[A] ∈ L(E1/F1, E2/F2),
defined in the usual way, is
• well-defined if AE1 ⊂ E2 and AF1 ⊂ F2;
• injective iff A−1F2 = F1;
• surjective iff E2 = AE1 + F2.
2.2.2. Sesquilinear forms on quotients. Let now E ⊂ F be vector spaces and
let C be a sesquilinear form on E. Then the induced sesquilinear form [C]
on E/F is
• well-defined if CE ⊂ F ◦ (where F ◦ denotes the annihilator of F )
and F ⊂ KerC;
• non-degenerate iff additionally F = KerC.
If C is hermitian or anti-hermitian (which will often be the case in our
examples) then the condition F ⊂ KerC implies the other one CE ⊂ F ◦
(and vice-versa).
2.3. Ordinary classical field theory. Let (M,g) be a globally hyperbolic
spacetime (we use the convention (−,+, . . . ,+) for the Lorentzian signa-
ture). If V is a vector bundle over M , we denote Γsc(M ;V ) the space of
space-compact sections, i.e. sections in Γ(M ;V ) such that their restriction
to a Cauchy surface has compact support.
One says that D ∈ Diff(M ;V ) is Green hyperbolic if D and D∗ possess
retarded and advanced propagators — the ones for D will be denoted re-
spectively G+D and G
−
D (for the definition, see textbooks [BGP, DG]). As
shown in [Ba¨r], these are unique. The causal propagator (or Pauli-Jordan
commutator function) of D is by definition GD ··= G
+
D −G
−
D .
Before discussing gauge theories, let us recall the basic data that define
an ordinary classical field theory (i.e., with no gauge freedom built in) on a
globally hyperbolic manifold (M,g).
Hypothesis 2.1. Suppose that we are given:
(1) a bundle V over M with hermitian structure;
(2) a Green hyperbolic operator D ∈ Diff(M ;V ) s.t. D∗ = D.
The next two propositions are well-known results, see e.g. [BGP].
Proposition 2.2. Let D ∈ Diff(M ;V ) be Green hyperbolic. Then
KerD|Γsc = RanGD|Γc .
Proposition 2.3. Assume Hypothesis 2.1, then
(1) the induced map
[GD] :
Γc(M ;V )
RanD|Γc
−→ KerD|Γsc
is well defined and bijective.
(2) (G±D )
∗ = G∓D and consequently G
∗
D = −GD;
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By a phase space we mean a pair (V , q) consisting of a complex vector
space V and a sesquilinear form q on V . Actual physical meaning can be
associated to (V , q) if q is hermitian (and additionally positive if (V , q) is
meant to describe a fermionic system). Note that in contrast to most of
the literature we consider complex vector spaces, which is slightly more
convenient in the discussion of states later on.
The classical phase space associated to D is (VD, qD), where
VD ··=
Γc(M ;V )
RanD|Γc
, u qDv ··= i(u|[GD]v)V
By (2) of Prop. 2.3 the sesquilinear form qD is hermitian and it is not
difficult to show that it is non-degenerate.
For further reference, note the following easy lemma that generalizes a
result of Dimock [Dim], see for instance [Wro] for the complete proof.
Lemma 2.4. If D, D˜ ∈ Diff(M ;V ) are such that DD˜ has retarded/advanced
propagators G±
DD˜
, then D has retarded/advanced propagators
G±D = D˜G
±
DD˜
.
2.3.1. Phase space on Cauchy surface. Let us fix a Cauchy surface Σ of
(M,g). Consider a Green hyperbolic operator D ∈ Diffm(M ;V ) (for the
moment we do not assume it is formally self-adjoint). Let Vρ be a vector
bundle over Σ with a hermitian structure and let ρD : Γsc(M ;V )→ Γc(Σ;Vρ)
be an operator which is the composition of a differential operator with the
pullback ι∗ of the embedding ι : Σ →֒M .
We will say that D is Cauchy hyperbolic for the map ρD if the Cauchy
problem
(2.5)
{
Df = 0, f ∈ Γsc(M ;V )
ρDf = ϕ,
has a unique solution for any initial datum ϕ ∈ Γc(Σ;Vρ).
In other words, the map ρD : KerD|Γsc → Γc(Σ;Vρ) is a bijection. It
can be proved that if D is Green hyperbolic then there exists ρD s.t. D is
Cauchy hyperbolic, see e.g. [Kha1, Sec. 4.4].
By Cauchy hyperbolicity and Prop. 2.2 there exists a unique operator
GDΣ : Γc(Σ;Vρ)→ Γc(Σ;Vρ) s.t.
GD = −GDρ
∗
DGDΣρDGD,
where ρ∗D is the formal adjoint of ρD w.r.t. the hermitian structures of V
and Vρ. As a consequence of this definition,
(2.6) 1 = −GDρ
∗
D
GDΣρD on KerD|Γsc .
This also implies ρD = −ρDGDρ
∗
D
GDΣρD on KerD|Γsc , hence
(2.7) 1 = −ρDGDρ
∗
D
GDΣ on Γc(Σ;Vρ).
Note that (2.7) entails that GDΣ : Γc(Σ;Vρ)→ Γc(Σ;Vρ) is injective and by
taking adjoints one can also show that it is surjective.
It is useful to introduce the operator
(2.8) UD ··= −GDρ
∗
DGDΣ.
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By (2.6) and (2.7), it satisfies ρDUD = 1 and UDρD = 1 (on space-compact
solutions of D). Moreover, DUD = 0. Applying both sides of (2.6) to f we
obtain that the solution of the Cauchy problem (2.5) is given by
f = UDϕ.
If additionally D = D∗ then using (1) of Prop. 2.3 we deduce that the
phase space (VD, qD) is isomorphic to (VDΣ, qDΣ), which is defined in the
following way:
VDΣ ··= Γc(Σ;Vρ), u qDΣv ··= i(u|GDΣv)Vρ .
2.4. Gauge theory in subsidiary condition formalism. In the setting
proposed by Hack and Schenkel in [HS], the following data are used to define
a classical linearized gauge field theory on a globally hyperbolic manifold
(M,g).
Hypothesis 2.5. Suppose that we are given:
(1) bundles with hermitian structures V0, V1 over M ;
(2) a formally self-adjoint operator P ∈ Diff(M ;V1);
(3) an operator K ∈ Diff(M ;V0, V1), such that K 6= 0 and
(a) PK = 0,
(b) R ··= K∗K ∈ Diff(M ;V0) is Green hyperbolic;
(4) an operator T ∈ Diff(M ;V0, V1), such that
(a) D ··= P + TK∗ ∈ Diff(M ;V1) is Green hyperbolic;
(b) Q ··= K∗T ∈ Diff(M ;V0) is Green hyperbolic.
The operator P accounts for the equations of motion, linearized around a
background solution. The operator K defines the linear gauge transforma-
tion f 7→ f+Kg, and the condition PK = 0 states that P is invariant under
this transformation, which entails that P is not hyperbolic. Making use of
the assumption on R, the non-hyperbolic equation Pf = 0 can always be re-
duced by gauge transformations to the subspace K∗f = 0 of the hyperbolic
problem Df = 0. The equation K∗f = 0 is traditionally called subsidiary
condition in the physics literature and can be thought as a covariant fixing
of gauge.
Let us first observe that the differential operators from Hypothesis 2.5
satisfy the algebraic relations
K∗D = QK∗, DK = TR.
These have the following consequences on the level of propagators and spaces
of solutions (statements (1)–(4) are proved in [HS]).
Proposition 2.6. As a consequence of Hypothesis 2.5,
(1) K∗G±D = G
±
QK
∗ on Γc(M ;V1) and KG
±
R = G
±
DT on Γc(M ;V0);
(2) For all ψ ∈ Γsc(M ;V1) there exists h ∈ Γsc(M ;V0) s.t. ψ − Kh ∈
KerK∗|Γsc . If moreover ψ ∈ KerP |Γsc then ψ − Kh ∈ KerP |Γsc ∩
KerK∗|Γsc ;
(3) We have
KerP |Γsc ∩KerK
∗|Γsc ⊂ GD KerK
∗|Γc +GD RanT |Γc ;
(4) RanP |Γc = KerK
∗|Γc ∩G
−1
D RanK|Γsc;
(5) RanT |Γc ∩KerK
∗|Γc = {0}.
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Proof. (5): Suppose u = Tf for f ∈ Γc and K
∗u = 0. Then Qf = K∗Tf =
0. But Q is Green hyperbolic and hence has no compactly supported solu-
tions. 
In the subsidiary condition framework, the physical phase space associ-
ated to P , denoted (VP , qP ), is defined by
VP ··=
KerK∗|Γc
RanP |Γc
, u qPv ··= i(u|[GD ]v)V1 .
Proposition 2.7 ([HS]). The sesquilinear form qP is well defined on VP .
Proof. We need to show that (u|GDv)V 1 = 0 if u ∈ KerK
∗|Γc and v = Pf
for some f ∈ Γc(M ;V1). We have in such case
GDPf = −GDTK
∗f = −KGRK
∗f,
hence (u|GDPf)V 1 = −(K
∗u|GRK
∗f)V 0 = 0. 
It is possible to give different generalizations of Prop. 2.3, (1). Claim
a) below is proved in [HS]. We prove that there is a different isomorphism
(claim b)) which is particularly useful as an intermediary step to find a
‘Cauchy surface version’ of the phase space. It also formalizes the intu-
ition that the phase space of space-compact solutions of P should be equal
KerD|Γsc ∩KerK
∗|Γsc modulo gauge transformations.
Proposition 2.8. The induced maps
a) [GD] :
KerK∗|Γc
RanP |Γc
−→
KerP |Γsc
RanK|Γsc
,
b) [GD] :
KerK∗|Γc
RanP |Γc
−→
KerD|Γsc ∩KerK
∗|Γsc
RanGDT |Γc
,
are both well defined and bijective.
Proof. b) For well-definedness we need to check that f ∈ KerK∗|Γc implies
DGDf = 0 (which is obvious) and K
∗GDf = 0, which follows from K
∗GD =
GQK
∗.
For injectivity we need to show that if u ∈ KerK∗|Γc andGDu ∈ RanGDT |Γc
then u ∈ RanP |Γc . By Prop. 2.6, (4), it suffices to prove GDu ∈ RanK|Γsc .
Since GDT = KGR we have GDu ∈ RanGDT |Γc = RanKGR|Γc , which is
contained in RanK|Γsc as claimed.
Surjectivity amounts to showing
KerD|Γsc ∩KerK
∗|Γsc = GD KerK
∗|Γc +GD RanT |Γc .
The inclusion ‘⊃’ is easy, the other one follows from Prop. 2.6, (3). 
Remark 2.9. It is possible to construct directly a bijection4
(2.9) I :
KerP |Γsc
RanK|Γsc
−→
KerD|Γsc ∩KerK
∗|Γsc
RanGDT |Γc
by setting for ψ ∈ KerP |Γsc
Iψ ··= {ψ −Kh : h ∈ Γsc(M ;V0), Rh = K
∗ψ}.
Using similar arguments as in [HS], one can show that Iψ is not empty and
4This remark is due to Christian Ge´rard, private communication.
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• Iψ +RanGDT |Γc ⊂ Iψ,
• φ1, φ2 ∈ Iψ implies φ1 − φ2 ∈ RanGDT |Γc,
• I(ψ +Kf) = Iψ for all ψ ∈ KerP |Γsc , f ∈ Γsc(M ;V0).
These properties ensure that (2.9) is well defined.
2.4.1. Phase spaces on a Cauchy surface. To discuss the corresponding phase
spaces on a fixed hypersurface Σ ⊂M , we need to assume that the operators
D and R are Cauchy-hyperbolic for some maps
ρD : Γ(M ;V1)→ Γ(Σ;VρD ), ρR : Γ(M ;V0)→ Γ(Σ;VρR).
We also need to have good analogues of the operators K and K∗ on Σ.
Observe that K maps solutions of R to solutions of D, and K∗ maps
solutions of D to solutions of Q. Thus it makes sense to define
(2.10)
KΣ ··= ρDKUR : Γc(Σ;VρR)→ Γc(Σ;VρD ),
K†Σ ··= ρQK
∗UD : Γc(Σ;VρD)→ Γc(Σ;VρQ).
As in 2.3.1, we associate to the Green hyperbolic operatorsD,R,Q operators
GDΣ, UD, etc.
The notation K†Σ is motivated by the fact that in the Maxwell and Yang-
Mills case (where it is possible to choose ρR = ρQ), K
†
Σ is the symplectic
adjoint of KΣ, i.e. K
∗
ΣGDΣ = GQΣK
†
Σ, see [GW2, Sec. 2.4]. In general such
relation does however not make sense because K∗Σ and K
†
Σ can have different
target spaces. It also comes as a surprise that there is no need to consider
a Cauchy version of the operator T to get the phase space of Cauchy data.
Lemma 2.10. (1) KUR = UDKΣ and K
∗UD = UQK
†
Σ;
(2) ρDK = KΣρR on KerR|Γsc and ρQK
∗ = K†ΣρD on KerD|Γsc ;
(3) KerK†Σ|Γc = ρDGD KerK
∗|Γc ;
(4) RanKΣ|Γc = ρDGD RanT |Γc ;
(5) K†ΣKΣ = 0.
Proof. (1), (2) and (5) follow easily from the definition of KΣ, K
†
Σ; (3) and
(4) are proved as in [GW2, Lem 2.9]. 
Proposition 2.11. The induced map
[ρD] :
KerD|Γsc ∩KerK
∗|Γsc
RanGDT |Γc
−→
KerK†Σ|Γc
RanKΣ|Γc
is well defined and bijective.
Proof. Recall that in the proof of Prop. 2.8 we showed that KerD|Γsc ∩
KerK∗|Γsc = GD KerK
∗|Γc +GD RanT |Γc .
To show that [ρD] is well defined and surjective it is thus sufficient to
check that
ρD(GD KerK
∗|Γc +GD RanT |Γc) = KerK
†
Σ|Γc ,
which follows directly from (3), (4) and (5) of Lemma 2.10.
For injectivity we need to show that if u ∈ GD KerK
∗|Γc + GD RanT |Γc
and ρDu ∈ RanKΣ|Γc then u ∈ RanGDT |Γc . This follows from (4) of Lemma
2.10. 
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We deduce from Prop. 2.8 and Prop. 2.11 that the map ρDGD in-
duces an isomorphism between the phase space (VP , qP ) and the phase space
(VΣP , qΣP ), defined in the following way:
VΣP ··=
KerK†Σ|Γc
RanKΣ|Γc
, u qΣPv ··= i(u|[GΣD]v)VρR .
2.5. Gauge theory in abstract BRST formalism.
2.5.1. The BRST framework at the linearized level.
Definition 2.12. A graded vector bundle (indexed by a finite set I ⊂ Z) is a
direct sum of vector bundles V =
⊕
i∈I V[i], endowed with the corresponding
grading.
We identify sections of V[i] with corresponding sections of V using the
canonical embedding on fibers. By convention, if i /∈ I then V[i] is the zero
bundle.
Definition 2.13. A graded vector bundle V is hermitian, if each V[i] is
equipped with a hermitian structure. In such case we equip V with the direct
sum hermitian structure, denoted (·|·)V .
Clearly, if A decreases the grading by one, then its formal adjoint w.r.t.
(·|·)V , denoted A
∗, increases it by one.
Definition 2.14. A differential A on a graded vector bundle V is an oper-
ator A ∈ Diff(M ;V ) which fulfills
A2 = 0,
AΓ(M ;V[i]) ⊂ Γ(M ;V[i+1]), i ∈ I.
Analogously, a codifferential is nilpotent and decreases the grading.
If F ⊂ E ⊂ Γ(M ;V ) we write
E/F
∣∣
[i]
··=
E ∩ Γ(M ;V[i])
F ∩ Γ(M ;V[i])
.
The outcome of the BRST method can be put in an abstract framework
as follows.
Hypothesis 2.15. Suppose that we are given:
(1) a hermitian graded vector bundle V over M (we denote the grading
by #gh);
(2) a codifferential γ ∈ Diff(M ;V ) s.t.
H−1,c(γ) ··=
Ker γ|Γc
Ran γ|Γc
∣∣∣∣
[−1]
= {0};
(3) a Green hyperbolic operator L ∈ Diff(M ;V ), s.t. L = L∗ and
a) γ∗L = Lγ
b) LΓ(M ;V[i]) ⊂ Γ(M ;V[−i]), i ∈ I = {−1, 0, 1}.
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The operator γ is the formal adjoint of the BRST differential, which
generates the BRST symmetry.
We postulate that the classical phase space in the BRST framework as-
sociated to the data in Hypothesis 2.15 is (V , q), where
(2.11)
V ··=
Ker γ∗|Γc
(Ran γ∗|Γc + (RanL|Γc ∩Ker γ
∗|Γc))
∣∣∣
[0]
, u qv ··= i(u|[GL]v)V
Lemma 2.16. If Hypothesis 2.15 holds then G±L γ
∗ = γG±L .
Proposition 2.17. The sesquilinear form q is well defined on V .
Proof. It suffices to check that (u|GLv)V = 0 if u ∈ Ker γ
∗|Γc and v =
γ∗f + Lh. We have indeed in such case
(u|GLv)V = (u|GL(γ
∗f + Lh))V = (γ
∗u|GLf)V = 0. 
Our definition (2.11) of the phase space is justified by the next proposition,
which relates it to a subspace of space-compact solutions of L and to γ-
cohomology at the same time. The proof relies in an essential way on all
parts of Assumption 2.15.
Proposition 2.18. The induced map
[GL] :
Ker γ∗|Γc
(Ran γ∗|Γc +RanL|Γc ∩Ker γ
∗|Γc)
∣∣∣
[0]
−→
KerL|Γsc ∩Ker γ|Γsc
RanGLγ∗|Γc
∣∣∣
[0]
is well defined and bijective.
Proof. Observe that by Hypothesis 2.15 (3b), GL preserves the subspace
of #gh = 0. Thus for well-definedness it suffices to show the inclusions
GLKer γ
∗|Γc ⊂ KerL|Γsc ∩Ker γ|Γsc ,
GL(Ran γ
∗|Γc +RanL|Γc) ⊂ RanGLγ
∗|Γsc ,
which are both straightforward to check.
For injectivity it suffices to show that if u ∈ Ker γ∗|Γc and GLu = GLγ
∗f
for some f ∈ Γc then u ∈ Ran γ
∗|Γc + (RanL|Γc ∩ Ker γ
∗|Γc). By GL(u −
γ∗f) = 0 there exists k s.t. u− γ∗f = Lk, hence u = γ∗f +Lk as requested.
Surjectivity amounts to
(2.12)
(
KerL|Γsc ∩Ker γ|Γsc
)∣∣
[0]
⊂
(
GLKer γ
∗|Γc
)∣∣
[0]
.
To prove this, observe that if ψ ∈ (KerL|Γsc)|[0] then there exists h ∈
Γc(M ;V[0]) s.t. ψ = GLh and if additionally ψ ∈ Ker γ|Γsc then GLγ
∗h =
γGLh = 0. This implies
(2.13) γ∗h = Lk
for some k ∈ Γc(M ;V ). By (2) and (3) b) of Hypothesis 2.15, k belongs to
Γc(M ;V[−1]). Moreover, (2.13) implies
γk = γG+
L
Lk = G+
L
γ∗Lk = G+
L
(γ∗)2h = 0.
By (2) of Hypothesis 2.15 this implies k = γk˜ for some k˜ ∈ Γc(M ;V ). It
follows that ψ = GL(h− Lk˜) with
γ∗(h− Lk˜) = γ∗h− Lγk˜ = γ∗h− Lk = 0.
This proves (2.12). 
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2.5.2. Phase spaces on Cauchy surface. We now discuss the phase spaces on
a Cauchy surface Σ ⊂M .
Since L is Green hyperbolic, there exists a hermitian vector bundle Vρ
over Σ and a map
ρ : Γsc(M ;V )→ Γc(Σ;Vρ)
such that L is Cauchy hyperbolic for ρ. We equip Vρ with the grading
inherited from V , also denoted #gh.
We define an analogue of the operator γ, acting on Cauchy data:
γΣ ··= ργUL : Γc(Σ;Vρ)→ Γc(Σ;Vρ).
This operator decreases the grading, by the compatibility of γ with L.
Lemma 2.19. Let γΣ be defined above. Then:
(1) γUL = ULγΣ on Γc(Σ;Vρ) and γΣρ = ργ on KerL|Γsc ;
(2) Ker γΣ|Γc = ρ(KerL|Γsc ∩Ker γ|Γsc);
(3) Ran γΣ|Γc = ρRanGLγ
∗|Γc;
(4) γ2Σ = 0;
(5) γ†Σ = γΣ, i.e. γ
∗
ΣGΣL = GΣLγΣ.
Proof. (1) & (4): These follow easily from the definition of γΣ and the
identities ULρ = 1 on KerL|Γsc and ρUL = 1.
(2): If u = ρf with f ∈ KerL|Γsc ∩ Ker γ|Γsc then γΣρf = ργf = 0.
Conversely, if u ∈ Ker γΣ|Γc then using that 1 = ρUL we get u = ρf with
f = ULu and by (1)
γf = γULu = ULγΣu = 0, Lf = LULu = 0.
(3): If u = ρGLγ
∗f then u = ργGLf = γΣρGLf . Conversely, if u = γΣh
then using that 1 = −ρGLρ
∗GLΣ we get
u = −ρGLρ
∗GLΣγΣh = −ρGLγ
∗ρ∗GLΣh.
(5): Using (1) and G∗
LΣ = −GLΣ we compute
γ∗ΣGLΣ = U
∗
Lγ
∗ρ∗GLΣ = GLΣρG
∗
Lγ
∗ρ∗GLΣ
= GLΣγΣρG
∗
Lρ
∗GLΣ = GLΣγΣρUL = GLΣγΣ. 
Since ρ preserves #gh, as a corollary of Lemma 2.19 we obtain the follow-
ing result.
Proposition 2.20. The induced map
[ρ] :
KerL|Γsc ∩Ker γ|Γsc
RanGLγ∗|Γc
∣∣∣
[0]
−→
Ker γΣ|Γc
Ran γΣ|Γc
∣∣∣
[0]
is well defined and bijective.
We deduce from Prop. 2.18 and Prop. 2.20 that the map ρGL induces an
isomorphism between the phase space (V , q) and the phase space (VΣ, qΣ),
defined in the following way:
(2.14) VΣ ··=
Ker γΣ|Γc
Ran γΣ|Γc
∣∣∣
[0]
, u qΣv ··= i(u|[GLΣ]v)Vρ .
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2.6. Non-degeneracy of the phase space. In what follows we will for-
mulate a criterion for non-degeneracy of the phase space VΣ in terms of
BRST cohomology. The obvious advantage of working with Cauchy data is
that VΣ is given by a much simpler formula than V , namely it involves only
one operator γΣ (which is even a differential operator).
2.6.1. Notations — cohomology. Let A be a differential on a graded vector
bundle V over Σ. We introduce the smooth, resp. compactly supported A-
cohomology of Σ:
H i(A) ··=
KerA|Γ
RanA|Γ
∣∣∣
[i]
, H ic(A) ··=
KerA|Γc
RanA|Γc
∣∣∣
[i]
.
For a codifferential B, one analogously defines the homologies Hi(B) and
Hi,c(B).
2.6.2. Non-degeneracy criteria. The embedding of Ker γ∗Σ|Γc into Ker γ
∗
Σ|Γ
and the embedding of Ker γ∗Σ|Γ into the space
{u ∈ Γ′c : (u|v)Vρ = 0 ∀ v ∈ Ran γΣ|Γc}
induce maps on the respective cohomologies, denoted
(2.15) H0c (γ
∗
Σ)
ı
−→ H0(γ∗Σ)

−→
(
H0,c(γΣ)
)∗
.
It turns out that the issue of (non)-degeneracy of qΣ is directly related to
injectivity of the maps in (2.15). For instance, injectivity of ı reads
(2.16) Ran γ∗Σ|Γc =
(
Ran γ∗Σ|Γ
)
∩ Γc(Σ;Vρ)
on ghost number zero sections. This condition can be thought as the BRST
analogue of the criterion stated in [DHK, Prop. 3.5] for the Maxwell field in
the subsidiary condition framework.
On the other hand, injectivity of  amounts to
(2.17) Ker γ∗Σ|Γ ∩ (Ker γΣ|Γc)
∗ = Ran γ∗Σ|Γ.
We will see later on that in the case of Maxwell fields, this is a trivial con-
sequence of Poincare´ duality, we will thus term property (2.17) generalized
Poincare´ duality in the generic case. Assuming that the generalized Poincare´
duality holds true, non-degeneracy of qΣ can be conveniently studied in terms
of injectivity of ı.
Theorem 2.21. Let qΣ be defined in (2.14). In terms of the maps defined
in (2.15):
(1) qΣ is non-degenerate on VΣ = H0,c(γΣ) iff  ◦ ı is injective.
(2) If ı is not injective then qΣ is degenerate.
(3) Suppose  is injective. Then qΣ is non-degenerate iff ı is injective.
Proof. (1): For simplicity of notation we drop the |[0] subscripts. Non-
degeneracy of qΣ on VΣ is equivalent to the property that for any u ∈
Ker γΣ|Γc :
(2.18)
(
(f |GLΣu)Vρ = 0 ∀ f ∈ Ker γΣ|Γc
)
⇐⇒
(
u ∈ Ran γΣ|Γc
)
.
But since GLΣ is bijective on Γc and GLΣγΣ = γ
∗
ΣGLΣ (see Lemma 2.19), the
r.h.s. of (2.18) is equivalent to g ··= GLΣu ∈ Ran γ
∗
Σ|Γc . Hence, (2.18) holds
true iff  ◦ ı is injective.
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(2) & (3): This follows from (1). 
As a straightforward corollary we obtain that if  is injective and the
Cauchy surface Σ is compact then qΣ is non-degenerate. Indeed, injectivity
of ı (i.e. (2.16)) is in such case automatically satisfied.
Remark 2.22. From the proof of Thm. 2.21 one sees that if ı is not in-
jective then actually any hermitian form of the form (·|λΣ·)Vρ is degenerate,
supposing λΣ : Γc → Γ satisfies λ
∗
Σ = λΣ, λΣγΣ = γ
∗
ΣλΣ.
2.7. Relation between the two frameworks. In this section we discuss
the relation between the BRST formalism in our setup and the subsidiary
condition framework.
We first introduce a modified set of assumptions that describes more
accurately some of the examples met in the literature.
Hypothesis 2.23. Suppose that we are given:
(1) bundles with hermitian structures V0, V1 over M ;
(2) P ∈ Diff(M ;V1) s.t. P
∗ = P ;
(3) an operator K ∈ Diff(M ;V0, V1), such that K 6= 0 and
(a) PK = 0,
(b) the operator
L ··=

P K 0 0
K∗ −α1 0 0
0 0 0 K∗K
0 0 K∗K 0
 ∈ Diff(M ;V1 ⊕ V ⊕30 )
is Green hyperbolic for some α ∈ R.
We show that the subsidiary condition framework of [HS] with K = T is
a special case of the above assumptions.
Lemma 2.24. Suppose P and K satisfy Hypothesis 2.5 with K = T , in
particalar D ··= P + KK∗ and Q ··= K∗K are Green hyperbolic. Then
Hypothesis 2.23 is satisfied for arbitrary α.
Proof. To prove that L is Green-hyperbolic, observe that the operators
(2.19) G±L ··=

G±D (1+ (α− 1)KK
∗G±D ) KG
±
Q 0 0
K∗G±D 0 0 0
0 0 0 G±Q
0 0 G±Q 0

satisfy LG±L = G
±
L L = 1 (here one uses K
∗G±DK = 1, as a consequence of
Proposition 2.6 (1)) and have the support properties required for advanced,
resp. retarded propagators. 
Let us set V ··= V1 ⊕ (V0)
⊕3 and
(2.20) γ ··=

0 0 K 0
0 0 0 0
0 0 0 0
0 1 0 0
 ∈ Diff(M ;V1 ⊕ (V0)⊕3).
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We have obviously γ2 = 0. We equip the bundle V with the obvious her-
mitian structure
(f |g)V ··= (fa|ga)V1 + (fb|gb)V0 + (fc|gc)V0 + (fc|gc)V0
for f = (fa, fb, fc, fc), g = (ga, gb, gc, gc) ∈ Γc(M ;V1 ⊕ (V0)
⊕3).
We also equip V with a grading #gh, which can be written symbolically
as
#gh ··=

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1

or in other terms V = V[0] ⊕ V[1]⊕ V[−1], where V[0] = V1 ⊕ V0, V[1] = V0 and
V[−1] = V0. This way, γ is a codifferential in the sense of Def. 2.14.
Proposition 2.25. The operators L, γ satisfy the assumptions of the BRST
framework (Hypothesis 2.15).
Proof. The identity γ∗L = Lγ and the property of preserving/decreasing
#gh are straightforward to check. Furthermore, we compute (skipping ‘|Γc ’
in the notation):
Ker γ = Γc(M ;V1)⊕ {0} ⊕KerK ⊕ Γc(M ;V[−1]),
Ran γ = RanK ⊕ {0} ⊕ {0} ⊕ Γc(M ;V[−1]).
We thus see that the homology of γ at ghost number −1 is trivial. 
The formal adjoint of γ wrt. (·|·)V is
γ∗ =

0 0 0 0
0 0 0 1
K∗ 0 0 0
0 0 0 0
 ∈ Diff(M ;V1 ⊕ (V0)⊕3).
We compute (skipping ‘|Γc ’ in the notation):
Ker γ∗ = KerK∗ ⊕ Γc(M ;V0)⊕ Γc(M ;V0)⊕ {0},
Ran γ∗ = {0} ⊕ Γc(M ;V0)⊕ RanK
∗ ⊕ {0},
RanL = (RanP +RanK)⊕ (RanK∗ − αΓc(M ;V0))⊕ RanQ⊕ RanQ,
where Q = K∗K, therefore
Ran γ∗ + (RanL ∩Ker γ∗) = (RanP +RanK) ∩KerK∗ ⊕ Γc(M ;V0)
⊕ (RanK∗ +RanQ)⊕ {0}
= RanP ⊕ Γc(M ;V0)⊕ RanK
∗ ⊕ {0},
where we used that RanQ ⊂ RanK∗, RanP ⊂ KerK∗ and RanK ∩
KerK∗ = {0} for compactly supported sections (the last fact is proved
as (5) of Prop. 2.6). It follows that
(2.21)
Ker γ∗
Ran γ∗ + (RanL ∩Ker γ∗)
=
KerK∗
RanP
⊕ {0}︸ ︷︷ ︸
[0]
⊕
Γc(M ;V0)
RanK∗︸ ︷︷ ︸
[1]
⊕ {0}︸︷︷︸
[−1]
.
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To relate the symplectic forms, we compute, using (2.19), and for f =
(fa, fb, fc, fc) and g = (ga, gb, gc, gc) ∈ Γc(M ;V1 ⊕ (V0)
⊕3),
(f |GLg)V =(fa|GDga)V 1 + (α− 1)(fa|G
′ga)V 1 + (fa|KGQgb)V 1
+ (fb|K
∗GDga)V 0 + (fc|GQgc)V 0 + (fc|GQgc)V 0 ,
where
G′ = G+
D
KG+
Q
K∗ −G−
D
KG−
Q
K∗.
Hence, for f, g ∈ Ker γ∗|Γc(M ;V[0]) we simply have fqg = faqPga.
We conclude that the phase space (V , q) in the BRST framework and
(VP , qP ) in the subsidiary condition framework are in this case isomorphic
(i.e. when T = K). In the case T 6= K it is in general not clear how to
construct the operator L, we will see several possible choices for the Rarita-
Schwinger equation in Subsect. 4.3.
2.7.1. Phases spaces on a hypersurface. We can also directly compare the
Cauchy surface phase spaces (V , q), (VP , qP ).
Let us assume Hypothesis 2.5 with K = T , so that by Lemma 2.24,
Hypothesis 2.23 is satisfied with α = 1, to which we restrict in the following.
This also entails that D and Q are Cauchy-hyperbolic for some ρD, ρQ.
Observe that the equation Lf = 0 for f = (fa, fb, fc, fc) ∈ Γc(M ;V1 ⊕
(V0)
⊕3) is equivalent to 
Dfa = 0,
K∗fa = fb,
Qfc = Qfc = 0.
It follows that L is Cauchy hyperbolic for the map
ρf ··= (ρDfa, ρQfc, ρQfc).
Moreover, γΣρ = ργ on KerL|Γsc for
γΣ =
 0 KΣ 00 0 0
K†Σ 0 0
 ∈ Diff(Σ;VρD ⊕ (VρQ)⊕2).
We compute
Ker γΣ|Γc = KerK
†
Σ|Γc ⊕KerKΣ|Γc ⊕ Γc(Σ;VρQ)
Ran γΣ|Γc = RanKΣ|Γc ⊕ {0} ⊕RanK
†
Σ|Γc ,
hence
Ker γΣ|Γc
Ran γΣ|Γc
=
KerK†Σ|Γc
RanKΣ|Γc︸ ︷︷ ︸
[0]
⊕KerKΣ|Γc︸ ︷︷ ︸
[1]
⊕
Γc(Σ;VρR)
RanK†Σ|Γc︸ ︷︷ ︸
[−1]
.
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3. Hadamard states
3.1. Quasi-free states. Let (V , q) be a phase space (i.e. V is a complex
vector space and q a hermitian form on V).
We denote ApolCCR(V , q) the associated polynomial CCR ∗-algebra (see eg.
[DG, Sect. 8.3.1]), and (if q ≥ 0) ApolCAR(V , q) the polynomial CAR ∗-algebra.
Recall that ApolCCR(V , q) is generated by elements ψ(v), ψ
∗(w) (the abstract
complex field operators) subject to commutation relations
(3.22)
[ψ(v), ψ(w)] = [ψ∗(v), ψ∗(w)] = 0, [ψ(v), ψ∗(w)] = vqw1, v, w ∈ V ,
whereas ApolCAR(V , q) is generated by elements satisfying analogous anti-com-
mutation relations. More precisely, the assignment v 7→ ψ(v) is anti-C-
linear, whereas v 7→ ψ∗(v) is C-linear, see e.g. [Wro, GW] for the transition
to the more commonly used real vector space terminology.
The complex covariances of a state ω on ApolCCR(V , q) or A
pol
CAR(V , q) are
defined by
vΛ+w ··= ω
(
ψ(v)ψ∗(w)
)
, vΛ−w ··= ω
(
ψ∗(w)ψ(v)
)
, v, w ∈ V .
It is well known that two hermitian forms Λ± on V are the complex covari-
ances of a quasi-free, gauge-invariant state on ApolCCR(V , q), resp. A
pol
CAR(V , q)
iff
Λ± ≥ 0, Λ+ − Λ− = q,
respectively
Λ± ≥ 0, Λ+ + Λ− = q,
see for instance [Wro] and references therein.
3.2. Hadamard two-point functions. Let V be a graded vector bundle
(the grading is denoted #gh) and let L ∈ Diff(M ;V ) be Green hyperbolic.
Let us denote symbolically (−1)gh the matrix with entries (−1)ij , where
the indices i, j refer to the grading of V =
⊕
i∈I V[i].
We say that a pair of operators λ±L : Γc(M ;V ) → Γ
′
c(M ;V ) are bosonic,
resp. fermionic two-point functions for L if
(3.23)
i) λ±
L
: Γc(M ;V )→ Γ(M ;V )
ii) λ±L = λ
±∗
L for (·|·)V on Γc(M ;V ),
iii) λ±L L = 0,
iv) λ±L Γc(M ;V[i]) ⊂ Γc(M ;V[−i]), i ∈ I,
v) λ+L ∓ (−1)
ghλ−L = iGL,
where in the last equation the sign ‘−’ corresponds to the bosonic case, and
the ‘+’ sign to the fermionic case.
At this stage we have not imposed any positivity condition on λ±L , so in
our terminology a pair of two-point function does not have to correspond to
complex covariances of a state.
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We say that a pair of (bosonic, fermionic) two-point functions λ±L is
Hadamard if
(µsc) WF′(λ±
L
) = (N± ×N±) ∩WF′(GL),
where
N± ··= {(x, ξ) ∈ T
∗
xM \ {0} : g
µν(x)ξµξν = 0, ξ ∈ V
±∗
x },
and V ±∗x are the positive/negative energy cones above x ∈M (see [Ho¨r] for
the definition of the primed wave front set WF′). This form of the Hadamard
condition is equivalent to the one used originally by Radzikowski [Rad], this
is also equivalent to the condition
(3.24) WF′(λ±L ) ⊂ N
± ×N±,
which appeared first in [SV, Hol], see [Wro] for a review on this topic.
Let us now assume L, γ ∈ Diff(M ;V ) satisfy the assumptions of the BRST
formalism (Hypothesis 2.15), and let (V , q) be the associated phase space
(defined in (2.11)).
Definition 3.1. We say that a bosonic (fermionic) quasi-free state ω on
A
pol
CCR(V , q) (A
pol
CAR(V , q)) is Hadamard if there exists Hadamard bosonic
(fermionic) two-point functions λ±L for L, s.t. the complex covariances Λ
±
of ω are given by:
(3.25) [u]Λ±[v] = (u|λ±L v)V , u, v ∈ Ker γ
∗|Γc(M ;V[0]),
where
Ker γ∗|Γc(M ;V[0]) ∋ u 7→ [u] ∈
Ker γ∗|Γc
(Ran γ∗|Γc +RanL|Γc ∩Ker γ
∗|Γc)
∣∣∣
[0]
= V
is the canonical map.
We say that λ±L are the two-point functions of the Hadamard state ω.
The next lemma is an analogue of [GW2, Lemma 3.16] in the BRST
formalism and gives a more practical characterization of two-point functions.
Lemma 3.2. λ±L : Γc(M ;V ) → Γ(M ;V ) are the two-point functions of a
Hadamard state on Apol
CCR/CAR
(V , q) if they are Hadamard two-point func-
tions for L and satisfy
(g.i.) (λ±
L
)∗ = λ±
L
and λ±
L
: Ran γ∗|Γc(M ;V[0]) → Ran γ|Γ′c(M ;V[0]),
(pos) λ±
L
≥ 0 on Ker γ∗|Γc(M ;V[0]).
Proof. We have to show that (·|λ±L ·) induces a well-defined sesquilinear
form on V . This is quite similar to the proof of Prop. 2.17: it suffices to
check that (u|λ±L v)V = 0 if u ∈ Ker γ
∗|Γc and v = γ
∗f+Lh. We have indeed
(u|λ±L v)V = (u|λ
±
L (γ
∗f + Lh))V = (γ
∗u|λ±L f)V = 0,
where we have used (g.i.). 
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Remark 3.3. If the operators λ±L satisfy the equations of motion and canon-
ical (anti)-commutation relations merely ‘modulo gauge’ in the sense that iii)
and v) in (3.23) are replaced by the weaker conditions
(3.26)
iii′) λ±
L
L = 0 modulo operators that map to Ran γ|Γ,
v′) λ+
L
∓ (−1)ghλ−
L
= iGL modulo operators that map to Ran γ|Γ,
then λ±L can still be used to define two-point functions of a Hadamard state
on ApolCCR/CAR(V , q). However, the main benefit of a two-point function is
that it can be used for the deformation quantization of an extended algebra
containing nonlinear local functionals [DF2]. The weaker conditions (3.26)
do not seem to ensure that this deformation quantization fulfills the basic
commutator axiom on non-linear functionals.
To sum up, to construct Hadamard states in the BRST formalism one is
left in practice with finding two-point functions for L (i.e. λ±L : Γc(M ;V )→
Γ′c(M ;V ) satisfying i)–v) in (3.23)) that satisfy additionally the gauge-
invariance condition (g.i.), positivity (pos) and the Hadamard condition
(µsc).
The relation between the BRST formalism and the subsidiary condition
framework, explained in Subsect. 2.7, can be extended to states. This
is expressed in more precise terms in the following easy proposition, which
formalises an argument given in [Hol2] for the Yang-Mills equation linearized
around a flat connection on a trivial bundle (the same argument is also used
in [FS] for the Maxwell equation). We state only a version for bosonic
theories as there are no good examples of fermionic theories satisfying the
assumptions of the subsidiary condition framework with T = K.
Proposition 3.4. Suppose P ∈ Diff(M ;V1) and K ∈ Diff(M ;V0, V1) satisfy
Hypothesis 2.5 with K = T , in particular D ··= P + KK∗ and R ··= K∗K
are Green hyperbolic.
Let V and L, γ ∈ Diff(M ;V ) be defined as in Subsect. 2.7 with α = 1.
Suppose λ±D , λ
±
R are bosonic Hadamard two-point functions for D, R, s.t.
(3.27)
Kλ±
R
= λ±
D
K,
λ±D ≥ 0 on KerK
∗|Γc ,
Then
(3.28)
λ+L ··=

λ+D Kλ
+
R 0 0
λ+RK
∗ 0 0 0
0 0 0 λ+R
0 0 λ+R 0
 , λ−L ··=

λ−D Kλ
−
R 0 0
λ−RK
∗ 0 0 0
0 0 0 −λ−R
0 0 −λ−R 0

are bosonic two-point functions for L and two-point functions of a Hadamard
state on ApolCCR(V , q).
Simple computations show that λ±L satisfy conditions i) to v) in (3.23)
and (g.i.), (µsc) and (pos) indeed.
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Examples of Hadamard two-point functions λ±R , λ
±
D satisfying (3.27) are
constructed under various topological assumptions in [GW2] for the Yang-
Mills equation linearized around a space-compact solution, in [Hol2] for the
Yang-Mills equation linearized around a flat connection and in [FP, FS, DS]
for the Maxwell equation.
Combined with Prop. 3.4, this yields a construction of Hadamard states
for the Maxwell and Yang-Mills theory in the BRST framework.
3.3. Quantization. In what follows we briefly discuss algebraic quantiza-
tion in the BRST formalism in order to make the connection with the ter-
minology used in the literature.
Suppose that we have Hadamard two-point functions λ±L that satisfy con-
ditions (g.i.) and (pos) from Lemma 3.2. These define uniquely a state on
A
pol
CCR/CAR(V , q), and one can use the GNS construction in the standard way
to get field operators on a Hilbert space H.
In practice, however, it is more convenient to work with the ‘unphysical’
phase space (VL, qL) and its Cauchy surface version (VLΣ, qLΣ), which sim-
ply consists of test sections (instead of being a quotient of spaces like VΣ).
Thus, one views λ±L as the two-point function of a pseudo-state (i.e., a non-
necessarily positive unital functional) on a bigger algebra Apol#gh(VL, qL) or
A
pol
#gh(VLΣ, qLΣ). This ∗-algebra is defined as A
pol
CCR and A
pol
CAR, except that it
uses the grading #gh to distinguish between bosonic and fermionic degrees
of freedom (as in v) of (3.23)).
An appropriate generalisation of the GNS construction (see for instance
[Hof]) produces operators on a topological vector space K and an indefinite
inner product (·|·) on K. The BRST operator γ is promoted to an operator
γˆ on K, and the ‘physical Hilbert space’ is defined to be (H, (·|·)) where
H ··=
Ker γˆ
Ran γˆ
.
Often in the literature, one states the following conditions that ensure thatH
is a pre-Hilbert space and the physical observables are faithfully represented
(see for instance [DF1]):
i) (f |f) ≥ 0 ∀f ∈ Ker γˆ,
ii) (f |f) = 0, f ∈ Ker γˆ ⇔ f ∈ Ran γˆ.
Condition i) is equivalent to our positivity condition (pos).
The implication ⇐ in condition ii) is implied by the gauge invariance
condition (g.i.).
The implication ⇒, however, is more delicate and requires that
(3.29) (·|(λ+L + λ
−
L )·)
is non-degenerate on V (resp. (·|(λ+L − λ
−
L )·) in the fermionic case). This
follows by construction and from the fact that non-degeneracy of (3.29) is
equivalent to the faithfulness of the corresponding pseudo-state5. It appears
that non-degeneracy of (3.29) is an issue when the physical phase space
(V , q) is degenerate. Indeed, we have seen in Remark 2.22 that typically,
5This is more easily seen in the real setting, since λ+
L
+ λ−
L
is (proportional to) the
complexification of the real covariance.
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degeneracy of qΣ on VΣ entails that any hermitian form such as (3.29) is
degenerate.
4. Examples and applications
4.1. Maxwell equation. The quantization of the Maxwell equation in the
subsidiary condition framework was considered in many works, its relation
to the BRST framework was also discussed in [Hol2, FS].
In short, one shows that Hypothesis 2.5 is satisfied by
(4.30) P = δd ∈ Diff2(M ; Λ1), K = d ∈ Diff1(M ; Λ0,Λ1),
and T = K. Above, Λi is the bundle of i-forms on M , d is the differential
and δ the codifferential.
The purpose of this section is to make the connection between the cri-
terion for non-degeneracy from Subsect. 2.6 and known results about L2-
cohomology of the differential dΣ on Σ.
We will use the notation H i∗(dΣ), Hi,∗(δΣ) introduced in 2.6.1 for the
respective (co)homologies.
Recall that on i-forms Λi(Σ), using the Hodge operator ⋆ : Λi(Σ) →
Λd−i(Σ) one defines a scalar product
(4.31) (u|v) ··=
∫
Σ
u ∧ ⋆v dVolg, u, v ∈ Λ
i(Σ).
The codifferential δΣ is then the formal adjoint of dΣ for this scalar product.
We denote ∆ ··= δΣdΣ ∈ Diff
2(Σ;Λ0) the Hodge Laplacian on 0-forms.
The embedding of Ker dΣ|Γ(Σ;Λi) into
{u ∈ Γ′c : (u|v) = 0 ∀ v ∈ Ran δΣ|Γc(Σ;Λi+1)}
induces a map
(4.32) H i(dΣ)
˜
−→
(
Hi,c(δΣ)
)∗
.
In this terminology, Poincare´ duality says that ˜ is injective6.
Proposition 4.1. In the case of the Maxwell equation (4.30), qΣ is non-
degenerate on VΣ iff the canonical map
H1c (dΣ)
ı˜
−→ H1(dΣ)
is injective.
Proof. First, we will need a result from [GW2] which states that for a
convenient choice of Cauchy data, the operator KΣ defined in (2.10) can be
expressed as
KΣ =

0 i
dΣ 0
0 0
0 0
 , K†Σ = ( 0 0 i 00 0 0 δΣ
)
.
6This follows from the usual formulation of Poincare´ duality and basic properties of
the Hodge ⋆ operator.
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Using the results of Subsect. 2.7, we obtain that in the BRST framework
(Ker γΣ|Γc)|[0] = Γc(Σ;Λ
0)⊕ Γc(Σ;Λ
1)⊕ {0} ⊕Ker δΣ|Γc ,
(Ran γ∗Σ|Γc)|[0] = {0} ⊕ {0} ⊕ Γc(Σ;Λ
0)⊕ Ran dΣ|Γc
and analogous identities hold for Γc and L
2. From this point on it is straight-
forward to check that the injectivity of canonical maps for dΣ-cohomology
(including (4.32)) entail analogous properties of γΣ-homology. Therefore,
the claim follows from Thm. 2.21. 
We thus see that Thm. 2.21 reduces in this case to the result from [DHK,
Prop. 3.5].
Remark 4.2. Several references discuss an injectivity condition between
H1c (dΣ) and the so-called reduced L
2 cohomology H1L2(dΣ) [Car1, Car2, Maz,
LT]. One may ask what additional conditions ensure that smooth represen-
tatives of H1L2(dΣ) are injectively embedded in H
1(dΣ). Unfortunately, one
obtains this way sufficient conditions for non-degeneracy that cover only
partially the examples discussed in [DHK]. It is also possible to define in
general a reduced L2-cohomology for γ∗Σ (not only in the Maxwell case), its
study is however more difficult due to the fact that its equivalence classes do
not necessarily have smooth representatives.
4.2. Linearized Yang-Mills equation. Let us briefly discuss the case
of the Yang-Mills equation linearized around a generic smooth solution A¯,
which is a connection on a principal G bundle B over M . We only assume
that (M,g) is globally hyperbolic. For details on the geometric construc-
tions, we refer to [KN, MM]. Our purpose will be to give examples for
degeneracy of q.
The space of connections on a principal bundle is an affine space, with
associated linear space Γ(M ;E1), where Ei ··= (B ×ad g)⊗ Λ
i. One defines
the exterior product
(a⊗ ω) ∧ (b⊗ ν) ··= [a, b]⊗ (ω ∧ ν) a, b ∈ Γ(M ;E
0), ω, ν ∈ Γ(M ; Λ).
The connection A¯ induces a covariant derivative ∇¯ on Γ(M ;E0). We define
the covariant differential d¯ : Γ(M ;Ek)→ Γ(M ;Ek+1) by
d¯(a⊗ ω) = d¯a⊗ ω + a⊗ dω, (d¯a)(X) ··= ∇¯Xa.
Note that this is in general not a differential, but
d¯ ◦ d¯ = F¯∧ ,
where F¯ is the curvature of A¯.
We may also define the Hodge operator ⋆ : Γ(M ;Ek)→ Γ(M ;En−k) by
⋆(a⊗ ω) ··= a⊗ (⋆ω).
There is a natural pairing Γ(M ;Ek)× Γ(M ;El)→ C∞(M) defined by
(a⊗ ω, b⊗ ν) ··= (a, b)k (ω, ν)g ,
where (·, ·)k is the pairing Γ(M ;E
0)× Γ(M ;E0)→ C∞(M) induced by the
Killing form on the fibers, and (·, ·)g is the pairing of forms induced by the
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metric g. Composition with integration yields a scalar product
(a⊗ ω|b⊗ ν) ··=
∫
(a⊗ ω, b⊗ ν) dVolg,
which is well-defined on Γc(M ;E
k). As usual, the exterior product and d¯
have adjoints w.r.t. the scalar product, namely the interior product and δ¯,
given by
δ¯ ··= (−1)
n(k+1)+1 ⋆ ◦d¯ ◦ ⋆, (a⊗ ω) y (b⊗ ν) ··= [b, a]⊗ ω y ν.
That δ¯ is indeed the adjoint of d¯ follows from the fact that the covariant
derivative ∇¯ is metric w.r.t. the pairing (·, ·)k .
In the language of the subsidiary condition framework, the operators P
and K = T are given by
P = δ¯d¯+ F¯ x , K = d¯,
where x is defined by F¯ xA ··= A y F¯ . Appropriate Cauchy data maps for
sections of E1(M) are generalizations of those given in [Fur], c.f. also [GW2]
for the case of trivial bundles over static spacetimes:
ρ0 ··= ι
∗,
ρd¯ ··= i
−1(−1)p(n−p−1)+n−1 ⋆Σ ι
∗ ⋆ d¯,
ρδ¯ ··= ι
∗δ¯,
ρn ··= i
−1(−1)p(n−p−1)+n−1 ⋆Σ ι
∗ ⋆ .
Here ι∗ is the pullback along the embedding ι : Σ → M , and for later
convenience, we have stated the maps as acting on sections of Ep. Obviously,
the tuple (ρn, ρ0, ρδ¯ , ρd¯) maps to Γc(Σ;E
0(Σ) ⊕ E1(Σ) ⊕ E0(Σ) ⊕ E1(Σ)).
Furthermore, (ρ0, ρd¯) is a Cauchy data map for sections of E
0(M) and the
wave operator K∗K. The representation of the operator K on the Cauchy
data is then given by
KΣ =

0 i
d¯Σ 0
0 0
i−1a 0
 , K†Σ = ( 0 0 i 00 i a∗ 0 δ¯Σ
)
,
where a ··= ρnF¯∧ and d¯Σ (resp. δ¯Σ) is the differential (codifferential) associ-
ated to the connection A¯Σ induced by A¯. In particular, we have,
(Ran γ∗Σ|Γ(c))|[0] =
{
(f, d¯Σg, 0, i
−1ag) : f, g ∈ Γ(c)(Σ;E
0)
}
Hence, injectivity of ı, c.f. (2.15), is violated iff there is some g ∈ Γ(Σ;E0)
such that (d¯Σg, i
−1ag) ∈ Γc(Σ;E
1) and there is no g′ ∈ Γc(Σ;E
0) such that
(d¯Σg, i
−1ag) = (d¯Σg
′, i−1ag′).
For a non-Abelian gauge group, it is straightforward to devise examples of
violation of injectivity even on a topologically trivial spacetime. Take M as
Minkowski space-time and a global trivialization, so that the connection may
be expressed as a g-valued one-form A¯. Take Σ as a fixed time surface. Now
choose non-trivial initial data on Σ, with support contained in a compact
region X, with A¯0 = 0 and ∂tA¯µ = 0 (these satisfy the constraint equations,
c.f. [Seg]). These initial data determine a global smooth solution [CS, Seg],
with ρ0F¯ = F¯Σ non-trivial with support in X and ρnF¯ = 0 (which means
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a = 0). Take a section g ∈ Γ(Σ;E0) which is covariantly constant on Σ \X,
i.e. d¯Σg|Σ\X = 0. Obviously, (d¯Σg, i
−1ag) = (d¯Σg, 0) is compactly supported.
But unless g|Σ\X can be extended to a covariantly constant section on Σ,
we can not write it as (d¯Σg
′, 0) for some compactly supported g′. Indeed for
a suitably chosen g, such an extension is not possible, due to the curvature
of F¯Σ (there is a basis {gi} of covariantly constant sections on Σ \ X, but
not on Σ, as the requirements d¯Σgi = 0 and d¯Σd¯Σgi = F¯Σ ∧ gi are in general
incompatible).
Heuristically, one can say that in electrodynamics, a failure of injectiv-
ity can occur because charges can be hidden in a ‘hole’. In non-Abelian
gauge theory, charges can also be hidden in regions where the gauge field is
nontrivial.
4.3. Rarita-Schwinger equation. We now discuss the Rarita-Schwinger
equation, c.f. [Nil, Wei]. In [HS] it is shown how it fits into the subsidiary
condition framework with T 6= K. The purpose of this section is to compare
the method from [HS] with more conventional BRST-based approaches.
The original massless Rarita-Schwinger equation is
(PRSΨ)
µ ··= γ
µνλ∇νψλ = 0,
where γµνλ stands for the completely antisymmetrized product of γµ, γν and
γλ. Here ψν is a section of V1 = V0⊗T
∗M , where V0 ··= DM is the standard
Majorana bundle corresponding to a spin structure SM over M , c.f. [HS] for
details. Note that with our convention on the Lorentzian signature gamma
matrices are anti-hermitian and so PRS is formally self-adjoint. This bundle
is equipped with a natural anti-symmetric bilinear form (·|·)V1 induced by
the canonical hermitian structures of the Dirac and the cotangent bundle.
As in [HS], we assume (M,g) is a Ricci-flat spacetime of dimension n, n ≥ 3.
In this case there is a gauge symmetry given by
(KRSφ)µ = ∇µφ, φ ∈ Γc(M ;DM).
Instead of working with the field ψ and the Rarita-Schwinger equation, it
was proposed in [ET] to consider the field
ψµ = (F
−1Ψ)µ
where F is the formally self-adjoint operator given by
(Fψ)µ ··= ψµ −
1
n−2γµγ
νψν ,
(F−1ψ)µ = ψµ −
1
2γµγ
νψν .
The natural equations of motion for φ are given by the operator
P ··= F
∗ ◦ PRS ◦ F,
i.e.,
(4.33) (Pψ)µ = ( /∇ψµ +
1
n−2γµ /∇γ
νψν)
Furthermore, one can define the gauge transformation operator as
K ··= F
−1 ◦KRS,
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so that P ◦K = 0 is ensured. Concretely,
(Kφ)µ = ∇µφ−
1
2γµ /∇φ,(4.34)
K∗ψ = −∇µψµ +
1
2
/∇γµψµ.
Furthermore, one can introduce the Clifford multiplication operator and its
adjoint
(Tφ)µ ··= −γµφ,(4.35)
T ∗ψ ··= γ
µψµ.
The Dirac operator acting on sections of V0 can then be written as
(4.36) /∇ = − 2n−2T
∗K = − 2n−2K
∗T.
In [HS], a somewhat different equation of motion is considered, given
by PHS ··= PRS ◦ F . Also the hermitian structure is modified accordingly,
specifically they consider (·|·)VHS ··= (F · |·)V1 . With this modified hermit-
ian structure, (PHS,K, T ) fulfill Hypothesis 2.5, i.e., the conditions of the
subsidiary condition framework.
Remark 4.3. The Rarita-Schwinger equation can be cast in a more geo-
metric form as follows. Consider the bundles F i ··= DM ⊗ Λi(M). One
introduces a covariant derivative, induced by the spin connection, as
d¯(ψ ⊗ ω) ··= ∇µψ ⊗ dx
µ ∧ ω + ψ ⊗ dω,
and the Clifford multiplication as
Γ(ψ ⊗ ω) ··= Γµψ ⊗ dx
µ ∧ ω.
Furthermore, one defines the Hodge dual as
⋆(ψ ⊗ ω) ··= ψ ⊗ ⋆ω.
Then the operator P is proportional to ⋆d⋆Γ and K∗ is proportional to ⋆d¯⋆.
A similar expression for the Rarita-Schwinger equation using forms can be
found in [AC].
Turning our attention to the BRST framework, following [EK], we can
define L and γ as
(4.37)
L =

P TK∗T 0 0
T ∗KT ∗ α2K
∗T 0 0
0 0 0 K∗TK∗T
0 0 K∗TK∗T 0
 , γ =

0 0 K 0
0 0 0 0
0 0 0 0
0 1 0 0
 .
That this fulfills the requirements of the BRST framework, i.e. Hypothe-
sis 2.15, follows from a direct computationand the next Proposition.
Proposition 4.4. The operator L defined in (4.37) is Green hyperbolic.
Proof. We have
K∗TK∗T = (n−2)
2
4
/∇ /∇ = (n−2)
2
4 ∇
µ∇µ,
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which is normally hyperbolic. Hence, it remains to consider the first two
rows. Let G±0/1 be the advanced/retarded propagators for /∇ on V0/1 and
G±
✷
for that of ✷ = /∇ /∇ on V0. We have the relations
/∇G±
✷
= G±0 ,(4.38)
K ◦G±
✷
= −12G
±
1 ◦ T,(4.39)
T ∗ ◦G±1 ◦ T = (n− 2)G
±
0 .(4.40)
Above, (4.38) is well-known, (4.39) follows from the equality GDT = KGR
of the subsidiary condition framework, and (4.40) follows from (4.39) and
(4.36))
Hence, if G±L is the operator
G±1 + β1G
±
1 ◦ T ◦ /∇ ◦ T
∗ ◦G±1 β2K ◦G
±
✷
0 0
β2G
±
✷
◦K∗ 0 0 0
0 0 0 4
(n−2)2
G±
✷
0 0 4
(n−2)2
G±
✷
0

with
β1 =
1
n− 2
−
α
(n− 2)3
, β2 =
4
α
(1− (n− 2)β),
then LG±L = G
±
L L = 1, so by its support properties G
±
L is in fact the
retarded/advanced propagator of L. 
Note that the propagator simplifies considerably for α = (n − 2)2, the
analogue of the Feynman gauge. For the discussion of the phase space, we
thus use this particular value. In particular, our aim is to show that the
phase spaces of the BRST and the subsidiary condition framework used in
[HS] are isomorphic. Roughly speaking, these are given by the kernel of the
formal adjoint of K (modulo a quotient), using however different hermitian
structures. Specifically, if K∗ is the formal adjoint of K w.r.t. (·|·)V1 then
the formal adjoint w.r.t. (·|·)VHS is
K∗HS = K
∗ ◦ F,
so that KerK∗ = F KerK∗HS. Hence, one would expect that the isomorphism
we are looking for is given by
(4.41) F : (VHS, qHS)→ (V , q),
where (VHS, qHS) is the phase space in the subsidiary condition framework
associated to PHS,K, T , and (V , q) the phase space in the BRST framework
associated to L, γ.
Specifically, concerning the latter, we obtain by a computation as in Sub-
sect. 2.7 that
V =
KerK∗|Γc
RanP |Γc
,
where in one of the steps we used that RanTK∗T |Γc ∩ KerK
∗|Γc = {0}
due to the fact that no compactly supported solutions to the wave equation.
Furthermore, one finds
fqg = i(fa|G1ga)V1
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for any f, g ∈ Ker γ∗|Γc(M ;V[0]), i.e., f = (fa, fb) ∈ Γc(M ;V1 ⊕ V0) and
fa ∈ KerK
∗, where G1 is the causal propagator for /∇ on V1. On the other
hand,
VHS =
KerK∗HS|Γc
RanPHS|Γc
= F
KerK∗|Γc
RanP |Γc
and
f˜ qHSg˜ = i(f˜ |G1g˜)VHS = i(F f˜ |G1f˜)V1
for f˜ , g˜ ∈ KerK∗HS|Γc . To prove that f˜ 7→ f = F f˜ is an isomorphism of
phase spaces it thus remains to check that
(F f˜ |G1F g˜)V1 = (F f˜ |G1g˜)V1 ∀f˜ , g˜ ∈ KerK
∗
HS.
We have indeed
F = 1+ 1n−2TT
∗,
so that considering F f˜ ∈ KerK∗ and (4.39) the equality follows.
On the side note, it is worth mentioning that by [HS, Thm. 6.1], under
certain assumptions on the geometry, the hermitian form qHS in the sub-
sidiary condition framework is positive (on VHS) and therefore (VHS, qHS) has
the interpretation of a phase space of a fermionic theory7. By the isomor-
phism (4.41) the same conclusion is true for the phase space in the BRST
framework.
We now turn our attention to Hadamard states. A direct computation
gives:
Proposition 4.5. Consider the (modified) Rarita-Schwinger operator P and
the operators K,T,L defined in (4.34), (4.35), (4.37). Let D = /∇, R =
✷. Suppose λ±D , λ
±
R are fermionic, respectively bosonic Hadamard two-point
functions for D, R, satisfying
(4.42)
λ±D ≥ 0 on KerK
∗|Γc ,
Kλ±R = −
1
2λ
±
DT.
Then
λ+L ··=

λ+D
4
(n−2)2Kλ
+
R 0 0
4
(n−2)2λ
+
RK
∗ 0 0 0
0 0 0 4(n−2)2λ
+
R
0 0 4
(n−2)2
λ+R 0
 ,(4.43)
λ−L ··=

λ−D
4
(n−2)2Kλ
−
R 0 0
4
(n−2)2λ
−
RK
∗ 0 0 0
0 0 0 4(n−2)2λ
−
R
0 0 4(n−2)2λ
−
R 0

are fermionic two-point functions for L with α = (n − 2)2 and two-point
functions of a Hadamard state on ApolCAR(V , q).
7This differs from the (massive) Rarita-Schwinger field considered as a matter field (i.e.
not as a gauge theory), where problems with positivity are well-known to occur, see [HM].
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The existence of Hadamard two-point functions λ±D , λ
±
R as above requires
the use of methods that lie beyond the scope of the present paper, it is how-
ever plausible that the tools developped for the Dirac and Maxwell fields
[SV, Hol, FP, FS, GW2] could be generalized to solve this interesting prob-
lem.
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