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IMPLEMENTATION D'UNE VERSION INTERACTIVE POR L'ANALYSE 
DE REGRESSION MULTIPLE 
Chapitre l INTRODUCTION 
La régression multiple a pour objectif l'étude de la relation qui 
peut exister entre une variable observée appelée "dépendante" ou à 
expliquer et deux ou plusieurs variables explicatives ou "predicteurs". 
Le but de ce mémoire est d'étudier les aspects liés à l'implémen-
tation d'une version interactive pour effectuer la régression multiple, 
destinée à être utilisée dans un centre de recherche agronomique. Actuel-
lement cette application fait partie d'une bibliothèque de programmes 
statistiques qui est utilisée ~n mode batch. 
Dans l'histoire de l'informatisation des techniques statistiques 
la plupart des travaux appartiennent à une des trois catégories suivan~ · 
tes : 
- Elaboration de programmes simples 
- Rassemblement · d'algorithmes 
- Systèmes statistiques. 
Grand nombre de statisticiens ar~ivent à l'infor~atique en écrivant 
des programmes simples pour faire une analyse déterminée; de cette fa-
çon, chaque programme peut être écrit séparément pour chaque application 
avec l'inconvénient que plusieurs programmes ne peuvent pas être combi~ 
rïés séparément pour cônstruire des analyses plus générales. 
Une nouvelle approche apparaît avec l'idée de créer des sous-program-
mes qui réalisent des tâches spécifiques. On a développé une large 
collection de tels sous;..programmes bien dés,igriés et testés en laissant 
la tâche aux statisticiens de les utiliser dans leurs programmes. Uès 
lors, on simplifie la tâche de programmation et on améliore la qualité 
des programmes résultants. 
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Dans le cas des systèmes statistiques on a des collections 
de programmes qui essaient de donner à l'utilisateur une va-
riété d'analyses statistiques d'une façon coordonnée et consis-
tante; dans la plupart des cas, ils possèdent un langage spé-
cial grâce auquel l'utilisateur spécifie l'analyse à réaliser. 
Que ce soit par septicisme ou méconnaissance de l'informa~ 
tique, les développements du software n'ont été acceptés que 
lentement par les concepteurs de programmes statistiques. Quel-
ques systèmes ont été lents à utiliser des techniques statisti-
ques nouvelles ou à ajouter des facilités informatiques, tels 
que la programmation interactive ou l'affichage graphique (1). 
En considérant les aspects cités ci-avant, la premiere 
partie de ce travail consiste à faire une étude globale d'un 
système statistique utilisé en mode batch, ce qui se fait au 
chapitre 2. 
Le chapitre 3 présente l'étude de la régression multiple : 
les conditions d'application, les méthodes de choix des vari-
ables et d'estimation des paramètres qui interviennent dans 
l'équation de régression pour un modèle linéaire. La méthode de 
régression pas à pas est décrite en détail. 
Le chapitre 4 présente la description du logiciel pour 
faire l'analyse de la régression multiple et les traitements 
des données qui peuvent être utilisées dans le futur pour im-
plémenter d'autres analyses statistiques. 
Le chapitre 5 contient le manuel de l'utilisateur. 
Et enfin, le chapitre 6 contient un exemple d'utilisation 
du programme et l'analyse des résultats. 
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Chapitre 2 ETUDE D'OPPORTUNITE 
Dans ce chapitre on analyse les aspects liés à la transformation 
en mode interactif d'une bibliothèque des programmes statistiques fonc-
tionnant en mode batch. 
2. 1. Analyse de l'existant 











(1) Fichiers des titres, paramètres et données des variables 




Dépendent du type de traitement à effectuer, on peut avoir 
- Spécification du type de traitement. 
- Noms des fichiers où se trouvent les données. 
- Spécifications des données concernées dans le traitement. 
- Spécification des paramètres additionnels. 
Sorties 
On a comme sortie le résultat des traitements qui peuvent être 
stockés sur disque ou être imprimés sur papier. 
Données permanentes 
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- Fichiers contennant les programmes que réalisent les traitements. 
- Et, pour chaque utilisateur, l~a fichiers des titres, lea para-
mètres et données des variables. Les paramètres donnent des in-
formations sur les données. 
Traitements 
Comprend une serie des programmes utilisés pour l'analyse statis-
tique, parmi lesquels les plus utilisés dans la recherche agronomique 
ont été groupés en 4 types : 
- Programmes .généraux. 
- Programmes de corrélation et de régression. 
- Programmes d'analyse de la variance. 
- Programmes d'ajustement. 
2. 1. 2. Description des programmes 
a, Programmes généraux 
Ils permettent la manipulation des données entre périphériques 
et leur transformation pour une meilleure présentation aux utilisa-
teurs. 
a.l. Programmes de chargement 
Diagramme de flux : 











Les programmes de chargement permettent de charger sur disques 
magnétiques les données des variables à partir de bandes magnétiques, 
cartes perforées ou d'un fichier créé par l'utilisateur à l'aide d'un 
éditeur de texte. 
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a. 2 Programmes de sortie 








Les programmes de sortie permettent au choix 
Variables 
Variables 
- d'imprimer les titres de toutes les variables enregistrées 
dans un fichier de titres, 
- d'imprimer variable par variable les titres, paramètres et 
données des variables enregistrées dans un fichier TPD. A 
chaque impression des variables est associée l'impression 
de : moyenne, minimum, maximum, variance et écart type. 
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a. 3 Programmes de transformation 








Les programmes de transformation permettent d'effectuer des 
transformations de variables et de calculer des fonctions de deux 
ou trois variables à partir des données enregistrées sur disque, les 
résultats étant eux-mêmes transférés sur disque comme de nouvelles 
variables. 
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a. 4 Programme de description 












Les programmes de description sont destinés à établir des 
distributions de fréquence à une dimension (fréquences simples 
et fréquences cumulées) à les représenter graphiquement sous la 
forme d'histogrammes et à calculer les principaux paramètres 
(valeurs extr~mes, moyenne, écart type etc.). 
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b. Programmes de corrélation et de régression 
Ils englobent le calcul de matrices de corrélation, la régression 
linéaire et non linéaire simple et la régression multiple, l'établis-
sement des fréquences à deux dimensions et les analyses de covariance 
à un et à deux critères de classification. 
Ils sont divisés en 
Programmes de calcul de matrices de corrélation. 
- Programmes de régression linéaire simple. 
- ·Programmes de régression multiple. 
b. l Programme de calcul de matrices de corrélation 














Ce programme permet l'impression et l'enregistrement sur disque 
d'une matrice de corrélation. 
b. 2 Programme de régression linéaire simple 














Les programmes de régression linéaire sont destinés à établir 
des distributions de fréquence à deux dimensions et au calcul des 
principaux paramètres caractéristiques de séries statistiques : 
variance, écart type, coéfficient de corrélation et de régression 
pour le modèle y= a+ bx. De façon facultative on peut enregistrer 
sur disque les résidus de régression. 
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b. 3 Programmes de régression non linéaire simple 









Les programmes de régression non linéaire permettent de 
résoudre tout problème de régression non linéaire quel que soit 
le modèle employé. 
1 1 
b. 4 Programme de régression multiple 










Les programmes de régression multiple calculent les paramètres 
de régression correspondants à un modèle linéaire : 




Ils permettent d'écrire dans des fichiers TPD les valeurs de la 
variable dépendante estimées par l'équation de régression finale. 
Ils calculent et impriment les paramètres statistiques des va-
riables explicatives et dépendantes et les résultats partiels et 
finaux de la régression. 
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c. Programmes d'analyse de la variance 













Les programmes d'analyse de la variance permettent de traiter 
les cas d'analyse à un, deux, trois et quatre critères de classifi-
cation pour différents modèles et,dans certains cas,la comparaison 
de maye nne s. 
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L'estimation des données manquantes est faite dans les cas néces-
saires. On imprime les valeurs extr~mes, les estimations de données 
manquantes, le tableau d'analyse de la variance et les résultats de 
tests particuliers. 
d. Programmes d'ajustement 
Ils permettent de résoudre les problèmes d'ajustement de distri-
butions théoriques et de traiter les tableaux de conting,ence à deux 
ou plusieurs dimensions. 
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2. 2. Structure actuelle des données 
2.2.1. Dictionnaire de données 
L'information de chaque variable considérée comporte quatre 
lignes de titres, dix paramètres et les données. 
Entité VARIABLE 
DEFINITION : Caractéristique étudiée sut un ou plusieurs 
individus. 
IDENTIFIANT num-var 
ATTRIBUTS: - numéro de variable (abrevié num-var) 
DEFINITION: Il identifie les variables parmi celles 
existantes 
FORMAT: 1 à 3 chiffres entiers 
VALEURS POSSIBLES: (1 à 500) 
- titre 
DEFINITION : Le titre contient des informations sur 
- Les expérimentateurs 
- L'expérience considérée 
- La variable 
- Type de transformation sur la variable 
Ex. Xl * 100 
Le contenu de chaque chaîne n'est pas standardisé 
et sert comme information générale associée à la 
variable. 
FORMAT : 4 chaînes de 48 caractères 
Entité PARAMETRES 
DEFI NITION Donnent des indications sur les données, les nombres 




ATTRIBUTS Varient selon l'analyse statistique à considérer. 
L'expérience a montré que pour les applications exis~ 
tantes 10 paramètres sontsuffisants. Les paramètres 
utilisés dans l'analyse de la régression multiple 
sont 
P(6) effectif des échantillons 
P(B) code de fin des données 
P(9) code de données manquantes 
FORMAT 10 Numéros réels 
Entité DONNEES 
DEFINITION L'entité donnée est un ensemble de mesures d'une va-
riable pour l ou plusieurs individus. 
IDENTIFIANT num-var 
ATTRIBUTS num-var : (cf. entité variable) 
- enregistrement-données 
DEFINITION Ensemble de longueur variable des données entières 
FORMAT Enregistrement de longueur variable des numéros entiers 
Remarque : Une donnée peut -étre : 
- Un code de données manquantes. 
DEFINITION Il est une valeur donnée par ~•utilisateur pour 
indiquer les mesures qui n'ont pas été réalisées. 
- Un code de fin des données. 
DEFINITION: Il est une valeur donnée par l'utilisateur pour 
-indiquer la fin -dr~n enr~gistrement des données. 
VALEURS POSSIBLES: Le code de fin des données peut prendre dif-
férentes valeurs si l'on veut indiquer que les variables ap-
partiennent à différents échantillons qui seront analysés en-
semble. 
2.2.2. Structure d'accès 
La structure d'accès utilisée est la suivante 












Les informations ont été stockées sur 3 fichiers à accès direct 
File F-TITRE contains TITRE 
organisation is relative 
record type TITRE 
identifier NUM-VAR 
acces-key NUM-VAR 
2 EXPERIMENTATEUR char(48) 
2 NOM-EXPERIENCE char(48) 
2 NOM-VARIABLE char(48) 
2 TYPE-TRANSF char(48) 
(1) La norpenclature utilisée est décrite dans HAINAUT (1984) . 
File F-PARAMETRE contains PARAMETRES 
organisation is relative 
record type paramètre 
identifier NUM-VAR 
acces-key NUM-VAR 
2 PAR array (l.~0) of reels 
2 POINTEUR integer 
File F-G DONNEES 
organistion is relative 
record type GROUPE-DE-DONNEES 
acces key POINTEUR 
2 GROUPE-DONNEES array (l •• 50) of integer 
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La fin des fichiers est signalée avec les caractères '**' dans 
le dernier enregistrement du fichier des titres. Dans le fichier des 
paramètres,un pointeur signale le premier enregistrement libre du fi-
chier des données. 
Les fichiers de titres et paramètres ont été limités à 500 
enregistrements et le fichier des données à 2000 enregistrements 
(50 données par enregistrement). 
Tenant compte de l'organisation de ce matériel dans l'ordinateur 
actuel, il faut un mot de 24 bits pour stocker 4 caractères alpha-
numeriques ou un nombre entier et un groupe de deux mots pour un 
nombre réel. Cette dimension des fichiers implique l'occupation en 
mémoire magnétique de 134.500 mots, ce qui correspond environ à 400 
K-octets (3). 
fichier T = (500) (4) (48) /4 = 24.000 mots 
fichier P = (500) (10) (2) + (1) = 10.500 mots 




Graphiquement on peut représenter la structure de la façon 
suivante : 
TITRES l PARAMETRES1 
l 




n+l m 4 
[ 1 ni I¾ • . * * . ·• lm 
ou dl • • • d répresentet:it les données. m 
18 
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2. 3 Critique de l'existant 
2. 4 
Le système actuel présente des difficultés liées pour la 
plupart au traitement batch: 
Temps de réponse à l'utilisateur compris entre l heure et 
plusieurs jours dû au temps d'attente entre chaque traitement. 
- Format d'entrée des données limité aux nombres entiers. 
- Format rigide des sorties de résultats qui fait que certains 
utilisateurs reçoivent trop d'information. Ce cas se présente 
dans l'impression des paramètres statistiques à chaque pas 
de la régression. 
- Perte de place en mémoire occupée par les données des variables 
non utilisées vu la difficulté de parve_nir à leur élimination. 
- Absence d'une description complète des algorithmes ce qui rend 
difficile la tâche de modifier les programmes pour les rendre 
interactifs. 
Expression des besoins 
A court terme le centre de recherche disposera d'un ordinateur 
plus puissant qui permettra aux utilisateurs de travailler en temps 
réel; son utilisation devra permettre de résoudre les problèmes in-
diqués précédemment. 
OBJECTIFS 
Conception et implémentation d'un système interactif permettant 
- Une facile utilisation des programmes statistiques 
Bon temps de réponse 
- Facile interprétation des résultats intermédiaires et finaux 
- Adaptable à de petites machines 
Le logiciel devra ~tre portable, facilement extensible et si 
possible transparent au système d'exploitation en donnant des ré-
sultats fiables. 
2. 5 Ebauche de solutions 
Le passage de mode batch à interactif doit permettre d'at-
teindre les objectifs généraux. 
On envisage trois possibilités 
Utiliser le système actuel en ajoutant des messages in-
teractifs pour l'utilisateur. 
-:- Elaborer un. sy:stèmè. qui reprend les enalyses · les plus uti- · 
lisées de façon cohérente et coordonnée. 
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Elaborer des programmes interactifs indépendants qui auraient 
accès à une base de données communes. 
La première solution conduit à garder un système dépendant de 
la structure de données et difficilement modifiable du au fait 
qu'il est écrit en FORTRAN IV, langage qui ne possède pas d'ins~ 
tructions permettant un style de programmation structuré. 
La deuxième solution requiert une analyse complète qui ne peut 
pas ~tre faite à court terme, étant donné la complexité des 
traitements à effectuer. 
La troisième solution permet d'atteindre les objectifs généraux et 
peut ~tre implémentée progressivement en utilisant le compilateur 
FORTRAN 77 qui permet de programmer de façon structurée. 
2. 6 Choix d'une structure de données 
On a analy~é trois alternatives de structuration de fichiers 
a) Créer un fichier séquentiel avec des articles de longueurs 
variables. 
Représentation du type d'article 
données 
num-var 
nombre de données 
titre paramètres 
- nom-~ariable : l j l\ ~ nom-expérimentateur 
type-transrormation nom-expérience 
Description du fichier 
file F-VARIABLE 
organisation is sequentiel 
record type VARIABLE 
2 NUM-VAR integer (4) 
2 TITRE 
3 NOM-EXPERIMENTAIEUR char (48) 
3 NOM-EXPERIENCE char (48) 
3 NOM-VARIABLE char (48) 
3 TYPE-TRANSFORMATION char (48) 
2 PARAMETRES array (1 •• 10) of reels 
2 NDONNEES integer (4) 
2 DONNEES array (1 •• NDONNEES) of reels 
Avantages 
Facilité de programmation et maintenance 
Bonne utilisation du support 
Inconvénients 
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Coûteuse en temps de traitement en comparaison avec 
des techniques d'accès directs pour cette application, 
car la plupart des accès sont directs sur base de nu-
méro de variable. 
b) Créer 2 f i chiers séquentiels indexés, l fichier pour l'infor-
mation fixe et l'autre pour l'information variable. 
Représentation du type d'article 








Description du fichier 
file F-INF-VARIABLE 
organisation is indexed; access key is NUM-VAR 
record type INF-VARIABLE 
2 NUM-VAR integer (4) 
2 TITRE 
3 NOM-EXPERIMENTATEUR char(48) 






2 PAR array (l •• lÔ) of reels 
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organisation is indexad, acces key are NUM-VAR, NUM-GROUPE 
record type DONN-VARIABLE 
2 NUM-VAR . integer (4) 
2 NUM-GROUPE integer (5) 
2 NUM-GROUPE-DONNEES array (1 •• 50) of reels 
Avantages Cette organisation facilite la programmation et la 
maintenance si on dispose d'un outil pour gérer les 
fichiers séquentiels indexés; elle est en plus con-
seillée car le .nombre d I accès aléatoires est élevé 
par rapport au nombre d'accès . séquentiels. 
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c. Créer un fichier multiliste avec la structure d'accès décrite 
dans 2. 2.2. (avec la différence dans l'implémentation) 
Les fichiers des titres et paramètres à accès direct permettent 
l'implémentation d'une liste enchainée avec des pointeurs gérés de 
façon indépendante du fichier de base. A chaque titre est associé 
en plus un pointeur vers .les enregistrements des données. 
Deux listes en forme de pile donnent la position relative des 
enregistrements des titres et des données disponibles. 
A chaque opération d'ajoute ou d'élimination d'une vâri~bie, on 
actualise les piles des enregistrements disponibles. 
Graphiquement on peut représenter la structure de la façon sui-
vante : 
Groupes des données 
1 TITRES dld2 • • .dn 
d 
n t I 
1 TITRES dld2 
d d 
"' 
n tt •• m 
TITRES PARAMETRES <P dld2 d !1! n 
ou d 1 ••• dm représentent les données 
Avantages Les opérations d'ajoute et d' él i mination ' h'impliquent 
pas le parcours de tout le fichi ~r comme dans le 
cas de fichiers séquentiels ou dans la structure 
multiliste du paragraphe 1.2.2. Les enchainements 
sont fait par des actualisations de trois listes de 
pointeurs implémentés indépendament des fichiers 
de base. 
Cette structure à été choisie pour les avantages cités. 
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Chapitre 3 ANALYSE DE LA REGRESSION MULTIPLE 
3. 1. Introduction 
La régression multiple a pour but l'étude de la relation qui peut 
exister entre une varia~le observée dite variable dépendante et deux 
ou plusieurs autres variables dites indépendantes ou explicatives. On 
fait l'analyse à partir de n observations de la variable dépe,1dante 
correspondant chacune à p valeurs des variables explicatives. On peut 
représenter une -observation de la façon suivante : 
ou 
= f( X.1 ••••• X. ) + R. 1. lp : -1 i=l, n 
Yi= variable dépendante 
Bi= variable aléatoire appelée résidu 
x. 1 ... X. : variables explicatives l lp 
(3. 1) 
La relation 3. 1 et les hypothèses faites sur R. constituent le 
modèle de régression. Généralement on suppose que le1 résidu est d'es-
pérance nulle de sorte que f(X. 1 .•• X. ) est la valeur attendue de la l lp 
véti~blé y1 . Dans la plüpart des problèmes réels la fonction f dé-
pend de paramètres inconnus. Les problèmes de régression demandent la 
solution des deux problèmes : 
- Il faut choisir le modèle c'est-à-dire la nature et le contenu 
de l'équation à utiliser. 
- Est i mer les paramètres qui interviennent dans ce modèle. 
Parmi les différents modèles de régression, le cas ou la fonc-
tion f est linéaire en ses paramètres est le plus facile à 
traiter. 
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3.2. Terminologie et définitions (5). 
Les principaux paramètres statistiques utilisés dans le calcul 
et l'analyse de la régression multiple sont 
Somme des carrés des écarts de la variable j 
n n 2 n 2 SCE. = 1 (X . - X.) = E X .. 1 E X . . ) 
J a=l ŒJ J i=l l.J n i=l l.J 
_ Somme des produits des écarts SPE .. lJ 















X . ) 
Œl. 
n 
E X . ) 
a=l ŒJ 
Somme des carrés des écarts résiduelle SCERES 
n 
SCERES = E 
i=l 
[ Y. - Y(X) ] 2 
-i - i 
y = valeurs observées 
-i 









Variance résiduelle de y : est la variance des résidus de le 







Y{X)] 2 = 
- i 
1 
n-p-1 SCERES (3.5) 
Degrés de liberté résiduels 
DLRES = n-p-1 (3.6) 
n = nombre d'observations 
p = nombre de variables dans l'équation de régression 
Carré moyen résiduel 
CMRES = SCERES/DLRES 
Degrés de liberté de la régression 
DLRES = p 
Somme des carrés des écarts de la régression 
SCEREG. = t: ( Y ( X ) - Y ) 2 
- i 
= SCE y - SCERES 
_ Carré moyen de la régression 





Les variables aléatoires CMRES et CMREG suivent une distribution 
x2 et la rblation. 
F = CMREG/CMRES (3.10) 
Suit une distribution F de Snedecor avec pet n-p-1 degrés de 
liberté. 
Ecart type résiduel ECTRES 
ECTRES = (CMRES)0. 5 (3.11) 
Covariance 










La covariance caractérise simUltanément deux séries d'observa-
tions. Elle est positive ou négative selon que la relation entre les 
deux séries de données est croissante ou décroissante. 
Coéfficient de corrélation entre X et Y 
Est une mesure de l'association entre les variables aléatoires 
X et 'j_. 







s = écarts types des variables X et Y y 
Coéfficient de corrélation partielle 
Mesure l'intensité de la relation entre deux variables indé-
pendamment de l'influence d'une troisième variable. 
Ex. dans le cas de trois variables, le coéfficient de corré-
lation partielle entre Y et Z est le coéfficient de corrélation 
entre les résidus Y-Y()() et Z-Z(X) des régressions linéaires à 
deux dimensions. 
C - C C 
C = ·yz xy xz yz. x 
(1 - c 2 ) ( 1-c2 ) 
xy xz 
Dans le cas général de plusieurs variables, le coéfficient de 
corrélation partielle de X pet Y par exemple peut étre défini comme 
étant le coéfficient de co~rélation des résidus de la régression 
linéaire de Y en fonction de Xi ••• ,Xp-l avec les résidus de la ré-
gression linéaire de Xp en fonction de x1 , ••• , Xp-l" 
Il peut étre calculé par la formule 
(3.14) 
(*) â est définie dans le paragraphe 3.4.1 
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Coéfficient de corrélation multiple R 
Pour une variable dépendante y et p variables explicatives 
x1 , x2 ••• Xp le coéfficient de corrélation multiple R est le coéf-
ficient de corrélation des valeurs observées Y. de la variable dé-
pendante avec les valeurs estimées Y ( \) obtenues à l'aide de 
l'équation de régression multiple. 
Ce coéfficient peut étre calculé par 
R = SCEREG / SCE y 
2 
Coéfficient de détermination= R 
(3.15) 
Estimation du coéfficient de corrélation multiple et du coéf-
ficient de détermination multiple. 
Les valeurs observées R des coéfficients de corrélation mul-
tiple sont utilisé es comme estimalions P des vatlleurs théo.riques, 
mais les estimations ainsi obtenues ne sont pas aosolument ~vrrectes. 
Pour le coéfficient de détermination, l'estimation 
p2 
= .l - n-1 p - R2) 
n-p-1 (3.16) 
est plus exacte que l'estimation directe Pz =Rz (5,335 ) . 
3. 3. Modèle et Hypothèse 
Dans ce travail on va considérer le modèle linéaire suivant 
X .. .......... . 
n 1 
En notation matricielle on a 
Y= XB + R 
+ b X + R p . np -n 
(3. 17) 
( 3. 18) 
où les valeurs de la variable X· , i=l, n sont égaux à l'unité • 
.LO 
Si on applique le modèle linéaire dans le cas . où on souhaite 
l'étude d'une variable Y en fonction de p variables explicatives 
pour lesquelles on dispose den observations,on a : 
V Vecteur aléatoire n*l observable 
X Matrice (n*p) des valeurs connues (P+l) * l 
8 Vecteur des paramètres inconnus 
R : Vecteur aléatoire (n*l) non observable 
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3. 3. 1. Les conditions d'application 
Ce modèle peut-être appliqué dans les cas où 
Les variables explicatives sont des variables non aléatoires qui 
ont des valeurs connues sans erreur. 
- Les résidus ont tous une même distribution normale de moyenne 
nulle, variance constante et doivent être indépendants les uns 
des autres ce qui implique que les valeurs de la variable dé-
pendante sont extraites de distributions normales indépendantes 
et de même variance. 
Le rang de X est égal à p ce qui implique que aucune colonne de 
X n'est combinaison linéaire des autres. 
- Le modèle linéaire peut-être appliqué également dans le cas ou 
les p variables explicatives ou certaines d'entre elles sont 
des variables aléatoires dont les valeurs sont observées dans 
des conditions analogues à celles de la variable dépendante. 
Des informations complémentaires peuvent être trouvées dans 
DAGNELIE (1982) et DRAPER et SMITH (1966). 
3. 4. Estimation des paramètres 
Il s'agit de trouver B et R dans la relation (3. 18) à partir 
des valeurs de Y observées et des valeurs de X. 
Si on considère E(R) = D, on peut écrire le modèle de la façon 
suivante : 
E(Y) = X 8 (3.19) 
La méthode la plus utilisée est celle des moindres carrées, et 
consiste à choisir comme estimateur de B le vecteur B qui minimise 
la somme des carrées des résidus h(B). 
h(B) 2 = r 1 + r 3 
2 2 
•••••••• + r = R'R 
= (Y-XB)' (V-XB) 
= Y'V - 2V'XB + B'X'XB 
d h(B) = -2X'Y + .2 X' XB 
d B 
n 
En annulant la dérivée, on obtient !'estimateur B de 8 
X'XB = X'Y 
(3.10) 
(3.21) 
Si le modèle est de rang maximum le système d'équations (3.21) 
admet une solution unique : 
- -1 
B = (X'X) X'-V (3.22) 
. 
V = ){ B 
' Si au lieu de X on utilise une matrice centrée XC ou ses 
éléments ont été obtenus par : 
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XC . . = X -XM".: l..J ij J 
' ou 
n 
XM = (1/n) E X j i=l ij 
et si au wiât!J · de Y, on utilise un vecteur centré ' YC, ou 
YC1 = Yi - YM 
n 
YM = (1/n) E Y. i=l l.. 
On peut exprimer (3.22) en termes de sommes de carrés et de 
produits des écarts : 
A matrice des sommes des carrés et des produits des écarts 
XX 
a 
des variables explicatives. 
= XC'XC 
xy vecteur-colonne des sommes de produits des écarts des 
variables explicatives et de la variable dépendante. 
= XC'YC 
a somme des carrés des écarts de la variable dépendante. 
YY 
En remplaçant dans i 1 équation (3.21) on a 
A 8 a = xy (3. 22) 
XX 
dont la solution est 
-1 
8 = (Axx ) a xy (3.23) 
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l'équation de régression multiple est donc 
'V = Y + f3 (X - X) (3.24) 
On peut donc obtenir une estimation du terme indépendant par : 
=b =Y- BX 
0 
(3.25) 
Des informations complémentaires relatives à l'obtention des 
formules 3.24 et 3.25 se trouvent dans DRAPER et SMITH (1966). 
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Les différentes estimations ne sont définies que quand la ma-
trice A est non singulière, c'est-à-dire quand toutes les variables XX · 
explicatives sont linéairement indépendantes. Lorsque, par contre, 
la matrice A est singulière, les coéfficients de régression partiel-
xx 
le sont indéterminés. 
Les distributions d'échantillonnage des coéfficients de régres-
sion b~1 sont liés aux distributions t de Student. Leurs erreurs 
l. 
standards S et leurs limites de confiance sont respectivement 
l. 
✓- 2 . et b. + t 1 12 a a .. 1 1 - -« y.x 11 (3.26) 
Le symbole a .. désignant le terme de la matrice inverse A 
l.l. XX 
et le nombre de degrés de liberté de la variable tétant égal 
à n-p-1. 
(1) b. représente l'occurrence i du vecteur B. 
l. 
3. 4. 1. Techniques de calcul 
Des calculs basés sur l'équation 3.7 ne présentent pas de 
difficultés pour deux ou trois variables indépendantes. Les 
résultats avecplusieurs variables indépendantes et beaucoup de 
données peuvent ~tre complétement invalidés à cause des erreurs 
d'arrondi qui donnent une mauvaise stabilité numérique. Pour 
cette raison ces algorithmes sont considérés comme les plus 
mauvais (SCHIFLERS 1.978). 
Il existe des méthodes permettant d'ajout er ou de supprimer 
une variable explicative dans une équation de régression, sans 
que l'ensemble des calculs soit · complètement repris. 
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Exemple:dans le cas de suppression d'une variable explicative 
dans une équation à p variables>il est possible de calculer les 
p - l coéfficients de régression partielle et la variance rési-
duelle à partir des éléments correspondants à l'équation initiale 
de p variables. 
Une méthode couramment employée pour l'estimation des coéf-
ficients de régression est présentée par Jennrich (1978) 
est basée sur l'application d'un opérateur appelé "s\1/eep" qui 
permet d'effectuer des transformations lînéaires sur les lignes et 
colonnes d'une matrice. 
Le résultat de l'application de cet opérateur à une matrice 
A en utilisant l'élément k-ème de la diagonale, s'il est diffé-
rent de zéro,est une nouvelle matrice Â dont les éléments sont 
... 
1 I a = - a kk \c.1{ 
- I a = aik akk ik 
a kj = akj I akk 
- (aik akj) I (3.27) a · = a .. - X akk ij l.J 
pour i 1 j et j f k 
37 
Une opération "sweep" peut étre annulée avec les transformations 
linéaires suivantes : 
pour 
âkk = -1 / akk 
âik = - aik I akk 
âkj = - akj I akk (3 .28) 
â .. = a .. 
-(aik X akj)/ akk lJ lJ 
i,/ k et j,/k 
Jenrich énonce et fait la démonstration du théorème suivant 
Si on a une matrice partitionnée : 
A = (3.29) 
et s'il est possible d'appliquer l'opérateur sweep à la matrice A 
pour chaque élément de la diagonale de la matrice carrée A , on 
obtient comme résultat la matrice 11 
-1 
Atl A12 
Â = (3.30) 
En remplaçant All, Al2, A21, et A22 par les matrices de sommes 






















Ayy - A a ·xy xy XX 
En tenant compte de l'équation(3.23), on obtient par cette métho-








La relation (3.27) est utilisée pour ajouter la variable~ à 
38 
l'équation de régression; dans ce cas l'élément âii de la diago-
nale de la matrice Â est négatif. La relation 3.28 est utilisée 
quant il s'agit d'éliminer la variable Xk de l'équation de régression. 
3. 5. Choix des variables explicatives 
Supposons qu'on souhaite établi~ une équation de régression de 
Y en terme des variables indépendantes x1, x2 ••• XP. Deux critères 
s'opposent pour sélectionner une équation résultante : 
1. Faire l'équation utile pour des prédictions et pour cette 
raison inclure dans le modèle la plupart des variables in-
dépendantes de telle façon qu'on puisse obtenir un bon ajus-
tement. 
2. Inclure la plus petite quantité possible des variables in-
dépendantes vu la difficulté• d!obtenir l'information pour 
une grande quantité de variables. 
La sélection de la meilleure équation de régression cherche un 
compromis entre les deux critères. Dans certains cas aucun choix ne 
doit être fait car on souhaite que toutes les variables observées 
soient prises en considération. Tel cas peut se présenter lorsque 
l'objectif poursuivi est plus d'expliquer un phénomène que d'essayer 
de le prévoir. 
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Il existe plusieurs procédures statistiques qui essaient de ré-
soudre ces problèmes; toutes sont largement utilisées, mais elles ne 
donnent pas toujours les mêmes résultats pour un problème donné. 
Toutes essaient d'assurer une précision maximum de l'équation de ré~ 
gression, c'est-à-dire une variance résiduelle minimum, en donnant la 
préférence à des variables explicatives fortement corrélées avec la 
variable dépendante et faiblement corrélées entre elles. On peut citer 
les procédures suivantes : 
a. Comparaison de toutes les équations de régression possibles. 
b. Sélection régressive. 
c. Sélection progressive des variables. 
d. Sélection mixte ou régression pas à pas. 
3.5.1 
3.~.2 
Comparaison de toutes les équations de régression possibles 
Différentes méthodes de calcul ont été proposées pour comparer 
toutes les équations de régression possibles, Si on a p variables expli-
catives on aura besoin de : 
p équation de régression simple 
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p (p-1) /2 équations de régression à deux variables explicatives, 
etc, 
Cette façon de procéder est peu utilisée car elle demande beaucoup 
de calculs. Pour p variables explicatives le nombre total d'équations dif-
férentes est 
2P - 1 
Sélection régressive 
Cette méthode est une amélioration de la méthode de comparaison 
de toutes les équations. Le choix des variables se réalise de la façon 
suivante : 
1, Calculer une équation de régression qui contienne toutes les 
variables, 
2, Pour chaque variable traitée comme si elle était la dernière 
variable à entrer dans l'équation de régression, effectuer 
l'analyse de la variance pour tester si la diminution de la 
variance résiduelle est significative. 
La plus petite valeur du test F ex. Fp est comparée avec un ni-
veau de signification Fo présélectionné. 
Si Fp > Fo prendre l'équation de régression comme elle a été 
calculée. Avec cette méthod~ à chaque pas.on élimine la variable dont la 
contribution est la moins importante jusqu'au moment où tous les coéf-
ficientsde régression partiels sont significatifs par rapport à une va-
leur prédéterminée. 
Cette méthode demande moins de calculs que la comparaison de 
toutes les équations et présente l'avantage de fournir des indica-
tions relatives à toutes les variables explicatives car toutes in-
terviennent dans la première équation prise en considération; ce-
pendant elle ne conduit pas nécessairement à la solution optimale 
et si la matrice Axx est presque singulière, cette procédure n'a pas 
de sens pour les erreurs d'arrondi. 
3.5.3 Sélection progressive 
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Dans cette méthode on choisit les variables de proche en proche 
en assurant chaque fois le minimum de la somme des carrés des écarts 
ou de la variance résiduelle. 
L'ordre d'insertion est déterminé en utilisant les coéfficients 
de corrélation _partielI:és comme une mesure de · 1 1 importance des variables 
qui ne se trouvent pas encore dans l'équation. On procède de la façon 
suivante : 
- Choisir la variable explicative la plus fortement carrelée avec 
la variable dépendante. 
En deuxième lieu ajouter la variable qui avec celle déjà choisie 
assure un minimum de la variance résiduelle. 
- Continuer ainsi jusqu'au moment où l'introduction d'une nouvelle 
variable ne provoque plus de réduction significative de la va-
riance résiduelle. 
Pour chaque variable à ajouter à l'équation de régression on examine 
- Le coéfficient de corrélation multiple. 
- Le test F pour la variable récemment ajoutée, ce qui montre 
si la variable a produit une diminution significative de la 
somme des carrés des écarts résiduelle en comparaison à celle 
produite par les variables qui se trouva~ent dans l'équation 
de régression. 
Au moment où la valeur F correspondant à la variable la plus ré-
cemment entrée devient non significative, le processus est terminé. 
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Cette procédure à l'avantage de demander moins de calculs car on 
n'examine pas plus de variables que celles qui sont nécessaires à 
chaque pas. 
Elle présente l'inconvénient de ne pas examiner l'effet que l'in-
troduction d'une nouvelle variable peut avoir sur le rôle joué pour une 
variable qui était entrée auparavant. 
La méthode de sélection progressive est une des plus utilisée et 
permet d'obtenir des résultats intermédiaires qui donnent une informa-
tion statistique valable à chaque pas de calcul. Il est possible d'ob-
tenir des équations de régression intermédiaires et équation de régres~ 
sion multiple complète à la fin. Les équations intermédiaires sont cons-
truites en ajoutant une variable à la fois, variable qui soit statisti-
quement significative. 
3.5.4 Méthode de sélection mixte ou de régression pas à pas 
Cette méthode est une amélioration de la procédure de régression 
progressive. On procède à l'introduction successive des variables mais 
à chaque pas de la régression on examine la signification des variables 
explicatives déjà présentes dans l'équation. 
Cette méthode a l'avantage d'écarter de l'équation les variables 
nuisibles. En effet, une variable peut étre significative au début de 
l'algorithme et ne plus l'étre après l'addition de nouvelles variables. 
Dans ce cas la variable sera éliminée de l'équation de régression avant 
d'ajouter une variable additionnelle. 
On introduit les variables explicatives jusqu'au moment où l'in-
troduction d'une nouvelle variable ne provoque plus de réduction signi-
ficative de la variance résiduelle. La méthode de régression pas à pas 
est considérée comme la meilleure parmi les méthodes de choix des va-
riables, mais elle ne donne pas toujours la solution optimale. C'est 
la raison pour laquelle il faut un bon jugement pour choisir les varia-
bles initiales. 
Des algorithmes présents dans BIOMEDICAL COMPUTER PROGRAMS (1971) 
prennent en considération ce problème en donnant à l'utilisateur la 
possibilité de décider que certaines variables soient obligatoirement 
présentes dans l'équation de régression. 
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3. 6. Test de signification des coéfficients de régression 
Les distributions d'échantillonage des coéfficients de régression 
sont liées aux distributions t de Student avec n-p-1 degrés de liberté. 
La variance de la distribution d'échantillonage de b . est donnée par : 
l 
cr y.x 
et leur erreur standard , par 
-
Si = cry • X /../SCEX 
(3.34) 
i 
· Le test de signification d'un coéfficient de régression b . 
peut être réalisé en calculant la valeur : i 
(3. 35) 
où b i = valeur estimée du coéfficient de régression, et on 
rejette l'hypothèse nulle 
Ho: b. = 0 
1. 
au niveau 0< lorsque 
avec n-p-1 degrés de liberté. 
(3.36) 
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D'où une variable dans l'équation de régression sera significa-
tive si son coéfficient de régression est significatif. 
Le test de signification des coéfficients de régression partielle 
peut être également réalisé par une analyse de la variance. 
L'hypothèse a tester est la suivante 
Ho= La diminution de la variance résiduelle due à 
l'introduction de la variable Xi est nulle 
La valeur de F de ' 6nedecor 
C 
pour tester cette hypothèse est 
SCE 
ï .P / n-p-1 
SCE due SCE y V ' 
•A1••• 
SCE 
. y. Xl •• 
xp-1 
X. • • X 
l p 
(3.37) 
On rejette l'hypothèse nulle à un niveau de signification~ si 
La valeur F est utilisée dans la methode de régression pas 
à pas comme valeurclimite poor -int~pduire·et éliminer une variable de 
l'équation de régression. Elle serà présentée respectivement .comme Fentrée 
et F t· sor 1e. 
(*) SCE due à Xi/ X1 •.. Xp-l que nous noterons SCE Xi/X1 •.. Xp-l : 
somme des carrés des écarts liée à l'introduction de la variable X. 
l 
dans l'équation de régression étant donné que les variables x1 ... 
X 1 se trouvent déjà dans l'équation de régression. 
•~-suppose qu'on renumérote les variables après l'introduction de XÎ. 
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3. 7 Description générale des solutions 
Dans le cadre de ce travail on a choisi la méthode de sélection 
mixte ou de régression pas à pas pour les avantages cités dans 3.5. 
Différents critères statistiques peuvent ~tre utilisés pour la 
sélection des variables qui feront partie de l'équation de régres-
sion : 
1. Ajouter la variable qui produit la plus grande diminution de 
la variance résiduelle. 
2. Ajouter la variable qui produit la plus grande augmentation 
de la corrélation multiple entre Y et les variables explicatives 
sélectionnées. 
3. Ajouter la variable explicative pour laquelle son coéffi-
cient de corrélation partielle est plus significatif. 
4. Eliminer la variable pour laquelle son coéfficient de ré-
gression est non significatif. 
5. Ne pas éliminer une variable explicative si la valeur de 
F sortie , est plus grande qu'une valeur specifiée. 
6. Ne pas ajouter une variable si la valeur de F entrée, est 
au dessous d'une valeur spécifiée. 
La méthode choisie procède à chaque itération de la façon 
suivante : 
- Ajouter la variable qui produit la plus grande diminution 
de la variance résiduelle d'entre toutes les variables ex- • 
plicat_ives en considérant le critère 6. 
- Eliminer la variable qui produit la plus petite augmentation 
de la variance résiduelle en considérant le critère 5. 
- Elle prévoit aussi la possibilité d'ajouter certaines variables 
obligatoires à l'équation selon le critère du statiticien sans 
considérer les règles énoncées précédemment. 
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3. 7. 1 Détails de calcul 
Le calcul des paramètres statistiques et coéfficients de la 
régression est fait à partir de la matrice des sommes de carrés et 
des produits des écarts~ 
L'application de l'opérateur "sweep" à chaque ajoute d'une 
nouvelle variable et l'application de l'opération inverse à chaque 
élimination, permettent de calculer les coéfficients de la régres-
sion et la somme des carrés des écarts résiduelles à chaque pas de 
la régression comme décrit dans le paragraphe 3.4.1. 
La somme des carrés des écarts résiduelle pour la variable dé-
pendante Xd est donnée par âdd" 
La réduction de la somme des carrés des écarts résiduelle due 








- .a a 
(add - dk kd 
akk 
La variable est ajoutée si la diminution de la ·variance ré-
siduelle est significative. Le test est fait en calculant la va~ 




= add - a kd 
(SCE Xk (X1 X ) (n-p-2) p 
F = entrée (3.38) 
scE_ v._x 
··~Xlc ..• X p · + 1 l 
Dans le cas d'élimination . d'une vari~ble, l'augmentation 
de la variance résiduelle qui résulte est donnée par : 
SCE Xk / Xl - X p 
F sortie = 
= 
-(SCE 1<x1 ••• XK 
= 
-(âdd - (â - â dd 





•. 1 ••• ~ -•• Xp 
- SCE 
•. xP v.x1.xP.:.1 
dk â kd ) ) 
â kk 
(3.39) 
Pour la sortie des résultats on a calculé les valeurs 
T =JF et T =JF 






Ils ont une distribution T de Student à n-p-2 et n-p-1 
degrés de liberté respectivement. Ceci permet à l'utilisateur de 
trouver le degré de signification des coéfficients de régression 
en en faisant le test sur T plutôt que sur F car la table de T 
ne comporte qu'un degré de liberté et est souvent plus précise. 
Description de l'algorithme 
sont 
Les principales étapes pour effectuer la régression multiple 
- Lecture et validation des variables qui interviennent dans 
· 1•~quation de régtession. 
Lecture du choix des informations à imprimer. 
Calcul des paramètres statistiques : moyenne, minimum, maxi-
mum, SCE, variance, écart-type, SPE, covariance, coéfficient de 
de corrélation partielle, pour les variables dépendantes et 
explicatives. 
- Tant qu'il existe des variables obligatoires faire 
- ajouter une variable à l'équation, 
calculer et imprimer les paramètres statistiques et les 
coéfficients de l'équation de régression. 
- Tant qu'il existe des variables pour entrer dans l'équation, 
non fortement c .-:rrelées avec celles déjà existantes et qui 
produisent une diminution significative de la variance ré-
siduelle,faire : 
- ajouter une variable à l'équation, 
calculer et imprimer les paramètres statistiques et les 
coéfficients de la régression, 
- trouver une variable K pour sortir. 
Si l'augmentation de la variance résiduelle n'est pas signi-
ficative, alors : 
- éliminer la variable K de l'équation 
calculer et imprimer les paramètres statistiques et les coéf-
ficients de l'équation de régression. 
Le calcul et l'impression des paramètres statistiques et des 
coéfficients de la régression comprend : 
le calcul des paramètres statistiques qui donnent l'information 
sur la signification de la régression: 
SCERES, ECTRES, R**2. 
- le calcul des coéfficients de la régression b., la valeur de T 
de Student pour tester sa signification, les ~rreurs standards. 
le calcul des corrélations partielles pour les variables non pré-
sentes dans l'équation de régression et T de Student pour tester sa 
signification. 
Si l'utilisateur à choisi l'impression des paramètres statistiques à 
chaque pas de la régression alors : 
- l'impression des paramètres statistiques. 
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Chapitre 4 IMPLEMENTATION DU LOGICIEL INTERACTIF POUR 
EFFECTUER LA REGRESSION MULTIPLE 
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4. 1. Introduction 
I 
Le logiciel a été conçu pour donner à l'utilisateur la possibilité 
de saisir et de préparer les données pour effectuer plusieurs analyses 
statistiques et en particulier la régression multiple. 
Le programme a été écrit en Fortran en considérant que dans le 
milieu où il pourra étre utilisé actuellement on ne possède que ce com-
pilateur et on n'envisage pas de changement à court terme. 
La structure du logiciel est modulaire, ce qui donne la possibilité 
d'ajouter d'autres analyses statistiques qu'utilisent certaines routines 
de base déjà existantes. 
Les opérations sur les données ont été groupées dans un seul module 
de façon à donner aux traitements une certaine indépendance de la struc-
ture de données choisie. 
La structure du programme est présentée à la figure (4.2) suivant 
les notations de JACKSON (1983). La description du programme comporte 
les spécifications simplifiées de chaque module et la description des 
routines assoçiées. 
Les spécifications des paramètres seront reprises dans l'annexe. 






Cette structure représente l'ordre d'exécution 
de traitements, de gauche à droite. 
Itération 
Ce composant représente la répétition d'un 
traitement. 
Sélection 
Cette structure représente le c h.oix entre 
deux traitements alternatifs. 
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Le programme peut résoudre des problèmes de régression avec'un maxi-
mum de 30 variables et 1000 données par variables. Il est possible de 
stocker sur un fichier disque 500 variables. Les valeurs limites indiquée · 
ci-dessus peuvent étre changées pour les adapter aux possibilités de 
chaa•~ ordinateur. 
Le code source du programme occupe 110 K bytes. 
La version exécutable du système REGM occupe en mémoire centrale 30 K 
mots de 36 bits pour l'ordinateur DEC-20 de l'Institut d'Informatique des 
Facultés Universitaires N.-D. de la Paix, il peut étre adapté à des micro-
ordinateurs, en utilisant la technique de 11 recouvrement 11 (17). 
Cette technique permet de diviser un programme en un module permanenl 
et plusieurs modules rechargeables. Le module permenent est chargé en mémo i 
re centrale pendant toute l'exécution du programme et les modules rechar-
geables sont chargés quant ils sont nécessaires. 
La technique de recouvrement est disponible sur le compilateur 
"FORTRAN Microsoft version 3.20 11 qui tourne sur des microordinateurs de 
16 bits tels queIBM-PC-XT, KAYPRO 10, avec le système d'exploitation MS-
00S. 
































































STRUCTURE DU PROGRAMME RMUL 




Lxecu ,ion impression 





4. 2. Module .· de Gestion de menus 
Il permet de gérer deux scénarios pour le choix des options. 
Un scénario avec présentation de menus et un scénario sans présenta-
tion de menus. 
Dans chaque étape le module fait la validation du choix de l'utili-
sateur. 
Entrée 
- Code qu'indique le menu à afficher (interne ) 
- Choix de l'utilisateur 
Sortie 
- Affichage de menu 
- Code qu'indique le traitement choisi par l'utilisateur 
- Messages d'erreur 
Opérations sur les données permanentes 




fichier qui contient les menus Consultation 
fichier qui contient les réponses Consultation 





Routine PR MENU 
Objectif Afficher le titre du menu numéro i (TITLE) 
(i est un argument d'entrée) 
Routine VALCH 
Objectifs - Lire et valider le choix de l'utilisateur (ANSWER) 
- Afficher un message d'erreur en cas de réponse 
incorrecte de l'utilisateur 'ERREUR) 
- Afficher le menu . (MENU), si la réponse de 
l. ' l'utilisateur correspond à une demande d'information 
(INFOR) 
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4. 3. Modules de traitements de données 
Ce sont les modules qui permettent d'effectuer des opérations 
sur les données stockées sur des fichiers de variables, tels sont : 
- Chargement des variables 
- Suppression des variables 
- Transformation des variables 
- Impression des variables 
- Accès aux structures de données 
4. 3.1 Modules de chargement des variables 
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Il permet de charger sur disque les titres, paramètres et données 
des variables. 
Les données peuvent se présenter codées d'une des deux façons sui-
G~ntes: 
a) Variable par Variable 
b) Individu par Individu 
Entrée 
- Messages de dialogue interactif 
Pour la saisie de données, il y a deux possibilités 
a) à partir d'un fichier créé par l'utilisateur 
à l'aide d'un éditeur de texte 
b) par terminal lors de l'exécution du module 
Sortie 
- Affichage à l'écran des menus et des messages d'erreur, 
- Affichage de (s) numéro (s) assigné(s) par le système aux 
variables ajoutées. 
Opérations sur les données permarentes 













fichier des données 
fichier qui contient 
listes de· pointeurs 
fichier des menus 
fichier contenant les 
réponses correctes 
pour chaque menu 
exemple du fichier de 
donnéees pour charge-
ment variable par va-
riable. 
exemple du fichier de 
données pour charge -

























Présenter le menu du type de chargement et valider le 
choix de l'utilsateur (PRMENU) 
Routine CHVAR 
Objectif Lire à partir du fichier (CHVARF), ou terminal (CHVART), 
selon le choix de l'utilisateur, variable par variable 
leurs titres, paramètres et données et ajouter aux fi-
chiers de variables. 
Routine CHIND 
Objectif Lire à partir du fichier (CHINDF), ou du terminal (CHINDT) 
les titres de chaque variable, les paramètres et données 
codées individu par individu et les ajouter au fichier des 
variables. 
4.3.2. Module de Suppression des Variables 
Il permet d'éliminer une, plusieurs ou toutes les variables du 
fichier de variables. 
En cas d'élimination de toutes les variables, les fichiers XX.tit, 
XX.par, XX.don, XX.aux sont effacés. 
Entrée 
- Préfixe du nom des fichiers de variables 
(XX: maximum 6 caractères) 
Nombre et numéros. des variables à supprimer 
Sorties 
- Messages d'erreur 
Affichage du titre de la variable à supprimer 
- Message de confirmation de l'opération 
Opérations sur les données permanentes 
Nom des fichiers Opération 
XX.tit Consultation 
XX.oux Consultation, Modification 
Implémentation 





Figure 4. 5 
Description 
Routine ELIMIN: Cette routine élimine une, plusieurs ou toutes 
les variables des fichiers de variables. 
En cas d'élimination de toute les variables, les fichiers de va-
riables seront effacés. 
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4.3.3. Module de transformation des variables 
Ce module permet d'effectuer des transformations des variables, 
les résultats étant eux-mêmes transférés sur disque comme de nouvelles 
variables. 
Entrée 
- Code du type de transformation à effectuer. 
Numéros des variables qui interviennent dans la transformation. 
Sortie 
- Affichage à l'écran des possibilités de transformation. 
- Messages d'erreur. 
Opérations sur les données permanentes 










Objectifs : - Afficher les possibilités de transformation. 
- Lire et valider les numéros des variables qui intervien-
nent dans la transformation. 
- Lire les données des variables. 
- Effectuer le traitement choisi par l'utilisateur. 
- Ecr i re .les nouv&lles véri~bles sur les fichiers de ti-
tres, paramètres et données. 
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4.3.4. Module d'impression des variables 
Le rôle de ce module est d'imprimer sur papier ou à l'écran les 
titres, paramètres et données d'une ou plusieurs variables enregistrées 
sur disque. 
Entrée 
- Choix du type d'impression. 
- Format d'impression. 
Numéros des variables à imprimer. 
Sortie 
- Messages d'erreur 
Impression du rapport choisi par l'utilisateur, à l'écran ou sur 
papier. 
Il peut ~tre de trois types : 
- Impression de titres de toutes les variables. 
- Impression variable par variable, des titres, paramètres et 
données. 
- Impression individu par individu, des titres, paramètres et 
données. 
~ans les deux derniers cas on imprime des paramètres statisti-
ques additionnels : moyenne, minimum, maximum et variance. 
Opérations sur les données permanentes : 















IMPTIT IMPVAR IMPP 
Figure 4.6 
- Présenter le menu du type d'impression et valider 
le choix de l'utilisateur (PRMENU) 
- Imprimer les titres de toutes variables (IMPTIT). 
- Imprimer variable par variable, les titres, paramètres 
et données (IMPVAR). 
- Imprimer les titres, paramètres et données de plusieurs 
variables simultanément (IMPP). 
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4.3.5. Module d'accès aux structures de données: 
Il permet de manipuler les fichiers des titres, paramètres et données. 
Les opérations que l'on peut effectuer sur ces fichiers sont 
1. Ajouter les titres, paramètres et données des variables. 
z~ Créer les fichiercih 
3. Ouvrir les fichiers. 
4. Fermer les fichiers. 
5. Eliminer les variables. 
6. Effacer les fichiers. 
7. Consulter les titres, paramètres et données des variables. 
8. Modifier les items d'une variable. 
Entrée 
Sortie 
Nom du fichier. 
- Code indiquant le type de transformation à effectuer. 
- Pour les opérati9ns 1, 2, 7 et 8 : .numéro de la variable. 
- Pour les opérations 1, 7, 8 titres, paramètres et 
données des variables. 
Code d'erreur= l si l'opération demandée s'effectue 
carre cteme nt, 
= 0 dans le cas contraire. 




Module de Régression Multiple 
Ce module permet de calculer et imprimer à l ' écran ou sur papier 
les résultats de régressions multiples, progressives et d'écrire sur 
disque les valeurs estimées d'une variable dépendante calculée à l ' aide 
d'équations de régression multiple. 
Entrée 
Sortie 
Numéros des variables dépendantes et explicatives qui intér-
viennent dans la régression. 
Impression des paramètres statistiques à chaque pas de la 
régression. 
Stockage sur disque de la variable dépendante estimée et des 
résidus de la régression. 
La structure physique est montrée à la figure 4.7. 
REGM 
LCHOIX LV:JV CP IPVID 
FMT SPEE CCRCVE 
TVE TVS 














- Lire et valider les numéros des variables qui intervien-
nent dans la régression multiple (LVOV). 
- Calculer des paramètres statistiques pour les variables 
dépendantes et indépendantes (CP). 
- Imprimer sur papier ou à l'écran les paramètres statis-
tiques calculés (IPVID). 
Effectuer la régression multiple (REG). 
- Calculer les valeurs de "Y" estimées et les résidus de 
la régression (CVS). 
- Enregistrer la variable estimée et les résidus de la 
régression sur disque (EVSD). 
Choisir une variable à ajouter à l'équation de régres- ·· 
sion (TVE). 
- Choisir une variable de l'équation de régression (TVS). 
- Calculer les coéfficients de l'équation de régression 
et la somme des carrés des écarts résiduelle (SWP). 
- Calculer les paramètres utiles pour l'analyse de la 
variance c'est-à-dire SCERES, CMRES, SCEREG, CMREG, 
( cf. 3.2) (CSl). 
- Calculer l'erreur standards. pour les coéfficients de 
la régression et la valeur Fide Snedecor pour tester 
sa signification (CS2). 
- Calculer les coéfficients de coriêlation;-_partielle et 
la valeur de F pour tester sa signification (CCPF). 
Objectifs : - Lire les données variables dépendantes et explicatives 
et former la matrice de travail (FMT). 
Calculer la moyenne, le minimum, maximum et la matrice 
de sommes des carrés et de produits des écarts (CSPEE). 
Calculer les coéfficients de corrélation, covariance, 
variance et écart type pour les variables explicatives 
et les variables dépendantes (CCRCUE). 
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Chapitre 5 MANUEL DE L'UTILISATEUR 
5. 1. Introduction 
Le programme RMUL permet à l'utilisateur d'effectuer une régression 
multiple en utilisant comme données des variables stockées sur disque. 
Différentes options sont disponibles pour manipuler les variables, 
ainsi : 
- saisie des données, 
- élimination des variables, 
- impression des variables, 
- transformation des variables, 
- stockage sur disque de la variable estimée et des résidus de la ré-
gression. 
Pour utiliser ce programme, deux scénarios ont été implémentés 
pour le choix des options : un scénario avec présentation des menus, et 
un scénario sans présentation de menus. Dans le deuxième cas on a la 
possibilité d'obtenir des informations sur les choix possibles en tapant 
le caractère I. 
Dans la suite on utilisera les conventions suivantes 
Cl = Position du curseur à l'écran 
( R ) = Pousser sur la touche ( Return) 
Fichier de variables . fichiers permanents de titres, paramètres et . 
données de variables stockées sur disque. 
5. 2. Exécution du programme RMUL 
Si on dispose d'une version exécutable du programme RMUL on 
commencera la session en tapant : 
RUN RMUL ( R) 
Une fois la commande lancée il va apparaître le message suivant 
Bienvenue au programme de régression multiple 
Souhaitez-vous des informations sur la manipulation de ce 
programme (O/N) : Q 
69 
Si la réponse est O (oui) on voit apparaître un résumé des possibilités 
du programme. Le paragraphe qui suit reproduit le résumé 
5. 3. Information sur le programme RMUL 
Ce programme permet de 
Créer des fichiers permanents pour stocker les titres, paramètres 
et données des variables à utiliser pour effectuer des analyses 
statistiques. 
Charger des variables à partir du terminal ou des fichiers tempo-
raires créés par l'utilisateur. 
Créer des nouvelles variables qui sont les résultats des transfor-
mations des variables déjà existentes. 
Supprimer des variables contenues dans le fichier de variables. 
Créer de nouvelles variables qui sont les résultats de transforma-
tions de variables déjà existentes. 
Effectuer la régression multiple. 
Imprimer la variable estimée et les résidus sur disque et/ou sur 
papier. 
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Imprimer la ou les variables contenues dans le fichier de variables. 
A chaque étape tapez I pour consulter les options possibles. 
Si on choisit I à cette étape on a l'affichage du menu principal. 
5. 4. Menu principal 
Choix d'un type de travail 
C Chargement des variables 
S Suppression des variables 
T Transformation des variables 
W Impression des variables 
R Régr_ession Multiple 
F Fin 
c::t 
L'option F permet de terminer l'exécution du programme 
Dans les autres cas on retourne à ce menu principal dès que 
l'exécution est terminée. 
--
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5. 5. Chargement des Variables 
Le programme demande à l'utilisateur 
- Le nom du fichier de variables (maximum 6 caractères majuscules) 
NOM DU FICHIER DE VARIABLES c 
Si le fichier n'existe pas le système crée un nouveau fichier 
et initialise les variables nécessaires pour son exécution. 
Ensuite le systéme affiche le menu de chargement des variables 
TYPE DE CHARGEMENT 
V Variable par Variable 
P Individu par Individu 
Cl 
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- L'option V, permet de charger à partir d'un fichier ou du terminal 
les titres, paramètres et données de variables codées variable par 
variable. 
- L'option P permet de charger à partir d'un fichier ou du terminal 
les titres,paramètres et données des plusieurs variables de façon 
simultanée. 
L'utilisateur est informé du numéro xx, assigné à la variable par 
le message : 
LA VARIABLE EST STOCKEE DANS LA POSITION xx 
5. 6. Suppression des variables 
Le programme demande à l'utilisateur 
- Le nom du fichier de variables (maximum 6 caractères majuscules). 
NOM DU FICHIER DE VARIABLES ~ 
- Le type d'élimination des variables, total ou partiel 
VOUDRIEZ-VOUS EFFACER TOUTES LES VARIABLES (O/N) c::z 
Si la réponse est O (oui), on efface tout le fichier, et on 
retourne au menu principal. Dans le cas contraire le programme 
demande : 
- le nombre de variables à supprimer et leur numéro 
DONNER LE NOMBRE DE VARIABLES A SUPPRIMER D 
DONNER LE NUMERO DE LA VARIABLE A SUPPRIMER Cl 
- Pour chaque variable le système affiche son titre et le message 
suivant : 
C'EST BIEN CETTE VARIABLE QUE VOUS VOULEZ SUPPRIMER (O/N) c 
Si la réponse est N (non), les deux derniers messages sont 
répétés. 
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5. 7. Impression des variables 
Cette option permet d'effectuer l'impression des titres, 
paramètres et données d'une ou plusieurs variables contenues dans 
le fichier de variables. 
Le programme demande à l'utilisateur : le nom du fichier de 
variables (maximum 6 caractères majuscules) 
NOM DU FICHIER DE VARIABLES o 
Ensuite, on a l'affichage du menu d'impression 
IMPRESSION DES VARIABLES 
T Impression des titres 
V Impression variable par variable 
p Impression individu par individu 
F Fin 
- L'option T permet l'impression des titres de toutes les variables. 
- L'option V permet l'impression variable par variable de titres, 
paramètres et données •. 
- L'option P permet l'impression simultanée de titres, paramètres 
et données de plusieurs variables. 
- L'option F termine l'exécution du programme. 
Dans chaque cas le système permet de choisir l'impression sur 
papier ou sur terminale. 
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5. 8. Transformation des variables 
Cette option permet à l'utilisateur d'effectuer des transformations 
de variables et de calculer des fonctions de deux variables à partir de 
données enregistrées sur disque dans un fichier de variables, les résul~: · 
tats étant eux-mêmes transférés sur disque dans de nouvelles variables. 
Le système permet de choisir entre différentes options au moyen du 
menu 
POSSIBILITES 
l. x2 = c * xl 
2. x3 = xl + x2 
3. x3 = xl x2 
4. x3 = xl • x2 
5. x3 = xl / x2 
6. x2 = xl ** C 
7. x3 = F( xl ) 
FONCTIONS F DISPONIBLES 
ABS = Valeur Absolue 
LOGE = Logarithme Népérien 
LOGD = Logarithme Décimal 
EXP = Exponentielle 
NEGA = Suppression des valeurs négatives 
NEZE = Suppression des valeurs nulles et négatives 
Choix 
• 
5. 9. Régression Multiple 
Le programme demande à l'utilisateur 
NOMBRE DE VARIABLES OBLIGATOIRES 




Les variables obligatoires seront conservées dans l'équation de 
régression quelle que soit la signification de leurs coéfficients de 
régression. 
Une variable facultative peut être éliminée de l'équation de 
régression au moment où son coéfficient de régression n'est pas 
significatif, selon le procédé expliqué au chapitre 3. 4. La somme 
des variables obligatoires et facultatives ne doit pas dépasser "30". 
Si cette condition est remplie le système demande : 
NUMEROS DES VARIABLES OBLIGATOIRES : c 
puis, 
NUMEROS DES VARIABLES FACULTATIVES : • 
Dans chaque cas l'utilisateur doit taper les numéros qui identi-
fient les variables, séparés par un ou plusieurs espaces. 
Si les variables identifiées par ces numéros existent, le 
système demande : 
DANS LES MESSAGES SUIVANTS, CHOISIR ENTRE LES OPTIONS (0/N) 
IMPRESSION DES STATISTIQUES A CHAQUE PAS :0 
IMPRESSION DE LA DERNIERE STATISTIQUE : 0 
STOCKAGE DE LA VARIABLE DEPENDANTE ESTIMEE 
• 
STOCKAGE DES RESIDUS SUR DISQUE : 0 
IMPRESSION DES VALEURS DE Y ESTIMEES ET DE RESIDUS : • 
VOULEZ-VOUS LES RESULTATS SUR ECRAN OU SUR PAPIER (E/P) : t:J 
5.10 Exemple d'utilisation 
Afin d'illustrerl'utilisation du programme REGM on a pris 
comme exemple, des données écologiques de la Faculté des Sciences 
Agronomiques de l'Etat à Gembloux. 
Il s'agit d'étudier la relation entre la variable dénàmmée 
"Point de Flétrissement" et 10 variables explicatives. 
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L'exécution du problème a été réalisé deux fois avec des 
valeurs limites de T de Student pour entrer et sortir les variables 
de l'équation, égaux à let 2. 
Dans les pages qui suivent on présente les données et un exemple 
d'utilisation du programme depuis le chargement des variables 
jusqu'à l'impression des résultats de la régression. 
- ~ ----------- ------
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*************************** * EXEMPLE DES DONNEES * 
*************************** 
ANAi .YS[ DE DONNEES ECOLOGIQllf.S 
TJTRrs DES VARIABLES! 
1 AF.:GILE ¼ 
2 LIMON% 
3 SABLE FIN i:: (0.05 ·· 0.1MM) 
4 SABLE rIN ;~ (0.1 ... 0.2 MM) 
5 SABLE GF,OSSIEF< % (0.2 ··· 0.5 MM) 
6 SABLE GROSSIER i:: (0.5 - 1 MM) 
7 SABLE GROSSIER% (1 - 2MM) 
8 GF<Alv' I ERS i:: 
9 POINT FLETRISS. PT% 
10 MATI EF,[ OF,GAN I QlJ[ % 
ll CARBONE or<eANIQLI[ % 
PARAMETFŒS: 
NOMBRE DES DONNEES: 28. 
CODE DE FIN DES DONNEES! 30000. 




f'-.1 Cl • l r; 3 L1 r::· ..1, 7 8 9 10 11 • ..:.. ,., 
431. 339 . 35. 24. 1 <;'. ~~ . r.:· 95. ?.09. 70. 405. ,J. 
. .., 7C'Cl 299. 80. 21. r.:- c:- 13. 108. 158. 36. 213. ,:. \ .I\J\J • ...J • ,J • 
7 3éJ,t. 380. 27. 1.6. 1 1 • 8. 7. 18. 7--,r::· 24. 724. ,.., , . , 1.' , .... J • 
4 353+ 323. 54. 40. 6. 23. c:-,J. r::· ,.J • 2S'4. 140. 814. 
5 320. 455. 20. 15. :1 (;, • 7. ,., o. :?.46. 104. 61. .:. . 
6 272. 237. 5 6 . 56. 64. 62. 88. 272. 157. 88. 513 •. 
7 124. 175. 80. 124. 1. 88. 124. 73. 279. 168. 51. 302. 
8 158. 173. ?4. 115. :163. S'4 • 67. 184. ,. 41. 60. 349. 
9 184. 262. S'4. 84. :127. 38. 6"'' ,.J • S'2. 202. 81. 471. 
10 103. 186. 46. 74. 154. 147. 146. 368. :?23. ?6. 561. 
ll 281. 161. 67. 5S'. 74. 58. 5S'. 103. :?.11. • 142. 826. 
12 287. 247. 67. 60. 60. 43. 29. 88. 234. 103. 604. 
-13 235. 203. 69. 64. 87. 62. 85. 94. 245. S'8 • 515. 
14 346. 430. 21. 13. 2+ o. o. o. :?.14. 132. 772. 
15 291. 334. 83. 60. 27. 15. 4. o. 250. 101. 575. 
1(, 3()1. 412. ,.,,., ~ .... • 22. 12. 4. 7. o. '")'")C:-,,;. • ..:..,..,..J • S'3 • 526. 
17 110. 121. 72. 120. 173. 160. 155. 400. 1 21 • 47. 272. 
lD 117. 50. 117. 231. 237. 99. 74. 372. 62. 16. 95. 
19 101. 134. 70. 160. ?.04. 93. 95. 346. 138. 61. 7c:-c:-w ..J..J • 
;20 132. 164. 100. 113. 134. 104. 86. 313. ~34. 77. 453. 
2 1 237. 152. 110. 15<;'. 86. 75. 11. 2+ 237. 80. 469. 
. .., ..., 106 • 142. 92. 155. :194. 121. S'6 • 304. (.)4. 36 • 210. ..:.....;.. 
r)7 
.:.. ..J 254. 28S'. 50. 36. 65. 5?. 11 S'. 273. 173. 45 • 265. 
24 290. 389. 51. 40. 30. 15. ,., 117. 244. 94. 548. .:. . 
'ï r.:· 363. 321. 54. 37. 68 • ")C:- 28. 66. 1 O<i'. 54. 308. ...:.. .... ) .... .J • 
,.) ,( 
.... _ 1.. . ) 354. 427. 15. é,. 1 • o. 1 • 113. ? 59. 120. 698. 
2 7 13 <;'. 167. 63. 10<;'. 139. 113. 94. 244. 249. 131. 765. 
28 26<;'. 232. - c:- c:',., 53. 42. 59. 112. ?-37. 202 • 1180. ..:) ,.J • ...J .... • 
@E: X[C l?PF<(lG. CMD 
BIENVENUE AU rROGRAMME DE REGRESSION MULTirLE 
SOUHAITEZ-VOUS DES INFORMATIONS SUR LA MANIPULATION 




CE PROGRAMME PERMET DE: 
- CREER DES FIC~II[Rn PrRMANENTS POUR STOCKER LES TITRCS 
PAl=<AMETRES CT DONNEES T.lf.S VAF,IABLES A UTILJSEF.: rouR 
EFFECTUER DES ANALYSES STATISTIQUES. 
- CHARGER DES VARJADLES A PARTIR DU T[F<MINAI.. OlJ DES 
FICHIERS TEMPOF.:EI..B r.F.:EES PAR L'UTILISATEUF,. 
·- CREER DE NOUVELLES VARIABLES QUI SONT LES RCSULTATS 
DES TRANSFORMATIONS DES VARIABLES DEJA EXISTANTES. 
ErFECTUER LA REGRESSION MULTIPLE. 
·- ELIMINER UNE OU f'LUSIEURS VARIABLES CONTENUES DANS 
LES r I Cl·! I EF,S PEF,MANENTS. 
-· IMPRIMER LE RESULTAT DE LA REGRESSION ET t.r:~ RESIDUS 
SUR DISQUE CT /OlJ f>lJF, F'AP IER. 
- IMPRIMER LA Oll 1..r:s VAF,IABLES CONTENUES DANf> LES 
FICHIERS DES DONNEES PERMANENTS. 
L, EXECUTION DE l.A rŒGRESSION MULTIF"LE rŒntJJFFl'.T 
L ' EXISTENCE D ' UN r I Cl· IIE r, DES DONNEES PERM AN F NT CTŒ C 
PAR CE PROGRAMME 1..or,s DU ·cf-lARGEMENT DES "VAF, JABLES. 
DANS CHAQUE ETAPE TAPEZ I SI VOUS SOUHAITEZ 
CONSULTER LES OPTIONS POSSIBLES 
CHOIX D'UN TYPE DE TRAVAIL 
:I~ I 
:ff: C 
C ! CHARGEMENT DES VAF, I ABLES 
s: SUPPRESSION DES VARIABLES 
T! TRANSr• RMATION DES VARIABLES 
W! IMPRESSION DES VARIADLES 





NOM DU FICHIER DES VARIABLES! REGM 
CREATION D'UN NOU\..IF.AlJ FICI-IIEF~ 
* r-
TYPE DE CHARGEMENT 
V! VARIABLE PAR VARIABLE 
P! INDIVIDU PAR INDIVIDU 
MANIERE D'INTRODUIRE LES DONNEES 
F: PAR FICHIER 
E: PAR ECRAN 
SOUHAITEZ -VOUS DES INFORMATIONS SUR LE FICHIER 
A CREF.R PAR L'UTILISATEUR? (0/N)!N 
DONNEZ LE NOM DU FICHIER DES DONNECS! DON.DAT 
NOMBRE DES VARIABLES A CHARGER!11 
CHARGEMENT DES VARIABLES 
TI TFŒ: 
ANALYSE DE DONNEES [COLOGIQUES 
LA VARIABLE EGT STOCKEE DANS LA POSITION 1 
TITFŒ! 
ANALYSE DE DONNE[S ECOLOGIQUES 
LIMON% 
LA VARIABLE EST STOCKE[ DANG LA POSITION ? 
81 
TITFŒ: 
ANALY SE DE DONNEES ECOLOGIQUFS 
SADLE FIN¼ (O.O5 - O.1MM) 
LA VARIABLE EST STOCKEE DANS LA POSITION 
TITRE: 
ANALYSE DE DONNEES ECOLOGIQUES 
SABLE FIN ¼ (0.1 ·· 0.2 MM) 
LA VARIABLE EST STOCKEE DANS LA POSITION 4 
TITF.:E: 
ANALYSE DE DONNEES ECOLOGIQUES 
SABLE GROSSIER¼ (0.2 - O.5 MM> 
LA VARIABLE rrnT STOCKEE DANS LA POSITION 
TITRE: 
ANALYSE DE DONNEES ECOLOGIQUES 
SABLE GROSSIEr, % (0.5 ·•· ,.MM> 
LA VARIABLE EST STOCKEE DANS LA POSITION 
TITF,[! 
ANALYSE DE DONNEES ECOLOGIQUES 
SABLE GROSSIER¼ (1 - 2MM> 
LA VARIABLE EST STOCKEE DANS LA POSITION 7 
TITF~E! 
ANALYSE DE DONNEES ECOLOGIQUES 
GRAVIERS¼ 
LA VARIABLE EST STOCKEE DANS LA POSITION 8 
TITF.:C: 
ANALYSE DE DONNEES ECOLOGIQUES 
POINT FLETRISS. PT¼ 
LA VARIABLE EST STOCKEE DANS LA POSITION 9 
NOM DU FICHIER DES VARJADL[S ! REGM 
82 
TITFŒ ! 
ANALYSE DE DONNEES ECOLOGIQUES 
MATIERE ORGANIQUE% 
LA VARIABLE EST STOCKEE DANS LA POSITION 10 
TITFŒ ! 
ANALYSE DE DONNEES ECOLOGIQUES 
CARBONE OF,GAN J QlJ['. % 
LA VARIABLE EST f>TOCI\EE flANS LA POSITION U 
VOUDF,I[7 ···VOUS CONTINUER L 1 EXl:'.ClJTJON 
DU PROGRAMME (0/N)! 0 
CHOIX D1 UN TYPE DE TF,AVAJ.I. 
* w 
NOM DU r-ICl·IIER DES VARIABLES : REGM 
IMPRESSION DES VARIABLES 
=8= I 
T: IMPRESSION DES TITRES 
V! IMPRESSION VARIABLE PAR VARIABLE 
P: IMPRESSION INDIVIDU PAR JNflIVJ.DU 
F! FIN 
VOUDRIEZ-VOUS L 1 IMPRESSION A L 1 ECRAN 
OU SUR PAPIER CP/[)! r: 
NOMBRE DE VARIABLE~ A IMPRIMER! 6 
NUMEROS DES VARIADLES! 
1 2 3 4 5 6 
VOUDRIEZ-VOUS INDIQUER UN FORMAT D1 JMPRFSSION 



















* IMPRESSION f>J:MlJI.. TANEE DE PLUSIEURS VAF,IABLES * 
****************************************************** 
ANALYSE DE DONNFTf> l:COI..OGIQUES 
AF.:GILE /4 
LIMON ¼ 
SABLE FIN ¼ (().()!1 .. 0.1.MM) 
SABLE FIN ¼ ( 0 • j_ ... o.? MM) 
SABLE GROSSIEF, % (().2 ... 0.5 MM) 
84 
6 SABLE GROSSIER % (0.5 ··· 1. MM) 
F'Ar,AMETRES: 
NOMBRE DES DONNE[S: 28. 
CODE DE FIN DES DONNEES: 30000. 
CODE DE DONNEES MANQUANTES: 31000. 
VOUDRIEZ-VOUS I ND HHJET, lJN roRMAT [I, IMPRESSION 
POUR LES DONNEES (0/N): N 
1 2 3 4 5 
431.00 339.0() 35.00 24.00 :1.?. ()() 
308.00 299.00 80.00 2:1..00 5.00 
364.00 380.00 27.00 16.00 ll.00 
353.00 ~2~.00 54.00 40.00 6.00 
320.00 455 ·. 00 20.00 l.5.00 16.00 
272.00 237.00 56.00 56.00 64.00 
124.00 175.00 so.oo j24.00 :108.00 
158.00 173.00 ?4.00 l.15.00 1(,3.00 












NUM 1 '") 3 4 5 (_, "'-
:1.0 103.00 186.00 46.00 74.00 j_54. 00 j47.00 
1 l. 281.00 161.00 67.00 !"i9. 00 i'4.00 58.00 
12 287.00 247.00 é,7. 00 60.00 68.00 43.00 
13 235.00 203.00 69.00 64.00 07.00 62.00 
14 346.00 430.00 21.00 13.00 2.00 o.oo 
15 291.00 334.00 83.00 60.00 27.00 l5.00 
16 361.00 412.00 22.00 22.00 :l.:?.00 4.00 
17 110.00 121.00 72.0() l20.00 173.00 160.00 
1.8 117.00 5(). ()() :1.17.00 231.00 ;,;,;7. 00 99.00 
19 101.00 134.00 90.00 160.00 204.00 93.00 
20 132.00 164.00 100.00 113.00 134.00 104.00 
21 237.00 152.00 110.00 159.00 06.00 75.00 
'")'") 106.00 142.00 92.00 155.00 194.00 121.00 ,.,._ .,_ 
23 254.00 289.00 50.00 36.00 (.,5. 00 59.00 
24 290.00 389.00 51.00 40.00 30.00 l.5.00 
'")C:-
· ·-' J 363.00 321.00 54.00 37.00 (.,fJ.00 25.00 
26 354.00 427.00 15.00 6.00 1..00 o.oo 
,.,-, 
"'-, 139.00 167.00 63.00 109.00 139.00 113.00 
'")<'.' 
,. ... ,., 269.00 232.00 35.00 52.00 ~3.00 42.00 
NUM 1 ~ 3 4 5 6 
r.:r-r 28 28 28 28 28 28 
MTN 101.00 50.00 15.00 6.00 :1. 00 o.oo 
MtiX 431.00 455.00 117.00 231.00 27-7.00 160.00 
MOY 248.93 --,c·~ '")<'.' "'-...JI • "'- > 63.00 73.75 85 • <"J6 57+25' 
CCT 103.47 110.23 28.80 56 • 05 7?.23 48.40 
CV 0.42 0.43 0.46 0.76 0.84 0.84 
----------- --------- - - - - - -
VOUDR I E:Z-VOUS CONTI N(JEF.: L'EXECUTION 
DU rROGRAMME CO/N)! 0 
CHOIX D'UN TYPE DE TRAVAIL 
NOM DU FICHIER DES VARIABLES : REGM 
REGRESSION MULTIPLC 
========== ==--=-== 
VALEUR LIMITE DE T POUR CNTRCR UNE VARIABLE 
DANS L'EQUATION! 1 
VALEUR LIMITE DE T POUF, SORTIR UNE VARIAr-<LE 
DE l .. '[QUATION DE REGRESSION! j 
NOMDRE DES VARIABLES OBLIGATOIRES! 0 
NOMBRE DES VARIABLES FACULTATIVES! 10 
NUMEROS DES VARIABLES FACULTATIVES! 
1 2 3 4 5 6 7 8 10 jj 
NOMBRE DES VARIABLES DEPENDANTCS: 1 
NUMEROS DES VARIABLES DEPENDANTES! 9 
CHOISIR ENTRE LES OPTIONS SUIVANTES: CO/N) 
IMF'FŒSSION DES STATJ:STJQllCS A CHAQUE PAS! 0 
IMPRESSION DE LA DERNIERE STATISTJQUC! N 
STOCKAGE DE LA VARIABLE DEPENDANTE ESTIMEE!O 
STOCKAGE DES RESIDUS SUR DISQUE! 0 
IMPfŒSSION DES VAI..ElJIW fi[ Y EST. ET FŒSIDUS: 0 
vounrncz-vous L ✓ IMPFŒSSION DES FŒSUL TATS 
A L'ECRAN OU SUR PAPIER CE/P)! E 
VOUDRIEZ VOUS L'IMPRESSION DES PARAMETRES 






































0. 49E ·t·03 
ARGILE ;~ 
LIMON% 
SABLE FIN% C0.05 ·- 0,1MM> 
SABLE FIN;~ co.1 ... o.? MM) 
SABLE GROSSIER% co.2 .. 0.5 MM) 
· s~BLE GROSSIER% C0. 5 - 1 MM) 





0. 1.0[ ·1·03 0,43Et03 
0,50Et02 0.4(,r--t03 
0.15Et02 O. 1 ?f. ·I 03 
0,60E·t01 0.23Et03 
0.10Et01 0,24Et03 




0. 32807772[{ Oi, 
0+22388000Et05 
0 • 84825250[•1·05 
0. 14086496[ ~-06 
0.63247714Et05 
0.59812108[ ·105 







O,j2152632 Et04 47.07 
o.ooc+oo o.4oc+o3 o.47986571r10Ci o.17772804E+os 133.31 
0,16Et02 0,20Et03 0,46873857Et05 0,17360608[ ·104 41,67 
0.61Et02 0,12Et04 0,1686?367Ef07 0,62479137E-I-O!"i ?. 49.?6 
88 
NO NO SPE cov r, 
1 2 0. 25111 ?58[ ·!06 0. 9300725:LE ·t·04 0.8155 
1 3 ···•.51730001 E +05 · ·· O • 1 S' 1 5 9 2 6 O E + 0 4 -0.6431 
1 4 ··· O. 12935250E+06 .. 0. 47908334[+04 -0.8261 
1 c:-,., ···O. 18863707E+06 .. 0. 6?8655821::·1·04 -0.9349 
1. (:, ··· O. 12405843E+06 - 0. 45947567[ 1·04 ···0.9175 
1. 7 ··· O. 1061 7f364E ·I 06 -·O. 39325423[ -1-04 ···O. 8075 
1 8 ·-0. 2?f372443E ·1·06 ···O. 11063868E ·1·05 ···0.8021 
1 10 0.2774?:144E-l-05 0.10277461[-l-04 0.2384 
1 11 0.18654022[-l-06 0. 6?088970E ·l·04 0.2671 
2 7 , .. -0.67913001Et05 ···O. 25152963[ ·1·04 -0.7924 
,., 4 ··· O. 145521 OOE +Ot> ·-0. 5309666 7[ ·1·04 -0.8723 "'-
2 C" , .1 ···O. 18764071 Et06 -0. 6<ï'4?t.,5t.d EH>4 ···O. 8728 
,., 6 ···O. 12373229Et06 -0. 4582677:?.E·I 04 ·-0. 8590 "'-
,., 7 ·· · O • 1 O 2 t.,:? 14 3 E + 0 6 -0 • 38007937[ ·1·04 ···O. 7326 ... 
2 8 -·O. 2858:1 32S'C ·l·06 ·-0.10585677E ·l·05 ···O. 7203 
,., 10 0. 30??2428[ ·1·05 0+ 11478677E·t·04 0.24?? "'-
2 1 l. 0.14244415Et06 O. 52757091 E ·t·04 0.1915 
3 4 0. 3t>341 OOOE +05 0. 1345?630[·!·04 0.8339 
3 5 0.3?729000Et05 0 • 14 714444E ·l·04 0.7075 
3 6 0.21075000E+05 0.78055556[-l-03 o.5601 
3 7 0. 13504000E ·l·05 0.50014816[-l-03 0.3690 
3 8 0.440:-i::f>OOOE-1-05 0. 16309630E·I 04 0.4249 
3 10 -0.1.3751 OOOE·I05 ···O. 50929631 E-~ 03 ··· O. 4245 
3 1 1 -0.77266001E+05 ···O • 28617037E·I· 04 --0. 3976 
4 c:-,, 0.98331.750E+05 0.36419167[-l-04 o.8996 
4 (. .. 0.55372000E+05 0. 205081481:. ·1·04 o.7560 
4 7 0.36?l8750E+05 0.136736U.[ ·l·04 0.5183 
4 8 0. 127?5000E·f 06 0 • 4 738888?[·1·04 0.6342 
4 10 ···O. 24002500E-l-05 -0. 88898148E ·l·03 ·-0. 3807 
4 11 -0 .13?1 S'675E-l·06 ·-0. 51554352[ ·1·04 ·· ·O. 3680 
c:· L 0.83650287E+05 0.30(;81588Et04 0.8862 ..:, u 
C" 
,J 7 0.691.~2679Et05 0. 25615807[ ·1·04 o.7535 
5 8 0.21122729E+06 0.7823232<;'[-!-04 0.81.24 
c:-
..J 10 ···O. 33271929E+05 -0. 123225'37[ ·1·04 ·-0. 4095 
5 11 ·· ·O. 1 ?M3?840E ·I 06 - 0. 72925332[ ·!·04 ···O. 403? 
6 7 0.5375!'";571[+05 0. 199094 71 E·l·04 0.8740 
6 8 0.147:l.2?7:I E·l06 0. 54489894E·l·04 0.8445 
6 10 -0.14493572[-l-05 ···O. 536 79895E ·1·03 -· O. 2662 
6 :1 1. -0.83942859E+05 ···O. 3108??48[-!-04 -0.2570 
7 8 0.14727057E+06 0. 54544(.,56[ ·1·04 0.8693 
7 10 ··· O. 11439358E+05 -0 • 4236 799 l [ ·1·03 ·-0.2160 
7 11 ·· 0. 657 :l.5536Et05 -0.2433S'088E-l-04 ···O. 2069 
8 10 ·· ·O. 58? :1 :7;573E ·l·05 -0. 21819842[ ·1·04 ···O. 39?8 
8 11 ·· ·O. 3291 (., 186E ·1·06 ·-0.12191180E ·f·05 ··· O. 3(,58 
10 11 0. 22623179E·l·06 0. 83789551E·t 04 0.8045 
votmr~ J EZ vous L' J MF'RESSI ON r1r:s f'f~F.:AMETRES F'OUF< 
LA VARIABLE DEF'ENDANTE(O/N): 0 
VARIABLES DEPENDANTES 
9 POINT FLETRISS. PT% 
NO MOYENNE MINIMUM MAXIMUM SCE VARIANCE rr.Ar.:T -··TYF'[ 
9 0.21Et03 0.62Et02 O.Z.5Et03 0.17121325F. ·l·O(, 0.63412316E+04 79.63 
NO NO SPE cov R 
9 1 0.11534351Et06 0 • 4271 9017[·1·04 0.51.85 
9 ? 0.13634901Et06 0. 50499632E·I04 0.5753 
9 7 · .. 0 • 394ll4001 Et O 5 -0.146162<ï'7E-104 ···O. t:,374 ..., 
9 4 ···O. 754é,2752E ·l·05 -0. 27949167[ ·1·04 ·-0. (,'?62 
9 c:· .., ·-0. 10587525[·!·06 .. 0. 39213056[ ·1·04 ·-0. 681. 7 
S' 6 - 0.56514001[-l-05 ···O • 20931112E+04 -0.5431 
S' 7 ···O. 50642252Et05 ··· O. 18756390E ·t·04 -0.5004 
9 0 ·-0.196<ï'3401Et06 --o. 72938521[ ·104 -·O. 6871 
9 10 0.64443500Et05 0. 2386 7S'63E ·1·04 0.7194 
9 11 O. 36t.,27425Et06 0. 13565713[·1 03 0.681~j 
0) 
(0 
PHASE 1 - VARIABLE ENTRANTE= 10 T= ~.28 


























































44.49 R**2= 0.6878 
90 
PHASE 3 VARIADLr ENTRANTE= 






























:1 • 18 
:?.47 
40.54 R**2= 0.7409 
- F' 1 -: ASE 4 VAR I A El LE EN TF, ANTE = 1 T = , . • ? ? 













.. 0. 311153 
·-1.269813 














:1 • 58 
0.28 
0. 18 
:1 • 38 
PHASE 5 VARIA~LE ENTRANTE - 5 T= 1.58 
DLFŒS 'ï - ) 
· -- • ._ • 
SCEFŒS= 0.7.0?.?0798[+05 ECTFŒS= 37.06 r,**2= 0.7834 
NO n [CTB T 
1 ···0. 583278 0.229375 ::? + 54 
7 
·-1.067015 o.3S'5728 2.70 ..., 
5 ···0. 558130 (). Z.52909 1.58 
8 ···0. 361580 0.106461 3.40 







11 1 • 36 
PHASE 6 VAF~IAEILE ENTRANTE = 2 T= 2.37 
DLRES 21. SCERES= 0.23833S'69Et05 ECTRES= 33.69 R**2= 0.8210 
NO n 
1 · .. 0 • 7 7 12 8 3 
'ï 
·-0. 426883 "'-
3 ···1. 937056 
i:.-
J ·-:1. 018405 


























PHASE 7 VARIABLE SORTANTE= 10 T= 
DLRES 22. SCErŒS= 0.24545673Et05 ECTRES= 33.40 f<**2= 0.8241 
NO n ECTB T 
1 ···O. 875176 0.178847 4.f:?9 
2 ·-0. 510578 0.144402 3.54 
3 ' "2. 179056 0.409413 5.32 
·~ ~1 ... .1.. 178542 0.312992 3.77 







PHASE 8 VAFUABLE ENTRANTE = 6 T= :1.. 92 















··· 1 • 125982 
-0.715156 
·-2. 545436 
··· 1.. 244077 
-0.867620 





















PHASE 9 VARIABLE ENTRANT E = 7 T= l .58 
DLRES 20. SCERES = 0.18562429Et05 ECTRES= 30.47 R**2= 0.8536 
NO D ECTB 
1 ... :1 • 232113 0. 216914 
2 - 0.807308 0.177051 
3 · .. 2 • 7 8 7 7 5 1 () • 4 4 3 7 7 4 
5 · .. 1. 3 9 1218 0 • 3 0 2 0 6 3 
6 ·-0.734055 0.444813 
7 - 0.532521 ().336817 
















Pl·-:ASE 10 VARIABLE ENTRANTE= 4 T= l.20 
_DLfŒS 19. SCEFŒS= 0.17261078Et05 
NO n ECTB 
1 ·- 1 • 325943 0.228477 
2 -0.934113 ().204716 
7 
·-2. 698045 ().445405 ..., 
4 ···0. 515408 0.430637 
C" 
~J ·- 1. 21.3735 0.333618 
6 ... o. 753753 0.440388 
7 ··· 0. 878792 0.441304 
















30.14 R**2= 0.8767 
IMPRESSION D[ I. A VARIABLE ESTIMEE SUR DISQUE 
DONNEZ LA QUATRIEME' I .. JGNr fllJ TITF.:E F'OUR LA VARI~1BLE ESTIMEE 
VARIABLE ESTIMEE 
CHARGEMENT DES VARIABLES 
TITRC: 
,~NAL YSE DE DONNEES r:r,nt.OGIQUf.S 
POJNT FLETRI SS. F'T ¼ 
VARIABLE ESTIMEE 
LA VARIABLE EST STOCKEE DANS LA POSITION 1~ 
94 
- - - - - --- ----- ---~- - ---
l '·11-'Rr~:-:;~ ru, · N ..: S vi:,.r . i:;t : i~~ rlGSEr:?VEE::S I=" , ., . .1. C A L C U T., 1::: F' :i 
l'.T Lt. V l,R I J', U T,E D~PF" lJ nA ~''i'P" 
t: u •n:: P. o y y !::~T PEsrnus 
1 0.209F+nJ 0.:17PE+01 n.3C7ë;+02 
2 O.lSGl=:+03 0.1G0i:: • O~ -n.22?1:.:+01 
3 o.J?.!:>~+()J n.?.91C+Oi 0. 331:lE:+0? 
'• 
ü.2°4F+03 0.?75E-+03 n.lij9E+O? 
5 0.34bF+03 0.305E+03 o.414E.:+O?. 
~ ü.l'i7F+03 0.1771:.;+01 -n.201E+O?. 
7 U.166F.+03 0.1451:::+01 0.?.32E+O? 
ti ü.141f+03 0.16?E+ü3 -n.?.11E+07 
9 o.~r.2r-'.+03 0.18?E+u1 o.1971::+0? 
1 (j 0.2?JF+n3 n.?07E:+03 0.1G4E+O? 
1 l 0.311F+03 o.?.84E • 01 o.?nPE::+O? 
1. 2 0.2341-"+(I 3 n.?4nE+01 -0.120E+02 
· 13 0.:?.45F+n3 0.?60E • 01 -0.1-t7E+O? 
·1 .; 0.314F+03 0.31nE+01 -0.187E+01 
1 ~ 0.250F"+03 o.?42E • 03 0 • A l 9 r,; + 0 1 
1o u.:â~J::'+03 0.?81E-+0'3 -0.56?E:+ü2 
17 û.1?1F+03 0.111E+03 o.95?1::+01 
t li ü. t,? 0 F,+02 0.3981::+02 n.?22E+02 
19 0.138~+03 0.t28E+03 0.10,t:+02 
?U 0.134P"+03 0.1531!:+0'3 -0.18Al:;+0? 
?1 0.2371="+03 o.?JnE+o1 n.11QE:+01 
?2 0.6.IIOF+02 n.117E+03 -n.526E+O? 
23 v.173F+n3 o.15?E+03 o.20fiE:+O? 
?4 ü.2'14F+03 0.?431;;+01 0.1021::+01 
?5 U.lf1'JF+OJ 0.14t-E+01 -0.366E+O?. 
?G u.259F+OJ n.28f>E+ü1 -n.?.71E:+O? 
?7 0.249F'+03 0.24~E • -O~ n.n40i:;+Ot" 
28 G.337F+03 0.35AE+01 -0.2lOE:+0? 
- - --------- - - - - - - - - - - - - -
VOUDF< I EZ ·-l...10US CONT J Nl.lEF< L /EXECUTION 
DU PROGRAMME (0/N): 0 
CHOIX D/UN TYPE DE TRAVATI . 





VALEUR LIMITE nr T POUR ENTRER UNE VARIABLE 
DANS L/EQUATION! 2 
VALEUR LIMITE DE T POUR SORTIR UNE VARIABLE 
DEL/EQUATION D[ RfGR[nSJON! 2 
NOMBRE DES VARIABLES OBLIGATOIRES: 0 
NOMBRE DES VARIABLES FACULTATIVES! 10 
NUMEROS DES VARIAE:l.EG r-At.l.lLTATIVES! 
1 2 3 4 5 6 7 8 10 ll 
NOMBf~E DES VARIAf:l..[G nr:PnHrANTES ! 1 
NUMEROS DES VARIABLES DEPENDANTES! 
9 
CHOISIR ENTRE LES OPTIONS SUIVANTES! (0/N) 
IMPRESSION DES STATISTIQUES A CHAQUE PAS! 0 
IMPRESSION DE LA DfRNIERr: STATISTIQUE! N 
STOCKAGE DE LA VARIABLE DEPENDANTE fSTJMEE!N 
STOCKAGE DES FŒSIDlJS SUR DISQUE! N 
IMPRESSION DES VALEURS DE Y EST. ET RESIDUS! 0 
VOUDRIEZ-VOUS L. ✓ IMPREGSION DES RESULTATS 
AL/ECRAN OU SUR PAPIER CE/P)! f 
VOUDRIEZ VOUS L/IMPRrSSION DES PARAMETRES 
POUR LES VARIAnLES INDEPENDANTES (0/N)! N 
VOUDF~IEZ vous L / IMF·rŒSSION DES F'AF~AMETRES Potm 
LA VARIABLE DEPENDANTE(O/N)! N 
96 
F"IIASE 1 VARIABLE ENTRANTE= 10 T= 






























































56.37 R**2= 0.4989 
4.09 




~ - - - - - -------------------
98 
VARIABLE ENTRANTE= 7 ,., T= ?. • 4 7 
SCERES== 0.39437407[-!-05 ECTRES= 
T 














"" 0+778509 0.:?.14718 · 














T r. r Fi r ~ s 1 r, 1. ui.·s Vf>LFliRG uRCFHVl::F':S ET (" AT ,CllLFè:S 
N : Lll V A Pl Ab T,F: Di:'.PF!·,l")AMT"'. 
tJU~IERO y y E.ST REsrr,us. 
1 0 .:209F'+03 fl.184E.:+01 0.?.51C::+0? 
2 0.15GF+OJ o.151E+03 0.478[:;+01 
3 0.3'25F+03 0.?9flE+01 0.351E+O?. 
~ U.2ç4F+03 n.?831::+01 o.11?E+O? 
5 ü.)4t,F+03 0.309E+U3 o.368E+O? 
6 û.157F+()J 0.181E+03 -o.?.35E+02 
7 ù.16E.f+03 n.139E+03 n.285E+O? 
û U.141F+0.3 n.161E+03 -n.?OOt:+O? 
9 0.202F+03 0.18!=iE+O~ n.170E+O?. 
1 (j O.2?31-· + 0 3 0.?18E+01 n.47'.H:•01 
1 1 0.)11r.+03 n.?67E+0'3 o.440E+O? 
12 0.234F'+03 n.?33E+03 o.9491::•00 
1 3 0.245F+03 n.?7H:•0'3 -n.?60E+O? 
14 U.314F+03 0.3141::+0~ 0. 42 91::+0~ 
1 5 U.2'50F+flJ o.?4t;E+ü1 o • 3 8 4 t~ + 0 1 
16 0.2?5F+03 n.?91E+03 -n.6o3t:+02 
1. 7 U.l?1F+fl3 0.149E+03 -0.280E+O? 
1.8 G. o? G F+O 2 n.?ORE+O? o.4l?E•O? 
19 U.138F+03 0.104E+01 n.343E+O? 
?O 0.134-J.'+03 0.140E'. +03 -0.576E+01. 
21 0.237F+OJ o.?571:.+03 -o.19qE+O? 
22 ü.640F+02 0.125E:+01 -n.n13E+O?. 
?) o.173r+o3 0.t81l!:+01 -o.806E+01 
?4 G.244~+03 o.? 2?i.::+O 1 o.?21t::+O?. 
?5 0.109F+03 0.1G9t:+ü3 -O.F.00E+O? 
?b U.259F+03 0.?.61E+03 -n.227E+01 
?7 U.2-19r;-+03 n.?44E-+ù3 0.487E+01 
?8 U.337F+03 0.331E+ü~ O.f>10E+01 
V O li fi F~ I E Z ... VOUS CON T I NUE F, L ✓ 1: X [ r, l.l T J ON 
DU PROGRAMME (0/N)! N 
10 0 
S.11 Analyse de résultats de la régression 
Dans le premier cas on a utilisé des valeurs de T t , 
en ree 
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et T t· égaux à 1, ceci permet d'introduire dans l'équa-
sor ie 
tian des variables non nuisibles, c'est-à-dire des variables 
qui n'augmentent pas la variance résiduelle, mais pour lesquel-
les leurs coéfficients de régression ne sont pas nécessaire-
ment significatifs à une phase de régression mais qui peuvent 
devenir significatifs après l'ajoute de nouvelles variables. 
Exemple dans la phase n° 4 le coéfficient de régression de 
la variable n° 1 n'est pas significatif au niveau ~ = O.OS, 
mais il devient significatif à la phase n° S lors de l'ajoute 
d'une nouvelle variable. 
D'autre part, à la phase n° 6 lors de l'ajoute de la va-
riable n° 2, le coéfficient de régression de la variable n°10 
qui était significatif au niveau ~ = a.os, devient non signi-
ficatif. Pour cette raison cette variable est éliminée de : 
l'équation de régression à la phase n° 7. 
On voit également qu'à la phase n° 7 tous les coéfficients 
de l'équation de régression deviennent hautement significatifs 
( 0<=0.01). 
Le résultat de la phase n° 7 n'a pas été trouvé dans le 
deuxième essai où on a augmenté les valeurs de T té et 
en r e 
T t· en leur donnant la valeur 2. sor ie 
L'exemple choisit permet de visualiser la mécanique de la 
méthode. 
En pratique on n'introduit pas simultanément dans une m~-
me équation plus de trois ou quatre variables explicatives. 
La sélection de l'équation résultante dépendra du critère 
du statisticien en considérant différents facteurs tels que 
la difficulté d'obtenir l'information des variables. 
CONCLUSIONS 
Le but qui était d'implérœnter une ver~ion interactive pour faire 
l'analyse de la régression multiple a été atteint. 
102.. 
Le programme a été testé en utilisant des données de problèmes dont 
la solution est connue. 
Le logiciel facile à utiliser, permet le chargement de données va-
riable par variable et individu par individu. 
Les données peuvent se présenter comrœ des entiers, des réels ou 
en notation exponentielle selon les formats acceptés par le compilateur 
FORTRAN. 
L'édition des résultats est claire et présente une variété de para-
mètres utiles pour le statisticien. 
Quant aux difficultés rencontrées, elles étaient liées au fait qu'il 
fallait étudier le système existant qui travaille en mode batch pour choi s 
une structure de données qui réponde aux besoins des statisticiens. 
D'autre part le fait d'envisager le logiciel adaptable à des petite s 
machines a rendu laborieuse la programmation car il fallait considérer 
comme paramètre variable la dimension de matrices pour les calculs. 
Le code exécutable du programme occupe approximativement 30 K mots 
de 36 bits de mémoire centrale et peut etre adapté pour tourner sur des 
micros de 16 bits tels que IBM-PC-XT, KAYPR0-10 avec le compilateur 
"FORTRAN Microsoft version 3.20" et le système d'exploitation MS-DOS. 
En ce qui concerne les possibilités d'extension du système implément é. 
il est possible d'inclure des routines qui permettent de faire l'examen 
des résidus pour tester la validité du modèle. 
En outre on pourra ajouter des routines pour faire l'estimation des 
données manquantes. 
Des nouvelles versions interactives des programmes statistiques 
peuvent étre i mplémentées en utilisant les routines de traitement des don-
nées élaborées dans ce travail. 
103 
Enfin, il faut remarquer que la méthode de régression pas à pas 
utilisée pour résoudre les problèmes de régression, ne donne pas toujours 
la solution optimale. En dépit de ceci, elle reste un outil de travail 
pour les statisticiens qui dans la pratique choisissent l'équation en 
considérant des facteurs additionnels. 
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DEFINITION DES VARIABLES GI .ODAL[S 
********** *** ********* ******** 
NOM TYPE DEFINITION 
A REAL MATRICE DES SOMMES DES rARRCS ET DES PRODUITS nrs frART 
B REAL TABLEAU nrn COEFFICIENTS DE REGRr~nlON 
CD V REAL TABLEAU DES COVARIANCES 
D REAL TABLEAU DE SOMMES DES CARRES DES ECARTS 





TAf:I.. EAU fl[S DONNEES D'UNE VAF, I ABLE 
TABLEAU r,n, NlJMEROS DES VARIABLES . DFPENDANTES 
TAfll.. EAll flfS fŒSIDUS DE LA REG_f.;;CSSION 
TABLEAU nn> l:r,AF.:TS TYPES 
TABLEAU DES VALEURS DE r nr SNEflFCORfl CALCULEES POUR 
TESTER LA SIGNIFICATION DFS r,OfFFJCIENTS DE LA 
REGRESSION. 
IENLT INTEGEf< TADL.EP,U nux CONTJ'.ENT LEf.-, POINTEi.ms POUR l...'[NCHAINEMEN 
DE~; omr:::cn f.>TF.:EMENTS DISF'ONIBLES POUF.: STOCKER LE :~; 
TITF<ES+ 
I N I T I NT E GE F< T ,~ B L. E A IJ GU I CON T I EN T LES PO I NT E LH-< f.1 r· (Hm EN C 1-1 A I N [ r, 1.. ES 
ENREGISTREMENTS DES TITRES AUX ENREGISTREMENTS flfS 
DONNEES+ 
IENLR INTEGER TABLEAU QUI CONTIENT I...CS POJNTCURS POLIR L'ENCHAINEMENT 
DES ENREGISTREMENTS DES DONNEES. 
Ii'm INTEGEf< TtiDLEAU Dt.S NlJM[f,OS DE VARIABLES rxr-1..:i:r,ATJVE"S+ 
1...F, EGT INTEGEF< NOMim[ DU, CMrnCTERES PAf-< ENREGISTr~fMFNT DU FICljIEF< 
DES TI TFŒr; + 
UŒGF' INTEGEf< NOM[lf<[ nr:i, NOTf; PAF, ENREGISTREMENT DU FICHIEr.: ne 
F'Af<AMEHŒS • 
LR EGD INTEGER NOMBRE DES MOTS PAR ENREGISTREMENT DU FICHIER DES 
DONNEES+ 
M I NTEGEF< NDMDF,[ DE VAf<IABLE/3 EXF'LirATIVF:f- r·1...un VAf-< I ABLES 
DEPENDANTES. 
• · 
N INTEGEJ,'. NOMF.IF<[ fi[ JWNNEES D'UNE VARI Al'.ILE. 
NVI I NTEGEF< NOMDlï:E DE VAF~ J. AF.:LES INflEP[NDANTES. 
N\..10 INTEGER NOMBFŒ DE VAF<IABLES OE:LIGATOHŒS. 
























NOMO i; Tf~:I NG F'r:')f'.;: T I [ COMUN r,r: s NflMS DES FICHI El=<S DE r r Tr,rs 
PAF, tiM ETF<E::; CT DONNEES. 
ND i1 :1. /3 Tf( I NG NCJM DU FICHJFf, Dr TlTf.:CS. 
NO M'.~~ ~; Tr-<ING NOM [Il.) r-- l Cl· I J: [ f { DE PAfü)METf( ES. 
NOM3 Slf(ING Noti DU FICHI[f, DE DONNEES. 
i'W M 4 S TF< I N G NOM D l.l f" T C 1 -: J: r-r.: DE PO I NT E l.J ,~ S • 
NOM STRING NOM DU FICHirR DE DONN [ ES rRCE ~AR L'UTILISATEUR. 











REAL TABLEAU DE ror.rFICIENTS DE CORRELATION PARTIELLE. 
REAL Tr~BLEAU D[S Fl~f.:El.lF,S STANDARD F;OUf< LES COEFfICI[NTS 
DE FŒGFŒSSIO N. 









ENREGISTREMENTS OCCUPES DES TITRES. 
VAf-:IADl . .r. Q(JJ JNDICWE LE SOMMET rie I...A r-n.r DES 
ENREGISTREM[Nîn DISPONIBLES POUR LES DONNEES. 
TABLEAU nr.s TJ:TRCS D'UNE VARIABLE . 
TABLEAU DES COEFFICIENTS DC VARIATION. 
TABLEAU DES VALEURS MOYENNES. 
TABLEAU DES VALEURS MAXIMUMS. 
TABLEAU DES VALEURS MINIMUMS. 
MATRICE nr. DONNEES DES VARIABLES. 










·ff • 1 
l"'f::D Gl",hM TL/:; T 
Dh TA MAN S/9/, KA/1/tNA/1/,MA/1/ , TEST/.FALSE./,NCP/3/ 
CHt,l~:r.1CTEr-< :{( .1. r:'iN r; 
1... U G l C ti 1... TF !:; T 
IN CI...LJDF 'COM 1.DAT' 
DAfA K1/20/,K2/21/tK~/22/,IN/5/,LR1/400/,NMV/100/,NCNR/1000/ 
* I...R2 / 20/,LR3/100/,I...REGT/192/,LREGP/10/, 
* I...RFGD /50/, K5/25/,K6/26/,K7/27/,K8/28/,K9/29/,TOL/0+01/ 
,.::ALI 01 :•ENF ( Nti, Ml i) 
Cf.',1...1... l I Tl'.< 
t.J 1~ T T [ ( T r✓ , ' / / 
.i< , :1. X, ., '[: l ENl.-'ENl.JE f~l..J F'F,OGF<AMME DE f~[GF,[SS l ON MULTIPLE' ' , / / /' ) 
l;./l~TTL( IN,;(() 
* 'S OUHAITEZ -· VOUS DEG INFORMATIONS SUR LA MANirULATION' 
WRITECIN,'1Xt''DE CC PROGRAMME? COIN)! '' t$') 
READCIN, ' Al')ANS 
IF(ANS.CO. 'O' )TI-ICN 
CAL.L I MME:3S 
END If 
lJ F< I TE C IN t ~: ) 
* 1 DANG CI-IAOUE ETAPE Tf.',F'CZ I SI VOUS SOUIIAITEZ' 













DO t,/ 11 I LE ( • NOT • TC ST ) 
Cr:~LL MCNUP 
Wl'.i: I lE CI N, 20) 
f~EM:i< IN, 10)f.',NS 
t.JIU f[ (IN t t) 
I F ( A N s • E (~ • , N I ) T 1-1 F N 




CL.USE (UNI T==l\2) 
i:; Tor:• 
i:: 0 r.;: M r, T ( A l ) 
FORMAT(// 1X,'VOLJDRIEZ- VOUS CONTINUER l''EXCCUTION'/• 
lXY'DLJ F'FWCH<AMME (Cl/N)! 't$) 
END 
!:; 1../ E< h: 0 l.J TINE TI T f< 
IN Cl...l.JDE 'COM1 .DA T' 
IMPRESSION DU MESSAGE INITIAL 
t,m1n:: <IN,*> 
IJF< I TE (IN,*) 
w1:~ITE( IN,X<:) 
l>IF<ITF( IN,;(() 
W I'° I TE ( I N Y X< ) 
f:: r, F< r, r, 1:~ r-< i:~ r, r~ r, . MM 
Wl'.i: I TE (IN,*) 
F< F< r,r, MMM 
tm.IT E< INd() 
F< r-~ rrn MM MM MM 
lJF~ITE( IN,~() 
1:rn F<r'° r-rn raam r, MM MM MM 
WRITE<IN,*) 
F~F< rm MM MMM 
t,/F, IlT <IN,*) 








l.ll.l LL ✓ 
UU LL' 







I Fm r.:r, MM MM UUUULJLJUUUUU LLLLLLLLL. L. 
l 





































sur:r,nuT I NE I MM[:~SS 
INCLUD E ' C0M1.DAT' 
t.<lf<IT E ( INdO ' 
lJ F: I T [ ( I N , * ) ' 
l,m I TE (IN,*) 
PROGl=<AMME RMUL 




* '- CREER DES FIC liJ[Rf> PER MANENTS PO UR STOCKER LCS TITRES' 
WF.:ITC(INt*) 
* , P1--îf-< AMEH~ES ET D0NNE[S fl[S \..1ARIABLES A UTII..J:Sr::r.: POUF~' 
WF,ITE(J:Ny*) 
* ' Er FE C TUER DES A NA LYSES ST AT I ST I Q l l [ S • ' 
l<JfUTE(IN,*> 
* ' · C Il A F<G Er.;: DES V A F, I Ar: LES A PA ra IF, Dl l T n~ M I NA L OU DES ' 
lJFO 1T (IN Y*) 
* ' F I CH I ERS TE M r· 0 FŒ 1.. f> r, ra:: r: S PAR L ' ' UT I L I SA TE l.l r, • 
lJFnTE(IN,*) 
, 
* ' ·- CREER DE NOUVELLES VARIABLES QUI SONT LES RESULTATS' 
l,mrrr<INd<: > 
*' DE S TRAN S FORMATIONS DES VARIABLES DF.JA EXJ:f>TENTES.' 
lJRITE< IN~:n 
* ' ··· EFFECTUEf-< LA RCGFŒf>~H ON Ml.li .. T IF'LE . , 
WF-:ITE< IN,*) 
* ' ·- ELIMINEr~ UN[ OU Pl.USIEUF,S VARIABLES C0NTCNlJES DANS' 
WRITE(INdO 
* ' LES FICHIERS P[RMAN[NTS • 
WFOT E(I N,*) 
, 
* ' -· IMPRIMER LE RESULTAT DE LA REGRESSION ET L[S RESIDUS' 
l,I F, I1T ( I N , * ) 
* , su F, [I I s (W E r: T / Ol J mm PAF' IER • 
lJR I TE (IN d() 
* '·- IMPRIMER LA OU L[S VARIABLES CONTENUES DANS LES ' 
WF.:JTE<INt:t.) 
* , FICHIERS DES DONNrrs PERMANENTS.' 
t.m I 1T ( I N , * ) 
Wfn:TE:( IN,;f<) 
* , L, , EXECUTION DE , .. A r.:rr.r-:rss I (lN MULTIPLE f-<E Ql.l I cr-n 
WF.:JTC<IN, :tn 
, 
* ' L ' ' EX I STEN CE D ' ' LIN r I CH I E f, DES DONNEES r· Er~ MAN r NT S CREE ' 
l,JF,I1T(INd: ) •. 









C (1N~; l1lEF~ : CETTE l?D l.JTINE LIT ET FAIT LA VAI ... I[l,C,,TION nu CIIOIX DE 
C L ' UTILISATEUR DANS CHAQUE MENU. 
C 
C VARIABLES GLOBA L.ES: IN • K2 
C 


















C ::; 0 F< T I [ ! P1 N :-:î == 1.,.1 ti F< I ti r: L. E ll l.J I CO N T I EN T 1... C Cl ·I O I X D E L ' U T I L lS A T EU f< 
C TEST = .TRUE. SJ I...E CHOIX EST VAL.IDE. 












Dr-) TA r1ST/'**'/ 
LECTURE DES CHOIX ronSIBL.ES 
READCK2'MA,100)(ANnWCI>,I=1,10) 
*LECTURE AVEC FDRMATO LIBRE 
WRITE(IN, ' 1X,''t ''tS') 
FŒ~iD (IN, 200) AN~-; 
I ""' 1 
TEST === . F1-1L'.3[, 
DO t..lHILE ((tiNSt..l(I),N[.iC'1ST).AND.(I,L.E.1.0)) 
IF CANSW( I).[Q,ANS) THEN 
,..l =I 
TE~;Tc..::, TFWE • 
E:ND IF 
J :::: l +1. 
F: N [I [IC) 
F<ETUl'.i:N 
FOf<MtiT ( :1.0.~2) 





C IMENU: CETTE ROUT INE LIT ET AFFICHE A L'ECRAN LE M[NLJ IDENTIFIE PAR C 
C L.E NUMERO NA r 
C C 
VARIABLES GLOBALES! K1tJNtMfN U 













R[AD(K1 ' NA,1)(MENUCI>,I =1,MANS) 
IMANSX = MANS ··· 2 
WRITECIN,2)(MENU(I),I=1,IMANSX) 
1:.:LTURN 




C**********************************************************************C C C 
C INFOR! CETTE ROUTINE AFFICHE A L'ECRAN LE MENU IDENTIFiE PAR LE r 
C 
C 
NUM ERO NA , SUR DEMANDE DE L'UTILISATEUR. 






C EN TR EE! IN,MAN S ,ANS C 
C T E S T == • T f< lJ E • :"3 J 1 .. F C l· I O I X DE L ' lJ T I L I :3 A T E U f< A r-:· r· A r-: T I C N T A UN C 
C DE S CHOIX CORRECTS C 
C ,:')Nf.; === CHOIX DE 1 .. '1.JTII ... I!:;ATEUI:< C 
C C 
C**********************************************************************C 
SUDROUTIN E INFORCNA,TEST,ANS> 
INCLUDE ' COM1.DAT' 
LOG I Ct-,L. TE ST 
CHARA CTER *2 INF,ANG 
Dr-,Tt, IN1~·1• 1 '/ 




Ct-,1...1... I ME:NU ( Nf'~) 
TE ST==• ft-,LSE, 
END IF 
ENV IF 




C . C 
C MENUP: CETTE ROUTINE PERMET D' AFFIC~:ER A L ' ECRAN LE MENU PRINCIRAI... r 
C VALIDER LE S REP• Nnrs DE L'UTILISATEUR ET rrrrcJUER LE C 
C TRAITEMENT CHOI SI r 
C C 






SLJB ROU TINE MEN UP 
INCLUDE 'COM1.DAT' 
IF IN.::: • F (.11. .. ~; E • 
DO WHT LE C.NOT.IFIN> 
M t1 N i::; ::: ') 
CALL PRMENUC1,1,J) 
IF ( .. .1. NE:. êi) THEN 
CA I...L TYPEABCNVA,2tIERR) 
[ND IF. 
GO TOC50,60,70,80,90,100)J 
C CHt1F<G[M[ NT üE~1 1..-'f':JF< I A I::LE[> 
~-'_;c, C(.11...1... CHV 
f< E: TUF<N 
C ELIMINATION DES VARIABLES 
60 CALI... EI...IMV 
F< f::: TU f-< N 
C TRANSFORMATION DE~ VARIABLES 
70 CALL TRVAR 
F:F.::T UF<N 
C IMPRESSION DES VARIABLES 
no C(.il... l... IMP 
F<ETUF<N 










C OPENF! CETTE ROUTINE OllVR[ LfS FICHIERS ASSOCIES A L'AFFICHAGt 
C D'UN MENU 
C 





OPENCUNIT=K1,FILE='TMENU.DAT',ASSOCIATE VARJA8L .E=NA,ACCESS='DIR 
* ECT', CARRIAGECONTROL='LIST',RECORDSIZE=LRl~F•RM='FORMATTED') 
OPFNCUNIT=K2,FI LE ='ANS WER,DAT 'YASSOC IATE VARIABLE=MA,ACCESS='DIRE 




N ~:I fï .1.. 3 ~:! 
cr~VW'VN)HJlV~ llVJ 
C V N ) ] .. l .L I .J.. ··1 --11.;;1 J 
~; Nt) ;::_- * ~J ] .L J l) ~J 1,;1 H J 
.L '.:i 3 .L -1 l,:;l J I D D .. l 
,1va·tw•J, Jan1JNI 
crAVW 4 VN>nNJW~J JN11no~ans 
**********************************************************************] J J 
:_1 nNJW ::JiltJlv'I-IJ J 
J SN V IJ ::-rn 3 .l V~: I -11 1 n, -·1 3 (I X I O 11 J :n ~H .::l I.L N .J r1 ï Hm mn l../ il N "" (~ : ::1 I.U:I Cr::; J 
:J 
J ,1va·~JMSNV, ~JIHJIJ 37 SNV IJ 'VN nNJW nv S3.J..NVQ J 
J .. NOJS3~~0J S3QI7VA SJS NOdJ~ S37 JIJI./..NJQI rno 0~3WilN - vw J 
J ,.1..va·nNJW, J 
:J ~JIHJIJ Jl SN V(I fïNJW 37 JIJI./..NJQI IilO O~JWfïN = VN ! 33~.I..NJ J 
J J 
J HJlVAAJllll !SJ37JddV SJNilfïO~ J 
J J 
J snNJW JU NüllVlNJSJ~d SNVS Ol~VNJJG Nn 13 SfïN3W J 
J JQ NOilVlNJSJ~J JJAV OI~VNJJS Nn ·sN• ïldO SJ(I XIDHJ J 




l-*'{' ~** "(' * *i/(* * * ** i{,* ~*** * **~\ * ***~ ~~,- ~,- ~,- ~ •1•~,- ~(W*~ *~< ~*~•{,· ~,- ~,- ✓< ~ ~ ~~~,-•~~,- ~<~*~'*~(~,- ~t•~w~,- •~,- ,~ 14 ., .• • 1•• ·• 1'·1 ••1' . .i 1 1·• • •i•• l · ·l · · l • •l · • . , , . .-, ,.,,, .; .. 1 , -1 , , l ·• \ ••i •\ ••i••\ 0 1) .11\ 1\'•1 •.,\ • l\· , ,1•., • . . -\ . .,) , ,, .. 1·,. \ , .-\ . 1l , ,1'• •'1• -1'-'• "1 • 1'\' , ."j .-1•.,,-.,f' .. , , ,1 . .-,-.,r, -1 , .;· -T, r\ ,r\' .-;; , l'\ , '1·'~· •'\'• -1'-1 •"\"·-1 · .. , 
C C 
C T[ TLE : CET TE ROUTINE PFRME T D' AFrICHER LE TIT RF DU MENU IDENTIFIE C 






VARI ABLES GLOBA LES! I N,K l ,T ITR[ 
ENT REE! IN, Kl 















2 FORMAT(/20X,A40/ ) 
END 
iS 
C***********************************************************************C C C 
C V f~ 1... CH ! CETTE f-~ 0 lJ T I N f. L. I T ET FA I T 1... t, \,,1 (., L I D r-1 T J ON DU Cl· I O I X ET · C 
C AFFICHE LE MlNU SU R DEMANDE DE !...'UTILISATEUR r 
C C 
C VARIABLES GLOBAL.ES! MANS,IN,K1,K2 r 
ENTREE! MANS,INtK1,K2tNA,MA 
















1...0G I Ct,I... TEr:T CHt1F<t1CTEf-,:* ;~ t,N:~, 
T E \:J T ::: • r:· (1 L '."j E • 
DO WHII... E (.NOT.TEST) 
CALI... AN SWERCANS tTEST,MA,J) 
I F ( • N O T • T E :'3 T ) Tl· 11:: N 
ltJf~ I T E ( I N , * ) ' 
[ND IF 
CA LL INFORCNA,TEST,ANS) 
ENI:i DO F<LTUl:;:N 
Ei'-![I 
*********************************** 
ROUTINES DE CHARGEMENT DFn VARIABLES 
*********************************** 
. --·-·- -- ----- -
-H 
C**********************************************************************C C C 
C CHV! CETTE ROUTINE rRrSENTE LE MENU DE CliARGEMENT DES VARIABLES ETC 
C [ r· FE:: C TUE LE T r-< ~1 I T [ M [NT Cl ·l O I S I F' A f~ 1... ' UT I 1... I Sr-~ TE UR C 
C C 
C r-<DUT I NE::.; 1-~F"r-:•EL. [E~; ! Cl·l\.-'t,F~ ~ Cl ·I I NI:1 f' 
C C 
C*************************t********************************************C 
::; LI n F~ Cl U T I N E C l· I V 
1 ... 0GICtrl... TE:~::T 
lNCI...LJDE 'COM1.DAT' 
CAL I... F'RMENLJC2,1,J) 
GO TO (1AO,:l.~50)J 
C CHARGEMENT VARIABI...[ PAR VARIABL E 
:1.40 CALI... CHVAR 
F~ETUF<N 
C CH r:~ Fi: D 1::. ME NT I N D I ~-' I [I LI r· r-'1 F, I N fi I V I DU 




C CHVAR! CETTE RO llTJNF [FFECTUE LE CHARGEMENT nrn DONNEES VARIABL E 
C PAR VARIABLE 
C 
C \,,'Ar-i:I ABL.E GL()f:r.-d. . : J N 
c; 
C************************************************************************ 
~; u BF<Cll/T I NE:: C IIVA/:;: 
CHARACTER * 1 CHOIX 
INCLLJDE 'COM l.DAT' 
tJf<ITC(IN,~.'i) 
HE:P1D(IN, 1 1~:I. ' )CHOI X 
IF CC HOI X.EQ . 'F' )THEN 




~'i FCi fihtlT (//?OXY' MANlFI<[ D' 'INTl:< DDUif<E LE [) DONNFFf-;'///,2~'iX, 
* ·' F: PAF< FICHJ[f~ ' llf?::'iX , 'E: PAR ECf<AN'//) 
END 
C************************************************************************ C C 
C CHl..-1f~f<F ! C[TT[ r,Ol.lT IN[ rr:r-:M[T DE 1... I f~ E L[S TI Tf~[S t PAl<At·fETl:<E[; ET DONNE[S C: 
C 
f ' 
D'UN[ ou PI...USICUR ~ VARTADL[S A PARTIR D'UN FIC l1J[R nrs nnNNEE SC 
TCMPDRAIR[S CREE PAR l...'UTilISATEl.lR [T D'AJOUTER AUX FICHI[RS C: 
C 
C 
DES VARIABLES C 
C ROUTINE APPELEE! TYP[AD 






S ur:f<OUT J: NL Cl ·:l..-1~1f~F 
INCLUDE 'COM1 .DAT ' 
CHARACTER*48 BLANC 
DATf"1 DL.ANC/ ' 
LOG I CAL. TEST 
CHf"1f<f"1CTEF,* l Cl :o J X 
W F< I TE ( I N , * ) ' SOU HA I TF 7 · .. \.JOU S D [ S I N F cm MAT I ON [ ; fH.m 1... E r I C 1-: T Fr, ' 
WRITE<IN,'1X,''A CRE[R PAR L UTILISATEUR ? (0/N)! ''tS') 
FŒ ti D ( I N , ' td ' ) Cl· 10 I X 




CA I ... I... LNOMF ( TE(1T) 
IF < TE:.::;r) THEN 
F< ET U F< N 
END IF 
l,JFn T 1:: ( I N , ' l X , ' ' N O MD r.:r- DE [-, V AFn AB 1... E f~ A Cl· I A F, G FI'< ! ' ' t $ ' ) 
F<Ef'iD( IN,*)NVC H 
'/ 
C LECTURE DES TITREStPARAM[TRES ET DONNEES A PART IR D'llN FICHIER 
C i:;EOUENTIEI... FT r.c1:;:JTl.lf-i:E ~;Uf< DI::1QUE 
DCJ 11\ 0==1, N\.IC:H 
:1.0 
DU I === 1,4 
TI T ( I) s::BL.ANC 
END DO 
DO I ==== l,4 




DO I :::: 1 , :1. 000 
DONNEE ( I) :.::: O 
END DD 
READ(K8,*,ERR=40)( DONNEf(J),J =1,NDl 
C:AL.L TYPEAB(NVAt1, IERR) 
END DO 
CI...ClGE ( l<B) 
F<ETUf~N 
WRITE(IN,*>'ERREUR EN LECTURE DES TITRES' 
f<[-:. TUF<N 
WRITE(IN,*)'ERREUR EN LECTURE D[R PARAMETRER' 
FŒ TUF<N 
30 WRITECIN,*>'ERREUR EN LECTURE DC NOMDRE DES DONNEES' 
f<ETUf<N 
40 lJF<I TE< IN d <) '1:.T,f-~Fl.lF~ l':N l . .rCTLJFŒ DES DONNEES' 
1:<E T l.Jf<N 
LND 
1 -
C***************************************************************** C r 
CH'..1,~F~E: CETTE F,OUT IN[ r:r:r[CTUE LE CHAF<GEMENT J'IF!ï J)('JNN[[n 

















l;JF<ITE ( IN,;{() ' CHARGEMENT VARJADLF PAR VARIABLE ' 
lJ F: IlT ( I N , ;{( ) ' 
lJFnTE<IN,;(<) 
l,JF<l TE (IN,*) ., I NTFWI:ilJCl ION flFS TI TF,ES' 
1,,Jf<ITC( IN,:.,'() 
IAI rn TE ( I N , :!< ) ' N Ci M DE 1 .. ' ' EX F" [ F<: I MENT AT nm : ' 
FŒ A r:1 ( I N , ' A 4 8 ' ) T I T ( 1 ) 
lJFUT[( IN,;{<) ' NOM [I[ 1., ·rxr·r:F,IENCE•:, 
READCIN, ' A48')TIT(2) 
:=:::.:::-..; ::.:=:=::;;:.:.: / 
lJ i:n T [ ( I N d< ) ' NOM J'I 1: 1. f.'t V t-, F-1 AD 1... E : ' 
READ<IN,'A48')TIT(3) 
l,.J F< I TE ( I N , * ) ' T Y r· [ J'I 1: ·r r, AN :i r· 0 f< MA T I ON r:: r F [ C T U C r-: f.,l J r, L A V t-, F, I A D L.. r:: : ' 
F,:Er.1r:i(IN, 1 f~14f3' )TJT(4) 
DO I :;:; 1, 4 
r:· < I ) == 0 
[ND DO 
t.J r~ I T E ( I N , ;{( ) ·' D O N N [ 2'. 1. 1: C (') T.I [ N U M E: f< I O U [ D E F' I N ri E D ON N [ C S : ' 
r;:Et,D< IN,*)F'(D ) 
lJF<l T[ <IN,~<) 'DONNEZ L[ C()D E NUM[rn (]l.f[ DE DONNl:.U3 MANOUANlTG: ' 
rŒt,I:I( IN,*)P(9) 
r< E t, [I ( I N , ;{< ) N [1 
P(6) =:: N[I 
l,J F~ I T [ ( l N , ){( ) ,· DON N F F 1; ( r: 0 r~ M A T L I [l r~ E ) ! ' 
RE r~, D ( l N v * ) ( IHJN N E E ( I ) v I :::: :1. , ND ) 
CALL TYPEAE<<NVA • :1.vIERR) 







C CHIND: CETTE ROUTINE rrrECTUE LE CHARGEMENT DEG DONNEES INDIVIDU 
C 
C 
r VARIABLE GLOBAL: IN 
C 
C************************************************************************' 
f> 1. J n F, 0 U T I NE C H I N [1 
CHARACTER * 1 CHOIX 
INCI...UDE 'COM1.DAT ' 
l</r-(ITE( INr~i) 
READ(IN,'Al')CHOIX 
IF (CHOIX.ED. ' F' )Tlff:N 
Ct,1...1... Cl·I I NF 
EL..:~; [ 
C:t,I...L CHI NE 
END IF 
F< ET UF<N 
5 FORMAT ( //20X ~'MANIERr D''INTRODUIRE LES DONNF[S'///r25Xr 





C CHINF! CETTE ROUTINE PERMET DE LIRC 1. .ES TJTRES,PARAMETRES ET DONNEES r 
r DES VARIABLES ronrn INDIVIDU PAR INDIVIDU A PARTIR DES FICHIERS r 
C T E M F' Cl r-< (\ I F< E i:; Cr.;: E E P (i I'.°,'. L ' l.J T I , ... J S A T E U F< E T D ' (.i ,JO U T E r-{ AU X r I CH J r::: f< S I_ 
C DE S VARIABLES 
C 
C ROUTINE APPELEE: TYPEAB 






::;; U Br-:: DUT I N [ CI·: I N r 
INCLUDE ' COM1.DAT' 
CHARACTER*48 DLANr 
Di'.',TA Bli:~NC/' 
I...OG ICtil._ TE:.;T 
CHARACTER*1 CHOIX 
l.,Jr-< I T[ (IN Y;/<) 'S OUl·l1:'.'i I T[Z .. l)()US Dr:::::; l Nf""Clf<M(, TI ON \, nur, I...E FI CHI Er-<' 
WRITCCINt'1Xt''A CREER PAR 1... UTILISATEUR? (0/N)! '',S') 
FŒ f°'.il:I ( I N t ' (il ' ) CHO I X 




CALI... LNDMF" ( T[f:;T) 
ri::· ( TEf:;T) THE:N 
F<ETUF<N 
END IF 
DCJ I:::: 1,4 
TI T ( I ) ==== BL.r-,NC 
END DO 
flCJ I ::: :J.y 2 
READ(K8,'A48 'tERR =20)TITCI> 
END [10 
C I...ECTUF<[ DU NOM.Br;:[ D[~; INDI\.-1IDllf; CT nt .1 NOMBf{[ DE[1 VAf<IABLES 
r PAR INDIVIDU 
READCK8,*,ERR=10)NIND,NVPI 
READCK8,*,ERR=30)CPCI),I=1 ,1 0) 
DO I === 1 , NI ND 
READ(K8Y * YERR=40)(A(IyJ),J=1,NVPI) 
f:::ND DCJ 
üCJ , .J :::: :1. v NVF' l 
no 1°,, :1. y :1.000 
DONNEE ( I ) =::(). 
i::: N [I I:I (J 
ü U I ::= :1. , N :r N [I 
D Cl N N E E ( I ) === A ( I , -.J ) 
EN[1 DO 
DU I ===:,~, 3 
Tll( I ) ===D L..ANC 




CL.CJ~,E ( l'(G) 
l<E TUh:N 
t o l,Jr-<IT[( IN,l/<) ' l:: F<F<EUf< l:::N I...ECTUF<[ nu NOMr.:r,F DES INDIVIDUS/ 
f<ETUf<N 
::20 LJl'.i:ITE(IN,:+:)'[f<F~ElJf{ FN 1 .. ECTUl:<E DE TITF:ES GENFr.:Al.lX/ 
'/ 
RETURN 
30 WRITECIN,*>'ERRELJR FN LEC TU RE DE PARAMETRES' 
RETLJRN 





C Cl: IN[: C[TTE r-<OUT I NE E:FF"ECTU[ 1...F Cl·l1~r.:CFM[NT D[S DONNEES - C 
C INDI\,,IJ:DU Pr-1r.: JNfl:tVIDU r--1 Pr--1r-nn.: DU TEF.:MINAL C 
(., 
.. , 
VARIABLES GLOBAL.ES! INtTIT,PtDONN[[ C C C 
C C 
C ENTREE! IN C 
C C 
C***************************************************************** 
!3UB r-~DUT I NE: Cl ·I J NC 
INCLUDE 'C• Ml.DAT' 
CHARACTER*48 BLANC 
DATA I-:<L.ANC /' 
t,mI1T( IN,*) 
lJFU TE ( I N , ~< ) ' C l··I (.-il:",: G FM [NT I ND I V I DU P Ar-~ J N Tl J V J Dl J ' 
t,Jr;:JTE< IN,*:) 
I_.JF< I TE (IN~*) 'I NTF.:ODUCT ION DE~; TI Tf<FS G[N[F{P1I.JX' 
l<JFUTE(IN,*) 
WRITECIN,*) ' NDM DE L.''EXPERIMENTATE:l.JR!' 
READ(IN, ' A48') TIT(l) 
lJ R I TE < I N ,;{() ' NOM fi [ 1. ' ' r X r· nn [ N CE ! ' 
READCIN,'A48') TJT(?) 
1 FORMATC1X, 'NO MBRE [l''INDIVIDUS!'tt) 
1:< [ (.ÜI ( I N , ;j( ) N I N fi 
P ( ~'i ) "'' N I N D (A_I rn TE ( I N , ' l X , ' ' NOM r-:rŒ fi F. \,t Ar.;: I A El L.. C:> PAR I ND I V uw ! ' ' t $ ' ) 
h: E P1 [1 ( I N , * ) N \,.,1 P I 
D () I c:: l , l 0 
r:• ( I ) ::.:: 0. 
[ND DCJ 
WRITE(IN,'1X,''CODE DE FIN DES DONNECS!'',S') 
fü-:J1D (IN ,*) P ( 8) 
, I , 
WRITE(IN, 'lX ,''CODE NUMERIQUE DES DONNEES MANQUANTES! ''tS') 
FŒ A D < I N , * ) F· ( 9 ) 
WRITE <IN, *>'I NTRODUCTION DES DONNF.F~' 
WRITE CIN,*>'UNE LIGN[ PAR INDIVIDU:' 
D D I ::: 1 , N I N D 
READ(IN,*><A<I,J),J=l,NVPI) 
[ND DO 
l,.J f~ J T E < I N , * ) , I N T f< 0 r.1 lJ C T J (1 N DE r; T I T 1:;: E S P Cl l.J F.: C H t-1 (1 l l E 1.-' A F~ I A f: L. E ' 
DO .J :::: l , N\,.,'F' I 
DCJ J :::: j_ ,NIND 
DCJNNEE ( I) :::: A ( I, ,.1) 
END DO 
TIT( l ) =0 BL ,~NC 
WRITECIN,*) ' NOM DE LA VARIABLE:' 
FŒAD C IN,*) TIT ( 1) 
TI TC 2) c::[! l..(.1NC 
WRIT[(IN,*>'TYP[ DE TRANSrORMATI • N: ' 
1:< E 11 D ( I N d<: ) T I T ( ::1 ) 
CALL.. TYP[AI-:<CNVA,l,IERR> 
[N[I [10 






C EXEMP : CETTE ROUTINE PERMET D'AFFICH[R A l'ErRAN UN EXEMPLE DE C 









WRITECINv ' ABO ')L INFA 







C EX: CETTE ROUTINE rERMET D'AFFICHER A L'ECRAN UN EXEMPLE DE C 











READCK11, 'A80' vEND=20)LINEA 
WRITECIN, 'ABO') LINFA 






ROUTINES DE SUPPRESSION D[S VARIABLES 
***********************~************* 
C***************************************************************** 
C . C 
C [L. I MV: . CETTE F,DUT I NE [LI MIN[ UNE nu r·1 .. 1..11:, J [lJr..:G VAfn ABL.ES A · C 
C r· Arn I l=ï: DE :::; r I C l:J r. r..: r, fi r: r, VA F<I AB L. Es r. 
C C 
r ROUTINE APPELEE: TYPEAB C 




SUBRDUTINE: EL IMV 
INCLUDE 'COMl. DAT' 
CH~~l:<AC TEf<* 1 Cl·IO IX 
t,JIU TE ( IN d() ' EL I MI N1Yf:1. ON fl[S \,1t-'1F.:I ADLES' . 
t,.IF<ITECIN,*) 
t.Jf<ITE( IN v ':I.X , 
* '' VOUDRIEZ-VOUS EFFACER TOUTES LES VARIA BLE~? (0/N)! '' ,$') 
READCIN,'Al ' )CHOIX 





1"1F< I TE 
*C IN, '/ :1. X,' ' DONNEZ LE NOMBRE DES VARIABLES A SUPP RIMER! ''tl') 
FŒM) C IN,*) NLL 
IFCNEI.. .• GT.O)THEN 
DD IIJ>= l,N[L 
CHOIX "" 'N' 
I ::: 1 
ü Cl ~/ H I LE ( ( C l· 1 0 I X • NE • ' 0 ' ) • AN D • ( I • L F • :?. ) ) 
t,HU TE (I N,;/<) , DONNEZ I...[ Nl.lM[r..:o DE LA VAr-U ABLE A sur-r·rn Mrr..:, 
fŒAD CI N, *) NVA 
CALL TYPEADCNVA,7,IERR) 
IF( I[F<F<.NE.1. )Tl ·IFN 
WF<Il[CIN,*) 
WRIT[CIN,*>'TITRE!' 
lJf< I TE (IN,*) 
DO IK•=1.,4 





J cc I+l 
[ND DO 
TF(l . L[. 3 )Hl[N 
ELIMINATION DEI.A VARIABLE 
CALL TYPEAD(NVAt5tJERR) 




'.::; FDF<MAT(/1.X~ 'C' 'C: f3 T DICN CETTE VAF..:Ir-1DL.C: QU[' t/ 
* :l. X , ' V OU S V Cl U L. [ 7. r; l.l F' P rn M 1: r..: ? < 0 IN ) ! ' , ,,, ) 
END 
- -,-- --
. . . ~;. 
**************************************** 
ROUTINES DE T~ANSFORMATION DES VARIABLES 
**************************************** 








DE VARIABLES,LES RESULTATS ETANT EUX - MEMES- TRANSFERES C 
SUR DISQUE COMM[ DES NOUVELLES VARIABLES C 
C 
C VARIABLES GLOBALES: INtDONNEE,TIT,P,DON C 
r C 




INCLUDE ' COM1+ DAT' 
LOGICt,I... TF fJ T 
CHARA CT ER *4 FT,FONCC8 ) 
CHARA CT ER * 1 NCC 
DrYrr., <r~· oNC( I),.T. 00,1, P. ) /' AD S 1 , 1 [, W<T 1 , 1 l..OGE 1 ~ 1 I .OGT) 1 , 1 EXP 1 
* ' NEGA ' ,'ZFRO','NEZE' / 
i,m .T. TE ( IN,*) 
* ' DONNER LE CODE DU TYrF DF TRANSFORMATION A ErFEC TUER!' 
WRIT[(IN, '/15X, '' rDSSIBILITES!' ' ,') 
l~ f-i: I Tf::: ( I N , 1 > 
1 FORMAT(15X, ' 1 + X? ~ C * X1'/15X,'2. X3 = X] ~- X2'/ 
* 15X, '3 + X3 - Xl - X? '/15X, ' 4. X3 = Xl * X2'/ 
* 15X,' 5 , X3 = X1 / X2',/15X,'6, X2 = Xl ** C'/ 
* 15X,'7+ X3 = F(X1) ' //15X,'FONCTIONS F DISPnNIBLES!'/ 
* 15X,'ABS = VALEUR ABSOLUE'/15X,'SQRT= RACINE CARRE'/, 
* l ~'.; X , ' L O G E -.. L. 0 G (.1 f-i: I T l· I ME NE r-:· E F( I E N ' / , 
* l ~~ X f ' L Cl CHI _., 1... 0 G (., f( I Tl ·I MF I'I F C I MA l.. ' / 1 5 X , ' EXP c:: [ X r· 0 NE NT I CL.LE ' / , 
* 15X,'NEGA - SUPPREnSJDN DES VALEURS NEGATIVFG'/, 
* 15X,'ZERO - SUPPR ESSJDN DES VALEURS NULLES'/t 
* 15X, ' NEZE - SUPPRESSION DES VALEURS NULLES ET NEGATIVES'/) 
~:i ? -42 1,,/Fd TE: < IN,' 1.X,' 'C l·IOJ X! '' ,1;') 
FŒ t, [1 ( l N f ' Al ' ) N CC 
C 
NC;;;;f3 
J F' (NCC 1::Q • , 1. I )NC -- :1 • 
IF<NCC, ECL / ... ) / A • •• >NC -·· ,., 
"· 
IF(NCC. EQ. I 3 I )NC -- 7 
···' 
JF(NCC. EQ. '4 I HIC .... 4 
IF(NCC. ElL ..  !!5 / )NC _., ,:-... , 
IF' (NCC. [Q. I C> , >NC .... / , 
'··' 
IF<NCC, EQ. .f .. ~, ., )NC -·· '7 I I 
IF<NC. EQ. B) THEN 
tvF<ITE( IN,*) '[F<F~FlJF< 
GD TO :'.°)242 
1... ' 'OPTION DOIT l:.TF{I:. Nl.JM[F~IQLJE' 
!:::ND IF 
J F ( ( NC. EC~. 1 ) +OF<. < NC + [Q + 6 > ) HIEN 
1,,/F<ITE( INd() 
WRITE<IN,*> ' DONNER LA VALEUR DE LA CONSTANTE 
1:<EAD (IN, X<) C 
END Ir· 
J c:: 1 
TEST;;;;. TF~LJE . 
DO i,,JHII...[ ( (T[~;T ) 1f~ND+ (I.I...E:.2 )) 
TE :JT = ., F'tt.1L. ~,E. 
l"'• • / , • 
1,,mITE(IN,'1X~''NI.JMEFW D[ U't VAFnABLE Xl! '',~;') 
FŒt,I) ( IN,*) NX:I. 





IF ( IEf<f<. EC~. :1.) TIIF:N 
l ::: .1. ·I· :1. 
TE\:;T = + Tl:<l.JE + 
END I i::· 
[ND DO 




ND::: P ((,) 
DO I :::: l , ND 
DON(!) = DONNE[(J) 
END DO 
JF( (NC.[Q.2) . OF<. (NC.F0.3) .cm. (NC+El~.4) .OF<. (NC.[C-f.~:j) )THEN 
l :::: l 
T[ /:; T ::: • TF::UI:.. 
DO WHIL.ECCTEST).AND.CI.LE . 2)) 
Tnn ::: • FAL.~;r:::. 
WRITE CIN,':1.X, '' NUME RO DE LA VARIABLE X2! '',$') 
r<l::JiD (IN,*) NX;:> 
CALL TYPEAB(NX?,7,I[RR) 
I F ( l E 1:;: f;: • E O • l ) T l ·I E N 
l == J. + l 









WRITECIN,'/lX,''DONNEZ LES TITRE S DE LA NOUVELLE VARIADLF'',/ ') 
t,J F< I T E ( I N , * ) ' N D M D i::: 1. . 1 1 E: X F" C 1:;: I M EN T A T E U f< ! ' 
READ(IN, ' A48')TIT(l) 
WRI TE CIN, *>'NO M DE L' 'EX PERIENCE!' 
F< E (.', [1 ( I N , 1 t, 4 !::l 1 ) T I T ( 2 ) 
WRITECIN,*>'NOM DE LA VARIABLE!' 
READ(IN, 'A48') TITC3) 
WRITECINt*) ' TYPE DE TRANSFORMATION EFFECTUE[ SUR LA VARIABLE!' 






N D F' l,.' :::: r:• ( 6 ) .. · :1 
GO TD Cl0,20 , 30,40t50,60t70)NC 
x:,) ···· C * X l 
DO I -·· l, N[IF' \) 
IF (DON(I).NE.P(9))T HEN 





CALL TYPEABCNVA,4 t IERR) 
f<[TUF:N 
XJ ::: Xl ·(· X2 
DO I ::;: 1. y NDF•~I 
IF ((DONNEE<I>.NE.PC9 )) .AND.(DON(I).N[.P(9) ) ) THEN 
DONNEE(!) - DONNEECI) t DONCI) 
EL.SE 




C A 1 ... 1... T y F' E f-l I~ ( N ~-1 (-·1 t :1 t I r F< r< ) 










x:~ "'' X2 --· X l 
DO I 00 = l , N[IF''J 
IFCCDONNEECI).NE.PC9)).AND.CDONCI).NE.P(9))) THEN 
DONNEECI) - DONNEE(!) - DONC!) 
EL'.3E 





CALL TYPEABCN VA,4tIE RR> 
h: ETUF<N 
X3 c:: X l * X2 
DO ]> l y ~rn r-:•v 
IF ( CDONNEECI) . N[.P(9 )). AND.CDONCI>~NE.P(9 ))) THEN 
DONNEE CI) - DON<f>*DONNEECI) 
EL. f:1 E 




CALL TYPEABCNVA,ltJ[RR ) 
CALI... TYPEABCNVAv4.J[RR> 
F~ETUF<N 
X3 :::: Xl / X2 
DO I ::: l , NDF'V 
IFCCDONNEECI>.NE+PC9)).AND.CDONCI>.NE.PC9))) THEN 
DONNEE<I> - DONCI )/DONNEECI) 
EL. f:;E 




C tri ... 1... T yi::, E (11:l ( N \.-' A , :1 t J l::F, F.: ) 
CALL TYPEABCNVAv4tTERR) 
F<[Tl.JF<N 
X2 ::: Xl ** C 
D O I "'' l , N D F' \,,1 
IFCDON ( I).NE.PC 9 )) THEN 
DONNEC CI) - DONCI>**C 
El...!:;r::: 
DCJNN[ECI) .... PC9) 
[ND IF" 
END DO 







X3 === F(Xl) 
l === l 
T C ::; T === • T Fi U r::: • 
DO WHILC (C TEST).AND.(I.L[.2)) 
TC'.:1T === • r ·f~l...~î[ . 
klRITE(IN,*> 
WRITECIN,'lX,''JNDIQUER LC NOM DE LA FONCTION F: '',t') 
r-Œt\D( IN,95)FT 
... J==O 
DO K == lY8 
IF ( FT.ECLFONC(K)) ·n1EN 
J == I'( 
END IF 
END DO 
IF ( ,_I. [Q. 0) THEN 
I === I+l 






GO TO (110,120 ,130t140tl50,1 60,170, l80) J 
C X3 = ABS(Xl) 
llO DO I = 1,NDPV 
IF ( DONCI).NE.PC9)) THEN 
DONN[ECI) - ABS (DON(!)) 
ELf::;E 
D Cl N N 1::: E ( I ) .... F' C 9 ) 
END IF 
END DO 




C X3 =SQRTCX1) 
120 DO I = 1,NDPV 
I F ( ( D Cl N ( I ) • N r.:: • r· C S' ) ) • AN D • C D ON C I ) • G T • 0 ) ) T HE N 
DONNEE(!) - SART CDON(I)) 
El_::;[ 








C X3 = LOGEC X1) 
130 DO I = 1YNDPV 
IF C DDN CI).NE.PC9)) THEN 
DONNEECI) - A~ .OG CDONCI)) 
EL.SE: 
D CJ N N E E C I ) -·· r:• C 9 ) 
END IF 
END . DO 
DUNNEE CNDPV~1) =PC8) 
CALL TYPEAB CNVA,1YIERR) 
CALL TYPEABCNVA,4tJERR) 
F<ETU!'.::N 
C X3 = LUGDCX1) 
140 DO I = 1,NDPV 
IF ( DON(I) . N[.PC 9 )) THEN 
DOi'mEE ( I) ···· AIJ)G :1. 0 ( DON ( I) ) 
[I...S E 
D Cl N NE f::: C I ) - · F' C 9 ) 
[ND IF 
END DCJ 
DONNEE ( NDP Vt1)=PC8) 
CALI... TYPEAD CNVAY1,IFRR> 
CALI... TYPEAB(NVAY4YifRR) 
f<[TLJF;:N 
C X3 = EXP( X1 ) 
150 DO I = :l., NDPV 
IF C DCJN(I).NE.PC9)) THEN 
DONNEE(!) - FXPCDONCI)) 
[L..[;[ 




CALI... TYPEA BCNVAY1 Yî f RR) 
CALI... TYPf:::ABCNVAt4tJERR) 
F<ETUF<N 
C SUPPR ESSION DES VALEUR S NEGATIVES 
:1. 60 1-:.; == 0 
DO I :::: l , NDP 1v' 
IF ( DON C I) • GT. 0) HIF"N 
K == l"< -1-1. 
DONNEE(K) = DONC!) 
END IF 
END DO 
D D N NEE ( I'< ·l · :L ) === F' ( 8) 
CALI... TYPEABCNVA,1,JFRR) 
CALI... TYPEF~B ( NVr-~, 4 Y Jl":I<1-: ) 
F<E:TUF;:N 
C SUPPRESSION DES VALEURS NULLES 
l70 I< === 0 
D CJ I == 1 r N D F' \,,1 
IF"<DON(l) ,EQ,O)HIEN 
l<===I{ + l 
DDNNEE CK) = DnNCI> 
END IF 
END DD 
D Cl N N E [ ( I< + 1. ) === f'' ( B ) 
CALL TYPEAB ( NVAvlrIERR) 
CALL TYPCAB CNVA,4,IERR) 
F<[Tl..lF<N 
C f;; l.J F' P F: E !:, ~; I () N DES \) t1 L [ l.J r;: S NUL 1. . [ f; ET NE G t, T I \,,1 ES 
1GO I'( a-:: 0 
DU I === l , NDF-'\.J 
I F ( DO N ( I > , L E , 0 > TI· : E N 
t, === K+l 
DONNEE ( K) ===DON ( I) 
E:Nr1 IF 
END DO 
D CJ N N E E: ( I'( + :1. > === P ( B ) 
CA LL TYPEABCNVA,l,IERR> 





IMPRESSION DES VARIABLES 
***************************************** 
'!, 1 C************************************************************************i C l 
C I MP ! CETTE f-WUT J: NE Arr J Cl-IF .. (.1 L I ECf<AN u ::: M[NU D I I MPR[ SS ION sur-< DEM(,NDE 
C DE 1... 1 UT IL. I St1TEUr-< [T [TFECTUE LE TRfH TEMENT c 1:o I S I ( 
("' 
.. , 
C VARIABLE GLOBALE! INIT 
C 








:-:-; l.JI:f<DUT I NE I MP 
INCLLJDE ' COM1.DAT' 
CHt,h:~~CTEf-~*l f<EP 
C WRITE(.IN,*) ' IMPRESSION DES DONNEES' 





) , .. , 
C 
l () () 
10'..'.'.i 
CA LL. PRMENU C3 ,3~J> 
WRI TE CIN,*> ' VO UDRIEZ - VOUS L''IMPRESSION A L' ' ECRAN 1 
WRIT[(IN,'1 X,''OU SUR PAPIERCP/E)! '',t') 
REA DCIN ,'A l ' )REP 
IF CREP.EQ. ' P')THEN 
I OUT ==:NCP 
El...13E 
IOLJT :::: IN 
ENI:1 I F 
F< E:: (\ D ( I< 9 ' :! ) ( J N I T ( I > ~ J :::: 1 , N M V ) 
GO TO C90,95, 100,105)J 
IMPRESSION DE::S TI TRE~ 
CAL.I... JMPTIT 
f<ET Ul:<N 
IMPRESSION VARIABLE PAR VARIABLE 
Ct-,LI... I MP\.-'AF< 
1:<[ TUh:N 
IMPRESSION DE PLUSIEURS VARIABLES 








C IMPTIT! CETTE ROUTINE rrrrcTUE L'IMPRESSION ·DES TJTRrs DE TOUTES C 
C LES VARIABLES r 
C C 
C VARIABLES GLOBALES IOUT,NMV,TIT,IN, C 
C C 
C ROUTINE APPELEE! TYPEAn C 
C C 





C IMPRES SION DES TITRrn DE TOUTES LES VARIABLEn 
1~m I'TT ( I OUT , 1 ) 
LJF< I TE ( I OUT, ':5) 
LJ F, I T [ ( I OUT , l O ) 
DD I :::: l,NMl,.I 
Iflf< :::: I 
CALL TYPEAB(IDR,9,J[RR) 








* '* CONTENU DES FICHIERS *', 
* / ,19X,34('*')/) 
10 FORMAT(l7X,'f VAR',lOX,'TITRE') 
15 FORMAT(18X,I3,2X,A48/3(23X,A48/)) 
END 
C***************************t*******************************************L C r 
C HW F' V ! CET T [ r-w l.J T I NE I MF' r-n: ME S I M LJ 1... TAN E M [NT f' 1 ... US .rr: lm S V Ar-<! ABLES r 
C CONTENUES DANS I..CG FJCI-IJEF~S DE VAfnABI...ES C 
C r 
C V,~ f< lf''1 B 1... Es G 1... ()DA 1... p [ s : J N t .T O l.l T , T I T , r:· , DON N E:T y I N n , I n F p t VA rn A , X M I N , X MA X , C 
C XM, ECT C 




C F ()f~ MAT ST(.', ND A ra D ' J Mi:· FŒ SS I ON ! / 1 X , I 4 , 2 X , B F l O • 2 
C NOMBRE MAXIMUM DES VARIABLES A IMPRIMER AVEC Lr: FORMAT 
C STANDART! 8 
INCLUDE ' COMl.DAT ' 
I._ IJ G I C r-1 L T E r_; 
CHARACTER * l CHOIX tFVAR*OO 
TC3 ==. TFWE. 
DO WHII...E (TES) 
WRITE(IN, ' 1X, ' 'NOMDRE DE VARIABLES A IMPRIMER! '',t') 
rŒt,T"l(IN,*>NV 
IF( <NV.GT.O> .f':,NT.I. <NV.LE.NMl.,')) Tl·ICN 
TES == • F~il...SC:. 
EL~,E 
WRITE(INt*)'[RREUR EN NOMBRE DE VARIAnl [S' 
END IF 
END DO 
C I...ECTlHŒ: ET VtiL.IDATJnN nrs NUM[rWS r,u; VArUAI::L[S 
f-( :::: l 
:r !:; :::: l 
no l<JHII...E( (l'( .L.[.3) .AN)). (IS.[Q.1)) 
If:, == O 
WRITECIN t *)'NUMrROS DES VARIABLE S!' 
READ(IN, * )CIND(I)tI=ltNV) 
DO Jl,J ,-.:1,Nl..1 
:tT"(INIT(IND(HJ)).[Q.O) TIIEN 
WRITE(INt15)IND(I) 
I ~; == l 
END IF' 
LN[I DO 
f'(::: 1-( + 1. 
END UD 
1 r:· c K • en • 3 ) n w N 
F<[TUF<N 
END IF 
1 .. Jt:-.:ITE ( IOU Tt 1) 
iJF< I TE ( I OUT, :1. 0) 
C U :: cnmE E I MPfŒSS ION fll.l TI TrŒ G[N[f<P,L 
N'v'AF.: == I ND ( 1 ) 
CALI... TYPEAB(NVAR,9,IfRR) 
WRIT[(IOUT,20)(TIT(IJ),IJ =1,2) 
C LECTURE E IMPRES SION DES TITRES DE VARIABLE S 
no ..J =l,N'v' 
N \,,' AF< == I N [1 ( ~J ) 
CALL TYF'EAD(NVAR t9 ,IERR) 
WRITE(IOUT,30)NVAR,<TIT<IJ),IJ =3t4> 
nm no 
C LECTURE E IMPRESSION DES PARAMETRES 
READCK6'INDC1))P 
WRITECIOUT,*>'PARAMETRES ! ' 
DN=P(6) - 1 
WRITECIOUT,40)DN,P<n>,P C9) 
l,JFUTE( IN,~'i) 
1:Œ AD ( I N , ' A l ' ) Cl· I O I X 
I F < CH O I X • L:: 0 • ' 0 ' ) HII: N 





C LECTURE E IMPR[GSION DES DONNEES 
NMIN ==PC6) 






I F C I E rm + E Q • 1 ) Tl· 1 E: N 
f<ETl.JfiN 
END IF 
II =0 1. 
..J:::: :1. 
DO WHII...EC(II+LE.50).AND+CXCII,1).LT.P(8))) 
IXl... =IXL.+ l 
I F ( CHO I X + [ Q • ' N ' ) Hl EN 




I J ::::J I+l 
END DO 
ILL. === IL 
1::.ND DO 













DO J:::=l ,Nl,,1 
CAl...l TYPEAB<INDCJ)t7,I[RR> 
I D E P C I > === P C {:,~ ) .. :1 
CALL REDDCIDEPCI>,XMCI>,XMINCI>,XMAX<I>,ECTCI>,VARIACI>> 
FNn no 
r-" Of-<MAT C '1.') 
WRITECIOUT,2>CIND(J)tI=ltNV) 














FORMATC1X, ' VOUDRIE Z- VOUS INDIQUER UN FORMAT D''IMPRESSION'/ 
1 X,' F'Ol.JF< L.E f:; DONNEES C 0/N > ! ', t > 
FCH<MATC:l.:~X,~'i4('*')t/tj3X,'* IMPF.:ESf~ION GJMl.11 TANCE DE', 
'PLUSIEURS VARIABLES *',/,13X, 54('*'),/) 
FORMATC/1.X, ' LA VARJADLE t!',14,' N''[XISTE PAS DANS LE', 
;, . 
:l< ' FICI-IH:F, ' ) 
20 F•RMATC/1X,A48/1X~A40/) 
30 FORMATC4X,I4,5X,A48,/13XrA48) 
40 FORMAT(/1 X, ' NOMBRE D[S DONNEES!',F8.0,//1X,'CODE DE FIN ncs· 
:l<: , ' DClNNEEf.1 ! ' , Ff:l, 0 r // :1 X~ 'CDDE DE DDNNEEf.; MANCH.IAN.n:: s ! ' , 







C IMPVAR : CETTE ROUTINE . IMPRIME SUR PAPI[R • LI A L'ECRAN LES TiîRES C 
C PARAMETRES ET nnNN[ES D'UNE ou PLUSIEURn VARJADLfS C 
C 
C' 
ENRE GISTREES SUR DISQUE C 
C 
C V Ar-:: I AB 1 ... E f:, G 1... Cl f: r., 1... ES ! I N , I N [1 , T I T , P , DONNEE C 
r C 
C ENTREE: IN,IOUT C 
C C 




SU T:,r<Ol.JT I NE I MP'.Jtif-< 
INCLUDE 'COM1.DAT' 
CH,~f<t1 CTEf<* 1. CHOIX • F'.-'AF{*80 
WRITE(IN,'1.X,''NOMDRf DES VARIABLES A IMPRIM[R! '' • $') 
fŒAD( lNdONI.JIM 
IF CNVIM.GT.O )THEN 
I·, :::: l 
Ti:;,,:: 1 
DO WHILE<<K.LE.3).AND .(IS.[n.1>) 
IS === O 
WRITE(IN,*)'NLJMrRns DES VARIABLES!' 
READCIN ,t )(IND<I>,I=1,NVIM> 
[10 J 1.-1== 1 • Nl.-1 I M 
I X===IND( IV> 
IFCINIT(IX).EQ.O) THEN 






J F ( t,. CT. 3 > HIEN 
F<ETUF<N 
EI ... S[ 
WRIT[ ( IOUT,*>'IMPRESSICJN VARIABLE PAR VARIABLE' 
l,,Jf{ J TF ( IN, 5) 
i:<E::t1D(IN, 't-d. ' )CI-IOJX 
I F ( C l··I D I X • E O • ' 0 ' ) Hl [ N 




I r < I [ F~ F< • E Q • 0 ) T HE N 
lJF<IT [( INYl) 
WRITECJOUT,lO)JNDCK> • TITtP 
NN ::::P(6 ) 
NN==NN···· 1 
CALL REDDCNNYXMDY,XMINI,XMAXJ • [CTitCVAR) 
WRITECIOUT,'l • lXt''DCJNNEES!'',/') 
IF(CI-IOIX.EQ.'O')THEN 
WRITE(IOUT • FVAR)(DONNEE<LK),LK=l,NN) 
EL:.:F 
WRITE(I0Ult*><DDNNEE<LK>,LK =1 • NN) 
END IF 







1 FORMATC ' l ' ) 
5 FORMAT 
* (/ 1X,'VOUDRI EZ -VOUS INDIQUER LIN FORMAT D' ~IMPRESSION',/1X, 
* ' POUR LES DONNEES CO/N) : 't$) 
10 FORMAT C/ 1X, ' VARIABLF t: ',I4,//1X,1 7 ( '·· ')/1Xt4CA48,/,1H ), 
* 1X, ' PA RAMETRES:',/ / 1X,10F7.0,/) 
1~ FORMAT( / 1X, ' LA VARIABLE t!',I4,' N''EXISTE PA n DANS LE 't 
* ' FI CHIER', / ) 
20 FORMAT C//3X , ' EFF!'tI9/3Xt ' MIN: ' ,F9.2/3X,'MAX!',F9.2/ 












FMI! CETTE ROUTINE rnRM[ LA MATRICE D'IMPRESSION 
ENTREE! NMIN = NOM~RE MINIMUM DES DONN[ES D[ [N ·r·Rr TOUTES LES 
NV = NOMBRE DES VARIABLES 
ILL = INDICE INITIAL DU VECTEUR DE~ DONNEES 
IERR = 1 S' IL Y A ERREUR EN LA LECTUR[ nrs VARIABLES 
















FORMATION DE LA MATRICE D'IMPRESSION 
INCI .. I.IDE 'COM1 .DAT' 
[1() J :::: l , N\.-1 
Il ... ===I LL 
CALL LIRTPDCIND(J),IERR) 
IF ( I ERF<. ECL U Tl :r:N 
FŒTLJF<N 
END IF 
I :::: :1. 
DO WHILECCI.LE.50).AND.CIL.LT.NMIN)) 
I L. === I L ·t :1. 
X ( I, ~J) :::: DONNEE< JI 











C TYP EAB! CETTE RDLITINE PERMET D'EFFECTUER DE~ OPERATIONS SUR LES C 
C FICHIERS DE TITRES,PARAMETRES ET DONNEES C 
C ELLES SONT! 
C 
C l A,JClUTEr{ LE f; l.,1AF<IM)LES 
C 2 ···· CF< E E F< LE[-, F I C / ·: J r: F, [; 
C 3 ... ouvr-nr.;: LES FICI-IIEJ-<S 
('' 4 ·- FE F< ME f< L r: S F J C: f ·: J r: r< r; 
C 5 - ELIMINER LES VARIABLES 
f ' 6 .... /3LIF'Pfd MEi=< I . ..E'S F JTI: I Ef<[; 
C ? .. . CONSULTEF< LE ~; \..IAF.:I AI:LES 
C 8 .... MOD IF IEJ< I .. Er; J. ll::MS D'UNE Vt1F.:I ABLE 
C 
C F< C1 U T I NES A F· F' EL E ES ! 1 .. ET r· J) t L I F< T PD 
C 
C VAR IABLES GL.ODALEB !JNtJ[NL.T,INIT,IENLR,K5,K6,K7,K9,NOM1,NOM2,NOM3 
C NOM4 ,LREG T,LR[GP,LREGD,NMV · 


















C:: N\.-11~ :::: Nl.lM[F,O DE V~1F, I ABLE C 
C NCODE .... CC)DE QU J PFUT F'FŒNDFŒ I ... E~; V,~LEUF, B 1 A B POl.lF-: C 
C INDIQUER LE TYPE D'OPERATION A FFFECTLJER C 
C r: 0 Fa If:~ ! I E 1:rn - l i:a 1.. ' D F' E /ï: AT J ON A E LJ L I E LJ SAN [1 [Tff-:C: Lm C 





INCLLJDE 'CO M1.DAT ' 
CHARACTER*1 CHOIX 
1...CJG I C(ïl... TEST 
GO T0(10,2•Y3•,4•Y50t60Y7•Y8~Y9•)NCODE 
C AJOUTE D'UNE VARIABLE AUX FICHIERS DES VARIABLES 
10 READ<K9'1)(IENLT(l)Yl=1YNMV) 
READCK9'13)TTDIS,TEDIS,TT 
I T==TTD I S 
J F ( T TI) H> , E Q • 0 ) Tl- Ir N 
LJF,ITE(IN,*>'IL N"Y A PL.US DF Pl AC[ .[lf.',NS LE FICHIER' 
f-<ETUf-<N 
END IF 




DO I ====3 , 12 
C LECTURE DES POINTEURS DES CNRCGISTREMENTS DES DONNEES 
READ(K9 ' I)(IENLR(IJ:)yJ:I =KtK1NMV ·- 1) 
1-( === I·, + N M 1v1 
END DO 
C t11 ... L 1 ... [TF' D ( I f:1 W ) 
IFCISW.ECLO)THEN 




TTDI S=IEN LTCTTflJg) 
C' ENCHA I NEM[NT D[ 1 .. '[Nr,EG H>TF,EMENT DE NJ.JMr:rrn J T A 1.. A LI STE 




















IENL T ( IT) == TT 
WRITE(K9'2)(INIT(J)tî=1,NMV) 
TT == IT 
I{:::: 1. 
DO I=3,1.2 
ECRITURE D[ lOO POINTEURS DES [NREGJST~[MENTS CHAQUE FOIS 





~~rn TE (IN, l l) I T 
FORMAT(lXr'LA VARIABLE EST STOCKE[ DANS LA POSITION 'tI4t/) 
RETURN ~ 
'crŒAT ION DES r I r,1-: IEr<S' 
WRITEC5t'lXr''NOM DU FICHIER DES VARIADLES: '',$') 
rŒAD ( ~:i, 23) N(lMO 
N• Ml=NOMO//'+TIT+' 
NOM 2= NOMO//'+PAR+' 
NOM3 =NOMO//'+DON+' 
NOM4 === NOM•I /' + AlJX + ' 
OPENCUNIT=K5,FIL.E=NOM1tGTATLIS='N[W'rERR=30,ACCESS='DIRECT't 
ASSOCIAT[ VARIADl.[ =lTtRrCORDSIZE=LREGT,FORM='r• RMATT[D', 
CAF<r< I AGE r.ONll<CII. ::-.: '1. J ST') 
WRITECIN,*)'CR[ATION D''UN NOUVEAU FICHI[R' 
OP[NCUNIT=K6rFILE=NOM2,STATUS='NEW',ERR=3 0,ACCESS='DIRECT'r 
ASSOCIAT[ VARIADL[ =IP,RECORDSIZE=LREGP> 
OPENCUNIT=K7,FILE=NOM3,STATUS='NEW'rERR=3 0,ACCESS='DIRECT', 
ASSOCIATE VARIADL[=ITrRECORDSIZE=LREGD) 
OPENCUNIT=K9rFILE=NOM4,STATUS = 'NEW',ERR=~O,ACCESS='DIRECT', 
r<E:cor<[IS I Z[==NMV) 
C AL L. I N F' Cl I N 
1:<ETUF<N 
FDW1AT C At'i) 
f<ETUF<N 
'OUVERTURE DES rrrHIERS' 
NE ==O 
OPENCUNIT=K5,FILE =NOMl,STATUS = 'OLD'rERR=3 l rACCESS='DIRECT', 
ASS OCIATE VARIABLE=I T,RECORDSIZE=LREGT,FORM='FORMATTED', 
CARRIAGECONTROL='LJST') 
OPENCUNIT=K6rFILE=NOM2YSTATUS='OLD'rERR=3lvACCESS='bIRECT', 
ASSO CIA TE VARIABL.F =IP,RECORDSIZE =L.RE::GP) 
OPENCUNIT=K7,FIL .F=NOM3,STATUS='OLD',ERR=3l ,ACCESS='DIRECT', 
As r; oc I AT[ \.-1AF< I ABL.E =-0 I T, F,ECOl'.;:DS I ZF=== L..r-i:E GD) 
OPENCUNIT =K9tFIL..E=NOM4,STATUS='OLD'vERR=3 l,ACCESS='DIRECT', 
r-i:ECorrnr; I Z[::::NMV) 
1:<ETUF<N 
lin:< I TE:: (IN,*) , Ef<r-ï:ctm [N OlNEF<TUF~E DES FI CHI Er<i:;, 
r.:r:::TUl,:N 
FOF<MF~T ( A~i) 
C 
AO 
' i::· E 1:< M i::: T u F< i::: v 1:: f:; r r c 1· 1 :r 1::: r.;: i:; ' 
C L. 0 f:; E ( I< '.'~ ) 
CI ... D\:;[ ( l\ ,~i ) 
CLOSE: ( 1\ 'ï') 
C L O '.:, [ ( IS:: G ) 
C 1 ... () '.:, [ ( I{ '/ ) 
1:<ETUl:;:N 
C 'ELIMINATION [l[S VARIABLES' 
'.:rn IF (IN I T ( NVti) • EG. 0) HIEN 





AJOUTER L ' ENREGISTREMENT LIBERE A LA PILE DES CNREGISTREMENTS 
DISPONIBLES DES TITRES 
I EN 1 ... T ( N V A ) ===TT D I S 
TTD I f:l==NVti 
C LIBERER L ' ENREGISTREMENT DES DONNEES IRL A LA PILE DES 
C ENREGISTREMENTS DISPONIBLES 
If< L. ::: IN I T ( N \) A ) 
INIT<NVA)=::O 
DO WHILE (IRL.Nf.O) 
IX == I ENI .. J< < I RI...) 
I EN L f< ( I 1:< 1 ... ) ::: T [ r:, I :~, 




WRITE(K9'1)(IENL.T(J: )y J: == 1,NMV> 
WRITECK9' 2 )CINIT<I>,I =1,NMV) 
K=1 
DO J::::3, :1.2 
C ECf-< I TLHŒ DE PO I NTE:l.JF<S DES [NfŒ G H;HŒi'1ENTS f> IJR DISQUE 




5 1 FORMAT(5X,'LA VARIABLE t:•~14, ' N''EXISTE PAS') 
F,ETl.Jf<N 
C '[·HJF'RE:ss IC)N DES FI r.1n Ef<[-; ' 
6 0 t.mITE( INd<) 'C' 'EST BIEN TOUT LE F'ICHIE:F~ CHJE VOUS VOULEZ ' 
WRITE(IN, ' 1X,''nUPPRIMER (0/N) '',$') 
READCIN, ' Al'>CHOIX 




NOM 2= NO MO//' .PAR.' 
NOM3 =NOMO//'.DON.' 
NOM4 =NOMO//' .ALJX.' 
OPEN(UNIT =K 5,FILF=NOM1,STATUS=' DELETE',A~CFSS='DIRECT', 
* ASSOCIATE VARIABLE =IT,RECORDS IZE=LRCGT) 
OPEN(UNIT =K6,FILE =NOM2,STATUS=' DELETE ',ACCESS= 'DIRECT', 
* ASSOCIATE VARIADLE =IP,RECORDSIZE=LREGP) . 
OPEN(UNIT=K7YFILE =NOM3,STATU S= 'DELETE'>ArcrsS = 'DIRECT', 
* AS SOCIATE VARIABLE =I T,RECORDSIZE=LREGD> 
OPEN(UNIT =K9,FILE=NOM4,STATUS='DELETE',ACrESS= 'DIRECT'y 








CONSULTATION DE LA VARIABLE DE NUMERO NVA SUR DISQUE 
CALL LIRTPD(NVA,JrRR) 
RETURN 
C 'MODIFICATION DES VALEURS D' ' UNE VARIABLE ' 
80 WRITECIN,*>'MODIFICATION DES TITRES? COIN)' 
READCIN,'Al')CHOIX 
IF (CHOIX. EC~ • '0' ) H IEN 
WRITE(IN,*)'JNTRODUIR LES 4 LIGNES DFS TITRES' 
DO I==l,4 
READCINt'A48' ) TITCI) 
END [1() 
END IF 
WRITECIN,*>'MODIFICATIDN DES PARAMETRES? (0/N ) ' 
READCIN,'A1')CHOIX 
IF (CHOIX.CC~. 'O' )HIEN 
WRITE(INv*> ' JNTRODUIR LES PARAMETRES (FORMAT• LIBRE)' 
RCADCINv*><P<I>vI=lv10) 
END IF 
WRITECIN,*>'MOD I FICATION DES DONNEES? CO/N)' 
FŒ AD C IN , ' A 1 ' > C 1· I O I X 
IF CCHOIX.E::CL ' O' )Tl·IEN 
WRITE(INv*>'NOMBRE DES DONNEES A MODIFIER:' 
F~EADCIN,*>NMDDIF 
IFCNMODIF .G T.O)THEN 
DO 1=1,NMODIF 
l.<Jl=<ITE(IN,*> 





GO TD 10 
END [10 
END IF 
C LECTURE DES TITRES 
9 0 I EF.:f~=-0 0 
I I:iF<=: IN I T ( NW)) 
IF (IDR+NE .O> THEN 
READ CK5'NVA,'4A48')TIT 






C**********************************************************************C C C 
C LETPD : AJOUTE UNE VARIADLE AU FICHIER DE TITREs~rARAMETRES ET C 
C DONNEES C 
C C 
C VARI ABLES GLOBALES! INtTIT,P,DONNECS C 
C ROUTINE APPELEE! LIECDV C 
C C 
C ENTREE! IN,TITvPvDONNEES C 
C C 
C SOR TIE! I SW - CODE QUI INDIQUE SI L'OPERATION S'EST EFFECTUEE C 
C CORRECTEMENT C 
C I ~li.<) -·· 0 ~;' Il.. Y f• I..INE U<f-<C:UI~ C 
C - 1 SI L'OPERATION S'EST ErFECTUEE CORRECTEMENT C 
C**********************************************************************C 
S 1. 1 r:: r, 0 UT I NE L. ET PD ( I S l<) ) 
r ECRITURE DES TITRES PARAMETRES ET DONNEES 
INCLUDE 'C OM1+DAT' 
I f;l,J= 1 
IP =IT 
l..<JF<ITE( IN~* ) 
l,.JF<ITE:( IN,*) ' TIHŒ! ' 
t,mIT[( IN,;(() 
DO IZï.>:1v4 
WRITECIN, ' 1X,A48')TIT(IZZ) 
ENI"I DCl 
WRITECK5'ITv'4A48')TJT 
I T === I T ·-· 1 
WRITECK6'IP,ERR=20)CP(I),I=1,10) 
C ECRITURE DE S DONNEES 
CALL 1 ... I E C[tl) ( I SW) 
f-<ETUF<N 
10 WRITE(IN,*)'ERREUR [N ECRITURE DES TITRES' 
I f.;1.<J===O 
F<E TUF<N 

















LIECDV : EC RIT LES DO NNFES D' UNE VAR I ABLE SUR DJG QUE 
VARI ABLE S GLO BALES ! IN tK7, DONNEE ,T EDI S, I NI T,D ONN F[ , IENLR 
ENTF:[[ I N,K 7 ,DO NN[l::: , TED I S, INIT,DO NN[ [,IENLR,L R[ GD 
T E r:, I ~; , I ,-~ I T , I E N 1... fi: 
I SW - CODE Q' I NDIQUE SI L' OPERATION S ' EST EFrECTUEE 
C Cl fi: fi: E C TE MENT 
- 1 S ' IL N Y A PAS D' ERREUR 














SUBROUTINE LIECDVCI SW) 
C ECRITURE DES DONNEE S D'UNE VARIABLE SUR DI SQUE 
INCLUDE 'COM1+DAT' 
IS!.</ ::::1 
,..1 ==  TE: [1 I f.1 
C CALCUL DU NOMBRE DF S ENREGISTREMENTS NECE SSAIRE S 
NE 0= ( Nn/1 ... r~CGD) 
IF(CND - ND/LREGD*LREGD).GT.O)THEN 
NE=== N[ -: 1. 
C VERIFICATION DE L ' EXISTENCE D'UN NOMBRE SUFFJSSANT DES ENREGISTR Et 
C DISPONIBLE S 
IC s-s J 
DO J :::: J,NE 
JF(J.EG.O)THCN 
f,,JFi: I TE ( IN,*) 
* ' NOMBRE DES ENREGISTRfMENTS DI SPONIBLES INSUFFI GS ANTS' 
C INDICATION D' INEXISTANCE DE REGISTRE S GUFFISANTS 
ISl<l == O 
Fi:ETUri:N 
END IF 
,./ === J ENLI:.: ( ,..f) 
END DO 
JF(I SW.EQ.l)THEN 
C ECRITURE DE S DONNEFG SUR DISQUE EN RETIRANT DE LA LISTE DES 
C ENREGISTREMENTS DISPONIBLES ET ON FAISANT L'ENCHAINEMENT DE 
C CES ENREGI STREMENTS 
K a:: :1. 
,.J == =T[D I S 
INIT ( TTDI [; ) :::: ,.J 
TEDI S= IENL R< TEDI S ) 
IENI ... F: ( ,J) ===O 
WRITE ( K7 ' J)(DONNE[(III)vIII=K,K{LREGD - :I.) 
K === K + L fi: [Gr:, 
1\1{:c: ,.J 
IF(NE . GT.1.)THEN 
DO I === 2,N E 
.. .J :::: TE Dl 13 
T[DIS=IENLRCTED I S) 
IENI...Fi:( ,..f) :::: O 
I ENUi: ( t\ K) :::: .J 
K K === J 
WRITE(K7' J)(DONN[E(III),III =K,K+LREGD-1) 











C LIRTPD! LIT LES TITRES,PARAMETRES ET DONNEES D'UNE VARIABLE C 
C ENREGISTR EE SUR DISQUE C 
C C 
r VARIABLES GLOBALES ! INIT,K5,K6,K7,K9,DONNEES,NMV,IENLR,TIT r 
C P,DONNEE C 
C C 
CENTREE! INIT,K5,K6,K7,K9tNMV C 
C NUMVAR = NUMERO DE LA VARIABLE A LIRE C 
C C 
C SORTIE! TIT,P,DONNEE C 
C IERR - 0 SI L'OPERATION S'EST EFFECTUEE CORRECTEMENT C 
C :::: 1 SI Il. Y r--:i UNE EF<r::EUR C 
C C 
C*******************************************************************C 
SUBRDUTINE LIRT PD CNUMVAR,IERR> 
C LIT LE S TITRES,PARAMETRES ET DONNEES D'UNE- VARIABLE DU DISQUE 
INCLUDE 'COM1.DAT' 
C 
I Ef<r< ss: Q 
READCK9'2)CINIT(I)tJ =] ,NMV) 
IDROLE =INITCNUMVAR> 
IF< IDFWLE.NE.O)T I-I EN 
I F· == NUMl.,'AF~ 
READCK5 • NUMVARt ' 4A40' )TI T 
READCK6'IP)(PCT) • J =1,10) 
I<==  l 
DO 1==3,1. 2 




READCK 9 'l)CIENLTCI>,I=1,NMV> 
READCK9'13)TTDIS,TEDIS,TT 
-. ..1°== IN I TC NUMV{if~) 
I<=== l 
DU H:=cl, 1000 
DONNEE ( I E) ::::0 
END DO 
DU WHILE (J.NE.O > 
READCK7'J)CDDNNEECI),I=K,KtLREGD - 1) 
1,: 0=:K -l·NMl..-' 




I Ef<f~=== l 
LND 11~-




C*********************************************************************C C C 
C INPOIN !CETTE ROUTINE INITIALISE LES POINTEURS DES TITRCS ET C 
C DONNEES ET LFS IMPRIME SUR LE FICHIER AUXILIAIRE C 
C C 
C VARIABLES GLOBALES! IENLT,INIT,IENLR,NMV,TTDIS,TrnIS,XT,K9 C 
C C 




INCLUDE ' COM1.DAT' 
DO I=l,NMV-1 






DO I =NMV,NENR· -1 
IENLR(I)=I+l 
END DO 




C ECRITURE DES POINTEURS DES ENREGISTREMENTS DFS TITRES 
WRIT[CK9 ' 1) (IE NLT <I>~I=1, NMV) 
WRIT[CK9'2)CINIT<I>,I=1,NMV) 
K=l 
DO I =3, 12 










ROUTIN[S ASSOCIEES A LA REGRCSfiION MIJLTIPLE 
********************************************** 
SB 
C************************************************************************C C r 
C RM = CETTE ROUTINE CAL .CULE LES PARAMETRES DE RFGRCSSION C 









s ur:r;:ouT r Nr::: F~M 
INCLLJDE 'COM1.DAT' 
l,mITE:< INY*> 
l,J f<ITE( INd()' 
l,Jr,:ITE( INdO' 
i.m I TE (IN t *) 
C(1LL f<[GM 




::; U B F< 0 UT I NE F< E G M 
INCLUDE 'COM1.DAT' 
CH(~f,:t1CT Er::* 1 Cl·IO IX 
CHt,F~t .. CT[F<*4 F' 1, F2 
FJ::::-'CNTF~' 






CA L .. L. I...C HO IX 
DO 1===1.,N\.-'D 
IDE> I 
FŒGRE~>S ION Ml.IL TI f'.'LE' 
:::: :;;.:::::=~-== =--::::: / 
TROUVER LE NUMERO MINIMUM DE DONNEES ENTR E LES VARIABLE S 
INDEPENDANTES CT DEPENDANTES 
CALL TNMDCNMIN,IDE> 
N:::= NMIN 
INITIALISATION DES VARIABLES 
CAL. L.. IV 
CALCUL DE S PARAMETRES 
CALL CP(NMIN,IERR,IDE> 
IF CIERR.EQ.l)T H[N 
f-<E TUf<N 
END IF 
IMPRESSION DES f'.'ARAM FTRES DES VARIABLES DEP[NDANTES ET 
INDEPENDANTE:S · (,U Cl·IOIX DE L.'LJTIL..ISATE:l.Jf< 





NM===NMIN ··· 1 
WRITE<IN,20)NM,TINtT0UT 
CALCUL DE LA R[GRESJ0N 
CALL REG(F1,F2,KtNr,DLR[S,SCERES,ECTRES,RR[GtTTT,TINtT0UT) 
J F ( r. 110 I X D • C Q • ' 0 ' ) Hl EN 
J .... r) ... -·· ,,: .. 
IMPRES SION DES STATISTIQUES DERNIER PAS 
CALL ISCP(rl • ,JtKtNF,DlRES,SCERES,ECTR[ntRR[GtTTT) 
END IF 
CALCUL DES VALEURS ESTIMEES ET DFS RESIDUS DE LA REGRESSION 
J r ( Cl· ID I X I • ECL ' 0 ' > T 1-1 f: N 
l,Jf<ITE( IN,*) 
l,Jf-ï:ITE< IN,5) 
wrn TE ( I OUT,(.,) 
J,.JFUTE (TOUT • :10) 
END IF 
CALL CVS(IERR,ID[) 




[CRIRE LA VARIABLE ESTIME SUR DISQUE 
C(ilL E\..'SD(IDEtl) 
ENn IF 
IF (CHCJIXR.E:Q. 'O') TIŒN 




IFIN """• TF~UE. 
F<ETU!=~N 
5 F0RMAT( ' l ' ) 
6 F0RMATC19 X, ' IMPRESSI0N DES VALEURS 0DSERVEES ET CALCULEES', 
* // ,30X, ' DE LA VARIADI .E DEPENDANTE'//) 
10 F0RMATC15 X, ' Nl..lMERD't8X,'Y',1~Xt'Y EST',13X,'RCSIDUS'/) 





C CCPF: CALCULE LES COEFFICIENTS DE CORRELATION PARTIELLE ET C 
C I...P1 l,h;r-n tiBL.E r- r:·our, T[f;T[F< [;A ~; J: GN J F J: Cf'H HlN • C 
C C 
C VARIABLES GLOBAL.ES! A,Rtr,N,M C 
C C 
C ENTREE! A,N,M C 
C NVE C = NUMERO DES VARIABLES DANS L'EQUATION D~ RCGRCSSION C 
C C 
C SORTIE! R,F C 
C**********************************************************************r 
SUBRO UTINE CCPFCNVFC) 
C CALCU L. DES COEFF ICTFNT S DE CORRELATION PARTJ[L ET r POUR 
C TESTER SA SIGNIFICAT ION 
INCL.UDE 'COM1.DAT' 
MM =0 M···· l 
DO I=0 :l,MM 








C*******************************************************************C C C 
C CCRCVE : CALCULE LES COEFFICIENTS DE CORR EL.ATION PARTIFLS, · C 
r COVARIAN CE, VARIANCE [T ECART TYrE POUR LES VARIABLES C 
r EXP LICATIVE S Fl' L.A VARIABLE DEPENDANTE A rARTIR DE LA C 
C MAT RICE DES GOMMES DE CARRES ET DES SOMMES DES PRODUITSC 
C DES ECARTS C 
C C 
C VARIABLES GLOBALES! AtNMJN,M,R,COV,VARIA,ECT C 
C C 
C [NTR EE! AYNMIN,M C 
C C 
C SORTIE! R COVYVARIA,ECT 1~ _, 
C C 
C************************************************~******************* 
m1r:r~• UT IN [ ccr~C\,.IE ( NM J N) 
r CALC UL DU COEFFICIENT DE CORRELATION R,COVARJANCE CDV, 
C VARIANCE VAR IA ET ECART TYPE [CTY 
INCLUDE 'COM1,DAT' 
l<=:::0 
üO I 0-=1.,M ···· :I. 
DCJ J::;:J-f-:f.yM 






VAR IA CM)=AC M,M) / (NMIN -2) 
ECTCM ) =SQ RT CVAR IACM)) 
r;:ETUf-iN 
END 
Ctttttt»t~** **** *****************************************************C 
r C 
C c r: :1.: C(1I...C ULi::: L[ ~; r:· t1 1::; tiM[Tl"i[:;; r·c,u r-;: 1 ... , AN(il... Y'.3E DE l ... t, 1-..-'tir-( I t,NC[ C 
C C 
r VAR IABLES GLOBALES: A~n~MtNt C 
C C 
C ENTREE: NVEC=NOM BRE DE S VARJAnLES DANS L ' EQUATION D[ REGRESSION C 
C C 
C :::; Cl F: T I E ! D I... r;: C ::; c:: N Cl M ü f< [ fi [ fi E G F: [ '::, D E L I B E 1:;: T E r< E ::; J n U r-· 1 ... ':;; r· 
C SCERE S = SOMME:: Drs CA RR[S DE S [CARS RESIDUELS r 
C CMRES = CARRE MOYfN R[S IDUEL C 
C DLREG = NOMBRE DE DEGRES DE LIBERTE DE LA REGRESSION C 
C SCE REG = SOMME nrs CARRES DES ECARTS DEL.A R[GR[SSION C 
C ECTRES = ECART TYPE RESIDUEL C 
C RREG = COEFFICIENT DE DETERMINATION MULTI(LE C 
C FF = VARIABLE F DE SNEDEC OR POUR TESTER LA SIGNIFICATION C 
C DE LA REGRr~SION C 
r CMREG = CARRE MOYEN DE LA R[GRESSION C 
C C 
C********************************************************************C 
SUDROUTINE CS:I.CNVFC~DLRES,SCE RES,CMRES,DLREGvSCEREG~ 
* CMREG,FFvECTRES,RREG) 
INCLUDE ' COM1.DAT' 
C Dl::~Gr-<E DE LIB[F:Tr::: r,rf>J[ll.lFI...L.E: 
Dl.. r-,:E: :;::::N-··Nt.-1E C ·· · 1 
C SOMME: D[S CARR[S Drn [CARTS RESIDUELS 
:-::, ccr~U>:(1 ( My M) 
C Ctif<l:<E MCJY[NNE r~ES.Ifll.lF.ll...E 
CMRES=SCERES/DLRES 
C DEGRES DE LIBERTE DF LA REGR[SSION 
Dl...r~C:G 0.:: NVEC 
C SOMME: D[S CARRES DES CCARTS DE LA REGRCSSION 
srrREG=D(M)-SCER[S 
r CARRE: MOYE:N DE LA R[GRC:SSION 
CMREG=SCEREG/NVEC 
C F-STATISTIQU[ DE LA REGRESSION 
F Fa:: CM f< [ G /CM F< [ S 
C E CAF< T T Y F' E RE~; I DUE 1 ..
ECTRES=SQRTCCMRES> 
r CORR[ LATION MULTIPLF 






C C f.12 ! CETTE FW UT I NE C t-il .• C l.l I..F LES C Cl E F F I C I EN T ~; [1 [ 1.. P. /"Œ G FŒ SS I ON L:i ( I ) , C 
C L'ERREUR STANDART S (I) POUR D(I) ET LA VALElJR F POUR TESTE~ C 
C LA SIGNIFI CA TION DES COEFFICIENTS DE RrGRr SG JON . C 
C 




C ENTREE: A,S,XM C 
C CMR ES = CARRC MOYEN RE SIDUEL C 
C SORTIE: B,S,F C 
C r 
C***********************************************************************C 
stm r<OUT I NE es:? ( CMr-Œr;) 
C CALC UL E LES COEFFICIE NTS DE LA REGRESSION ' BOtBCI),L'ERREUR GTANDA RT 
C SC I ) POUR DCI>,LE F POUR ELIMINER X(I) 





r; Cl h ME 0::0 
OU I :::: l, M 
IF C ,~ ( I, I ) • 1. T. 0) HIEN 
[l ( l ) :::A ( I, M) 
S( I) =SQRT( ··ACI,I>*CMRES) 
F(I)=(D(J)/S(I)>**2 
SOMME=S OMME -~ n<I >*XM( I) 
END l r· 
E:N D DO 
üOc::X M ( M) ·--:;;OMME: 
F;:ET Uf-<N 
Li'-.1[1 
C********************************************************************C C C 





LA MATRICE DE SOMMES DES CARRES [T DES rRnn11 1TS DES ECART~ C 
F' Cl U h: N fi ON N E E '.:; fi [ '."'. \,J t:, f< I r-'.i D 1... [ '.:; E N U T I 1 ... I ~; t, N T 1 ... r: 13 r:: r,i:; U 1... T r-, T '.3 D E C 
DES CALCULS POUR N· 1 DONNEES r 
L-, .. 
C VARIABLES GLO BALES: D, X,XM,XM AX,A,E,M C 
C C 
C ENTREE! X,XM,X MA X, XMIN,A,D,E C 
C C 
C SORTIE: XM,XMAX,XMIN,A,NE C 
r NE=NOMBRE DE S DONNEES DEJA TRAITEES, IL EST=J SI IL YA MOINS C 
[1E ~:.iO ELEMENTS (' -~ C C 
C C********************************************************************C 
i>I.IDr,OUTINE CGF'E(NE, I) 
INCLUDE ' COM1.DAT ' 
NE==NE+l 
DU K==l,M 
D ( I'() ==X ( I, 10 ··· XM ( I'() 
XM<K)=(XM(K)*CNF -· l)tX<I,K))/NE 
E(l'()::::X( I ,1\ ) ·· XM(I\) 
IF (X<I,K).GT.XMAX(K) )THEN 
XMit.iX ( 1,) ===X< I, t{ ) 
[N:O IF 
TF(XCI,I\) .I ... T.XMIN(IO )THC:N 
Xt'iIN(l\)::::X( I ,l\l 
END Ir· 
END DO 
DD I'(:::: l, M 









C CSPEE: CA LCULE LA MOYENNE,LE MINIMUM~LE MAXIMUM,ET LA MATRICE DES C 
C SOMMES DES CARRES rr DES PRODUITS DES ECARTS POUR UN MAXIMUMC 
C DE 50 DONN EES PAR VARIABLE C 
C 
C VARIABLES GLOBALES: X, P 
(' 
C ROUTINE AP PELEE: CSPE 
C 







r· _,r NE = NOMBRE DES DONNEE S DEJA TRAITEES 
C C 
C********************************************************************C 
SUGRn UTINE CSPEE (N[) 
INC LUDE 'COM1 .DA T' 
I ===O 
DO WHILE <I.LT.50) 
I === I+:I. 
JC == =J 
DO J=== :I.YM 
IF <X(JyJ) .EQ.PC 8)) THEN 
IC =<:''. 
EL f:> E 




GO TO(:I.0,30,20 >Ir 
END DO 
1 0 CAL L CSPE(NE,I> 
:..io 1:::Nr:1 r1D 





C CVS: CALC UL E Lr S VALEURS DE Y ESTIMEE S ET LF S R[ S IDUS DE LA C 
C REGR ESS ION C 
C C 
C ENTREE: L= INDI CE DE LA VARIABLE DEPENDANTE C 
C C 
C SORT IE: I ERR = 1 SI IL Y A ERREUR C 
C I [ Fi fi :::: 0 ~; I I L N ' Y f~ r· A ~; D ' E f< F< [ l.J F: C 
C C 
C RDLJTIN[S APPELES: FTMtYESTTD C 
r C 
C***************************************************************** 
s ur:rï:OUTINE CVf:: ( IE:rrn t 1. . ) 
INCLUDE ' COM1+DAT' 
C CALCUL DES VALEURS DE Y ESTIMEES 
C 
NE 0==0 
J I ... L.. :=:0 
Tl... ===O 
DO WHILECIL.LT.N) 
FORMATION DE LA MATRICE DE TRAVAIL 
CtiL.L F'MT(N~rcr,r;:tNFtII..Lfll...fL) 
IF < I E F'. r-~ • E C~ • 1 ) T l·I C N 
F(ETl.Jf(N 
END IF. 
C CAL.CUL DES VALEURS DE Y ESTIMErS POUR UN MAXIMUM DE 50 
C ELEMENTS 
Ct1LI... YESTTD (NE) 




C*******************************************************************C C r. 
C EVSD! CETTE ROUTIN[ ENREGISTRE LA VARIABLE [STIMl:r ET LES C 
C r::cr.; Hl(.J fj DE LA 1:<ecrŒSS ION rnm fi I GQI..I[. C 
C C 
C ROUTINE ArPELEE! TYPEAB C 
C C 
C VARIABLES GI...ODALES! DONNEE,E,IN,IDCP • TIT C 
C C 
C ENTREE! DONNEE • E • JN • IflEP,TIT C 
C I= INDICE DU VCCTEUR DES VARIABLES DEPENDANTES C 
C C 
C s orn I E : I CODE::;: C ()DE I N rn Q l.l AN T 1. A \.-1 Arn: f-1 n 1... E A I M p r~ I M [f,'. r. 
C SI JCODE =l • IMPRESSION DE LA VARJAD[.F fSTIMEC C 
C Sl.m DISQUE: C 
C SI ICODE=O,IMPRESGJON DCS RESIDUS DE LA R[GRr~SION C 






:1. 0 tJrn: TE (IN dO ' I Mr·rŒSS J ON DE LA ~,1,-;1:n:ADL.[ EST H.FF i-;tm fi J SQU[' 
CALI... TYPEAD(IDEP(I) • 7,IERR) 
DD Jc:::l.,N 
DONN[E CI) =::y ( I) 
[ND DO 
l.JF~ITE(IN,:{() 
* ·' D CH4 NEZ LA CWA T rn FM E 1. J G N r DU TI Tfi'.E POU r~ 1... A l' Arn Ar: LE CS TI MEE ' 
fŒAD( IN~ 'A48' )TIT(4) 
CAI...L TYPEAB(NVA,1 • IrRR> 
r IMPRE SS ION DES RESIDUS SUR DISQUE 
t,JR I TE (IN,*) 
? O ~-If< I TE ( IN,*) ' I MPF,Ef:,S ION DEf:, f~[:., I [!l_lf.; nr I ... A r,EGRE/311, ION' 
[10 I :::: :l.,N 
DONNEE< I ) :::: E( I) 
E: ND [ID 
1.,11:< I TE (IN,*> 
tJf::ITE< IN,*> 
* 'DONNEZ LA QUATRIEME LIGNE DU TJTR[ POUR LE S RESIDUS' 
READ<IN,'A48')TIT(4) 
t,JFn: TE (IN d<) 






C r T M ; r:· () f< M E L ( 1 M (1 T F< l C [ [! [ T r:: (i l) (', l L (1 VE C ~5 0 D n N N r:-[ i:; r:, r: C 1 : (':, Qu E r· 
C VARIAB LE EX PLI CA TIVr rT DEP[ NDA NT[S A PARTIR nE LA POSITION .c 
C ILL DES DONNEC S 
C 





CENTREE : IN D,I DEP r 
C NVI - NOMBRE DES VARIABLES INDEPENDANTES C 
C ILL - POSil.I ON DAN ~ LE VECTEUR DE S DONNEr n A PARTIR C 
C DUQUEL ON FORME LA MATRICE DE TRAVAIL C 
r L - INDI CE DE LA VARIABLE DEPENDANT[ IMPL.IQUE[ DANS LA C 
C REGRESSION C 
C C 
C n• RTIE! IERR - 1 S ' IL Y A FRR[UR DANS LA FORMATION DE 
C LA MATRICE 










INCLUDE 'rOM l.DAT' 
J ::::M 
DCJ J cc 1.,NVI 
TL =: ILL 
CA LL TYPEABCIND(J),7,IERR) 
I F ( I urn . E Q • l ) T, : [ N 
f<ETUf<N 
END IF 
J :::: l 
DO WHIL[( (I.LE.50>.AND.CIL.LT.NMIN)) 
IL :::IL+:I. 
X<I,J)=DONNEECIL) 
I c::I+ l 
END DO 
END DO 
CALL TYPCABCIDEP(L ),7,I E~R) 
IF ( I Lf~f~. EC~. :1. ) TH[N 
F< ETUF< N 
E:ND If--
I 1... ::: I 1...1 ... 
J '"' l 
DO WHILL CCI.LE.50).AND.CIL .LT.NMIN)) 
IL. ==Il... +1 






C*********************************************************************C C C 
C IPVID : CETTE ROUTINE IMPRIME SUR PAPIER OU A L'[(RANtPOUR C 
C L'ENSEMBLE DES VARIABLES EXPLICATIVES : C 
C C 
C -· TOLITES LES TROISIEMES LIGNES DES TITRES RELATIVES AUX r 
C DIFFERENTS VARIAnLES C 
C ·- NUMEfWS,MOYENNEG,MINIMUM,MÀXIMUMYf-JCE,V(.1f~IA !'1C. '~ ET ET ECARTSr 
r TYPCS [STIMrs nrs DIFFERENTES VARIABL~n • C 
C 
C 
-· NUMEROS, SPE ,COVARIANC[S ET COEFFICIENTS DE CORRELATION 




C POUf< CHAQUE VAF<:IABL.E DEPENDANTE: C 
C C 
C - NUMERO ET TROISIEME LIGNE DE TITRE C 
r NUMERO,MOYENNrtMINIMUM , MAXIMUM,SCE,VARTANŒET ECARTS C 
C TYPE S C 
C ROUTINE APPELEE: TYPEAD C 
C C 
C VARIABLES GLOBALES :INtJNn,XM,XMIN,XMAX,A,VARIAtF GT tCOV,R,TIT, r 
C IDEP C 
C ENTREE: IN,IND,XM,XMINtXMAX,A,VARIA,ECT,COV,R C 




C IMPRESSION DES PARAMFTRES DES VARIABLES INnrPrNnANTES 
C ET DE r· END AN T r::: S ti LI C 1-10 I X DE , ... ' lJ T I L H~ AT nm 
INCLUDE 'COM1.DAT' 
INT[GEf~ OUT 
Cl··IAF<ACTEf~* 1 CI-IO IX 
OIJT:::: T Cll.JT 
READCIN,10)CHOIX 
IF" (C HOI X.EO. 'O' )TIIE:N 
hlf<ITE( IN,*> 
WRITECOUT,'' ' 1'',1Xv '' VARIADLES fXrLICATIVES'',/') 
DO J \.J[X =-0 1 v Nl.-' I 
CALL TYPEABCINDCIVEX)v7,IERR> 










DO 1=1,M- l 







C IMPRESSION DES PARAMFTRCS DES VARIABLES DE~FNDANT[S 
l,JF{ITE(INY3) 
READ(INY10)CHOIX 
J:F' ( CHO I X • E G • ' 0 ·' ) n: 1:. N 
l,m I TE (IN,*) 
WRITE(OLJTy'''1''t1X,''VARIABLES DEPENDANTl:.n''t/') 




1,H< I TE< DUT, 20) 
WRITECOUTv30)IDEP(IID),XMCM),XMIN(M)YXMAXCM)tACM,M>, 
t,m I TE COUT, 3~.'i) 
I == 1 
MM==O 
DCJ I\:::: 1, M·· · 1 
MM ===MM+ ( M··· I) 
WRITE(OUT,40)IDEPCIID)tJND(K)vACK,M>,COV(MM),R(MM) 
:r :::: J ·!· :t 
END DO 
END IF 
. 2 FORMAT(/1XY'VOUDRIE7 VOUS L''IMPRESSI ON DES PARAMETRES',/1X, 
* ' r· ot.m 1... n, \,,1 Ar-n tir: 1... [ n J N [If;:. PENDANTES C O / N ) : ' di ) 
3 FORMAT(/1X,'VOU DRIE7 vnus L''IMPRESSION DEG PARAMrTR[S POUR'/, 
* 1X,' LA VARIABLE DEPENDANTE(O/N)! 'y$) 
10 FORMATCA1) 
F<ETUF<N 
:?O FCH<Mt1T(/1Xt' ND MOYENNE MINIMUM MAXIMllM',9X,'SCE',l1X, 
* ' VARIANCE',6XY'ECART· ·· TYPE',/) 
30 FORMAT(lXYI3 ,E10.?t~[ll. 2,2E l 7.8YF9.2/) 






C I :;;c F' :: I MF·r.: I ME pour~ r.11,;QUE F'H A'.:lE DE Ct-,L.C UL nr 1. A F,r:·r,r,[SfJ ION C 
C MULTIPLE ! C 
r - NUMERO DE LA VARIABLE ENTRANTE OU SORTANTE ET VALEUR C 
C OBSERVEE DE LA VARIABLE T DE STUDENT C 
C - NOMBRE DE DFGR[S DE LIBERTE DE LA VARIANCr RFSIDUEL.LE, C 
C SOMME DES CARRES DES ECARTS R[SIDUELS,E(ART - TYPE C 
C RESIDUEL ET rnrrrICIENT DE DETERMINATION C 
C - COEFFICIENTS DE REGRESSION ET TERME INDEPENDANT r 
C DE L'EQUATION DE REGRESSION C 
C - ERR EUR S-S TANDARTS DES corrrICIENTS DE REGRESSION C 
C C 
C VARIABLES GLOBALES! IN,IND,B,S,F C 
C 
C ENTREE! IN IND,B,SYF,DLRrn • SC[RES • ECTRFS,RREG,FVAR 
C DL.RES = DEGRES nr LIBERTE RESIDUELS 
C SCERES = SO MME DES CARRES DES ECARTS RESIDUELS 
C ECTR ES = ECART TYPE RESIDUEL 
C RREG = COEFFICIENT DE CORRELATION MULTIPLE 
C NF :;;: NUMU~O Dr: r:·1 -1,;sc 
C FVAR = VARIABLE CONTENANT LE FORMAT D'I MPRESSION 
C J - 1 S'I L S'AGIT DE L'IMPRESSI ON ors STATISTIQUES 











C - 0 S' IL S'AGIT DE L'IMPRE SS ION DES STATISTIQUES C 
C DU DERNIER PAS DE LA REGRESSION r. 
C C 
C *******************************************************************C 
SUBROUTINE I srrcrVARt , ltKtNF,DLRES,SCERES,E CTRCS,RRrG,TTT) 
INCLUDE 'COM 1.DAT ' 
C IMf'FŒ~lSIDN DES r·Af~AMf"TFŒS STATISTIQUES A CH(.,('.HJ[ r·AS 
C DE LA RE:GRESSION 
CHARACTER*4 rVAR 
J:tl == IN 
JN===IOU T 
GU T()( ~.'i Yl •)J 
5 WRITECIN,20)NF,rVAR • lNDCK)YTTT 
f<C = f:: f~ E G 
10 WRITECIN,25) DLRE SYSCFRESt ECTRES,RC 
t,I F<ITEC IN, ~50) 
DO I ===:1. YM··- 1. 
J F ( D ( I ) + NE • Cl ) T l· I [ N 




1~1 F< l T E ( l N , •l O ) r: 0 
DO I == l,M -·1. 
J F C B ( I). EQ. 0) Tl l[N 
TTT =<; cmT ( F ( I) ) 
WRITE(INf45)IND(I),TTT 
END IF 
EN D DO 
JN•==If~ 
20 FORMAT(//1X, ' PHASE ',I4,6X, ' VARIADLE',lXtA4,'ANTE =',I4,6X, 
* ·' T:::=', F:1.0. 2//) 
25 FORMAT(/1X,'DLRES' • r4.0,2X,'SCERES=',E15.8,3X,'ECTRES==',F8.? • 2X • 
* ' R**2 = ',E12.4) 








14 C** **1 »t**************************************************************C C C 
r· I V! INIT I ALIS E LE VEC TE UR DES MOY EN NESS ET LA MATRIC E DES SOMME S C 
C [IE '.:; Ct1F< F;: 1::: '.:; 1::: T [ 1[ :,; F· r<O 1:1 lJ J T ;":; fl FS EC(1 F: T '::> 
C 
C VA RI ABLl:::S GLO BA LES: XM , XMAXtX MIN t A,M 
C 
C ENTF:FE: ! M 









'.:; u Dr::• UT I NE I ~_1 
IN CLUDE ' COM1.DAT' 
DO I ::: :1. , M 
>< M ( I) ::::0 
>< M,~X( I ) ::: ···10.[? 0 
XMIN ( l) ::: l 0 .[20 
DO . .J::: I , M 
tl(l, ¼J) :::0 
END DO 
EN D DCJ 
EN D 
l- ·{ · ~~-1• ·1··1 · ~- ✓ 0 · ~ - ~ 0 - ~ - ~ ✓1 ✓ • ✓< ✓( ✓~~ ✓ - ~~✓ - ,1·~~~ -1- ✓1 ✓ · ~~-~ - ~ - ✓- ✓1 ✓ · ~ ✓ - ✓ • ✓1 ~ ✓- ✓< ✓1 ~~ -1 - ~ - ~~~~ ✓<~ ✓< ✓< ✓<~ ✓1*· ✓1 ✓< ✓ • ✓ ~< ✓• ✓<c· 1 5 ... . < • • f .-,<. .. ' .-\<. . • •· < • • r .. ,, .· i<. .. ,< ,, .... -,<. .. ,< .. , .... , . ,,<- ,, ,, .- f . , , •. , , .... , ~ , , .... ,, , ,, .· , .1-. .. , ... 1-. .. , -1- .•t<. ,,, ,it.. ,1<. ,,<. , 1< ,, . ,,<. ,r ... ,, .,,.c. " . ,.. .. ..-f ,, .. , . ,, •• ,,, , , ,,, ,, .. ., •• "' ,, , ,, ,, .. " ,, ,, "' , , • • ,., • " "<. -1< ,1 ,.., .., ., 
C C 
C LCHOI X! LIT LE S CHOIX D[ L'UT ILISATEUR CORR[SP• NnANTS A ! C 
C I MF' r-;: [ :;:; :3 I O ~-~ D [ ~; F' F, f< (i ME T f~ E ~; ST(.-, T I f;; T I Cl U F: S (1 C 11 t-, QU [ Pt-, [; DE · 1 .. , r-1 C 
C REGRE SS ION r 
C - I MPR[SSION DES PAR AME TRE S STAT I STIQUE S Dll DERNIER PAS DE C 
r _LA REGRESSION C 
C - STOCKAGE DES VAl.ELJRS DE Y ESTIMEES C 
C - STOCKAGE DES RCSIDUS C 
C - IMPRESSION DE S VA LEURS DE Y ESTIME[ S [T DE RESIDUS r 
C C 
C l..-' M< U1 DU::[; G 1... 0 n AL. E \:; ! I N v C Il Cl I P , C 1--: 0 I X D v C 1 :0 I X S • C 1-: 0 I X f-~ • CHO I X I , I OUT C 
C C 
C***********************************************************************C 
Gl.lflrWUT I NE I...Cl -l(l IX 
INCLUDE 'COM1+DAT' 
CHARACTER*l CHOIX 
~J i:n TE < r N t • t x y • • c Ho If:, rr~ EN T r, E L c s or· T r o N s su T v ANTE~, : < o IN ) • • • 1 • ) 
w ro: r E" ( I N , • 1. x v , , I M P r.:r s s r o N D n; s TAT I s T I au Es A c 1-1 r-i cw E PA s : , , • --:; • ) 
f"Œ f-1 D ( I N , l O ) Cl· I D I )ff' 
WRITE<INv 'lX • ' 'IMPRCSS ION DE LA DERNIERE STATISTIQUE! '' • $') 
rŒ A I"I ( I N t :1. 0 .> C Il D I X [1
WRITC(INt':f.Xy''STOCKAGE DE LA VARIADL[ DEPENDANTE ESTIMEE!''t$') 
f~ L ri D ( I N , l O ) C 1--: 0 I X f_; 
WRITECIN • ':I.X,''STOCKAGC DES RESIDUS SUR DISQUE! 11 ,$ 1 ) 
R[ADCINtlO)CHOIXR 
WR ITECINY ' 1Xt '' IMPR ESS I • N DES VALEUR S DC Y rnT. ET RESIDUS! , , 
REA DCIN,:I.O)CHOIXI 
WRITE(INt*)'VOUDRIEZ·-VOUS L''IMPRESSION DE S RESULTATS' 
lJr<IT[( INt 15) 
i:Œ ri D < IN , ' ri l ' > Cl· I O I X 
I i::· C C 1--1 D I X + E C~ + ' P ' ) T l· Ir N 
I OUT -- NCF· 
EL.SE 
JCJLJT ···· IN 
END IF 
10 FO RMATCA1) 




C************************************************************************C C C 
r LVDV ! CETTE ROUTINE LIT ET VALIDE L[S NUMEROS D[S VARIADL[S QLU r 
r INTERVIENNENT DANS LA REGRESION MULTIPLE C 
C r 
r VARIABLES GLOBALES! INIT,IND,IDEP,IN,NVO,NVF,NVD C 
C C 
C ENTREE! INIT,IN r 
C C 
C S Cl F( T I E ! I N D , I DE P , N V O , N t..-' 1 :· , N t..-1 D C 
C IS = 1 SI LES NUMEROS DE S VARIABLES NE snNT PA~ VALIDES C 
C 1::; :::: 0 :;; I L ' Hff or.;: MAT I D N I N TFW [I U I TE r· Ar-( 1 .. 1 l.l T I L I ~")AT EU 1:;: EST r· 
C CORRECTE C 
C************************************************************************C 
L'.U E<F'.OUT I NE L. 1...'Dt..-1 ( I fi, T J: N, TOUT) 
C LECTURE ET VALIDATION DES NUMERO S DES VARIAnL.ES 
DATA IVAL / 1/,K/O/ 
I NT[GEF< CODE 
1 ... 0 G I C t, L. TEST 
INCLUDE 'COM1 ,DAT' 
Tf::. ::; T::c, Uü .. f::;E, 
C LECT URE DES VALEUR S LIMITES DE T 
1,.m J lT ( I N , ~5 ) 
F( E (.1 fi ( I N , ;~c: ) T l N 
~-=_; F O r-~ M (1 T ( :1. X , / V (i L E u F< 1 J: M J T [ [I E T F' 0 u F< E N T Fi'. E r.;: u N r t...1 (1 r-~ I A D L. E / ' / 
* 1X,'DANS L' 'EQ UATION! ' ,$) 
t<lFd lT (IN, 10) 
10 FORMAT(1Xv ' VALEUR LIMITE DE T POUR SORTIR UN[ VARIADL['f/ 
:1. )( , 1 DE 1 ... ' ·' UW AT I ON fi 1:: r-~_r:: GRE:;; S I D N ! ' , i~ ) 
F<[t1I"I ( IN Y*) TOUT 
DO WHILE (.NOT ,TEST) 
WRITECIN, ' :I.X,' 'NOM~RE DES VARIABLES OBLIGATOIRES! '',$') 
r~r:::t,D ( Ir~,t)NVO 
l<l i:< 1 T E < :i: N y , :1. x y , ' t-w M ma:: r:1 r:: i;; v Arn A D L E s r· t--1 c u 1 .. T A T I v I;:: r:; : , ' d ; ' ) 
r,r-:t,J:t( JNy*)N1,,,1r-:· 
N~,' I ===NVO +N 'v1r-:· 
IF ( ( Nl..-10, GE. 0) • M~D, ( NVF, GE. 0) , f.iND. < l'N I, GT, 0) ) THEN 
TE" '.>T 0-=, TF~U[. 
EL. SE 




T E\;;T ::c. Ft1I._SE, 
1-( a:: l 




WRITE(IN,*>'NUMEROS DES VARIABLES ODLIGATOIRES(F.LIBRE)' 
RFAD(IN,*><IND(I>,I =1,NVO) 
END IF 
:i:r:· ( N\,Jf--. GT. 0) TI-I EN 
WRITE<IN , *>'NUMEROS DES VARIABLES FACULTATIVES:' 
READ(IN,*)CINDCI>,I =NVOt1,NVI) 
END rr 
WRITECIN,'1X,''NOMBRE DE S VARIABLES DEPENDANTES: ''t$') 
f-i[AD (IN,*) N\,1D 
IF ( Nl..-'D. GT. 0) THEN 
l,J r-~ I TE ( I N f * ) , N '· J M [ f~ 0 s DE~; V r.1 F, I A m .. Es DE r:· [ N n AN T [ G : , 
READCIN,*><ID[PCI>,I=1tNVD> 
M==N\,' I + l 
END IF 
I< :::: i,.; + 1 
:rr;,,,,o 
JF UNI. GT.O)Tl:FN 
DO J\,J :::: 1,tNI 
IF(INIT(IND<IV>),EQ.O)THEN 
WRITE(IN,15)INDCIV) 
I ~;=:: l 
LN D IF 
END DO 
END IF 
I F ( tN D • G T • 0 ) Tl ·11:: N 







1-( :::: 1-(-f- l 
IF (I~;.co.O)TH[N 
TE S T = • nwr:: • 
END IF 
EN D DO 





C LNOMF!CETTE ROUTINE LIT FT VALIDE L.E NOM DU FICHIER DES DONNE[G C 
C CREE PAR L'UTILISATEUR C 
C VARIABLES GLOBALES! IN1KO C 
C C 
C ENTREE! IN,KB C 
C C 
C SORTIE! TEST : VARIABLE INDIQUANT SIL.[ FICHIER A ETE CREE r 
C == • TI'< l .1 r:· • G T 1. f:" f I CH I E 1:;: N ' EX I f:> TE f' AS C 




C I...ECTUf-<E DU NOM Dl.l r :i: Cl ·: I cr, DES DONNEES 
LDGICr~I... TEST 
INCLLJDE 'C• Ml.DAT' 
TE f:l T00:. Tf-<UE. 
DO WHILE<TEST.AND.CI.L[.?)) 
18 
WRITE(IN1'/1Xt''DONNE7 L[ NOM DU FICHIER nrs DONNrrs: '',$') 
1:Œ A [1 ( I N r 4 0 ) NOM 
:1.0 
CJF'EN (UNI T:::=K8 1 FI l .. [s.:NOM t ST ~i TUS==' OLD' , ACCESS:::: 'fiEQ IN' t 
* E:l~lï:=0= 10) 
T[~;Tcc. Ff~LS[ . 
GD TO ::20 
WRITE(IN1*)'CE FICHIER N''A Pn~ rrr CREE' 
I ===I+:I. 




C*************************t*******************************************C C C 
C REDD! CETTE ROUTINE P[ RMET DE TROUVER LE MINIMIIM XMINiv MAXIMUM C 
C XMAXIvMOYENNE XM• Y,ECART TYPE ErTI ET COEFFICIENTE DE r 








VARIABLE GLOBALE: DONNF:E 
-Ei\!TF~E E ! DCJNNE[ 











INCLU DE 'C• Ml.DAT' 
:;;;( :c:() + 
XMINI === :J.O + EO,::i 
.X M (~ X I === ···· 1 0 • E O (, 
i:;x c;c:,o. 
DO J ::::J.yNN 
\:; X ::: :; X + D O N N E E C I ) 
SXC=SXC + DONNEECJ>t*2 
IF(DONNEE(I),GT+XMAXI)THEN 
X M t, X I c:: [1 Cl N N E E ( I ) 
END IF 
I F ( D O N NE E ( I ) • L. T • X M J N I ) T l· I E N 
XM IN I === DONNEE ( I) 
[ND IF 
[ND DO 
XMD Y====:~1 X/ NN 
ECT I ===~:;OF,:T ( ( ::; XC ····SX :f<~<2/NN) / ( NN ··· 1) ) 












CETTE ROUTINE: C 
- EFFECTUE LE CHOIX DES VARIABLES QLII DOIVFNT INTERVENIR DANS r 
L 'EQ UATION DE RrGR[SSION C 
.... cr.1LCU I...E ET Hff'fU Mf- AU Cl :o IX DE L'UT Il.. J: S~, Tf::. l.Jf-< DES r·ARAMETFŒI> C 
,~ STt,TISTIW.JES A Cllt1QUE Pri s DE I...A fŒGfŒS STO N C 






SLIDROUTINE R[G (Fltr~,K, NF,DLRES,SCER[S,ErTR[ n tRRCG,TTT,TIN,TOUT) 
INrLUDE ' COM:I..DAT' 
CHP1f<ACTEf-<*4 F :l f F2 
FI N==T I N** 2 
i::·ouT ==T OUl**2 
N1..JEC===O 
IF':::: l 
I 'v' () ::: 0 
NF' ::: 0 
no I=:::JyM 
D < I ) ====A ( I, I) 
EN D DO 
N::::N •-· l 
I CF I N=:=O 
DO WHILE <ICFIN.EQ.O) 
GO T O ( 2 0 v :1. 0 ) H' 
TROUV ER LA VARIADLE r• UR SORTIR DE L 'EQUATION DE R[GR[SSION 
Cf• Ll.. T'v1S ( 1\ , 1...) 
IF ( I ... • EQ . O)THEN 
fü-:. TUf-<N 
EN[I IF 
V( K) =A(K,M>**2/A(K,K> 
F f3 == ···· ( N -· N \,.t E C ·· · :l > * \.,1 ( K ) / A ( M t M ) 
I F < F fl , G T • FOUT ) Hl EN 
1:::1...1:;c 
CALL TVECL,KtîVO> 




FE== ( N·-· N\..1EC- ·· 2) *~·• ( K) / ( A ( M v M) ··· V ( t{) ) 
rr-:· C <FE.l...[ .FIN) +AND + <K.GT.NVO)) THFN 
ICFIN==l 
EI ... SE 
N\)EC::::N'v1E C-l :l 
NF==NF ·l· 1 
IF' :::: ~-~ 
IF ((IVO.I...E,NVO>.AND,(NVO.GT.O)i THEN 
IF' =: 1 
END IF 
F'L(.1G:::- 1. 
TTT ==smn (FE) 
END IF 
END IF 
r:· 1... AC) == 1. 
N'v'[C==NVl::C·-· 1. 
NF=:: NF+l 
TTT:=SCHn ( FS) 
END IF. 
IFCICFIN.EQ.O)THEN 







CtiLI... CCPF ( NVEC) 
XN == N ··• 1 
XMX = N - NVEC -· 1 
F<FŒG == :I. ··· < XN/XMX) * < l. ·- F.:FŒG) 
I F < C 1-10 I X F' • E Q • 1 0 1 > THE N 
IF (FLAG.rn.-··1)T l-l[N 
J ::: j_ 
CALL ISCP(Fl,J,K,NF,DLRES,SCERE~,ECTRES,RRCGfîîT) 
EI...S[ 










C***************************************************X:********************C C C 
C SWP : CETTE ROUTINE APPLIQUE L'OPERATEUR SWECP A LA M~TRICE "A" C 
C APRES L'INTRODUCTION OU ELIMINATION D'UN[ VARIADL[ DF LA C 
C EQUATION DE REGRCGSION PERM[TTANT DE TROUVER LES COEFFICIENTS C 
C DE RE GRESSION C 
C C 
ENTl;:EE ! I'( r F"l. .. (iG 
F l .. .t) G :::: 1 IN D HW E Qu: 1 0 N A IN nw [I u I T L. A VA f~ I(.1 D 1 ... [ . !J I I N IH CE K [I f-l N s 
C 
r· C C 
C L ' EQUATION DE R[GR[ GS ION r 
C Fl..trG ::: .... 1 INDIQUE QU i DN A ELIMINE: LA VAf~I(iF:LL D' INDICE K DE C 




SUBRO UTINE SWPCKtFI. .AG) 
DIMENf:;ICJN U( 30) 
INCLLJDE ' COM:f.+DAT' 
C==ti(l<,K) 
DO J> 1 Y t( 
U( I ):::(,( I ,I'() 
,:~( I yt()ccO . O 
END DO 
DD I ::: !'( Y M 
l.J( I ):::=A<t,t I > 
r-~ ( I·( YI) == O. 0 
EN D DO 
U ( K) ::: i::·L. r--,G 
DD J :::: JyM 
DO J ::: J,M 










CETTE r-w UT I NE n~ 0 l.l V F I. . F. :Q: M I N I M LJ M DE :3 [ ION m:: Fi> P (.', F~ M T TOUTE f.1 -t..r::: r:; 





r VARIABLES GLOBALE S ! INDtJDFP,r,NVI,IID ~ 
C C 
CENTREE: IND,IDEP,P,NVItITD C 
C I ID 0-0 INDIC[ DE l...f~ VAF<If~D I ... E DEPENDANTE C 
C C 
C SCJF<TIE: ! IXMIN :::: NUM[F~O MJNJMUM DES DONNEES f ' 
C C 
C***************************************************~:********************C 
'.)l.lJH<O UT I NE TNMD ( I XM IN, II [1) 
INCLUDE 'COM1.DAT' 
I XMIN c::?000 
DO J:c::J ,N t .. 'I 
CALI... I...IRTPD(INDCJ),IERR) 











I F C r-:· C 6 > • l.. T • I X M I N ) T 1 : [ N 
I X M I N :::f'.' ( 6 ) 
END Ir-:· 
F<E: T Ulï:N 
84 
C************************************************************************C C C 
C T\,,.i[ ! CE TTE~ F~OUT I NE' H~Ol.ll,.JE L.' INDICE DE L.A VMU Af.tl ... F DONT L.. ' ENTREE . C 
C DANS L'EQUATION PRODUIRA L.A PLUS GRANDE RCDlJCTIO~ Df LA SOMME C 
C DES CARRES RESIDUELS, S I TELL .[ VARIA~LE EXI STE C 
C C 
C VARIABLE S GLOBALES! A,D,JND,TOL,IN C 
C ENTREE! A,D,IND,IN C 
C IVO! INDIC[ DF I A VM<IM:H .. E OBLIGATOH~E A AJOUTCF< DANS C 
C L'EQUATION DE RCGRESGION, SI TELLE VARIABLE EXISTE C 
C C 
C SO RTIE ! K = INDIC[ DE LA VARIABLE A INTRODUIRE DANS L'EQUATION DE C 
C REGRE SSIO N C 
C L =0 1 SI Lt, VAFU AM .. E I'( CH[CIIE CX I STF C 




SUDRO UTINF TVFCLtKtIVO) 
C K [ST L'INDI CE DE LA VARIABLE POUR LAQUEL SON CNTREE PRODUIRA LA 
C F'LU ~; C,F< {~N DE F< [ DUCT J ON r,r LA !~OM ME DE'.3 CAF<r-~ci·, f~FG I DUELS r; I TE LI ... E 
C VARIABLE CXISTE 
INCLUDE 'C OM1.DAT ' 
l)MAX=::() 
1...::::0 
IF CC NVO,GT,O).AND . CIVO.LT.NVO))TH[N 
EL. 1:;i:;: 
I \.-'0 °:: J l.-'O+ l 
IFCACIVO,IVO)/DCIVO).GT.TOL)TH[N 
'"= I vn 
1 ... :::: 1 
El ... 1:;[ 
WRITECIN,10)INDCIVO) 
ENI:t IF 
üCJ J:,::J,M··· l 
END DD 
[ND IF 





1 ... ''" l 
[Nfl IF 
END IF 
10 FORMAT(lX,'LA VARIADLE 08L.IGATOIRE t! ',I4, 
*' NE rEUT PAS ETRE AJOUTE['/1X 




C************************************************************************C C C 
C TVS: CE TTE ROUTINE DETERMINE L'INDICE K DE LA VARIABLE QUI SE TROUVE C 
C DANS LA FONCTION DF RFGR[SSION POUR LAQUELL .r SON ELIMINATICTN C 
C PRODUIT LA PLUS PCTITE AUGMENTATION DE LA GOMME ÙE CARRES C 
C RESIDUELS C 
C C 
C VARIABLES GLOBALES: A,NVO,M C 
C (' _, 
C ENTREE! A,NVO C 
C C 
C SORTIE: K = INDICE DE L.A VARIABLE CHERCHE C 
C C 
C************************************************************************C 
s 1..1 r: r, n l.J T I N E T ~,, f, ( K , L. ) 
INCLUDE 'COM l+DAT' 
VM,~iX•== ···· 10 + E 05 
1 :::: () 
DU l == l , M 








l.-'MA X=0 t1 UX 
I< ==== I 
I... ==== l 
END IF" 
END IF 
86 C************************************************************************C C C 
C YEST 1 D: Ctil ... CUL. DE L.f~ \,JAL.EUF, DE Y ESTIME[ r·ntm l IN[ nccur-ŒNCE DES C 







VARIABLES GI...ODALES: D• Y• X• XM,EvIOUT 
ENTREE: NE - INDICE DU VECTEUR Y QUI INDIQUE LA DONNEE A ESTIMER 
I - INDICE D[ LA rII...E ÙE I...A MATRICE D[ ~o DONNEES QUI 









f,LIJH<l°JUT IN[ YF !n :1. D ( N[ v I) 
C CALCUL DC Y ESTIME POUR UNE DONNEE 
JNCLUDE 'C OM:I..DAT' 
N[ ===NE ·l· l 
'.::;oMME :::: 0 
no 1·,:::, 1 • M 




Y (NE) =0= [10 -l·~1 0MM [ 
ECN[)=X<I • M) -· Y<NE> 
I F ( C 110 I X I • C: CL ' 0 ' ) Tl ·IF N 
WRITECIOUT,40)N[ • X<J • M> • YCNE),E(NE> 
CNn rr· 




C************************************************************************C C r 
C YE STTD: CETTE ROUTINE CALCULE LA VALEUR DE Y POUR TOUTES LES DQNNEES C 




VARIABLES GLOBALES: X, P ,Y 







SUBROUTINE YEST TDCNE) 




J: :::: J+ :I. 




Fl ... ~;E 





GO T0(10,30, 20 )IC 










C PROGRAMMCS STATISTIQUES 
1 
C 
C CE PROGRAMME PERMET D[! 
C 
C CREER DES FICHIERS PERMANENTS POUR STOCKER LES TITRES 
C PARAMEl"RE S ET DONN[[S nrn VARIABLES A UTILISER 
C PO UR EFF EC TU ER DES ANALYnr s STATISTIQUES. 
r ... CHARG ER DE S VARIABLE S A PARTI~ DU TERMINAL oµ DES 
FICHIERS TEMPORELS CREES PAR L'UTILISATEUR. C 
,:; 













C TRAN SFORMATIONS DES VARlADLES DEJA EXISTENTES. C 
C EFFECTUER LA REGRESSION MULTIPLE+ C 










FICHIERS PERMANENTS. C 
IMPRIMER LE RESULTAT DEL.A REGRESSION ET LES R[GJDUS SUR C 
DISQUE ET/OU SUR PAPIER. C 
IMPRIMER LA OU LES VARIABLES CONTENUES DANS LES rICHIERS C 
DES DONNEES PERMANENTS. C 
L'EXECUTION DE LA REGREGGJnN MULTIPLE REQUIERT 
L' EXISTENCE D'UN rICHirR DES DONNEES PERMANENT 
CE F'ROGRAMME LORS DU Cl-l~1E'.GEMENT DES VAF<IABLES • 
CFŒE PAF< 
C 
C 
C 
C 
C C 
C************************************************************* 
