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A SECOND ORDER NEWTON METHOD FOR RECONSTRUCTION OF 
PERFECTLY ELECTRIC CONDUCTING OBJECTS 
SUMMARY 
Inverse scattering problems for time harmonic waves are of fundamental importance 
in applications such as radar and sonar, nondestructive evaluation, geophysical 
exploration, medical imaging and others. In principle, in these applications the wave 
scattered by an unknown object is measured at a number of discrete locations and 
information such as shape parameters, location parameters and electromagnetic 
parameters of the scatterer are extracted from these data. 
 
In this study, a new second order Newton method for reconstructing the shape of a 
arbitrary cylindrical perfectly electrical conducting (PEC) scatterer from the 
measured far-field pattern for scattering of time harmonic plane waves is presented 
the first time in this thesis. This method extends a hybrid between regularized 
Newton iterations and decomposition methods. The main idea of our iterative 
method is to use Huygen’s principle, i.e., represent the scattered field as a single-
layer potential. Given an approximation for the boundary of the scatterer, this leads 
to an ill-posed integral equation of the first kind that is solved via Tikhonov 
regularization. Then, in a second order Taylor expansion, the PEC boundary 
condition is employed to update the boundary approximation. In an iterative 
procedure, these two steps are alternated until some stopping criterium is satisfied. 
Main advantages of method is that method does not need forward solver in each 
iteration step and needs less iteration than first order Newton method in order to 
obtain desired accuracy. Method can be easily extended for limited angular and near 
field measurements of scattered fields.  Proposed method is described in detail and 
illustrated its feasibility through examples with exact and noisy data.  
  
xvi 
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ĐKĐNCĐ DERECE NEWTON YÖNTEMĐYLE MÜKEMMEL ĐLETKEN 
CĐSĐMLERĐN ŞEKLĐNĐN BULUNMASI 
ÖZET 
Zamanda harmonik dalgaların ters saçılma problemi radar, sonar, tahribatsız 
değerlendirme, geofizik, tıbbi görüntüleme gibi uygulamalar için temel öneme 
sahiptir. Temel olarak, bu uygulamalarda bilinmeyen cisimden saçılan dalganın ayrık 
noktalarda ölçülmesiyle elde edilen data kullanılarak caçıcının şekil, konum, 
elektromagnetik parametreleri gibi özellikleri bulunur. 
 
Bu çalışmada, düzlemsel bir dalga ile aydınlatılmış rastgele kesitli silindirik 
mükemmel iletken bir cisimden saçılan alanların uzak alan ölçümlerinden şeklinin 
bulunması yeni bir yöntem olan ikinci dereceden Newton metoduyla ilk kez bu tezde 
incelenmiştir. Bu yöntem Newton iterasyonu ve dekompozisyon methodunun daha 
gelişmiş bir şeklidir. Buradaki iteratif yöntemin ana fikri Huygen prensibini 
kullanmaktır yani saçılan alanı tek tabakalı bir potansiyelle ifade etmektir. Saçıcının 
alınan bir yaklaşıklığı için bu Tikhonov regülarizasyonuyla çözülebilen birinci 
dereceden ill-posed bir integral denklem elde edilir. Daha sonra, ikinci dereceden 
Taylor açılımıyla mükemmel iletken sınır koşulu sağlanacak şekilde cismin şekli 
değiştirilir. Iterasyon yönteminde bu iki adım belirlenmiş bir durma koşulu sağlanana 
kadar devam ettirilir. Bu yöntemin temel avantajları herbir iterasyonda düz 
probleminin çözümünün gerekmemesi ve birinci dereceden Newton yöntemine göre 
arzulana bir doğruluğa ulaşmak için daha az iterasyon gerektirmesidir. Önerilen 
yöntem yakın alan ve sınırlı alan ölçümlerinin saçılan alan olarak kullanılması 
durumuna kolayca geliştirilebilir.  Bu yöntem detaylı olarak incelenecek ve tam ve 
gürültülü datalar için uygulanabilirliği örneklerle gösterilmiştir.  
 
 
 
  
xviii 
 1 
1.  INTRODUCTION 
Inverse scattering problems for time harmonic waves are of fundamental importance 
in applications such as radar and sonar, nondestructive evaluation, geophysical 
exploration, medical imaging and others. In principle, in these applications the wave 
scattered by an unknown object is measured at a number of discrete locations and 
information such as shape parameters, location parameters and electromagnetic 
parameters of the scatterer are extracted from these data. As opposed to classical 
techniques of imaging such as computerized tomography that is based on the fact that 
x-rays travel along straight lines, inverse scattering problems take into account that 
the propagation of acoustic, electromagnetic and elastic waves have to be modeled 
by a wave equation. This means that inverse scattering requires a nonlinear model, 
whereas inverse tomography is a linear approximation of inverse scattering 
problems. 
1.1 Literature 
The first attempt to reconstruct the shape of a perfectly electric conducting (PEC) 
obstacle from a knowledge of the far field pattern in a manner acknowledging the 
nonlinear and ill-posed nature of the problem was made by Roger in 1981 [1]. Roger 
considered the scattering of a plane wave propagating in a fixed direction by a two 
dimensional PEC scatterer parameterized in the form xxrx ˆ)ˆ(= , where xxr =)ˆ( , 
and then solved the nonlinear operator equation 
∞
= urF )(
 by Newton’s method, 
where the Frechet derivative of F was inverted using Tikhonov regularization. A  
characterization and rigorous proof of the existence of the Frechet derivative of F 
was subsequently established by Kirsch [2] and Potthast [3] (see also [4], [5] and 
[6]). An alternative approach to solving the inverse scattering problem for a PEC 
obstacle was proposed by Kirsch and Kress [7] (see also [4]), who broke up the 
inverse scattering problem into two parts. The first part deals with the ill-posedness 
by constructing the scattered field us from the far field pattern  
∞
u by representing 
 2 
su
 in the form of a surface potential defined on a surface known a priori to be 
contained in the unknown scatterer D. The second part then deals with the 
nonlinearity of the problem by determining the unknown boundary of the scatterer as 
the location of the zeros of the total field si uuu +=  where iu  is again a plane 
wave propagating in a fixed direction. An advantage of this approach is that the cost 
functional of the nonlinear part of the problem has a particularly simple structure 
from which the Frechet derivative is easily computed. Related methods have also 
been proposed by Angell, Jiang and Kleinman [8], Colton and Monk [9], Misici and 
Zirilli [10], and Potthast [11]. Detailed literature survey can be found in Colton and 
Monk [12]. 
 In this study, we are interested in shape reconstruction of PEC obstacles from 
measurements of the far field pattern by using a new variant of a second order 
Newton method given in [13]. This method extends a hybrid between regularized 
Newton iterations and decomposition methods that has been suggested and analyzed 
in a number of papers by Kress and Serranho [14, 15, 16, 17, 18] and has some 
features in common with the second degree method for ill-posed nonlinear problems 
as considered by Hettlich and Rundell [19].  As a major advantage, this iterative 
algorithm does not require a forward solver at each iteration step. Our approach 
extends a corresponding first order Newton method as suggested and analyzed by 
Kress and Serranho for shape reconstruction for sound soft [14, 17] and sound hard 
obstacles [16] and for the reconstruction of both the shape and the boundary 
impedance [18]. Although, in the present paper the obstacle is assumed to be smooth, 
since the approach of Kress and Serranho has also been extended to cracks [15] we 
expect that our method also can be carried over to this case. 
To some extend our approach is related to a method that has been suggested and 
investigated more recently by Cayören et al [20]. The main difference is that in [20] 
the curve on which the Taylor expansion is employed remains fixed throughout the 
algorithm and that, in order to compensate for this, higher order Taylor expansions 
are used. This also implies that the method of Cayören et al only works properly 
when the approximating curve for the Taylor expansion is not too far away from the 
actual boundary to be reconstructed, whereas our method is more flexible with this 
respect through its alternating nature. 
 3 
The idea of our algorithm differs from the traditional regularized Newton type 
iterations for the inverse obstacle scattering problem. The latter approach is based on 
the observation that the solution to the direct scattering problem with a fixed incident 
plane wave iu  defines an operator 
∞
→∂ uDA :  that maps the boundary D∂  of the 
scatterer D  onto the far field pattern 
∞
u  of the scattered wave. In terms of this 
operator, given a far field pattern 
∞
u , the inverse problem just consists in solving the 
nonlinear and ill-posed operator equation 
∞
=∂ uDA )(  for the unknown surface D∂  
which, for example, can be done via regularized Newton iterations as has been 
suggested for the first time by Roger [1]. For details on this approach we refer to [4]. 
Numerical examples in three dimensions have been more recently reported by Farhat 
et al [21] and by Harbrecht and Hohage [22]. A related second order Newton scheme 
has been considered by Hettlich and Rundell [19]. As opposed to our method, the 
numerical implementation of Newton type iterations for the solution of 
∞
=∂ uDA )(  
requires the solution of the forward problems to evaluate A and its derivatives for the 
current approximation of D∂  in each iteration step. Main scientific contribution of 
our second order Newton method given in [13] is that this method needs less 
iteration than known first order approach [14] and more robust against noisy data. 
Exploiting the fact that field satisfies Helmholtz equation outside the scatterer, the 
second order normal derivative of the field on the estimated scatterer can be obtained 
analytically which provides that each iteration of second order and first order 
Newton needs approximately same CPU time. 
Proposed new second order Newton reconstruction method can be extended 
straightforwardly for multi illumination cases. In this case, object is illuminated by 
multi plane waves separately each having different propagation direction. Scattered 
data is obtained on unit circle Ω  for each illumination. Since more data is available 
for this case, multi illuminations provide better reconstruction than single 
illumination especially in shadow region of object. Moreover, it is also possible to 
use proposed reconstruction method for any excitation as an incident field such as 
line source instead of plane wave. 
Proposed method can be extended for reconstruction of perfectly electric conducting 
(PEC) objects located on known domain by using the fundamental solution of 
Helmholtz equation on known domain and its far field pattern and using the incident 
field as field in the absence of the PEC object. Fundamental solution of Helmoltz 
 4 
equation on known domain ),( yxφ simply is total field on x  if line source located on 
y . This is well known direct scattering problem. Therefore, ),( yxφ  can be obtained 
straightforwardly.  Field in the absence of the PEC object can also be obtained via 
direct scattering problem for plane wave excitation. This approach have been applied 
for reconstruction of objects buried in a arbitrary shaped cylinder by using second 
order method in [23]. Shape reconstruction of the PEC object buried in dielectric half 
space by first order Newton method is given in [24]. The considered problem given 
in [24] can be applied for detection of mines, pipes, tunnels etc..Because of the 
nature of the this problem, scattered field data can be obtained only upper half space. 
Fundemantal solution of Helmoltz equation on this domain can be obtained by 
integral representation on complex plane given in [24,25]. It is also straightforwardly 
possible to extend the method in [24] for detection of PEC objects buried in rough 
surface by using the Green’s function of rough surface given in [26]. Time 
dependence is assumed tie ω−   and omitted throughout the thesis.  
1.2. Definition of the Problem 
Given an open bounded obstacle 2RD ⊂  with an unbounded and connected 
complement and a smooth boundary D∂  and an incident field iu  as depicted fig. 1, 
the direct scattering problem consists of finding the total field si uuu +=  as the sum 
of the known incident field iu  and the scattered field su , such that the Helmholtz 
equation 
DRinuku /,0 22 =+∆
                    (1.1) 
and PEC boundary condition, 
Donu ∂= 0
                   (1.2) 
are fulfilled and the scattered wave su  satisfies the Sommerfeld radiation condition 
xriku
r
u
r
s
s
r
==





−
∂
∂
∞→
,0lim
                            (1.3) 
uniformly with respect to all directions. The latter ensures an asymptotic behavior of 
the scattered wave of the form 
 5 
∞→
















+=
∞
x
x
xu
x
e
xu
xik
s
,
10)ˆ()(
                          (1.4) 
uniformly in all directions with the far field pattern 
∞
u  defined on the unit circle Ω . 
 
 
 
Figure 1.1 : Geometry of the problem. 
The inverse scattering problem we are interested in is to determine the shape of the 
scatterer D from a knowledge of the far field pattern 
∞
u  for one or several incident 
plane waves dikxi eu .=  with incident direction Ω∈d  . We note that the inverse 
scattering problem we have just formulated is ill-posed in the sense that the 
determination of D∂  does not depend continuously on the measured far field data in 
any reasonable norm. This issue of ill-posedness will be handled using Tikhonov 
regularization in our reconstruction algorithm. 
This algorithm starts from Green’s representation formula for the scattered wave on 
the 0Γ  initial estimate of the boundary D∂  as 
0
2)1(
0 \),()()(4)(
0
Γ∈−
∂
∂
−= ∫
Γ
RxydsyxkHy
v
ui
xu s
                         (1.5) 
and its far field pattern 
2x
D∂
D
v
1x
iu
Ω
 6 
∫
Γ
−
∞
Ω∈
∂
∂
−=
0
ˆ),()(
8
)ˆ( .ˆ
4/
xydsey
v
u
k
e
xu
yxik
i
pi
pi
                (1.6) 
that is, Huygen’s principle (see Theorem 3.12 in [9]). Here, )1(0H  denotes the Hankel 
function of order zero and of the first kind and v  is the outward unit normal to 0Γ . 
We view (1.6) as the data equation in terms of the measured far field pattern 
∞
u . 
Given an approximation for the boundary D∂ , we solve (1.6) for the unknown flux 
vu ∂−∂= /:ϕ . Then we insert the scattered wave (1.5) into the boundary condition 
(1.2) and consider this as the field equation which we solve for updating the 
approximation for D∂ . This is achieved via a Taylor expansion up to order two for 
u  along the normal direction and solving the quadratic equation for the update 
function. In an obvious way, these two steps are iterated until an appropriate stopping 
criterium is satisfied. This method decomposes the inverse scattering problem into 
ill-posed and non-linear part and deals with each part of the problem separately. This 
provides that method does not need forward solver in each iteration step. On the 
other hand, another advantage of this approach is that the cost functional of the 
nonlinear part of the problem has a particularly simple structure from which the first 
and second order Frechet derivatives are easily and analytically computed by 
exploiting the fact that field satisfies Heltmoltz equation outside the object [13]. This 
provides each iteration of second order and first order Newton needs approximately 
same CPU time. 
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2. DIRECT SCATTERING BY NYSTRÖM METHOD  
In this section, Electromagnetic scattering from PEC object is given by Nyström 
method. Nyström method have exponential converge property therefore it is very 
computational effective. Although, direct scattering from two dimensional objects 
are well known and straightforward, it has be considered in order to produce data and 
implement Newton method. 
PEC object with boundary D∂  is located in medium whose wave number is k . This 
object is illuminated by 3x  polarized plane wave with propagation direction d  as 
dikxi exu .)( = . Since the problem is homogeneous with respect to 3x  axis, scattered 
field is also 3x  polarized and problem reduces scalar problem in 
2Rx ∈  such that 
total field satisfies Helmholtz equation, 
D\,0 22 Rxuku ∈=+∆
                  (2.1) 
with PEC or Dirichlet boundary condition as 
Dxxuxuxu si ∂∈=+= ,0)()()(
                 (2.2) 
and scattered field satisfies radiation condition as 
xriku
r
u
r
s
s
r
==





−
∂
∂
∞→
,0lim
                           (2.3) 
uniformly with respect to all directions. The latter ensures an asymptotic behavior of 
the scattered wave of the form 
∞→
















+=
∞
x
x
xu
x
e
xu
xik
s
,
10)ˆ()(
                           (2.4) 
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uniformly in all directions with the far field pattern 
∞
u  defined on the unit circle Ω . 
Direct scattering problem is to find unknown scattered field su  for given boundary 
D∂  and incident field iu . 
2.1 Solution of Direct Scattering Problem by Single-Layer Potantial 
if 2k is not a Dirichlet eigenvalue for the negative Laplacian in the interior of D∂ , 
scattered  field, which satifies (2.1) and (2.3), can be expressed by single layer 
potential by [4] 
D\,)(),()()( 2Rxydsyxyxu
D
s ∈= ∫
∂
φϕ                            (2.5) 
where ),( yxφ  is fundamental solution of Helmholtz equation in 2R , in other words 
Green’s function of the medium given by [4] 
)(
4
),( )1(0 yxkH
iyx −=φ                   (2.6) 
where (.))1(0H is Hankel function of first kind and order zero. Substituting (2.4) into 
(2.2), one gets integral equation defined on the boundary D∂  as 
∫
∂
∂∈−=
D
i Dxxuydsyxy ),()(),()( φϕ                 (2.7) 
Let’s represent the boundary D∂  of the object by parameterization as 
[ ){ }pi2,0)),(),(()( 21 ∈==∂ ttxtxtzD                                                                     (2.8) 
In this case, integral equation in (2.7) can be given by 
[ )∫ ∈−=′
pi
piττττϕ
2
0
2,0)),(()(),())(( ttzudztMz i                (2.9) 
Kernel of the integal equation (2.9) is expressed by 
))()((
4
),( )1(0 ττ ztzkH
i
tM −=                (2.10) 
and can be decomposed as 
),()
2
(sin4ln),(),( 221 τ
τ
ττ tMttMtM +




 −
=              (2.11) 
 9 
where  
))()((
4
1),( 01 τpiτ ztzkJtM −−=                (2.12) 





 −
−= )
2
(sinln),(),(),( 212
τ
τττ
t
tMtMtM                                    (2.13) 
are analytic with diagonal terms 
pi4
1),(1 −=ttM                  (2.14) 
2
)(
ln
2
1
24
),(2
txkCi
ttM
′
−−=
pipi
               (2.15) 
where .0.577215..=C  is Euler constant. 
Substituting (2.11) into (2.9), one gets 
∫ −=′





+




 −
pi
τττ
τ
ττϕ
2
0
2
2
1 )()(),()2(sin4ln),())(( tudztM
t
tMz i                (2.16) 
Using the equation [4], 
∑∫
−
=
≈




 − 12
0
)()(
2
0
2 )()()()
2
(sin4ln
N
j
N
j
N
j tftRft ττ
pi
             (2.17) 
where N  is discretization number of integral equation and 
 
 
N
j
t Nj
pi
=
)(
                  (2.17) 
))(cos()(cos12)( )(
1
1
2
)()( N
j
N
m
N
j
n
j ttNN
ttm
mN
tR ∑
−
=
−−−−=
pipi
            (2.18) 
In addition, we use the trapezoidal rule 
∫ ∑
−
=
=
pi pi
ττ
2
0
12
0
)( )()(
N
j
N
jtfNdf                 (2.19) 
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Substituting (2.19) and (2.16) into (2.15), one gets  
)()(),(),()()(
12
0
)()(
2
)(
1
)()( tutzttM
N
ttMtRt i
N
j
N
j
N
j
N
j
N
j
N
j −=′






+∑
−
=
piϕ            (2.20) 
(2.20) is evaluated at collocation points called by 12,...1,0 −= Ntk , one gets linear 
equation [4] where 
12,.....,1,0
)()(),(),()( )(
12
0
)()()(
2
)()(
1
)()(
−=
−=′






+∑
−
=
−
Nk
tutzttM
N
ttMRt Nk
i
N
j
N
j
N
j
N
k
N
j
N
k
N
jk
N
j
piϕ
          (2.21) 
where 
∑
−
=
−
+−==
1
1
2
)()( )1(cos12)0(
N
m
j
N
j
N
j NN
mj
mN
RR pipipi              (2.22) 
that can be solved straightforwardly. After solution of (2.21), scattered field can be 
calculated by (2.4). By using large argument approximation of Hankel functions, one 
obtains scattered field for ∞→x  as 
∞→== ∫
∂
− xxxxydsey
x
e
k
e
xu
D
yxik
xiki
,/ˆ,)()(
8
)( .ˆ
4/
ϕ
pi
pi
            (2.23) 
Comparing (2.23) and (2.5), one obtains far field pattern by 
Ω∈= ∫
∂
−
∞
xydsey
k
e
xu
D
yxik
i
ˆ,)()(
8
)ˆ( .ˆ
4/
ϕ
pi
pi
                                    (2.24) 
where Ω  is unit circle. We again outlined the fact that proposed single layer 
approach can be applied for solution of direct scattering problem, if 2k is not a 
Dirichlet eigenvalue for the negative Laplacian in the interior of D∂ . Otherwise, 
combined single and double layer representation of scattered field is used. 
2.1 Solution of Direct Scattering Problem by Combined Single and Double 
Layer Potantials 
Scattered  field, which satifies (2.1) and (2.3), can also be expressed by combined 
single and double layer potential by [4]  
D\,)()(),(
v(y)
y)(x,)( 2Rxydsyyxixu
D
s ∈






−
∂
∂
= ∫
∂
ϕηφφ             (2.25) 
 11 
with unknown density ϕ  and some real coupling parameter η . Substituting (2.25) 
into (2.2), and using jump relation related to single and double layer potantials, one 
obtains boundary integral equation given by 
Dxxuxydsyyxi i
D
∂∈−=+






−
∂
∂
∫
∂
),(
2
)()()(),(
v(y)
y)(x, ϕϕηφφ            (2.26) 
Substituting (2.6) into (2.26), (2.26) can be expressed by 
{ } DxxuxydsyyxkHiyxkH
yx
yxyvki i
D
∂∈−=+








−−−
−
−
∫
∂
),(
2
)()()(()().(ˆ
4
)1(
0
)1(
1
ϕϕη     (2.27) 
if parametric representation of boundary D∂  is given by (2.8), (2.27) can be  given 
by 
∫ ′−
pi
τττητ
2
0
))(),(),(( dztMitL                (2.28) 
where ),( τtM  is given by (2.10) . Since normal vectoris espressed as  
)(/))(),(()(ˆ 12 tztxtxtv ′′−′= ,  ),( τtL  is  
))()(()()(
))()().(())()().(((
4
),( )1(1221112 ττ
ττττ
τ ztzkH
ztz
xtxxxtxxik
tL −
−
′−′′−′−′′
=         (2.29) 
and can be decomposed as, 
),(
2
sin4ln),(),( 221 τ
τ
ττ tLttLtL +




 −
=               (2.30) 
where 
))()(()()(
))()().(())()().(((
4
),( 12211121 ττ
ττττ
pi
τ ztzkJ
ztz
xtxxxtxxk
tL −
−
′−′′−′−′′
−=      (2.31) 





 −
−=
2
sin4ln),(),(),( 212
τ
τττ
t
tLtLtL               (2.32) 
turn out to be analytic with the diagonal terms 
 
0),(1 =ttL                     (2.33) 
 
)(
)()()()(
4
1),( 12212 tz
txtxtxtx
ttL
′
′′′−′′′
=
pi
                 (2.34) 
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Using the (2.17) and (2.18) again,  we get, 
{
)(
2
)(),()(),((
)),()(),()(()(
)(
2
)()(
2
12
0
)(
1
)()(
1
)()(
tu
t
ttLtzttMi
N
ttLtzttMitRt
iN
j
N
j
N
j
N
j
N
j
N
j
N
j
N
j
N
j
−=+



+′−+
+′−∑
−
=
ϕηpi
ηϕ
 (2.35) 
and evaluating (2.35) is evaluated at collocation points called by 12,...1,0 −= Ntk , 
one gets linear equation  
{
12,...1.0
)(
2
)(),()(),((
)),()(),()(()(
)(
2
)()(
2
12
0
)(
1
)()(
1
)()(
−=
−=+



+′−+
+′−∑
−
=
−
Nk
tu
t
ttLtzttMi
N
ttLtzttMitRt
k
ikN
jk
N
j
N
jk
N
j
N
jk
N
j
N
jkk
N
kj
N
j
ϕηpi
ηϕ
    (2.36) 
that is linear equation with 2N equation and 2N unknown which can be solved 
straightforwardly. After solving (2.36), scattered field can be obtained through 
(2.25). Far field pattern of (2.25) can be obtained as 
{ }∫
∂
−
−
−
D
yxik
i
ydsyexyvk
k
e )()(ˆ).(ˆ
8
.ˆ
4/
ϕη
pi
pi
              (2.37) 
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3. NEWTON METHOD FOR RECONSTRUCTION OF BOUNDARY 
3.1  A First Order Newton Method for Reconstruction of Boundary 
Object with boundary D∂  is illuminated by plane wave dikxi eu .=  with propagation 
direction Ω∈d . Far field pattern 
∞
u  of the object is obtained on Ω . Our problem is 
to find D∂  through measurements of far field pattern Ω∈
∞
xxu ˆ),ˆ( . 
Since we assume the boundary D∂  to be smooth, i.e., analytic, the scattered wave 
can be extended as solution to the Helmholtz equation across the boundary into a 
neighbourhood of D∂ . We now assume that an initial estimate 0Γ  for the boundary 
of the scatterer D  is at our disposal such that this extension of su  is defined in the 
closed exterior of 0Γ . Further we assume that 
2k  is not a Dirichlet eigenvalue for the 
negative Laplacian in the interior of 0Γ . Then the scattered field can be expressed as 
a single-layer potential  
∫
Γ
Γ∈−=
0
0
2)1(
0 \),()()(4)( RxydsyxkHy
i
xu s ϕ                (3.1) 
for all x in the exterior of 0Γ  and a uniquely determined density )( 02 Γ∈ Lϕ  [4] 
Passing to the far field in (3.1) we obtain 
Ω∈=∫
Γ
∞
− xxuydsey
k
e yxik
i
ˆ,)ˆ()()(
8
0
.ˆ
4/
ϕ
pi
pi
                (3.2) 
as an integral equation of the first kind for the unknown density ϕ . Due to its 
analytic kernel, this integral equation is severely ill-posed. However, the operator 
)()(: 202 Ω→Γ∞ LLS  defined by 
∫
Γ
−
∞
Ω∈=
0
ˆ),()(
8
:)ˆ)(( .ˆ
4/
xydsey
k
e
xS yxik
i
ϕ
pi
ϕ
pi
               (3.3) 
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is known to be injective and have dense range (see Theorem 5.17 in [4]). Therefore, 
Tikhonov regularization can be applied for a stable approximate solution of (3.2), 
that is, the ill-posed equation (3.2) is replaced by 
∞
∗
∞∞
∗
∞
=+ uSSSa αϕαϕ                 (3.4a) 
with some positive regularization parameter α  and the adjoint ∗
∞
S  of 
∞
S  given by 
∫
Ω
∞
−
∗
∞
Ω∈= xxdsexu
k
e
xS yxik
i
ˆ),ˆ()ˆ(
8
:)ˆ)(( .ˆ
4/
pi
ϕ
pi
             (3.4b) 
For the further description of the reconstruction scheme we represent the curve 0Γ  by 
a regular parameterization 
[ ){ }pi2,0:)(00 ∈=Γ ttz                   (3.5) 
with a periodic function 20 : RRz → . 
If far field data is obtained M discrete points on Ω  called as Mmxm ...2,1,ˆ = , and 
boundary 0Γ  with parametric  representation given by [ )pi2,0),(0 ∈ttz  is 
discretized by 2N collocation points. Therefore (3.2) expressed by 
Mmxutzetz
Nk
e
m
N
n
n
tzxik
n
i
nm
...2,1),ˆ()())((
8
12
0
0
)(.ˆ
4/
==′
∞
−
=
−∑ϕ
pi
pi
pi
              (3.6) 
that is linear equation system with M equation and 2N unknown is given by 
)()( MMN uS
∞∞
=ϕ                    (3.7) 
with  )(MNS
∞
 matrix whose elements given by 
)(
8 0
)(.ˆ
4/
n
tzxik
i
mn tzeNk
e
s nm ′=
−
pi
pi
pi
                 (3.8) 
Adjoint operator of far field pattern given by HMNSS )(
∞
∗
∞
=  that is Hermitian of 
)(MNS
∞
.Therefore, Tikhonov regularized solution is given by 
 
)()(1)()()( )( MHMNMNHMNNN uSSSI
∞∞
−
∞∞
+= αϕα                 (3.9) 
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Searching the location where the boundary condition (1.2) is satisfied we 
approximate the total field u  by the Taylor formula of order one with respect to the 
normal direction at 0Γ . For this we try to update in the form 
[ ){ }pi2,0:)()()( 001 ∈+=Γ ttvthtz                (3.10) 
where 0v  denotes the outward normal vector to 0Γ  and h : IR → IR is a sufficiently 
small pi2  periodic function. The normal vector can be expressed through the 
parameterization (3.5) via 
[ ]
)(
)()(
0
0
0 tz
tz
tv
′
′
=
⊥
                 (3.11) 
where for any vector ),( 21 aaa = , we set ),( 12 aaa −=⊥ . Then the first order Taylor 
formula requires the update function h  to satisfy [13] 
0000 =∂
∂
+ hz
v
u
zu oo                  (3.12) 
Once the single layer density ϕ  is known from (3.9), the values u and vu ∂∂ /  of the 
total field on 0Γ  can be obtained through the jump relations for the single-layer 
potential [13], that is, by 
∫
Γ
−+=
0
)()()(
4
)()( )1(0 ydsyxkHy
i
xuxu i αϕ               (3.13) 
and 
{ } )(
2
1)()().(ˆ)(
4
)()(
)(
2
1)()(
)()(
4
)()(
0
0
)1(
1
)1(
0
xyds
yx
yxkHyxxv
yikx
v
u
x
v
u
xyds
xv
yxkH
yix
v
u
x
v
u
i
i
ϕϕ
ϕϕα
−
−
−−
+
∂
∂
=
∂
∂
−
∂
−∂
+
∂
∂
=
∂
∂
∫
∫
Γ
Γ
          (3.14) 
The integrals in (3.13) and (3.14) can be accurately evaluated by as fallows, 
Total field u on 0Γ is expressed by using (2.20) 
∫
Γ
′
−+=
0
)())()(())((
4
))(())(( 000)1(0000 τττϕα dzztzkHtz
i
tzutzu i            (3.15) 
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∑
−
=
′






++=
12
0
)(
0
)(
2
)(
1
)()(
00 )(),(),()()())(())((
N
j
N
j
N
j
N
j
N
j
N
j
i tzttM
N
ttMtRttzutzu piϕα          (3.16) 
where Njt Nj /)( pi= . Since we only need total field on collocation points, we can 
find 
∑
−
=
−
′






++=
12
0
)(
0
)(
2
)(
1
)()(
00 )(),(),()())(())((
N
j
N
j
N
jm
N
jm
N
mj
N
jm
i
m tzttMN
ttMRttzutzu piϕα     (3.17) 
where 1M  and 2M are given through (2.12-15). 
Normal derivative of total field vu ∂∂ / on 0Γ is given by (3.14) as 
2
)())(()()( xxKx
v
u
x
v
u i ϕϕ −+
∂
∂
=
∂
∂
               (3.18) 
where K denote the integral operators defined by 
∫
Γ ∂
∂
=
0
)()()(
),())(( ydsy
xv
yx
xK ϕφϕ                (3.19) 
{ }
∫ ′−
−
−−
=
pi
α ττττ
τ
τϕϕ
2
0
000
)1(
1
00
000
0 )())()(()()(
)()())((ˆ))((
4
))()(( dzztzkH
ztz
ztztzv
z
ik
tzK     (3.20) 
Parametrization of (3.20) can be given by  
∫
′
=′
pi
α ττϕτϕ
2
0
00 ))((),()(
1))()(( dztH
tx
tzK               (3.21) 
is given by 
[ ] )()()(
))()(()()().(
4
),( 0
00
00
)1(
1
00 ττ
τ
ττ z
ztz
ztzkH
tzztv
ik
tH ′
−
−
−=             (3.22) 
where we have set ))(),(())(()()( 12 txtxtxvtxtv ′−′=′= . We decompose the 
fundamental solution 00
)1(
0 iNJH += , and use the power series 
n
n
n u
n
uJ
2
0
20 2)!(
)1()( 




−
= ∑
∞
=
                (3.23) 
for the Bessel function of order zero and 
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n
n
nn
m
u
nm
uJCuuN
2
1
2
1
1
00 2)!(
)1(12)(
2
ln2)( 




−






+





+= ∑ ∑
∞
=
+
=
pipi
            (3.24) 
for the Neumann function of order zero with Euler constant C=0.57721…From these 
series we can see that the kernel H can be written in the form 
),(
2
sin4ln),(),( 221 τ
τ
ττ tHttHtH +




 −
=               (3.25) 
where 
[ ] )()()(
))()(()()().(
4
),( 0
00
001
001 ττ
τ
τ
pi
τ z
ztz
ztzkJ
tzztv
k
tH ′
−
−
−−=                       (3.26) 





 −
−=
2
sin4ln),(),(),( 212
τ
τττ
t
tHtHtH               (3.27) 
turn out to be analytic with the diagonal terms 
,0),(1 =ttH                   (3.28) 
)(
)().(
4
1),(
0
0
2 tz
tztv
ttH
′
′′
=
pi
                (3.29) 
Using the (2.16) and representation of incident field dikxi exu .)( = , normal 
derivative of the total field can be obtained as 
∑
−
=
′






+
′
+−=
∂
∂
12
0
)(
0
)(
2
)(
1
)(
0
)(
).(
0
)(),(),()()(
1)(
2
)()).(ˆ())(( 0
N
j
N
j
N
j
N
j
N
j
N
j
dtikz
tzttH
N
ttHtR
tz
t
t
edtviktz
v
u
m
piϕ
ϕ
α
α
       (3.30) 
Since we only need total field on collocation points, we can find  
∑
−
=
−
′






+
′
+−=
∂
∂
12
0
)(
0
)(
2
)(
1
)(
0
)(
).(
0
)(),(),()(
1)(
2
)()).(ˆ())(( 0
N
j
N
j
N
jm
N
jm
N
mj
m
N
j
mdtikz
mm
tzttH
N
ttHR
tz
t
t
edtviktz
v
u
m
piϕ
ϕ
α
α
    (3.31) 
Since the solution of (3.12) is sensitive to errors in the normal derivative of u  in the 
vicinity of zeros, equation (3.12) is solved in a stable way by a least squares method. 
For this we express 
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∑
=
+++=
J
j
jJj jtajtaath
1
00 )sincos()(               (3.32) 
as a trigonometric polynomial of degree less than or equal to J. Then, we satisfy 
(3.12) in a penalized least squares sense, that is, the coefficients Jaaa 210 ,....,  in 
(3.32) are chosen such that for a set of collocation points 1210 ,......, −Nttt  in [ )pi2,0  the 
penalized least squares sum 






+++
∂
∂
+ ∑∑
=
+
−
=
J
j
Jjj
p
N
n
nnn aajathtz
v
u
tzu
1
2222
01
212
0
00 )()())(())(( β              (3.33) 
with some regularization parameter 01 >β  and some Np ∈ is minimized. Here, the 
penalty term corresponds to the square of the Sobolev norm pHh0  . We note that the 
approach can be carried over to other approximations of 0h  rather than by 
trigonometric polynomials. Substituting (3.17) and (3.31) into (3.33), one obtains, 






+++




′






+
′



+−





++
′






++
∑
∑
∑
∑ ∑
=
+
−
=
−
=
+
−
=
−
=
−
J
j
Jjj
p
N
j
N
j
N
jn
N
jn
N
mj
n
N
j
ndtikz
n
J
h
nhJnj
N
n
N
j
N
j
N
jn
N
jn
N
nj
N
jn
i
aaja
tzttH
N
ttHR
tz
t
t
edtvikhtahtaa
tzttM
N
ttMRttzu
n
1
2222
01
2
12
0
)(
0
)(
2
)(
1
)(
0
)(
).(
1
0
12
0
12
0
)(
0
)(
2
)(
1
)()(
0
)(
)(),(),()(
1)(
2
)()).(ˆ())sin()cos((
)(),(),()())((
0
β
piϕ
ϕ
piϕ
α
α
α
 (3.34) 
After the solution of (3.34), new approximation of boundary called as 1Γ  is found 
through (3.10) and similar procedure is applied for 1Γ  until predetermined stopping 
condition is satisfied.  
3.2 A Second Order Newton Method for Reconstruction of Boundary 
A second order method can be performed by modifying (3.12) by using second order 
derivatives of total field on initial estimation of boundary as [13] 
02002
2
000 =∂
∂
+
∂
∂
+ hz
v
uhz
v
u
zu ooo                (3.35) 
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The second order derivative 22 / vu ∂∂  can be obtained by using the fact that the total 
field satisfies the Helmholtz equation outside the object, that is, it is given by 
02
0
00
2
0
2
2
0
0
4
0
00
0
2
02
0
2
.)(1)(.
z
v
u
z
vz
t
zu
zt
zu
z
zz
zukz
v
u
o
oo
oo
∂
∂
′
′′
−
∂
∂
′
−
∂
∂
′
′′′
+−=
∂
∂
          (3.36) 
in terms of the parameterization (3.5) [13] (see Appendix A.1). The first and second 
order derivatives of 0zu o  with respect to the parameter t occurring in (3.35) can be 
obtained via trigonometric differentiation. For this purpose, given total field on 
collocation points 12,...1,0),( −= Njtu j . we express the total field by trigonometric 
interpolation as 
∑
−
=
=
12
0
),()()(
N
j
jj ttLtutu                 (3.37) 
where 





 −
−=
2
cot))(sin(
2
1),( jjj
tt
ttN
N
ttL               (3.38) 
is Lagrange basis or interpolating polynomial. Derivative with respect to parameter t  
can be given as 
∑
−
=
′=′
12
0
),()()(
N
j
jj ttLtutu                 (3.39) 
where ),( jttL′ is derivative of ),( jttL  given by 








−
−
−




 −
−=′ )2/)((sin
))(sin(
2
1
2
cot))(cos(
2
1),( 2
j
jj
jj tt
ttNtt
ttNN
N
ttL                        (3.40) 
since we need derivative only collocation points and obtaining ),( jttL′  as jtt →  by 
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As seen from (3.35), one also needs second order derivative with respect to t  in 
order to calculate second order normal derivative, second order derivative with 
respect to t  can be calculated by similar way as 
∑
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jj ttLtutu                 (3.43) 








−
−
−






 −
−








−
−
−






 −
−=′′ ∑ ∑
−
≠=
−
≠=
)2/)((sin
))(sin(
2
1
2
cot))(cos(
2
1
)2/)((sin
))(sin(
2
1
2
cot))(cos(
2
1)()(
2
12
,0
12
,0
2
mp
mpmp
mp
N
mpm
N
jmj jm
jmjm
jmjp
tt
ttNtt
ttNN
N
tt
ttNtt
ttNN
N
tutu
 (3.44) 
As in the work of Hettlich and Rundell [19] and following Halley [27] the nonlinear 
equation (3.35) is solved in two steps, a predictor and a corrector step. In the 
predictor step, one has to solve 
01,000 =∂
∂
+ hz
v
u
zu oo                              (3.45) 
for 1,0h  which is solved by procedure in Section (3.1). 
Once 0h  has been obtained, in the corrector step the equations [13] 
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are solved for 2,0h  again in a penalized least squares sense, that is, the coefficients in 
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J
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are chosen such that [13] 
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with some regularization parameter 02 >β  is minimized. Then, finally 2,0hh =  is 
inserted in (3.10) to obtain the updated boundary 1Γ . This procedure of alternatingly 
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solving (3.2) and (3.35) now is iterated in an obvious fashion until some stopping 
criterium is satisfied. 
Although there are a few results available on the convergence of regularized Newton 
iterations for inverse obstacle scattering problems (see [19, 28, 29, 30]) this issue is 
not satisfactorily resolved. Despite the progress made by Hohage [28, 29] with this  
espect, so far it has not been clarified whether the general results on the solution of 
ill-posed nonlinear equations in a Hilbert space setting (among others see [31, 32]) 
are applicable to inverse obstacle scattering or, in general, to inverse boundary value 
problems in the frame work of solving the operator equation (1.7). This remark also 
implies to the convergence results of Hettlich and Rundell [19] on the second order 
method with respect to its applicability for the inverse obstacle scattering problem. 
The more problem oriented approach of Potthast [30] for a convergence analysis 
suffers from the restrictive assumption of a non vanishing normal derivative of the 
total field on the boundary D∂  in the case of exact data. Furthermore, in the analysis 
for noisy data, convergence for the noise level tending to zero, as usual, requires a 
stopping rule and with this particular rule the method has not yet been numerically 
implemented. 
These comments also apply to the case of the first order method of Kress and 
Serranho. At present only convergence results in the spirit of Potthast [30] are 
available in [17]. Therefore, we view it as legitimate to present our second order 
variant of this approach without a detailed convergence analysis and confine 
ourselves to some heuristic considerations. 
We begin with the case of exact far field data 
∞
u . Since we assume D∂  to be 
analytic, the solution to the scattering problem has an extension as a solution to the 
Helmholtz equation across D∂  in some neighborhood. If 0Γ  is contained in this 
neighborhood and provided 2k  is not a Dirichlet eigenvalue for the negative 
Laplacian in the interior of 0Γ  then the far field equation (3.2) is uniquely solvable 
and its solution represents the scattered field via (3.1). Consequently our second 
order method as formulated in (3.16) corresponds to a second order Newton method 
for finding the zero level curve of the exact total field u . Under the assumption that 
the normal derivative of u  does not vanish on 0Γ  (this can be shown to be valid in 
the case of scattering from a disk) then as in [17, 30] and using the convergence 
result of Hettlich and Rundell [19] for the second order Newton method for an 
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operator with a bijective and bounded Frechet derivative in can be verified that our 
second order method has convergence order three. 
Of course, as in all of the iterative methods for the inverse obstacle scattering 
problem, the ill-posedness corrupts the high order convergence. Here, the ill-
posedness enters through the integral equation (3.2) of the first kind leading to 
inevitable errors occurring in its regularized solution. It is to be expected that a 
convergence analysis with respect to the noise level can be carried out analogous to 
the first order method as described in [17]. We refrain from working out the details 
since the result would be of a qualitative character only and would not lead to the 
possibility for a quantitative comparison on the convergence for the first and second 
order method. However, from the better convergence order for the exact data case 
one might expect some advantages in the numerical performance. Indeed, our 
numerical examples in the next section illustrate an improvement in the quality of the 
reconstructions and the speed of convergence connected with an increase in the 
stability with respect to noisy data. 
3.3 Extension of Newton Reconstruction Method for Multi-view illumination 
Proposed first and second order Newton reconstruction methods in section 3.1 and 
3.2 can be extended straightforwardly for multi illumination cases. In this case, 
object is illuminated by multi plane waves separately each having different 
propagation direction. Scattered data is obtained on unit circle Ω  for each 
illumination. In this case, one obtains single layer density for each illumination as 
fallows, 
LnxuxS nn ,...2,1),ˆ()ˆ)(( )()( ==
∞∞
ϕ
                (3.49) 
where )(nϕ and )(nu
∞
represent single layer density and far field pattern for n. 
illumination respectively. L  is total number of the illuminations. Single layer density 
on initial estimate of the boundary related for each illumination can be obtained as, 
LnxuSSSIx nn ,...2,1,,)()( 0)(*1*)( =Γ∈+= ∞∞−∞∞αϕ                        (3.50) 
Total field and its normal derivative on the initial estimate of the boundary can be 
expressed as, 
Lnxxuxuxu ni
n
s
n
,....2,1,),()()( 0)()()( =Γ∈+=              (3.51) 
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where )()( xu ns  is scattered field related with n. illumination given by 
Lnxydsyxyxu nns ...2,1,,)(),()()( 0)()(
0
=Γ∈= ∫
Γ
φϕ             (3.52) 
and ndikxni exu
.)( )( =  n. illumination with propagation direction nd .Normal derivative 
of the total field on the initial estimate of the boundary related with n. illumination 
can expressed as, 
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Substituting (3.52) on (3.53) and using the representation n. illumination of incident 
field, (3.53) can be written as, 
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and one obtains the equation set given for first order Newton method as 
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and for second order Newton method as 
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that can be solved solved straightforwardly by methods described in section 3.1 and 
section 3.2 respectively. 
 
3.5 Extension of Newton Reconstruction Methods for PEC Objects Located on 
Known Domain 
 
Proposed Newton reconstruction methods can be extended for reconstruction of 
perfectly electric conducting (PEC) objects located on known domain by using the 
fundamental solution of Helmholtz equation on known domain and its far field 
pattern and using the incident field as field in the absence of the PEC object. 
Fundamental solution of Helmoltz equation on known domain ),( yxφ simply is total 
field on x  if line source located on y . This is well known direct scattering problem. 
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Therefore, ),( yxφ  can be obtained straightforwardly.  Field in the absence of the 
PEC object can also be obtained via direct scattering problem for plane wave 
excitation. Using these interchanging on section 3.1 and section 3.2, it is possible 
proposed Newton methods for reconstruction of PEC objects located in known 
domain. 
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4. A SECOND ORDER NEWTON METHOD FOR SHAPE 
RECONSTRUCTION OF BURIED OBJECTS 
In this section, A second order Newton method for reconstructing the shape of a 
perfectly electrical conducting (PEC) scatterer buried in an arbitrary shaped 
dielectric cylinder from the measured far-field pattern is presented. Object as 
depicted in fig.4.1 is illuminated by incident field ikxiki eu ˆ.1=  that is polarized along 
x3 axis with propagation direction )ˆ)sin(ˆ)(cos(ˆ 2010 xxk i φφ +−= . Because of the 
homogeneity of the problem with respect to x3 axis, scattered field is also x3 
polarized and problem reduces scalar problem in 2Rx ∈ . Let’s call the total field in 
the absence of the PEC object as 0u  then straightforward direct scattering problem 
consists of finding the total field suuu += 0 as the sum of the known field 0u  and 
scattered field su  that is result of PEC object with boundary D∂  buried inside the 
dielectric medium with boundary C∂  and wave number 2k  as depicted fig.4.1. Let’s 
represent the total field )(xu , as Cxxuxu ∈= ),()( 2 and C\),()( 21 Rxxuxu ∈=   
such that total field satisfies the Helmholtz equation 
Cxxukxu
Rxxukxu
∈=+∆
∈=+∆
,0)()(
C\,0)()(
2
2
22
2
1
2
11
                    (4.1) 
with 1k and 2k  that are wave number of background medium and dielectric cylinder 
respectively, also satisfies the PEC boundary condition 
Dxxu ∂∈= ,0)(                    (4.2) 
and boundary condition on dielectric interface C∂  as 
Cxx
v
u
x
v
u
Cxxuxu
∂∈
∂
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=
∂
∂
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),()(
12
12
                  (4.3) 
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where v∂∂ /  is normal derivative, and the scattered wave su  satisfies the 
Sommerfeld radiation condition as 
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uniformly with respect to all directions on unit circle Ω  and the scattered wave has a 
asymptotic behavior as 
1 
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with [ )piφφφ 2,0),sin,(cos/ˆ ∈== xxx , uniformly in all directions with the far field 
pattern 
∞
u  defined on the unit circle Ω . 
 
 
 
 
 
 
Figure 4.1: Geometry of the considered problem. 
 
The inverse obstacle problem is the determination of boundary D∂  by means of the 
given far field pattern Ω∈
∞
xxu ˆ),ˆ(  with the knowledge of the wave numbers 21 , kk  
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scattering problem can be represented by an operator as
∞
→∂ uDF : that maps the 
boundary D∂  onto the far field pattern 
∞
u . By using this operator, given a far field 
pattern 
∞
u , the inverse problem is expressed as the solution of nonlinear and ill-
posed operator equation, 
 
∞
=∂ uDF )(                   (4.6) 
for the unknown surface D∂ . Because of the facts that direct scattering problem 
depends nonlinearly on the boundary, Eq. (4.6) is nonlinear. Also, it is ill posed since 
the far field pattern is an analytic function on the unit circle Ω . 
The presented Newton iteration starts with an initial estimate 0Γ  of the boundary 
D∂ .  The scattered field in the closed exterior of 0Γ  can be expressed by using single 
layer potential [4]  
0
2 /),()(),())((
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0
Γ∈= ∫
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Γ RxydsyyxGxP ϕϕ                (4.7) 
with density )( 02 Γ∈ Lϕ  in the exterior of the surface 0Γ , where 
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                (4.8) 
represents the Green’s function of Helmoltz equation in the domain containing 
dielectric cylinder (see Appendix A.2). Where (.))1(0H  denotes the zero order Hankel 
function of the first kind. In (3.64), the terms ),( yxGt  and ),( yxGr  are smooth part 
of Green’s function given in Appendix A.2 [23] 
The far field pattern of the potential (4.7) for the scattered direction 
)2,0(),sin,(cosˆ piφφφ ∈=x  as shown in Fig.1, denoted by )ˆ)((
,0
xP ϕ
∞Γ  can be 
derived from ),( yxGt  while ∞→x  as (see Appendix A.2) [23] 
)()()(),(
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∞Γ Φ= ϕ
pi
ϕ
pi
              (4.9) 
Because of the fact that the scattered field su  is uniquely determined by its far field 
pattern 
∞
u , the density ϕ  can be seen to be the unique solution of the ill posed 
integral equation 
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Due to its analytic kernel, integral equation in (4.10) is severely ill posed [23]. 
However, the operator )()(: 202,0 Ω→Γ∞Γ LLP  in (4.9) is known to be injective and 
has dense range. Therefore, Tikhonov regularization can be applied for a stable 
approximate solution of (10), that is, the ill-posed equation (4.10) is replaced by 
∞∞Γ∞Γ∞Γ =+ uPPP
*
,,
*
, 000
ϕαϕ                 (4.11) 
with some positive regularization parameter α  and the adjoint *
,0 ∞Γ
P of 
∞Γ ,0
P . 
For the further description of the reconstruction scheme we represent the curve 0Γ  by 
a regular parameterization 
[ ){ }pi2,0:)(00 ∈=Γ ttz                 (4.12) 
with a pi2  periodic function 20 : RRz → . Searching the location where the 
boundary condition (4.12) is satisfied, we approximate the total field u  by the Taylor 
formula of order two with respect to the normal direction at 0Γ . For this purpose, we 
try to update in the form  
[ ){ }pi2,0:)()()()( 0011 ∈+==Γ ttvthtztz               (4.13) 
where 0v  denotes the outward normal vector to 0Γ  and h : IR → IR is a sufficiently 
small pi2  periodic function. The normal vector can be expressed through the 
parameterization (4.12) via 
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where for any vector ),( 21 aaa = , we set ),( 12 aaa −=⊥ . Then the first order Taylor 
formula requires the update function h to satisfy 
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Once the single layer density ϕ  is known from (4.11), the values u and normal 
derivative 0/ vu ∂∂  of the total field on 0Γ can be obtained through the jump relations 
for the single-layer potential [4], that is, by 
∫
Γ
Γ∈+=
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0 ),()(),()()( xydsyyxxuxu ϕφ              (4.16) 
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where )(0 xu  is the total field in the absence of the PEC object (see Appendix A.3). 
The second order derivative 20
2 / vu ∂∂  can be obtained by using the fact that the total 
field satisfies the Helmholtz equation outside the object, that is, it is given by 
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in terms of the parameterization given in (4.12) [13]. The integrals in (4.16) and 
(4.17) can be accurately evaluated by the quadrature rules as described in [4] and the 
first and second order derivatives of u with respect to the parameter t occurring in 
(4.18) can be obtained via trigonometric differentiation. 
As in the work of Hettlich and Rundell [19] and following Halley [27] the nonlinear 
equation (4.15) is solved in two steps, a predictor and a corrector step. In the 
predictor step, one has to solve 
00
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u
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for 0h . Since the solution of (4.19) is sensitive to errors in the normal derivative of u 
in the vicinity of zeros, equation (4.19) is solved in a stable way by a least squares 
method. For this we express 
∑
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jJj jtajtaath
1
00 ))sin()cos(()(               (4.20) 
as a trigonometric polynomial of degree less than or equal to J. Then, we satisfy 
(4.19) in a penalized least squares sense, that is, the coefficients Jaaa 210 ,....,  in 
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(4.20) are chosen such that for a set of collocation points Nttt ,...., 21  in [ )pi2,0  the 
penalized least squares sum 
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with some regularization parameter  01 >β  and some Np ∈  is minimized. Here, 
the penalty term corresponds to the square of the Sobolev norm pHh0   
Once 0h  has been obtained, in the corrector step the equation 
0.
2
1
02
0
2
0
00
=
∂
∂
+
∂
∂
+
ΓΓ
hh
v
uh
v
u
u                (4.22) 
is solved again in a penalized least squares sense, that is, the coefficients in 
∑
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are chosen such that [13] 
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with some regularization parameter 02 >β  is minimized. Then, finally )(th  is 
inserted in (4.23) to obtain the updated boundary 1Γ . This procedure of alternatingly 
solving (4.11) and (4.15) now is iterated in an obvious fashion until some stopping 
criterium is satisfied. 
We demonstrated the proposed second order Newton method for reconstruction of 
PEC scatterers buried inside the dielectric cylinder of arbitrary shape by some 
examples. In all our examples we used N = 50 equidistant collocation points in the 
least squares sums in (4.21) and (4.24). Accordingly, we used 50 equidisant 
collocation points on [ )pi2,0  in the parametric representation of 0Γ  and 50 equidisant 
data points for the far field pattern on the unit circle Ω . The latter, in particular, 
means that we require full aperture data. In order to avoid an inverse crime, the 
synthetic data were obtained by solving the combined single- and double-layer 
boundary integral equation for the direct scattering problem by the Nyström method 
as described in [4] with 100 quadrature points. The wave number of exterior medium 
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is chosen as 11 =k  and the penalty factors for the least squares approach as 
0001.021 == ββ . Tikhonov regularization parameter α  is chosed as 810− for exact 
data and 410−  for noisy data. The Sobolev norm parameter and polynomial degree 
were chosen as p = 3 and J=6 respectively. All iterations were started with circle of 
radius 1m.  To introduce a stopping criterium, we consider the residual 
nLn
xxures Γ∈= ,)( 2                 (4.25) 
that is 2L  norm of total field on boundary nΓ  obtained at n. iteration. In our 
examples we terminated the iterations when one of the two conditions is satisfied. 
01.01 ≤−+ nn resres  or   01.0≤nres               (4.26) 
In order to demonstrate that second order Newton method is more effective than first 
order method, change of residuals obtained by first and second order Newton 
methods are given in Tables. 
In the first example, we consider the reconstruction of the peanut shaped PEC object 
located inside a elliptical cylinder whose wave number and radius are ik 1.022 += , 
2=a  respectively. Angle of incidence is chosen as 2/0 piφ =  therefore )1,0( −=d  . 
The parameterization of the boundaries of dielectric and PEC objects given 
respectively as 
[ ){ }[ ]mtttC pi2,0),sin5.1,cos2( ∈=∂               (4.27) 
[ ){ }[ ]mtttttD pi2,0),sin,)(cossin25.0cos( 22 ∈+=∂             (4.28)
       
Far field pattern of buried peanut shaped object for )1,0( −=d  incident direction is 
depicted in fig.4.2. The reconstructions of buried peanut shaped object for )1,0( −=d  
incident direction and using exact and %3 noisy data are given by figure 4.3 and 
figure 4.4 respectively. The change of the residual given in (4.25) during the 
iterations is illustrated through Table 4.15 for exact data. 
In the second example, we consider the reconstruction of the kite shaped PEC object 
located inside cylinder whose wave number ik 07.06.12 +=  and parametrization 
given in (4.29). Angle of incidence is chosen as 00 =φ  therefore )0,1(−=d . The 
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parameterization of the boundaries of dielectric cylinder and kite shaped PEC objects 
given respectively as 
[ ){ }[ ]mttttC pi2,0),sin,))(cos3sin(6.03( ∈+=∂                         (4.29) 
[ ){ }[ ]mttttD pi2,0),sin5.1,15.02cos65.0(cos ∈−+=∂             (4.30)
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Figure 4.2 :  Far field pattern of the buried peanut shaped object for  )1,0( −=d . 
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Figure 4.3 :  Reconstruction of buried peanut object for )1,0( −=d  and exact data. 
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Figure 4.4:  Reconstruction of buried peanut shaped object for )1,0( −=d  and %3 
noisy data. 
 
 
Far field pattern of buried kite shaped object for )0,1(−=d  incident direction is 
depicted in fig.4.5. The reconstructions of buried peanut shaped object for )1,0( −=d  
incident direction and using exact and %3 noisy data are given by figure 4.6 and 
figure 4.7 respectively. The change of the residual expressed in (4.25) during the 
iterations is illustrated through Table 4.1 for exact data. 
Table 4.1: Residuals of buried peanut shaped object for )1,0( −=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 4.056 4.056 
1 0.936 0.754 
2 0.241 0.115 
3 0.199 0.0065 
4 0.186 -- 
5 0.184 -- 
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 Figure 4.5 : Far field pattern of the buried kite shaped object for )0,1(−=d . 
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Figure 4.6 : Reconstruction of buried kite object for )0,1(−=d  and exact data. 
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Figure 4.7 : Reconstruction of buried kite object for )0,1(−=d  and %3 noisy data. 
 
 
Table 4.2 : Residuals of buried kite shaped object for )0,1(−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 6.948 6.948 
1 2.562 1.146 
2 0.868 0.541 
3 0.464 0.276 
4 0.412 0.267 
5 0.391 -- 
6 0.378 -- 
7 0.371  
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5. NUMERICAL EXAMPLES 
In all our examples, we used N = 50 equidistant collocation points in the least 
squares sums in (3.33) and (3.48). Accordingly, we used 50 equidisant collocation 
points on [ )pi2,0  in the parametric representation of and 50 equidisant data points for 
the far field pattern on the unit circle . The latter, in particular, means that we require 
full aperture data. In order to avoid an inverse crime, the synthetic data were 
obtained by solving the combined single- and double-layer boundary integral 
equation for the direct scattering problem by the Nyström method as described in 
section 2.1 with 100 quadrature points. The wave number is chosen as 1=k  and the 
penalty factors for the least squares approach as  00001.021 == ββ . The Sobolev 
norm parameter was chosen as 3=p . 
For selecting the Tikhonov regularization parameter α  in (3.4), we employed the 
discrepancy principle as described, for example, in [9], that is, α  is chosen such that 
δα =−+
∞∞
∗
∞
−
∞
∗
∞∞ 2
1)(
L
uuSSSIS                  (5.1) 
where 710−=δ  for exact data and 410−=δ for noisy data. To introduce a stopping 
criterium we consider the residual 
2)( ,, LJnJn uAres ∞−Γ=                   (5.2) 
between the given far field data 
∞
u  and the far field pattern )(
,JnA Γ  for the 
approximate boundary Jn,Γ  obtained after n iteration steps using the trigonometric 
polynomial degree J . In our examples we terminated the iterations when 
2
2
,
10
LJn
ures
∞
−≤  or  2
,1, 10
−
−
≤− JnJn resres                           (5.3) 
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for exact data and 
2
2
,
10.2
LJn
ures
∞
−≤   or   2
,1, 10.2
−
−
≤− JnJn resres               (5.4) 
for noisy data. We observed different final residuals for different trigonometric 
polynomial degree J  and for the figures we chose J  such that this residual is 
minimal. For comparison, we executed both the first and second order Newton 
method. 
It is also observed that each iteration step requires 1.7083s and 1.7147s for the first 
and second order Newton methods respectively, if computer with 1800MHz clock 
frequency is used.  
In the first example, we consider the identification of a peanut-shaped object with the 
parameterization, 
[ ){ }[ ]mtttttD pi2,0:)sin,(cossin25.0cos 22 ∈+=∂               (5.5) 
for two different angles of incidence. Poynomial degree 6=J was selected. 
For the incident directions )0,1(−=d  and )2/1,2/1( −−=d , Iteration was started 
with a circle of radius 1.5m and 0.5m respectively. For exact data, the change of the 
residual during the iterations for the incident directions )0,1(−=d  and 
)2/1,2/1( −−=d   are illustrated through Table 5.1 and Table 5.2 respectively and 
for noisy data, illustrated through Table 5.3 and Table 5.4 respectively.  
Table 5.1 : Residuals of Peanut object for )0,1(−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 5.9390 5.9390 
1 1.5877 0.8427 
2 0.3325 0.0074 
3 0.0391 -- 
 
Table 5.2 : Residuals of Peanut object for )2/1,2/1( −−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 2.9496 2.9496 
1 1.5253 0.3193 
2 0.4849 0.0122 
3 0.0391 -- 
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Table 5.3 : Residuals of Peanut object for )0,1(−=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 5.8476 5.8476 
1 1.5244 0.8160 
2 0.3096 0.0999 
3 0.1357 -- 
4 0.1352 -- 
Table 5.4 : Residuals of Peanut object for )2/1,2/1( −−=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 3.0692 3.0692 
1 1.1165 0.4633 
2 0.3167 0.1318 
3 0.2035 -- 
4 0.1831 -- 
 0.1813 -- 
 
Far field patterns of peanut shaped object for )0,1(−=d  and )2/1,2/1( −−=d  
incident directions are depicted in fig.5.1 and fig.5.2 respectively. The 
reconstructions of peanut shaped object for )0,1(−=d  incident direction and exact 
and %3 noisy data are given by figure 5.3 and figure 5.4 respectively.The 
reconstructions of peanut shaped object for )2/1,2/1( −−=d  incident direction 
exact and %3 noisy data are given by figure 5.5 and figure 5.6 respectively.  
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Figure 5.1 : Far field pattern of peanut shaped object for  )0,1(−=d . 
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Figure 5.2 : Far field pattern of peanut shaped object for  )2/1,2/1( −−=d . 
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Figure 5.3 : Reconstruction of Peanut shaped object for )0,1(−=d  and exact data. 
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Figure 5.4: Reconstruction of Peanut shaped object for )0,1(−=d  and %3 noisy data. 
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Figure 5.5  : Reconstruction of Peanut object for )2/1,2/1( −−=d  and exact data. 
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Figure 5.6 : Reconstruction of Peanut object for )2/1,2/1( −−=d  and %3 noisy data. 
In the second example, we consider the identification of a kite-shaped object with the 
parameterization, 
[ ){ }[ ]mttttD pi2,0:)sin5.1,65.0cos65.0(cos ∈−+=∂               (5.6) 
for two different angles of incidence. Iteration was started with a circle of radius 
1.5m and poynomial degree 9=J  was selected. For the incident directions 
)0,1(−=d  and )0,1(=d  and for exact data, the change of the residual during the 
iterations are illustrated through Table 5.5 and Table 5.6 respectively and for noisy 
data, illustrated through Table 5.7 and Table 5.8 respectively. Far field patterns of 
kite shaped object for )0,1(−=d  and )0,1(=d  incident directions are depicted in 
fig.5.7 and fig.5.8 respectively. 
Table 5.5 : Residuals of Kite shaped object for )0,1(−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 5.2744 5.2744 
1 0.9737 1.1716 
2 0.2100 0.0487 
3 0.1247 -- 
4 0.1158 -- 
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Table 5.6 : Residuals of Kite shaped object for )0,1(=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 4.8715 4.8715 
1 0.7954 1.5308 
2 0.3872 0.0430 
3 0.1486 -- 
4 0.0903 -- 
 
Table 5.7 : Residuals of Kite shaped object for )0,1(−=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 3.0692 3.0692 
1 1.1165 0.4633 
2 0.3167 0.1318 
3 0.2035 -- 
4 0.1831 -- 
5 0.1813 -- 
 
Table 5.8 : Residuals of Kite shaped object for )0,1(=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 4.8349 4.8349 
1 1.1324 0.8606 
2 0.4182 0.3128 
3 0.3297 -- 
4 0.3234 -- 
 
 
The reconstructions of kite shaped object for )0,1(−=d  incident direction and exact 
and %3 noisy data are given by figure 5.9 and figure 5.10 respectively The 
reconstructions of kite shaped object for )0,1(=d  incident direction exact and  %3 
noisy data are given by figure 5.11 and figure 5.12 respectively.  
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Figure 5.7 : Far field pattern of kite shaped object for  )0,1(−=d  incident direction. 
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Figure 5.8 : Far field pattern of kite shaped object for  )0,1(=d  incident direction. 
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Figure 5.9 : Reconstruction of Kite shaped object for )0,1(−=d  and exact data. 
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Figure 5.10: Reconstruction of Kite shaped object for )0,1(−=d  and  %3 noisy data. 
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Figure 5.11 : Reconstruction of Kite shaped object for )0,1(=d  and exact data. 
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Figure 5.12 : Reconstruction of Kite shaped object for )0,1(=d  and %3 noisy data. 
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In the third example, we consider the identification of an object with the 
parameterization given by, 
[ ){ }[ ]mttttD pi2,0:)sin,(cos))3cos(3.02( ∈+=∂                           (5.6) 
for incident directions )0,1(−=d  and )2/1,2/3( −−=d . Far field patterns of object 
for )0,1(−=d  and )2/1,2/3( −−=d  incident directions are depicted in fig.5.13 and 
fig.5.14 respectively. Iteration was started with a circle of radius 1m and poynomial 
degree 6=J  was selected. For the incident directions )0,1(−=d  and 
)2/1,2/3( −−=d  and for exact data, the change of the residual during the iterations 
are illustrated through Table 5.9 and Table 5.10 respectively and for noisy data, 
illustrated through Table 5.11 and Table 5.12 respectively. 
Table 5.9 : Residuals of the object for )0,1(−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 9.7291 9.7291 
1 8.4913 5.0646 
2 6.5985 1.1555 
3 3.2368 0.3167 
4 1.0412 0.0370 
5 0.1956 -- 
6 0.0456 -- 
 
Table 5.10 : Residuals of the object for )2/1,2/3( −−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 9.6817 9.6817 
1 8.4888 2.4462 
2 6.5367 0.5538 
3 3.1243 0.1169 
4 1.0579 0.0356 
5 0.2132 -- 
6 0.0425 -- 
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Table 5.11 : Residuals of the object for )0,1(−=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 3.0692 3.0692 
1 1.1165 0.4633 
2 0.3167 0.1318 
3 0.2035 -- 
4 0.1831 -- 
5 0.1813 -- 
 
Table 5.12 : Residuals of the object for )2/1,2/3( −−=d  and %3 noisy data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 9.5634 9.5634 
1 7.4218 5.4220 
2 2.3911 1.4691 
3 1.9524 0.4686 
4 1.7779 0.4575 
5 1.6617 - 
 1.5805 - 
The reconstructions of object for )0,1(−=d  incident direction and exact and %3 
noisy data are given by figure 5.15 and figure 5.16 respectively The reconstructions 
of peanut shaped object for )2/1,2/3( −−=d  incident direction exact and  %3 noisy 
data are given by figure 5.17 and figure 5.18 respectively.  
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Figure 5.13 : Far field pattern of object for  )0,1(−=d  incident direction. 
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Figure 5.14 : Far field pattern of object for  )2/1,2/3( −−=d  incident direction. 
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Figure 5.15 : Reconstruction of the object for )0,1(−=d  and exact data. 
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Figure 5.16 : Reconstruction of the object for )0,1(−=d  and %3 noisy data. 
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Figure 5.17 : Reconstruction of object for )2/1,2/3( −−=d  and exact data. 
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Figure 5.18 : Reconstruction of object for )2/1,2/3( −−=d  and %3 noisy data. 
In the fourth example, we consider the identification of square shaped object with 
edge 1.5m for incident directions )0,1(−=d . Far field pattern of square shaped object 
for )0,1(−=d  incident direction is depicted in fig.5.19.  Iteration was started with a 
circle of radius 1m and poynomial degree 6=J  was selected. The change of the 
residual during the iterations are illustrated through Table 5.13 and Table 5.14 for 
exact and noisy data respectively. The reconstructions of square shaped object for 
)0,1(−=d  incident direction and using exact and  %3 noisy data are given by figure 
5.20 and figure 5.21 respectively.  
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Figure 5.19 : Far field pattern of the square for  )0,1(−=d  incident direction. 
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Figure 5.20 : Reconstruction of square for )0,1(−=d  and exact data. 
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Figure 5.21 : Reconstruction of square for )0,1(−=d  and %3 noisy data. 
Table 5.13 : Residuals of square for )0,1(−=d  and exact data. 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 1.1946 1.1946 
1 0.3179 0.0801 
2 0.1478 0.0192 
3 0.0875 0.0147 
4 0.0643 - 
5 0.0543 - 
 
Table 5.14 : Residuals of square for )0,1(−=d  and %3 noisy data 
Iteration number First order Newton Second order Newton 
0 (initial estimate) 1.2118 1.2118 
1 0.5426 0.1979 
2 0.4528 0.1756 
3 0.4478 - 
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6. CONCLUSIONS 
We have presented a new second order method for solving the inverse obstacle 
scattering problem for PEC obstacles. Although there is a tremendous amount of 
competing algorithms and despite the lack of a rigorous convergence analysis, this 
method deserves attention due to its simple implementation and its reconstruction 
quality. Extension to other boundary conditions and to the three dimensional problem 
should be possible analogous to the corresponding first order method in [16, 17,18]. 
In addition, in principle, there is a straight forward extension to the case of limited 
angle data by modifying the far field equation appropriately, of course, at the cost of 
increasing the degree of ill-posedness. Furthermore, also the case of near field data 
can be accommodated through again modifying the data equation accordingly.  This 
method decomposes the inverse scattering problem into ill-posed and non-linear part 
and deals with each part of the problem separately. This provides that method does 
not need forward solver in each iteration step. On the other hand, another advantage 
of this approach is that the cost functional of the nonlinear part of the problem has a 
particularly simple structure from which the first and second order Frechet 
derivatives are easily and analytically computed by exploiting the fact that field 
satisfies Heltmoltz equation outside the object [13]. This provides each iteration of 
second order and first order Newton needs approximately same CPU time. It is  
observed each iteration step requires 1.7083s and 1.7147s for the first and second 
order Newton methods respectively, if computer with 1800MHz clock frequency is 
used. Therefore, second order approach does not increase computational complexity. 
We obtained better reconstruction of illuminated region of the object than shadow 
region of the object. By means of multi-view illumination as given in section 3.3, it 
is possible to obtain better reconstructions especially in shadow region of the object. 
Proposed Newton reconstruction methods can be extended for reconstruction of 
perfectly electric conducting (PEC) objects located on known domain by using the 
fundamental solution of Helmholtz equation on known domain and its far field 
pattern and using the incident field as field in the absence of the PEC object. 
Fundamental solution of Helmoltz equation on known domain ),( yxφ simply is total 
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field on x  if line source located on y . This is well known direct scattering problem. 
Therefore, ),( yxφ  can be obtained straightforwardly.  Field in the absence of the 
PEC object can also be obtained via direct scattering problem for plane wave 
excitation. Using these interchanging on section 3.1 and section 3.2, it is possible 
proposed Newton methods for reconstruction of PEC objects located in known 
domain. Particularly, reconstruction of object buried in an arbitrary shaped dielectric 
cylinder or buried in a half space are given in [23] and [24] respectively.  
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APPENDIX A.1  
Using the change of variables for the Laplace operator we have that 
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and observing that u  satisfies the Helmholtz equation we find that 
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APPENDIX A.2  
 
Green’s function of domain with arbitrary shaped dielectric cylinder ),( yxG  is the 
total field in the x if line source is located on y as depicted fig. A2. 
 
 
Figure A2: The domain whose Green’s function has to be evaluated. 
 
 
If a line source is located point y that is inside the dielectric cylinder, the total field 
outside and inside of the dielectric cylinder can be expressed respectively as [14],  
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C
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As seen from (A2.1), (A2.2) and (4.8), 1u  and second term of 2u  correspond to 
),( yxGt  and ),( yxGr in (4.8) respectively. The total field has to satisfy boundary 
condition as, 
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 66 
Substituting (A2.1) and (A2.2) into (A2.4) and using the jump relation of single layer 
potential, one gets integral equation as, 
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For any location of the line source as y, one obtains two integral equations with two 
unknown as Φ  and Ψ given by (A2.5) and (A2.6) which can be solved any 
numerical method such as method of moments (MoM) or Nyström [9]. 
Substitutions of Φ  and Ψ into (A2.1) and (A2.2) respectively, one obtains the total 
field for line source excitation that is Green’s function of the domain. 
Far field pattern of the single layer potential ϕ  on the boundary of the object 0Γ  can 
be expressed by (A2.1), (4.7) and using large argument approximation of Hankel 
functions as, 
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that gives (4.9). 
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APPENDIX A.3 
 
Total field in the absence of the PEC object can be expressed by similar procedure as 
Appendix A. For the plane wave excitation, total field inside and outside of the 
cylinder can be given respectively as,  
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where )sin,cos(ˆ 00 φφ −−=ik is incident direction of plane wave. The total field has 
to satisfy boundary condition as, 
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Substituting (A3.1) and (A3.2) into (A3.3), one gets two integral equations as 
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with two unknown ΨΦ,  that can be solved straightforwardly. Substituting Φ  into 
(A3.2) gives the total  field inside of the cylinder in the absence of PEC object. 
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