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Abstract
This little note is intended to make some suggestions for a consistent
and on the other hand mostly accepted notation. This is deemed to
be an aid when reading mathematics, as it can be clear from the deno-
tation of an object which type it is. With allusions to D. Adams [4],
and following [5], this is intended to be a useful compilation. The main
point though is:
Don’t panic!
Keywords: logic and sets, linear algebra and analysis, topology, mea-
sure spaces, functional analysis, manifolds, convex analysis, stochastic
analysis
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1 General Notation
As most of this is going to be on vector spaces, vectors, operators, topologies,
σ-algebras, and the like, here some suggestions for notation (obviously this
is not to be used if there is some generally recognised standard notation).
The generally used notation for elementary analysis is collected in this
part. More specialised subjects will follow in later sections. Observe also [1].
Whereas “=” is the equal sign—historically chosen because the two lines
of the sign are equal—the notation “A := B” means that A is defined to be
B, and similarly for B =: A.
One way to differentiate different quantities is through the actual nota-
tion, some of which is collected in section 9, and through the use of different
fonts collected in section 14. This is to allow to recognise the type of a
mathematical object from its denotation.
1.1 Logic
If a and b are (logical) statements, then a⇔ b is their logical equivalence,
¬a is the negation, a ∧ b is their conjunction (logical and), and a ∨ b is
their disjunction (logical or), and a⇒ b is the logical implication ¬a∨b.
If {aj}j∈J is a collection or family of statements, their total conjunction
is denoted ∀j ∈ J : aj or
∧
j∈J aj , and their total disjunction by ∃j ∈ J : aj
or
∨
j∈J aj .
1.2 Sets
Usually sets are denoted by upper case, like A, B, M , and elements by lower
case letters, i.e. a ∈ A. The empty set is denoted as ∅. Let A and B be
subsets of some set M , A ⊆ M and B ⊆ M . This notation is understood
to mean that A and B may possibly be all of M , whereas are A ⊂ M then
means that A is a proper subset, i.e. A ⊂M ⇔ (A ⊆M) ∧ (A 6= M).
For such sets, A ∪B denotes their union, A ∩B the intersection. The
complement of a set is denoted by {A := Ac := {a : a ∈ M ∧ ¬(a ∈ A)}.
The set difference is A \B := A∩ {B, and the symmetric set difference
is A M B := (A \ B) ∪ (B \ A). Observe that A M ∅ = A for any set A.
For two sets A and B, their Cartesian product is A × B, elements are
ordered tuples (a, b) ∈ A×B with a ∈ A and b ∈ B. The disjoint union of
two disjoint sets A and B with A ∩ B = ∅ is just A unionmulti B := A ∪ B. In case
A ∩ B 6= ∅, one may define A unionmulti B := {(1, a) : a ∈ A} ∪ {(2, b) : b ∈ B}, a
construction which makes the sets artificially disjoint.
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If C = {Aj}j∈J is a collection or family of sets with index set J , their union
is denoted
⋃
j∈J Aj =
⋃
B∈CB, and their Cartesian product is
∏
j∈J Aj , for a
finite number n of sets also often denoted by A1×A2×· · ·×An. An element
of this Cartesian product is an ordered tuple (a1, . . . , an) ∈ A1×· · ·×An with
aj ∈ Aj . If the sets Aj in a family are all equal to some set A, AJ :=
∏
j∈J A
may be seen as the set of all mappings from J into A. For a finite number
n ∈ N of sets, this is mostly denoted as An, as n = |{1, . . . , n}|. The power-
set of A is denoted by 2A, the set of all maps from A into {0, 1}, with
|{0, 1}| = 2. Observe that 2∅ = {∅}.
The disjoint union of a collection C = {Aj}j∈J is denoted
⊎
j∈J Aj ,
or also
∐
j∈J Aj , or sometimes
∑
j∈J Aj , which is just the union if the sets
Aj are mutually disjoint. In case the sets in the family are not mutually
disjoint, they can easily be made so as just explained by defining for each j
the new sets A˜j := {j} × Aj , and then using the A˜j instead of the original
Aj , i.e.
⊎
j∈J Aj ≡
⋃
j∈J A˜j , identified under the mapping ∀j ∈ J : Aj 3
a 7→ (j, a) ∈ A˜j . If all Aj are equal to some set A, then
⊎
j∈J Aj ≡ J ×A.
The cardinality (number of elements) is written |A| := card(A). Observe
that |A × B| = |A| · |B|, |An| = n|A|, |2A| = 2|A|, and |A unionmulti B| = |A| + |B|.
Some special cases are |∅| = 0, |{∅}| = 1, with notations |N| =: ℵ0 (the
Hebrew letter aleph: ℵ) and |R| =: c. Remember that ∀n ∈ N : 0 < n < ℵ0
and ℵ0 < c. A set with |A| < ℵ0 is called finite, otherwise infinite. If
|A| ≤ ℵ0 it is called countable, otherwise uncountable.
If all elements Aj of the collection C are subsets of some set M , i.e.
C ⊆ 2M , their intersection is denoted by ⋂j∈J Aj . In case ∀i, j ∈ J : i 6=
j ⇒ Ai ∩ Aj = ∅, the collection is mutually disjoint. If
⋂
j∈J Aj = ∅,
the collection of sets is called free, otherwise it is fixed. In case every
finite subfamily {Aj1 , . . . , Ajn} ⊆ C satisfies
⋂n
k=1Ajk 6= ∅, one says that the
collection C has the finite intersection property.
Such a nonempty collection C 6= ∅ is called a covering of B ⊆ M , if⋃
j∈J Aj ⊇ B. If B = {Bk}k∈K is another collection, such that
⋃
k∈K Bk ⊇ B
is another covering, it is called a refinement if for each k ∈ K there is a
j ∈ J such that Bk ⊆ Aj . A covering is called point-finite if for any a ∈ B
only for finitely many Aj one has a ∈ Aj . A partition of B is a covering⋃
j∈J Aj = B with mutually disjoint nonempty subsets ∀j ∈ J : ∅ 6= Aj ⊆ B.
Observe that when J = ∅, then {Aj}j∈J = C = ∅ ⊂ 2M , and
⋃
j∈J Aj = ∅,∏
j∈J Aj = ∅, whereas
⋂
j∈J Aj = M . Also observe that if any of the Aj = ∅,
this implies
∏
j∈J Aj = ∅, and if J 6= ∅ also
⋂
j∈J Aj = ∅.
In this connection, remember the Axiom of Choice, which says that
for a nonempty collection of nonempty sets, also
∏
j∈J Aj is non-empty; i.e.
there is an element a = (. . . , aj , . . .) ∈
∏
j∈J Aj , so that from each Aj one
2
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may choose an element aj .
Connected with a union or disjoint union of a family {Aj}j∈J are the
canonical injections ∀k ∈ J : ιk : Ak →
⋃
j∈J Aj , resp. ιk : Ak →⊎
j∈J Aj =
∐
j∈J Aj , such that ιk : Ak 3 ak 7→ ak ∈
⋃
j∈J Aj . Simi-
larly, with an intersection
⋂
j∈J Aj associate the canonical “projections”
∀k ∈ J : ρk :
⋂
j∈J Aj → Ak, such that ρk :
⋂
j∈J Aj 3 a 7→ a ∈ Ak.
These are essentially the identity with different domain or co-domain—cf.
section 1.6. Associated with the product are the “real” canonical pro-
jections ∀k ∈ J : pik :
∏
j∈J Aj → Ak such that pik :
∏
j∈J Aj 3 a =
(a1, . . . , ak, . . .) 7→ ak ∈ Ak.
If G is an Abelian group or monoid written additively with neutral ele-
ment 0, the direct sum G(J) =
⊕
j∈J G ⊆ GJ is the group or monoid of
sequences (gj)j∈J , where only finitely many gj 6= 0 (this is a special case of
the categorical construction of co-product). If |J | < ∞, both constructions
(product and sum) essentially coincide. With the direct sum one may again
associate the canonical injections ∀k ∈ J : ιk : Gk →
⊕
j∈J Gj .
Other than the union or intersection of a family of sets, there are two
other useful constructions. If J is a directed set (cf. Section 2.1), the limes
superior of a net {Aj}j∈J ⊆ 2M of subsets of M is:
lim sup
j∈J
Aj :=
⋂
j∈J
⋃
jk
Ak ⊆M.
If |J | ≥ ℵ0, the limes superior are those elements of M which are contained
in infinitely many Aj . Similarly, one may define the limes inferior via
lim inf
j∈J
Aj :=
⋃
j∈J
⋂
jk
Ak ⊆M.
Again if |J | ≥ ℵ0, the limes inferior are those elements of M which are contai-
ned in all but finitely many Aj . Obviously lim infj∈J Aj ⊆ lim supj∈J Aj , and
if both of them are equal, the net is called convergent, with the limit
lim
j∈J
Aj := lim inf
j∈J
Aj = lim sup
j∈J
Aj ⊆M.
A filter F ⊆ 2M is a nonempty collection of subsets of a set M such that F
is closed under finite intersections and contains all supersets of its members,
i.e. S, T ∈ F⇒ S ∩ T ∈ F, and (S ⊆ T ⊆M ∧ S ∈ F)⇒ T ∈ F. In case that
F does not contain the empty set (otherwise F = 2M ), it is called a proper
filter. A filter basis B ⊆ 2M is a nonempty collection which does not
contain the empty set, and such that for S, T ∈ B⇒ ∃U ∈ B : U ⊆ S ∩ T .
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Then F(B) = {S ⊆ M | ∃T ∈ B : T ⊆ S} is the proper filter generated by
B. This is the smallest filter—with regards to inclusion—which contains B;
equivalently, this is the intersection of all such filters.
An important example for a filter is F = {S ⊆ M : {S is finite}, the
Fre´chet filter of co-finite sets, where M is nonempty. It is proper iff |M | ≥
ℵ0. For a net or sequence {aj}j∈J in M , the collection B = {{a`}`∈Lk | Lk =
{` ∈ J : k  `}, k ∈ J} is a filter basis for the tail filter of the net or
sequence.
In case F is a proper filter on M , and ∀S ⊆ M , either S ∈ F or {S ∈ F,
then F is called an ultrafilter. Equivalently, F is a maximal filter (see
section 1.5). Note that if the ultrafilter is free and the set M is infinite, then
an ultrafilter F contains no finite set, and is a superset of the Fre´chet filter.
1.3 Relations
A (binary) relation R is a subset of A×B. For (a, b) ∈ R ⊆ A×B one also
writes aR b or R(a, b). A (binary) relation on a set A is a subset R ⊆ A2,
and is called:
reflexive if (a, a) ∈ R, i.e. if aR a.
irreflexive if ¬ (aR a).
symmetric if aR b ⇒ bR a.
asymmetric if aR b ⇒ ¬(bR a).
antisymmetric if (aR b) ∧ (bR a)⇒ (a = b).
transitive if (aR b) ∧ (bR c)⇒ (aR c).
total if (a 6= b) ⇒ (aR b) ∨ (bR a).
complete if (aR b) ∨ (bR a).
Observe that a complete relation is total. The inverse relation is denoted
by (aR−1 b) ⇔ (bR a). The composition of relations R and S on a set A
is denoted by (aS ◦R b)⇔ ∃c ∈ A : (cS b)∧ (aR c). If R is composed with
itself, this is denoted by R2 = R ◦R; similarly for higher powers.
4
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1.4 Equivalence Relations
An equivalence relation is a reflexive, symmetric, transitive relation. It is
usually denoted similarly to a ∼ b := aR b or a ' b := aR b. For an
equivalence relation on a set A, the equivalence class [a] of an element
a ∈ A is [a] := {b ∈ A : b ∼ a} ⊆ A. The equivalence classes are a partition
of the set A (section 1.2). The set of equivalence classes is called the quotient
of A w.r.t. the equivalence relation ∼, and is denoted by A/ ∼.
In turn, any partition {Aj}j∈J of a set A induces an equivalence relation
via a ∼ b⇔ ∃j ∈ J : a, b ∈ Aj .
With any equivalence relation ∼ one may associate the canonical pro-
jection q : A→ A/ ∼ with q(a) = [a].
1.5 Order Relations
Order relations come in different flavours, they are written in a manner si-
milarly to a  b := aR b, and what is usually meant is a partial order. A
relation is an order relation if it one of the following:
pre-order if it is reflexive, transitive.
partial order if it is an antisymmetric pre-order, i.e. it is reflexive, anti-
symmetric, transitive.
linear order if it is a total or complete partial order.
strict partial order (denoted similarly to a ≺ b := aR b) if it is asymme-
tric, irreflexive, transitive.
strict linear order if it is a total strict partial order.
In the context of a pre-order or a partial order, a ≺ b is often taken to
mean (a  b) ∧ (a 6= b). A set A together with a partial order is called a
partially ordered set, or sometimes a poset.
An element a ∈ B is a maximal element of B, if ∀b ∈ B : (a  b) ⇒
(a = b), i.e. if there is no other element b ∈ B, b 6= a with a  b. Similarly
for a minimal element.
An upper bound for a subset B ⊆ A is an element a ∈ A with ∀b ∈ B :
b  a. Similarly for a lower bound. An order interval is [a, b] := {a′ ∈
A : a  a′  b} ⊆ A, and similarly ]a, b[:= {a′ ∈ A : a ≺ a′ ≺ b} ⊆ A. A
subset B is order bounded iff B is contained in an order interval [a, b], i.e.
if there is both a lower and an upper bound.
An element a ∈ B is a greatest or a maximum element of B —denoted
maxB —if ∀b ∈ B : b  a, i.e. a is an upper bound which is an element of
5
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the set. Similarly for a least or minimum element, denoted by minB. The
greatest lower bound is called the infimum inf B, and the supremum
supB is the least upper bound. For the two-element set {a, b} one writes
a ∨ b := sup{a, b}, and a ∧ b := inf{a, b}. For linear orders a ∨ b = max{a, b}
and a ∧ b = min{a, b}.
A directed set is a set with a pre-order where every pair of elements
has an upper bound. A chain is a linearly ordered nonempty subset of a
poset. A poset where every chain has a supremum is inductively ordered.
A poset is well ordered if every nonempty subset has a minimum. A lattice
is a poset where every pair of elements has a supremum and an infimum.
In this connection, remember Zorn’s lemma, which says that in an in-
ductively ordered poset there is a maximal element. This is equivalent to the
axiom of choice, see section 1.2.
Also, observe that according to the well ordering principle, any set
may be well ordered. This is equivalent to Zorn’s lemma.
If A and B are posets, a function φ : A → B is isotone (sometimes
called monotone) if a  b on A implies φ(a)  φ(b) on B.
1.6 Maps
A map, mapping or a function φ from A to B assigns to each a ∈ A
one element b = φ(a) ∈ B. The set A is called the domain, and B the
co-domain. One usually writes φ : A → B, or φ ∈ (A → B), or φ ∈ BA,
or φ ∈ F (A,B), where each of the notations means the set of all maps from
A into B. In particular b = φ(a) may be also denoted φ : a 7→ b. The
mapping alone is just denoted by φ or with more emphasis as φ(·), but often
φ(a) may mean the whole mapping instead of just the single value φ(a) ∈ B.
The intended use is normally clear from the context.
For a subset C ⊆ A and a mapping φ ∈ F (A,B), the restriction of φ to
C is denoted by φ|C ∈ F (C,B). The set φ(A) =: imφ ⊆ B is the image or
range of φ. In case φ is only a partial function (not defined on all of A), the
set dom φ ⊂ A is the domain of its definition. For E ⊆ B, the pre-image
or inverse image of E is φ−1(E) = {a ∈ A : φ(a) ∈ E}. The graph of a
map is
graφ := {(a, b) ∈ dom φ× imφ| b = φ(a)} ⊆ A×B.
Maps where imφ ⊆ K are often called functionals. Some special func-
tions in F (A,R) are the characteristic function of a subset B ⊆ A (in
probability theory this function is often called the indicator, conflicting with
the definition below, and the characteristic function is the Fourier transform
6
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of a random variable),
∀a ∈ A : χB(a) :=
{
1, if a ∈ B
0, otherwise,
the Kronecker symbol ∀a, b ∈ A : δab := χ{a}(b) = χ{b}(a), sometimes
also denoted by δba, and the indicator function of a subset B ⊆ A,
∀a ∈ A : ψB(a) :=
{
0, if a ∈ B
+∞, otherwise.
In this case one calls dom ψB := B the effective domain.
Another special map in F (A,A) is the identity mapping, having various
notations, e.g. I, I, ı, or ι, or even IA to identify the set.
A map φ ∈ F (A,B) is surjective or onto iff φ(A) = B. It is injective
or one-to-one iff φ(a1) = φ(a2) ⇒ a1 = a2. It is bijective if it is both
injective and surjective. Note that if a map φ is surjective, it has a right
inverse (necessarily injective) ψ ∈ F (B,A) with φ ◦ ψ = IB , where IB
is the identity on B. If φ is injective, it has a left inverse (necessarily
surjective) ϕ ∈ F (B,A) with ϕ ◦ φ = IA. If it is bijective, it has a unique
(bijective) inverse φ−1 ∈ F (B,A). Any map φ ∈ F (A,B) induces an
equivalence relation on A via a1 ∼ a2 ⇔ φ(a1) = φ(a2). A map φ ∈ F (A,A)
is idempotent in case φ2 := φ◦φ = φ. It is called an involution if φ2 = IA.
Note that if B is a group, ring, vector space, or an algebra, so is F (A,B)
with the operations defined pointwise. This is especially the case for the
functionals F (A,K), as K is a field.
In case ϕ ∈ F (A,C) and ψ ∈ F (B,D), this is naturally extended to
situations where A × C 3 (a, b) 7→ (ϕ(a), ψ(b)) ∈ C ×D, the resulting map
is denoted (ϕ × ψ) ∈ F (A × B,C × D). Similarly for the situation A ⊕ B
or A ⊗ B in case both A,B,C,D are groups or vector spaces; the resulting
maps are denoted by ϕ⊕ ψ, or ϕ⊗ ψ respectively, see section 4.2.
One says that F ⊆ F (A,B) separates the points in A, if for any a, b ∈
A, a 6= b there is a φ ∈ F such that φ(a) 6= φ(b). For such a separating subset
of functions, the set A can be identified with a subset of F (F , B). Associate
to an element a ∈ A the evaluation or delta-functional δa, which for φ ∈ F
is defined as δa(φ) := φ(a). The function a 7→ δa maps A injectively into
F (F , B). Here A and F play symmetric roˆles, and to emphasise this one
may write 〈φ, a〉 := φ(a) = δa(φ); where 〈·, ·〉 : F ×A→ B is the evaluation
duality.
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1.7 Special Sets
For the natural numbers, use N, for the integers Z, for the rationals Q, for
the reals R, for the complex numbers C, and for a generic field K. For a
complex number z = x + iy ∈ C, the real part is x = <z, the imaginary
part is y = =z, and the conjugate complex number is z¯ := z∗ := x − iy.
The imaginary unit “i” is denoted differently from the usual index ı, i ∈ N,
and also from the notation for the injection map ι. The absolute value or
modulus is |z| = √zz∗, and the angle −pi < ϕ ≤ pi in the representation
z = |z| eiϕ is the argument. Note that the base of natural logarithms “e” is
not a variable and is denoted differently.
More specifically, one denotes by N0 := N∪{0} the non-negative integers,
the right half-line by R+ := {r ∈ R : r ≥ 0}, the positive multiplicative
group by R∗ := {r ∈ R : r > 0}, the semi-extended reals by R+ := R ∪
{+∞}, the extended reals by R := {−∞} ∪ R+, the right half-plane by
C+ := {z ∈ C| <z ≥ 0}, the left half-plane by C− := {z ∈ C| <z ≤ 0},
the upper half-plane by C+ := {z ∈ C| =z ≥ 0}, the lower half-plane by
C− := {z ∈ C| <z ≥ 0}, and the one-point compactification of the complex
plane by C = C ∪ {∞}.
The set {x ∈ R | a ≤ x ≤ b} =: [a, b] is a closed interval, open intervals
{x ∈ R | a < x < b} are denoted as ]a, b[, or somewhat ambiguously (a, b).
Half-open intervals are correspondingly denoted by [a, b[ or [a, b).
Note especially the set (monoid) of all sequences of positive integers
N = NN, similarly the set (semi-group) N0 := NN0 , where the sequences
may include zero, and N00 := N(N)0 , the set (semi-group) of sequences with
only finitely many non-zeros.
Analogously, ω := RN =
∏
k∈N R is the vector space of all real valued
sequences, and c00 := R(N) =
⊕
k∈N R ⊂ ω is the subspace of all finite real
sequences (%n)n∈N, nonzero (%n 6= 0) only for finitely many n ∈ N. Of course
∀n ∈ N : Kn =
n∏
k=1
K ∼=
n⊕
k=1
K.
In this context, one may denote scalars preferably with lower case Greek
letters, or by lower case Latin letters, i.e. α ∈ K or x ∈ K. Subsets may be
denoted by upper case Greek or Latin letters, i.e. Ω ⊆ K or A ⊂ K. The
notation Ω is here preferred to Ω. Usually ı, , k, `,m, n ∈ N.
1.8 Matrices
This is an enlargement on recommendations by Householder. An element of
either Kn, ω, or c00 is preferably denoted by a lower case (here bold, to set it
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apart from an abstract element of a vector space) math Latin letter x ∈ Kn,
realised as a column matrix x ∈ Kn×1. The canonical basis is {e} ∈ Kn×1,
where e has a 1 in the -th position and 0 otherwise.
Matrices are denoted by an upper case (here bold, to set them apart from
abstract [linear] mappings) math letter A ∈ Kn×m, and AT is the transpose
of A, whereas A∗ is the conjugate complex transpose of A. The unit matrix
is denoted by I, and the zero matrix (and zero vector) by 0.
In linear combinations of matrices the unit matrix is often omitted, i.e.
with α, β ∈ K, an expression such as αA + βI is sometimes denoted by
αA+ β.
The determinant of a square matrix A is denoted detA. Note that the
determinant is a completely skew-symmetric or alternating n-linear mapping
into K as regards the columns of A = [a1, . . . ,an] ∈ (Kn)n, and as the
space of such maps is one-dimensional, it is completely specified by letting
det I = 1.
The matrix product is denoted by AB = A ·B, so that 〈y|x〉 := yTx =∑
k ykxk (or 〈y|x〉 := y∗x =
∑
k y¯kxk in case of complex vectors) is the
canonical inner product , also denoted by the dot product y · x := yTx.
The outer product of two vectors x ∈ Kn and y ∈ Km is y ⊗ x :=
xyT ∈ Kn×m (note the interchange), also called the dyadic product, or
tensor product (see section 8), here simply seen as a matrix. When applying
a matrix A ∈ Kn×m to a vector y ∈ Km we write x = Ay ∈ Kn, so that
(y ⊗ x)z = 〈y|z〉x = (xyT )z = (y · z)x.
The trace of a square matrix is denoted by trA. Note that the trace is
linear, i.e. an element of the dual space of Kn×n, completely determined by
requiring that tr(yxT ) := yTx = y · x.
The tensor product of two matrices A = (aı) ∈ Kk×` and B ∈ Kn×m
(see section 8) is written as A ⊗ B, and acts on x ⊗ y ∈ K` ⊗ Km as
(A⊗B)x⊗ y = (Ax)⊗ (By) ∈ Kk ⊗Kn.
The analogous action is obtained when x ⊗ y is interpreted as a matrix
yxT via (A ⊗ B)x ⊗ y := ByxTAT = (Ax) ⊗ (By), now interpreted as
a matrix (By)(Ax)T in Kk×n, isomorphic to Kk ⊗ Kn and Kk·n. Again, it
should be clear from the context what is meant.
The Kronecker product of two matrices A and B is usually also deno-
ted by A⊗B ∈ Kk·n×`·m, and is defined as the matrix with block elements
(aıB). It can act on a dyadic or tensor product of two vectors x ∈ K` and
y ∈ Km if this is also consistently interpreted as a Kronecker product of
matrices x⊗y := [x1yT , . . . , x`yT ]T ∈ K`·m. The result is obviously a vector
in Kk·n, which is consistent with the tensor product interpretation with the
canonical isomorphism between Kk ⊗Kn and Kk·n.
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The elements of the dual space to Kn may be conveniently realised as the
space of row vectors w ∈ K1×n, i.e. (Kn)∗ ∼= Kn×1, such that the natural
duality pairing is 〈w,x〉 := wx = wTx ∈ K, where w := wT . The dual basis
to the canonical basis {e} is {eı}, where eı ∈ K1×n is a row vector with a 1
in the ı-th position and 0 elsewhere such that 〈eı, e〉 = eıe = δı.
The p-norms on Kn are defined as ‖x‖p := (
∑n
k=1 |xk|p)1/p for 1 ≤ p <
∞, and by ‖x‖∞ := maxk |xk| for p = ∞. The associated matrix norms
are denoted ‖A‖p := max‖x‖p=1 ‖Ax‖p. There is possibility for confusion
here, as the Schatten p-norms are written similarly (see section 4.6.1), but
it should be clear from the context what is meant. The dual norm is a
special case, and it is the q-norm with p−1 + q−1 = 1, i.e. for w ∈ K1×n it is
‖x‖q := (
∑n
k=1 |xk|q)1/q; this extends to p = 1 and q =∞ and vice versa.
The Frobenius-norm comes from the duality pairing 〈A,B〉 := tr B∗A,
also denoted by A : B, such that ‖A‖2F = tr A∗A. This is the Schatten 2-
norm (see section 4.6.1).
Once a matrix norm is given, condition numbers can be defined. The
condition number of A ∈ Kn×n is κ(A) = ‖A‖‖A−1‖, and it depends on the
chosen matrix norm. If this is one of the p-norms, this may be attached to
the notation κp(A) = ‖A‖p‖A−1‖p.
1.9 Matrix Subspaces, Groups and Algebras
The group—w.r.t. matrix multiplication—of invertible matrices in Kn×n is
the general linear group GL(n,K), also denoted by GL(Kn) or just GL(n).
The sub-group with detA = 1 is the special linear group of unimodular
matrices SL(n). The group of orthogonal matrices is O(n), and the
sub-group of special orthogonal matrices is SO(n) = O(n) ∩ SL(n,R).
Similarly for unitary matrices U(n,C), the special unitary sub-group is
SU(n) = U(n)∩SL(n,C). Note that the determinant may be seen as a group
homomorphism det : GL(n,K)→ K\{0} into the multiplicative group of the
underlying field, with kernel the unimodular matrices.
These are all Lie groups w.r.t. matrix multiplication, i.e. topological
groups (see section 4.1) which are also differentiable manifolds (see sec-
tion 11). The corresponding Lie algebras, i.e. the tangent space at the
neutral element I (see section 11) are denoted by lower case letters, i.e.
gl(n,K) (or, gl(Kn) or gl(n)) for the Lie group GL(n,K). This is the alge-
bra of all matrices gl(n,K) = Kn×n with normal matrix addition and scalar
multiplication as vector space, and with the Lie product being the com-
mutator
A,B 7→ [A,B] := AB −BA.
10
http://www.digibib.tu-bs.de/?docid=00040940 11/08/2011
The subspace of symmetric matrices (A = AT ) in Kn×n, resp. Her-
mitian in the complex case (A = A∗), is denoted by sym(n). The subspace
of skew (A = −AT ) resp. skew Hermitian matrices is denoted by so(n)
resp. u(n). Matrices A ∈ Kn×n where A∗A = AA∗ are called normal.
One may adopt the recommendation of Parlett and use upper case sym-
metric letters—like A,Y ,U etc.—for elements of sym(n) and upper case
unsymmetric letters for other matrices—like S,E,R etc. Orthogonal ma-
trices like to be called Q,U ,V etc., similarly for unitary matrices.
To the Lie group SL(n,K) corresponds the algebra of trace-less matrices
sl(n,K) = {A ∈ Kn×n : tr A = 0}.
The Lie algebra of O(n) and SO(n) is the space of real skew matrices
so(n) = {A ∈ R(n×n) : A = −AT }.
The Lie algebra of U(n) is the space of skew Hermitian matrices
u(n) = {A ∈ C(n×n) : A = −A∗}.
The Lie algebra of SU(n) is the space of traceless skew Hermitian matrices
su(n) = {A ∈ C(n×n) : A = −A∗ ∧ tr A = 0}.
In all cases, if A is from a Lie algebra, exp(A) is in the corresponding Lie
group. Note that exp(trA) = det exp(A).
A special case is the space sym(n): this is a sub-space of gl(n), and
trivially a Lie algebra with the trivial Lie product [A,B] := 0. The image
under exp : gl(n) → GL(n) is exp(sym(n)) = Sym+(n), the open cone—and
hence sub-manfold of GL(n)—of symmetric resp. Hermitian positive definite
(SPD) matrices—x∗Ax > 0 for x 6= 0.
These are not a group under normal matrix multiplication, but can be
made into a Lie group by noting that exp : sym(n) → Sym+(n) is bijec-
tive, the inverse being the matrix logarithm: for A ∈ Sym+(n) one has
exp(log(A)) = A. One may define a commutative group operation  on
Sym+(n) by
AH := exp(log(A) + log(H)).
The identity is I as log(I) = 0, and the inverse of H is H :=
exp(− log(H)), this makes Sym+(n) into an Abelian Lie group with trivial
Lie algebra sym(n). The algebraic structure on Sym+(n) can be extended
to a linear real vector space structure—mapping it from the Lie algebra via
exp—by defining for α ∈ R a new scalar multiplication  on R× Sym+ by
αA := exp(α log(A)) = Aα,
this operation is distributive and continuous, and 0  A = A0 = I and
1A = A1 = A, making Sym+(n) into a topolgical vector space isomorphic
to sym(n) ∼= Rn·(n+1)/2.
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1.10 Analysis
A multi-index k = (k1, . . . , km, . . .) is an element from either Nn0 or N00. Then
the length |k| := ∑m km and the factorial k! := ∏m(km!) are well-defined.
Special multi-indices are {e}, where e = (δk)k (a 1 in the -th position, 0
otherwise).
Let K be one of Kn, c00, or ω. For x ∈ K and a multi-index k, define the
monomials xk := [(xkmm )m]
T ∈ K, and corresponding polynomials or power
series
∑
k akx
k ∈ K.
The convolution of x,y ∈ K (with the indices mod n in case K = Kn)
is defined component-wise as (x∗y)` :=
∑
m xmy`−m, and the correlation as
(x?y)` :=
∑
m xmy`+m. Note the difference in notation between the asterisk
“∗” and the star “?”. For two functions f, g ∈ L1(Kn) the convolution is
analogously defined by (f∗g)(x) := ∫Kn f(y)g(x−y) dy, and the correlation
as (f ? g)(x) :=
∫
Kn f(y)g(x+ y) dy.
The derivative for a function f : K→ K is denoted by
d
dx
f(x) =
df
dx
(x) =
df(x)
dx
= Df(x).
Observe that the sign for the differential “d” is not a variable d, and is
denoted differently, as is the derivative sign “D”.
For a function f : K → K, the partial derivatives w.r.t. xi have many
denotations
∂f
∂xi
= ∂xif = Dxif = D
eif = ∂if = Dif = f,xi = f,i .
For a multi-index k the possibly mixed partial derivatives are denoted by
Dkf(x) :=
∂|k|
∂xk11 · · · ∂xkmm · · ·
f(x1, . . . , xm, . . .) := ∂
kf(x).
Note that the derivative Df(x) = df(x) = (∂f(x)/∂x1, . . . , ∂f(x)/∂xk, . . .) ∈
K∗, i.e. if K = Kn, then Df(x) = df(x) ∈ K1×n may be represented as a row
vector, whereas the gradient∇f(x) := [Df(x)]T = [df(x)]T ∈ Kn is a column
vector. Hence ∂f(x) := D
ef(x) = Df(x)e = df(x)e = (∇f(x))Te,
showing that Df(x) = df(x) =
∑
 ∂f(x)e
, but ∇f(x) = ∑ ∂f(x)e. The
gradient operator ∇ is also called the nabla operator.
The Hessian is the symmetric matrix of second derivatives
D2f(x) =

∂2f
∂x21
(x) . . . ∂
2f
∂x1∂xn
(x)
. . . ∂
2f
∂xı∂x
(x) . . .
∂2f
∂xn∂x1
(x) . . . ∂
2f
∂x2n
(x)
 = [ ∂2f∂k1x1 · · · ∂knxn
]|k|=2
k1,...,kn=0
.
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The Laplace operator is ∆f(x) := tr D2f(x), sometimes also written as the
square of the nabla operator ∇2fx) = ∆f(x).
Taylor’s formula reads
f(x+ h) =
∑
k
1
k!
Dkf(x)hk +R(x,h).
For a function f : Kn → Km, f(x) = ∑ı f ı(x)eı, the derivative or
Jacobi matrix is
Df(x) =

∂f1
∂x1
(x) . . . ∂f
1
∂xn
(x)
. . . ∂f
ı
∂x
(x) . . .
∂fm
∂x1
(x) . . . ∂f
m
∂xn
(x)
 = [∂f ı
∂x
]ı=1,...,m
=1,...,n
.
Form = n this is a square matrix and the determinant is called the Jacobian:
det Df(x).
Higher order derivatives are tensors of higher degree, e.g. the k-th deriva-
tive of a function f : Kn → Km is a tensor of degree k+ 1; with multi-indices
k = (k1, . . . , kn) ∈ Nn0 :
Dkf(x) =
[
∂kf ı
∂xk
]ı=1,...,m
|k|=k
.
2 Sets with Convergence Structures
This will include general topological, uniform, pseudo-metric, and metric
spaces. The combination with measures will come in the section 3, and the
combination of topological with algebraic structures will come in section 4.1.
2.1 Topology
For collections of sets one may use capital letters in Fraktur font, e.g. if
on a set S a topology is defined, this may be denoted by T ⊆ 2S . Each
topology T contains both S and ∅, and is closed under finite intersections
and arbitrary unions. The sets in T are the open sets O, where the interior
O˚ := intO = O. The complements of open sets are closed sets C, where the
closure C¯ := clC = C. The boundary of a set A ⊂ S is ∂A := clA \ intA,
a closed set. If s ∈ S, the neighbourhoods of s —the neighbourhood filter,
see section 1.2—are U(s) = {V ⊆ S| ∃O ∈ T : s ∈ O ⊆ V }. If these filters
have a countable basis (see section 1.2) for all s ∈ S, the topological space
(S,T) is called first countable.
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A point s ∈ S is a closure point of a subset A ⊆ S, if A∩U 6= ∅ for each
U ∈ U(s). The set of all closure point is clA. This is the smallest closed set
which contains A, or equivalently the intersection of all such sets. The point
s is an accumulation, limit, or cluster point of A if it is a closure point
of A \ {s}. The set of all accumulation points is the derived set, denoted by
A′. The point s is an interior point if there is a U ∈ U(s) such that U ⊆ A.
The set of all interior points is intA. This is the largest open set contained
in A, or equivalently the union of all such sets. The boundary points of A
are those points which are closure points of both A and {A. The set of all
boundary points is ∂A. Hence ∂A = ∂{A = cl(A) ∩ cl({A) = cl(A) \ int(A).
A set B ⊆ A is called dense in A if clB = A. In case there is a countable
set which is dense in S, the topological space (S,T) is called separable.
A family of sets Q ⊆ 2S is called a basis for the topology, if any open set
is the union of sets in Q, i.e.
O ∈ T ⇒ O =
⋃
Q∈Q′
Q, Q′ ⊆ Q.
The topology generated by Q in this way (by arbitrary unions) is denoted
by T(Q). Note that Q can only be a basis of a topology if it is a covering
of S, and if for all Q1, Q2 ∈ Q and any s ∈ Q1 ∩ Q2 there is a R ∈ Q with
s ∈ R ⊆ Q1 ∩ Q2. A covering P of S is a sub-basis of the topology T if
the finite intersections of sets in P are a basis. The generated topology is
again denoted by T(P). Note that any covering is a sub-basis for a topology.
If the topological space (S,T) has a countable sub-basis, it is called second
countable.
A subset B ⊆ S is called compact, if every open cover ⋃j Aj ⊇ B
contains a finite sub-cover. A set is called relatively compact or pre-
compact if its closure is compact. Note that in a compact set every filter
or net has a limit point. The space S is called locally compact, if every
point s ∈ S has a compact neighbourhood. A collection of subsets {Aj}j∈J
of S is called locally finite if each point s ∈ S has an open neighbourhood
which meets only finitely many of the Aj . A set B is called para-compact
if every open cover has an open locally finite refinement cover. Observe that
every metrisable space is para-compact. A space S is called σ-compact if
it is the countable union of compact sets. A set B is called a Gδ-set if it is
the intersection of countably many open sets. A set C is a Fσ-set if it is the
union of countably many closed sets.
If for any two points r 6= s ∈ S there are neighbourhoods Ur ∈ U(r) and
Us ∈ U(s) such that Ur ∩ Us = ∅, then the topological space S is called a
Hausdorff space or T2-space.
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Let J be a directed set (see section 1.5), then an element of SJ is called
a net; usually denoted by {xj}j∈J . In case J = N, the net is called a
sequence. The net converges to a limit s ∈ S if for each U ∈ U(s) there
is a jU ∈ J such that xj ∈ U if jU  j, we write s = limj∈J sj . If S is
Hausdorff, the limit is unique. Related to a net (or sequence) is the filter
basis of sets of the form Fj0 = {xj : j0  j} for all j0 ∈ J , generating
the tail filter. A filter (not just the tail filter) converges to a point s ∈ S,
if it contains the neighbourhood filter U(s). Hence the neighbourhood filter
U(s) is the smallest filter which converges to s. A point s ∈ S is a limit
or accumulation point of a filter F if s ∈ clA for each A ∈ F, denoted by
s ∈ limF.
A map φ ∈ F (X ,Y) between the two topological spaces X and Y is
continuous at x ∈ X if for each U ∈ U(φ(x)) there is a V ∈ U(x) such that
φ(V ) ⊆ U . A map is everywhere continuous or simply continuous if it is so
for all x ∈ X . The everywhere continuous maps—that is maps φ ∈ F (X ,Y)
such that φ−1(O) ∈ TX for each O ∈ TY—are denoted by C(X ,Y), if Y = K
this is usually written as C(X ). Special subsets are C00(X ) ⊆ C(X ), (also
denoted as Cc(X ) and (beware) also as C0(X )) the space of all continuous
functions f with compact support
supp f = cl{x ∈ X | f(x) 6= 0},
and the space of continuous functions which “vanish at infinity” C0(X ) ⊆
C(X ), where {x ∈ X : |f(x)| ≥ ε} is compact ∀ε > 0, and the set of bounded
continuous functions Cb(X ) := {f ∈ C(X ) : supx∈X |f(x)| <∞}. Obviously
C00(X ) ⊆ C0(X ) ⊆ Cb(X ) ⊆ C(X ). Another space which is sometimes
important are the bounded—not necessarily continuous—functions B(X ) :=
{f ∈ RX : supx∈X |f(x)| < ∞}, so that Cb(X ) = B(X ) ∩ C(X ). With the
co-domain Y = K, note that all these spaces are are subsets of F (X ,K) and
hence are algebras under pointwise operations.
A map φ ∈ F (X ,Y) is called open, iff φ(O) ∈ TY for each O ∈ TX . In
case φ ∈ C(X ,Y) is bijective and open, it has a continuous inverse φ−1 ∈
C(Y,X ), and is called a homeomorphism.
Let (S,TS) be a topological space, A any set, and φ ∈ F (A,S). Then the
family of sets TA = {φ−1(O)| O ∈ TS} is the weakest or coarsest topology on
A such that φ is continuous. It is called the initial topology, or the topology
induced by φ. If Q ⊂ S, then the inclusion ι : Q ↪→ S induces a topology on
Q, called the relative topology. Hence a subset R ⊆ Q is relatively open
iff there is an open set O ∈ TS such that R = Q ∩O.
If {Sj}j∈J is a family of topological spaces, then the product (see sec-
tion 1.2)
∏
j∈J Sj may be equipped with the initial topology such that all
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the canonical projections are continuous, this is the product topology. The
canonical projections are also open.
Conversely, let ψ ∈ F (S,A). Then the family of sets TA = {H| H ⊆
A, ψ−1(H) ∈ TS} is the strongest or finest topology on A such that ψ is
continuous. It is called the final topology, or the identification topology of
ψ. If r ∼ s is an equivalence relation (see section 1.4) on S, and q : S → S/ ∼
the natural projection onto the quotient, then S/ ∼ may be equipped with
the final or identification topology such that q is continuous. The equivalence
relation is called open if the natural projection is open.
If {Sj}j∈J is a family of topological spaces, then the disjoint union⊎
j∈J Sj (see section 1.2) may be equipped with the final topology such that
all the canonical injections are continuous, this is the sum topology and
the disjoint union is called the topological sum, sometimes denoted by∑
j∈J Sj , or also
∐
j∈J Sj . The canonical injections are also open.
As F (A,Y) may be written also as YA, where Y is a topological space
and A any set, it may be equipped with the product topology. This is here also
called the topology of pointwise convergence or the simple topology.
This topology in turn is induced on all subspaces of F (A,Y). Especially
B(X ) and its subspaces C(X ), Cb(X ), C0(X ), and C00(X ) may be equipped
with this topology, but they are not closed subspaces with this topology.
The closure of C(X ) in this topology in F (X ,R) is called the class of Baire
functions, i.e. pointwise limits of continuous functions. More precisely, the
continuous functions are called the Baire class-0 functions, and their limits
are the Baire class-1. This process can be continued inductively to Baire
class-n for any n ∈ N; this is a growing nested sequence. A function ϕ is said
to be of Baire class-m, if m is the smallest integer for which ϕ is in the Baire
class-m. Note that there is functions of every Baire class-m for all m ∈ N.
The set of all these functions is then the Baire class.
On C(X ,Y) one may define the compact open topology with a basis
of sets {φ ∈ C(X ,Y) : φ(K) ⊂ U , K ⊆ X compact, U ⊆ X open}, it is
the uniform convergence on compact sets. C(X ) and C00(X ) are complete
spaces with this topology. Cb(X ) and C0(X ) are Banach spaces with the
norm ‖φ‖∞ = supx∈X |φ(x)|.
2.2 Metric and Pseudo-Metric Spaces
Often the topology may be generated by a pseudo-metric, i.e. a symmetric
function dS : S × S → R+ with dS(s, s) = 0 for all s ∈ S which satisfies
the triangle inequality ∀r, s, t ∈ S : dS(r, s) ≤ dS(r, t) + dS(t, s), where
dS(r, s) is called the distance between r and s.
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By BdS (s, ) := {r ∈ S : dS(s, r) < } denote the (formally) open ball
of radius  around s ∈ S, and by B¯dS (s, ) := {r ∈ S : dS(s, r) ≤ }
the corresponding (formally) closed ball. If the metric is clear from the
context, this is also denoted by just B(s, ), etc. The sets of all balls N(s) :=
{BdS (s, ) :  > 0} around each s ∈ S form a filterbasis for the neighbourhood
filter U(s). A set R ⊆ S is then open if for each point s ∈ R there is an
 > 0 such that BdS (s, ) ⊆ R. A topological space whose topology may be
generated by a pseudo-metric is called pseudo-metrisable.
A sequence {xj}j∈N in a pseudo-metric space converges to its limit s ∈ S
iff for any B(s, ) there is a n ∈ N such that for all m > n one has xm ∈
B(s, ); equivalently dS(xm, s) < , one writes s = limj→∞ xj or xj → s.
In case r 6= s ⇒ dS(r, s) > 0, the pseudo-metric is called a metric. The
best known example is R with d(r, s) := |r − s|. The resulting topological
space is then a Hausdorff space, hence a limit of a sequence in a metric space
is unique. A topological space whose topology may be generated by a metric
is called metrisable.
A collection D = {dj}j∈J of pseudo-metrics is called a gauge system.
One says that the gauge system separates the points of S, if r 6= s⇒ ∃j ∈
J : dj(r, s) > 0. Note that if dS is a metric, then the gauge system {dS}
separates the points. Let TD ⊆ 2S be such that for each R ∈ TD and all s ∈ R
there is a finite J0 ⊆ J and an  > 0 such that
⋂
j∈J0 Bdj (s, ) ⊆ R. Then TD
is the topology generated by the gauge system. If the gauge system separates
the points, the topology is Hausdorff. In case the set J is countable—hence
may be replaced by N —and the gauge system separates the points, the
topology and uniformity of the space may be generated by a metric, e.g.
d(r, s) :=
∑
n∈N
min{dn(r, s), 1}
2n
.
The metric space S is called bounded if for some ρ ∈ R∗ one has d(r, s) ≤
ρ for all r, s ∈ S. The smallest possible such ρ is called the diameter of S.
If in addition for any ρ > 0 there are finitely many sj , j = 1, . . . ,m such
that the balls B(sj , ρ) cover S, the space is called pre-compact or totally
bounded. Every totally bounded space is bounded.
A concept that is generalised in section 2.3 is that of a Cauchy sequence
{xj}j∈N, where for any  > 0 there is a n ∈ N, such that for any k,m > n
one has dS(xk, xm) < . Obviously every convergent sequence is a Cauchy
sequence. In case that every Cauchy sequence converges, the metric space S
is called complete. One may embed any metric space densely in a complete
metric space, which is then called its completion.
One may define a distance between a point s ∈ S and a subset Q ⊆ S by
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d(s,Q) := inf{d(s, r) : r ∈ Q}. Then d(s,Q) = 0 iff s ∈ clQ. As for any r ∈ S
one has d(s,Q) ≤ d(s, r) + d(r,Q), the map s 7→ d(s,Q) is continuous. With
this concept one can define the Hausdorff distance between two subsets
Q,R ⊆ S:
dH(Q,R) := max{sup
s∈Q
d(s,R), sup
s∈R
d(a,Q)}.
The Hausdorff distance dH makes the set K(S) of all non-empty compact
subsets of S into a metric space. K(S) is complete if S is complete.
If (S, dS) and (T, dT ) are metric spaces, a map φ is continuous at s ∈ S
iff for a convergent sequence xj → s one has that φ(xj)→ φ(s). If this holds
at any s ∈ S, the map is continuous, φ ∈ C(S, T ). A map is uniformly
continuous (see also section 2.3) at s ∈ S iff for any  > 0 there is a δ > 0
such that dS(r, s) < δ ⇒ dT (φ(r), φ(s)) < . A Cauchy sequence with limit
s ∈ S is mapped into a Cauchy sequence with limit φ(s) ∈ T by a uniformly
continuous map. If this holds at any s ∈ S, the map is uniformly continuous,
denoted by Cu(S, T ). A uniformly continuous map is obviously continuous.
A subset H ⊂ C(S, T ) is called equicontinuous at s ∈ S iff for any
 > 0 there is a δ > 0 such that for all φ ∈ H one has dS(r, s) < δ ⇒
dT (φ(r), φ(s)) < . If this holds at all s ∈ S, the set H is called just equi-
continuous. Obviously then all the maps φ ∈ H are uniformly continuous.
If one can pick δ independently of s ∈ S, the set H is called uniformly
equicontinuous.
A uniformly continuous map φ ∈ Cu(S, T ) is an isometry iff ∀r, s ∈ S :
dS(r, s) = dT (φ(r), φ(s)). In case dT (φ(r), φ(s)) ≤ LdS(r, s) for all r, s ∈ S,
the map φ is called Lipschitz continuous with Lipschitz constant L ≥ 0;
it is obviously continuous, and the space of Lipschitz continuous maps is
denoted by C0,1(S, T ) ⊂ Cu(S, T ) ⊂ C(S, T ). The modulus of continuity
of φ ∈ F (S, T ) is
ωφ() := sup{dT (φ(r), φ(s)) : (r, s) ∈ S2, dS(r, s) ≤ }.
For Lipschitz continuous φ one has ωφ() ≤ L , where L ≥ 0 is the Lipschitz
constant of φ ∈ C0,1(S, T ). Isometries allow L = 1, and if L < 1 the map is
called a contraction.
More generally, for such a map φ and 0 ≤ β ≤ 1, let
|φ|β := sup
{
dT (φ(r), φ(s))
dS(r, s)β
| r 6= s ∈ S
}
.
One may then define the class of Ho¨lder β-continuous functions by
C0,β(S, T ) = {φ ∈ C(S, T ) : |φ|β <∞}.
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Another way of stating φ ∈ C0,β(S, T ) is to say ωφ() ≤ L β . Obviously, for
β = 1 the maps are Lipschitz continuous, and for β = 0 they may be called
bounded, i.e. Cb(S) = C
0,0(S,R).
One may define a metric on the set F (S, T ) of all maps from any set S
into a metric space T by
dΦ(φ, ψ) := sup{min{dT (φ(s), ψ(s)), 1}| s ∈ S}.
The topology so induced is called the topology of uniform convergence.
If T is complete, so is the space of functions with this metric. If S is a
topological space or a metric space, this is a metric on the closed subspaces
C(S, T ) or Cu(S, T ). Again if T is complete, so are these spaces. If a sequence
{φj} ⊂ Cu(S, T ) is equicontinuous and converges pointwise (at each s ∈ S),
it converges uniformly and the limiting function is hence continuous. More
generally, Ascoli’s theorem says that a subset H ⊂ C(S, T ) is pre-compact
iff it is pointwise bounded and equicontiuous.
Hence on F (S,R) and its subspaces B(S), C(S), Cb(S), C0(S), Cu(S),
and C00(S), dΦ is a possible metric, defining the notion of uniform conver-
gence. Observe that all the just mentioned spaces except the last are closed
and hence complete subspaces ofF (S,R) with this topology. C00(S) is dense
in C0(S) in this topology.
2.3 Uniformity
Let W ⊆ 2S×S be a proper filter such that each U ∈ W, U ⊆ S × S is
a reflexive relation on the set S, for each U ∈ W there is a V ∈ W with
V ⊆ U−1, and there is a W ∈ W with W ◦ W ⊆ U . Then W is called a
uniformity on S, and the elements U ∈W are called entourages.
In case dS is a pseudo-metric on S, define for  > 0 the sets U = {(r, s) ∈
X × X : dS(r, s) < }. Then the collection of these sets is a filterbasis of
a uniformity, generated by the pseudo-metric. Likewise, if D = {dj}j∈J is a
gauge system, define the sets U,j analogously to U. Then the set of finite
intersections of such U,j is a filterbasis of a uniformity, generated by the
gauge system D. Note that any uniformity may be generated by a gauge
system.
For a uniformity W, define for each r ∈ S the sets Ur,U = {s ∈ S : (r, s) ∈
U ∈ W}. Then the collection {Ur,U}U∈W of all such sets is a filterbasis for
the neighbourhood filter U(r) of r ∈ S. The topology so generated is called
a uniform topology. A topology which may be generated in this way is
called uniformisable. Each map r 7→ Ur,U is called a covering system—as
the Ur,U cover S —and a collection of covering systems—here by varying the
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U ∈ W —is a neighbourhood system. In turn each such neighbourhood
system may determine a uniformity through its covering systems. In case the
uniformity comes from a metric d, the essential covering systems look like
r 7→ Bd(r, ).
A continuous map φ ∈ C(S, T ) between uniform topological spaces S
and T is called uniformly continuous if (φ × φ)−1(U) ∈ WS for each
U ∈ WT . Alternatively, for any given covering system P of the uniformity
WT there is a covering system C of the uniformity WS such that ∀s ∈ S :
φ(C(s)) ⊆ P(φ(s)). The space of uniformly continuous functions is denoted
by Cu(S, T ) ⊆ C(S, T ). In case the uniformity is generated by a metric,
the condition for uniform continuity may be written in the familiar way as
∀ > 0∃δ > 0 : d(r, s) < δ ⇒ d(φ(r), φ(s)) < . Observe that a Lipschitz
continuous map is uniformly continuous, C0,1(S, T ) ⊂ Cu(S, T ).
A subset H of C(S, T ) is called equicontinuous at s ∈ S in case for any
given covering system P of the uniformity WT there is a covering system C
of the uniformity WS such that ∀φ ∈ H it holds that φ(C(s)) ⊆ P(φ(s)).
Again, in case the uniformity is generated by a metric, this is equivalent to
∀ > 0∃δ > 0∀φ ∈ H : d(r, s) < δ ⇒ d(φ(r), φ(s)) < . If ∀φ ∈ H , ∀s ∈ S
it holds that φ(C(s)) ⊆ P(φ(s)), the set H is uniformly equicontinuous.
In a metric space this reads as ∀ > 0∃δ > 0∀r, s ∈ S ∀φ ∈ H : d(r, s) <
δ ⇒ d(φ(r), φ(s)) < .
A proper filter F is a Cauchy filter if for every U ∈W there is a F ∈ F
such that F × F ⊆ U . Nets and sequences are called Cauchy nets or Cauchy
sequences respectively, if the corresponding tail filter (see sections 1.2 and
2.1) is a Cauchy filter. Note that every convergent filter is a Cauchy filter. On
the other hand, a topological space where every Cauchy filter is convergent
is called complete. In case the uniformity is generated by a metric d, this
means that for every  > 0 there is a j0, such that for j0 ≤ j, k it holds that
d(xj , xk) < .
3 Measure Spaces
A nonempty collection of subsets R ⊆ 2Ω of a set Ω is a ring iff it is closed
under finite unions and complements, i.e. with (A,B ∈ R) ⇒ (A ∪ B ∈
R) ∧ (A \ B ∈ R). It is a ring in the algebraic sense with addition taken as
A M B and multiplication as A∩B. Obviously the empty set ∅ is the neutral
element for “addition”. In case also Ω ∈ R, then the ring is an algebra,
and clearly Ω is the neutral element for “multiplication”. In case the ring
is closed under countable unions, it is called a σ-ring. Again, if Ω ∈ R,
the σ-ring is called a σ-algebra. The tuple (Ω,R) is called a measurable
20
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space.
3.1 Charges and Measures
If R is an algebra, a function µ : R→ R which is additive—i.e. if ⋃j Aj = A
is a finite partition of A from R then µ(A) = µ(
⋃
j Aj) =
∑
j µ(Aj) —and
assumes at most one of the values ±∞ and satisfies µ(∅) = 0 is called a
signed charge. If ∀A ∈ R : µ(A) ≥ 0, the function is simply called a
(positive) charge. Note that the charges are a positive cone in the space of
signed charges ba(Ω,R).
For a charge µ, if A is a σ-algebra, and the charge µ is σ-additive—i.e.
if
⋃
j Aj = A is an at most countable partition of A from A then µ(A) =
µ(
⋃
j Aj) =
∑
j µ(Aj) —then it is called a signed measure. If ∀A ∈ A :
µ(A) ≥ 0, the function is just called a (positive) measure. Note that the
measures are a positive cone in the space of signed measures ca(Ω,A). By
(Ω,A, µ) a measure space is denoted.
A measure space (Ω,A, µ) is called finite if µ(Ω) < ∞. It is called σ-
finite, if it may be covered by the union of a countable number of subsets
with finite measure each. Finite measure spaces with µ(Ω) = 1 are called
probability spaces; the measure space is often denoted by (Ω,A,P), i.e.
the probability measure is denoted as P with P(Ω) = 1.
Sets N ∈ A with µ(N) = 0 are called null-sets. A measure space (Ω,A)
is called complete, if each subset of a null-set is measurable and is also a
null-set. Every measure space may be completed by considering the σ-algebra
generated by A and the null-sets, and this is denoted by Aµ. A condition in a
measurable space is said to hold almost everywhere (abbreviated a.e.), if
it holds in Ω \N , where N is a null-set. In stochastics, this is also termed as
being valid almost surely (abbreviated a.s.). A subset A ∈ A in a complete
measure space is an atom of the measure µ if µ(A) 6= 0, and for every subset
B ⊆ A either µ(B) = 0 or µ(A \B) = 0. If µ has no atoms, it is called non-
atomic or atom-less. A measure µ is purely atomic if there is a countable
A ∈ A with µ(Ω \A) = 0, such that for any a ∈ A one has µ({a}) 6= 0.
3.2 Measurable Functions
A function f ∈ F (Ω,R) is called measurable, if f−1(B) ∈ A for every
B ∈ B (the Borel algebra of R). The measurable functions are deno-
ted by L0(Ω,A,R) ⊂ F (Ω,R), or just L0(Ω) if the σ-algebra A is clear
from the context—more precisely equivalence classes of maps equal a.e.
Slightly more general, a map φ ∈ F (Ω,Ξ) —where (Ω,A) and (Ξ,C)
are measurable spaces—is called measurable(g ∈ L0(Ω,Ξ) ⊆ F (Ω,Ξ)), if
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∀C ∈ C : φ−1(C) ∈ A. The measure ∀C ∈ C : g∗µ(C) := µ(g−1(C)) is
called the push-forward or image measure of µ. In probability theory this
measure (which for real-valued functions—random variables—is a measure
on R) is called the law of g.
The σ-algebra generated by a collection K ⊆ 2Ω —the smallest σ-algebra
containing K, or generated by a measurable function f (or a set of functions)
via K = {f−1(B) : B ∈ B}, is denoted by Σ(K), or Σ(f) respectively.
If {(Ωj ,Aj ,Pj)}j∈J is a collection of probability spaces, then there is a
smallest σ-algebra on the product
∏
j∈J Ωj which makes all canonical projec-
tions measurable. This is the product σ-algebra. The product measure
is P =
⊗
j∈J Pj , such that for A ⊆
∏
j∈J Ωj with A =
∏
k∈J Ak one has
P(A) =
⊗
j∈J Pj(
∏
k∈J Ak) =
∏
j∈J Pj(Aj).
3.3 Decomposition of Measures
For an algebra (in case of charges) or a σ-algebra (in case of measures) R,
a set A ∈ R is called positive w.r.t. the charge or measure µ if for any
A ⊇ B ∈ R one has µ(B) ≥ 0; analogous with negative. Note that any
measure space Ω may be partitioned into a disjoint union of a positive Ω+
and a negative Ω− part (Hahn partition). Any such partition allows the
Jordan decomposition of the charge or measure into positive and negative
parts (observe that the negative part is a positive measure) via ∀A ∈ R :
µ+(A) := µ(A ∩ Ω+) and µ−(A) := −µ(A ∩ Ω−). Obviously this satisfies
µ = µ+ − µ−, and |µ| = µ+ + µ− is the total variation charge or measure.
Then |µ|(Ω) is called the total variation of µ. It is a norm on the spaces
of charges and measures. In case the total variation is finite, the measure
is called bounded. The space of bounded, signed charges is denoted by
ba(Ω,R), and the space of bounded, signed measures by ca(Ω,A).
Both ba(Ω,R) and ca(Ω,A) are ordered vector space by saying that
ν ≤ µ⇔ ∀A ∈ A : ν(A) ≤ µ(A). They are even Riesz spaces (see section 5).
This means that the positive part µ+, the negative part µ−, and the absolute
value |µ| may be defined, and they agree with what was just given in the
classical fashion in the previous paragraph.
The support suppµ of a measure µ on a measurable space (Ω,A) is the
smallest set A ∈ A such that Ω \ A is a null-set for |µ|. One also says that
µ is concentrated on A. Two measures µ and ν are called singular or
orthogonal to each other if their respective supports are disjoint, denoted
by µ ⊥ ν ⇔ suppµ ∩ supp ν = ∅. For any measure µ, in this sense µ+ ⊥ µ−.
For integrable f ∈ L0(Ω), the Lebesgue integral is denoted by
∫
Ω
f dµ =∫
Ω
f(ω)µ(dω). For a finite measure space (µ(Ω) < ∞), the space L0(Ω)
is metrisable in the following way. Define d`(f, g)(ω) by either |f(ω) −
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g(ω)|/(1+|f(ω)−g(ω)|) or min{|f(ω)−g(ω)|, 1}, then a translation invariant
metric or F-norm (see section 4.1) defining convergence in measure on
L0(Ω) is given by
d(f, g) :=
∫
Ω
d`(f, g)(ω)µ(dω).
Those functions where the integral of |f | is finite are denoted by L1(Ω,A, µ),
or L1(Ω,µ) if the σ-algebra is clear from the context, or L1(µ) if the basic
space and σ-algebra are clear, or just L1(Ω) if the measure is clear from the
context. Such a function defines a new signed measure on Ω, denoted µf ,
via the assignment ∀A ∈ A : µf(A) := ∫
A
f dµ =
∫
A
f(ω)µ(dω). If f ≥ 0
a.e., this is a positive measure.
A measure ν is called absolutely continuous w.r.t. the measure µ, de-
noted by ν  µ, iff ∀A ∈ A : µ(A) = 0 ⇒ ν(A) = 0. If we look at signed
measures, these conditions have to hold for the variation measures |ν| and
|µ|. In that case ∃g ∈ L1(Ω,µ) : ν(A) =
∫
A
g dµ, and g =: dν/dµ is called
the Radon-Nikody´m derivative. Note that µf is absolutely continuous
w.r.t. µ, and f is the Radon-Nikody´m derivative. In case both ν  µ and
µ  ν, the measures are called equivalent, denoted by ν ' µ (this is an
equivalence relation). Remember the Lebesgue decomposition, in that for
any two signed measures µ and ν there is a unique decomposition ν = νc+νs,
with νc ⊥ νs, where νc  µ is the absolutely continuous part, and νs ⊥ µ is
the singular part.
3.4 Measures and Topology
Let A be a σ-algebra on a topological space Ω with topology T, and µ a
measure on A. Then the outer measure of µ for A ∈ A is
µ(A) = inf{µ(O) : A ⊆ O ∈ T},
and the inner measure is
µ(A) = sup{µ(K) : A ⊇ K compact}.
The measure is termed outer regular if ∀A ∈ A : µ(A) = µ(A), and
inner regular or tight if µ(A) = µ(A); it is called regular if it is both
inner and outer regular. The measure is locally finite if every point has a
neighbourhood with finite measure.
In case Ω is a topological space with topology T, the σ-algebra generated
by the open sets B = Σ(T) is called the Borel algebra. A measure µ on B
with µ(K) <∞ for any compact set K ∈ B is called a Borel measure. The
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vector space of all signed, regular, and finite (total variation |µ|(Ω) <∞) such
Borel measures is denoted by M (Ω) ⊆ ca(Ω,B), with the total variation as
norm this is a Banach space. The measurable functions w.r.t. B are called
Borel functions. For a Borel measure µ, the topological support suppT µ
is the smallest closed set S such that µ(Ω \S) = 0. If no confusion is possible
with the support defined in the previous section 3.3, this is also just called
the support.
The smallest σ-algebra such that all φ ∈ C00(Ω) are measurable is called
the Baire algebra B0 = Σ(C00(Ω)). Clearly B0 ⊆ B. If Ω is locally com-
pact, then B0 is generated by the compact Gδ-sets. In this case, a measure on
B0 with finite values on compact sets (as before in the case of Borel measures)
is called a Baire measure. The space of all such signed measures—they are
automatically regular—is denoted by M0(Ω) ⊆ ca(Ω,B0). Note that on a
metric space B0 = B, and hence Baire and Borel measures coincide.
The smallest σ-algebra such that all φ ∈ Cb(Ω) (or φ ∈ C(Ω)) are mea-
surable is called the weak Baire algebra Bb = Σ(Cb(Ω)) = Σ(C(Ω)).
Clearly B0 ⊆ Bb ⊆ B. A measure on Bb with finite values on compact
sets (as before in the case of Borel measures) is called a weak Baire mea-
sure. The space of all such signed, regular, and finite measures is denoted
by Mb(Ω) ⊆ ca(Ω,Bb).
A locally finite and inner regular Borel measure is called a Radon
measure. It is a positive, continuous, linear functional on C(Ω) when Ω
is locally compact. The space of all such signed measures is denoted by
Mr(Ω) ⊆ ca(Ω,B). Note that on a complete, separable, metric space, every
Borel measure is a Radon measure.
In case Ω is a topological group—see section 4.1, a measure which is
invariant under the group action is called a Hurwitz invariant integral
or Haar measure. It is essentially unique. Lebesgue measure on R is
the complete Borel measure which satisfies µ([a, b]) = b − a, and as it is
translation invariant, it is also a Haar measure. Likewise, the corresponding
product measure on Rn is also called Lebesgue measure.
The various spaces of measures are denoted byM (Ω) with various qualifi-
cations (Baire measures, Borel measures, Radon measures, etc.). The natural
duality pairing between a space of continuous functions and a space of mea-
sures is
f ∈ C(Ω), µ ∈M (Ω) : 〈µ, f〉 :=
∫
Ω
f dµ =
∫
Ω
f(ω)µ(dω).
Another space of functions worth mentioning are the bounded measurable
functions in general, not just for topological spaces, Bb(Ω,A) = B(Ω) ∩
24
http://www.digibib.tu-bs.de/?docid=00040940 11/08/2011
L0(Ω,A). The charges ba(Ω,A) are in duality with this space of bounded
measurable functions, the duality denoted in the same way.
We have the following representations for the dual space:
Bb(Ω,A)
∗ ∼= ba(Ω,A),
C00(Ω)
∗ ∼= M0(Ω), Ω locally compact Hausdorff,
C0(Ω)
∗ ∼= M (Ω), Ω locally compact Hausdorff,
Cb(Ω)
∗ ∼= Mb(Ω), Ω locally compact Hausdorff,
C(Ω)∗ ∼= Mr(Ω), Ω locally compact Hausdorff.
3.5 Probability Measures
In case P = µ is a probability measure (i.e. P is positive and P(Ω) = 1), the
measurable functions are called random variables (RVs), and the expec-
tation of a RV f ∈ L1(Ω,A,P) is
f¯ := E(f) :=
∫
Ω
f dP =
∫
Ω
f(ω)P(dω).
Convergence in measure is in this case called convergence in probability.
Associated to a random variable is its law, the measure f∗P; the push-forward
of the probability measure P. The law is also a probability measure, but on
the co-domain, or on im f .
Assume Ω is a locally compact, σ-compact, and metrisable topological
space with the σ-algebra of Borel sets B. The space of all signed bounded
Borel measures M (Ω,B) is dual to the space C0(Ω). It will be considered
with the weak* topology σ(M (Ω), C0(Ω)). In case Ω is only locally com-
pact, the duality is between C0(Ω) and Mreg(Ω,B0), the subspace of signed,
bounded, and regular Baire measures.
Whereas the weak* topology on M (Ω,B) is the weakest such that f 7→∫
Ω
f dµ is continuous for each µ ∈M (Ω,B) and all f ∈ C0(Ω)), the vague
topology is the weakest such that this is true for all f ∈ C00(Ω)), and the
weak topology is the weakest such that this is true for all f ∈ Cb(Ω)). There
is possible confusion here with the functional analytic usage of the terms, as
it only agrees for the weak* topology. The other topologies may be seen as
induced by other duality pairings. Observe that the vague topology is the
coarsest of these, and the weak* topology is coarser than the weak topology.
The cone of positive bounded Borel measures in M (Ω,B) has as a subset
P(Ω), the set of probability measures with
∀P ∈P(Ω) : P(Ω) =
∫
Ω
χΩ dP = 〈P, χΩ〉 = 1.
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Convergence in the weak* topology is in this case also called convergence in
distribution. The set Ω may be embedded into P(Ω) via the evaluation
duality, see section 1.6, which assigns to each ω ∈ Ω the point mass or δ-
functional δω. For A ∈ B, one then has δω(A) = 1 if ω ∈ A, and δω(A) = 0
otherwise.
4 Vector Spaces
This is an enlargement on recommendations by Householder. For an abs-
tract vector space and its subsets, use capital letters in calligraphic font, e.g.
UVWXYZ. Denote simple elements of a vector space by lower case Latin
letters, i.e. x ∈ X . Denote scalars in this context preferably with lower case
Greek letters, i.e. α ∈ K, and subsets by upper case Greek letters, i.e. Ω ⊆ K.
For a subset A of a vector space X over K, the scalar multiples are defined
for α ∈ K by αA := {αx |x ∈ A}. Similarly, the sum of two subsets A,B ⊆ X
is A+ B = {z = x+ y | x ∈ A, y ∈ B}.
4.1 Topological Vector Spaces
Start with a simpler situation for a moment: A group G with group operation
gh, neutral element e, and inverse g−1, which as a set also carries a topology
TG is a topological group iff the map G × G 3 (g, h) 7→ g  h−1 ∈ G is
continuous.
The neighbourhood filter U(g) of any g ∈ G may be obtained from the
neighbourhood filter U(e) of e via U(g) := g  U(e) = U(e)  g. Hence the
topology is in some sense invariant. For every U ∈ U(e) define the sets
LU := {(g, h) ∈ G×G : g−1h ∈ U} andRU := {(g, h) ∈ G×G : hg−1 ∈ U}.
Then the collections WL := {LU : U ∈ U(e)} and WR := {RU : U ∈ U(e)}
are bases for two uniformities; obviously they coincide in case G is an Abelian
group. In any case, every topological group has a uniform topology. For any
U ∈ U(e) the mapping g 7→ U(g) := g  U defines a covering system, and all
such covering systems are the neighbourhood system of the uniformity.
A vector space X is a topological vector space (TVS) if the (Abelian)
additive group X is a topological group, and if additionally scalar multipli-
cation K×X 3 (α, x) 7→ αx ∈ X is continuous. Hence any topological vector
space has a uniform topology. As the topology is invariant under the group
operation, it is more specifically translation invariant. Therefore the pseudo-
metrics in the gauge system generating the uniformity are also translation
invariant. Likewise, if the topology is metrisable, the metric is translation
invariant.
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Hence these pseudo-metrics or metrics d(x, y) can be investigated at y =
0 ∈ X , therefore consider q(x) := d(x, 0). The functions q satisfy ∀α ∈
K, |α| ≤ 1 : q(αx) ≤ q(x), and limn→∞ q(x/n) = 0, as well as the triangle
inequality q(x+ y) ≤ q(x) + q(y). Such functions are called F-seminorms.
They define a sub-basis for the zero-neighbourhood-filter—open ‘balls’—via
Bq(0, ε) := Uq,ε(0) := {x ∈ X | q(x) < ε} ∈ U(0).
In case the F-seminorm is definite ((q(x) = 0) ⇒ (x = 0)) it is called a F-
norm. Hence the topology and uniformity of any TVS may be generated by
a collection (gauge system) of F-seminorms, namely exactly the continuous
F-seminorms. In case the topology is metrisable (generated by a countable
number of F-seminorms), the topology and uniformity may actually be gene-
rated by a F-norm. In any case, if the underlying metrisable uniform space
is complete, it is called an F-space.
A subset A ⊆ X of a TVS is called bounded, if for any zero-neighbour-
hood U ∈ U(0) there is a λ > 0 such that λA ⊆ U . This means equivalently
that for any continuous F-seminorm q one has sup{q(x) |x ∈ A} <∞.
If a F-seminorm q is positively homogeneous and symmetric—or circular
in the complex case, i.e. it satisfies ∀α ∈ K : q(αx) = |α|q(x), it is called
a seminorm, and in the definite case it is called a norm and denoted by
‖ · ‖X or just ‖ · ‖ if the norm is clear from the context. In both cases it is
a convex function(al), see section 12. Sometimes norms may also be denoted
by ||| · |||, e.g. for norms of linear maps, or by | · |, where the latter notation
is sometimes also used to denote a seminorm, and also the absolute value
in ordered vector spaces—see section 5; it should be clear from the context
what is meant. Note that for a seminorm the set {x : q(x) < ε} is convex.
This means that the open balls B‖·‖(0, ε) are absolutely convex sets.
If the topology and uniformity is generated by a collection of seminorms,
the TVS is a locally convex space (LCS), i.e. every point has a neighbou-
rhood basis of convex sets. In case the space is also metrisable and complete,
it is called a Fre´chet space. If the topology and uniformity is generated by
a norm, X is a normed space, and if complete is called a Banach space.
In case the norm comes from an inner product 〈·|·〉 with ‖x‖ = √〈x|x〉,
the space is called a inner product space or pre-Hilbert space. If the space
is complete, it is called a Hilbert space. Note that the norm derived from
an inner product satisfies the parallelogram identity—this is a defining
property of such a norm: ‖x+ y‖2 + ‖x− y‖2 = 2(‖x‖2 + ‖y‖2).
Apart from the F-norms which are sub-additive but not necessarily po-
sitively homogeneous, one may use functionals q : X → R+ which satisfy
all the conditions for a seminorm, i.e. are positively homogeneous, but not
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necessarily sub-additive. If instead they satisfy for some K > 0
q(x+ y) ≤ K(q(x) + q(y)),
they are called quasi-seminorms, and in case they are definite quasi-
norms. As before one defines the open ‘balls’ Bq(0, ε) as a sub-basis for
the zero-neighbourhood-filter. This may be used to define the uniform struc-
ture on X . If the resulting space is complete, it is called a quasi-Banach
space.
4.2 Constructions with Vector Spaces
If {Xj}j∈J is a family of vector spaces, then the product X =
∏
j∈J Xj is
naturally a vector space under componentwise operations, for finitely many
spaces this is also denoted as X = X1×· · ·×Xn. Another construction is the
external direct sum Y = ⊕j∈J Xj , also denoted as ∑j∈J Xj , where for
each Y 3 y = ∑j∈J xj with xj ∈ Xj only finitely many terms are non-zero. In
case all Xj are subspaces of some space X , one may form the internal direct
sum Z = ∑j∈J Xj . In case there is one unique way of writing each Z 3 z =∑
j∈J xj —this is the case if ∀j, k ∈ J : j 6= k ⇒ Xj ∩ Xk = {0} —then this
is denoted as Z = ⊕j∈J Xj . In this case the somewhat opposite operation is
Z 	Xk =
⊕
j 6=k Xj . In section 7 these constructions are considered together
with possible topologies on the spaces Xj , and on the products and sums.
If X is a vector space and J any set, then X J = ∏j∈J X is naturally a
vector space—the set of all maps F (J,X ) —under pointwise definitions of
the algebraic operations, as is the subspace X (J) = ⊕j∈J X , where xj = 0
except for finitely many j. Remember again that (X J)∗ ∼= (X ∗)(J) with the
natural duality pairing
∀x = (ξj) ∈ X J , y = (ηj) ∈ (X ∗)(J) : 〈x, y〉 :=
∑
j∈J
〈ξj , ηj〉X×X∗ ,
and especially that ω∗ = (RN)∗ ∼= R(N) = c00.
If X is a LCS and Y a closed subspace, then the quotient space is denoted
by X/Y. The dual of this space is isomorphic to the “orthogonal complement”
(X/Y)∗ ∼= Y⊥ := {y∗ ∈ X ∗| ∀y ∈ Y : 〈y, y∗〉 = 0} ⊆ X ∗.
Note that for any subspace Y ⊆ X one has Yo = Y⊥, and ⊥(Y⊥) = clY.
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4.3 Products, Sums, and Limits
Let {Xj}j∈J be a family of TVS and X a vector space. Assume that for
each j ∈ J a linear map Tj : X → Xj is given. The coarsest topology
on X which makes all Tj continuous makes X into a TVS, and is called
the projective or initial topology. The product
∏
j∈J Xj together with the
natural projections carries such a topology, here also called the product
topology. For a projective system we require additionally that J is a
directed set, and that ∀(j, k) ∈ J × J such that j  k, there is a continuous
linear map Tjk : Xj → Xk with dense image cl(imTjk) = Xk such that
Tjj = IXj , and Tik = Tij ◦ Tjk whenever i  j  k. Then the subspace of∏
j∈J Xj where Tjkxk = xj holds whenever j  k is called the projective
limit proj limj∈J Xj of the family.
Conversely assume that {Xj}j∈J is a family of TVS and X a vector space,
with injective linear maps Sj : Xj → X . The finest topology on X which
makes all Sj continuous makes X into a TVS, and is called the injective
or final topology. The sum
⊕
j∈J Xj together with the natural injections
carries such a topology. For an injective system we require additionally
that J is a directed set, and that ∀(j, k) ∈ J × J such that j  k, there is
a continuous injective linear map Skj : Xj → Xk such that Sjj = IXj , and
Ski = Skj ◦ Sji whenever i  j  k. Let ιj : Xj →
⊕
j∈J Xj be the natural
injection, and L = span
(⋃
ij im(ιi − ιj ◦ Sji)
)
. Then
⊕
j∈J Xj/L is called
the injective limit inj limj∈J Xj of the family.
Assume now a space H equipped with a countable family of compatible
inner products {〈x, y〉j}j∈N. Compatible means that for a sequence {xn}n∈N
which converges in the norm of one inner product (‖xn − x‖j → 0) and is
Cauchy in another (∀ε > 0 ∃n0 ∈ N, n,m ≥ n0 : ‖xn − xm‖k ≤ ε), it holds
that also ‖xn−x‖k → 0. Such a space is called countably Hilbert. Suppose
further that ∀x ∈ H : ‖x‖j ≤ ‖x‖k for j ≤ k. Then we have Hk ↪→ Hj , where
Hj is the completion of H in the norm ‖ · ‖j . Let K =
⋂
j∈NHj with the
projective limit topology, a Fre´chet space. If for every j ∈ N there is a k ∈ N
such that the inclusion ιkj : Hk ↪→ Hj is nuclear (or, essentially equivalent,
Hilbert-Schmidt)—see setion 4.6.1—then K is called a nuclear space. Let
H−j = H∗j , then K∗ ∼=
⋃
j∈NH−j with the injective limit topology.
4.4 Linear and Multi-Linear Maps
Linear mappings (operators) on a vector space X can be denoted by upper
case Latin letters, i.e. ∀x ∈ X , y = Ax ∈ Y. For locally convex spaces (LCS)
X and Y, the space of all continuous linear maps from X to Y is denoted
by L (X ,Y) ⊆ Cu(X ,Y) ⊆ C(X ,Y) ⊆ F (X ,Y). For L (X ,X ) write L (X ).
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The identity is denoted by I ∈ L (X ). In case they have to be considered, the
space of all linear maps—continuous or not—may be denoted by L(X ,Y).
Clearly L (X ,Y) ⊆ L(X ,Y), with equality in case X is finite dimensional.
Remember that a linear map A on a LCS is continuous if it is continuous at
zero, equivalently if it is bounded (maps bounded sets into bounded sets), or
in case the spaces X ,Y are Fre´chet spaces (see section 4.1), according to the
closed graph theorem, if the graph of A (see section 1.6),
graA := {(x, y) : x ∈ X , y = Ax}
is closed as a subspace of X × Y ∼= X ⊕ Y.
In case the spaces X ,Y are normed spaces, so is L (X ,Y), by defining for
A ∈ L (X ,Y) the operator-norm
‖A‖L (X ,Y) := sup
x6=0
‖Ax‖Y
‖x‖X .
Observe that for A ∈ L (X ,Y) and B ∈ L (Y,Z) it holds that
‖B ◦A‖L (X ,Z) ≤ ‖A‖L (X ,Y)‖B‖L (Y,Z).
The space L (X ,X ) = L (X ) with this norm becomes a normed algebra.
In case Y is a Banach space, so is L (X ,Y), and hence L (X ) is a Banach
algebra.
Composition of maps A,B ∈ L (X ), i.e. AB := A ◦B, makes L (X ) into
an associative algebra with unit. If for some n ∈ N one has that An = 0,
the map A ∈ L (X ) is called nilpotent. The commutator of two maps is
defined like for any associative algebra by [A,B] := A◦B−B◦A = AB−BA,
and this as usual makes L (X ) then into a Lie algebra.
For a linear operator A ∈ L (X ,Y), the kernel or null space is
kerA = {x ∈ X |Ax = 0 ∈ Y} = A−1({0}) ⊆ X ,
and the co-kernel is cokerA := Y/ imA.
In a LCS, particular subspaces of L (X ,Y) are the compact operators
L0(X ,Y) ⊆ L (X ,Y) (mapping bounded sets in X into relatively compact
sets in Y), and the operators of finite rank L00(X ,Y) ⊆ L0(X ,Y), i.e.
for A ∈ L00(X ,Y) it holds that rank(A) := dim(imA) < ∞. If both
dim(kerA) < ∞ and dim(coker A) < ∞, then ind(A) := dim(kerA) −
dim(cokerA) is the index of A ∈ LΦ(X ,Y), the space of Fredholm ope-
rators.
Multi-linear maps are denoted by
L k(X1, · · · ,Xk;Y) := L (X1 × · · · × Xk,Y)
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for a k-linear map, and especially if the X are all equal just withL k(X ;Y) :=
L (X k,Y), and if Y = X just with L k(X ). Continuous multi-linear maps
again map bounded subsets of X k into bounded subsets of Y. In case the
spaces X ,Y are normed spaces, so is L k(X ;Y), but the norm is not canoni-
cally given; one example for B ∈ L k(X ;Y) is
‖B‖L k(X ;Y) := sup{‖Bx‖Y : x = (x1, . . . , xk) ∈ X k,
k∑
m=1
‖xm‖X ≤ 1}.
Let Sk be the symmetric group of order k (group of all permutations
$ of k elements). Each $ ∈ Sk generates a map in L (L k(X ;Y)). For
B ∈ L k(X ;Y) and $ ∈ Sk, define $B ∈ L k(X ;Y) by
$B(x1, . . . , xk) := B(x$(1), . . . , x$(k)).
The symmetriser Sk ∈ L (L k(X ;Y)) is for a B ∈ L k(X ;Y) defined by
Sk(B) :=
1
k!
∑
$∈Sk
$B,
The resulting expression is symmetric in the k arguments. Similarly,
define the anti-symmetriser or alternator Ak ∈ L (L k(X ;Y)) for a B ∈
L k(X ;Y) by
Ak(B) :=
1
k!
∑
$∈Sk
sgn($) $B,
where sgn($) is the sign of the permutation $. The resulting expression is
anti-symmetric resp. alternating in the k arguments.
Both Sk and Ak are projectors, on the subspace of symmetric multi-
linear maps in the first case, and on the subspace of alternating or anti-
symmetric multi-linear maps in the latter.
4.5 Duality and Orthogonality
Special notation for the dual of a TVS X ∗ := L (X ,K). This is the topolo-
gical dual, whereas the algebraic dual of all linear functionals—continuous
or not—is denoted by X ′ := L(X ,K). Unfortunately, sometimes these nota-
tions are just the reverse.
If x∗ ∈ X ∗, then ∀x ∈ X : 〈x∗, x〉 := x∗(x) ∈ K is the duality pairing. A
subset G ⊆ X ∗ is said to separate the points, if for each x ∈ X there is a
g ∈ G such that 〈g, x〉 6= 0. Note that for a LCS (not necessarily for every
TVS), X ∗ 6= ∅ and separates the points.
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For a sequence (or net) converging in the (strong) topology of a LCS X ,
write xj → x = limxj . In a normed space—the norm of an element x ∈ X
denoted by ‖x‖ —this means ‖xj − x‖ → 0. This is called strong conver-
gence. For convergence in the weak topology, write xj ⇀ x = w-lim xj , i.e.
∀x∗ ∈ X ∗ : 〈x∗, xj〉 → 〈x∗, x〉, the topology is generated by the seminorms
|〈x∗, ·〉|. This is called weak convergence. For convergence in the weak*
topology on X ∗, write x∗j ∗⇀ x∗ = w*-lim x∗j , i.e. ∀x ∈ X : 〈x∗j , x〉 → 〈x∗, x〉,
the topology is generated by the seminorms |〈·, x〉|. This is called weak*
convergence.
Various toplogies are defined by seminorms via certain subsets A ∈ X ∗ as
qA(x) := supx∗∈A|〈x∗, x〉|. Convergence in such a seminorm is equivalent to
uniform convergence on the subset A. The strong topology on a LCS X
is denoted by β(X ,X ∗), and is given by uniform convergence on all bounded
subsets of X ∗. Likewise the weak topology is given by uniform convergence on
all finite subsets of X ∗, and is denoted by σ(X ,X ∗). The Mackey topology
is denoted by τ(X ,X ∗), and is given by uniform convergence on all compact
and absolutely convex subsets of X ∗. The weak* topology on the dual
is denoted by σ(X ∗,X ) and is given by uniform convergence on all finite
subsets of X . Similarly one defines the strong topolgy on the dual β(X ∗,X ),
and likewise the Mackey toplogy on the dual τ(X ∗,X ). In case X is a normed
space, X ∗ is a Banach space (because K is), with the strong topology given
by the norm ‖x∗‖X∗ := sup‖x‖X=1 |〈x∗, x〉|.
Convergence of a sequence Aj ∈ L (X ,Y) to A in the operator norm is
denoted by Aj ⇒ A, i.e. if ‖A − Aj‖L → 0, and is called operator norm
convergence. The strong operator convergence Aj → A is defined as
∀x ∈ X : Ajx → Ax, the topology is generated by the seminorms ‖ · x‖.
Similarly weak operator convergence Aj ⇀ A is defined as ∀x ∈ X :
Ajx ⇀ Ax, the topology is generated by the seminorms |〈x∗, ·x〉|. A map A ∈
L (X ,Y) with ‖Ax‖Y = ‖x‖X is called an isometry. Note that isometries
are injective, but not necessarily surjective.
For x, y ∈ X , the line segment joining them is [x, y] := {z = (1− ϑ)x+
ϑy| ϑ ∈ [0, 1]}. A subset C ⊆ X is convex, if for any x, y ∈ C the line segment
joining them is also in C ([x, y] ⊆ C). For a subset A ⊆ X of a LCS, the
convex hull is denoted by coA—the smallest convex set containing A, or
equivalently the intersection of all such sets—and the closure of this set by
coA. The absolutely convex hull is denoted by acxA, and the closure of
this by acxA. The set of extreme points of a convex set A is denoted by
ext A.
The linear hull or span of a set A ⊆ X is denoted by spanA, and the
closure of the linear hull by spanA. Note that span ∅ = {0}, and that finite
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dimensional subspaces are always closed.
The orthogonal complement or annihilator of a set A ⊆ X is the
subspace
A⊥ := {x∗ ∈ X ∗| ∀x ∈ A : 〈x∗, x〉 = 0} ⊆ X ∗,
and for B ⊆ X ∗ the subspace
B⊥ := {x ∈ X | ∀x∗ ∈ B : 〈x∗, x〉 = 0} ⊆ X .
Note that spanA = A⊥⊥. If 〈x∗, x〉 = 0, one also writes x∗ ⊥ x, and similarly
for subsets B ⊥ A, if ∀x∗ ∈ B, x ∈ A : 〈x∗, x〉 = 0.
For A ∈ L (X ,Y) the transpose or dual operator A∗ ∈ L (Y∗,X ∗) is
defined by
∀x ∈ X y∗ ∈ Y∗ : 〈A∗y∗, x〉 = 〈y∗, Ax〉.
The transpose has the following properties:
A,B ∈ L (X ,Y) : (A+B)∗ = αA∗ +B∗,
α ∈ R : (αA)∗ = αA∗,
A ∈ L (X ,Y), B ∈ L (Y,Z) : (AB)∗ = B∗A∗,
A ∈ GL(X ,Y) : A−∗ := (A−1)∗ = (A∗)−1.
If X and Y are just LCS, we have
(imA)⊥ = kerA∗ and cl imA∗ ⊆ kerA⊥.
For Banach spaces X and Y one has ‖A‖ = ‖A∗‖. If in addition imA is
closed, then also imA∗ is closed and
∃C > 0 ∀y ∈ imA ∃x ∈ X : Ax = y and ‖x‖ ≤ C‖y‖
imA∗ = (kerA)⊥.
If additionally the spaces are reflexive, then (X ∗)∗ ∼= X , and one has
(A∗)∗ = A, cl imA = (kerA∗)⊥,
(imA∗)⊥ = kerA, and cl imA∗ = (kerA)⊥.
A cone C is a subset of a vector space X , such that ∀λ > 0 : λC ⊆ C. If
0 ∈ C, it is a pointed cone, otherwise a blunt cone. It is a salient cone
if C ∩ (−C) ⊆ {0}.
For any A ⊆ X , the spanned cone or generated cone is
A∨ :=
⋃
λ≥0
λA ⊆ X .
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Note that this cone is convex iff A is so. The recession cone is
A∧ :=
⋂
λ≥0
λA ⊆ A∨,
and the barrier cone of a set A ⊆ X is
A∞ := {x ∈ X | ∀x∗ ∈ B : |〈x∗, x〉| ≤ ∞} ⊆ X .
The absolute polar (or just polar) of a set A ⊆ X is the closed convex set
Ao := {x∗ ∈ X ∗| ∀x ∈ A : |〈x∗, x〉| ≤ 1} ⊆ X ∗,
the lower polar is the closed convex set
A[ := {x∗ ∈ X ∗| ∀x ∈ A : 〈x∗, x〉 ≥ −1} ⊆ X ∗,
and the upper polar is the closed convex set
A] := {x∗ ∈ X ∗| ∀x ∈ A : 〈x∗, x〉 ≤ 1} ⊆ X ∗.
The positive polar cone of a set A is the closed convex set
A⊕ := {x∗ ∈ X ∗| ∀x ∈ A : 〈x∗, x〉 ≥ 0} ⊆ X ∗,
and the negative polar cone of a set A is the closed convex set
A	 := {x∗ ∈ X ∗| ∀x ∈ A : 〈x∗, x〉 ≤ 0} ⊆ X ∗.
The bipolar is Aoo := (Ao)o. Note that Aoo = acxA and A]] = co (A∪{0}),
and that A		 = coA.
4.6 Reflexive Spaces
If X ∼= (X ∗)∗, where X ∗ carries the strong β(X ∗,X ) toplogy, the space X is
called reflexive. On a reflexive space X , for a linear operator A ∈ L (X ,X ∗)
one has A∗ ∈ L ((X ∗)∗,X ∗), which then is viewed as A∗ ∈ L (X ,X ∗). If for
A ∈ L (X ,X ∗) it holds that A = A∗, then A is called symmetric or self-
adjoint. The symmetric operators are a subspace sym(X ) ⊂ L (X ). If it
holds that A = −A∗, then A is called skew, skew-symmetric, or skew-
adjoint. This subspace is denoted by so(X ) ⊂ L (X ).
A self-adjoint operator A ∈ L (X ,X ∗) is positive (semi-definite) if
∀x ∈ X : 〈Ax, x〉 ≥ 0, and positive definite in case ∀x 6= 0 : 〈Ax, x〉 > 0.
These operators are a salient, closed, convex cone in L (X ,X ∗). Hence
this defines a partial order on the subspace of self-adjoint operators, such
that M ≤ A ⇔ A−M is positive, see section 1.5.
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4.6.1 Inner Products
If H is a Hilbert space, the inner product of x, y ∈ H may be denoted
by 〈x|y〉 or (x|y). If H is identified with its dual, it may also be denoted
as a duality pairing 〈x, y〉. In analogy to section 4.5 we write x ⊥ y in case
〈x|y〉 = 0. Similarly for subsets A,B ⊆ H one writes A⊥ and A ⊥ B, as well
as Ao, where the inner product as taken instead of the duality pairing. If in
the Hilbert space context one has X⊕Y = Z for some subspaces X ,Y,Z ⊆ H,
it is usually implied that X ⊥ Y. In case X ⊂ Y, the orthogonal complement
of X in Y is Y 	 X := X⊥ ∩ Y.
If A ∈ L (G,H), the adjoint or conjugate—at the risk of confusion with
the dual or transpose A∗—is denoted by A? ∈ L (H,G) and has the defining
relation
∀x ∈ H ∀y ∈ G : 〈x|Ay〉H = 〈A?x|y〉G .
As a Hilbert space is a reflexive Banach space, the relations given for the
transpose A∗ in section 4.5 hold also for the adjoint A?.
Similarly to section 4.6, an operator A ∈ L (H) where A? = A is called
self-adjoint or symmetric, also Hermitian in the complex case. The
subspace of self-adjoint operators is again denoted by sym(H) ⊂ L (H). If
for S ∈ L (H) one has S? = −S, it is called skew-adjoint, the subspace
of those operators again denoted by so(H) ⊂ L (H). Observe that on a
complex space ∀x ∈ H : 〈x|Ax〉 ∈ R; 〈x|Sx〉 ∈ iR, whereas on a real space
〈x|Sx〉 = 0. A self-adjoint operator A ∈ sym(H) is positive (semi-definite)
if ∀x ∈ H : 〈x|Ax〉 ≥ 0, and positive definite in case ∀x 6= 0 : 〈x|Ax〉 > 0.
Again, this defines a partial order on the subspace of self-adjoint operators,
such that M ≤ A ⇔ A−M is positive. Observe that for any A ∈ L (H), the
operators A?A and AA? are positive. Sometimes |A| := √A?A = (A?A)1/2
is called the absolute value of A.
If for U ∈ L (H) it holds that ∀x, y ∈ H : 〈Ux|Uy〉 = 〈x|y〉, the operator
U is unitary, or orthogonal in the real case. These operators form a group
under composition, denoted by U(H), resp. O(H) in the real case. Observe
that U−1 = U?, and that unitary and orthogonal operators are isometries.
Remember the polar decomposition A = U |A| = U(A?A)1/2, with U a
partial isometry defined on im |A|.
If A ∈ L (H) commutes with its adjoint A?, i.e. [A,A?] = 0 or AA? =
A?A, it is called normal. Observe that self-adjoint, skew-adjoint, and uni-
tary operators are normal. For a normal A ∈ L (H), the sub-algebra ofL (H)
generated by {A,A?} is commutative. Note that a Hilbert space is reflexive,
so the definitions of section 4.6 can be applied here as well. Hence there
exists some potential for confusion, which can usually be clarified from the
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context. In case the Hilbert space is identified with its dual, all the notations
agree with each other.
Remember that A is compact (A ∈ L0(H)) iff there are two orthonormal
systems (ONS) {ej}j∈J and {fj}j∈J , i.e. ∀j, k ∈ J : 〈ej |ek〉 = δjk, and a
sequence of numbers (ςj)j∈J ∈ c0 —see section 6.1—the singular values—
see section 4.8—such that with a series converging in H
∀x ∈ H : Ax =
∑
j∈J
ςj〈ej |x〉fj .
This is called the singular value decomposition (SVD), or sometimes the
Schmidt decomposition. (For a complete orthonormal system (CONS) in (a
separable) H one has additionally that span {ej}j∈J = H.) The operator
norm of A is then ‖A‖L = ‖(ςj)‖∞. In the following context, the operator
norm ‖A‖L may also be denoted by ‖A‖(∞). If only finitely many ςj are non-
zero ((ςj) ∈ c00), A is a finite rank operator —dim(imA) ∈ N0—A ∈ L00(H).
If in addition ‖(ςj)‖2 < ∞ (i.e. (ςj) ∈ `2, see section 6.1), the operator
A ∈ L2(H)is called a Hilbert-Schmidt operator. If ‖(ςj)‖1 < ∞, i.e.
(ςj) ∈ `1, then A ∈ L1(H) is of trace-class or nuclear, with trace tr A :=∑
j∈J〈Aej |ej〉. More generally, the Schatten-classes Lp(H) may be defined
(where 1 ≤ p < ∞) as those A ∈ L0(H) such that ‖A‖(p) := ‖(ςj)‖p < ∞,
i.e. (ςj) ∈ `p.
Obviously for 1 ≤ p ≤ q < ∞ one has L00(H) ⊆ Lp(H) ⊆ Lq(H) ⊆
L0(H) ⊆ L (H) with continuous embeddings, and especially L1(H) ⊆
L2(H). Remember that for the natural duality pairing 〈A,B〉L := tr(B∗A)
one has L0(H)∗ ∼= L1(H), L1(H)∗ ∼= L (H), and L2(H)∗ ∼= L2(H) is a
Hilbert space. More generally, for 1 < p < ∞ and the dual exponent p∗
such that 1/p + 1/p∗ = 1, one has Lp(H)∗ ∼= Lp∗(H), showing that those
Lp(H) are reflexive spaces, see section 4.6.
4.7 Unbounded Linear Operators
A partial (see section 1.6) map A from a Hilbert space H into itself is called
an operator in a Hilbert space, as opposed to an operator on a Hilbert space
(like those in L (H). If the domain of definition domA is a subspace of the
Hilbert space H and A is linear on domA, then A is called a linear operator
in H. Observe that in this case
1. the graph of A (note the difference to section 4.4) graA = {(x, y) :
x ∈ domA, y = Ax} is a subspace of H×H ∼= H⊕H,
2. and (0, x) ∈ graA⇔ x = 0.
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Conversely, if a subspace of H ⊕H satisfies the second condition, it defines
a linear operator in H. In case cl(domA) = H, i.e. the domain of A is dense
in H, one says that A is densely defined. Observe that if a densely defined
A is bounded, it has a unique continuous extension to all of H. Hence the
interesting case are unbounded operators.
In the following, the direct sum H⊕H is equipped with the appropriate
inner product, see section 7. On the subspace graA ⊆ H ⊕H this is called
the graph inner product 〈x|y〉H + 〈Ax|Ay〉H. The projection on the first
component, which is dom A, is usually equipped with the energy or operator
inner product 〈x|y〉A := 〈Ax|Ay〉H. An operator A is
closed iff graA is a closed subspace of H⊕H in the graph inner product.
isometric or an isometry iff ∀x, y ∈ dom A : 〈Ax|Ay〉 = 〈x|y〉.
symmetric iff ∀x, y ∈ dom A : 〈Ax|y〉 = 〈x|Ay〉.
An operator A′ is called an extension of A —denoted by A ⊂ A′ —iff
gra A ⊂ gra A′. If A admits a closed extension, it is called closable. If
cl(gra A) defines an operator (the second condition above), this is called the
closure A¯ of A, and is the smallest closed extension.
Denote the unitary mapping (x, y) 7→ (−y, x) on H ⊕ H by J , then for
a densely defined operator A define the adjoint as the operator A∗ with
gra A? = (J(gra A))⊥ = J((gra A)⊥). Note that A? is closed. In case A is
closed, A? is also densely defined, so that A?? exists, and A?? = A¯.
If A is densely defined and symmetric, A ⊂ A?. If A? = A¯, the operator
A is called essentially self-adjoint. In case also dom A = dom A?, the
operator A is called self-adjoint, or also Hermitian in the complex case.
Note that in this case A is necessarily closed, as gra A = gra A?. In the
essentially self-adjoint case, observe that A? is self-adjoint. For a densely
defined operator A, in case only dom A = dom A? and AA? = A?A hold, A
is called normal, and satisfies ‖Ax‖ = ‖A∗x‖ for x ∈ dom A.
A symmetric linear operator A is called semi-bounded below, iff
∃c ∈ R ∀x ∈ dom A : 〈Ax|x〉 ≥ c‖x‖2. Observe that positive operators
are semi-bounded below with c = 0. If c > 0, the operator is coercive and
hence positive definite, it has a bounded inverse. Note that a densely de-
fined symmetric and semi-bounded operator admits a self-adjoint extension
(Friedrichs’ extension).
For a densely defined symmetric coercive—hence self-adjoint—operator A
in H, there are unique positive self-adjoint operators As for s ∈ R∗ in H (the
positive s-th power). Set G := ⋂s≥0(dom As), define the ‘operator norms’
‖u‖s :=
√〈Asu|u〉H and Hs = clsG. Then {Hs}s∈R∗ is a scale of Hilbert
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spaces with norms ‖ · ‖s, such that
Hs ↪→ Ht ↪→ H ∼= H0 for s > t > 0,
with dense embeddings. Identify H with its dual H∗ —the pivot space.
Denote the dual of Hs by H−s, then H ↪→ H−s densely, and one has a
Gelfand triplet or rigged Hilbert space
Hs ↪→ H ∼= H0 ↪→ H−s,
or more generally for s > t > 0:
G ↪→ Hs ↪→ Ht ↪→ H ↪→ H−t ↪→ H−s ↪→ G∗.
Each As may now be extended to a continuous linear map As : Hs → H−s,
in particular A ∈ L (H1,H−1). The duality pairing for x ∈ Hs, y ∈ H may
be computed via the inner product of the pivot space 〈x, y〉Hs×H−s = 〈x|y〉H.
Observe that G together with the norms ‖·‖Ak , k ∈ N0 is a countably Hilbert
space.
4.8 Spectrum and Singular Values
The resolvent of a linear operator A is the operator valued map z 7→
RA(z) := (zI − A)−1 for z ∈ C. The resolvent set is the subset of C
where RA(z) is everywhere defined and continuous, hence %(A) = {z ∈ C :
RA(z) exists in L (H)}. The complement σ(A) := {%(A) = C \ %(A) is the
spectrum of A, where RA(z) either does not exist, or is not continuous or
not defined on all of H. The spectrum is a closed set, for a bounded operator
it is also bounded, hence compact, and r(A) := max{|z| : z ∈ σ(A)} is the
spectral radius.
The point spectrum σp(A) ⊆ σ(A) are those z where (zI − A) is
not injective—z is an eigenvalue, usually denoted by λ. The continuous
spectrum σc(A) is where (zI − A) is injective, but not surjective and
im(zI−A) is dense in H, so RA(z) may be seen as a densely defined unboun-
ded operator. The residual spectrum σr(A) is the rest where (zI − A)
is injective, but not surjective and im(zI − A) is not dense in H, so that
σ(A) = σp(A) ∪ σc(A) ∪ σr(A).
The approximate point spectrum σap(A) are those z ∈ σ(A), where
for a Weyl sequence xn ∈ H with ‖xn‖ = 1 one has ‖(zI − A)xn‖ → 0, i.e.
(zI−A) has no continuous inverse. Thus σp(A), σc(A) ⊆ σap(A) ⊆ σ(A). The
absolutely continuous spectrum σac(A) is where the spectral measure
s(dz) = 〈Edzx|x〉 is absolutely continuous w.r.t. Lebesgue measure dz. The
peripheral spectrum σpi(A) are those z ∈ σ(A) with |z| = r(A).
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The discrete spectrum σd(A) ⊆ σp(A) are the isolated points z ∈ σ(A)
where (zI −A) ∈ LΦ(H) is a Fredholm operator. The essential spectrum
is the rest σe(A) = σ(A) \ σd(A).
The singular values of an operator A ∈ L0(H) are the positive square
roots of the eigenvalues of A?A ∈ L0(H), and could be denoted by
ς(A) := {s ∈ R+ : s2 ∈ σp(A?A)}.
5 Ordered Vector Spaces
A convex and salient cone C defines a partial order on X via x  y ⇔ y−x ∈
C. In this context, C is the positive cone of elements 0  x, sometimes
denoted by X+.
The order is compatible with the linear structure, namely for all x ∈ X
the relation y  z implies x+ y  x+ z, and from 0  x follows that for all
α ∈ R+ also 0  αx.
A vector space with a compatible partial order which is also a lattice—see
section 1.5—is called a Riesz space. Here one may define for each x ∈ X
the positive part x+ := x ∨ 0, the negative part x− := (−x) ∨ 0 (observe
that 0  x−), and the absolute value (really a vector, not a number)
X 3 |x| := x ∨ (−x). Observe that x = x+ − x− and |x| = x+ + x−, as well
as x+ y = x ∨ y + x ∧ y, and |x− y| = x ∨ y − x ∧ y, and x+ ∧ x− = 0. Two
vectors which satisfy |x| ∨ |y| = 0 are sometimes termed disjoint or order
orthogonal, denoted by x ⊥ y. The infimum should not be confused with
the wedge or exterior product (see section 8.3).
A norm or seminorm on X such that |x|  |y| imples ‖x‖ ≤ ‖y‖ is called
a Riesz norm or seminorm. A Riesz space with a Riesz norm is a normed
Riesz space. If it is complete w.r.t. the norm, it is called a Banach lattice.
A net {xj}j∈J ⊂ X is decreasing, written xj ↓, if xk  xj whenever
j  k. Similarly for an increasing net xj ↑. The notation xj ↓ x means
that x = inf{xj}, and similarly xj ↑ x means that x = sup{xj}. The
limes inferior is lim infj∈J xj := supj∈J infjk xk, and analogous for the
limes superior lim supj∈J xj := infj∈J supjk xk. The net xj is order
convergent to x ∈ X , denoted by xj o→ x, if there is a net {yj}j∈J on the
same directed set J with yj ↓ 0 such that |x− xj |  yj .
Generalised intervals or rectangles in ordered vector spaces are defined
via [x, y] := {z : x  z ∧ z  y}, or as ]x, y] = (x, y] := {z : x ≺ z ∧ z  y},
and similarly other combinations. The notation [x, y] could be confused with
the line segment in section 4.5, but it should be clear from the context what
is meant.
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An isotone (see section 1.5) linear functional x∗ is positive, as 0  x
implies 0 = 〈x∗, 0〉 ≤ 〈x∗, x〉. If C = X+ is the order defining positive cone in
X , the positive polar cone C⊕ (see section 4.5) is likewise a closed, convex,
and salient cone in X ∗, defining that order relation in X ∗, i.e. X ∗+ = C⊕.
If for some 0  y the relation x ∈ [−αy, αy] for all α ∈ R∗ implies x = 0,
the Riesz space is called almost Archimedean. If in the same situation the
stronger relation x ∈ [0, αy] for all α ∈ R∗ implies x = 0, the Riesz space is
called Archimedean.
An element e ∈ C (0  e) is called an order unit for C if for each x ∈ X
there is an α ∈ R∗ such that x ∈ [−αe, αe]. If X has an order unit, then
‖x‖o := inf{α ∈ R∗ : x ∈ [−αe, αe]}
defines an order unit norm exactly when X is almost Archmedean. If X is
actually Archimedean, then the closed unit ball is [e, e].
Any φ ∈ X ∗ (the dual of (X , ‖ · ‖o)) has a decomposition φ = φ+ − φ−
with φ+, φ− ∈ C⊕ such that ‖φ‖o = ‖φ+‖o + ‖φ−‖o.
If G (X ,Y) ⊆ F (X ,Y) is some space of functions into an ordered vector
space Y (often Y = R), then one may define an order relation on G (X ,Y)
via f ≤ g ⇔ ∀x ∈ X : f(x)  g(x). The positive cone are those functions
f where 0  x implies 0  f(x).
6 Examples of Vector Spaces
Some examples of vector spaces were already noted, namely Kn, c00,ω,Kn×n,
and the space L (X ,Y), or L (H) and its subspaces from section 4. In case Y
is a (topological) vector space and X any set, the spaces F (X ,Y), B(X ,Y),
and C(X ,Y) —for a topological space X —and its subspaces from section 2
are (topological) vector spaces—as subspaces of F (X ,Y) = YX , see sec-
tion 4.2. More important topologies arise from introducing appropriate se-
minorms and norms (see section 4.1), which make these spaces complete.
6.1 Sequence Spaces
An important example is Rn ⊂ R(N) = c00 ⊂ RN = ω. This last space is
usually equipped with the projective product topology, whereas c00 = R(N)
then carries the injective topology. The natural duality pairing between x =
(ξn) and y = (ηn) from some sequence space is 〈x, y〉 :=
∑
n∈N ξnηn. Hence
ω∗ ∼= c00.
Other subspaces are `∞ := {(%n) : ‖(%n)‖∞ := supn |%n| < ∞} ⊂ ω,
the space of bounded sequences, as well as in `∞ the closed subspace of
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convergent sequences c := {(%n) : ∃ρ := limn %n} ⊂ `∞, and its closed
subspace of zero-convergent sequences c0 := {(%n) : ρ := limn %n = 0} ⊂
c. Observe c = R⊕ c0 with c 3 (%n) 7→ (ρ, (%n − ρ)) ∈ R⊕ c0.
Very similar to `∞ and c is the space of bounded series
bs :=
(%) ∈ `∞| supn
∣∣∣∣∣∣
n∑
j=1
%j
∣∣∣∣∣∣ <∞
 .
With the map bs 3 (%n) 7→ (
∑n
j=1 %j) ∈ `∞ this space is isometrically
isomorphic to `∞. It has the closed subspace of convergent series
cs :=
(%) ∈ `∞| ∃ς := limn
∣∣∣∣∣∣
n∑
j=1
%j
∣∣∣∣∣∣ <∞
 ,
which is mapped onto c under above mapping. Another subspace is
s := {(%n)| ∀k ∈ N : (nk%n) ∈ `1},
the space of rapidly decreasing sequences, equipped with the seminorms
|(%n)|k :=
∑
n |nk%n|, and its dual of tempered sequences
s∗ := {(%n)| ∃k ∈ N : (n−k%n) ∈ `∞}.
Other well known examples are the `p-spaces for 0 < p <∞
`p :=
{
(%n) ∈ RN : ‖(%n)‖pp :=
∞∑
n=1
|ρn|p <∞
}
.
For 0 < p < 1 these are (metrisable) topological vector spaces (TVS)—as
‖ · ‖pp is a F-norm, but not locally convex, whereas for 1 ≤ p ≤ ∞ they are
Banach spaces. For 1 ≤ p < q ≤ ∞ the embeddings `p → `q are compact.
One may set `0+ :=
⋂
p>0 `p. The product space ω is not normable,
but metrisable with either of the translation invariant metrics or F-norms
(compare section 3 with the metric on L0).
d((%n), (ρn)) :=
∑
n
|%n − ρn|
2n(1 + |%n − ρn|) ,
or
d((%n), (ρn)) :=
∑
n
max{|%n − ρn|, 1}
2n
.
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For 0 < p < q < ∞ : c00 ↪→ s ↪→ `p ↪→ `q ↪→ c0 ↪→ c ↪→ `∞ ↪→ s∗ ↪→ ω.
For p > 1 and p∗ satisfying 1/p+ 1/p∗ = 1, `∗p ∼= `p∗ . If Rn is equipped with
an `p-norm, the space is often denoted by `
n
p ↪→ `p. Obviously the spaces `p
and its subspaces `np for 1 < p <∞ are reflexive, see section 4.6, and `2 is a
Hilbert space.
Also remember that in analogy to section 4, c∗0 ∼= `1, c∗ ∼= (R ⊕ c0)∗ ∼=
R × `1, `∗1 ∼= `∞, and . As already stated, c00 ∼= ω∗. The dual of `∞ is
ismophic to ba ∼= `∗∞, the space of bounded additive measures on 2N.
6.2 Spaces of Continuous and Differentiable Maps
The product topology inherited from YX is the simple topology of pointwise
convergence. Pointwise convergence of a sequence of functions {fn} ∈ B(X )
corresponds to weak convergence, similarly for the closed subspace of mea-
surable bounded functions Bb(X ). But Cb(X ) is not a closed subspace with
this topology, and neither is C(X ,Y).
The space B(X ) of bounded functions is a Banach space with the norm
‖f‖∞ = supx∈X |f(x)|, as is its closed subspace Bb(X ) of bounded measu-
rable functions. Its dual space is ba(X ,A) = Bb(X )∗, the space of signed
charges on the algebra A generated by the open sets. The space Cb(X ) is
a closed subspace of Bb(X ), and so is C0(X ). Of course (see section 5)
B(X ), Bb(X ), Cb(X ), C0(X ), and C00(X ) are also Riesz spaces, and point-
wise convergence also corresponds to order convergence.
If X is a totally bounded metric space, and 0 < α < β ≤ 1, then for the
Ho¨lder spaces C0,α(X ), which are Banach spaces (see section 2.2) with the
norm | · |α, we have the following continuous, dense, and compact embedding:
C0,β(X ) ↪→ C0,α(X ) ↪→ Cb(X ).
For K ⊆ X , and K compact, define the seminorm |ϕ|C(K) :=
supx∈K |ϕ(x)|. The compact open topology is then provided by the family
of seminorms {|ϕ|C(K) : K ⊆ X compact}, the topology of uniform conver-
gence on compact sets. The space is complete with this topology. The same
is true for the closed subspaces Cu(X ) and C00(X ). Unless X is compact
(where the seminorm with K = X is already a norm and sufficient to define
the topology), this topology is not metrisable.
Similarly, if X is a differentiable manifold, the spaces of k-times differen-
tiable maps are denoted by Ck(X ), and are usually equipped with the family
of seminorms {|ϕ|Ck(K) := max0≤|k|≤k |Dkϕ|C(K) : K ⊆ X compact}. The
same applies to the space
Cku(X ) := {φ| φ ∈ Ck(X ) ∧Djφ ∈ Cu(X ), j = 0, . . . , k},
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and the completely analogously defined space Ck00(X ). The similarly defined
subspaces Ckb (X ) and Ck0 (X ) of Ck(X ) are non-reflexive Banach spaces with
the norm ‖ϕ‖Ck := sup0≤|k|≤k ‖Dkϕ‖∞. If X is compact, then for any k ∈ N:
Ck(X) = Cku(X) = C
k
b (X ) = Ck0 (X ). The space Ck00(X ) is in this case often
defined as those functions in Ck(X ) whose support is a proper subset of X .
For any of the Banach spaces just described, e.g. Ckb (X ), define
Ck,βb (X ) := {φ ∈ Ckb (X ) : |Dkφ|β <∞},
here with the norm ‖φ‖Ck,β := max{‖φ‖Ck , |Dkφ|β}. Again for 0 < α < β ≤
1 and any k ∈ N, we have the continuous, dense, and compact embedding:
Ck,βb (X ) ↪→ Ck,αb (X ) ↪→ Ckb (X ).
Also observe E (X ) := C∞(X ) := ⋂k≥0 Ck(X ) with the projective li-
mit topology given by the family of seminorms {|ϕ|Ck(K) : k ∈ N0, K ⊆
X compact } —this space is not metrisable (see section 4.1) unless X is
compact—and similarly for D(X ) := C∞00 (X ) :=
⋂
k≥0 C
k
00(X ) with corres-
ponding seminorms. In case X is pre-compact, the limit spaces are nuclear
spaces, albeit with different families of norms. Observe that they are all
associative Abelian algebras under point-wise multiplication of functions.
Their duals are—a bit inconsistently here but conventionally—denoted
by E ′(X ) := E (X )∗ for the space of compactly supported distributions, and
D ′(X ) := D(X )∗ for the usual space of distributions. They both carry the
injective limit topology.
If the set X is a domain in Rn, the Schwartz space of rapidly decreasing
smooth functions is S (X ) ⊂ E (X ) with the countable family of semi-norms
|ϕ|S ,k,` := sup{‖xjDmϕ‖∞ : j,m ∈ N0, |m| ≤ `, |j| ≤ k} —a Fre´chet and
also a nuclear space, and its dual S ′(X ) := S (X )∗ is the Schwartz space
of tempered distributions. Note the continuous embeddings D(X ) ↪→
S (X ) ↪→ E (X ) and E ′(X ) ↪→ S ′(X ) ↪→ D ′(X ).
The natural duality pairing, say between ϕ ∈ S ′(X ) and f ∈ S (X ) is
usually written formally∫
X
ϕf dλ =
∫
X
ϕ(x)f(x) dx := 〈ϕ, f〉,
where λ is Lebesgue measure on X .
6.3 Lebesgue Spaces
For a measure space (Ω,F, µ) for 0 < p <∞ the Lebesgue spaces are
Lp(Ω,F, µ) :=
{
f ∈ L0(Ω,F) : ‖f‖pp :=
∫
Ω
|f(ω)|p µ(dω) <∞
}
,
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and L∞(Ω,F, µ) := {f ∈ L0(Ω,F) : ess supω∈Ω |f(ω)| < ∞}, which is
also an associative Abelian algebra under point-wise multiplication. Ob-
viously Bb(Ω,F) and its subspaces Cb(Ω) and Cc(Ω) are closed subspaces of
L∞(Ω,F, µ). In case the σ-algebra F is clear, it may be omitted, and analo-
gous also the measure µ or the base space Ω, i.e. Lp(Ω,F, µ) = Lp(Ω,µ) =
Lp(Ω) = Lp(µ).
For 0 < p < 1 these are (metrisable) TVS—as ‖ · ‖pp is a F-norm, but not
locally convex, whereas for 1 ≤ p ≤ ∞ they are Banach spaces. Remember
that for 0 < p < q ≤ ∞ and a finite measure space (µ(Ω) < ∞), one has
the continuous embeddings Lq(Ω) ↪→ Lp(Ω). The natural duality pairing for
f ∈ Lp(Ω) and g ∈ Lq(Ω) is
∫
Ω
f g dµ =
∫
Ω
f(ω)g(ω)µ(dω).
And for 1 < p < ∞ and p∗ as before, Lp(Ω)∗ ∼= Lp∗(Ω) for any measure
space, which means that these spaces are reflexive, see section 4.6. Also
remember that L1(Ω)
∗ ∼= L∞(Ω) for a σ-finite measure space. L2(Ω) is a
Hilbert space. Note also Lq+(Ω) :=
⋃
p>q Lp(Ω) and Lq−(Ω) :=
⋂
p<q Lp(Ω).
If in addition Ω is a locally compact group with Haar measure λ, define
the convolution f ∗ g of f, g ∈ L1(Ω) as (f ∗ g)(y) :=
∫
Ω
f(x)g(y−x)λ(dx),
and the correlation as (f ?g)(y) :=
∫
Ω
f(x)g(y+x)λ(dx). The space L1(Ω)
together with the convolution is an associative Abelian algebra.
The spaces Lp(Ω) are Riesz spaces under the pointwise ordering in R,
i.e. f ≤ g ⇔ f(x) ≤ g(x) ∀x ∈ Ω \ N , where N is a null-set (µ(N) = 0).
The convergence almost everywhere (abbreviated a.e. and in probability
theory called almost surely, abbreviated a.s.), which means that fn(ω) →
f(ω) a.e. ⇔ fn(ω) → f(ω)∀ω ∈ Ω \ N, µ(N) = 0, is convergence in the
metric topology inherited as a subset of L0(Ω) —see section 3, and is the
same as the order convergence in the Riesz space, see section 5.
6.4 Sobolev Spaces
If Ω is also a differentiable manifold, the corresponding Sobolev spaces with
up to k-th distributional derivative in Lp(Ω) are denoted byW
k
p (Ω) ↪→ Lp(Ω)
with norm for u ∈W kp (Ω)
‖u‖Wkp :=
 k∑
j=0
‖Dju‖pLp
1/p .
For 1 < p <∞ these spaces are reflexive, whereas for p = 2 these are Hilbert
spaces, with a special notation Hk(Ω) := W k2 (Ω).
The completion of C∞00 (Ω) in the W
k
p -norm is denoted by W˚
k
p (Ω), and in
the case of p = 2 by H˚k(Ω) := W˚ k2 (Ω). The duals of these last spaces are
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denoted by W˚ kp (Ω)
∗ ∼= W−kp∗ (Ω) and H˚k(Ω)∗ ∼= H−k(Ω) respectively, where
the natural duality pairing is the same as in the case of Lebesgue spaces
in section 6.3. On these spaces, |u|k,p := ‖Dku‖Lp is an equivalent norm,
whereas on the whole space it is only a semi-norm.
Sobolev spaces may be defined for non-integer orders, and simplest is to
start with the Hilbert space H1(Ω). Following section 4.7 we see that in H =
L2(Ω) the H
1-inner product defines a symmetric positive definite bilinear
form and therefore an unbounded self-adjoint positive definite operator
〈u|v〉H1 = 〈Bu|v〉H.
It hence has a unique square root A = B1/2. If now as in section 4.7 we take A
as the defining operator, we obtain the scale of Hilbert spaces Hs(Ω) := Hs.
Hence for s > t > 0 we have the Gelfand triplets
Hs(Ω) ↪→ Hs(Ω) ↪→ H0(Ω) ∼= L2(Ω) ↪→ (Ht(Ω))∗ ↪→ (Hs(Ω))∗.
We then define the closed subspaces H˚s(Ω) := clHs C
∞
00 (Ω), their duals
again being denoted by H−s(Ω). In a similar vein the spaces W sp (Ω) and
their closed subspaces W˚ sp (Ω) with norms ‖u‖s,p may be defined. The dual
of the latter subspace is again denoted by W−sp∗ (Ω).
A space which is occasionally useful is W kpu(Ω) := W
k
p (Ω) ∩ Cku(Ω), as
there is a dense embedding
W kpu(Ω) ↪→W kp (Ω).
Let 0 ≤ t ≤ s ∈ R, 1 ≤ p, q < ∞, and 1 ≤ m ≤ n ∈ N, as well
as s − t ≥ np − mq with ` ∈ N0 the integer part of t, then the following
embeddings are continuous and dense:
0) W sp (Rn) ↪→W `q (Rm).
In addition, for any subdomain Ω ⊆ Rn with locally Lipschitz boundary,
i) W sp (Ω) ↪→W tp(Ω) ↪→ Lp(Ω),
i) W˚ sp (Ω) ↪→ W˚ tp(Ω) ↪→ Lp(Ω),
iii) S (Ω) ↪→W sp (Ω) ↪→W tp(Ω),
iv) D(Ω) ↪→ Ck00(Ω) ↪→ W˚ sp (Ω) ↪→ W˚ tp(Ω).
For an additionally bounded domain Ω, we also need the spaces Ck(Ω¯) =
Ckb (Ω¯) = C
k
u(Ω¯), and C
k,β(Ω¯) = Ck,βb (Ω¯) = C
k,β
u (Ω¯), which are Banach
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spaces when equipped with the corresponding norms (see section 6.2). For
k < m and 0 < α < β < 1, we have the continuous, dense, and compact
embeddings:
Cm,1(Ω¯) ↪→ Cm,β(Ω¯) ↪→ Cm,α(Ω¯) ↪→ Cm(Ω¯) = Cmu (Ω) ↪→ Ck,1(Ω¯).
If 1 ≤ p ≤ q ≤ ∞, 0 ≤ t ≤ s ≤ k ∈ N, and s − t ≥ n
(
1
p − 1q
)
, the
following embeddings are dense and continuous:
v) C∞(Ω¯) ↪→ Ck(Ω¯) ↪→W sp (Ω) ↪→W tp(Ω),
vi) D(Ω) ↪→ Ck00(Ω) ↪→ W˚ sp (Ω) ↪→ W˚ tp(Ω),
vii) W sp (Ω) ↪→W tq (Ω), W˚ sp (Ω) ↪→ W˚ tq (Ω).
Furthermore with 0 < β < 1, the following embeddings are continuous and
dense:
viii) for
n
p
< s <
n+ 1
p
: W sp (Ω) ↪→ C0,s−(n/p)(Ω¯),
ix) for s =
n+ 1
p
: W sp (Ω) ↪→ C0,β(Ω¯),
x) for s >
n+ 1
p
: W sp (Ω) ↪→ C0,1(Ω¯).
In addition, if 1 ≤ p, q < ∞, 0 ≤ t ≤ s, s − t > n
(
1
p − 1q
)
, and ` ∈ N0 with
` ≤ s, the following embeddings are as well compact:
xi) W sp (Ω) ↪→ W tq (Ω),
xii) for s− ` > n
p
: W sp (Ω) ↪→ C`(Ω¯) ⊂ L∞(Ω).
The trace on a smooth r-dimensional submanifold Γr inside Ω will be
considered, as well as the trace on a smooth part of the boundary Γb ⊆ ∂Ω.
First consider the internal manifold Γr. Let 1 ≤ p, q < ∞, 0 ≤ t < s,
s − t > np − rq , and let k ∈ N0, k ≤ t, then there is a C > 0 such that for
u ∈W sp (Ω):
xiii) ‖Dku‖W t−kq (Γr) ≤ C‖u‖W sp (Ω).
As Γb is (n − 1)-dimensional, the only difference is that one now requires
s− t > np − n−1q , then for u ∈W sp (Ω):
xiv) ‖Dku‖W t−kq (Γb) ≤ C‖u‖W sp (Ω).
Both maps onto either Γr or Γb are compact.
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7 Direct Sums
For a collection Hn of Hilbert or Banach spaces, the product
∏
nHn is also
a topological space (with the product topology), but is not normable in case
the collection is infinite, (only metrisable in case of a countable collection
analogous to ω in section 6.1); for the direct sum this is different.
If Hn, n ∈ C is a—possibly infinite but countable—collection of Hilbert
spaces, an inner product may defined on
⊕
nHn by
∀x = (xn), y = (yn) ∈
⊕
n∈C
Hn : 〈x|y〉⊕ :=
∑
n∈C
〈xn|yn〉n,
and
⊕
(2)n∈CHn is the completion of
⊕
n∈CHn in the induced topology. This
means
x ∈
⊕
n∈C
(2)Hn ⇐⇒ x ∈
∏
n∈C
Hn ∧
(√
〈xn|xn〉n
)
∈ `2.
If the Hn are all equal to some Hilbert space H, this is often denoted by
`2(H). With the natural injection ιn : Hn →
⊕
(2)Hn, one then has for
n 6= m that ιn(Hn) ⊥ ιm(Hm).
Similarly for a collection of Banach spaces Xn, n ∈ C, a variety of norms
may defined on
⊕
n∈C Xn, e.g. for all 1 ≤ p <∞ by
∀x = (xn) ∈
⊕
n∈C
Xn : ‖x‖pp :=
∑
n∈C
‖xn‖pn,
and
⊕
(p)n∈C Xn is the completion of
⊕
n∈C Xn in the induced topology.
Hence
x ∈
⊕
n∈C
(p)Xn ⇐⇒ x ∈
∏
n∈C
Xn ∧ (‖xn‖n) ∈ `p.
The dual of this space (for 1 < p < ∞) is ⊕(p∗)n∈C X ∗n , with p∗ as before.
The natural duality pairing between x = (xn) ∈
⊕
(p)n∈C Xn and x∗ = (x∗n) ∈⊕
(p∗)n∈C X ∗n is 〈x∗, x〉X∗×X :=
∑
n∈C〈x∗n, xn〉X∗n×Xn .
For p =∞ set
x ∈
⊕
n∈C
(∞)Xn ⇐⇒ x ∈
∏
n∈C
Xn ∧ ‖x‖∞ := sup
n
‖xn‖n <∞,
and for p = 0 set
x ∈
⊕
n∈C
(0)Xn ⇐⇒ x ∈
∏
n∈C
Xn ∧ (‖xn‖n) ∈ c0.
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Note that (
⊕
(0)n∈C Xn)∗ ∼=
⊕
(1)n∈C X ∗n , and (
⊕
(1)n∈C Xn)∗ ∼=⊕
(∞)n∈C X ∗n .
If the Xn are all equal to some Banach space X , this is often denoted by
`p(X ), or c0(X ) respectively.
8 Tensor Products
For two vector spaces X and Y, the tensor product is denoted by X ⊗Y. For
(x, y) ∈ X × Y, define x⊗ y ∈ L (X × Y,K)∗ = L 2(X ,Y;K)∗ by
∀u ∈ L (X × Y,K) : x⊗ y : u 7→ (x⊗ y)(u) := u(x, y).
The map ⊗ : X × Y → L 2(X ,Y;K)∗ is bilinear, and set
X ⊗ Y := span ⊗ (X × Y) ⊆ L 2(X ,Y;K)∗.
This is easily extended to any finite number of spaces
⊗n
k=1 Xk. If the Xk are
all equal, this is the n-th tensorial power of X , denoted by X⊗n := ⊗nk=1 X ,
with elements as linear combination of terms of the form
⊗n
k=1 xk := x1 ⊗
· · ·⊗xn. The space and elements are called homogeneous tensors of degree
or grade deg (x1 ⊗ · · · ⊗ xn) = n Observe that X ∗ ⊗ Y ∼= L00(X ,Y), as
∀x ∈ X : x∗ ⊗ y : x 7→ 〈x∗, x〉 y ∈ Y is linear in x.
8.1 Tensor Algebra
For a vector space X , the n-fold contravariant and m-fold covariant tensor
product—of type or degree
(
m
n
)
—is
T mn (X ) := X⊗n ⊗X ∗⊗m ⊆ L n+m(X ∗n,Xm;R).
The space T mn (X )⊗Y is the space of Y-valued tensors of type
(
m
n
)
, a subspace
of L n+m(X ∗n,Xm;Y).
With X⊗0 := K and X⊗1 := X , the tensor algebra is denoted by
T (X ) := K⊕
⊕
m,n∈N
T mn (X ).
It is an associative graded algebra with the “multiplication” T (X ) 3 x, y 7→
x⊗ y. Observe that X ⊗K ∼= X .
An important operation on T (X ) is the contraction. If  ≤ n, ı ≤ m, the
contraction Cı : T
m
n (X )→ T m−1n−1 (X ) is defined by linear extension of
Cı : x1 ⊗ · · ·x · · · ⊗ xn ⊗ x∗1 ⊗ · · ·x∗ı · · · ⊗ x∗m 7→
〈x∗ı , x〉x1 ⊗ · · · x̂ · · · ⊗ xn ⊗ x∗1 ⊗ · · · x̂∗ı · · · ⊗ x∗m,
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where the “hat” means that this argument is omitted. The contractions
Ckk may be used to show the duality of spaces T
0
n (X ) ⊆ L n(X ;K)∗ and
T n0 (X ) ⊆ L n(X ;K) via linear extension of〈
n⊗
k=1
x∗k,
n⊗
k=1
xk
〉
:= C11 ◦ · · · ◦ Cnn
(
n⊗
k=1
x∗k ⊗
n⊗
k=1
xk
)
=
n∏
k=1
〈x∗k, xk〉.
Two sub-algebras are T∗(X ) :=
⊕
n∈N0 X⊗n, also denoted as
⊗
(X ), the
contravariant tensors, and the covariant tensors T ∗(X ) := ⊕m∈N0 X ∗⊗m,
also denoted as
⊗
(X ∗). If B ∈ L (X ), this may be extended to each X⊗n
via
Γn(B) := B
⊗n :
n⊗
k=1
xk 7→
n⊗
k=1
B(xk),
and thereafter to all of T∗(X ) via Γ(B) := B⊗ :=
⊕
n∈N0 B
⊗n. On X⊗n
note
dΓn(B) :
n⊗
k=1
xk 7→
n∑
k=1
x1 ⊗ · · · ⊗B(xk)⊗ · · · ⊗ xn,
and its extension to all of
⊗
(X ) via dΓ(B) := ⊕n∈N0 dΓn(B).
The spaces T∗(X )⊗Y, T ∗(X )⊗Y, and T (X )⊗Y are the contravariant,
covariant, or mixed Y valued tensors.
8.2 Symmetric Tensors
Let y ∈ Tn and x ∈ Tm be such that Sn(y) = y and Sm(z) = z (section 4.4),
i.e. both are symmetric tensors. Then the symmetric tensor product of
y and z is given by
y ∨ z := (n+m)!
n!m!
S(n+m)(y ⊗ z).
A completely analogous definition holds for elements in T n and T m.
The subspace of X⊗n generated by the symmetric tensors is denoted by
X∨n := ∨nk=1 X . The symmetric tensor algebra ∨(X ) := ⊕k∈N0 X∨k is the
symmetric Fock space. It is an associative Abelian graded algebra with
the “multiplication”
∨
(X ) 3 x, y 7→ x ∨ y = y ∨ x. The space ∨(X ) ⊗ Y is
the space of symmetric Y-valued tensors. Alternatively, consider in T∗(X )
the ideal I generated by the expressions of the form x ⊗ y − y ⊗ x. Then∨
(X ) is equally well described as the factor algebra T∗(X )/I.
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If B ∈ L (X ), this may be extended to each X∨n via
B∨n :
n∨
k=1
xk 7→
n∨
k=1
B(xk),
and thereafter to all of
∨
(X ) via Γ(B) := ⊕n∈N0 B∨n. Note also on X∨n
dΓn(B) :
n∨
k=1
xk 7→
n∑
k=1
x1 ∨ · · · ∨B(xk) ∨ · · · ∨ xn,
and its extension to all of
∨
(X ) via dΓ(B) := ⊕n∈N0 dΓn(B).
8.3 Alternating or Anti-Symmetric Tensors or Forms
This development is in analogy to the symmetric case in section 8.2. Let
y ∈ Tn and x ∈ Tm be such that An(y) = y and Am(z) = z (section 4.4), i.e.
both are skew-symmetric tensors. Then the alternating or anti-symmetric
tensor product of y and z is given by
y ∧ z := (n+m)!
n!m!
A(n+m)(y ⊗ z).
A completely analogous definition holds for elements in T n and T m. This
product is also called the exterior or Grassmann product. Note that for
x ∈ X : x ∧ x = 0. The subspace of X⊗n generated by these anti-symmetric
tensor products is denoted by X∧n; elements of the form ∧nk=1 xk are called
n-vectors or sometimes blades.
The anti-symmetric tensor product is often only considered as a subspace
of X ∗⊗n. The subspace of these anti-symmetric tensor products is denoted
by Λn(X ) := X ∗∧n := ∧nk=1 X ∗.
The anti-symmetric tensor algebra, or exterior algebra, or Grassmann
algebra is Λ(X ) := ⊕k∈N0 Λk(X ), also called the anti-symmetric Fock
space. It is also called the space of forms. It is an associative graded
algebra with the “multiplication” Λ(X ) 3 x∗, y∗ 7→ x∗ ∧ y∗. If x∗ ∈ Λk(X )
is homogeneous with deg x∗ = k and y∗ ∈ Λm(X ) is homogeneous with
deg y∗ = m, then x∗ ∧ y∗ = (−1)kmy∗ ∧x∗. The space Λ(X )⊗Y is the space
of Y-valued forms. Alternatively, consider in T ∗(X ) the ideal I generated
by the expressions of the form x∗ ⊗ x∗. Then Λ(X ) is equally well described
as the factor algebra T ∗(X )/I.
One important operation on Λk(X ) is the inner product with a vector
v ∈ X , a mapping ιv : Λk(X )→ Λk−1(X ) defined by
ιv : x
∗
1 ∧ · · · ∧ x∗k 7→
k∑
m=1
(−1)(m+1)〈x∗m, v〉 x∗1 ∧ · · · x̂∗m · · · ∧ x∗k.
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This map is an anti-derivation, i.e. if x∗ ∈ Λk(X ) is homogeneous with
deg x∗ = k, then ιv(x∗ ∧ y∗) = (ιvx∗) ∧ y∗ + (−1)kx∗ ∧ (ιvy∗).
8.4 Tensor Product of Hilbert Spaces
If H and K are Hilbert spaces, a new inner product may be defined on H⊗K
by
∀u⊗ v, x⊗ y ∈ H ⊗K : 〈u⊗ v|x⊗ y〉⊗ := 〈u|x〉H 〈v|y〉K.
Observe that for the induced norm on H⊗K the cross-norm property holds:
‖x⊗ y‖H⊗K = ‖x‖H ‖y‖K.
The completion ofH⊗K in the induced metric is again denotedH⊗K, but
sometimes also as H⊗(2)K or H⊗ˆK, or even H⊗ˆ(2)K. This inner product can
be extended to the tensor algebra T (H), as well as to the subspaces Γ(H) and
Λ(H), which are orthogonal to each other. Observe thatH∗⊗H ∼= L2(H), the
space of Hilbert-Schmidt operators, and that H∗∨H is the space of symmetric
Hilbert-Schmidt operators.
Note also that L2(Ω;H) ∼= L2(Ω) ⊗ H. Especially L2(Ω1 × Ω2) ∼=
L2(Ω1;L2(Ω2)) ∼= L2(Ω2;L2(Ω1)) ∼= L2(Ω1)⊗ L2(Ω2).
8.5 Tensor Products of Banach Spaces
There is no “canonical” way as in section 8.4 to assign a norm on the tensor
product X ⊗ Y of two Banach spaces X and Y.
One way is to observe that X ⊗Y ⊆ L (X ∗,Y), and the latter is a natural
Banach space. This induces a norm on the subspace, and the completion
in that norm is denoted by X ⊗ε Y or X ⊗(∞) Y (or even X⊗ˆεY), and the
norm—which is just the operator norm—by ‖ · ‖ε or sometimes by ‖ · ‖(∞),
as it is also a completion in the Schatten-∞ norm (see section 4.6.1), i.e.
‖x⊗ y‖ε := ‖x⊗ y‖(∞) := sup
‖x∗‖X∗=1
‖〈x∗, x〉y‖Y = ‖x‖X ‖y‖Y .
This means obviously that this norm satisfies the cross-norm property. The
tensor product with this topology is called the injective tensor product,
and the norm sometimes the λ-norm, as it is the least norm—giving the wea-
kest topology—which satisfies the cross-norm property, and is then denoted
as ‖ · ‖λ, and the tensor product with ⊗λ. If the so-called approximation
property is satisfied (compact operators may be approximated in norm by
finite-rank operators—but this is not true for all Banach spaces), then ob-
viously the injective tensor product will coincide with the space of compact
operators from X ∗ to Y.
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Observe that for any topological spaces S and T, one has C(S × T) ∼=
C(S, C(T)) ∼= C(T, C(S)) ∼= C(S)⊗ε C(T). In fact, for any Banach space X
one has C(S,X ) ∼= C(S)⊗ε X .
Another complementary way is for z ∈ X ⊗ Y to set
‖z‖pi = ‖z‖(1) := inf
∑
j
‖xj‖X ‖yj‖Y : z =
∑
j
xj ⊗ yj
 ,
where the infimum is over all possible representations of z ∈ X ⊗ Y. The
completion of X ⊗ Y with the metric induced by this norm is denoted by
X ⊗pi Y or X ⊗(1) Y (or even X⊗ˆpiY).
This norm also satisfies the cross-norm property. The tensor product with
this topology is called the projective tensor product, and the norm some-
times the γ-norm, as it is the greatest norm—giving the strongest topology—
which satisfies the cross-norm property, and is then denoted as ‖ ·‖γ , and the
tensor product with ⊗γ . Note that ‖x⊗y‖ε ≤ ‖x⊗y‖pi. In case the approxi-
mation property holds, the projective tensor product is just the completion
in the Schatten-1 norm, the space of nuclear maps. Note that completions in
all other Schatten-p norms would be possible, giving other spaces with the
cross-norm property (see section 4.6.1). These tensor products can then be
denoted as ⊗(p) and the tensor product norms with ‖ · ‖(p).
Observe that for measure spaces S and T, one has that L1(S × T) ∼=
L1(S, L1(T)) ∼= L1(T, L1(S)) ∼= L1(S)⊗piL1(T). In fact, for any Banach space
X one has L1(S;X ) ∼= L1(S)⊗pi X . Note also that (X ⊗pi Y)∗ ∼= L (X ,Y∗).
9 Different Vector Space Notations
If there are conceptually different vector spaces involved, it is prudent to keep
them notationally apart by e.g. using for one type X for the spaces, A for
mappings, and x ∈ X for elements. Corresponding capital Greek letters like
Γ,Λ,Ξ,Ω.
The next type may be denoted by using X for the spaces, A for mappings,
and x ∈ X for elements, and capital Greek letters like Γ ,Λ,Ξ,Ω.
The next type might be denoted by X for the spaces, A for mappings, and
x ∈ X for elements, and capital Greek letters like Γ,Λ,Ξ,Ω.
Again the next type may be denoted by using X for the spaces, A for
mappings, and x ∈ X for elements, and capital Greek letters like Γ,Λ,Ξ,Ω.
And again the next notation may be X for the spaces, A for mappings,
and x ∈ X for elements.
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As an example, assume that the elements of an abstract vector space X
have been denoted by x, and linear mappings by A. After choosing bases,
the “normal” coordinate vectors in Kn may be denoted by e.g. x, and the
corresponding matrices by A. If now these are used to build block vectors
and matrices, these could be denoted by e.g. x and A.
10 Analysis
Mappings—linear or non-linear—are preferably denoted by upper case letters,
whereas functionals—i.e. mappings into K —are often denoted by lower case
letters. The spaces are denoted in calligraphic font, as are subsets. Elements
of the vector space are written by lower case italic letters (normal math
font), and scalars are denoted by lower case Greek letters, unless convention
dictates some other notation.
10.1 Gaˆteaux Derivative and Gradient
Let F ∈ F (X ,Y) be a mapping, and X and Y Banach spaces. The Gaˆteaux
differential at x ∈ X in the direction v ∈ X is denoted by δF (x, v) :=
limϑ→0(F (x + ϑv) − F (x))/ϑ, it is a directional derivative. Note that no
topology on X is required for the Gaˆteaux differential. But if this is linear
and continuous in v —i.e. ∃δF (x) ∈ L (X ,Y) such that δF (x)v = δF (x, v)—
it is called the Gaˆteaux derivative, and if additionally Y = K — i.e. F is a
functional—one may write 〈δF (x), v〉. Observe that in this case δF (x) ∈ X ∗.
In case X is a Hilbert space, one may use the inner product to define
the gradient ∇F (x) via 〈∇F (x)|v〉X = 〈δF (x), v〉 ∀v ∈ X . In this case
∇F (x) ∈ X , whereas δF (x) ∈ X ∗.
10.2 Fre´chet Derivative
Similarly, the Fre´chet derivative with the same conditions is denoted by
DF (x)v, where DF (x) ∈ L (X ,Y), and in case Y = K by 〈DF (x), v〉 with
DF (x) ∈ L (X ,K) = X ∗. If both the Gaˆteaux and Fre´chet derivatives exist,
they coincide.
A map F ∈ F (X ,Y) is called positively homogeneous of degree k, iff for
α ∈ R+ one has that F (αx) = αkF (x). If F is Fre´chet differentiable, then
one has Euler’s formula 〈DF (x), x〉 = kF (x).
The k-th order Fre´chet derivative of F ∈ Ck(X ,Y) may be regarded as a
symmetric multi-linear map DkF (x) ∈ L k(X ;Y). Hence it may be linearised
by
∨
and regarded as a linear map DkF (x) ∈ L (X∨k,Y). In toto, on the
53
http://www.digibib.tu-bs.de/?docid=00040940 11/08/2011
whole space DkF ∈ C(X ,L (X∨k,Y)). If for F ∈ C1(X ,X ∗) one has that
DF (x) ∈ L (X ;X ∗) is self-adjoint (see section 4.6) for all x ∈ X , then F is
called a gradient operator; i.e. there is a functional φ ∈ C2(X ,K), such that
F = Dφ. The operator “D” is a derivation—as D(F⊗G) = (DF)⊗G+F⊗(DG)
—on the algebra of tensor valued maps.
In any case, Taylor’s formula reads
F (x+ h) =
∑
k≥0
1
k!
DkF (x)h∨k.
10.3 Exterior Derivative
For F ∈ C1(X ,Z) with Z = L (X∧k,Y) ⊆ L k(X ;Y), i.e. an Y-valued form
of grade k, the alternating or anti-symmetric part of DF (x) ∈ L (k+1)(X ;Y)
is the exterior derivative dF (x) := Ak+1(DF (x)) ∈ L (X∧(k+1),Y), a form of
grade k + 1. In analogy to section 10.2, in toto dF ∈ C(X ,L (X∧(k+1),Y)).
Note that for f ∈ C1(X ,K) (i.e. k = 0 and Y = R), one has Df = df , as
X ∗∧1 = X ∗∨1 = X ∗. Observe that d2f := d ◦ d f := d(d f) = 0 for any f .
The operator “d” is an anti-derivation in the algebra of Λ(X ) valued maps,
i.e. if the values of F are in X ∗∧k, then d(F∧G) = (dF)∧G + (−1)kF∧ (dG).
10.4 Integration of Vector Valued Functions
The Lebesgue integral for real valued functions on a measure space (Ω,A, µ)
—see section 3 —is presumed to be known, and also the Lebesgue spaces of
integrable functions—see section 6.3.
For a measure space (Ω,A, µ), a LCS X , a vector valued function f ∈
F (Ω,X ), and any x∗ ∈ X ∗, define the function x∗f : Ω 3 ω 7→ x∗f(ω) :=
〈x∗, f(ω)〉 ∈ R. If this new function is measurable for all x∗ ∈ X ∗, then f is
called weakly µ-measurable or just weakly measurable.
Maps f ∈ F (Ω,X ), which assume only finitely many values {xj}j=1,...,m,
and where the sets Ej ∈ A in Ω where f is constant— fEj ≡ xj —are
measurable, are called simple functions. Their integral over any measurable
set A is defined in the obvious way as X 3 vA =
∫
A
f dµ :=
∑m
j=1 xjµ(A∩Ej).
Assume that X is a Banach space. Then pointwise norm-limits of such simple
functions are called strongly µ-measurable, and their Bochner integral
is the limit of the integrals over the simple functions. Note that in this case
the function ‖f‖X is also measurable.
Finally, if f−1(B) ∈ A for any B ∈ BX (the Borel algebra of X ), f
is called Borel µ-measurable. The map f is called µ-essentially sepa-
rably valued, if f(Ω \ N) is separable, where N ∈ A is a null-set. Ob-
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serve that a mapping which is strongly µ-measurable, is equivalently weakly
or Borel µ-measurable and µ-essentially separably valued. One may write
L0(Ω,A, µ;X ) or just L0(Ω;X ) for such (equivalence classes of) measu-
rable maps, and similarly Lp(Ω;X ) for p > 0 if ω 7→ ‖f(ω)‖X is in the
“scalar” Lp(Ω). Such a function f is therefore Bochner integrable iff
the function Ω 3 ω 7→ ‖f(ω‖X ∈ R is Lebesgue integrable. The vector
X 3 vA :=
∫
A
f dµ is called the Bochner integral of f over A. Note that
L1(Ω;X ) ∼= L1(Ω) ⊗pi X = L1(Ω) ⊗(1) X , see section 8.5. Analogously one
may define Lp(Ω;X ) ∼= Lp(Ω) ⊗(p) X with 1 ≤ p ≤ ∞ in the obvious way.
Observe that for 1 ≤ p < ∞ one has Lp(Ω;X )∗ ∼= Lp∗(Ω;X ∗) where p∗ has
the usual meaning, if X has the Radon-Nikody´m property, for example if X
is reflexive.
A weakly measurable function f ∈ (Ω → X ) is called Dunford inte-
grable, if for all x∗ ∈ X ∗ the real valued function x∗f is Lebesgue integrable
(x∗f ∈ L1(Ω,A, µ)). Then there exists a vector vA ∈ X ∗∗ such that ∀x∗ ∈ X ∗
it holds that 〈x∗, vA〉 =
∫
A
x∗f dµ, the vector vA is called the Dunford in-
tegral of f over A. In case f is also Bochner integrable, the two integrals
coincide. In case the Dunford integral satisfies vA ∈ X ⊆ X ∗∗, the function
is called Pettis integrable and vA is the Pettis integral. If X is a normed
space, a norm may be defined via ‖f‖P1 = supx∗∈X∗{
∫
x∗f dµ : ‖x∗‖ ≤ 1}.
The space of such (equivalence classes of) Pettis integrable functions is so-
metimes denoted by P1(Ω;X ). Observe that P1(Ω;X ) ∼= L1(Ω) ⊗ε X , see
section 8.5.
In total we have: Bochner integrable ⇒ Pettis integrable ⇒ Dunford
integrable. Note that the integrals coincide if they all exist. Observe also
that Pettis and Dunford integrability do not require that X be a normed
space.
11 Manifolds
If M is a differentiable manifold, denote by T xM the tangent space at
x ∈ M, and by T ∗xM the cotangent space at x ∈ M. If at x ∈ M the
neighbourhood U ∈ U(x) provides a local chart, the tangent bundle T (M)
looks locally like
⊎
x∈U{x} × T xM, such that the smooth bundle section
v : U 3 x 7→ (x,v(x)) ∈ {x} × T xM ⊂ T (M), is a vector field. The local
projections for the tangent bundle T (M) and the cotangent bundle T ∗(M)
(and all other bundles) will be denoted by τM, such that τM : {x}×T xM 7→
x ∈M. For any section v in a bundle, it holds that τM ◦v(x) = x ∈M. The
space of vector fields on M is denoted by X (M), and the space of smooth
sections in the cotangent bundle—the covector fields—byX ∗(M); a space of
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differential forms of grade 1, i.e. of Pfaffians. The smooth bundle sections
E (M) are simply the C∞ maps into R.
The tangent bundle T (M) := T 01 (M) has as a typical fibre T xM, the
cotangent bundle T ∗(M) := T 10 (M) has typical fibre T ∗xM. Other tensor
bundles may be defined, and the bundle T mn (M) has typical fibre T mn (T xM)
—see section 8.1. Specifically, Λ(M) has typical fibre Λ(T xM), i.e. the
sections are differential forms. All these bundles are easily given a vector
space structure by locally defining for x ∈ M, α ∈ R, and t, s ∈ T mn (M)
with t|x := (x, tx) with tx ∈ T mn (T xM) by (α t)|x := (x, α tx) for α t, and
(s + t)|x := (x, sx + tx) for s + t.
Observe that any space of these vector space valued sections {q|q :M→
T mn (M) is not only as usual a vector space by pointwise definition of addition
and multiplication of scalars, but also a module over E (M), i.e. by defining
the multiplication by a φ ∈ E (M) again pointwise.
Through the duality of tangent and cotangent space, a section v ∈X (M)
in the tangent and a section β ∈ X ∗(M) in the cotangent bundle may be
combined to give a real valued function: E (M) 3 〈β,v〉 : M 3 x 7→
〈β,v〉(x) := 〈β(x),v(x)〉 ∈ R.
11.1 Tangent Map
If S is another manifold, and F : M → S is a differentiable map, the
tangent map maps the tangent bundles TF ∈ L (T (M),T (S)), such that
F ◦ τM = τS ◦ F∗, and is locally given by
TF : T (M) 3 v(x) = (x,v(x)) 7→ (F (x),DF (x)v(x)) ∈ T (S).
A diffeomorphism is a differentiable map F such that the inverse F−1 is also
a differentiable map.
As vector bundles are vector spaces under point-wise addition of tangent
vectors or differential forms and multiplication by scalars, TF has a natural
dual map, (TF )∗.
In what follows, consider differentiable functions ϕ, φ,∈ E (M) and ψ ∈
E (S), vector fields u,v,y ∈X (M) and w ∈X (S), as well as two co-vector
fields or differential forms β ∈X ∗(M) and γ ∈X ∗(S).
11.2 Lie Derivative
Both the notion of derivative and exterior derivative of functions can be ex-
tended to the manifold and tangent manifold through the device of directional
derivative in the direction of a vector in the tangent space T xM. This in-
volves looking at difference quotients along integral curves with this vector
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as tangent vector. Then for ϕ ∈ E (M) one has dϕ ∈X ∗(M). With a vector
field v ∈ X (M) one can associate the directional derivative of ϕ, the Lie
derivative, defined by Lvϕ(x) := 〈dϕ(x),v(x)〉 = ιvdϕ(x) —see section 8.3
for ιv. It is a derivation on the algebra E (M), as
Lv(ϕ(x)φ(x)) := 〈d(ϕ(x)φ(x)),v(x)〉
= φ(x)〈dϕ(x),v(x)〉+ ϕ(x)〈dφ(x),v(x)〉
=: φ(x)Lvϕ(x) + ϕ(x)Lvφ(x).
Thus the Lie derivative assigns to each differentiable function ϕ ∈ E (M)
a new function Lvϕ ∈ E (M), i.e. Lv ∈ L (E (M)). This allows one to define
the commutator [Lv,Ly] := Lv◦Ly−Ly◦Lv, which is again a derivation. The
unique vector field u such that [Lv,Ly] = Lu will be denoted by [v,y] := u,
and is called the Lie bracket of v and y, or the Lie derivative of y w.r.t v,
also denoted by Lvy := [v,y]. With this operation the space of vector fields
X (M) becomes a Lie algebra, as [v,y] = −[y,v].
For a differential form β ∈ X ∗(M), it follows from the derivation pro-
perty that its Lie derivative Lvβ ∈ X ∗(M) is the unique differential form
such that
∀u ∈X (M) : 〈Lvβ,u〉 = Lv(〈β,u〉)− 〈β,Lvu〉 = Lv(〈β,u〉)− 〈β, [v,u]〉.
In other words Lvβ := ιvdβ+ d(ιvβ), a “magical” formula of Cartan. With
this and the derivation property Lv may be extended to the whole tensor
algebra T (M), and to the algebra of differential forms Λ(M).
The derivation property means that altogether we have for ξ, η ∈ T (M):
Lv(ξ⊗η) = (Lvξ)⊗η+ ξ⊗ (Lvη), and for β, γ ∈ Λ(M) one has Lv(β∧γ) =
(Lvβ) ∧ γ + β ∧ (Lvγ).
11.3 Pull-Back and Push-Forward
Let F : M → S be a differentiable map. For functions, the pull-back
F ∗ : E (S) → E (M) of ψ ∈ E (S) is F ∗ψ := ψ ◦ F ∈ E (M), and the
push-forward F∗ : E (M)→ E (S) of ϕ ∈ E (M) is F∗ϕ := ϕ ◦F−1 ∈ E (S).
For vector fields, the pull-back F ∗ : X (S) → X (M) of w ∈ X (S) is
F ∗w := TF−1 ◦ w ◦ F ∈ X (M), and the push-forward F∗ : X (M) →
X (S) of v ∈X (M) is F∗v := TF ◦ v ◦ F−1 ∈X (S).
For differential forms, the pull-back F ∗ : X ∗(S) → X ∗(M) of γ ∈
X ∗(S) is F ∗γ := TF ∗ ◦ γ ◦ F ∈ X ∗(M), and the push-forward F∗ :
X ∗(M)→X ∗(S) of β ∈X ∗(M) is F∗β := TF−∗ ◦ β ◦ F−1 ∈X ∗(S).
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11.4 Riemann Metric
A section g :M→ Γ2(X ∗(M)) (this is a field of 2-fold covariant symmetric
tensors, see section 8.2), such that at each x ∈ M the 2-form gx is positive
definite, is called a Riemann metric. Hence for u,v ∈ T xM, the expression
gx(u,v) may be taken as inner product of the two vectors. A manifold M
together with a Riemannian metric g is called a Riemannian manifold
(M, g). For a function ϕ ∈ E (M), this allows to define the gradient as
the vector field ∇φ ∈ X (M), such that for all u ∈ X (M) it holds that
g(∇ϕ,u) = 〈dϕ,u〉 = Lu ϕ. Observe that for the definition of this vector
field one needs the Riemann metric, unlike the co-vector field dϕ ∈X ∗(M).
Given a C1 curve c : [0, 1]→M, the Riemann metric allows to define its
length
L(c) :=
∫ 1
0
√
gt(c′(t), c′(t)) dt,
where c′ ∈X (M) with c′(t) ∈ T c(t)M is the derivative of the curve at t.
A Riemann metric may be used to define a real metric τ on the manifold
M via
τ(x, y) := inf{L(c)| c is a piecewise C1 − curve between x and y}.
A curve realising the infimum is called a geodetic curve, and the metric is
sometimes also called the geodetic metric.
A Riemann metric also allows to define the Levi-C´ıvita´ connection or
covariant derivative ∇uv, with ∇u ∈ L (X (M)), of a vector field v ∈
X (M) with respect to another vector field u ∈ X (M) —for functions ϕ ∈
E (M) it coincides with the normal directional derivative ∇uϕ := Luϕ(x) =
g(∇ϕ, u) = 〈dϕ,u〉, hence here ∇u ∈ L (E (M)). It is a derivation and
therefore satisfies ∇u(ϕv) = (∇uϕ)v + ϕ∇uv for ϕ ∈ E (M). Similarly to
the Lie derivative (see section 11.2), this allows the covariant derivative to
be extended to the whole tensor algebra. It is also torsion free ∇uv−∇vu =
[u,v] = Luv (see section 11.2), and compatible with the Riemann metric
〈dg(v,w),u〉 = g(∇uv,w) + g(v,∇uw) = ιudg(v,w) = Lug(v,w). It may
be completely defined through the Koszul formula
2 g(∇uv,w) = 〈dg(v,w),u〉+ 〈dg(u,w),v〉 − 〈dg(u,v),w〉
− g(w, [u,v]) + g(v, [u,w]) + g(u, [w,v]),
as on the right hand side of the equation all terms have been defined pre-
viously and are well-known.
In contrast to the Lie derivative (see section 11.2), where no Riemann
metric was needed, this is essential here.
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The Riemann metric and its Levi-Cı´vita´ connection or covariant deriva-
tive may be used to define the Riemann curvature operator
∀u,v ∈X (M) : R(u,v) := ∇u∇v −∇v∇u −∇[u,v],
such that for fixed u,v this is a linear map X (M) 3 w 7→ R(u,v)w ∈
X (M), i.e. R ∈ L (X (M)2,L (X (M))). With this the Riemann curva-
ture tensor R ∈ T 40 (X (M)) may be defined via
∀u,v,w, z ∈X (M) : R(u,v,w, z) := g(R(u,v)w, z) ∈ R.
12 Convex Analysis
If X is a vector space, and f ∈ F (X ,R) a function(al), it is convex iff the
epigraph
epi f := {(x, α) ∈ X × R : f(x) ≤ α}
is convex in X × R. In this case the domain of f (cf. section 1.6) is
dom f = {x ∈ X : f(x) <∞}.
A convex function f is proper, iff dom f 6= ∅ and ∀x ∈ dom f : f(x) > −∞.
For a minimisation υ = infx∈C f(x) with a convex function f over a convex
set C, it is advantageous to extend f by f(x) +ψC(x), as the same minimum
(with less notation) is reached by υ = infx∈X {f(x) + ψC(x)}. The set of
minimisers M[(f) ⊆ X is convex.
If f is convex, then −f is concave. Note that affine functions are both.
The sets [f ≤ α] := {x ∈ X : f(x) ≤ α} are called (lower) sections. The
function f is quasi-convex iff [f ≤ α] is convex for each α. The convex
hull co f is the greatest convex function ≤ f (under the pointwise ordering
in R).
If f, g are convex functions, then the infimal or inf convolution is
f2g(x) := inf
y∈X
{f(x− y) + g(y)}.
For a convex functional g on Y and A ∈ L (X ,Y), the product from
the right gA on X is the composition g(Ax). The product from the left
is for a functional f on X
∀y ∈ Y : Af(y) := inf
Ax=y
f(x).
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12.1 Subdifferential and Fenchel-Transform
Let X be a LCS, then a subgradient of a convex functional f at x ∈ X is
any x∗ ∈ X ∗ such that
∀y ∈ X : f(x) + 〈x∗, y − x〉 ≤ f(y).
The set of all subgradients is the subdifferential of f , a closed convex subset
denoted by ∂f(x) ⊂ X ∗. A convex function f is called subdifferentiable at
x ∈ X iff ∂f(x) 6= ∅. For an extended convex f , it is clear that x ∈M[(f)⇒
0 ∈ ∂f(x). Note that if f is Gaˆteaux differentiable, ∂f(x) = {δf(x)}.
The function f is lower semi-continuous (lsc) iff [f ≤ α] is closed for
each α, or equivalently iff epi f is closed in X × R. This means that for
xj → x, one has lim inf f(xj) ≤ f(x). The lsc hull lsc f is the greatest lsc
function ≤ f (under the pointwise ordering in R). The closure of a convex
function f is
cl f :=
{
lsc f, if ∀x ∈ X lsc f(x) > −∞
−∞, otherwise.
The conjugate (again a place for confusion) or (Legendre-)Fenchel
transform of a functional f on X is
f∗ : X ∗ → R, f∗(x∗) = sup
x∈X
{〈x∗, x〉 − f(x)}.
It is a convex function on X ∗ —as the supremum of affine functions x∗ 7→
〈x∗, x〉 − f(x). Note the Fenchel inequality: ∀x ∈ X , x∗ ∈ X ∗ : f∗(x∗) +
f(x) ≥ 〈x∗, x〉. Observe that on a reflexive space the bi-conjugate f∗∗ =
cl co f . For a minimisation υ = infx∈X f(x), note that −f∗(0) = υ.
For a proper, convex and lsc function f , one has
x∗ ∈ ∂f(x) ⇔ x ∈ ∂f∗(x∗) and 〈x∗, x〉 = f(x) + f∗(x∗).
Observe that the indicator function (section 1.6) of a convex set A is a convex
function. For any positively homogeneous convex function of degree 1, one
has ∂f(x) = {x∗| x∗ ∈ ∂f(0) ∧ 〈x∗, x〉 = f(x)}.
The support function of a set A ⊆ X is ψ∗A(x∗), it is a convex function,
and ψ∗A(x
∗) = supx∈A〈x∗, x〉. If 0 ∈ A, then ψ∗A is positively homogeneous of
degree 1, andA = ∂ψ∗A(0). Observe that ψ∗A = ψ∗coA. For a setA, the domain
of the support functional dom ψ∗A = A∞ ⊆ X ∗ is a salient, pointed cone, the
barrier cone of A. It is convex iff A is so, and 0 ∈ A : A∞ = (A])∨. If A
is a cone, ψ∗A = ψA− , the indicator of the polar cone A−.
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The gauge or Minkowski-functional of a convex set A is a convex func-
tion defined by (where it is assumed that 0 ∈ A)
µA(x) := inf{α > 0|x ∈ αA}.
In case A is weakly closed, absolutely convex, and absorbent (such sets are
called barrels), the Minkowski-functional µA is a seminorm on X . If ∅ 6=
A ⊆ X ∗ is weak* bounded and absolutely convex, ψ∗A is a seminorm on X .
Observe that here ψ∗A = µAo . And if A is a closed, convex set with 0 ∈ A,
one has A∞ = (A∧)	 and A = {x| µA(x) ≤ 1}.
12.2 Cones and Polars
For a subset C ⊆ X in a LCS, we have the
spanned or generated cone C∨ = ⋃λ≥0 λC ⊆ X .
recession cone C∧ = ⋂λ≥0 λC ⊆ X .
(absolute) polar Co = {x∗|∀x ∈ C : |〈x∗, x〉| ≤ 1} ⊆ X ∗.
lower polar C[ = {x∗|∀x ∈ C : 〈x∗, x〉 ≥ −1} ⊆ X ∗.
upper polar C] = {x∗|∀x ∈ C : 〈x∗, x〉 ≤ 1} ⊆ X ∗.
negative polar cone C	 = {x∗|∀x ∈ C : 〈x∗, x〉 ≤ 0} ⊆ X ∗.
positive polar cone C⊕ = {x∗|∀x ∈ C : 〈x∗, x〉 ≥ 0} ⊆ X ∗.
annihilator cone C⊥ = {x∗|∀x ∈ C : 〈x∗, x〉 = 0} ⊆ X ∗.
barrier cone C∞ = {x∗|ψ∗C(x∗) = supx∈C〈x∗, x〉 <∞} = domψ∗C ⊆ X ∗.
Observe that C∧ ⊆ C∨. Also note that Co ⊆ C] ⊆ C∞, as well as C	 ⊆ C],
and C⊥ ⊆ Co, and C⊥ = C	 ∩ C+.
12.3 Perturbations, Lagrangians, and Hamiltonians
For a primal minimisation problem υ = infx∈X f(x) consider pertur-
bations F : X × U → R —where U is another LCS—such that ∀x ∈
X : f(x) = F (x, 0). Consider the perturbed minimisation problem
υ(u) = infx∈X F (x, u), such that υ = υ(0). If F is convex, so is the mi-
nimal value function υ : U → R.
With the perturbations F , a Lagrangian may be defined as
`(x, u∗) := inf
u∈U
{F (x, u) + 〈u∗, u〉}.
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Note that f(x) = supu∗∈U∗ `(x, u
∗) under appropriate conditions. The dual
problem is defined via g(u∗) = infx∈X `(x, u∗); where the function g is
concave, and
G(u∗, x∗) := inf
x∈X
{`(x, u∗) + 〈x∗, x〉},
so that g(u∗) = G(u∗, 0). Note that g(u∗) = infx∈X `(x, u∗) under ap-
propriate conditions. With g and G associate the dual problem γ =
supu∗∈U∗ g(u
∗), and the optimal value function γ(x∗) = supu∗∈U∗ G(u
∗, x∗).
Solutions to the dual problem u¯∗ ∈ U∗ are Lagrange multipliers of the
primal problem.
It is clear that
∀x ∈ X , u∗ ∈ U∗ : f(x) = sup
v∗∈U∗
`(x, v∗) ≥ `(x, u∗) ≥ inf
y∈X
`(y, u∗) = g(u∗),
and therefore
υ = inf
x∈X
f(x) = inf
x∈X
sup
u∗∈U∗
`(x, u∗) ≥ sup
u∗∈U∗
inf
x∈X
`(x, u∗) = sup
u∗∈U∗
g(u∗) = γ.
If equality υ = γ holds, this is called the saddle-value, and a point (x¯, u¯∗) ∈
X × U∗ such that
∀x ∈ X , u∗ ∈ U∗ : `(x, u¯∗) ≥ `(x¯, u¯∗) ≥ `(x¯, u∗)
is a saddle-point. Observe that (x¯, u¯∗) is a saddle-point iff x¯ solves the
primal minimisation problem, i.e. υ = f(x¯), and u¯∗ solves the dual problem,
γ = g(u¯∗), and one has x¯ ∈ ∂γ(0) and u¯∗ ∈ ∂υ(0).
For the special primal minimisation problem υ = infx∈X F (x,Ax), where
A ∈ L (X ,U), define the Hamiltonian
H(x, u∗) := sup
u∈U
{〈u∗, u〉 − F (x, u)}.
If x¯ ∈ X is a solution to υ = infx∈X F (x,Ax) and u¯∗ ∈ U∗ is a Lagrange
multiplier, one has the Euler-Lagrange relations
(−A∗u¯∗, u¯∗)T ∈ ∂F (x¯, Ax¯).
This is equivalent to the Hamiltonian relations (with partial subdifferen-
tials)
Ax¯ ∈ ∂u∗H(x¯, u¯∗) and A∗u¯∗ ∈ ∂xH(x¯, u¯∗).
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13 Stochastics
A random variable (RV) X ∈ L0(Ω,A,P) is a measurable map on a probabi-
lity space, i.e. a measurable space with a finite measure P, the probability
measure, normed such that Pr(Ω) := P(Ω) = 1 (total probability). Associa-
ted to a random variable is its distribution measure, the push-forward of P
(also called the law of X) µX := X∗P on (R,BR) —the real numbers with the
Borel sets, given for A ∈ BR by PrX(A) = µX(A) := X∗P(A) = P(X−1(A)).
Often subsets of Ω are defined by X−1(A), where A ⊆ R (e.g. {ω|X(ω) ≤ c}
for c ∈ R). Then P(X−1(A)) = µX(A), and this is often abbreviated to e.g.
Pr(X ≤ c) = P(X ≤ c) := µX(]−∞, c]) = P(X−1(]−∞, c])).
13.1 Distribution Function and Density
The distribution function of X on R is given by ∀x ∈ R : FX(x) :=
PrX(] −∞, x]) = µX(] −∞, x]) = P(X ≤ x) = PrX(X ≤ x). Of course FX
is non-negative and non-decreasing, with obviously limx→−∞ FX(x) = 0 and
limx→∞ FX(x) = 1. With this function, one may write for any ϕ ∈ Cb(R)
〈µX , ϕ〉 = 〈X∗P, ϕ〉 =
∫
R
ϕdµX =
∫
R
ϕ(x)µX(dx) =
∫
R
ϕ(x) dFX(x),
where the last integral is a Lebesgue-Stieltjes integral. Observe that na-
turally 〈µX , 1〉 =
∫
R dµX = 1. Obviously µX = X∗P is also a continuous
functional on D(R) = C∞c (R).
The derivative in the sense of distributions of FX (or µX) is the proba-
bility density fX :=
d
dxFX , and 0 ≤ fX in the order induced on D ′(R)
through the normal pointwise order on D(R). Sometimes one only speaks of
probability density in case fX ∈ L1(R) is a regular distribution (in that case
µX is absolutely continuous—see section 3—w.r.t. Lebesgue measure on R,
and ‖fX‖L1 = 1), although most things are simpler with the more general
definition.
13.2 Moments and Characteristic Function
In case X ∈ L1(Ω,P), the number E(X) :=
∫
Ω
X dP is the expectation,
mean or expected value of X, also denoted by 〈X〉 or X¯. This is also
given by E(X) =
∫
R xµX(dx) =
∫
R xdFX(x) =
∫
R x fX(x) dx. For X ∈
L2(Ω,P) ⊂ L1(Ω,P), the variance of X is the expected value of (X − X¯)2.
More generally, for k ∈ N0, the k-th moment is µk := E(Xk), and the
k-th central moment (with X˜ := X − X¯ the zero-mean random part) is
µ˜k := E(X˜k).
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The Fourier transform of a random variable (RV) X —or rather its
distribution measure—is its characteristic function ϕX(y) := Xˆ(y) :=
E(exp(iyX)) =
∫
R exp(iyx)µX(dx). Note that µk = i
k dk
dyk
ϕX(0). While
this function is defined for all y ∈ R, the Laplace transform of X —
or rather its distribution measure—is the moment generating function
ψX(z) := E(exp(zX)) =
∫
R exp(zx)µX(dx), and it may not be defined
for all z ∈ C, but certainly near the origin, and one has µk = dkdzkψX(0).
Hence, where defined, ψX(z) =
∑∞
k=0 µk
zk
k! . The cumulant function is
κX(z) := ln(ψX(z)) =
∑∞
k=1 κk
zk
k! , and the coefficients κk =
dk
dzk
κX(0) are
the k-th cumulants of the RV X.
Closely related is the Θ- or Hermite-Laplace transform ϑX(z) :=
ez
2/2ψX(z) =
∑∞
k=0 νk
zk
k! , and the coefficients νk =
dk
dzk
ϑX(0) are the k-th
quasi-moments of X. If the RV Y = f(X) ∈ L2(µX) is a function of a
Gaussian RV X with zero mean E(X) = 0 and unit variance E(X2) = 1,
the quasi-moments are generated from the k-th Hermite polynomial hk(t) :=
(−1)ket2/2 dk
dtk
e−t
2/2 via νk = E(Y hk(X)) = E(f(X)hk(X)) = E(Dkf(X)).
The RV Y = f(X) may then be written as a series of polynomials of the
Gaussian RV X as Y =
∑∞
k=0 νk
hk(X)
k! , convergent in L2(µX) —the scaled
Hermite polynomials {hk(t)/
√
k!}∞k=0 are a CONS in L2(µX). This is Wie-
ner’s polynomial chaos expansion (PCE).
13.3 Vector Valued Random Variables
For a LCS X with the Borel algebra BX —see section 3, a measurable
mapping X ∈ L0(Ω;X ) ⊆ F (Ω,X ) is called a X -valued random variable.
The measure µX := X∗P induced on (X ,BX ) via µX(A) := P(X−1(A) for
A ∈ BX is again called the distribution measure of X.
In case X ∈ L1(Ω,P;X ), the vector E(X) :=
∫
Ω
X dP is the expectation
or expected value of X, also denoted by 〈X〉 or X¯. If X,Y ∈ L2(Ω,P;X ),
the correlation is the bilinear form E(X ⊗ Y ), and the covariance the
bilinear form CovX := E((X − X¯) ⊗ (Y − Y¯ )); and closely related is the
covariance operator CX : X ∗ 3 x∗ 7→ CovX(x∗, ·) ∈ (X ∗)′. More generally,
for X ∈ Lk(Ω,P;X ) and k ∈ N0, the k-th moment is µk := E(X⊗k) ∈ X∨k,
and the k-th central moment (with X˜ := X − X¯ the zero-mean random
part) is µ˜k := E(X˜⊗k) ∈ X⊗k.
Again the Fourier transform of a random variable (RV) X —or rather
its distribution measure—is a function defined on the dual X ∗, its charac-
teristic function ϕX(x
∗) := E(exp(i〈x∗, X〉)) = ∫X exp(i〈x∗, x〉)µX(dx) ∈
F (X ∗,C). Note that µk = ikDkϕX(0). While this function is defined for
64
http://www.digibib.tu-bs.de/?docid=00040940 11/08/2011
all x∗ ∈ X ∗, the Laplace transform of X —or rather its distribution mea-
sure—is the moment generating function ψX(z) := E(exp(〈z,X〉)) =∫
X exp(i〈z, x〉)µX(dx) ∈ F (X ∗c ,C), and it is not defined for all z ∈ X ∗c :=
X ⊕ iX in the complexification of X , but one has µk = DkψX(0) ∈ X∨k.
Hence, where defined, ψX(z) =
∑∞
k=0
1
k!µkz
∨k. The cumulant function is
κX(z) := ln(ψX(z)) =
∑∞
k=1
1
k!κkz
∨k, and the coefficients κk = DkκX(0) ∈
X∨k are the k-th cumulants of the RV X.
Closely related is the Θ- or Hermite-Laplace transform ϑX(z) :=
e〈z,z〉/2ψX(z) =
∑∞
k=0
1
k!νkz
∨k, and the coefficients νk = DkϑX(0) ∈ X∨k are
the k-th quasi-moments of X.
13.4 Integration Algebra
Another view [23], which treats RVs more as primary objects and does not
demand from the outset to define a measure space with measurable functions,
is that the RVs are elements of an associative algebra, or to be more precise,
a B*-algebra B over C. Such an algebra is as vector space a Banach space
(see section 4.1), the algebra multiplication is continuous (it satisfies ∀x, y ∈
B : ‖xy‖ ≤ ‖x‖‖y‖), and has an algebra-anti-automorphism, which is an
involution (see section 1.6), denoted by ∗ : x 7→ x∗, such that (the ‘anti’-
linearity) ∀α ∈ C : ∗(αx) = α¯ ∗ (x) = α¯x∗. The B*-condition is that
‖x‖ = ‖x∗‖ (C*-algebras in addition satisfy ‖x∗x‖ = ‖x‖2). For simplicity,
assume that the algebra has an identity e, where necessarily one has e∗ = e.
Elements y which may be written as y = x∗x are called positive, and if
x∗ = x, the element x is called self-adjoint. Positive elements are self-
adjoint, and the set of positive elements is a convex cone, defining a partial
order relation (see section 1.5) 0 ≤ x. For positive elements 0 ≤ x and any
k ∈ N there is a positive y such that yk = x (the positive k-th root).
Of course C with complex conjugation as involution is both a B*- and a
C*-algebra, as is F (A,C) (A any set), and its sub-algebras like B(A,C), or
L∞(A,C), Bb(A,C), and C(A,C). These examples are all also commutative,
a non-commutative example is C(n×n) and its sub-algebras, with ∗(A) := A∗
for A ∈ C(n×n) (see section 1.9), as is the algebra of operators on a complex
Hilbert space L (H), and its sub-algebras like the compact operators L0(H).
One assumes that on this algebra a positive linear functional E ∈ L (B,C)
is given (an abstract integral), such that
• E(x∗) = E(x), i.e. E commutes with involution.
• E(x) ≥ 0 if 0 ≤ x, the positivity condition, i.e. E is isotone. By passing
to a factor algebra if necessary, one may assume that E(x) = 0 iff x = 0.
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• E(xy) = E(yx).
• |E(x∗yx)| ≤ c(y)E(x∗x), where R 3 c(y) > 0 depends only on y.
Most obvious examples are for a topological measure space the already men-
tioned B*-algebras (with pointwise multiplication) L∞(A,C), Bb(A,C), and
C(A,C), or L1(A,C) (with convolution the algebra multiplication), and E
the usual integral. If A ⊂ L (H) is a commutative B*-sub-algebra and x ∈ H
any vector, the functional may be defined for A ∈ A via E(A) := 〈Ax|x〉H
and the adjoint as *-involution. Another example for A ∈ C(n×n) (with
the conjugate transpose as *-involution) is E(A) := trA, which may also be
taken for a nuclear operator A ∈ L1(H) (see section 4.6.1) with E(A) := trA.
As via the Gelfand -homomorphism a commutative B*-algebra is isomor-
phic to the continuous functions on its spectral space or spectrum—the subset
S ⊂ B∗ \ {0} of the dual which are also *-algebra homomorphisms into C—a
functional like E defines an element of the dual, i.e. a Baire measure (see sec-
tion 3). This measure may then be used to define an integral on S, connecting
integration algebras with the usual measure theoretic approach. As one may
set E(e) = 1, the measure then is a probability measure.
For a real algebra, the functional E is real-valued. In case B = C(A,R),
the *-involution may be taken as the identity, in case B = R(n×n) the *-
involution is the transpose A 7→ AT , and for A ∈ L (H) or A ∈ L1(H) it
could be the adjoint.
Via 〈x|y〉B := E(x y∗) an inner product may be defined on B, making
it into a pre-Hilbert space. Multiplication by a fixed element a ∈ B such
that La : x 7→ ax is then a representation of B in an algebra of continuous
operators on a Hilbert space.
This approach may be in many cases simpler and more natural, in particu-
lar when considering random variables which are not real - or complex-valued,
i.e. random processes and fields.
13.5 Convergence
Convergence of a sequence of RVs Xn(ω) on a probability space (Ω,A,P)
towards a RV X(ω):
uniformly : Convergence in the strong topology ofBb(Ω,A) with the ‖·‖∞-
norm.
almost uniformly : For any  > 0∃A ∈ A with P(A) <  such that the
sequence converges in the strong topology of Bb(Ω \ A,A) with the
‖ · ‖∞-norm.
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essentially uniformly : Convergence of the sequence in the strong topo-
logy of L∞(Ω,A,P) with the ‖·‖∞-norm. A special case of convergence
in the p-th mean with p =∞.
pointwise (does not make much sense as Xn may be changed on sets of
measure zero): ∀ω ∈ Ω : Xn(ω) → X(ω). This is convergence in the
simple or product topology on F (Ω,R) = RΩ . Denoted as Xn
s→ X.
Coincides with order convergence in Bb(Ω,A)
pointwise a.s. or a.e. : ∃N ∈ A,P(N) = 0, ∀ω ∈ Ω \N : Xn(ω)→ X(ω).
This is convergence in the final topology on L0(Ω,A) inherited from the
simple or product topology on F (Ω,R) = RΩ . Denoted as Xn
a.s.→ X.
Coincides with order convergence in L0(Ω,A).
in p-th mean : in the strong topology of Lp(Ω,A,P), usually with p ≥ 1.
May be simply denoted as Xn → X as it is the strong convergence
of RVs, or also by Xn
m.p.→ X. Especially with p = 2, this is called
convergence in mean square, and is denoted by Xn
m.s.→ X = l.i.m.Xn,
meaning limit in mean square.
in probability (in measure): in the metric topology of L0(Ω,A,P), see sec-
tion 3. Sometimes denoted as Xn
P→ X.
weakly in Lp in a functional analytic sense: in the weak topology of some
Lp(Ω,A,P). Denoted as Xn ⇀ X.
weakly in measure : convergence of distribution measure on Cb(Ω).
weak* in measure/ in distribution : convergence of distribution mea-
sure on C0(Ω). This is the weak* topology on the measure space.
Denoted as Xn
∗
⇀ X, or as Xn
d→ X.
vaguely in measure : convergence of distribution measure on Cc(Ω). May
be denoted as Xn
v→ X.
14 Available Fonts
First look at different fonts in text mode, c.f. section 14.1. The commands
have been abbreviated in the nfontdef.sty file. After that consider special
symbols section 14.2 and section 14.3, and finally fonts in math-mode, c.f.
section 14.4.
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14.1 Fonts in Text
• Emphasised text is typed like this: \emph{Emphasised}.
This is emphasised text, which is written as
{\em This is {\em emphasised} text}.
• Bold text is typed like this: \tbf{Bold}.
This is bold text, which is written as
{\bff This is bold text}.
• Italic text is typed like this: \tit{Italic}.
This is italic text, which is written as
{\itf This is italic text}.
• Slanted text is typed like this: \tsl{Slanted}.
This is slanted text, which is written as
{\slf This is slanted text}.
• Sans Serif text is typed like this: \tsf{Sans Serif}.
This is sans serif text, which is written as
{\sff This is sans serif text}.
• Typewriter text is typed like this: \ttt{Typewriter}.
This is typewriter text which is written as
{\ttf This is typewriter text}.
• Small Caps text is typed like this: \tsc{Small Caps}.
This is small caps text, which is written as
{\scf This is small caps text}.
14.2 Non-ASCII Characters
All the TEX-Ways for “Umlaute” naturally work too: “a¨A¨ o¨O¨ u¨U¨ ß e´e` aˆAˆ
E`E´ c¸C¸ n˜N˜ y¨e¨ ı¨¨I sˇSˇ cˇCˇ c´C´ o˘ o˝ o. o¯
oo o¯ o˙ ¶§? ¿ ! ¡ œŒæÆa˚A˚ c©... ”.
14.3 Special Symbols
$ & % # { } [ ] are easy to produce.
14.4 Fonts in Math
Normal math font: abcdefl`ABCDEF , which is usually the same as
Italic math font: abcdefABCDEF , or y = Ax.
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Bold math font: abcdefl`ABCDEF , or y = Ax.
SansSerif math font: abcdeflABCDEF, or y = Ax.
Bold SansSerif math font: abcdeflABCDEF, or y = Ax.
Roman math font: abcdeflABCDEF
Bold Roman math font: abcdeflABCDEF, or y = Ax.
Typewriter math font: abcdeflABCDEF
And some fancier fonts:
EF Euler Fraktur math font: abcdeflABCDEFLUVWXYZ, or l ∈ A.
Cal Calligraphic math font: ABCDEFLUVWXYZ
BBD Black Board Double math font: ABCDEFLNZQRCXY
Scr Script math font: ABCDEFLU V W X Y Z
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