Spatial resolution of digital images are limited due to optical/sensor blurring and sensor site density. In single-chip digital cameras, the resolution is further degraded because such devices use a color filter array to capture only one spectral component at a pixel location. The process of estimating the missing two color values at each pixel location is known as demosaicking. Demosaicking methods usually exploit the correlation among color channels. When there are multiple images, it is possible not only to have better estimates of the missing color values but also to improve the spatial resolution further (using super-resolution reconstruction). In this paper, we propose a multi-frame spatial resolution enhancement algorithm based on the projections onto convex sets technique.
INTRODUCTION
In a digital camera, there is a rectangular grid of electroncollection sites laid over a silicon wafer to measure the amount of light energy reaching each of them. When photons strike these sensor sites, electron -hole pairs are generated, and the electrons generated at each site are collected over a certain period of time. The numbers of electrons are eventually converted into pixel values.
To produce color pictures, this image acquisition process is modified in various ways. The first method is to use beam-splitters to split the light into several optical paths and use different spectral filters on each path to capture different spectral components. This method requires precise alignment of images from each color channel. Another possibility is to capture multiple pictures with a single sensor; each time a different color filter placed in front of the whole sensor. The alternative and less-expensive method is to use a mosaic of color filters to capture only one spectral component at each sensor site. The color samples obtained with such a color filter array (CFA) must then be interpolated to estimate the missing samples. Because of the mosaic pattern of the color samples, this CFA interpolation problem is also referred to as 'demosaicking' in the literature [1] . Although the last method causes a loss of spatial resolution in every color channel, it is usually the preferred one because of its simplicity and lower cost.
The most commonly used CFA pattern is the 'Bayer' pattern. In a Bayer pattern, green samples are obtained on a quincunx lattice, and red and blue samples are obtained on rectangular lattices. The green channel is more densely sampled than the red and blue channels because the spectral response of a green filter is similar to the human eye's luminance frequency response.
If the measured image is divided by measured color into three separate images, this problem looks like a typical image interpolation problem. Therefore, standard image interpolation techniques can be applied to each channel separately. Bilinear and bicubic interpolations are common image interpolation techniques that produce good results when applied to gray-scale images. However, when they are used for the demosaicking problem, the resulting image shows many visible artifacts. This motivates the need to find a specialized algorithm for demosaicking problem. There is a variety of demosaicking algorithms in the literature, including edge-directed [2, 3] , constant-hue-based [4] [5] [6] [7] , Laplacian as correction terms [8] , alias canceling [9] , projections onto convex sets (POCSs)-based [10] , Bayesian [11] , artificial neural networks-based [12] , and homogeneity-directed [13] interpolation methods. Two important ideas in these algorithms are avoiding interpolation across edges and exploiting the correlation among the color channels. These two ideas are put into work in various ways.
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When there are multiple images, spatial resolution can be improved beyond the physical limits of a sensor chip. This multi-frame resolution enhancement is known as superresolution reconstruction. Although there have been a significant amount of work on super-resolution image reconstruction, there are only few recent efforts modeling CFA sampling and addressing issues related to image reconstruction from CFAsampled data.
In [14] , data fidelity and regularization terms are combined to produce high-resolution images. The data fidelity term is based on a cost function that consists of the the sum of residual differences between actual observations and high-resolution image projected onto observations (simulated observations). Regularization functions are added to this cost function to eliminate color artifacts and preserve edge structures. These additional constraints are defined as luminance, chrominance and orientation regularization in [14] . A similar algorithm is presented in [15] .
Among different demosaicking approaches, the POCS-based demosaicking algorithm has one of the best performances [1, 10] . One advantage of the POCS framework is that new constraints can be easily incorporated into a POCS-based algorithm. Here, we present POCS-based algorithms for multiframe resolution enhancement of Bayer CFA-sampled images. We investigate two approaches: demosaicking and superresolution (DSR) and only super-resolution (OSR). In DSR approach, we separate the restoration process into two parts. The first part is multi-frame demosaicking, where missing color samples are estimated. The second part is super-resolution reconstruction, where subpixel level resolution is achieved. In OSR approach, super-resolution image is reconstructed without demosaicking, using Bayer pattern masks only for computing the residual of each color channel.
In Section 2, we present an imaging model that includes CFA sampling. We introduce our POCS-based multi-frame demosaicking algorithm in Section 3. This section includes three constraint sets and corresponding projection operators for multi-frame demosaicking. In Section 4, we explain how to achieve subpixel resolution. Experimental results and discussions are provided in Section 5.
IMAGING MODEL
We use an image acquisition model that includes CFA sampling in addition to motion and blurring. The model has two steps: the first step models conversion of a high-resolution full-color image into a low-resolution full-color image. The second step models color filter sampling of full-color lowresolution image.
Let x S be a color channel of a high-resolution image, where a channel can be red (x R ), green (x G ) and blue (x B ). The ith observation, y 
where K is the number of input images, W (i) the warping operation (to account for the relative motion between observations), C the convolution operation (to account for the point spread function of the camera) and D the downsampling operation (to account for the spatial sampling of the sensor).
The full-color image (y
is then converted into a mosaicked observation z (i) according to a CFA sampling pattern:
where M S takes only one of the color samples at a pixel according to the pattern. For example, at red pixel location,
We investigate two approaches to obtain x S . In DSR approach, each full-color low-resolution image y , and then superresolution reconstruction is applied to these estimates y 
MULTI-FRAME DEMOSAICKING
In this section, we introduce multi-frame demosaicking, where multiple images are used to estimate missing samples in a Bayer-sampled color image. The process is based on the POCS technique, where an initial estimate is projected onto convex constraint sets iteratively to reach a solution that is consistent with all constraints about the solution [16] . This algorithm is based on the demosaicking approach presented in [10] . In [10] , we define two constraint sets. The first constraint set stems from inter-channel correlation. It is based on the idea that high-frequency components of red, green and blue channels should be similar in an image. This turns out to be a very effective constraint set that also used in this paper.
The second constraint set ensures that the reconstructed image is consistent with the observed data of the same image. This constraint set can be improved when there are multiple observations of the same scene. A missing sample (due to the CFA sampling) in an image could have been captured in another image due to the relative motion between observations. It is possible to obtain a better estimate of a missing sample by taking multiple images into account. Therefore, we define a constraint set based on samples coming from multiple images. Page 2 of 14 M. GEVREKCI et al.
In addition to previous constraint sets, we propose a third constraint set in this paper to achieve color consistency. Consistent neighbors of a pixel are determined according to both spatial and intensity closeness. Intensity of a pixel is updated using the weighted average value of its consistent neighbors. These constraint sets are examined in following sections.
Detail constraint set
Let W k be an operator that produces the kth subband of an image. There are four frequency subbands (k ¼ LL, LH, HL, HH) corresponding to low-pass filtering and high-pass filtering permutations along horizontal and vertical dimensions. (A brief review of the subband decomposition is provided in the appendix.)
The 'detail' constraint set (C d ) forces the details (highfrequency components) of the red and blue channels to be similar to the details of the green channel at every pixel location (n 1 , n 2 ), and is defined as follows:
where T d (n 1 , n 2 ) is a positive threshold that quantifies the 'closeness' of the detail subbands to each other. For details and further discussion on this constraint set, we refer the reader to [10] .
Observation constraint set
The interpolated color channels must be consistent with the color samples captured by the digital camera for all images.
Even if a color sample does not exist in an image as a result of Bayer sampling, that particular sample could have been captured in another frame (due to motion). By warping all captured samples onto the common frame to be demosaicked, we can obtain a good estimate of the missing samples. Figure 1 illustrates the sampling idea. In the figure, red channels of three Bayer-sampled images are shown. The grid locations with 'triangles', 'circles' and 'squares' belong to same color channel. We would like to estimate the missing samples in the middle image. The other two images warped onto the middle image. The estimation problem now becomes an interpolation problem from a set of nonuniformly sampled data. After the interpolation, we obtain an 'observation' image, ȳ S (i)
. The demosaicked samples y S (i) should be consistent with this observation image ȳ S (i)
. To make sure that, we can define the 'observation' constraint set C o as follows:
where T o (n 1 , n 2 ) is a positive threshold to quantify the closeness of the estimated pixels to the averaged data. The observation image ȳ S (i) should be interpolated from nonuniformly located samples. There are different approaches to do nonuniform interpolation. One approach is to take a weighted average of all samples within a neighborhood of a pixel in question. For example, if Euclidean distance between a sample and the pixel in question is d, then the weight of the sample could be set to be proportional to e
, where s is a constant parameter. This requires accurate geometric registration as weight of each sample is determined according to the spatial closeness to the sampling location. In our experiments, we used simple bilinear interpolation to estimate the missing samples, that is, all frames are warped onto the reference frame using bilinear interpolation. These warped images are then averaged to obtain ȳ S (i) . One benefit of using this constraint set is noise reduction. When the input data is noisy, constraining the solution to be close to the observation image ȳ S (i) prevents amplification of noise and color artifacts.
Color consistency constraint set
The third constraint set is the color consistency constraint set. It is reasonable to expect pixels with similar green intensities to have similar red and blue intensities within a small 
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Page 3 of 14 spatial neighborhood. Therefore, we define spatio-intensity neighborhood of a pixel. Suppose that green channel x G of an image is already interpolated and we would like to estimate the red value at a particular pixel (n 1 , n 2 ). Then, the spatio-intensity neighborhood of the pixel (n 1 , n 2 ) is defined as
and y
where t S and t I are spatial and intensity neighborhood ranges, respectively. Figure 2 illustrates spatio-intensity neighborhood for a one-dimensional signal. In that figure, we would like to determine the spatio-intensity neighbors of the pixel in the middle. The spatial neighborhood is determined by t S , and the intensity neighborhood is determined by t I . The yellow region shows the spatio-intensity neighborhood. The spatio -intensity neighbors of a pixel should have similar color values. One way to measure color similarity is to inspect color differences between red and green channels (and blue and green channels). These differences are expected to be similar within the spatio-intensity neigborhood N(n 1 , n 2 ). Therefore, the color consistency constraint set can be defined as follows:
where ( . ) is averaging within the neighborhood N(n 1 , n 2 ), and T c (n 1 , n 2 ) is a positive threshold. We perform the averaging operation ( . ) using the bilateral filter concept [17] . Using a Gaussian filter near edges causes interpolation across different regions, which leads to blurring. Bilateral filter was proposed to perform image smoothing without blurring across images. It performs averaging in both spatial domain and intensity range of the neighborhood and can be formulated as follows
where Z is the normalizing constant. Note that when t I and t S are kept relatively large, s I and s S become the real governing parameters. Also note that we have defined the spatio-intensity neighborhood within a frame. This can be extended to multiple images using motion vectors. The idea is illustrated in Fig. 3 . An issue to be considered with all these constraint sets is the selection of the threshold values T d (n 1 , n 2 ), T o (n 1 , n 2 ), and T c (n 1 , n 2 ). The detail constraint set should be tight [i.e. T d (n 1 , n 2 ) should be small] when the inter-channel correlation is high [10] . When the images are noisy, a strict observation constraint that forces the solution toward the average image ȳ S (i) would prevent color artifacts. Therefore, noise variance and the number of images used to obtain ȳ S (i) should be considered during the selection of T o (n 1 , n 2 ). If the images were noise-free and the warping process was perfect, then we would keep T o (n 1 , n 2 ) very small. The color consistency threshold T c (n 1 , n 2 ) determines how much the color difference smoothness is enforced. The selection of the spatio-intensity neighborhood is also critical in this constraint set. When the spatial range t S is too large, local spatial neighborhood assumption could be violated. When t S is too small, noise might become an issue. On the other hand, the intensity range t I should not be too large not to take unrelated pixels into account. In our experiments, we determined optimal parameters by trial-and-error. We leave the robust and automatic parameter selection issue as a future work.
Projection operations
In this section, we define projection operators for the aforementioned constraint sets. ] of a color channel y S (i) onto the detail constraint set C d as follows [10] : where
Detail projection can be implemented efficiently in wavelet domain. W k corresponds to decomposing the signal into kth subband, and U k is the synthesis filter for the kth subband. Decomposition and synthesis filters should satisfy the perfect reconstruction condition, which is given in the appendix. Remember that detail projection is applied to red and blue channel, as S ¼ R, B for detail projection.
Projection onto observation constraint set
Although detail projection provides consistency of highfrequency components of color channels, this forced correlation may result in deviation from actual values. In order to prevent this possible deviation, intermediate result is also projected onto each observations as such 
where S ¼ R, B. The overall procedure of multi-frame demosaicking is provided in Algorithm 1.
ACHIEVING SUBPIXEL RESOLUTION
Using multiple images, it is possible to achieve subpixel resolution. This process is known as super-resolution FIGURE 3. The spatio-intensity neighborhood of a pixel can be defined for multiple images. The corresponding point of a pixel is found using motion vectors; using the parameters t S and t I , the neighborhood (yellow regions) is determined.
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reconstruction. We consider two approaches for CFAsampled images: DSR and OSR.
DSR approach
In DSR approach, demosaicking is first performed on each frame, and then super-resolution reconstruction is applied to the demosaicked images. For demosaicking, either singleframe demosaicking or multi-frame demosaicking (as presented in this paper) can be applied. For super-resolution reconstruction, each color channel can be treated separately using any of the super-resolution algorithms in the literature. Figure 4 illustrates this idea for the iterated back-projection super-resolution algorithm [18] . Starting with an initial estimate for the high-resolution image, warping, blurring and downsampling operations are applied to produce a simulated observation. The residual between the simulated observation and the actual observation y S (i) is then back-projected. The back-projection operation includes upsampling by zero insertion, blurring and back-warping. This is done for each channel separately. The process is repeated for a fixed number of iterations or until convergence.
OSR approach
The other approach is to perform DSR reconstruction jointly. That is, a high-resolution image is reconstructed from the input data z (i) without estimating full-color low-resolution images y S (i)
. Figure 5 shows an illustration of this approach. The reconstruction process is based on the iterated backprojection algorithm: a high-resolution image estimate is warped, blurred, downsampled and CFA sampled to create a simulated observation. The residual between this simulated observation and the actual observation is computed, and then back-projected as explained previously. Note that in this approach, the samples are more sparsely located than the DSR approach. This may create a problem (reconstruction artifacts) when there is not sufficient number of input images. The convolution kernels should have larger basis to compensate for the sparse sampling.
EXPERIMENTS

Comparison of single-frame demosaicking algorithms
We would like to show the contribution of the spatio-intensity-based constraint set to the alternating projections framework of [10] . Figure 6 shows the merit of spatio-intensity constraint set. Mean square error with and without consistency constraint set is 16.85 and 16.90, and mean square error of [19] is 16.34. Although there is a slight decrease in objective error, proposed constraint set makes algorithm superior in visual reconstruction as shown in Fig. 6d compared with earlier method, which is shown in Fig. 6c . Proposed method is also visually comparable to [19] , whose result is given in Fig. 6b . We compare several demosaicking algorithms. These include single-frame demosaicking algorithms such as bilinear interpolation, edge-directed interpolation [3] , alternating projections [10] and adaptive homogeneity-directed demosaicking [19] in comparison with our proposed demosaicking algorithm. In this section, the proposed algorithm is applied using single-image framework as existing demosaicking algorithms are applied on single frame, and it is fair to make comparison on same basis. Multi-frame demosaicking in conjunction with the resolution enhancement will be performed in the following section.
Another demosaicking comparison is provided in Fig. 7 . We can notice the merit of the consistency constraint set in Fig. 7e . The result of the proposed method is visually similar to the method of [19] . Mean square error of [19] , POCS with and without consistency constraint set are 14.80, 15.74 and 15.90, respectively, for images in Fig. 7 . The POCS framework is suitable to incorporate any additional constraint set. POCS code with all the constraint sets applied is available in [20] .
Super-resolution experiments
In this section, we compare several approaches for DSR reconstruction. We first captured a video sequence of length 
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Page 7 of 14 21 using Canon G5 digital camera. The size of each frame is 240 Â 320. These images are then downscaled by two and then further sampled with the Bayer pattern to produce the input data of size 120 Â 160. Figure 8 shows six of these input data. The motion parameters are estimated using featurebased image registration technique [21] . The motion parameters are estimated from the interpolated green channels due to its high-sampling rate, and it turns out that images are related with affine transformation. Our second data set contains 50 images taken from a video sequence while camera is allowed to move only in x and y-directions. These images are originally of size 120 Â 160 and they are Bayer sampled to produce mosaic input patterns, six of which are shown in Fig. 9 . 
, demosaicking iteration number is 3.
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We compared several super-resolution reconstruction approaches. We provide resolution enhancement results for two different data sets. In first experiment, we used the Bayer pattern images given in Fig. 8 . Demosaicked and multiframe enhanced results are given in Fig. 10 . Cropped regions of same results are given in Fig. 11 . parts a-d of Figs. 10 and 11 show single-frame demosaicking results. Figure 11e is multi-frame demosaicking result, which is visually superior and has less color artifacts compared with single-frame demosaicking results. Figure 11f is the OSR result using single-frame demosaicking. Figure 11g and h is DSR results without and with color consistency constraint sets using single-frame demosaicking approach, respectively. Figure 11i is a resolution enhancement with consistency set using multi-frame demosaicking approach. Note that the border artifacts may occur in super-resolution with multi-frame demosaicking due to the fact that backwarped residuals have non-overlapping regions. Final result should be evaluated in the intersecting region of warped residuals. These artifacts can be handled using only single-frame demosaicking in non-overlapping parts. This approach is not implemented as it is out of the scope of the paper.
As seen in these figures, OSR has worse performance among multi-frame approaches. DSR with spatio-intensity outperforms others. Although multi-frame demosaicking approach outperforms single-frame methods, it does not have any 
Page 9 of 14 significant contribution in case of super-resolution enhancement due to averaging effect. Comparing Fig. 11g and h shows that spatio-intensity constraint removes the zipper artifacts. In these initial experiments, the reconstruction parameters were chosen by trial and error. As a future work, we will look into the parameter selection issue in more detail.
For second data set we provide comparison with the work of [14] , which performs DSR jointly, using default parameters provided in their software. Results for this data set is given in Fig. 12 . Multi-frame approach outperforms the single-frame method as results indicate. Merit of spatio-intensity can be seen in Fig. 12h as zipper effects are less compared with Fig. 12g . Although the work of [14] produces results with less noise, it contains jagged artifacts as shown in Fig. 12f . Matlab user interface of our DSR is provided in [20] to conduct DSR experiments using proposed constraint sets.
CONCLUSIONS
In this paper, we present a POCS-based framework for resolution enhancement of Bayer-sampled video sequences. [3] . (c) Single-frame demosaicking by adaptive homogeneity-directed interpolation [19] . (d) Proposed single-frame demosaicking by all constraints applied, [5 Â 5] , number of iterations is 3. (e) Multi-frame demosaicking, all constraints applied. Demosaicking is applied in three iterations,
(f) OSR result using single frame demosaicking in three iterations. (g) DSR without consistency set using single-frame demosaicking in three iterations, [5 Â 5] . (i) DSR using multi-frame demosaicking with all constraint sets applied in three iterations, [5 Â 5] . Iteration number for super resolution is set to 3 during the experiment.
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We defined three constraint sets to be used in single-or multi-frame demosaicking. Additional constraint sets can be incorporated easily within the POCS framework. Multi-frame demosaicking algorithm performed better than single-frame demosaicking algorithms. We also investigated two different approaches for super-resolution reconstruction. The DSR approach performs demosaicking and reconstruction of images together. The OSR approach performed worse than the DSR approach because no inter-channel correlation was utilized. In OSR approach, image is reconstructed in an iterated back-projection framework without demosaicking. The latter method is provided for comparison purposes. Another important observation is that when super-resolution is applied, it did not matter much whether the demosaicking Single-frame demosaicking by edge-directed interpolation [3] . (c) Single-frame demosaicking by adaptive homogeneity-directed interpolation [19] . (d) Proposed single-frame demosaicking by all constraints applied,
, iteration number is 3. (e) Multi-frame demosaicking, all constraints applied. Demosaicking is applied in three iterations, Page 12 of 14 M. GEVREKCI et al.
was performed using the single-frame or multi-frame approach. Colored version of the figures in this paper can be downloaded from [20] .
We can similarly define the filtering operations in the synthesis stage of the filter bank. Letting g 0 ( . ) and g 1 ( . ) denote the impulse responses corresponding to G 0 (z) and G 1 (z), we can write the four filtering operations on a twodimensional signal X(n 1 , n 2 ) as follows: 
