Abstract: This paper is devoted to the study of perturbed semi-in nite optimization problems, i.e. minimization over IR n with an in nite number of inequality constraints. We obtain the second order expansion of the optimal value function and the rst order expansion of approximate optimal solutions in two cases: (i) when the number of binding constraints is nite, and (ii) when the inequality constraints are parametrized by a real scalar. These results are partly obtained by specializing the sensitivity theory for perturbed optimization developed in part I (cf. 4]), and deriving speci c sharp lower estimates for the optimal value function which take into account the curvature of the positive cone in the space C( ) of continuous real-valued functions. Ces r esultats sont en partie obtenus en sp ecialisant la th eorie de la sensibilit e pour l'optimisation avec perturbation d evelopp ee dans la partie I (cf. 4]), et en obtenant des estimations inf erieures sp eci ques fortes du coût, qui prennent en compte la courbure du cône positif de l'espace C( ) des fonctions continues a valeurs r eelles.
1. Introduction. This paper is the last of a trilogy devoted to the analysis of parametric optimization problems of the form min x ff(x; u) : G(x; u) 2 Kg with X and Y Banach spaces, K a closed convex subset of Y , and f(x; u); G(x; u) mappings of class C 2 from X IR into IR and Y respectively. This third part is devoted to the study of the parametric semi-in nite optimization problem:
(P u ) min x ff(x; u) : G(x; u) ! 0; 8! 2 g; where is a compact metric space, G(x; u) := fG(x; u) ! g !2 belongs to C( ), the space of continuous functions on endowed with the max norm, and the mapping (x; u) ! (f(x; u); G(x; u)) is of class C 2 from IR n IR + into IR C( ). Since C + ( ) := fy 2 C( ) : y 0g is a closed convex cone in the Banach space C( ), it follows that (P u ) is a particular case of the above abstract optimization problem.
Semi-in nite optimization problems occur in robust control theory, the design of lters, the design of devices having to respect some speci cations in a certain range of pressure and temperature, as well as in optimal control problems when the control has a nite dimensional parametrization; see 16] . However, the wealth of applications is not the only motivation for studying semi-in nite optimization. In the last years, a rather complete perturbation theory has been developed for optimization problems with a nite number of constraints, the so-called perturbed nonlinear programming problem, e.g. 2], 6], 8] , 19] . The theory of perturbed semi-in nite optimization problems, although it seems much easier than the general perturbation problem in Banach space, includes an essential di culty related to the curvature of C + ( ). As a consequence, the standard second-order upper-and underestimates for the cost do not, in general, coincide. Our main contribution here is to exhibit a sharp under-estimate that, in some cases, is equal to the parabolic upper-estimate.
There exists already a large body of literature on semi-in nite optimization. See the early references 3] and 11]. The recent review 9] describes in particular the so-called reduction theory that reduces (P u ) to an optimization problem with a nite number of constraints (see also 13] ). This reduction is possible when the contact set includes a nite number of points and each of them can be expressed locally as a function of the data, typically a local solution of an optimization problem with nitely many constraints. Then the perturbation theory for nonlinear programming can be applied for deriving optimality conditions, as well as for conducting a perturbation analysis; see the early reference 18].
In this paper we do not use any reduction device. In this way we may handle some cases where there exists a continuum of binding constraints, specially when is a one-dimensional interval. We are also able to treat the case of a nite number of binding constraints in cases where the reduction theory does not apply.
The paper is organized as follows. In x2 we discuss the directional quali cation condition introduced in part I. We characterize it and show how to deduce a rst order upper estimate. Section 3 is devoted to the parabolic (second order) upper estimates. There we combine the technique of parabolic estimates with the directional quali cation condition and a characterization of second order tangent sets to C + ( ), recently obtained in 7] . This upper estimate combined with the strong quadratic growth condition implies the upper-Lipschitz property for the set of solutions. In x4 we discuss some sharp lower estimates. We use there speci c properties of semi-in nite optimization, among them the fact that an extremal multiplier has a nite support. Then in x5 we recapitulate and state our main result.
2. Directional quali cation. We start with some notations. The feasible set, value function, and set of solutions of (P u ) are denoted as F(u) := fx 2 IR n : G(x; u) 0g; v(u) := infff(x; u) : x 2 F(u)g; S(u) := fx 2 F(u) : f(x; u) = v(u)g: Similarly, given any optimization problem (P), we de ne F(P), v(P) and S(P) as the feasible set, value function, and set of solutions of (P).
We recall that the dual space of C( ) is the set M( ) of bounded measures, see e. Expanding G(x u ; u) we obtain that if x u is a feasible path, then
and, when d 2 S(L), we get
In 4], it was shown that an upper estimate of the second order variation of the cost is obtained by minimizing f (z; d) over those z satisfying (2) . The purpose of this section is to make explicit this bound in the case of semi-in nite programming. In the statement of our result, we use some expressions for the tangent sets of K = C + ( ). The rst order tangent cone is well known, see e.g. 20]:
T(y) = fh 2 C( ) : h 0 on Z(y)g: In particular, the tangent cone at G(x 0 ; 0) is T(G(x 0 ; 0)) = fh 2 C( ) : h 0 on Z 0 g:
A formula for the second order tangent set has been recently obtained by 7] . This formula uses the concept of lower-epilimit that we recall now, referring to 1] for a detailed exposition. Let (A t ) t>0 be a family of subsets of a Banach space Y . The upper limit of (A t ) t>0 at t = 0 in the sense of Painlev e-Kuratowski is de ned as lim sup The lower-epilimit of a family (f t ) t>0 of extended real valued functions on the topological space K is de ned as the function whose epigraph is lim sup t#0 epi f t , where epi f t := f(x; r) 2 K IR : f t (x) rg is the epigraph of f t . An alternative characterization is given by e-lim inf Comparing the previous lower estimate to the upper estimate (9) in x3, we observe a gap due to the curvature of C + ( ) at G(x 0 ; 0). More precisely, if d = 0 on supp( ); 8 2 S(D); then the two estimates coincide but, as one can see from (4) and (5), this may only occur in some very special situations.
We are then led to search for sharper lower estimates. We will obtain a lower estimate on v 00 ? (0) involving the upper-epilimit of (d; u). We recall the concept of upper-epilimit, for which we refer again to 1]. Let (A t ) t>0 be a family of subsets of a Banach space Y . The lower limit of (A t ) t>0 at t = 0 in the sense of Painlev e-Kuratowski is de ned as lim inf (10) When the upper and lower epilimits coincide at a given point, we shall say that the family of functions epiconverges at that point, and we shall denote We shall say that the family of functions epiconverges on a subset K 0 K if it epiconverges at each point of K 0 .
The next Proposition makes use of the set of extreme points of S(D), which will be denoted S (D). The result will be derived under a technical assumption (H!) which will be further clari ed afterwards. B(!; r) denotes the ball of center! and radius r. We discuss some consequences of this Proposition, postponing the proof until the end of the section.
Comparing the bounds obtained for v 00 + (0) and v 00 ? (0) in Propositions 3.2 and 5.2, we see that the only di erence is between the terms e-lim inf u#0 (d; u) and e-lim sup t#0 (d; u). The statement below follows. (12) with p n, !i < 0, !i being the Dirac mass at ! i (recall that n is the dimension of the space to which belongs x).
Proof. By Lemma 2.2, the set S(D) is nonempty and bounded. Being closed, it is weak* compact. The Krein-Milman theorem implies that S(D) is the closed convex hull of its extreme points (see e.g. 22]). Now, S(D) is a face of 0 so that the points in S (D) are also extreme points of 0 , and the latter are known to be the sum of at most n Dirac masses (see 20]). from which the conclusion follows. In order to get the best lower estimate, and reminding that the multiplier is nonpositive, we must minorize G (z k ; d) e ciently. Note that expanding G(x k ; u k ), we get the following relation that we shall use later (18) where the inequality is to be understood in C( ), i.e. o(1) ! 0 uniformly when u # 0.
We now proceed with the proof of Proposition 5.2. Concluding remarks. Our nal result is an extension to semi-in nite optimization of the results of the sequence of papers 8], 19], 2] and 6], in the following sense: if is a nite set, then we recover exactly the above mentioned results, up to the presence of equality constraints. However, there is no di culty in adding a nite number of equality constraints to our formulation. We avoided it for the sake of clarity of exposition, and in order to concentrate on the real di culty, which is to handle an in nite number of constraints.
Some of our hypotheses, however, may seem unduly strong. First of all, we assume S(L) to be non empty. While this hypothesis is automatically satis ed when the contact set is nite (due to the standard theory of linear programming) we are not aware of general criteria allowing to check nonemptyness of S(L) for semi-in nite programming. Performing an analysis of the variation of the solutions when S(L) is empty is an open problem. Some of the results of part II might be useful for dealing with this case.
The other hypothesis that seems excessively strong is the alternative (i) or (ii). We need it in order to satisfy the geometrical hypothesis (H!). Still, the most important contribution of this paper is to present a new way of obtaining sharp under-estimates of the cost, and we hope that the technique presented here can be improved in order to deal with more general contact sets.
