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CHAPTER I. INTRODUCTION AND LITERATURE REVIEW 
In this thesis we examine two problems of major interest. 
The first is solving the nonlinear parabolic equation associ­
ated with two-dimensional unsaturated drainage in porous media 
flows. The second problem examined is to study the advantages 
and disadvantages of using projection methods to solve the 
systems of linear algebraic equations developed in the solu­
tion of our first problem. 
The equation that we will use in our study of unsaturated 
drainage is based on the assumption that Darcy's law under iso­
thermal conditions is valid, i.e., 
V = -K(^)7* (1.1) 
where V (cm/minute) is the water flux, 4> = ^ + z is the total 
potential, and K(^) is the hydraulic (capillary) conductivity. 
Combining equation 1.1 with the equation of continuity yields 
the nonlinear diffusion equation of flow in porous media under 
isothermal conditions (Kirkham and Powers, 1972), which can be 
written in the form f4 being the volumetric moisture content)» 
c(*) II = 7 . (K(iJ;)V<j)) (1.2) 
where t is the time, and c(^) = is the capillary capacity. 
The validity of equation 1.2 has been demonstrated by 
Peck (1964), Selim et al. (1970), Youngs (1957), and others. 
For an extensive review of the derivation of the flow laws 
involved, the reader may refer to Gardner (1960) in which he 
cites about 300 references. 
2 
It should be pointed out at this time that, although not 
studied in this thesis, eq, 1.2 may be used for infiltration 
problems after it has been modified somevhat. Modification of 
equation 1.2 is necessary for infiltration due to the sharp 
discontinuity encountered at the wetting front. The standard 
way to modify equation 1.2 to illuminate the discontinuity 
is by the use of the Kirchoff transform X (Vauclin et al., 1975). 
X = K(*V d r l >  (1.3) 
^o 
Substitution of equation 1.3 into equation 1.2 yields 
F(X) ^  - G(X) II (1.4) 
where F(X) and G(X) are functions of K and ip (Remson et al., 
1971). 
Several good experimental results are available for 
unsaturated flow in two dimensions. Some recent examples 
are Luthin et al. (1975), and Vauclin et al. (1975). 
Equation 1.2 has been studied by quasi-analytic methods, 
e.g., perturbation methods. Some examples are as follows: 
Dicker and Babu (1974), Philip and Knight (1974), and a series 
of seven articles by J. Y. Parlange beginning with Parlange 
(1971a) and ending with Parlange (1972c). A somewhat similar 
method (method of characteristics) has been used in Wiggert 
and Wylie (1976). 
To the author's knowledge, all other techniques for 
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solving the flow equation have been strictly numerical in 
nature. 
One class of methods used quite often is the alternating 
direction implicit (ÂDI). This class of methods has been 
shown to be very accurate and, in terms of storage, very 
efficient. The major drawbacks of this class of methods are 
that the ADI techniques are very time consuming and are not 
well-suited for irregular domains. Another drawback is that 
the ADI techniques require major restructuring of the computer 
programs for different boundary conditions. Some researchers 
who have used the ADI techniques are as follows: Rubin (1968), 
Selim and Kirkham (1973), Luthin et al. (1975), Vauclin et al. 
(1975), and Perrens and Watson (1977), 
Other difference schemes not of the ADI type used for 
equation 1,2 are the line successive over relaxation (Freeze, 
1971) and various miscellaneous techniques (Van Der Ploeg 
and Benecke, 1974; Lawson, 1971; Brutsaert, 1971; Todson, 
1973). 
Another technique of growing popularity for solving equa­
tion 1.2 is known as finite element analysis. It is standard 
practice to use Galerkin's method (discussed in detail in 
Chapter III) on the physical domain and to use a difference 
scheme to solve the resulting nonlinear system of differential 
equations. Some authors who have attacked equation 1.2 in this 
manner are Neuman and Witherspoon (1971), Huang and Sonnenfield 
(1974), Fang et al. (1974), France (1974), and Fujinawa ( 1977a,b). 
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The two major advantages to using the finite element 
method in general are* (1) the technique handles irregular 
boundaries easily and (2) various boundary conditions can be 
handled without major restructuring of the program. The major 
disadvantage of the method is that it requires a large computer 
storage capacity. 
It is possible to use Galerkin's method on the time dimen­
sion as well as on the spacial dimensions in the finite ele­
ment method. This idea was first mentiond in Oden (1969). 
In 1973 it was applied (Bruch and Zyvoloski, 1973) to one-
dimensional drainage. In Gray and Finder (1974), the method 
was discussed for a two-dimensional linear problem but the 
actual computations were for only a one-dimensional problem. 
The author believes that the method has not been applied to 
two-dimensional problems due to the "apparent" increase in 
computer storage required. 
The author has chosen to use the finite element method 
with the Galerkin technique applied to time as well as the 
spatial dimensions. By using this technique the system of 
nonlinear differential equations, that is developed by using 
Galerkin's technique only for the spacial dimensions (as dis­
cussed above), is reduced to a system of nonlinear algebraic 
equations.' The author also makes the assumption that for small 
elements the physical properties, i.e., c(^) and K(;{)), may 
be assumed constant over each individual element. Of course 
the properties may vary between elements. This assua^tion is 
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fairly realistic, as is apparent by vatching water move in an 
unsaturated tube of sand. It does in fact move by jumps. 
This assuo^tion that properties are constant over the elements 
allows our system of nonlinear algebraic equations mentioned 
above to be reduced to a system of linear equations. The 
linear system of equations is in turn easier to solve than the 
nonlinear system. 
We are now ready to discuss the second major part of this 
thesis, i.e., the linear equation solver. 
Numerical techniques for solving linear systems of the 
form 
Ax = b (1.5) 
where A is a given n x n matrix, b is a given n x 1 vector, and 
X is an n X 1 vector whose components are to be found, are 
generally divided into two classes* direct methods and 
iterative methods. Direct methods are those that give the 
solution to equation 1.5 in a fixed number of steps. Most 
direct methods are of two major categories: (1) orthogonaliza-
tion methods, e.g., the conjugate vector method, or (2) tri-
angularization of the augmented matrix [A/b] using Gaussian 
elimination or some variation, e.g., Cholesky decomposition. 
For a detailed study of these methods see Fox (1965), chapters 
3, 4, and 5. Direct methods have the advantage that they give 
the solution after a predetermined number of mathematical 
operations. Their major disadvantages are round-off error 
and the large amount of computer storage required. Unlike the 
6 
direct methods, iterative methods do not accumulate round-off 
error and generally require less computer storage. The major 
disadvantage to iterative methods is that convergence to a 
specified degree of accuracy may take thousands of iterations 
or the method may not converge at all. 
Most popular iterative methods are based on the splitting 
of the matrix A. In general for convergence these methods 
require the matrix A to be positive definite, i.e., 
Vx / 0, (Ax,x) > 0, where (•,•) is an inner product. As it 
will become apparent in Chapter III, our matrix A is symmetric, 
banded, and sparse but not positive definite. 
Since the main drawback in the finite element method is 
the large amount of computer storage required, we would like to 
use an iterative scheme that has small storage requirements. 
The method also must converge in spite of the fact that the 
matrix A of equation 1.5 is not positive definite. One such 
method is known as the projection method. This method is 
credited by Householder (1953) to Garza (1951). Young (1971) 
and Tanabe (1971) refer to the one-dimensional case as the 
symmetric Kaczmarz method. In recent years the method has 
received attention from Keller (1964) and several of his 
students. 
Several convergence results for the projection method 
and the testing of various dimensional methods will be dis­
cussed in Chapters IV and VI. 
7 
Te sum up, the two major thrusts of this thesis are 
(1) to develop and test a modified version of the finite 
element method for solving unsaturated porous media drainage 
problems and (2) to study the possibility of using the pro­
jection method to solve the linear system of equations de­
veloped in the modified finite element procedure. 
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CHAPTER II, THE PHYSICS OF THE FLOW 
PROBLEMS CONSIDERED 
In this chapter we will discuss three test problems, con­
sidering drainage only, ranging in difficulty from a simple 
one-dimensional vertical flow problem to a complex falling 
water table in two dimensions. 
For simplicity, we will assume the soils under considera­
tion are homogeneous, isotropic, and isothermal. Shrinkage, 
swellage, and hysteresis effects are also neglected. These 
assumptions, as restrictive as they are, can be satisfied in 
several situations. The one of most importance to us is for 
soil consisting of homogeneous, uniformly packed sand, such as 
may be found in some aquifers. 
With the above assumptions holding, the continuity equa­
tion (Kirkham and Powers, 1972) is valid: 
In equation 2.1, 0 is the volumetric moisture content and u, 
V, and w are the velocities of water movement in the x:, y and 
z directions, respectively. Also under the above assumptions 
Darcy's Law is valid, i.e., 
u = - K(*) 
V = - K(*) || (2.2) 
w = - KCP) M 
oz 
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where K ( i p j  is the hydraulic (capillary) conductivity as a 
function of pressure head ip. 
Substituting equation 2.2 in equation 2.1 we get 
ft ' k B + # [«(*) * h [«" #] • <2-3) 
Since the moisture content 0 is a function of tension ^  and 
we are neglecting hysteresis is one-to-one and onto), 
we may differentiate 0 with respect to to get equation 2.4: 
<=<« I? = I; W*' I;] * ipCKC") If] + fc CK<"f) t|] (2.4) 
where c(#) is the capillary capacity ^  . Equation 2.4 is the 
equation of flow we will use throughout this text. 
The physical setting of the first flow problem (problem 1) 
we will consider is the one studied by F. D. Whisler and K. K. 
Watson (Whisler and Watson, 1968). The flow domain consists 
of a vertical column that is initially saturated. The data 
c(^) and K(^) for Oso Flaco sand, used for the numerical 
analysis, were from Day and Luthin (1956). Since the flow do­
main was one-dimensional the first and second terms on the 
right-hand side of equation 2.4 may be neglected. Equation 2.4 
thus simplifies to 
= fi [K(^) (2.5) 
or if we only neglect the second term, equation 2.4 reduces to 
a = h [K<« If] * k [«(*) I;] • (2-6' 
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The reason for including equation 2.5 in this discussion is 
simply for a check on the two-dimensional problems. 
After the column is fully saturated, the column is allowed 
to drain out the bottom. The boundary and initial conditions 
compatible to equation 2.5, for this particular problem, are 
as follows (z, vertically upward; x, horizontal to the right): 
(1) = 0.0 at the top of the column, Vt > 0.0, 
(2) <t> = 0.0 at the bottom of the column, Vt, 
and 
(3) <P = z at t = 0.0, vz. Boundary condition 1 says 
there is no flow across the top boundary, boundary condition 2 * 
says the pressure head at the bottom of the column is zero, and 
initial condition 3 says that the column is initially saturated 
and the pressure head is zero throughout, i.e., the porous 
medium is in contact with the atmosphere. For this same prob­
lem using equation 2.6 we must add two more boundary conditions. 
They are (4) ^  = 0 on the left side of the column and 
(5) ^  = 0 on the right side of the column. 
ox 
The second flow situation (problem 2) we will study is 
strictly a two-dimensional problem. The flow domain looks 
like that in Figure 2.1. It is simply a rectangular slab of 
soil of unit thickness. Equation 2.6 is the equation that 
represents this flow domain. Again for this problem we used 
the data for Oso Flaco sand (Day and Luthin, 1956). In this 
problem, however, our boundary conditions were different than 
those in problem 1, and are as follows: 
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-1 
(4) D 
(3) 
REFERENCE-
LEVEL 
B' + 
(2) 
B+ 
(1) 
+ + (8) P (7) F (6) 
Figure 2,1, Problem 2 geometry, the x axis is along AE, the z 
axis is along AC 
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and 
(1) = 0 along AB, Vt > 0 , 
(2) <i> = f(z) along BB', vt > 0 , 
(3) Il = 0 along B^, Yt > 0 , 
(4) Il = 0 along CD, Yt > 0 , 
ÔX ^ ° along DË, Yt > 0 , 
Iz ^  ° along EF, Yt > 0 , 
(7) <l> = g(x) along FF', Yt > 0 , 
(8) 1^ = 0 along F*A, Yt > 0 
The initial condition is that <|) = h(x,z), Yx,z, where h(x,z) 
is a distribution of the hydraulic head. f(z) and g(x) in 
the above boundary conditions simply represent a distribution 
of the hydraulic head on their respective boundaries. This 
problem allows us to study the effect of placing a slit drain 
on a slab of soil to drain part of the water out. 
The third problem we will study is more complicated in 
that it involves moving boundary conditions, due to the 
presence of a seepage face that changes with time. The problem 
that we are about to describe was first analyzed in Vauclin 
et al. (1975). The physical setting is shown in Figure 2.2. 
The figure represents a ditch of unit width in a homogeneous 
slab of soil also of unit width. The soil is underlined by an 
aGedaas jo aoejans e aSeuxejp xeuoTsuauixp-oAj, * Z * Z  ajnBxj 
H 
0 
(Z) V 
i Z )  
IVNId 8 A 
{£) 
(9) (!) > 
-^5 
, ( 
IVIilNI a h 
(17) 
(g) 3 
13A31 
•33N3y3d3y 
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impervious barrier and the water in the ditch is originally at 
the height The ditches are assumed to be spaced a dis­
tance of 2L apart and the depth of the soil is P. At time 
t = 0 the water levels in the ditches are lowered to a height 
creating a surface of seepage along CB that moves with the 
water table. The boundary conditions for this flow problem 
are as follows: 
and 
1) (j) = H, 
2) 4, = 
3) # = z 
4) H = 0 
«1^ = " 
'>11 = ° 
Vx, YZ» t < 0 (hydrostatic equilibrium), 
along ÀB, vt > 0 (in ditch), 
along BC, Yt > 0 (seepage face), 
along CE, vt > 0 , 
along EF, Yt > 0 , 
along FJ, Yt > 0 (by symmetry), 
along JÀ, Yt >0 
The data used for this numerical experiment are that of Vauclin 
et al. (1974). The object of this numerical experiment was to 
locate the water table at any time. 
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CHAPTER III. DERIVATION OF THE 
FINITE ELEMENT EQUATIONS 
The Basic Equations 
As mentioned in the introduction we will use Galerkin's 
method to derive the finite element formulation for the flow 
equation. 
First, however, some prerequisite material must be men­
tioned, Let be an open bounded set in R^ = {(p^, ^ 2» P3)* 
fi^ÇR , i = 1,2,3} where R is the set of real numbers. Denote 
the closure of Çl by n, and the boundary of Q. by àfl, so that 
n ~ fiUà Î2 a 
We wish to construct a finite element model of ^. A 
finite element model of 0 is a region %€R^ such that % = 
E _ 
U Q and for each e = 1,2,...,E, ^  is a closed bounded 
subregion of S where is an open set such that 
fie^f » e / f. What we would like to do is to approximate 
by as nearly as possible. % is called the connected model 
of 0. 
With the connected model we associate a set A = 
{x^»x^€R^, i = 1,2,...,N} of points called the set of global 
nodes for %. Similarly for each element we associate a set 
Ag of local nodes {x^^tx^^A^, i = 1,2,...,Mg}, which 
corresponds to a subset of the global nodes. 
For our purposes it suffices to construct % from J2 by 
simply subdividing into the set of elements Hi ) 
e 
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We will now define two sets of local interpolation poly-
2 
nomials (Oden and Reddy, 1976). The first set is 
-
2 - L * ^*1» *2' * where 
- X X  X 
such that ^^
and Xg are the two nodes corresponding to a one-dimensional 
simplex element (Segerlind. 1976) and Figure 3.1a. The second 
• 3 
set we wish to define will be represented as ^i=i* 
set corresponds to the two-dimensional triangular simplex 
element (Segerlind, 1976). These interpolating polynomials 
are defined as follows; 
2 
Yi (x»y) — + 2 b. X , i — 1»2,3, x. = x» x^ = y» 
-L X , J.,[a fj. ± 
{^i®} 1» 2A 
*2%® -
=^1%® - ^ 2 V 
*2® - *3® - *2® 
Y3® - Xi® - X3® 
^1 " ^2 ^2^ ~ ^ 1^ 
and 
Figure 3.1. The elements 
( a )  
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(b) 
(X^.Y^) (Xg.Yg) 
(c) 
(d) 
(e) 
19 
2A = det 
1 x/ 
1 *2® Y2® 
1 Xj® Y3® 
In the preceding sentence (X^®, ), (Xg , Yg ^ (X^ , ) 
are the coordinates of the three vertices of element e 
(Figure 3.1b). 
For the set {Yj^} » it can be shown with little difficulty 
(Holand and Bell, 1970) that 
Yl = . 
•^2 = ^2 ' 
= L-
where {L.} are local area coordinates as shown in Figure 
^ i=l 
3.Id, Similarly, the set of local interpolating 
^ i=l 
polynomials may be rewritten as 
= 1 _ S and 
^2^ = L ' 
where s and L are as shown in Figure 3.le. 
We will now construct a third set of interpolating 
20 
polynomials from the product of the previous tvo sets of 
interpolating polynomials, as shown in Holand and Bell (1970), 
Let 
N. 
^1 -
.hfl 
L® 
^2 • 
.h! 
L® 
= 
^3 -
L3S 
L® 
^1 
&_ 
L® 
^2 L® 
^3 L® 
—» — — 
, where we have. 
for simplicity in notation, replaced our set notation by 
matrix notation. 
Again with little difficulty one can see that this set 
®{Ni}^_l consists of interpolating polynomials for the 
triangular prismatic element of Figure 3.1c. It 
is common practice in many circles to call the interpolating 
polynomials shape functions (since in fact they are a function 
of the shape of the region they are interpolating over). 
At this point it is important to point out that two basic 
properties must be satisfied by the interpolating polynomials. 
6 
The first is convergence, i.e., 2 n. = l everywhere within an 
i=l ^  
21 
element. This property is obviously satisfied since (in 
area coordinate notation) + Lg = 1* The second 
property that must be satisfied is interelement continuity. 
Theorem 3.1* The interpolating polynomials for the tri­
angular prismatic elemeits satisfy the interelement continuity 
condition. 
ProofI 
Let ({)(Xg^,X2,Xg) be the function to be interpolated over 
the two elements in Figure 3.2a. Let (})® represent the inter­
polation of (f) over element e. Then 
(J)^ = (LJ - + (L^ - Lgn^iOk + (L3 - Lgni)*^ + 
(j>2 = (lJ - L^n^)*! + (L^ - L^n^lSj + (L| - + 
4. qr,\ + . 
1 2 
where the superscripts denote the element, n and n are 
and respectively, and $ is (j> evaluated at the p*"^ node. l-^ P 
Note that on the surface with vertices i, n and k in 
Figure 3.2a, 1^2 - L_ = 0, so that the reduce to 
Figure 3.2, The horizontal continuity of the elements 
\ 
23 
m 
( b )  
24 
= (LJ; - + (L2 -
and 
<P^ = (L^ - + (L| - Lgn^)*^ + . 
Now since + L2 + L^ = 1 over a slice cut parallel to the 
1 1  2  2  base on an element we have 1 - = Lg and 1 - . 
/. <t>^ = {L.^ - + [L^(n^ - 1) + (1 -
+ (1 -J. •*' J. n 
and 
= (lJ - L^nZ)*^ + [L^(n^ - 1) + (1 - + 
+ (1 - Ll)n\ 
Let X be any point on the surface i & n k . Suppose that the 
point X is located a distance d from line segment i& (Figure 
3.2b). Let length of sq be a, b be the altitude of triangle 
2  '  '  
normal to the segment ax and let c be the altitude of 
1  —  1  1 1  
triangle normal to segment sx. Then L^ = A^/A^ = 
(a - d)c/dc = (a - d)/d, and L^ = A^/A^ = (a - d)b/db = 
1 2  1  2  (a - d)/d, where A^, A^, A^ and A^ are respectively the areas 
of Astx, Asxr, Astq and Asqr. 
12 12 
.. L^ = L^, and hence $ = $ on face i £ n k. 
Similarly, we can show continuity across the triangular faces. 
25 
2 1 From 3.3 it is apparent that vhen n = 0, n = 1. 
••• * I-2*m ^ 
= ll*n + 4 ^ m  •  
Now if we simply observe at any point x on the face ilmn we 
1 2 1 2  1 2  1 2  have Lg = L^, L2 = Lg and and hence $ = ^ on the 
face, 
Q *E #D * 
Definition 3.2» A local finite element representation of 
order 0 in is any function (j)®(Xj^,X2»X2) given as a linear 
combination of local interpolation polynomials of order 0 
(Oden and Reddy, 1976), In our case 
O^Cx^fXgfXg) = E a^N^^fx^/Xg/Xg), where (x^^,x2,xg)€ , 
1 2 Two examples are the functions 4» and ((> in the proof of the 
previous theorem. 
Definition 3.3: The global finite element representation 
O 
of <|> of order 0 in R is the function given (in our case) by 
E 
(|) = U (j) (x^/XgfXg), where (x^/XgfXg) € % , 
We are now ready to construct global interpolation func­
tions by fitting the local interpolation functions together 
26 
Figure 3.3. The vertical continuity of the elements 
27 
at common nodal points, and hence, using the previous 
definition, we have 
N 
I^(x^,x2,x^) = Z A.N. , 
i—1 
with the only difference between the above and the previous 
being the choice of numbering schemes. 
Example 3.4: For the elements in Figure 3,2a, the local 
representations of elements 1 and 2 are 
4»^ = + ^2$% + + NgOn Ng&p 
and 
j 4. ^ *1*» ' 
whereas the global representations are (assume % = ^2) 
and 
= N^$. + 0$. + + 0$ + Nc$ + + N& 11 J Z K 4 2 m -) n o p Jo 
= Ni$. + N?$. + + N^$ + 0$ + C$ ll 2j 3k 4  Z  5m on o p 
Our next step is to explain Galerkin's method and how it 
is applied in finite element analysis and in particular to Eq. 
2.6, the prismatic elements, and their associated interpola­
tion functions. 
Galerkin's method may be stated as follows: Let 0 and 
2 1 — — be open regions in R and R respectively, with ÎÎ and 
the closures of il and ÎÎ*. Let be a basis for the space 
LglOx ) of functions that are square integrable on (fîxfi'). 
Then in the LgfOxO') inner product an approximation for a 
28 
function <j) in L2(%c^' ) (vhere 4» satisfies L((J)) = 0, La 
second order differential operator) can be formed by making 
(L((p), = 0 for i = 1,2,...,n ((.,.) being the usual 
inner product on the space of Lebesque square integrable func­
tions on ). Since {^^lis complete, in the limit as i 
the approximation becomes exact. In other words we are making 
the residue of L(<j>) orthogonal to a finite subset of the 
basis where the orthogonality is to be interpreted in 
the 1,2(^}xo' ) inner product. This may also be stated as 
cos 8= 0, i = 1,2,...,N, where 
9^ = cos ^ 1 |L((j)) I I 2I l4'il ! 2] » 
i ~ 1,2,...,N. 
It remains now only to illustrate how Galerkin's method 
is combined with finite element analysis. 
Recall that eq. 2.6 is 
k 1^ ] - fz- If] - If = ° ' <3-1) 
where the equation must be satisfied in an open region ^ sub­
ject to boundary conditions on à n and initial conditions over 
Q (for our problems = ?$ and is simply a closed rectangle). 
From this point on we will relabel x, z, and t as x^, X2, and 
x^, respectively. The reason for this relabeling is that we 
would like to consider the time dimension as another space 
dimension in our analysis. The reasoning for considering 
time as another space dimension will be discussed later. 
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We have constructed our interpolating functions for the 
triangular prismatic elements by taking the product of linear 
cne-dimensional elements and two-dimensional triangular ele­
ments. Henceforth, the one-dimensional linear component will 
represent time (xg) in our problems, while the two-dimensional 
triangular component will represent x^,x2-space. The global 
interpolating polynomials can be written as 
= 
N, 
N, 
N 
n 
where corresponds to the i^ node in the global numbering 
T 
scheme. We now assume that N forms a finite subset of a 
basis for where ^  now corresponds to Xj^,X2-space 
— T 
and ÇI* corresponds to Xg-space. In fact, N is not an or­
thogonal set but it is, however, a subset of a Hamel basis 
3 for If we wished we could construct a basis from 
3 by an orthogonalization method, e.g., Gram-Schmidt, and 
use the functions constructed from N in our process. However, 
this is not necessary. With these assumptions we may now 
apply Galerkin's method as it was previously stated, with 
replacing 
Therefore, we want to force 
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J"- - / i û :  ^ (1') [%(*) %] - Uri 
R X f i  ' 1  1 2  2  3  
6X^6X2^X3 (3.2) 
to be zero. 
To guarantee the existence of the integral in eq. 3.2 
we must eliminate the second order derivatives since the 
interpolating polynomials are of order 0 (Oden and Reddy, 
1976). Hence, the actual equation used in the analysis is 
derived thusly; 
® + isq [K(*) 1^1 - c(*) av 
(3.3) 
= s  1^. KM) 
V ®^1 ax^ ®^2 °^2 
K(4) ^  - c(^) dV . 
Note 1. n'^ K(*) ^  = fer K<*) 1^] - fe: K(*)] • 
2. ^  [N^ K(«] ^  K(« •. . 
_Using notes 1 and 2 and the fact that ^ = $ - Xg in 
eq. 3.3 and after cancellation we get 
0 = T {f— K(V) K(4J c(#) f^} dV (3.4a) 
Y «3^2. 1 0X2 2 3 
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-  {  K( * )  •  ( 3 ' 4b )  
Using the divergence theorem (Spivak, 1965) on part b of 
eq. 3.4 we get. 
0  =  {  K( * )  K ( * )  c ( * )  % )  
- S [N*^ K(^) i + N*^ K(^) j] • n dA (3.5) 
A' ® 1 ° 2 
where n is the outward unit normal to the surface, i and j are 
the unit vectors in the positive and X2 directions, respec­
tively, and A* is the surface of the flow domain. 
Letting # = and assuming K(#) and c(^) to be constant 
over an element we get 
e=l Vg 1 1 z 2 e=l Vg 3 
- 2 K. S [N*^ i + j] • n dA , (3.6) 
j=l ^ A\ ^^1 ^*2 
where the first two sums are over the number of elements, the 
last sum is over the number of boundary elements, is the 
constant conductivity in element i, c^ is the constant capil­
lary capacity over element i, and $ is the vector of known 
(unknown) values of (j) at the various nodes. It should also be 
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noted that the last integral in eq. 3.6 is used to insert the 
boundary conditions. 
The crucial part of eq. 3.6 is that we have assumed the 
physical properties constant over the individual elements. 
Note that we have not assumed the properties are constant 
over the entire region This assumption has allowed us to 
reduce our system of nonlinear equations to a system of 
linear equations, and by considering time as another space 
dimension we have reduced what would have been a system of 
differential equations down to a system of algebraic equations. 
Hence it is now necessary to solve only a system of linear 
algebraic equations. 
where is the area of the triangular base of element e and 
Lg is the height of element e normal to the base. If we let 
Evaluation of Equation 3.6 
Integration of J* dV 
3 
e 
Rewrite 
as 
a = 1 - and b = ^  then N rT 1N_ 
e 3 
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1_ 
L 
-L^^a 
"^2 ^  
-^1^3^ -^2^3^ 
-Li b -L^L^b 
"^1^2^ ~ ^ 2  ^  
"^2^3^ 
-LiL3a 
-^2^3= 
2 
-L^ a 
-LiL3b 
•^2^3^ 
L^a 
^1^2* 
^1^3^ 
Li^b 
^3* 
^1^2* 
Lz^a 
^2^3^ 
LiL2b 
I^Zb 
^2^3^ 
^1^3^ 
2 L^^a 
LiL3b 
^2^3^ 
Lg^b 
and using the fact that / dA = Yi~+~j~+~k~+~2)T^e 
^e 
(Holand and Bell, 1970), we get S N*^ dA = 
6L. 
-2a -a -a 2a a a 
-a -2a -a a 2a a 
-a -a -2a a a 2a 
-2b -b -b 2b b b 
-b -2b -b b 2b b 
-b -b -2b b b 2b 
(3.7) 
Now integrating eq. 3.7 with respect to s we get 
/ n'^ If- dv = 
Vg ^==3 
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Èe 
24 
-2  
•1 
•1 
- 2  
•1 
•1 
-1 
-2  
-1 
-1 
- 2  
-1 
•1 
•1 
-2 
-1 
•1 
- 2  
2 
1 
1 
2 
1 
1 
1 
2 
1 
1 
2 
1 
1 
1 
2 
1 
1 
2 
( 3 . 8 )  
Integration of S ^ #^3 àV, 
e 
Recalling that N is linear in and Xg we see that , 
i = 1,2, is independent of x^ and Xg. 
T Differentiating the expanded form of N with respect to x^ and 
^2 "PO" set 
àîL. + àlL. = 
ôx^ ôXjL d x.2 6X2 
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4A' 
a^dfi 
abdfi 
abdf. 
a^dfj 
a^d®. 
^Mlc 
abd|. 
abd® . 
abd^, 
JJ 
e 
jk 
abd ik 
abd|i 
abdfj 
^'^tk 
b^dfi 
b^df. 
tfdit 
abdf. 
abd^j 
=':^jk 
b^df. 
b^d®. 
abd ik 
b'djk 
b=<k 
(3.9) 
where d|. = b?b^ 4- c|c^. b| = Y® - Y®, b® = Y® - Y?, 
b^ = Yf - Y^, c| = X® - X®. c® = X® - X^. = X® - Xf. 
X® and Y® stand respectively for at node i and Xg node i 
in element e and the rest of the symbols are as previously 
defined. Now upon integrating eq. 3.9 from 0 to with 
respect to s and then multiplying the result by we get 
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24A. 
2d|i 2d|. 24k 4i 4j 4k 
2df. 2d-. 4k 4j 4j 4k 
24k 4k 4k 4k 4k 
4 i  4j 4k 2dfi 24 j 24k 
4k 2d|. 2d®. 24k 
4k <k 24k 24k :4k 
Substituting the last two evaluated integrals in eq. 3.6 
we get (with ^— and = A_C_) 
e e 
(2i4d?i -2B^) 
(2A4dT. - B^) 
- B^) 
(A^dfi - 2B^) 
- ®e> 
<2^44: - ®e> 
(2A.d?j - 2B^) 
- ®e> 
- Be) 
(A-d® . - 2B^) 
- ®e' 
- Be' 
- Be' 
- 2Be) 
- Be) 
- Be) 
- ^ e) 
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* ®e> 
(A^df. 4. Bg) (A;d]j + 2B^) * ®e> 
(A^dlk * ®e> 
(2A^df. 4. 2B^) 
(A;d^k + Bg) (Ae<k ^  2B^) 
(2A-d?j 4. B^) (2A4d|^ 4. B^) 
[*] = 0 
(3.11) 
(2A4df . 4. B^) (ZA^djj + 2Bg) * ®e> 
+ B^) * ®e> (2A4d^ * 2B^) 
where we have assumed if ^  is specified it is specified 
a%e 
equal to 0. In eq. 3.11 the matrix of coefficients is called 
the local stiffness matrix and the summation of the local 
stiffness matrices is called the global stiffness matrix. 
Computation and Storage Reduction 
In order to make this method of solution to our problem 
as efficient as possible, cooqputation and storage requiremaits 
must be at a minimum. Since the solution in time proceeds 
layer by layer (Figure 3.4), it appears that the storage re­
quirements will be quadrupled (noting that the local stiffness 
matrix is not symmetric, whereas in the usual finite element 
procedures it is and in our model the number of nodes and 
hence equations is twice that of the usual method). However, 
w 
00 
Figure 3.4, The layering of the elements 
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if we examine the local and global stiffness matrices in 
detail we will find this in fact is not the case. 
Figure 3.5 is a representation of the global stiffness 
matrix. The matrix as can be seen is banded and it is not 
symmetric. Figure 3.6 is the same matrix after insertion of 
the initial conditions. Notice how every other row and column 
is identically zero. This zeroing out of 3/4 of the entries 
results from the following algorithm (Segerlind, 1976): 
Suppose (|) at node 5 is known. Let [a^j] be the matrix of co­
efficients, [f^] the vector of constants, and the vector 
of unknowns. All of the coefficients in row five are set 
equal to zero except the diagonal entry, which is left un­
altered. The associated term in the vector of constants is 
set equal to a^^Gg. All of the remaining equations are modi­
fied by subtracting the product AjgOg from f j and then setting 
ajg = 0. The interesting point here is that this algorithm 
has always been used after the global stiffness matrix has 
been constructed. The reason for this is that programming 
difficulties are encountered if the number of equations to be 
solved is changed at random. However, in our formulation of 
the problem, for each layer of elements half of the nodes 
"always" have known <l> values and they are "always" the same 
nodes. 
It is thus apparent immediately from step one in the 
algorithm that only half of the rows of entries in the globcU. 
stiffness matrix need be stored. We know that the global 
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Figure 3 5 The global stiffness matrix before insertion of 
the initial conditions 
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•  S k a  • 
B s 
m m m 
s « a • 
m a a a a ft a a 
a a a a a a a a 
a a a a a a a a a a 
a a a a a a a • a a 
m a m a a a a a 9 a 
a a a a a a es H s a 
m a a a a a HE m a a 
a a a a a a a a s a 
m a a a m a a a a a 
a a a m a a s * s R 
a « a a z s 5 # s 
a a a a s S a 9 
a a a a 3f a B 
a a s a s S 
a fi B @ S 
s S a a 
9 B a 
ft a 
s 
a m 
» s 
s a 
a a a 
0 
Figure 3,6, The global stiffness matrix after insertion of 
the initial conditions 
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stiffness matrix is constructed by simple summation of the 
local stiffness matrices. Hence, if rather than carrying 
out the second step in our insertion process for known values 
of (|> after summation of the local matrices, we proceed in 
the operation by working on the local matrices (this is 
possible since we only alter values in the vector [fj] using 
the matrix [a^j] and then zero out the columns) we eliminate 
the need to store half of the columns in our global stiffness 
matrix. Proceeding in this manner we have cut our storage 
by 3/4. 
Now let us examine the local stiffness matrices in more 
d e t a i l .  R e c a l l  t h a t  e q .  3 . 1 1  c o n s i s t s  o f  s u m m i n g  6 x 6  
matrices. Consider a particular local element stiffness 
matrix 
node 1 node 2 node 3 node 4 node 5 node 6 
node 1 
node 2 
node 3 
node 4 
node 5 
node 6 
'11 
'21 
31 
%1 
'51 
'61 
'12 
'22 
'32 
'42 
'52 
'62 
'13 
'23 
'33 
*43 
'53 
'63 
'14 
'24 
'34 
"44 
'54 
'64 
'15 
'25 
'35 
'45 
'55 
'65 
'16 
'26 
'36 
'46 
'56 
'66 
Suppose that for simplicity, node 1, node 2, and node 3 
are at time t = t^ and node 4, node 5, and node 6 are at time 
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t = A.11 of the values of (j) are known at nodes node 1, 
node 2, and node 3 since the solution to our problem proceeds 
layer by layer. Hence, in the first step of our insertion 
(of known (|> ) process, the first three rows of the local stiff­
ness matrix are zeroed out, and hence never had to be cal­
culated in the first place. This cuts our commutât ions by 
half. Next let us observe what happens to the 3x3 block 
in the lower left corner of this local matrix. In the second 
step in the insertion (of known ({) ) process these components are 
used to alter the vector of constants in the global system and 
hence must be calculated. But their corresponding locations 
i n  t h e  g l o b a l  s t i f f n e s s  m a t r i x  n e e d  n o t  b e  s t o r e d .  T h e  3 x 3  
block in the lower right-hand comer of the local stiffness 
matrix corresponds to the remaining elements in the global 
stiffness matrix that don't get zeroed out and must be cal­
culated and stored. However, by examining eq. 3.11, we see 
that in actuality only a little over half of this block 
really needs to be computed and stored since it is symmetric. 
The final form of our local stiffness matrix thus has the form 
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0 
0 
0 
'41 
'51 
'61 
0 
0 
0 
'42 
'52 
'62 
0 
0 
0 
'43 
'53 
'63 
0 
0 
0 
'44 
'54 
'64 
0 
0 
0 
0 
'55 
'65 
0 
0 
0 
0 
0 
'66 and only 
^44» ^54» ^55' ^ 64' ^ 65' ^66 have corresponding 
entries in the global system stored. We have thus cut our 
storage by almost a factor of 7/8 and our calculations by 
almost a factor of 5/8, 
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CHAPTER IV. THE LINEAR SIMULTANEOUS EQUATION SOLVER 
As mentioned in the introduction we will investigate the 
possibility of using higher order projection methods for the 
solution of our large symmetric, sparse, and banded linear 
system of equations. However, we will digress at first and 
present some preliminary information about convergence of 
iterative methods, in particular, the n-dimensional projection 
method. 
Theorem 4.1: (Banach's contraction mapping principle) 
Let (X,d) be a complete metric space, Let f:X -» X be such 
that 
d(f(x),f(y)) < a d(x,y) 
where a < 1. Then f is continuous and f has a unique fixed 
point, i.e., a:x such that f(x) = x. 
The proof of this theorem is straightforward and may be 
found in Willard (1970). It is theorem 4.1 that has found 
the most use in proving the convergence of iterative methods. 
Theorem 4.1 is used to solve the equation 
A X = b (4.1) 
in the following mannert Rewrite eq. 4.1 as 
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= M x"^ + c (4.2) 
where M is an n x n matrix and c is an n x 1 vector, and with 
initial guess x^. M is called an iteration matrix for a given 
iterative method. In standard convergence proofs M replaces 
f in theorem 4.1. Let x and y be two vectors in (n-
dimensional Euclidian space) such that x' = M x + c and 
y = M y + c. Define ! Îm M = r(M) = sup{X.»X€a(M)} where a(M) 
is the spectrum of M and let tlx I I be the standard Euclidian 
norm on R^. Then 
||x' - y'll = I|M(x-y)|| < I|m|| |lx-y|| . (4.3) 
Hence if ||m|| < 1, Banach's theorem applies, i.e., 3!x€R^ 
such that x^ x in norm. With the proper choice of M, x 
will be the solution of eq. 4.1. 
We will return to the discussion of iteration matrices 
shortly but let us first define the n-dimensional projection 
method. Let 
- a.'' (4.4) 
where the subscripts are in tensor notation (i.e., summing 
from 1 to n), the superscript k indicates the approxima-
tion to the solution x of eq. 4.1, is a constant chosen 
at the k^^ step, and e^^^ is a unit vector chosen at the k^^ 
step with unit in the i^^ slot. The residual at the 
(k+1)®^ step is given by 
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= b - A A^^ (4.5) 
where A^ is the i^^ colvunn of A, The n-dimensional projec­
tion method is defined then by choosing the constants such 
that at each step ||r^|| - ||r^^^|| is a maximum» or 
equivalently making 
F(a^,a2,a3,...,a^) = (rk,r%) - (4.6) 
a maximum. 
Theorem 4,g: (Ridolfo, 1975). The stationary n-
dimensional projection method is convergent. _ 
The preceding theorem guarantees that for a fixed choice 
of ordering of the columns of A in the n-dimensional projec­
tion method, the method converges to the solution of eq. 4.1. 
We now present several new results on iterative methods 
in an abstract setting and then show how they apply to certain 
nonstationary projection methods. 
Let X be a Banach space with x a fixed element of X and 
€ > 0. Let € B(X) (B(X) being the Banach space of 
bounded linear operators on X) such that each T^ satisfies 
the following properties: 
i) I 1 1 < 1-e, vn 
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ii) vy€X, lim — x in norm, where is defined 
iteratively by 
=^+1 = * <=n ' (4-7) 
with c^€X and x^ = y. 
Lemma 4.3: Let T , {x^} , x, X, c , and B(X) be as 
^ ^ k=l ^ 
def ined above. Then 
= (I - T^)x . (4.8) 
Proof: T €B(X) implies T is continuous (Schecter, 1971) 
n 
X = lim + cj = T^(1m t 
= X + c^ . (4.9) 
Hence (I - T )x = c 
n n 
Q.E.D. 
Theorem 4.4: Let x, {x. } X, B(X), {T } , and 
k=l,n=l ^ n=l 
{c_} ~ , be as defined previously. Then x = lim x (in norm), 
k=l i ^ 
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where 
*i * (4,10) 
and where we have relabeled the as (x^) . 
Proof: Each can be written as 
*i = "^i • • • Tz^i^o * Ti^i-i • • • T3T2 ^1 •*• ^i^i-i 
• • • C2 ^  • • • "^ "^i ^i""l ^ ^i * (4#ll) 
By applying Lemma 4.3 we may replace each c^ by (I - T^)x, 
and hence eq. 4,11 becomes 
*i ~ ^ i^i-l ••• *^1 *0 "*• ^Y^i-1 *** *^2^^ ~ T^)x + '^i'^i-i 
,.. T^d - T2)x + ,,, + T\(I - ^)x + (I - T^)x 
(4,12) 
This is a telescoping series and hence 
Xi = ... T^E^o - x] + X , (4,13) 
Since | ... T^|| < (M^ I It^| 1)^ which goes to zero 
(since (l-€)^ *• 0) in the norm limit we see that the con­
clusion of our theorem now follows, 
Q *E,D, 
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The following two corollaries are applications of the 
previous theorem to nonstationary iterative methods. In 
particular corollary 4.6 will involve nonstationary variably 
dimensioned projection methods. 
Corollary 4.5; Let Ax = b,A€B(X), x and b6X, have a 
unique solution, i.e., A ^€B(X). Using the notation of 
theorem 4.4 with the now being a set of stationary 
iterative operators such that 
X = lim x^ = lim + c^) , (4.14) 
we can construct a nonstationary iteration scheme such that 
x = lim (T^x^_^ + c^) . (4.15) 
Proof * Immediate consequence of theorem 4.4. 
Q .E .D. 
Corollary 4.6: Let A be a linear operator on such 
that Ax = b has a unique solution. Then the nonstationary 
arbitrarily dimensioned projection method converges to x for 
any starting vector x^. (Here the columns of A can be 
permuted after each cycle and the dimension of the projection 
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method may be changed during and after each cycle.) 
Prooft The stationary projection method of any dimen­
sion converges to x by theorem 4.2 for any starting vector x^. 
Therefore each iteration matrix corresponding to a stationary 
projection method has norm less than unity (Varga, 1962, p. 
13), and since Dim(R^) < <» there are only a finite number of 
projection iteration matrices and hence a6 > 0 such that 
Cor. 4.5 is satisfied. Now sinply define the in 
theorem 4.4 to be the stationary iteration matrices. 
Remarks Theorem 4.4 also gives a crude error bound after 
k iterations as 
Q.E.D. 
I|x - Xkll < I |T^I I MVlll ••• llTlll 
(4.16) 
It can be shown by single algebraic manipulations that 
the set {a^} of eq. 4.4 can be found by solving the following 
systems 
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A^ 
^11 ^ 12 ^ 13 •*• ^In 
A^ A^ A^ 
^21 ^ 22 ^ 23 '* * ^2n 
A^ A^ A^ 
^31 ^ 32 ^ 33 ••* 3n 
A^ A^ A^ 
nl ^ n2 n3 nn a n 
Air* 
A3rk 
Anr* 
(4.17) 
where A^j = (A^, Aj), A^^k = (A^, r ), and A^, r , and are 
as defined in eqs. 4.4 and 4.5. 
£q. 4.17 illustrates one method of reducing the number 
of computations tremendously. This can be seen by noting 
that if A^j = (A^, Aj) is picked such that A^j =0, i /j 
eq. 4.17 reduces to 
11 
'22 
33 
k _lt , 
°^1 Airk 
. • 
3 
• 
• • 
. 
• 
(4.18) 
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le ir 
and hence a. = —^— » Vi, The method of choosing the 
ii 
columns just presented will be called method (1), 
The next example will illustrate how method (1) can be 
applied to a banded system of equations. 
Example ±J,x Let A = 
1 3 0 0 0 0 0 0 0 
2 5 7 0 0 0 0 0 0 
0 3 1 2 0 0 0 0 0 
0 0 5 1 7 0 0 0 0 
0 0 0 7 6 4 G 0 0 
0 0 0 0 2 3 4 0 0 
0 0 0 0 0 3 7 6 0 
0 0 0 0 0 0 1 2 5 
0 0 0 0 0 0 0 3 9 
Using a 3-D projection scheme for method (1), one possible 
way of picking the columns is 1-4-7, 2-5-8, 3-6-9. Clearly 
= 0, (A^*A.y) — 0, (A^,Ay) = 0, (A2) ~ 0, etc. 
It is also apparent that many other choices of orderings for 
the columns will also satisfy method (l). 
A question of interest we must ask ourselves about 
method (l) is* in what order should we pick the columns to 
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reduce the residual the most. The following discussion on 
method (l) will examine this question. 
Recall eq. 4.5 is 
r^*^ = b - Ax^ - a - ... - a 11 n n 
We may rewrite this equation as 
rk+1 = fk _ a % - ... - a^A(4.19) 
X J. n n 
Hence { | | ^ 
. (r* - a,*A,k . . 
X X n n 
- ... - . (4.20) 
Theorem 4.8: For an n-dimensional projection method 
using method (1), 
n 2 
2 cos^(9.Jk) < 1 . 
i=l 
Proof: By eq. 4.20 
0 < I lrk*l||2 = (rk - " 
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Without loss of generality we may assume 
/ 0, vi 
Hence we have 
0 < I lr^"^^l 1^ = I |r%| P + ... + (A^^k)^/A^ 
- 2(Ai^k)2/Aii - ... - 2(A^j,k)VA^ . (4.21) 
Eq. 4.21 may now be rewritten as 
0< ||rk||2[i _ Z cos^(9. k)] , (4.22) 
i=l 
where 8^^k is the angle between the i^^ column of A and the 
residual after k-steps. 
Hence 
^ 2 2 cos (9. k) < 1 
i =1 
Q .£ .D « 
Corollary 4.9: If we assume it takes k projections of 
various dimensions fn } . to complete one cycle then the m •'m=i 
norm of the residual after k projections is 
||rk+l||2 = ||r°||2 n [l - z"" cos^(9. m)] . (4.23) 
m=l i=l 
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Proof» Repeat applications of eq. 4.21 to 4.22. 
Q.E.D. 
Corollary 4.9 suggests a variety of ways to minimize 
the norm of the residual in method (1), i.e., if at each step 
in a cycle we choose columns to project on such that 
n ^ 
2 COS: (9._k) « 1 . (4.24) 
i-1 
It should be noted that this method does not necessarily 
minimize the residue over a cycle but it does minimize it 
over a step. 
The second method, method (2), we will study is the 
method suggested in Ridolfo (1975). In his dissertation 
Ridolfo suggested that we block the columns together in such 
a way that the columns in each block are nearly parallel. 
For clarity of this idea observe the following example. 
Example 4.10; Using the operator A of example 4.7, 
method (2) would suggest we pick the columns to project on 
in the following order* 1-2, 5-6, 9, 3-4, 7-8. 
For a detailed explanation of this method see Ridolfo 
(1975). 
57 
CHAPTER V, RESULTS AND CONCLUSIONS OF 
HYDROLOGICAL SIGNIFICANCE 
In this thesis we have studied a new method for 
numerically solving the nonlinear parabolic diffusion equa­
tion associated with a certain class of flows in unsaturated 
porous media. 
Figure 5,1 is a comparison of the use of our modified fi­
nite element technique with a finite difference scheme (Whis-
ler and Watson, 1968)• This comparison is for one-dimensional 
vertical drainage in a vertical soil column. As can be ob­
served in Figure 5.1, the results of our method are very simi­
lar to the finite difference results. Obviously it is not rec­
ommended to use our three-dimensional approach on a one-dimen-
sional problem. It is better to use a two-dimensional approach. 
And in fact we did this (Cushman and KirKham, 1978) also and 
found the same results as with the three-dimensional approach 
but with a much greater savings in computer space and time. 
The two-dimensional method is also much simpler to program. 
Figures 5,2-5,5 represent results for problem 2 of 
Chapter II. Using the notation of Figure 2,1, ^  = 7, cm on 
BB* (B* at a height of 7, cm above the reference level), 
AC has magnitude 24, cm and AE has magnitude 13, cm. Also 
the points B, F, and F* of Figure 2,1 are at the same loca­
tion as point A. In this particular case the initial condi­
tions for the flow problem were derived from the associated 
steady state problem in which it was assumed there was a 
Figure 5,1. One-dimensional vertical flow obtained by using Day and Luthin's 
(1956) data for Oso Flaco sand compared with present study 
100 
— Whisler 
o Cushman 20 -
100 
Figure 5,2. Drainage in a two-dimension soil column using Day and Luthin's (1956) 
data; x = 0. cm and <(, = 7, cm on BB' of Figure 2.1 
Tlme(t) is in min. 
X - 0. cm 
t - 0  
-20. -15. -10. - 5. 
y Height in cm. 
t - 2 . 0  
Tension in cm. 
Figure 5,3, Drainage in a two-dimensional soil column using Day and Luthin's 
(1956) data; x = 4, cm and <J) = 7, cm on BB' of Figure 2.1 
X • 4 cm. 
Time(t) is in i min. 
t - 0 -
-20. -15. -10. -5. 
-Height in cm. 
25 
t - 2 . 0  
m 
w 
Tension in cm. 
Figure 5.4. Drainage in a two-dimensional soil column usina Day and Luthin's 
(1956) data; x = 8. cm and (p = 7. cm on BB* of Figure 2.1 
X - 8. cm. 
Time (t) Is In mIn. 
t - 0  
I L 
-20. -15. -10. - 5. 
Tension In cm. 
Figure 5,5, Drainage in a two-dimensional soil column usina Day and Luthin's 
(1956) data; x = 13, cm and <1> := 7, cm on BB* of Figure 2.1 
Height In cm. X • 13. cm. 
Tlme(t) Is In mIn. 
t - 2 . 0  
5. 0 15. -15. -5. 10. 20. 
Tension in cm. 
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uniform head (j) = 24. cm along CD of Figure 2.1, 4) = 7, cm 
on BB*, and = 0, on all other boundaries. A separate 
program was written to solve Laplace's equation in a 
rectangle using standard finite element techniques to derive 
the initial conditions. Once the initial conditions were 
found we forced the boundary condition on CD to ^  = 0., 
i.e., there is no longer any recharge of the soil from above. 
With these boundary and initial conditions the problem cor­
responds to a miniaturized set of slit drains in a homogeneous 
slab of soil, with the ground initially saturated (with steady 
recharge) and the drains running full. The initial head 
(j) = 24. cm on the upper boundary corresponds to an infinitely 
small thickness of ponded water on the surface (as might be 
found in a rain storm). At time t = 0 the recharge is 
stopped and the column is allowed to drain with the drains 
assumed running full at all times. 
As would be expected in a relatively small, sandy medium 
under these conditions the water drains from the sand in a 
short time (about 2 min). And as can be seen (and as ex­
pected) in Figures 5.2-5.5 equilibrium is a straight line for 
each fixed x, and has slope equal to 1. 
Figures 5.6-5.9 represent results from another version 
of problem 2 of Chapter II. The boundary conditions were the 
same as in the previous exanple with the exception that on BB* 
(j) = z. The initial conditions were also found by solving 
Laplace's equation as discussed previously with the boundary 
Figure 5,6, Drainage in a two-dimensional soil column usina Day and Luthin's 
(1956) data; x = 0, cm and <f> = z* cm on BB* of Figure 2,1 
Height in cm. X - 0. cm. 
Time(t) is in min. 
EQUILIBRIUM 
-10. -20, -15. 
Tension in cm. 
Figure 5,7, Drainage in a two-dimensional soil column usina Day and Luthin's 
(1956) datai x = 4, cm and # = z. cm on BB* of Figure 2.1 
X - 4. cm. 
Time(t) Is Inmln. 
5. 0 20. 15. -10. 5. 10. -20. -15. 
Tension in cm. 
Figure 5,8, Drainage in a two-dimensional soil column using Day and Luthin's 
(1956) data; x = 8, cm and # = z, cm on BB' of Figure 2,1 
X " 8. cm. 
Time(t) is in min. Height in cm. 
10. 15. 20. 0 5. -5. -10. -15. -20. 
Tension in cm. 
Figure 5.9. Drainage in a two-dimensional soil colunn using Day and Luthin's 
(1956) data; x = 13. cm and (}> = z. cm on BB* of Figure 2.1 
Height in cm. 
X -13. cm. 
Time (t) is In min. 
"20. -10. -15. 
Tension In cm. 
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condition (j) = 7. on BB' replaced by $ = z. In this case the 
boundary condition # = z on BB' corresponds to a surface of 
seepage. Again, as in the previous problem, similar results 
for the tension head were found. However, in this case, care 
must be taken so that the free surface in the slab does not 
extend below 7, cm above the reference level. For if it did, 
the boundary condition along BB' would have to be changed to 
= 0, from B ' to the free surface and 4 = z on the rest of 
on 
the boundary BB'. There is no problem in handling these 
boundary conditions however, as will be shown in the next 
problem. 
The final problem we are going to discuss is problem 3 
of Chapter II. We use the same notation as in Chapter II 
with = 145. cm, = 75. cm, L = 300. cm and P = 200. cm 
(see Figure 2.2 for details). Figure 5.10 gives the results 
of our numerical procedure versus the experimental results of 
Vauclin et al. (1974). As can be seen in the figure our re­
sults agree quite well with Vauclin*3 experimental results, 
with our procedure overestimating the drop in the water table 
just slightly. Overall we feel the comparison is very good. 
We can conclude from these results that the modified 
finite element technique suggested in this thesis should 
work well in most one- and two-dimensional drainage problems. 
It remains to examine the method for three-dimensional drain­
age problems and for one-, two-, and three-dimensional 
2 0 0 . 0  
T i m e  
hours  
145.0 
1 0 0 . 0  
75.0 
50.0 Exper imenta l  
Cushman  
1 0 0 . 0  150.0 2 0 0 . 0  0 . 0  50.0 250.0 300.0 
Figure 5,10. Results for problem 3 of Chapter II using Vauclin et al. (1974) 
data and experimental results 
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infiltration problems. The author suspects that in the 
infiltration problems Kirchoff's transform will be needed 
to modify the equation of flow before applying our modified 
finite element technique. 
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CHAPTER VI. RESULTS AND CONCLUSIONS OF COMPUTATIONAL 
AND MATHEMATICAL SIGNIFICANCE 
In Chapter III we examined a modified finite element 
scheme using Galerkin's method on the temporal as well as the 
spatial dimensions; we also assumed the physical properties 
were constant over each individual element. We then proceeded 
to show how to eliminate approximately 7/8 of the storage re­
quirements and 5/8 of the computational requirements. We 
will now discuss the element sizes we used in our finite 
element scheme for the problems of the last chapter. 
In the first problem (vertical drainage of a soil column) 
we did not try to maximize the element size. However, we did 
find that with the time dimension of each element equal to 
0.1 minutes and with the spatial dimension equal to 0.871 cm 
we could get basically the same results as with smaller 
element sizes. 
In the second problem (two-dimensional drainage into a 
slit drain or into the atmosphere) we varied the temporal 
dimension and kept the spatial nodal pattern fixed using a 
regular rectangular mesh in the x and z directions (A X  =1.0 
cm, ^ y = 1.0 cm). The total number of nodes at time t = t^ 
was 325 with a bandwidth of 14. We found time steps of O.OOl, 
0.01, 0.05, 0.1, and 0.5 minutes for 10, 10, 18, 60, 51 itera­
tions, respectively, gave results very similar to smaller step 
sizes with more steps. This illustrates that the time dimen­
sion of the elements can be increased as the drainage 
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progresses. This is no surprise since as time goes on the 
drainage of the soil becomes slower and hence the physical 
properties can be assumed constant over a small area for 
longer periods of time. Unfortunately, we have no general 
formula for determining the maximum allowable temporal di­
mension of an element. 
In the third problem (ditch drainage with a seepage 
surface) we again fixed the spatial dimensions of the elements. 
The spacing of the nodes was again regular and rectangular 
with a 5.0 cm vertical spacing and a 20.0 cm horizontal spac­
ing. The total number of nodes at time t = t was 328 with 
o 
a bandwidth of 17. In this case we found time steps of 0.05, 
0.1, 0.2, 0.3, 0.5, 1.0, and 5.0 for 40, 40, 20, 20, 10, 20, 
and 16 iterations, respectively, gave results very similar to 
smaller step sizes with more iterations per step size. 
Computational times for the previous three problems were 
not kept since the programs were not designed for extreme 
efficiency. The storage mode we used was band but for great­
est efficiency a band-symmetric mode should be used. 
In Chapter V we discussed an interative technique for 
solving the system of linear algebraic equations derived at 
each time step in our modified finite element procedure. We 
first gave a general theorem and proof (using only standard 
Banach space machinery) on convergence of certain non-
stationary iterative procedures. We then used this theorem 
to show that the nonstationary projection methods converge. 
82 
We also presented a new method for showing the stim of the 
direction cosines squared (in a subspace of R^) is less than 
or equal to one. We will next discuss our results on the use 
of projection methods to solve the system of equations de­
rived in our modified finite element scheme. 
The first projection method we tried was method (l) of 
Chapter V. As a test case we generated a system of 195 
simultaneous equations similar to the ones generated in 
problem two in Chapter IV, The projection dimensions we used 
in a cycle were of degree ei^t and degree seven. Again, the 
bandwidth of the system of equations was 14. For an initial 
guess for the solution vector x we used the initial conditions 
generated in the steady state problem and the boundary condi­
tions of the transient problem. The norm of the initial 
residue vector was ||r|| = 0.004005; after one cycle, 
||r|| = 0.003032; and after 50 cycles, ||r|| = 0.002389. 
This obviously is too slow a convergence rate for practical 
use. 
The next method we tried was the same as above with the 
exception that the projection ordering in each cycle was 
picked using the cosine method suggested in Chapter IV, This 
technique was carried out only for a few cycles. The residue 
was changing much the same as in the previous method but the 
number of computations (hence costs) were tremendously in­
creased. 
The third technique we tried as mentioned in Chapter IV 
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was the method suggested by Ridolfo (1975). The projection 
dimensions we used were 14 and 13. Again we started with the 
s a m e  r e s i d u a l  | | r | |  =  0 . 0 0 4 0 0 5 ;  a f t e r  o n e  c y c l e ,  I I r l I  =  
0.003350; and 50 cycles, ||r|| = 0.001780. As can be seen, 
this method is converging faster than either of the above 
methods but still too slowly for practical use. This method 
also requires more computations and storage than the first 
method. 
The final method we tried was to combine methods (1) and 
(3) by alternating them every other cycle. This is a non-
stationary method and was shown to converge in Chapter IV. 
Again the initial residue was Mr I I = 0.004005; after 50 
cycles Mr I I = 0.001893; after 100 cycles, Mr M = 0.001698. 
Again we see that the method is too slow for practical use. 
We should also point out that computationally Cholesky's 
method (Fox, 1965) works very well for solving the small 
positive definite systems generated in the 3rd and 4th methods. 
We can conclude from the preceding discussion that the 
projection method is not well-suited (using our subspace se­
lections) for our banded symmetric system of equations. In­
tuitively this is very understandable as we will now show. 
Examine Figure 6.1. This figure is of a two-dimensional 
space spanned by two nearly parallel vectors intersecting at 
the origin. Imagine the residual vector extending from the 
origin to some point in the plane. If we project this vector 
onto one of the basis vectors, then to the other, then back 
s 
Figure 6,1. Projection of a residue vector onto a two-dimensional subspace 
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to the first, etc. we see that its magnitude decreases very 
slowly. This is what is happening in our projection methods 
since the projection subspaces are "near parallel". That is, 
if we pick a vector in one subspace and project it onto a 
vector in another of our subspaces, the angle between them 
will in general be small. 
For the method to be economically feasible the subspaces 
should be almost orthogonal. 
One method not used by the author that might be economi­
cally feasible would be to use an n-dimensional projection on 
an n-dimensional system. This would replace our banded 
symmetric matrix of coefficients by a banded symmetric posi­
tive definite matrix with roughly twice the bandwidth. The 
new system can be economically solved by Cholesky's method 
or an iterative scheme such as Gauss-S eidel. 
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APPENDIX. COMPUTER PROGRAMS 
I 
c 
c  
c  
C  T N E S E  P R O G R A M S  W E R E  D E S I G N E D  F O R  E X P E R I M E N T A L  
C  P U R P O S E  A N C  N O T  F U R  M A X I M U M  E F F I C I E N C Y .  '  
C  
C  
C  
c  
c  
C  
C  
C  T H I S  I S  T H E  M A I N  P R O G R A M  A N D  A S S O C I A T E D  S U B R O U T I N E S  
C  U S E D  T O  M O D E L  T W O  D I M E N S I O N A L  D R A I N A G E  P R O B L E M S .  
C  
C  T H E  S T O R A G E  M O D E  I S  S A N D .  F O R  M I N I M U M  S T O R A G E  A  W  
C  S Y M M E T R I C  M O D E  S H O U D  B E  U S E D .  
C  
C  T W O  C O N D U C T I V I T Y  S U B R O U T I N E S  A R E  G I V E N .  O N E  F O R  
C  T H E  D A T A  O F  D A Y  A N D  T H E  O T H E R  F O R  V A C H A U D S  
C  D A T A .  U N I T S  A R E  C E N T I M E T E R S  A N D  M I N U T E S .  
C  
C  T H E  P R O G R A M  U S E S  T W O  N U M B E R I N G  S C H E M E S .  T H E  
C  E X P A N D E D  S C H E M E  N U M B E R S  A L L  S I X  N C D E S  O F  
C  E A C H  E L E M E N T .  D A T A  I S  G I V E N  T O  T H E  M A I N  
C  P R O G R A M  I N  T H E  E X P A N D E D  S C H E M E .  T H E  N U M B E R I N G  I 
C  S C H E M c  P R O C E E D S  F R O M  L E F T  T O  R I G H T .  T H E N  
C  a O T T O M  T O  T O P ,  U S I N G  ONLY O D D  N U M B E R S  FOR 
C  T I M E  T = T O  A N D  E V E N  N U M B E R S  F O R  T I M E  T = T l .  
C  E X A M P L E  -  I F  N O D t  1 7  I S  A T  T = T O  T H E N  
C  N O D E  1 8  I S  I M E D I A T E L Y  A B O V E  N O D E  1 7  A T  
C  T H E  T = T 1  L E V E L .  
C 
C  T H E  S E C O N D  N U M B E R I N G  S C H E M E  N U M B E R S  O N L Y  L E V E L  
c  T = T l  A N O  N U M B E R S  C O N S E C U T I V E L Y  F R O M  L E F T  T O  
C  R I G H T  T H E N  B O T T O M  T O  T O P .  
C  
C  
C  T H E  N O D E  N U M B E R I N G  I S  I M P O R T A N T  I N  T H I S  P R O G R A M .  T H E  O D D  N U M B E R E D  
C  N O D E S  A R E  O N  T H E  d O T T O M  O F  T H E  E L E M E N T S  A N D  T H E  E V E N  N U M B E R E D  N O D E S  
C  A R E  O N  T H E  TOP OF T H E  E L E M E N T S .  T H E  LRIGIN FOR THE G L O B A L  N U M B E R I N G  
C  I S  A T  T H E  O R I G I N  F O R  T H E  G L O B A L  C O O R D I N A T E  A X I S .  T H E  N U M B E R I N G  P R O C E E D S  
C  F R O M  L E F T  T O  R I G T  A N D  T H E N  B O T T O M  T O  T O P .  
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X (  6 . 5  )  = - G G 2 + E 2  
X {  6 . 6  )  = - G G l - E 2  
R c  T U a N  
END 
S U B R O U T I N E  A O E ( A t S * B l t B 5 • 6 6 • G G I • G G 2 • E I , E 2 , E 3 , E 4 . E 5 , E 6 , D K , D L )  
G G = A * S  
E E l = D K * D L / ( 1 2 . * A )  
E E 2 = J K * D L / ( 2 4 . * A )  
G G l - G G / 1 2 .  
G G 2 = G G / 2 4 .  
E 1 = E E 1 * 8 1  
E 2 = E E 1 * 8 5  
E 3 - E E 1 * B 6  
E 4 = E E 2 * B 1  
E 5 = E E 2 * B 5  
E 6 = E E 2 * B 6  
R E T U R N  
E N D  
0 0 0 C . 5 0 0 0 0 0  0 0 1 • 0 0 0 0 0 0 0 0 1 • 0 0 0 0  0  
000 10000 
O C O C . 0 5 0 0 0  
0 0 2 8 0 0 1 4 0 0 2 4 0 3 9 0 0 0 0 4  
0 0 0 2 0  0 0 3  •  
0 0 2 8 0 0 0 3 .  
0 0 5  4 0 0 0 3 .  
0 C 6 C 0 0 0 3 . 0 0 0 0 0  
00  
0 , 4 1 6 0 . 9 4 5 . 0 0 1 0  
1 . 4 1 4 % . < 4 2 . 0 0 1 1  
2 . 4 1 3 8 . 9 4 0 . 0 0 1 1  
3 . 4 1 2 6 . 9 3 6 . 0 0 1 1  
4 . 4 1  1 5 . 9 3 1  . 0 0  1  1  
5 . 4 1  0 4 . 9 2 9 . 0 0 1  1  
6 .  4 0  9 3 . 9 2 1  . 0 0 1  1  
7 . 4 0 ( 3 2 .  9 1 8 . 0 0 1  1  
8 . 4 0 7 0 . 9 1  I  . 0 0 1 1  
9 . 4 0  5 9 . 9 0 3 . 0 0 1 1  
1 0 . 4 0 4 6 . 9 0 1 . 0 0 1 1  
1 1 . 4 0 3 7 . 8 9 3 . 0 0 1 1  
1 2 . 4 0  2 6 . 8 9 3 . 0 0 1 1  
1 3 . 4 0 1 6 . 8 8 8 . 0 0 1 1  
1 4 . 4 0 0 5 . 8 8 1 . 0 0 1 1  
1 5 . 3 9 9 4 . 8 7 7 . 0 0 1 1  
1 6 .  3 9 8 2 . 6 7 0 . 0 0 1  1  
1 7 . 3 4  7 1 . 8 6 6 . 0 0 1 0  
1 8 . 3 9 6 2 . 8 6 0 . 0 0 1  1  
1 9 . 3 9 5 0 . 6 5 5 . 0 0 1 5  
2 0 . 3 9 3 1 . 8 4 9  . 0 0 3 1  
2 1 . 3 6 8 8 . 8 4 1 . 0 0 5 3  
2 2 . 3 6 2 4 . 8 2 5 . 0 0 6 6  
2 3 . 3 7 5 5 . 8 0 6 . 0 0 6 6  
2 4 . 3 6 4 1  .  7 8 0  . 0 0 5 6  
2 5 . 3 6 4 3 . 7 5 0  . 0 0 6 4  
2 6 . 3 5 6 3 . 7 1 5 . 0 1 0 1  
2 7 . 3 4 4 0 . 6 7 7 . 0 1 0 1  
2 8 . 3 3 6 0 . 6 3 0 . 0 0 7 2  
2 9 . 3 2 9 6 . 5 7 3 . 0 0 7 4  
3 0 . 3 2 1 1 . 5 1 3 . 0 1 0  1  
3 1 . 3 0 9 3 . 4 5 9 . 0 1 3 3  
3 2 . 2 9  4 4 . 4 0 0  . 0 1 4 6  
3 3 . 2 8 0 0 . 3 5 0 . 0 1 5 2  
3 4 . 2 6 4 0 . 2 9 5 . 0 1 6 6  
3 5 . 2 4 2 7 . 2 4 6 . 0 2 0 C  
3 6 . 2 2 4 0 . 1 9 ? . 0 1 9 2  
3 7 . 2 0 4 3 .  1 5 0  . 0 1 8 1  
3 8 . 1 6 7 7 . 1 1 5 . 0 1 6 8  
3 9 . 1 7 0 7 . C 8 0 . 0 1 5 2  
4 0 .  1 5 7 3 . 0 6 2 . 0 1 3 4  
4 1  .  1 4  4 0 . C 5 1  . 0 1 2 0  
4 2 .  1 3 3 3 . 0 4 1  . 0 0 9 8  
4 3 .  1 2 4 3 . 0 3 7 . 0 0 7 7  
4 4 .  1 1  7 9 . 0 3 0  . 0 0 6 1  
4 5 .  1 1 2 0 . 0 2 5 . 0 0 6 9  
4 6 .  1 0 4 0 . 0 2 2 . 0 0 7 7  
4 7 . C 9 6 5 . 0 2 1 . 0 0 6 1  
4 8 . 0 9  1 7 .  0 2 0 . 0 0 5 C  
4 9 . 0 8 6 4 . 0 2 0 . 0 0 4 5  
5 0 .  0 6 2 7 . 0 2 0  . 0 0 4 0  
5 1 . 0 7 8 4 . C 1 9 . 0 0 4 0  
5 2 . 0 7 4 7 . C l d . 0 0 3 4  
5 3 . 0 7 1 5 . 0 1 7 . 0 0 3 2  
5 4 . 0 6 8 3 . 0 1 6 . 0 0 4 2  
5 5  .  0 6  2  9  .  0  1  6  .  0  0  4  0  
5 6 . 0 6 0 3 . 0 1 5 . 0 0 2 1  
5 7 . 0 5 8 7 . 0 1 4 . 0 0 1 3  
5 8 . 0 5 7 6 . 0 1 3  . 0 0  1  3  
5 9 . 0 5 6 0 . 0 1 2 . 0 0 1 6  
6 0 . C b 4 4 . C l  1  . 0 0 1 3  
6 1 . 0 5 3 3 . 0 1 0 . 0 0 0 7  
6 2 . C 5 3 0 . 0 0 9 . 0 0 0 2  
O 
6 3 . C 5 2 8 . C 0 9 . 0 0 0 2  
6 4 . 0 5 2 5 . C 0 8 . 0 0 0 2  
< > 5 . 0 5 2 2 . C 0 7 « O O C 9  
6 6 . 0 5 0 7 . 0 0 7  « 0 0 1 C  
6 7 . 0 5 C 1 . 0 0 6 . 0 0 0 8  
6 8 .  C 4 9 1  .  0 0 5  . 0 0 0 8  
6 9 . C 4 8 5 . 0 0 5 . 0 0 0 4  
7 0 . 0 4 8 2 . 0  0 4 . 0 0 0 2  
7 1 . c 4 6 0 . 0 0 j . u 0 0 1  
7 2 . C 4 8 0 . 0 0 2 . 0 0 0 0  
7 3 . 0 4  8 0 . 0 0 2 . 0 0 0 0  
7 4 .  C 4 8 0 .  0 0 1  . 0 0 0 0  
7 5 . C 4 8 0 . 0 0 0 . 0 0 0 0  
C 
H 
C  T H I S  P a O G R A M  I S  F O R  O N E  D I M E N S I O N A L  V E R T I C A L  S  
C  D R A I N A G E  U S I N G  A  T W O - D I M E N S I O N A L  M E T H O D .  T H E  
C  P R O G R A M  C O N T A I N S  A  S U B R O U T I N E  F O R  D A Y  A N D  L U T H I N S  
C  D A T A .  
C 
C  
D I M E N S I O N  X X ( 2 0 2 . 5 ) . F ( 2 0 2 ) . P H I ( 2 0 2 ) . X L ( 6 0 6 ) , F I ( 2 0 2 )  
DIMENSION CI 1 (76) ,DKC1(76) .DKl(76) 
C C M M U N / J C / D K  1  . C I  1  . D K C l  
8W=0.0 
WRITE<6,S) 
5  F O R M A T ( ' l ' , 2 X . ' H ' , 3 X , ' T H E T A ' t 4 X , ' K • . 3 X . • C I • )  
DO 3 1=1,76 
R E  A D ( 5 . 2 )  I P H I , T H E T A , D K l ( I  ) , C 1  1  (  I  )
2  F O R M A T ( I 2 , F 5 . 4 , F 4 . 3 , F 5 . 4 )  
W R I T E ( 6 , 4 ) [ P H I , T H E T A , 0 K 1 (  I )  , C 1 1 (  1 )  
4  F O R M A T ( ' U ' . 2 X , I 2 , 2 X , F 5 , 4 , 2 X , F 4 . 3 , 2 X , F 5 . 4 )  
3  C O N T I N U E  
O K C l ( 1 ) = . C 0 2  
D K C l ( 7 6 ) = C . O  
D O  4 2 9  1 - 2 , 7 5  
4 2 9  D K C K  I ) = ( C K l (  I - l  ) - O K I  (  I + l  M / 2 .  
G1T-a/6. 
P H I ( 2 ) = 0 «  
P H I ( I ) - 0 .  
2  I  P H I ( I  > = 0 . 0  
W R I T E ( 6 . f c 7 ) K K K  
8 7  F O R M A T ! • 0 » . l O X , » T I M E  5 T E P = ' , I 4 )  
a*=dW+8 
W R I T E ( 6 , 3 7  ) 8 W  
3  7  F O R M A T ( ' 0 * , 1 0 X , ' T I M E ' , 2 X , E 1 4 . 7 )  
C A L L  C C N D ( P H I  I N O O E l  ) , P H I ( N G D E 2 ) , O K , C 1 , D K C , N 0 D E 1  . N 0 D E 2 )  
T = O K * k I T  
U = C 1 * D I T  
V = C K C * G I T  
V  =  - V  
X X ( N 0 D E l . 3 ) = X X ( N 0 D E l , 3 ) + T - U - V  ^  
X X ( N 0 D E 2 , 3 ) = X X ( N 0 D E 2 , 3 ) + T + V  O  
X X  (  N O O E 3  .  2  )  = X X  (  N L ) 0 E 3  .  3  > + U  
X X ( N 0 D E 3 , 2 ) = X X ( N 0 D E 3 , 2 ) - U - V  
X X ( N O D E  I  . 4 ) = X X ( N 0 0 E 1 , 4 ) + U  
X X ( N O D E  I , 5 )  =  X X ( N O O E l  , 5 ) - T + V  
X X ( N Q 0 E 2 . 2 ) = X X ( N 0 0 E 2 t 2 ) + U  
X X ( N 0 D E 2 .  I  ) = X X ( N O O E 2 , 1  ) - T - U - V  
X X ( N J 0 E 3 , 4 ) = X X ( N 0 D E 3 , 4 ) f V  
C A L L  C C N 0 ( P H I  ( i )  . P H I ( 3 ) • U K t C 1  * O K C «  I  «  3 )  
H I T = 3 K * B / ( 2 . * C )  
C A L L  C C N D ( P H I ( N O O E l ) * P H I ( N 0 D E 4 ) , O K , C I , D K C , N O O E l , N O O E 4 )  
T = 0 K * W I T  
U = C 1 * D I T  
V = C K C * G I T  
V = - V  
X X ( N O D E  I,3) =  X X ( N 0 D E 1,3)-U 
X X ( N 0 D E 2 »  3 ) = X X ( N O O E 2 t  3 ) + T + U + V  
X X(NJOE3t3 ) = X X(NOOe3t3 ) + T - V  
X X ( N O D E  1 . 4 )  =  X X ( N 0 D E 1 , 4 ) + U  +  V  
X X ( N 0 D E 2 , 2 ) = X X ( N U 0 E 2 $ 2 ) - U  
X X ( N O D E 2 .  1  ) = X X ( N U D E 2 . 1 ) - T - V  
X X ( N 0 D E 3 . 4 ) = X X ( N O D E 3 , 4 ) - U  
X X ( N 0 D E 3 , 5 ) = X X ( N U 0 E 3 , 5 ) - T + U + V  
X X ( N 3 0 E i , 2 ) = X X ( N U 0 E 1 , 2 ) - V  
K F = N O D E S -  1  
C A L L  C C N O ( P H I ( K F  > . P H I  ( K F )  . O K . C l . O K C . K F . K F  )  
F ( N O D E S  ) = - 0 K * B / 2 .  
F ( K F ) = - 0 K * 8 / 2 .  
J A S = N 0 D E S - 2 0  
D O  6 0 7  J - 2 t J A S * 2 0  
W R I T E ( 6 t 7 0 l ) ( F (  I + J - 2 )  , 1 = 2 , 2 0 , 2 )  
7 0 1  F 0 R M A T ( « 0 «  , 1 0 (  I X , E 1 0 . 3 )  )  O  
( F ( M 0 0 ( K K K , 2 ) ) 9 1 4 , 9 1 3 , 9 1 4  
9 X 4  T E S T I = 0 « 0  
D O  9 1 5  I J = 2 0 , J A S , 2 0  
915 TEST1=TESTI+F(1J)**2 
G U  T O  l O O C  
9 1 3  T E S T 2 = 0 . 0  
D O  9 1 6  I K = 2 0 . J A S , 2 0  
9 1 6  T E S T 2 = T E 5 T 2 + F ( I K ) * * 2  
T E S T = A B S ( S O R T ( T E S T l  ) - S Q R T ( T E S T 2 )  )  
I F ( T E S T . L E . O . I ) G 0  T O  9 1 0  
G C  T O  1 0 0 0  
9 1 8  8 = B + . 0 1  
S U B R O U T I N E  C O N D ( P H I  1 , P H I  2 , D K , C 1 , D K C . N O D E  1 , N 0 D E 2 J  
C O M M O N / J O / O K  1 ( 7 6 ) , C 1 1 ( 7 6 )  , D K C 1 ( 7 6 )  
P S I 1 = A B S { P H I 1 )  
P S  1 2  =  A B G ( P H I 2 )  
P H I = ( P S I I + P S I 2 ) / 2 . + . 5  
I N = I F I X ( P h I ) + l  
D K = D K K I N )  
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
O K C = O K C l < I N )  
C  1  = C  1  1  (  1 N  }  
R E T U R N  
E N D  
T H I S  P R O G R A M  S O L V E S  L A P L A C E S  E Q U A T I O N  I N  A  R E C T A N G L E  
W I T H  B O U N D A R Y  C O N D I T I O N S  S I M I L A R  T O  T H O S E  U S E D  I N  
T H E  S T E A D Y  S T A T E  D R A I N A G E  P R O W L E M S .  
T H E  P R O G R A M  W A S  U S E D  T O  C A L C U L A T E  T H E  I N I T I A L  
C C N D I T I C N S  U S E D  I N  S E V E R A L  O F  O U R  P R O B L E M S .  
D I M E N S I O N  I T  (  1  7 )  . P H K  I  9 5  )  #  F  {  1  9 5  )  ,  X X  (  1  9 5  .  1 9 5 )  
C O M P U T E  T H E  I N I T I A L  C O N D I T I O N S .  
T H I S  I S  F O R  A  U N I F O R M  M E S H  I N  A  R E C T A N G L E .  
A A = B 8 = E L E M E N T  H E  I G H T = E L t " M E N T  W I D T H .  
N B A N C = 6 A N D W I D T H .  
N H A F R O = H A L F  T H E  N U M B E R  C F  R C W S .  
N 2 E L E M = N U M R E R  O F  E L E M E N T S / R O W .  
K N C W N = N U M B E R  O F  K N O W N  P H I  V A L U E S .  
AA = l . 
08 = 1. 
N 8 A N D = 1 4  
N H A F R O =  1  4  
N 2 c L 5 W = 1 2  
N 0 D E 5 = 1 9 5  
K N 0 W N = 1 7  
H 
H 
H 
<o  
m 2 z z 2 X X X X X X X X X X X X O c 2 n O o o G X X X X X X X X X X X X C o O T o o o O O 
-4 m m m m z 2 2 2 2 z 2 2 z z z 2 vO a  m 
— » u fu »- CJ c O (j • c O O o o L, O 
Z II II II It o o o o O o O O o o O O II c z z z 2 m m m m m m m m m m m m 00 z 
m o c D O u *- *• r\> u  u lu ro M II il ro 
o D O o - • • e  • « « • • • « « > 
m m m m 7  2 z Z z z z z z Z z z « ? Ul fO 1— C O c c o o o c o O o o z Z o + + + + o o  o o  o o  o o o o o o lu % * 
»— •- #— m m  m m m m m  m m m m m m > 
•t> w *> tu o CJ #» r o  f  u ru m - r -n 
rr; X 
II II II II II II II II II II II II z o 
X X X X X X X X X X X X 
X X X X X X X X X X X X 
z z 2 2 2 2 z 2 z z z Z 
o o O O n O o C c o o o 
o c o O o O o O o D o o 
m m rr m m m m m m m m m 
u  » » i\) O i  u w TU » » 
# # « 
2 z 2 2 2 z z z z z z z 
C o O O C  r. o o n o o o 
o  o  D  D O  o o o o o D o 
rr. m IT m m m m rr. m m m m 
w IV} u «- tu — w ru » 
T 1 + Y 1 • T + 1 1 T + 
o m CC n n n n C D  m  n m c 
+ 
A 
+ 
m 
+ 
n 
+ 
A 
•" «-M 
rv) 
z z 2 X D ti o r> (T n T i  73  O 
c c O X o n n n rr o 
o o C ««. II II z 7)  > 
m rr m »» w  m > H  z o •— 
w f v  f  • lu I I  lu U) > > 
II II il (_ O • • Z M  a \  
z ro (. • « * C II 
C D  I I  Il I I  ru ru m M fu p» 
> o •- t- w  « 
Z  « * M % 
O 2 2 -n -4 z 
C O •» c 
O C o M c 
m m # z (/) w m  • 
"0 
I 
ZTT 
N O O E l = N 0 D E 1 + 1  
N 0 0 E 2 = N 0 D E 2 + l  
N 0 D E 3 = N 0 0 E 3 + l  
N 0 D E 4 = N 0 D E 4 + 1  
C O N T I N U E  
K P  = N ; 3 0 E S -  1  
0 0  3 0  1 = 2 , N O D E S  
X X ( 1 . I ) = 0 .  
X X ( N O D E S , I - l ) - 0 .  
F  (  l  ) =  X X ( 1  . 1 ) * P M I  (  1 )  
F ( N O D E S ) = X X ( N O D E S  t N O D E S  )  • P H I ( N O D E S )  
K P - K N C W N -  1  
D O  3 1  1 = 2 , K P  
K = I T < I ) - l  
D O  3 2  J =  1  , K  
X X ( i r < I  
K =  I T (  I  ) +  1  
D C  3 3  J = K , N O D E S  
X X ( 1 T < 1 ) . J ) = 0 .  
F ( I T ( l ) )  =  X X ( I T ( I ) , I T { I ) ) * P H I  (  I T (  I  ) )  
0 0  3 5  1  =  2 , N O D E S  
F ( I ) = F ( I ) - X X ( 1 . 1 ) * P H I ( 1 )  
X X ( I , 1 ) = 0 .  
K T = N 0 D E S + 1 - I  
F ( K T ) = F ( K T ) - X X ( K T , N O D E S ) » P H I ( N O D E S )  
X X  ( K T  , N O D E S ) - = 0 .  
D O  4 2  1 = 2 , K P  
K = I T ( I ) - l  
D O  4  1  J = 1 » K  
F <  J ) = F (  J ) - X X (  J . I T d  ) ) » P H I  (  I T (  I )  )  
X X ( J .  I T (  I  > )  =  0 .  
K = I T ( I ) + l  
H 
H 
W 
0 0  4 2  J  =  K  . N O D E S  
F (  J > = F (  J ) - X X (  J . I T d  ) j * P H I  (  I T ( I ) )  
4 2  X X ( J .  I T ( 1  ) ) = 0 .  
K K = N B A N 0 - 1  
C A L L  V C V T F Q ( X X • N O D E S . K K , N O D E S . X X . N O D E S )  
C A L L  L E C 1  P U ( X X . N O D E S . K K . N O D E S « F . N O D E S . 1 . 5 . 0 1 . D 2 .  1  E R )  
! F ( I E R . E 0 . 1 2 9 ) G O  T O  1 0 0 0  
W R I T E ( 1 4 ) ( F ( 1 ) « 1 = 1 . N C D E S )  
D O  4 7  1  =  1  . N O D E S  
W R I T E ( 6 . 4 8 ) I . F ( I )  
4 8  F O R M A T ( ' 0 ' , 2 X . ' I N I T I A L  C O N D I T I O N  A T  N O D E  • . 1 4 . « I S  * . £ 1 5 . 7 )  
4 7  C C N T I  N U E  
G C  T O  1 0 0 1  
1 0 0 0  C O N T I N U E  
W R I T E ( 6 . 4 9 ) 1 E R  
4 9  F O R M A T ( ' 0 ' , 2 X . ' 1 E R = ' . 1 4 )  
1 0 0  1  C O N T I N U E  
S  T C P  
E N D  
0 0 0  1 0 0 0 3 .  
0 0 1 4 0 0 0 3  •  
0 0 2 7 0 0 0 3 .  
0 0 4 0 0 0 0 3 .  
0 1 6 3 0 0 1 3 .  
0 1 8 4 0 0 1 3 ,  
0 1 8 5 0 0 1 3 .  
0 1 8 6 0  0 1 3 •  
0 1 8 7 0 0 1 3 .  
0 1 8 6 0 0 1 3 .  
0 1 6 9 0 0 1 3 .  
0 1 9 C 0 0 1 3 .  
0 1 9 1 C C 1 3 .  
0 1 9 2 0 0 1 3 .  
0 1 9  2 0  0  1  3 .  
0 1 9 4 0  0 1 3  .  
0 1 9  5 0 0 1 3 .  
c 
c 
c T H I S  P R O G R A M  G E N E R A T E S  A T R I A N G U L A R  M E S H .  N U M B E R S  
C  T H E  M E S H .  N U M Q E k S  T H E  E L E M E N T S .  M I N I M I Z E S  T H E  
C  B A N D W I D T H .  G R A P H S  A N D  S C A L E S  T H E  S U B D I V I D E D  R E G I O N .  
C  P L O T S  A N D  N U M B E R S  T H E  N O D E S  I N  T H E I R  C O R R E C T  
C  L O C A T I O N .  A N D  S E P E R A T E L V  P L O T S  T H E  E L E M E N T  N U M B E R S .  
C  
C  
C  T H I S  P R O G R A M  I N C O R P O R A T E S  G R I D  ( S E G E R L I N D .  1 9 7 6 )  
C  A N D  A  B A N D W I D T H  M J N I M I Z I N G  S C H E M E  ( C O L L I N S ,  1 9 7 3 ) .  
C  
C  T H I S  P R O G R A M  A L S O  R E Q U I R E S  T H E  C A L C O M P  R O U T I N E S  
C  A V A I L A B L E  C N  M O S T  I B M  3 6 0 / 3 7 0  S E R I E S  M A C H I N E S  
C  
C  H  
D I M E N S I O N  J T 1 C 9 0 0 ) . J T 2 ( 9 0 Q ) . J T 3 ( 9 0 0 ) . J T 4 ( 9 0 0 ) . J N T ( 9 0 0 )  ^  
C O M M O N / F O / J T l . J T 2 . J T 3 . J T 4  
C C M M C N / J O / X T  I  ( 9 0 0 ) . X T 2 ( 9 0 0 ) . X T 3 ( 9 0 0 ) . Y T I ( 9 0 0 ) . Y T 2 ( 9 0 0 ) . Y T 3 ( 9 0 0 )  
R E A L * 4  0 A T E ( 7 )  
R E A L * 4  P A R M ( 1 0 )  
D I M E N S I O N  X X X ( b ) . Y Y Y ( 6 )  
C Q M M 0 N / T E D / X X ( 9 0  0 ) . Y Y ( 9 0 0 )  
I N T E G E R + 4  L P A R M  
C O M M O N / A L L / J N T . I  0  I F F  
C Q M M O N / P U N C H / I P C H  
C C M M G N / D  I  W E N / H T ,  
C  H T  =  H E I G H T  C F  G R A P H  N O T  T O  E X C E E i )  1 1  I N C H E S  •  
C  t o  =  W I D T H  C F  G R A P H  N O T  T O  E X C E E D  1 2 0  F E E T  .  
C * * * * * * * * * * * * # * # * * * * *  
REA£>(5t20C} HTtW 
200 F0RMAT(2F£.3) 
DO 150 J=1,900 
150 JT4(J) = 0 
C A L L  G R I D ( J T 1  .  J T 2 ,  J T 3  . L M E N T S , N O D E S )  
C * * * * * * * * * * * * * * * * * * * * *  
C  N O D E S  =  N U M B E R  UF N O D E S  A F T E R  G R I D  H A S  B E E N  C A L L E D  .  
C  L M E N T S  =  N U M B E R  O F  E L E M E N T S  A F T E R  G R I D  H A S  B E E N  C A L L E D  
C********************* 
* R I T E ( 6 , 6  1 ) N 0 D E S  
6 1  F O K M A T ( * 0 ' , ' N U M B E R  C F  N O D E S  I S * , 2 X . I 3 )  
W R I T E < 6 , 6 2 ) L M E N T S  
6 2  F O R M A T * ' 0 ' , ' N U M B E R  O F  E L E M E N T S  I S ' . 2 X , I 3 )  
C A L L  S E T U P ( N O D E S , L M E N T S )  
C A L L  C P T N L M ( N O C E S . L M E N T S )  
I 0 I F F = I D I F F + 1  
W R I T E ( 6 , 3 ) I D I F F  
3  F O R M A T ( * 0 ' , ' N E W  B A N D  W I D T H  =  * . I 3 )  
D O  1 4 0  J = l , L M E N T S  
I = J T l  ( J  )  
1  I  =  J T 2 ( J )  
I  1  I  =  J T 3 ( J )  
IF(IPCH.EQ.O)GO TO 120 
WRITE(7,130» J.JNT(I ).JNT( 1 1 >,JNT(III) 
130 FGAMAT(4IJ* 
120 CONTINUE 
WRITE(6.110)J,JNT(I ).JNT( II).JNT(I 11) 
110 FORM4T('0','ELEMENT NO. = • .I 3.2X,•NODES ARE • t2X.13>2X*13•2X•13) 
140 CONTINUE 
GO TO 526 
C INITIALIZE PEN ORIGIN FOR THE GRAPH • 
C******************** 
CALL LABEL(ÛATE.PARM»LPARM) 
C**************#***** 
C DRAW THE ELEMENT TRIANGLES FOR THE LMENT ELEMENTS . 
00 210 J^ltLMENTS M 
XXX(1) = XT1(J)*W 
XXX(2)=XT2(J)*W 
XXX( 3 )-XT3( J ) *W 
XXX(4)=XXX(1) 
XXX(5 )=0. 0 
XXX(6)-1.0 
YYV( 1 )=VT K J ) *HT 
YYY(2)=YT2(J)*HT 
YYY(3)=YT3(J)•HT 
YYY(4 ) = VYY(1 ) 
YYY(5)-0.0 
YYY(6)=1.0 
210 CALL LINE(XXX»YYYt4# 1 , 1 . 1 ) 
C NUMBER THE NCDES . 
C******************** 
CALL PLOT(20..0.,-3) 
DC 310 I- 1 .NODES 
Y Y <  i ) = Y Y (  l ) - 0  . 1 5  
F J K T ^ J N T C  I )  
X X ( I ) - X X ( I ) + 0 . 1  
3 1 0  C A L L  N U M O E H ( X X ( I ) . Y Y ( I )  , 0 . 1 . F J N T t O . O t - 1 )  
C A L L  P L C T ( 2 0 . , 0 . , - 3 )  
D C  3 1  J = 1 . L M E N T S  
X X A = (  X T 1 ( J ) + X T 2 ( J ) < - X T 3 ( J )  ) * W / 3 . - . l  
Y Y A = ( Y T  I  ( J ) + Y T 2 ( J )  +  Y T 3 ( J )  ) * H T / 3 .  
F =  J  
31  C A L L  N U M B E R ( X X A # Y Y A . 0 . 1 f F . O . O . - l  )  
C * * * * * * * * * * * * * * * * * * *  
C  E N D  C F  T H E  G R A P H  C Y C L E  •  
C******************** 
C A L L  E N D P L T  
S 2 6  C C N T I N U E  
S T O P  
E N D  
S U B R O U T I N E  G R I O ( J T l t  J T 2 . J T 3 . L M E N T S . N O D E S )  
D I M E N S I O N  T I T L E (  1 0 ) . X P (  1 0 0 )  . Y P {  I  0 0 ) . X R G ( 9 ) , N ( 8 ) , N D N ( 8 ) . Y R G ( 9 )  
D I M E N S I O N  N N ( 2 1 , 2  1 ) , Y C ( 2 1 , 2  1 ) . X C ( 2 1 , 2 1  ) . N N R B ( 2 0 . 4 • 2 1 ) • J T M ( 2 0 . 4  >  
D 1 M E N S  I O N  L B ( 3 ) . N E ( 9 0 0 ) , X E ( 9 0 0 ) , Y E ( 9 0 0 ) , N R ( 4 ) , 1 C 0 M P ( 4 . 4 )  
D I  M E N S I G N  J T 1  ( 9 0 0 ) • J T 2 ( 9 0 0 ) • J T 3 <  9 0 0 )  
C O M M O N / J O / X T  1  ( 9 0 0 ) . X T 2 ( 9 0 0 ) . X T 3 ( 9 0 0 ) . Y T 1 ( 9 0 0 ) . Y T 2 ( 9 0 0 ) . Y T 3 ( 9 0 0 )  
C C M M O N / T E 0 / X X ( 9 0  0 ) . Y Y ( 9 0 0 )  
C C M M O N / P U N C H / I P C H  
C O M M O N / D I M E N / H T , W  
R E A L  N  
N O 0 E S = 0  
D A  T  I C O M P / — 1  »  I »  1  . —  I »  1  «  —  I  . —  I t  1 .  1  » — 1 .  —  1  «  1  • —  1  . 1  t  1  # — 1 /  
D A T A  I N / 5 / . 1 0 / 6 / , I P / 7 / , N 8 * / 0 / , N B / 0 / . N & L / 0 /  
D O  2 0 0  1 - 1 , 9 0 0  
>  X  < 1 ) = 0 .  
2 0 0  V V ( 1 ) = 0 .  
€*******+*»********* 
C  I N P U T  A N D  O U T P U T  O F  T I T L E ,  C O N T R O L  C A R D ,  G L O B A L  C O O R D I N A T E S  A N D  
c C O N N E C T I V I T Y  D A T A  
C * * * * * * * * * * * * * * * * * * *  
R E A D ( I N , 1 7 )  T I T L E  
1 7  F U R M A T ( l O A d )  
R E A D ( I N , 1 )  I N R G . I N B P « I P C H  
1  F O R M A T * J I 2 )  
C * * * * * * * * * * * * * * * * * *  
C * * * * * * * * * * * * * * * * * * * *  
c T H E  X  A N D  Y  C O O R D I N A T E S  O F  T H E  I M P U T  N O D E S  S H O U D  B E  N O R M A L I Z E D  T O  
C  V E R Y  B E T W E E N  0  A N D  1  .  
C * * * * * * * * * * * * * * * * * * * * *  
C********************* 
R E A D ( I N , 3 )  ( X P d  ) , I = 1  ,  I N B P )  
R E A D ( I N , J )  ( Y P ( I ) . 1 = 1 , I N B P )  
3  F O f i M A T O F l O . S )  
D O  2  1 - 1 , I N R G  
2 REA0(IN,8) NRGf(Jrw(NRGfJ) ,J=1.4) 
8  F 0 R M A T ( 5 I 2 )  
W R I T E ( I C , 3 6 )  T I T L E  
3 6  F O R M A T ! 1 H 1 / / / / 1 X . 1 0 A 8 / / 1 X , 1 8 H G L 0 S A L  C O O R D I N A T E S  / / 1 X , 3 0 H N U M B E R  
1  X  C O O R D  Y  C O O R D )  
W R I T E ( 1 0 *  3 0 )  ( I , X P ( I ) . Y P ( I ) , I - 1 , I N B P )  
3 0  F O R M A T ! 2 X  , 1 3 ,  7 X , F 1 0 . 5 . 5 X , F 1 0 . 5 )  
W R I T E ! 1 0 , 2 1 )  
2 1  F 0 R M A T ( / / 1 X , ) . 7 H C 0 N N E C T I  V I  T Y  D A T A / I X , ' R E G I O N  S I D E  1  
1  3  4  •  )  
D O  2 6  1 = 1 , I N R G  
2 6  W R I T E ( 1 0 , 2 2 )  I  , ( J T W ( I  ,  J ) , J =  1  , 4 )  
2 2  F C R M A T ( 2 X , I 3 , 1 4 X . 4 i I 2 . 5 X ) )  
C * * * * * * * * * * * * * * * * * * *  
C  L O O P  O N  T H E  R E G I O N S  T O  G E N E R A T E  T H E  E L E M E N T S  
C********#********** 
D O  1 6  K K - 1 , I N R G  
R E A D ! I N , 4 )  N R G , N R O W S , N C O L , N D N  
4  F O R M A T ! 1 1 1 3 )  
W R I T E ( 1 0 , 1 0 )  N R G , N R O W S  « N C O L « ( N O N ( I ) , I = l , a )  
1 8  F O R M A T ( l M l / / / l X , l â M * * *  R E G I O N  . I 2 , 6 H  ****//10X , I 2 . 5 H  R O W S ,lOX,1 2  
1 . B H  C O L U M N S / / t O X , 2 l H 0 O U N O A R Y  N O D E  N U M B E R S ,lOX,8 1 5 )  
C  
C  G E N E R A T I O N  O F  T H E  E L E M E N T  N O O A L  C O O R D I N A T E S  
C  
0 0  5  1 - 1 , 8  
I I = N O N { I J  
X R G ( I ) = X P ( I I )  
5  y R c ( I  )  =  y p ( I I  )  
X R G ( 9 ) = X R G ( 1 )  
Y R G ( 9 ) = Y R G ( l )  
T R = N R O W S - 1  
0 E T A = 2 . / T R  
T R - N C O L - 1  
051=2  , /TR 
00  1 2  I - l , N R O W S  { ; ;  
T R = I - 1  O  
E T A = 1 . - T R * D E T A  
D O  1 2  J - l , N C O L  
T R = J - l  
S I = - 1 . + T R + D S I  
N ( l ) = - 0 . 2 5 * ( 1 . - S I ) • ( l . - E T A ) * ( S I + E T A + 1 . )  
N ( 2 ) = 0 . 5 0 * ( I . - S I * * 2 ) * ( 1 , - E T A )  
N(j)=0.25*(I . + S I ) * ( I . - E T A ) * ( S I - E T A - 1 . )  
N ( 4 ) = 0 . 5 0 * ( 1 . + S I ) * ( 1 . - E T A * * 2 )  
N ( à)=0 ,25*11 . f S I ) * ( 1 . * E T A ) * ( S I + E T A - 1 . )  
N ( 6 ) = 0 . 5 0 * ( i . - S l * * 2 ) * ( l . + E T A )  
N ( 7 ) = 0 . 2 5 * { 1 . - S I ) » ( l . + E T A ) * ( E T A - S I - l . )  
N ( e ) = 0 . 5 0 * ( l . - S I ) * ( 1 . - E T A * * 2 )  
XC{I,J)=0.0 
Y C i l ,  J ) = Q . O  
00 12 K= l ,8 
XC <I,J) = XC(1 ,J) + XRG(K)•Ni K) 
12 YC(I,J)=YC(I,J)fYRGiK)»N(K) 
c 
c G E N E R A T I O N  OF T H E  R E G I O N  N O D E  N U M B E R S  
C  
K N l  =  l  
K S l  =  l  
K N 2 = N R 0 W S  
K S 2 = N C O L  
0 0  5 0  1 = 1 , 4  
N R T  =  J T k l (  N R G ,  I  )
I F ( N R T . E O . O ) G O  T O  5 0  
I F < N J T . G T . N R G ) U O  T O  5 0  
0 0  5 6  J =  1  , 4  
5 6  I F ( J T W i N R T . J ) . E Q . N R G > N R T S = J  
K = N C O L  
I F ( I . E 0 . 2 ) K - N R C W S  
I F ( I . E Q . 4 ) K = N R 0 W S  
J L = l  
J K = 1 C C M P <  I  , N R T S )  
I F ( J K  . E Q . - i ) J L = K  
D G  4 4  J -  1  , K  
G O  T O ( 4 5 , 4 6 . 4 7 , 4 8 ) , I  
4 5  N N C N R O W S .  J ) = N N R B ( N R T , N R T S , J t . )  
K N 2  =  N R 0 I * S - 1  
G O  T J  4 4  
4 6  N N ( J ,  N C C L ) = N N R B (  N R T . N R T S ,  J i . )  
K S 2 = N C 0 L - 1  
G G  T O  4 4  
4 7  N N { l , J ) = N N R B ( N R T , N R T S , J L )  
K N  1  =  2  
G C  T U  4 4  
4 8  N N ( J . l ) = N h R O ( N R T , N R T S , J L )  
K S  1  =  2  
44 JL-JL+JK 
5 0  C C N T I N U E  
I F  ( K N l . G T  . K N 2 ) G 0  T O  1 0 5  
H N) 
I F I K S I . G T  • K S 2 ) G 0  T O  1 0 5  
D O  1 0  I  =  K M t K N 2  
D C  1 0  J = K S 1 » K S 2  
N B = N 8 + 1  
1 0  N N ( I , J ) = N 8  
C  
C  S T O R A G E  O F  T H E  B O U N D A R Y  N O D E  N U M B E R S  
C  
0 0  4 2  ! • =  1  , N C O L  
N N R B ( N R G f 1 t I ) = N N ( N R O W S t I )  
4 2  N N R B ( N R G , 3 , I ) = N N ( 1 , I )  
D O  4 3  1 - l . N R O W S  
N N R B ( N R G , 2 , I ) = N N ( I , N C O L )  
4 3  N N R B ( N R G * 4  «  1 ) = N N (  I , 1 )  
C  
C  O U T P U T  O F  T H E  R E G I O N  N O D E  N U M B E R S  ^  
C  t s )  
W R I T E  ( 1 0 , 4 4 )  
4 9  F O R M A T ( / / I X , 1 9 H R E G I C N  N O D E  N U M B E R S / )  
D C  5 2  1 = 1 . N R O W S  
5 2  W R I T E ( 1 0 , S 3 )  ( N N ( I , J ) . J - 1 , N C O L )  
5 3  F O R M A T ( 1 X , 2 0 I 5 )  
C  
C  D I V I S I O N  I N T C  T R I A N G U L A R  E L E M E N T S  
C  
1 0 5  W R I T E ( 1 0 , 5 5 )  
5 5  F 0 R M A T ( / / 3 X . 1 7 H N E L  N O D E  N U M B E R S , 9 X , 4 H X ( I ) , 8 X , 4 H Y ( I ) . 8 X , 4 H X ( 2 ) , 0 X ,  
1 4 H V ( 2 ) , 8 X  , 4 H X ( 3 )  , 8 X , 4 H Y ( 3 )  )  
K= 1 
D O  5 4  1 = 1 , N R O W S  
D C  5 4  J = l , N C O L  
X f c ( K » = X C ( I , J )  
Y t  ( K ) = Y C (  I ,  J )  
N E ( K ) = N N ( I , J )  
5 4  K = K + 1  
L = N R O W S - l  
O C  1 5  1 = 1 , L  
D O  1 5  J = 2 , N C O L  
O I A G 1 = S Û R T ( ( X C ( I . J ) - X C ( * * 2 + < Y C (  
D I A G 2 = S Û R T ( ( X C < I + l , J ) - X C ( I , J - l ) ) * * 2 + ( Y C ( I + l , J ) - V C ( I , J - l ) ) * * 2 )  
N R C l ) = N C 0 L * I + J - 1  
N R ( 2 ) - N C 0 L * I + J  
N R ( 3 ) = N C C L » ( 1 - 1 ) + J  
N H ( 4 ) = N C 0 L * (  I - l >  4 - J - l  
0 0  1 5  I J - 1 . 2  
N E L = N E L + 1  
I F  ( ( D I A G l / D I A G 2 ) . G T . l  . 0 2 ) G O  T O  4 1  
Jl^NR(1) 
J 2 = N R ( I J + 1 )  
J 3 = N R ( I J + 2 )  M  
G O  T O  4 0  w  
4 1  J 1 = N R ( I J )  ^  
J 2 = N 0 ( I J + 1 )  N )  
J 3 = N R ( 4 )  
4 0  L B ( 1 ) = I A B S ( N E ( J l ) - N E ( J 2 ) ) + 1  
L E ( 2)-IAeS ( N E ( J 2 > - N E ( J 3 ) ) + 1  
L B C 3 ) = 1 A B S ( N E ( J 1 ) - N E ( J 3 ) ) + 1  
0 0  1 0 7  I K = 1 . 3  
I F ( L B ( I K )  . L E . N B W ) G 0  T C  1 0 7  
N d k = L B < I K  )  
N Ë L a W = N E L  
1 0 7  C C N T I N U e  
C * * * * * * * * * * * * * * * * * * * *  
C  S T O H E  T H E  N E L  E L E M E N T  N O D E  N U M B E R S .  
C*********************** 
J T l ( N E L ) = N E ( J 1 )  
J T 2 ( N E L ) - N E ( J 2 )  
J T 3 ( N E L ) = N E < J 3 )  
L M E N T  S = N E L  
C * * * * * * * * * * * * * * * * * * * * *  
c S T O R E  T H E  N E L  E L E M E N T  N O D E  C O O R D I N A T E S  
C * * * * * * * * * * * * * * * * * * * * *  
X T l ( N £ L > - X E ( J 1 )  
X T 2 ( N E L ) - X E ( J 2 )  
X T 3 < N £ L ) - X E ( J 3 >  
V T 1 ( N E L > = V E ( J 1 )  
Y T 2 ( N E L ) ~ V E ( J 2 )  
Y T 3 ( N E L ) = Y E ( J 3 )  
C * * * *  * * * • • 4 1  * * * * * * * * * * *  
C  S T O K E  T H E  N E I  )  X  A N D  V  C O C R D I N A T E S  •  
c:**** **************** 
X X ( N t ( J l )  ) = X E ( J 1  ) * W  
X X ( N E  ( J 2 )  ) = X E ( J 2 ) » W  
X X ( N E ( J 3 )  ) = X E { J 3 J * «  
Y V ( N t ( J 1 )  ) = Y E ( J 1  ) » H T  
Y Y ( N E ( J 2  )  ) = Y E ( J 2 ) * H T  
Y Y ( N E ( J 3 ) ) = Y E ( J 3 ) * H T  
C******************** U1 
C  C O U N T  T H E  N U M B E R  O F  N O D E S  •  
C * * * * * * * * * * * * * * * * * * * *  
I F { N E < J I ) . G T . N O O E S > N O D E S = N E C J l >  
I F ( N E ( J 2 )  . G T . N O D c S ) N O O E S = N E ( J 2 )  
I F ( N R ( J 3 ) . G T . N O D E S ) N O D E S ^ N d ( J 3 )  
W R I T E ( 1 0 , 3 0 1 )  N E L . N E ( J 1  ) , N E ( J 2 > . N E ( J 3 X E ( J  1 ) , Y E ( J  1 ) • X E ( J 2 ) . V E ( J 2 }  
l . X E ( J 3 )  . Y E ( J 3 )  
3 0 1  F 0 R M A T ( 1 X , 4 I 5 , 3 X , 6 F 8 . 6 )  
I F ( I P C H . E C . O J G O  T O  1 5  
W R I T E ( I P . 3 0 3 ) N E L . X E ( J  1  )  , Y E ( J 1 ) , X E ( J 2 )  . Y E ( J 2 )  ,  X E ( J 3 ) . Y E ( J 3 )  
3 0 3  F O R M A T ! I  3  . 6 F a . 6 )  
1 5  C C N T I M J E  
1 6  C O N T I N U E  
R E T U R N  
E N D  
S U B R O U T I N E  S E T U P ( N O D E S . L M E N T S )  
D I M E N S I O N  J T ( 3 6 0  0  ) . M E M J T (  7 2 0 0 ) , J M E M ( 9 0 0  > . J N T ( 9 0 0 )  
I N T E G E R * *  J N T I t J J T  
C C M M O N / A L / M E M J T , J M E M  
C O P M C N / F O / J T  
C C M M O N / A L L / J N T . 1 D I F F  
I D I F F - N C O E S  
D C  1 0  J - 1 « N O D E S  
1 0  J M E M ( J ) - 0  
0 0  6 0  J - = l t L M E N T S  
D O  5 0  1 = 1 , 4  
J N T I = J T ( 9 0 0 * ( I - 1 ) + J )  
I F < J N T l . E G . O ) G 0  T O  6 0  
J S U U = ( J N T I - l )  
D O  4 0  1 1 = 1 , 4  
I F ( I I . E Q . I I G O  T O  4 0  
J J T = J T ( 9 0 0 * ( I I - 1 ) + J )  
1 F ( J J T . E Q . O ) G O  T O  5 0  
M E M 1 = J M E M ( J N T I )  M  
I F ( M E M 1 . E G . 0 ) G C  T O  3 0  ^  
D O  2 0  I I 1 - 1 , M E M 1  
I F ( M E M J T ( J S U a + I l l ) . E Q . J J T ) G O  T O  4 0  
2 0  C O N T I N U E  
3 0  J M E M ( J N T I ) = J M E M ( J N T I ) + l  
M E M J T ( J S U B  +  J M E M ( J N T I )  )  =  J J  T  
I F  (  I A a S (  J N T I - J J T )  . G T .  l O I F F I  I D  1 F F = 1 A B S (  J N T l - J J T )  
4 0  C C N T I N U E  
5 0  C C N T I N U E  
6 0  C C N T I N U E  
R E T U R N  
E N D  
S U B R O U T I N E  O P T N U M  (  N O D E S  , l - M E N T  S  )  
D I M E N S I O N  N E W J T ( 9 0 0 ) , J O I N T ( 9 0 0 )  , J T ( 3 6 0 0 )  , M E M J T I  7 2 0 0 } ,  
1 J M E M ( 9 0 0 )  , J N T ( 9 0 0 )  
C O M M O N / A L L / J N T , I D I F F  
C O M M O N / A L / M E M J T . J M E  M  
C C % M O N / F C / J T  
I N T E G E R * 4  I t K  
M I N M A X = I O I F F  
0 0  6 3  I K = 1 , N O D E S  
D O  2 0  J = 1  . N O D E S  
J O  I N T ( J ) - 0  
2 0  N E k J T ( J ) = 0  
M A X  =  0  
1=1 
N E V k J T  (  I  ) =  I K  
J C I N T C I K ) = 1  
K  =  1  
3 0  K 4 = J M E M ( N E * J T ( I ) )  
I F  ( K 4  . E Q . O G O  T O  4 5  
J S L 8 = ( N E k J T ( I } - l ) * 8  
D O  4 0  J J = l . K 4  
K 5 - M E M J T I J S U B + J J )  
I F ( j a i N T ( K 5 ) . G T . O ) G a  T O  4 0  
K  =  K + 1  
N E h J T ( K ) = K 5  
J O I N T ( K 5 ) = K  
N D  I F F = I A B S ( I - K )  
I F ( N 3 I F F . G E . M I N M A X ) G 0  T O  6 0  
I F ( N D I F F « G T . M A X ) M A X = N D t F F  
4 0  C O N T I N U E  
I F ( K . E Q . N C D E S ) G O  T O  5 0  
4 5  1 = 1 + 1  
G C  T O  3 0  
5 0  M 1 K M A X = M A X  
D O  5 5  J =  I . N O D E S  
5 5  J N T ( J  )  =  J C I N T ( J )  
6 0  C O N T I N U E  
I D I F F = M I N M A X  
R E T U R N  
E N D  
I  1 . 0  3 8  . 0  
H  N) 
c 
c 
C  T H I S  P R O G R A M  C O M P U T E S  T H E  C O L U M N  I N N E R  P R O O O C T S  
C  F C R  M E T H C O  2  O F  C H A P T E R  4 .  I T  A L S C  U S E S  V C V T B F .  
C  
C  
D I M E N S I O N  X ( 1 9 5 .  1 9 5  J . X I ( 1 9 5 , 1 4 )  
R E A O ( 5 . 3 ) K N . K U  
3  F 0 R M A T ( 2 I 4 )  
K X = 2 » K N - 1  
K = K N -  1  
R E A O (  1 0 ) (  ( X ( 1  . J )  . J = 1 . K X  i ,  I - 1 , K U  J  
C A L L  V C V T B F C X , K U , K , K , K U , X , K U )  
K 2 = K N  
K K = 1  
K  1 - 1  
D O  5 0  J J = l i l 3  
D C  4 0  J  =  K 1  , K 2  
D O  3 0  K = K 1 , K 2  0 £ >  
R = 0 «  
0 0  2 0  1 = 1 * K U  
2 0  R = R + X ( I , J ) * X ( ( , K )  
J K = K - ( J J -  1 ) * K N  
X I ( K K , J K ) = M  
3 0  C O N T I N U E  
K K = K K + 1  
4 0  C O N T I N U E  
K 2 = K 2 + K N  
K 1 = K 1 + K N  
5 0  C O N T I N U E  
0 0  8 0  J =  1  8 3 ,  1 9 5  
D O  7 0  K = 1 8 3 , 1 9 5  
R = 0. 
D O  6 0  1 = 1 , 1 9 5  
6 0  R = R + X { 1 , J ) » X ( I , K )  
JK=K- 182 
XI (KK ,JK)=R 
70 CONTINUE 
KK=KK + l 
80 CONTINUE 
DC 90 1= I 63,195 
90 XI (I# 14)=0. 
WRITE(16)(IXKI,J),J-1,KN),:-1,KU) 
STOP 
END 
C 
C 
C THIS PROGRAM UOLVES AX=0 dY METHOD 2 CHAPTER 4. 
C IT USES I. M. S. L. ROUTINES VCVTOF. VCVTFS, ANC 
C LEQTIP. 
C 
C 
DIMENSION Ql(9l) {:;j 
D I MEN S I ON X(195,195),X1(195,14),H(I95),PHI(135),F(1^5).Y(14,14). ID 
lYl(13,lj),AR(14),AkI(I3).B(105) 
READ(5.1)KN,KU,N1 
I FORMAT(3I4) 
C NI IS THE NUMBER OF CYCLES 
KX=2*KN-1 
RE AD(lb) ( (XI( I,J) .J=I ,KN) ,I=I,KU) 
READ( I 0) { (X( I .J) ,J=1 .KX ) . 1 = 1 , KU ) 
READ( 14) (PHI ( I) ,I=1 ,KU) 
REAO( 12 ) (F( I ) • 1 = 1 .KU) 
K=KN-I 
CALL VCVT8F{ X .K'J . K, K , KU ,X ,KU) 
RR=0 . 
DO 2 1=1,KU 
R( 1 )=0. 
DC 3 J=1,KU 
3 1(I)-R(I)+X(I,J)*PHI(J) 
R (  I  ) = F (  I  ) - H ( I  )  
2  R R = R R + R ( I ) * * 2  
D C  4  1 = 1 , K U  
W R I T E ( 6  . 5  )  1  . R ( I )  
5  F U R M A T ( ' 0 ' , 2 X , ' R 0 ( ' , 1 3 , ' ) = ' , E 1 5 . 7 )  
4  C C N T I N U E  
W R I T E  ( 6 , 6 ) R R  
6  F O R M A T {  •  i  •  , 2 X , ' N U R M  R 0 = ' , E 1 5 . 7 )  
D O  1 0 0 0  K K K = 1 , N l  
D O  1 0  0  1 1 1 - 1 , 1 3  
D O  1 0  1 = 1 , K N  
A R ( I ) = 0 .  
K Z  =  1  +  K N * (  I  I  I  -  I  )  
D O  1 3  J = l , K U  
1 0  A R ( I ) = A R ( I ) + X ( J , K Z ) * R ( J )  
D O  3 0  1 = 1  , K N  
K Z  =  I + K N t (  I  1  I -  1  )  ^  
D C  3 0  J =  I  , K N  t o  
3 0  Y ( I , J ) = X 1 ( K Z , J )  °  
C A L L  V C V T h S ( Y , K N , K N , 0  )  
C A L L  L E Q T l P ( d , l , K N , A R , K N , 5 , D l , D 2 , I E R )  
D C  4 0  1 = 1 , 1 4  
K Z  =  I f ( I  I  I - I  ) * K N  
P H l ( K Z ) = P h I ( K Z ) + A R ( 1 )  
D O  4 0  J = 1 , K U  
4 0  R  (  J  )  =  R (  J  J - A R (  I  )  * > .  (  J  ,  K Z  )  
1 0 0  C L N T I N U E  
D O  1 1 0  1 = 1 , 1 3  
A P I ( 1  )  = 0 .  
K Z = I + 1 8 2  
D O  1 1 0  J =  1  , K U  
1 1 0  A R  1  (  I  ) = A R  1  ( I ) + X ( J , K Z ) ( J )  
D O  1 3 0  1 = 1 , 1 3  
K Z = I + i a 2  
D O  1 3 0  J =  1  ,  I  3  
1 3 0  Y I  ( I , J ) = X I ( K / . J )  
C A L L  V C V T P S ( r i .I J f I J . 3 1 J  
CALL LEQT 1P(B1 fl . 13 .AkI ,I 3t5.D1 tCP. 1ER) 
O C  1 4 0  1  =  1 , 1 J  
KZ=I+102 
P h I ( K 2 )  =  P H l C K Z ) + A H l  (  I  )  
0 0  1 4  0  J = l . K U  
I 40 R( J) = R( J )-ARl ( 1 > •Xi J , KZ ) 
W R I T E  ( 1 1 )  ( P H I  (  I >  f  1 = I . K U )  
W R I  T E  { I  7 )  < R (  I  )  . I  =  1  »  K U )  
R R  =  0 .  
O U  2 0  0  I - l . K U  
W R I  T t  ( 6 , 2 0 1 ) K K K .  I  . P H I  (  I  )  .  I  , R (  1  )  
^ 0 1  F C R M 4 T ( ' 0 ' , 2 X , ' C Y C L E - ' , I 3 . 2 X , ' P H l ( ' , I 3 , « ) = ' . K e . C , 2 X , ' R ( ' . I 3 , ' ) = ' ,  
l E J  5 . 7 >  
? 0 0  R R = R R  * R ( I  ) $ * 2  
WRITE(6.2C2)KKK,RR 
2 0 2  F O R M A  r  (  •  I  •  . 2 X  , ' R i I S l  O J E  N O R M  s  Q  J  A  R  L  0  •  ,  2  X  .  1  J  ,  2  x  .  *  I  5  •  .  2  X  ,  E  1  5  .  7  )  
W R I T E ( 6 , 2 G 3 )  
2 0 3  F L A M A T ( ' l ' )  
1 0 0 0  C L N T I N U E  
S T C P  
E N D  
C  
C  
C  T H I S  P R C G R A M  S O L V E S  T H E  S Y S T E M  O F  S I  M l J L  T  A N  I O U S  
C  E Q U A T I O N S  L S I N G  M E T H O D  1  O F  C H A P T E R  F C U R .  
C  K N  I S  T H E  B A N U W I O T H  I N  T H E  R E D U C E D  N U M B E R I N G  
C  S C H E M E -
C  K U  I S  T H E  N U M B E R  O F  N O D E S  I N  T H E  R E D U C E D  S C H E M E .  
C  N 1  I S  T H E  N U M U E R  U F  C Y C L E S  R U N .  
C  X .  P H I ,  A N D  F  A R E  i i T O H E D  O N  D I S C  F R O M  T H E  M A I N  
C  P R C G R A M .  
C  
C  T H E  P R O G R A M  U S E S  A N  I .  M .  S .  L .  R O U T I N E ,  
C  V C V T B F .  
D I M E N S I O N  X ( 1 9 5 i 1 9 5 ) t  P H I (  1 9 5 ) * F (  1 9 5 ) « R C  t 9 S ) ( A C  1 9 5 ) • A L P H A ( 8 )  
R E A D ( 5 , 3 ) K N , K U , N 1  
F U F M A T ( 3 1 4 )  
I S  T H E  N U M B E R  O F  C Y C L E S  
K X = 2 * K N - 1  
K = K N - 1  
R E A D ( 1 0 ) ( ( X ( I , J ) , J = 1 , K X ) , I = 1 , K U )  
R E A O ( 1 4 ) ( P H I ( I ) • 1 = 1 « K U )  
R E A D (  1 2  )  ( F ( I  )  , 1 - 1  , K U )  
C A L L  V C V T 8 F ( X , K U , K , K , K U , X , K U )  
R R = 0 .  
D O  1  1 = 1 , K U  
R (  I  )  =  0 .  
A  (  I  ) = 0 .  
D O  2  J = 1 , K U  
A (  I  )  =  A (  I  }  • X ( J , I  ) * * 2  
N < I ) = R ( I ) + X ( I f J t f P H l ( J )  
R (  I  ) = F (  I  ) - K (  I )  
W R  =  R H + R ( I  ) * * 2  
D O  4  I ~ 1 » K U  
W R I T E ( 6 , 5 ) 1 , R ( 1 )  
F O H M A T ( • 0 * , 2 X . « R O C , I 3 . ' f = ' , E 1 5 . 7 )  
C O N T I N U E  
W R I T E ( 6  , 6  ) R R  
F 0 R M A T ( ' I ' , 2 X , * N U R M  R O  = ' , E 1 5 . 7 )  
D U  5 0 0  J  J J = 1 , N 1  
D O  1 0 0  K K = l , 6  
D O  5 0  J J = l , a  
A L P H A ( J  J  )  = 0 .  
K = K K + K X * ( J J - 1 )  
D O  7 0  I  1 =  I  , K U  
A L P H A ( J  J )  =  A L P H A ( J  J ) + R ( I  I ) * X ( I  I , K  )  
A L P H A ( J J  A L P H A ( J J ) / A ( K  )  
P H 1 ( K ) - P H I { K ) + A L P H A ( J J )  
K 2 = K K  + K X  
K J - K 2 + K X  
K 4 = K 3 + K X  
K 5 - K 4 + K X  
K 6 = K 5 + K X  
K 7 = K 6  + K X  
K a - - K 7  + K X  
D O  8 0  1 = 1 t K U  
8 0  R {  I )  =  R ( I  ) - A L P H A (  1 ) * X (  I . K K ) - A L P H A ( 2 ) • X C  1  .  K 2 ) - A L P H A ( 3 ) * X ( I , K 3 ) -
1 A L P H A ( 4 ) * X ( I . K 4 j - A L P H A ( 5 ) * X ( I t K 5 A L P H A { 6 ) » X ( I , K 6 ) - A L P H A ( 7 ) » X « I . K 7 >  
2 )  -  A L P H A (  8 ) * X (  I  , K 0 )  
1 0 0  C C N T I N U E  
D O  2 0 0  K K = 7 » 2 7  
D O  2 5 0  J J = l t 7  
A L P H A  ( J J  ) - 0 .  
K = 6 + K K  +  K X * ( J J - U  
DO 270 1 1 = 1 .Ku 
2 7 0  A L P H A ( J J >  =  A L P H A ( J J ) • « ( I  I ) • X C 1 1 , K )  W  
A L P H A { J J ) = A L P H A ( J J ) / A ( K )  
2 5 0  P H I ( K ) = P H I  ( K ) + A L P H A ( J J )  
K l = 6 f K K  
K 2 = K  I  + K X  
K J = K 2 + K X  
K 4 = K 3 + K X  
K 5 - K 4 + K X  
K 6 = K 5 + K X  
K 7 = K 6 + K X  
D O  2 8 0  1 = 1 . K U  
2 8 0  R (  I )  =  R ( I  ) - A L P H A (  1 ) * X ( I , K 1  ) - A L P H A ( 2 ) * X (  I  , K 2 ) - A L P H A ( 3 ) * X ( 1 , K 3 ) -
l A L P H A ( 4 ) * X ( I . K 4 ) ~ A L P H A ( 5 ) + X ( I . K 5 ) - A L P H A ( ô ) * X ( I , K 6 ) - A L P H A ( 7 > * X ( I . K 7  
2) 
2 0 0  C C N T I N U E  
W R I T E  < 1 3 )  ( P H I ( I )  . I  =  1  . K U )  
W R I T E ( 1 5 ) ( R ( I ) . 1 = 1 . K U )  
R R  =  0  .  
D O  3 0 0  1 = 1 , K U  
k R I T E ( 6 . 3 0 1 ) J J J . I , P H I ( I ) » 1 . H ( I )  
3 0 1  F O R M A T ( ' 0 * , 2 X , ' C Y C L E = * . I J , 2 X , * P H I ( * , I 3 , ' ) = ' , F 8 . 5 , 2 X , ' R ( ' . : 3 , ' ) = ' ,  
I E  I  5 , 7  )  
3 0 0  R R = R R + R ( I ) * * 2  
K R 1 T E ( 6 , 3 0 2 ) J J J . R R  
3 0 2  F C j R M A T C  l * . 2 X , ' R t i S I 0 U E  A F T E R ' , 1 3 , I X , ' C Y C L E S  1 S » . E 1 5 . 7 )  
W R I T E ( 6 , 3 0 3 )  
3 0 3  F O R M A T ( • 1 ' )  
5 0 0  C O N T I N U E  
S  T C P  
END 
W 
