Wilsonian Matrix Renormalization Group by Ydri, Badis & Ahmim, Rachid
Wilsonian Matrix Renormalization Group
Badis Ydri∗, Rachid Ahmim†
∗Department of Physics, Annaba University, Annaba, Algeria.
†Department of Physics, University of Echahid Hamma Lakhdar, Eloued, Algeria.
August 24, 2020
Abstract
The Wilsonian renormalization group approach to matrix models is outlined and ap-
plied to multitrace matrix models with emphasis on the computation of the fixed points
which could describe the phase structure of noncommutative scalar phi-four theory.
1 Introduction
The renormalization group equation is a mathematical framework (very suited for answering
foundational questions) as well as an efficient machinery for explicit non-perturbative calcula-
tions (of the same power as the Monte Carlo method) which gives quantum field theory its
substance and its predictive power.
The exact meaning of the renormalization group process may however differ across disci-
plines and authors but Wilson’s approach remains the most influential not to mention the most
profound and at the same time most intuitive of all (see for example [1]).
In here we will appropriate this understanding to elucidate the meaning of the renormaliza-
tion group as well as its precise use which are the most useful to our purposes.
We have a physical system characterized by some field variable Φ together with a partition
function Z which depends on a set of coupling constants {g} and on a cut-off Λ, i.e. Z = ZΛ(g).
In our case the field variable Φ is an N×N hermitian matrix with action NS(Φ) = NTrNV (Φ).
The typical example is quantum gravity in two dimensions as given in terms of quantum surfaces
[13] but more importantly, for us in this note, a quantum field theory over a noncommutative
space.
The Wilsonian renormalization group approach consists thus in the following very reasonable
assumptions:
• The physical system is characterized by a very large but finite number of degrees of
freedom N = N2. In this case N acts as the cut-off Λ or equivalently as an inverse lattice
spacing 1/a. This is a physical cut-off here arising from the underlying Planck structure
of Euclidean spacetime.
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• We reduce the density of degrees of freedom of the system by integrating out some high
energy modes. In the case of matrix models this is done by decomposing the N × N
matrix Φ into an (N − 1)× (N − 1) matrix φ, two complex (N − 1)−vectors v and v† and
a scalar α [2] (see also [15]). We write then
Φ =
(
φ v
v† α
)
. (1.1)
The action decomposes then as NS(Φ) = NS(φ) +NδV (φ) where δV (φ) is the quantum
potential.
• The fundamental assumption behind the renormalization group approach is the fact that
the total free energy of the system F(N, g) = N2FN = − lnZN , which is the most
basic physical property of the system, will not change under the change of the scale
N −→ N ′ = N − 1.
In other words, the free energy is assumed to remain constant under the process of inte-
grating out ”the high energy modes” v, v† and α (together with an appropriate rescaling
of the ”low energy mode” φ). This is achieved by assuming that the coupling constants g
depend themselves on the cut-off N and thus any change in the scale N −→ N ′ will also
cause a response in the form of a change in the coupling constants as g −→ g′ in such a
way that the free energy of the system F remains constant.
• We have then
F(N, g) = F(N ′, g′). (1.2)
It is in the sense that the cut-off Λ = N is thought of to be unphysical. In some sense the
system does not change under any reduction of the density of degrees of freedom (which
is intimately tied to scale invariance, renormalizability and conformal field theory).
The above equation leads directly to a highly non-linear renormalization group equation
of the form
(N
∂
∂N
+ 2)F (N, g) = G(g, a) , a =
∂
∂g
F (N, g). (1.3)
The variable a is the moment associated with the coupling constant g. This equation
should be compared with the usual Callan-Symanzik renormalization group equation
(N
∂
∂N
+ γ(g))F (N, g) = r(g) + β(g)
∂
∂g
F (N, g). (1.4)
In our case the scaling dimenison is γ = 2 whereas the linear behavior in F of the right-
hand side is replaced with a highly non-linear behavior encoded in the function G(g, a).
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• Explicitly, the function G is given in terms of the quantum potential by
G =
1
N
〈V (φ)〉+ 〈δV (φ)〉. (1.5)
The quantum potential will be dominated by a saddle point and by means of the loop
equation the function G can be expressed in terms of the resolvent.
• The linear term in the expansion of the function G in powers of the moment a depends
on the beta functions
g − g′ ≡ ∂g
∂N
=
1
N
β(g,N). (1.6)
By integrating this equation we get the renormalization group flow of the coupling con-
stants g as functions g = g(N) of N . These functions represent surfaces in the space g−N
along which the free energy F is constant. Hence, the renormalization group equation
(starting from some initial condition) moves us along a surface of constant F in the space
g −N as we vary N .
• The zero of the beta functions β(g,N) is the fixed point {g∗} of the renormalization group
flow which is defined by the equation
β(g∗, N) = 0. (1.7)
Thus, for N1 6= N2 the renormalization group flow g = g(N) determines two sets of values
{g1} and {g2} of the coupling constants {g} corresponding to the beta functions β1(g,N1)
and β2(g,N2) which intersect only at the fixed point {g∗}.
• Hence, the fixed point {g∗} is independent of N and it is the point where a continuum
limit can be constructed. The free energy is non-analytic around the fixed point with a
non-trivial suscpetibility exponent γ which is determined by the usual equation
β′(g∗, N) = 0. (1.8)
• Expansion of the free energy (in the planar limit) around the fixed point allows us to
determine the fixed point g∗, the susceptibility exponent γ0, the first and second moments
a1 and a2. In particular, the most singular term leads after substitution in the expanded
renormalization group equation to the identity
0 = β =
∂G
∂a
|g∗ . (1.9)
In this note we will carry out this programme for the case of a doubletrace cubic-quartic matrix
model which captures the main features of the phase structure of noncommutative phi-four in
dimension two including the uniform ordered phase [19]. The multitrace matrix model approach
to noncommutative scalar field theory was developed originally in [17,18].
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This note is organized as follows. In section two we introduce the renormalization group
approach and the Schwinger-Dyson idenities for matrix models following the presentation of
[3]. In section three we introduce the saddle point equation, the loop equation and solve the
renormalization group equations for the cubic and the cubic-quartic matrix models. In section
four we present our first attempt at extending the formalism to multitrace matrix models of
noncommutative quantum field theory by considering the example of the doubletrace matrix
model proposed in [19]. Section five contains a brief conclusion and outlook.
2 Renormalization group and Schwinger-Dyson idenities
We consider N×N hermitian matrices Φ with a potential energy given by (with g0 = g1 = 0
and g2 = 1)
V (Φ) = g0 + g1Φ +
g2
2
Φ2 +
g3
3
Φ3 +
g4
4
Φ4 + .... (2.1)
The partition function is defined by
ZN =
∫
DΦ exp(−NTrNV (Φ)). (2.2)
The free energy F of the N ×N matrix Φ is given by the usual formula
FN = − 1
N2
lnZN . (2.3)
The free energy FN will depend on all the coupling constants gj. We define the moments aj by
aj ≡ 1
jN
〈TrΦj〉 = ∂FN
∂gj
. (2.4)
The reparametrization invariance of the above action given by the shifts Φ −→ Φ′ = Φ + Φn+1
with n ≥ −1 yield immediately the Schwinger-Dyson equations [7]
〈NTrΦn+1V ′(Φ)〉 =
n∑
µ=0
〈TrΦµTrΦn−µ〉. (2.5)
By means of reparametrization invariance we can express the first and second moments 〈TrΦ〉
and 〈TrΦ2〉 in terms of higher moments.
The basic physical content of the renormalization group equation is the statement that the
total free energy F = N2FN = − lnZN of the physical system (here a matrix model representing
quantum gravity in two dimensions or a noncommutative field theory) must be independent of
N (which acts thus as a cutoff).
We have then
1
N
dF
dN
= N
dFN
dN
+ 2FN = 0. (2.6)
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A priori the free energy FN depends on N and on the coupling constants gn. But by using
Schwinger-Dyson identities we can always re-express the linear and quadratic moments a1 and
a2 in terms of higher moments (this is related to the fact that why we can always set g1 = 0
and g2 = 1). This means in particular that if FN depends only on N , g0, g3, g4,...then
N
dFN
dN
= N
∂FN
∂N
+N
∂g0
∂N
+N
∂g3
∂N
∂FN
∂g3
+N
∂g4
∂N
∂FN
∂g4
+ ...
= N
∂FN
∂N
− β0 −
∞∑
n=3
βnan
= −2FN . (2.7)
Therefore, the renormalization group flow of the coupling constants gn (including g0) are given
by the beta functions βn given by
βn(g) = −N ∂gn
∂N
. (2.8)
The renormalization group equation (2.7) is clearly linear. But the free energy FN depends
also and implicitly on the moments ai in a highly non-linear way. The renormalization group
equation is of the general form [3]
(N
∂
∂N
+ 2)F (N, gi) = G(gi, ai) , ai =
∂
∂gi
F (N, gi). (2.9)
Thus, the linear dependence of the function G on the beta function βn(g) ≡ βn1(g) is only the
first term in its expansion in powers of an, viz
G(g, a) = β0(g) +
∞∑
n=3
∞∑
k=1
βnk(g)a
k
n. (2.10)
In the following we will assume a single coupling constant g. In the planar limit we have
F = F 0(g) which is independent of N and thus the renormalization group equation reduces to
2F 0(g) = G(g, a) , a =
∂F 0(g)
∂g
. (2.11)
By expanding both sides around (g∗, a1) where g∗ is a fixed point of the renormalization group
equation we obtain
2
∞∑
k=0
ak(g − g∗)k + 2
∞∑
k=0
bk(g − g∗)k+2−γ0 =
∞∑
n=0
βn(g)(a− a1)n =
∞∑
n=0
∞∑
k=0
βnk(g − g∗)k(a− a1)n.
(2.12)
The second term in the expansion of F 0 represents the non-analytic behavior of the free energy
around the fixed point g∗ with a susceptibility exponent γ0.
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The most singular term in a− a1 which is (2− γ0)b0(g − g∗)1−γ0 leads after substitution in
the above expanded renormalization group equation to the identity
0 = β10(2− γ0)b0(g − g∗)1−γ0 ⇒ 0 = β10 = ∂G
∂a
|g∗ . (2.13)
This equation (which is of the form β(g∗) = 0) determines therefore the location of the fixed
point. Identification of the next singular terms on both sides leads to the identity
2b0(g − g∗)2−γ0 = (β11 + 4a2β20)(2− γ0)b0(g − g∗)2−γ0 ⇒
2
2− γ0 = β11 + 4a2β20 =
∂2G
∂a∂g
|g∗ + 2a2
∂2G
∂a2
|g∗ . (2.14)
This equation (which is of the form β′(g∗) = 0) allows us to determine the susceptibility
exponent γ0.
The coefficients a1 and a2 are similarly determined by identifying the terms g − g∗ and
(g − g∗)2 on both sides of the expanded renormalization group equation. We get
2a1 =
∂G
∂g
|g∗
2a2 =
1
2
∂2G
∂g2
|g∗ + 2a2
∂2G
∂a∂g
|g∗ + 2a22
∂2G
∂a2
|g∗ . (2.15)
After determining g∗, γ0, a1 and a2 the remainder of the coefficients ak and bk are determined
recursively. The free energy is then completely fixed up to an integration constant. See [3] for
more detail.
3 The loop equation and fixed points
3.1 Loop equation
From a practical side we consider only the cubic-quartic potential. Then in order to derive
the renormalization group equation we decompose the N × N hermitian matrix Φ into an
(N − 1)× (N − 1) hermitian matrix φ, two (N − 1)−dimensional vectors v and v† and a scalar
mode α as follows
Φ =
(
φ v
v† α
)
. (3.1)
We will use the notation S = TrV . A straightforward calculation yields the RG equation (using
also large N factorization [3])
ZN
ZN−1
= exp(−〈S(φ)〉 −N〈δV (φ)〉)⇒ (N ∂
∂N
+ 2)FN =
1
N
〈S(φ)〉+ 〈δV (φ)〉 ≡ G.
(3.2)
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In this equation the expectation value is computed with respect to (N − 1)S(φ) and δV (φ) is
the quantum potential given explicitly by the path integral
exp(−NδV (φ)) =
∫
dαdvdv† exp(−NV (α)) exp(−Nv†Lv − Ng4
2
(v†v)2)
L = 1 + g3(φ+ α) + g4(φ2 + αφ+ α2). (3.3)
The saddle point condition of the scalar mode α is given immediately from (3.3) by the equation
αs + g3α
2
s + g4α
3
s +
1
N − 1TrN−1
g3 + g4(φ+ 2αs)
1 + g3(φ+ αs) + g4(φ2 + αsφ+ α2s)
= 0. (3.4)
We take the expectation value of this expression with respect to the action (N − 1)S(φ) and
use factorization to obtain (with α¯ = 〈αs〉)
α¯ + g3α¯
2 + g4α¯
3 + 〈 1
N − 1TrN−1
g3 + g4(φ+ 2αs)
1 + g3(φ+ αs) + g4(φ2 + αsφ+ α2s)
〉 = 0. (3.5)
It is also well established that the Schwinger-Dyson equations (2.5) can be rewritten as the
loop equation [3–5,7]
W (z)2 − V ′(z)W (z) = −Q(z) ≡ − 1
N
〈TrN V
′(Φ)− V ′(z)
φ− z 〉. (3.6)
In this equation W (z) is the expectation value of the resolvent Wˆ (z), i.e. W (z) = 〈Wˆ (z)〉
where the expectation value is computed with respect to exp(−NS(Φ)). The resolvent is given
by the usual equation
Wˆ (z) =
1
N
TrN
1
z − Φ . (3.7)
The solution of the loop equation is given immediately by
W (z) =
1
2
(
V ′(z)−
√
V ′2(z)− 4Q(z)). (3.8)
The minus sign is chosen such that W (z) ∼ 1/z for large z and the eigenvalue distribution is
given by ρ(z) = −ImW (z)/pi. The function Q(z) can be computed by means of the n = 0 and
n = −1 Schwinger-Dyson identities to be given by
Q(z) = 1 + g3
(
a1 + z
)
+ g4
(
2a2 + z
2 + za1
)
. (3.9)
3.2 The cubic model
We compute for the case g4 = 0 the following [3]
〈 1
N − 1TrN−1
g3
1 + g3(φ+ αs)
〉 = −〈Wˆ (− 1
g3
− αs)〉
= −〈Wˆ (− 1
g3
− α¯)〉
= −W (− 1
g3
− α¯). (3.10)
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Here the resolvent Wˆ (z) is defined in terms of the (N − 1) × (N − 1) field φ with action
(N − 1)S(φ) whereas its expectation value W (z) is given in the large N by the same formula
as that of the field Φ. The saddle point equation (3.5) becomes then
α¯ + g3α¯
2 = W (− 1
g3
− α¯). (3.11)
We compute now explicitly the loop equation. In this case we also compute V ′(z) = z + g3z2
and
a2 = −3g3
2
a3 +
1
2
, a1 = 3g
2
3a3 − g3 ⇒ Q(z) = 1 + g3z − g23 + 3g33a3. (3.12)
Then
V ′(− 1
g3
− α¯) = α¯(1 + g3α¯) , Q(− 1
g3
− α¯) = −g3
(
α¯ + g3 − 3g23a3
)⇒
W (− 1
g3
− α¯) = 1
2
[
α¯(1 + g3α¯)−
√
α¯2(1 + g3α¯)2 + 4g3
(
α¯ + g3 − 3g23a3
)]
. (3.13)
By substituting this last result in (3.11) we get the explicit solution
α¯ = −g3 + 3g23a3 ≡ a1. (3.14)
The function G for the cubic model is computed as follows. By using the saddle point equation,
large N factorization and Schwinger-Dyson identities we have
G =
1
N
〈V (φ)〉+ 〈δV (φ)〉
=
1
N
〈S(φ)〉+ 〈V (αs)〉+ 〈 1
N
TrN log
(
1 + g3(φ+ αs)
)〉
= (
1
2
− g3a3
2
) + (
1
2
α¯2 +
g3
3
α¯3) + 〈 1
N
TrN log
(
1 + g3(φ+ α¯)
)〉. (3.15)
The last term can be evaluated using the identity∫ − 1
g3
−α¯
−∞
dz(W (z)− 1
z
) = 〈 1
N
TrN log
(
1 + g3(φ+ α¯)
)〉 − log (1 + g3α¯). (3.16)
Thus, the function G is expressed entirely in terms of the resolvent as
G = (
1
2
− g3a3
2
) + (
1
2
α¯2 +
g3
3
α¯3) +
∫ − 1
g3
−α¯
−∞
dz(W (z)− 1
z
) + log
(
1 + g3α¯
)
. (3.17)
The function G depends therefore on all powers of the moment a3. The beta function of interest
is the coefficient of the linear term. The fixed points g3∗ are then computed by the condition
(2.13), i.e.
β31(g3) =
∂G(g3, a3)
∂a3
|a3=0
=
[
− g3
2
+ α¯
∂α¯
∂a3
+ g3α¯
2 ∂α¯
∂a3
+
g3
1 + g3α¯
∂α¯
∂a3
+ [W (z)− 1
z
]z=− 1
g3
−α¯
+
∫ − 1
g3
−α¯
−∞
dz
∂W (z; a3)
∂a3
]
a3=0
. (3.18)
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For the cubic model we have α¯ = −g3 + 3g23a3 and hence ∂α¯/∂a3 = 3g23. Also for the cubic
model we have W (−1/g3 − α¯) = α¯ + g3α¯2. The above equation reduces then to
β31(g3) = −g3
2
− 3g33 + 3g53 +
3g33
1− g23
− g3 + g33 +
g3
1− g23
+
[ ∫ − 1
g3
−α¯
−∞
dz
∂W (z; a3)
∂a3
]
a3=0
.(3.19)
For the cubic model we have also computed the resolvent
W (z; a3) =
1
2
[
z(1 + g3z)−
√
z2(1 + g3z)2 + 4(−g3z + g23 − 1− 3g33a3)
]
. (3.20)
We compute immediately
∂
∂a3
W (z; a3) =
3g33√
z2(1 + g3z)2 + 4(−g3z + g23 − 1− 3g33a3)
. (3.21)
We get then the beta function
β31(g3) = −g3
2
− 2g33 + 3g53 +
3g33
1− g23
+
g33
1− g23
+ 3g33
∫ 1
1−g23
0
dt
1√
(1− t)2 + 4g23t3(1− t(1− g23))
.
(3.22)
If we assume that the fixed points g3∗ lie in the range g3 << 1 then we can make the approxi-
mation
β31(g3) = −g3
2
+ 3g33
∫ 1+g23+..
0
dt(
1
1− t +O(g
2
3)) = −
g3
2
− 3g33 ln g2. (3.23)
There are two fixed points. The trivial Guassian fixed point at g∗ = 0 and a non-trivial
interacting fixed point at g∗ = 0.22. These numerical values are consistent with the original
assumption that g3 << 1. The other beta functions β3n(g3) given by the coefficients of a
n
3 in
the expansion of the function G are also found vanishingly smaller in this range.
These predictions agree also with the exact results g3∗ = 0 and g3∗ = 1/4321/4 where the
non-trivial fixed point admits the interpretation of a theory of (2, 3)−minimal conformal matter
coupled to two-dimensional quantum gravity (Liouville theory).
3.3 The eigenvalue method and the cubic-quartic potential
By diagonalizing the matrix Φ we have Φ = UΛU † and we obtain the path integral (with
g2 = +1 mostly)
ZN =
∫
DΛ ∆2(Λ) exp(−NTrNV (Λ)) , V (Λ) = g2
2
Λ2 +
g3
3
Λ3 +
g4
4
Λ4 + .... (3.24)
The Vandermonde is given explicitly by
∆2(Λ) =
∏
i>j
(λi − λj)2. (3.25)
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We decompose the matrix Λ as follows
Λ =
(
Λˆ 0
0 λN
)
. (3.26)
The partition function becomes
ZN =
∫
DΛˆ ∆2(Λˆ) exp(−NTrN−1V (Λˆ)−NδV (Λˆ))
=
∫
Dφ exp(−NTrN−1V (φ)−NδV (φ)). (3.27)
exp(−NδV (φ)) =
∫
dλN exp(−NV (λN) +
∑
i
ln(λˆi − λN)2)
=
∫
dλN exp(−NV (λN) + TrN−1 ln(φ− λN)2)
=
∫
dλN exp(−V˜ (λN)). (3.28)
The saddle point equation (with λ¯ = 〈λN〉)
V ′(λs) =
2
N
TrN−1
1
λs − φ ⇒ V
′2(λ¯) = 4Q(λ¯). (3.29)
The RG equation is given by
ZN
ZN−1
= exp(−〈TrN−1V (φ)〉 −N〈δV (φ)〉). (3.30)
Equivalently
(N
∂
∂N
+ 2)FN = G
=
1
N
〈TrN−1V (φ)〉+ 〈δV (φ)〉
=
1
N
〈TrN−1V (φ)〉+ V (λ¯)− 〈 1
N
TrN−1 ln(φ− λ¯)2〉
= (−1
2
g3a3 − g4a4 + 1
2
) + V (λ¯)− 2 ln λ¯− 2
∫ λ¯
−∞
dz(W (z)− 1
z
). (3.31)
In the fourth line we have used the Schwinger-Dyson equation a2 = −3g3a3/2 − 2g4a4 + 1/2
and we have used the identity∫ λ¯
−∞
dz(W (z)− 1
z
) = 〈 1
N
TrN log
(
φ− λ¯)〉 − log λ¯. (3.32)
The fixed point (g3∗, g4∗) is a simultaneous zero of the beta functions β3(g) and β4(g) or equiv-
alently
∂G
∂g3
= 0 ,
∂G
∂g4
= 0.
We find four solutions [3–5,7]:
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• The Gaussian fixed point (g3∗, g4∗) = (0, 0).
• The pure quantum gravity fixed point (g3∗, g4∗) = (0,−1/12) corresponding to a (2, 3)−minimal
conformal matter coupled to two-dimensional quantum gravity (Liouville theory).
• Another quantum gravity fixed point (1/4320.25, 0) corresponding to another theory of
(2, 3)−minimal conformal matter coupled to two-dimensional quantum gravity. This
points admits also the interpretation of the Ising fixed point in noncommutative field
theory.
• A fixed point (g3∗, g4∗) = (0.3066, 0.0253) corresponding to a (2, 5)−minimal conformal
matter coupled to two-dimensional quantum gravity.
4 Multitrace matrix models
As an example of multitrace matrix models of noncommutative field theory we consider the
doubletrace matrix model (see [8] and [9–11])
V = BTrM2 + CTrM4 +DTrMTrM3. (4.1)
In the large N limit (saddle point) the scaling of this potential is given by
V
N2
=
B˜
N
TrM˜2 +
C˜
N
TrM˜4 +
D˜
N2
TrM˜TrM˜3. (4.2)
The scaled field is M˜ = N1/4M whereas the scaled parameters are B˜ = B/N3/2, C˜ = C/N2
and D˜ = D/N . The doubletrace term is of the same order as the quartic term and stability
requires that C˜ > −D˜. The partition function is given by
Z =
∫
DM exp(−NTrNV (M)) , V (M) = g2
2
M2 +
g4
4
M4 +
g
3N
(TrNM)M
3. (4.3)
We have the results
g2 = ±1 , g4 = C˜
B˜2
, g =
3
4
D˜
B˜2
. (4.4)
The above doubletrace potential captures the essential features of the phase structure of non-
commutative scalar phi-four theory in any dimensions which consists of three stable phases: i)
disordered (symmetric, one-cut, disk) phase 〈M〉 = 0, ii) uniform ordered (Ising, broken, asym-
metric one-cut) phase 〈M〉 ∼ 1 and iii) non-uniform ordered (matrix, stripe, two-cut, annulus)
phase 〈M〉 ∼ Γ with Γ2 = 1. See [8] and references therein for example [14].
The 3rd order transition from the disordered phase to the non-uniform phase is the cele-
brated matrix transition [12] which is expected to be described by the Gaussian fixed point of
the quartic or cubic matrix model.
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The transition from disordered to uniform, which appears for small values of C and negative
values of B, is the celebrated 2nd order Ising phase transition and it is the one that is expected
to be captured by the renormalization group equation since a1 6= 0 in the uniform phase and
a1|a3=0 = −g3 in the pure cubic matrix model.
The phase structure is sketched on figure (1).
We will employ repeatedly largeN factorization of any multi-point function of U(N)−invariant
objects O,...,O′ into product of one-point functions given by [3]
〈O...O′〉 = 〈O〉....〈O′〉+O( 1
N2
). (4.5)
By expanding the doubletrace term and using large N factorization we obtain
Z = Z4
∑
n=0
1
n!
(−g
3
)n〈(TrNM)n(TrNM3)n〉4
= Z4
∑
n=0
1
n!
(−g
3
)n
(〈TrNM〉4)n〈(TrNM3)n〉4
= Z4
∑
n=0
1
n!
(−gNa1
3
)n〈(TrNM3)n〉4. (4.6)
The expectation value 〈〉4 is computed with respect to the quartic potential V4 = g2M2/2 +
g4M
4/4 and Z4 is the corresponding partition function. Whereas a1 is the first moment defined
by a1 = 〈TrNM/N〉. In some sense this looks like a mean-field approximation.
We obtain therefore from (4.6) the cubic-quartic matrix model with coupling constants
g3 = ga1 and g4, viz
Z =
∫
DM exp(−NTrNV (M)) , V (M) = g2
2
M2 +
g3
3
M3 +
g4
4
M4. (4.7)
Next step is to expand the quartic term and use large N factorization in a similar fashion
together with Schwinger-Dyson identities. First, by expanding the quartic term and using large
N factorization we obtain
Z = Z3
∑
n=0
1
n!
(−Ng4
2g23
)n
(g23
2
〈TrNM4〉3
)n
. (4.8)
Now, the expectation value 〈〉3 is computed with respect to the cubic potential V3 = g2M2/2 +
g3M
3/3 and Z3 is the corresponding partition function. Second, we use the n = 0 and n = 1
Schwinger-Dyson identities in the cubic potential given by
g2〈TrNM2〉3 + g3〈TrNM3〉3 = N. (4.9)
〈TrNM〉3 = g2
2
〈TrNM3〉3 + g3
2
〈TrNM4〉3. (4.10)
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By combining these two identities we can express 〈TrNM4〉3 in terms of 〈TrNM〉3 and 〈TrNM2〉3.
By substituting this expression into the partition function (4.8) and using again large N fac-
torization (in reverse) we obtain
Z = Z3
∑
n=0
1
n!
(−Ng4
2g23
)n〈(g3TrNM + 1
2
TrNM
2 − Ng2
2
)n〉3
=
∫
DM exp(−NTrNV (M)) , V (M) = g4
2g3
M + (
g2
2
+
g4
4g23
)M2 +
g3
3
M3. (4.11)
By shifting the field as M −→M+δ and choosing δ in such a way that the linear term vanishes
we obtain the cubic potential
V (M) =
g′2
2
M2 +
g3
3
M3 , g′2 = ±
√
(g2 +
g4
g23
)2 − 2g4. (4.12)
Thus, regardless of the sign of the initial g2 we end up with a cubic potential with a positive
(or negative) effective g′2. This potential admits the fixed points
g3
(g′2∗)
3
2
=  ≡ 1
4321/4
. (4.13)
The solution which goes through the two fixed points (0, 0) and (0, ) of the pure cubic potential
is given explicitly by
g4∗ = g23
[
g23 −
√
g43 − 2g2g23 +
(g3

)4/3 − g2]. (4.14)
For g2 < 0 the square root is well defined for all values of g3. The behavior for g
2
3 −→ ∞ and
g23 −→ 0 is given by
g4∗ = −1
2
(
g3

)4/3 , g23 −→∞. (4.15)
And
g4∗ = g23(−g2 − (
g3

)2/3) , g23 −→ 0. (4.16)
Here g2 = −1 since B is taken to be negative which is the region of interest for noncommutative
scalar phi-four theories and their approximation with multitrace matrix models.
In summary, the critical line (4.13) interpolates smoothly between the two fixed points (0, 0)
and (0, ) (going through a maximum in between) then it diverges to g4∗ −→ −∞ as g3 −→ +∞
(which is an unphysical part of the critical line for noncommutative field theory).
The critical line (4.13) (restricted to the positive quadrant) is naturally interpreted as the
critical line of fixed points associated with the Ising or uniform order of the original matrix
model (which approximates noncommutative phi-four).
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In fact we believe that the fixed point (g3∗, g4∗) = (1/4320.25, 0) corresponds to the 2nd
order Ising phase transition (small values of C and negative values of B), the fixed point
(g3∗, g4∗) = (0.3066, 0.0253) corresponds to the 2rd order phase transition between disordered
phase and non-uniform ordered phase (large values of C and negative values of B), and the
Gaussian fixed point (g3∗, g4∗) = (0, 0) corresponds to the 3rd order matrix phase transition.
Naturally, negative values of g4 are not of physical relevance to matrix models and multitrace
matrix models of noncommutative quantum field theory.
The RG fixed points are sketched on figure (2).
Figure 1: The phase structure of the doubletrace cubic-quartic matrix model (4.1) for values
of D consistent with noncommutative phi-four theory. B is negative.
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Figure 2: The RG fixed points of the doubletrace cubic-quartic matrix model (4.1) (green and
red lines) compared with the RG fixed points of the singletrace cubic-quartic matrix model
(blue line).
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5 Conclusion
It will be very interesting to generalize in a more rigorous way the Wilsonian matrix renor-
malization group equation outlined in this note to the general theory of multitrace matrix
models which are of great interest to noncommutative quantum field theory and their phase
structures. In particular, the phase structure of noncommutative phi-four remains a major
question of paramount importance and the renormalization group approach together with the
Monte Carlo method remain the two most important tools at our disposal in uncovering the
non-perturbative physics induced by spacetime geometry.
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