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Abstract
Revisions of US macroeconomic data are not white-noise. They are persistent, correlated
with real-time data, and with high variability (around 80% of volatility observed in US real-time
data). Their business cycle eﬀects are examined in an estimated DSGE model that distinguishes
real-time data from final data. Both the consumption habit formation and the price indexation
to lagged inflation fall significantly in the estimation. The model also shows that revision shocks
of both output and inflation are expansionary because they occur when real-time published data
are too low and the Fed reacts by cutting interest rates. Consumption revisions, by contrast, are
countercyclical as consumption habits mirror the observed reduction in real-time consumption.
Finally, revisions of the three variables explain 9.3% of changes of output in its long-run variance
decomposition.
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1 Introduction
Three important facts help explain the increasing popularity of real-time data analysis: the
collection of a "Real-Time Data Set for Macroeconomists" by Dean Croushore and Tom Stark
(2001), the regularly updated on-line publication of US real-time data available at the Philadelphia
Fed website, and the evidence provided in many papers that data revisions may matter.1
One of the first studies to investigate the properties of revision process errors is Diebold and
Rudebusch (1991).2 They show that the US index of leading indicators does a poor job in predicting
future movements of output in real time because it was built to explain the past. Orphanides (2001,
2003) argues that US monetary policy was too loose due to misperceptions in the real-time output
gap. Croushore and Stark (2001) discuss the implications of data revisions on the estimation of
macroeconomic models as they can incorporate co-movements with either real-time data or final
data.
Empirical evidence seems to support the lack of orthogonality between the initial announcements
and data revisions. As two examples, Faust, Rogers and Wright (2005) find that revisions of GDP
in Japan and the UK are forecastable in real time, while Aruoba (2008) provides evidence indicating
that the initial announcements of US aggregate variables are not rational forecasts of revised data.
Thus, final revisions of output growth and inflation are persistent and correlated with real-time
data initially released by statistical agencies. Moreover, the volatility of data revisions is high: the
standard deviations of inflation and for the growth rate of output are of similar magnitude to the
corresponding standard deviations of real-time data.
This paper oﬀers a contribution to the real-time data literature by estimating a Dynamic
1Croushore (2011) provides an excellent survey of the literature on real-time data analysis.
2 It is fair to refer to Mankiw, Runkle, and Shapiro (1984) as one earlier paper that introduces a theoretical
framework for real-time data analysis.
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Stochastic General Equilibrium (DSGE) model that considers both revised and real-time data.
Should revisions of real-time data be rational forecast errors, then the arrival of revised data
would not be relevant for private agents (households and firms) and policy makers, and the
parameter estimates would be rather similar using revised, real-time data or both together. If
data revisions were not rational forecast errors, DSGE models estimated with only revised data
would be misleading for two main reasons. From a theoretical perspective, model dynamics could
be diﬀerent when agents take into account initial announcements that are not rational forecast of
revised data. From an empirical perspective, parameter estimates could be biased.
As representative of DSGE models, we have extended the model of Smets and Wouters (2007)
to incorporate data revisions of output, inflation and consumption.3 In the model variant presented
here, economic agents make decisions taking into account real-time data available, and these
decisions might have some impact on revised data. The extended model is estimated using both
revised and real-time US data whereas the Smets and Wouters (2007) model is also re-estimated
using only revised US data.4 The aim of this exercise is twofold. First, to assess the importance of
data revisions in the estimation of DSGE models. Second, to examine the implications of revisions
variability on US business cycle fluctuations.
Regarding the estimation results, the comparison across models indicates that most parameter
estimates are fairly robust to whether taking or not taking into account real-time data. Nevertheless,
there are some noticeable diﬀerences. The most significant ones are lower estimates of both the
consumption habit formation and the price indexation coeﬃcient of lagged inflation in the extended
3Many earlier New Keynesian models such as Rotemberg and Woodford (1997), or Christiano, Eichenbaum, and
Evans (2005), could be mentioned as predecessors of Smets and Wouters (2007).
4 In a similar vein, Vázquez, María-Dolores and Londoño (2010) study the importance of real-time data in a
canonical New Keynesian model. A crucial diﬀerence between the two papers is that household and firm choices are
not aﬀected by real-time data issues in their canonical model.
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model . As for the role of data revisions in cyclical variability, we find that data revisions explain
9.3% of output variability in the extended model. This result suggests that DSGE models that
ignore data revisions may overestimate the role of other sources of cyclical fluctuations.
In the business cycle analysis, the estimated extended model provides a good matching to
the second-moment statistics of US data revisions, with similar volatilities to those observed in
fluctuations of actual revisions. The revisions of output and consumption are positively related
to their corresponding real-time variables, whereas inflation revisions are negatively anticipated
by real-time inflation data. The statistical dependence of data revisions on real-time data implies
that revisions reduce economic noise as opposed to revisions that can be sources of additional news.
Finally, the revisions of both output and inflation are procyclical, while the revisions of consumption
are countercyclical.
The rest of the paper is organized as follows. Section 2 introduces the extension of Smets and
Wouters (2007) model to consider both revised and real-time data. Section 3 describes the US
data set and the Bayesian estimation procedure. Section 4 discusses the estimation results and
conducts the business cycle analysis. Finally, Section 5 summarizes the findings of the paper in the
conclusions.
2 A DSGE model with real-time data
This section builds on the standard DSGE model described in Smets and Wouters (2007), SW
henceforth, to accommodate the fact that economic decisions of the central bank, households and
firms might use real-time data. More precisely, price and wage indexation rules are implemented
with real-time data on inflation, available at the time of application. In addition, consumption
is aﬀected by real-time consumption data as external habit formation depends on the first
announcement of aggregate consumption data. Similarly, the systematic monetary policy is
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conducted using real-time data available at the central bank.
The complete loglinearized model is presented in the Appendix together with a table describing
parameter notation. Here, we just focus attention on the elements of the SW model that
are modified as a result of incorporating real-time data on inflation, output and consumption.
It should be emphasized that the modifications induced by data revisions only show up in
the present framework whenever agents’ decisions rely on (real-time) aggregate variables. We
start by establishing the relationship between the initial announcements of output, inflation and
consumption and their respective final revisions. Then, we will revise the New-Keynesian Phillips
curve, the real wage dynamic equation, the monetary policy rule, the consumption curve, the wage
mark-up equation and, finally, the characterization of the shocks in the augmented version of the
SW model.
2.1 Revision processes
Taking US data as our reference, the initial announcements of quarterly real GDP, the GDP deflator
and real consumption are typically made by statistical agencies with one quarter of delay.5 Final
revisions may take much longer time to be released. Depending upon circumstances, final data
on macroeconomic variables may need between 2 and 12 quarters to be released.6 In order to
5The Bureau of Economic Analysis (BEA) publishes statistical releases of quarterly GDP on a monthly basis.
Thus, at the end of January the BEA releases the first estimate of the fourth quarter from last year. By the end of
February, the second estimate comes out, at the end of March (end of the first quarter), the agency delivers the third
estimate and so on.
6 In particular, as pointed out by Croushore (2011), GDP data are revised twice one and two months after the
initial release, then at the end of July of each of the following three years, and again every five years after that due
to benchmark revisions. These benchmark revisions take place every five years and involve changing methodologies
or statistical changes such as base years. Therefore, they do not add any valuable information about the true values
and their presence should not aﬀect agents decisions.
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simplify the analysis, the number of periods after which there are no more revisions, other than
benchmark revisions, is assumed to be constant and denoted by S. Subsequently, let us consider
the following identities relating revised data on the cyclical component of output, yt, inflation, πt,
and consumption, ct, with both the initial announcements and the final revisions:
yt ≡ yrt,t+1 + rev
y
t,t+S , (1)
where yrt,t+1 denotes real-time output at time t (released in quarter t+1), and rev
y
t,t+S denotes the
final revision of output that will be announced in quarter t + S. Similarly, revised inflation and
revised consumption are determined by the following two identities
πt ≡ πrt,t+1 + revπt,t+S , (2)
ct ≡ crt,t+1 + revct,t+S, (3)
where πrt,t+1 and crt,t+1 denote real-time inflation and consumption at time t (released in quarter
t+ 1), respectively; and revπt,t+S and revct,t+S denote the final inflation and consumption revisions
that will be announced in quarter t+ S.
Aruoba (2008) finds evidence that US data revisions of many aggregate time series -such as
output growth, consumption growth and inflation- are not rational forecast errors and might be
related to their initial (real-time) announcements.7 We follow this line of argument to assume that
revisions of output, inflation and consumption are determined by the following processes
revyt,t+S = byyy
r
t,t+1 + ε
y
t,t+S , (4)
revπt,t+S = bπππrt,t+1 + επt,t+S , (5)
revct,t+S = bcccrt,t+1 + εct,t+S. (6)
7See also Faust, Rogers and Wright (2005) for an analysis of GDP revisions in the G7 countries.
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These three revision processes are not intended to provide a structural characterization of the
revision processes followed by statistical agencies, but to provide a simple framework to assess
whether departures from the hypothesis of well-behaved revision processes (i.e., white-noise draws)
might aﬀect the estimates of behavioral and policy parameters.8 More precisely, these processes
allow for (i) the existence of non-zero correlations between output, inflation and consumption
revisions and their initial announcements; and (ii) the presence of persistent revision processes.
In particular, the revision process shocks εyt,t+S , επt,t+S and εct,t+S are assumed to follow AR(1)
processes with persistence parameters denoted by ρyr, ρπr and ρcr, respectively.
2.2 New Keynesian Phillips curve
The separation between real-time data and final data may have an impact on pricing decisions
that use indexation rules. SW (2007), and many other papers, consider that all firms that cannot
price optimally follow an indexation rule on lagged inflation to adjust their prices. Hence, they use
real-time inflation for price adjustment. For example, some ω firm would apply the indexation rule
Pt(ω) = (1 + πrt−1,t)Pt−1(ω) with the extended data set described above, whereas it was charging
Pt(ω) = (1 + πt−1)Pt−1(ω) in SW (2007). As we adopt such real-time price indexation scheme,
the loglinearized equation for the optimal price set by firms capable of reoptimizing their prices
becomes:9
p∗t (i) =
¡
1− βξp
¢
Et
∞P
j=0
βjξjp
Ã
A
³
mct+j(i) + λpt+j
´
+ pt+j − ιp
jP
k=1
πrt+k−1,t+k
!
,
8 In order to simplify the analysis, we assume that revisions process are linear since we end up estimating a
linearized version of a medium-scale model as is standard in the literature. Nevertheless, it is worthwhile to notice
that Corradi, Fernandez and Swanson (2009) have found evidence of nonlinear dependence between data revisions
and variables entering in the information set at time the initial announcements were released.
9The technical appendix of SW (2007), available at http://www.aeaweb.org/aer/data/june07/2041254_app.pdf,
shows how the loglinearized pricing equation is derived.
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where p∗t (i) is the log of the optimal price set by firm i, Et is the rational expectation operator
conditional to the absence of optimal pricing in the future, β = βγ(1−σc) is a discount factor
that incorporates long-run balanced growth at the γ rate and consumption elasticity in the utility
function at σc, the parameter ξp denotes the Calvo probability of price rigidity, and A > 0 is a
constant parameter that depends on both the Kimball (1995) goods market aggregator and the
steady-state price mark-up.10 The log of the optimal price depends on the expectation of three
factors: the log of the real marginal costs, mct+j(i), exogenous price mark-up variations, λpt+j , and
the log of the aggregate price level adjusted by the indexation rule, pt+j − ιp
Pj
k=1 πrt+k−1,t+k
which, in contrast to the SW model, considers that the indexation rule takes into account
initial announcements of inflation, πrt+k−1,t+k, instead of revised inflation, πt+k−1. Using pt+j =
pt +
Pj
k=1 πt+k, the optimal relative price ( eP ∗t (i) = p∗t (i)− pt) can be written as follows:
eP ∗t (i) = A ¡1− βξp¢Et ∞P
j=0
βjξjp
³
mct+j(i) + λpt+j
´
+Et
∞P
j=1
βjξjp
¡
πt+j − ιpπrt+j−1,t+j
¢
.
Since all firms choosing the optimal price face the same optimizing program, the symmetric pricing
behavior implies the following optimal relative price
eP ∗t = A ¡1− βξp¢Et ∞P
j=0
βjξjp
³
mct+j + λpt+j
´
+Et
∞P
j=1
βjξjp
¡
πt+j − ιpπrt+j−1,t+j
¢
. (7)
Loglinearizing the aggregate price level with Calvo pricing and the indexation rule lead to the
semi-loglinear relationship
eP ∗t = ξp1−ξp ¡πt − ιpπrt−1,t¢ ,
which can be substituted in (7) to obtain11
πt = ιpπrt−1,t − βιpEtπrt,t+1 + βEtπt+1 −A
∙
(1−βξp)(1−ξp)
ξp
¸
μpt + (1 + βιp)ε
p
t , (8)
10Concretely, A =

φp − 1

εp + 1
−1 where εp is the curvature of the Kimball aggregator and φp is the steady-state
price mark-up.
11For the algebra, it should be noticed that equation (7) is equivalent to hP ∗t −βξpEt hP ∗t+1 = A

1− βξp

(mct + λpt )+
βξpEt

πt+1 − ιpπrt,t+1

.
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where the mark-up shock has been re-scaled at εpt = A
∙
(1−βξp)(1−ξp)
ξp
¸
λpt and -following the SW
convention- we have denoted μpt as the log deviation of the price mark-up (μ
p
t = −mct). It should
be noticed that when the initial announcement and revised data coincide (πt = πrt,t+1) the New
Keynesian Phillips curve (8) is identical to equation (10) in SW (2007) reproduced here as follows
πt = ιp1+βιpπt−1 +
β
1+βιp
Etπt+1 − A1+βιp
∙
(1−βξp)(1−ξp)
ξp
¸
μpt + ε
p
t . (9)
Using equations (2) and (5), we obtain after some algebra
Etπrt,t+1 = B
£
πt − ρSπrεπt−S,t
¤
, (10)
where B = 1(1+bππ) > 1 whenever bππ < 0. Substituting equation (10) into (8) yields
πt = ιp1+βιpBπ
r
t−1,t +
β
1+βιpB
Etπt+1 −
∙
A(1−βξp)(1−ξp)
(1+βιpB)ξp
¸
μpt +
1+βιp
1+βιpB
εpt +
βιpB
1+βιpB
ρSπεπt−S,t. (11)
Comparing equations (9) and (11), we observe that considering data revisions has three type of
eﬀects on the NKPC specification. First, lagged inflation, πt−1, is replaced by lagged real-time
inflation, πrt−1,t. Second, current inflation is also aﬀected by the innovations of data revisions:
there is a positive impact from the inflation-revision shock, επt−S,t. Finally, the slope of the NKPC
with data revisions is flatter (i.e.
∙
A(1−βξp)(1−ξp)
(1+βιpB)ξp
¸
<
∙
A(1−βξp)(1−ξp)
(1+βιp)ξp
¸
) whenever B > 1.
2.3 Real wage dynamics
SW (2007) borrow the labor market structure with wage-setting households and sticky wages from
Erceg et al. (2000). They use the standard Calvo (1983)-type rigidity for wage adjustments. For
non-optimal wage adjustments households follow an indexation rule on lagged inflation, analogous
to the one described above for non-optimal price adjustments. In our extension to SW (2007), we
are replacing lagged inflation for its real-time observation to write the proportional relationship
between relative optimal wages, fW ∗t , and the rate of wage inflation adjusted by the indexation
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factor, πwt − ιwπrt−1,t, as follows
fW ∗t = ξw1−ξw ¡πwt − ιwπrt−1,t¢ ,
where ξw is the Calvo probability of not being able to set the optimal wage. In turn, the real wage
dynamic equation only departs from the one considered in the SW model in those terms related to
the indexation factor (i.e. those terms containing the indexation parameter, ιw)
wt = w1wt−1 + (1−w1) (Etwt+1 +Etπt+1)−w1πt −w1βιwEtπrt,t+1 +w2πrt−1,t −w3μwt + εwt , (12)
where w1 = 11+β , w2 =
ιw
1+β , and w3 =
1
1+β
∙
(1−βξw)(1−ξw)
ξw((φw−1)εw+1)
¸
. As expected, if πt = πrt,t+1
then equation (12) is identical to the corresponding equation in SW. Noticing Etπrt,t+1 =
B
h
πt − ρSπεπt−S,t
i
in (12) yields (after grouping terms)
wt = w1wt−1 + (1− w1) (Etwt+1 +Etπt+1)− w1
¡
1 + βιwB
¢
πt + w2πrt−1,t − w3μwt
+w1βιwBρSπεπt−S,t + εwt .
The implications of our data-revision extensions on real wage dynamics are the introduction of
real-time lagged inflation instead of lagged inflation (πrt−1,t replaces πt−1), and also the presence of
inflation revision innovations, επt−S,t.
2.4 Monetary policy rule
Adapting the SW (2007) specification, the Taylor (1993)-type rule of the extended model is
Rt = ρRt−1 + (1− ρ)[rπEtπt−1 + ry
¡
Etyt−1 − ypt−1
¢
] +
r∆y
£¡
Etyt−1 − ypt−1
¢
−
¡
Etyt−2 − ypt−2
¢¤
+ εRt ,
where the p superscripts denote potential (natural-rate) variables and εRt is a monetary policy
shock. Hence, the monetary policy rule of the extended model includes lagged vales of inflation
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and output, whose fully-revised observations will be released with a delay of t − 1 + S periods.
It explains why the rational expectation operator, Et, is written in front of the lagged variables.
Using identities (1) and (2) that relate final revised data to real-time data transforms the previous
expression into
Rt = ρRt−1 + (1− ρ)[rπ(πrt−1,t +Etrevπt−1,t−1+S) + ry(yrt−1,t +Etrev
y
t−1,t−1+S − y
p
t−1)] +
r∆y
h³
yrt−1,t +Etrev
y
t−1,t−1+S − y
p
t−1
´
−
³
yrt−2,t−1 +Etrev
y
t−2,t−2+S − y
p
t−2
´i
+ εRt ,
where the revision processes (4) and (5) can be inserted to yield12
Rt = ρRt−1 + (1− ρ)[rπ((1 + bππ)πrt−1,t + ρS−1πr επt−S,t)) + ry((1 + byy) yrt−1,t + ρS−1yr ε
y
t−S,t − y
p
t−1)] +
r∆y
h
((1 + byy) yrt−1,t + ρS−1yr ε
y
t−S,t − y
p
t−1)− ((1 + byy) yrt−2,t−1 + ρS−2yr ε
y
t−S,t − y
p
t−2)
i
+ εRt .(13)
Both real-time data and data revisions enter the reaction function of the central bank (13). It
is then useful for comparing its properties with those obtained from the estimation of reduced-
form monetary rules based only on either (final) revised or real-time data. For example, SW
(2007) estimate their model with the whole sample of revised data. Our approach should also
be distinguished from other approaches (Orphanides and Van Norden, 2002) where output gap
estimates are obtained in real time (i.e. the output gap estimate for a particular period takes only
into account the real-time data really available at the time).13
12The AR(1) processes characterizing output and inflation revision shocks were also used to incorporate the
autocorrelation coeﬃcients ρyr and ρπr.
13 It is assumed that potential output belongs to the information set of the central bank. In order to analyze the
importance of this assumption, we have also estimated the extended model removing potential output from the policy
rule. The estimation results are robust to this alternative specification because the output coeﬃcients, ry and r∆y,
are always close to zero. These results are available from the authors upon request.
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2.5 Consumption equation
Unlike SW (2007), the consumption habit of the household is built upon the real-time observation
of lagged aggregate consumption, Ct(i) − hCrt−1,t, where h is the habit parameter. Recalling the
optimizing program of the i representative household of SW (2007), the first order conditions of
consumption and purchases of bonds are14
¡
Ct(i)− hCrt−1,t
¢−σc expµσc − 1
1 + σl
(Lt(i))1+σl
¶
− Ξt = 0, (14)
−ΞtEt
(1 + πt+1)
eεbt (1 +Rt)
+ βEtΞt+1 = 0, (15)
where Lt(i) is the amount of labor in period t, σl is the labor elasticity parameter in the utility
function, Ξt is the Lagrange multiplier of the budget constraint in period t, and εbt is the risk-
premium shock. Loglinearizing both (14) and (15) yields
logΞt = −
σc
1− h/γ ct(i) +
(h/γ)σc
1− (h/γ)c
r
t−1,t + (σc − 1)L1+σl lt(i), (16)
logΞt = Et logΞt+1 + (Rt −Etπt+1 + εbt). (17)
Using both (16) and the corresponding expression of (16) for period t + 1 in equation (17), we
obtain, after aggregating across all households, the consumption equation
ct = (h/γ) crt−1,t−(h/γ)Etcrt,t+1+Etct+1+
(1−h/γ)(σc−1)L1+σl
σc (lt −Etlt+1)−
1−h/γ
σc (Rt−Etπt+1+ε
b
t).
(18)
Since the value of crt,t+1 has not been released yet in period t, its rational expectation is taken using
the generating processes (3) and (6) one period ahead
Etcrt,t+1 = (1 + bcc)−1
£
ct − ρScrεct−S,t
¤
. (19)
14The utility function of the households in SW (2007) is not separable between consumption and labor.
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Inserting (19) in (18), and applying the steady-state relationship w = φw(1−h/γ)cLσl leads to the
IS-style consumption equation
ct = c1crt−1,t + (1− c1)Etct+1 + c2 (lt −Etlt+1)− c3(Rt −Etπt+1 + εbt) + c4εct−S,t, (20)
where c1 = h/γ1+(h/γ)(1+bcc)−1 , c2 =
(σc−1)wL/(φwC)
σc(1+(h/γ)(1+bcc)−1) , c3 =
1−h/γ
σc(1+(h/γ)(1+bcc)−1) and c4 =
(h/γ)ρScr
(1+bcc)(1+(h/γ)(1+bcc)−1) .
2.6 Wage mark-up equation
The log fluctuation of the household-specific wage mark-up is defined as the log diﬀerence between
the marginal rate of substitution between working and consuming and the real wage. It gives
μwt (i) = wt(i)−mrst(i) = wt(i)−
³
σllt(i) + 11−h/γ
¡
ct(i)− (h/γ) crt−1,t
¢´
,
which, after aggregation across households, implies
μwt = wt −mrst = wt −
³
σllt + 11−h/γ
¡
ct − (h/γ) crt−1,t
¢´
.
2.7 Shocks
The complete model includes ten shock processes. The AR(1) technology shock εat = ρaεat−1 + ηat ,
the AR(1) risk premium disturbance that shifts the demand for purchases of consumption and
investment goods εbt = ρbεbt−1+ ηbt , the exogenous spending shock driven by an AR(1) process with
an extra term capturing the potential influence of technology innovations on exogenous spending
εgt = ρgε
g
t−1+ η
g
t + ρgaηat , the AR(1) investment shock εit = ρiεit−1+ ηit, the AR(1) monetary policy
shock: εRt = ρRεRt−1 + ηRt , the ARMA(1,1) price mark-up shock: ε
p
t = ρpε
p
t−1 + η
p
t − μpη
p
t−1,
the ARMA(1,1) wage shock εwt = ρwεwt−1 + ηwt − μwηwt−1, the AR(1) inflation revision shock
επt,t+S = ρπrεπt−1,t−1+S + ηπt,t+S, the AR(1) output revision shock ε
y
t,t+S = ρyrε
y
t−1,t−1+S + η
y
t,t+S
and the AR(1) consumption revision shock εct,t+S = ρcrεct−1,t−1+S + ηct,t+S . The latter three shocks
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are introduced in our extended SW-type DSGE model to study the business cycle implications of
data revisions. Notice that model’s solutions depends on Etεπt,t+S, Etε
y
t,t+S and Etεct,t+S and these
three expected values depend on the number of periods, S, after which there are no more revisions
for each variable other that benchmark revisions. Unfortunately, looking at US data shows that
S is not constant neither over time nor across variables (Croushore, 2011). As a compromise, we
have solved and estimated the model by assuming that on average the final revisions are obtained
after six quarters (i.e. S = 6).15
3 Data and estimation procedure
Both the SW model and the extended model are estimated with US data from the first quarter
of 1983 to the first quarter of 2008. Following SW (2007), all the variables displaying a long-
run trend enter the estimation procedure in log diﬀerences to extract their stationary business
cycle component, and to avoid the well-known measurement error implied by standard filtering
treatments. More recent data are not considered to minimize the chance of taking some observations
as final revisions that can be still revised in the future.16 The list of observable variables contains
quarterly series of the inflation rate, the Federal funds rate, the log of hours worked, and the log
diﬀerences of real Gross Domestic Product (GDP), real consumption, real investment, and the real
wage. The rate of inflation is obtained as the first diﬀerence of (the log of) the implicit GDP
15We have also estimated the model assuming two other alternative values: S = 3 and S = 12. The latter value
for S is considered by Aruoba (2008) as the maximum number of quarters after which there are no more revisions
for each variable, except for benchmark revisions. The estimation results are not sensitive to this alternative values
of S. These estimation results are also available upon direct request to the authors.
16Except for some of the last quarters of the sample, corresponding to the 2007-08 financial crisis, this period is
characterized by mild fluctuations (the so-called Great Moderation) of aggregate variables (Stock and Watson, 2002,
among others).
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deflator, whereas the real wage is computed as the ratio between nominal compensation per hour
and the GDP price deflator. All data series were retrieved from the Federal Reserve Bank of St.
Louis (FRED2) database. This group of observables is the same as the one used by SW (2007),
but considering now a more recent sample. For the estimation of the extended model, we include,
in the set of observables, the real-time data series of output growth, inflation, and consumption
growth reported by the Federal Reserve Bank of Philadelphia.17 The three times series of US data
revisions taken for the estimation are shown in the bottom row of Figure 1.
Variability of US data revisions of output growth, inflation and consumption growth is really
high. Comparing the plots in the top row with those in the bottom row of Figure 1, we can observe
similar volatilities between series of real-time data, revised data and revisions. The standard
deviations of these series are reported in Table 2. The standard deviation of data revisions is
around 80% as high as the standard deviation of real-time data and of very similar magnitude to
the standard deviation of revised data. As one remarkable example, revisions of US consumption
growth report a standard deviation of 0.61% over the period 1983-2008, while the standard deviation
of the corresponding revised data is just 0.53%. Such a high variability of US data revisions can
give us one indication of the significance of these data corrections for the US business cycle analysis.
The estimation procedure also follows SW (2007). Thus, we run a two-step Bayesian econometric
estimation in Dynare. In the first step, the log posterior function is maximized in a way that
combines the prior information of the parameters with the empirical likelihood of the data. In a
second step, we perform the Metropolis-Hastings algorithm to compute the posterior distribution of
the parameter set.18 In regards to priors, we select the same prior distributions as in SW (2007) for
17We have eliminated the jumps that result from benchmark (scale) revisions by replacing the updated value of
the corresponding variable with the average of the two observations released before and after the jump.
18All estimation exercises are performed with DYNARE free routine software, which can be downloaded from
http://www.dynare.org. A sample of 250,000 draws was used (ignoring the first 20% of draws). A step size of 0.3
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Figure 1: Revised data, real-time data, and revisions of output growth (dy), inflation (π), and
consumption growth (dc) in the US, 1983:1-2008:1.
16
those parameters appearing in the two models (see the first three columns in Tables 1A and 1B). We
have also borrowed their notation for the structural parameters in order to facilitate comparison.19
For the parameters associated with the three revision processes, we consider rather loose prior
distributions as shown in the first three columns of Table 1C.20
4 Estimation results
Before we analyze the estimation results, we start by discussing the goodness of the estimation.
Dynare package supplies, as a by-product, several tests such as graphical convergence diagnostic
tests suggested by Brooks and Gelman (1998), which are not shown to save space. According
to these graphical tests, the overall performance is good. Another way to analyze the quality
of estimation results is by comparing the prior and posterior distributions for each parameter,
displayed in Figure A.2 of the Appendix. In general, we can conclude that estimation results
show that the data are quite informative about the posterior distribution of the model parameters.
Finally, the smoothed estimates of the shock innovation paths show that these innovation estimates
look clearly stationary (available in the Supplementary material).
Tables 1A, 1B and 1C show the posterior distribution for the parameters of the two models.
The confidence band for each structural parameter -displayed in Table 1A- overlaps to a great
extent with the corresponding confidence interval reported in SW (2007). A similar conclusion
regarding the estimated parameters of the shock processes -displayed in Table 1B- is reached with
resulted in an average acceptation rate of roughly 26% across the two Metropolis-Hastings blocks used.
19See also Tables A.1 and A.2 in the Appendix for a description of model parameters.
20Preliminary attempts to estimate the extended model with real-time data result in unrealistically high estimates
of the steady-state growth rate parameter, γ, which also lead to sample instability as shown by the Brooks and
Gelman (1998) diagnostic tests implemented by Dynare. For these reasons, we decided to fix γ = 0.0040 prior to
estimation; that is, the mean of the prior normal distribution used in the estimation of the SW model.
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four exceptions. The standard deviation of risk premium, government spending and policy rule
shocks are slightly, but significantly, smaller in our sample whereas our persistence estimate of the
risk premium shock is larger than the one reported in SW (2007).
[Insert Table 1A, Table 1B and Table 1C here]
We now discuss the estimation results in the extended model. The parameter estimates
associated with the revision processes are shown in Table 1C. The output revision process coeﬃcient,
byy, is significantly positive, which implies that a high initial announcement of output anticipates
a positive revision of this initially observed value. The consumption revision coeﬃcient bcc is also
significantly positive. However, the inflation revision coeﬃcient bππ is significantly negative, which
implies that a high real-time inflation predicts a negative revision. In addition, the slope of the
New Keynesian Phillips curve (11) is flatter in the extended model than in the SW model.
The persistence parameters associated with the three shock revision processes are all significant,
but those associated with output and consumption revisions are high (ρyr = 0.89 and ρcr = 0.80),
whereas the one associated with inflation revisions is quite low (ρπr = 0.09), but still significantly
diﬀerent from zero. Moreover, the standard deviation of the output and consumption revision
innovations -σyr and σcr, respectively- are roughly three times greater than the one associated with
the inflation revision innovation, σπr. These estimation results suggest that the shocks associated
with each of the three revision processes show significant persistence. In sum, the revision process
estimates suggest that the revisions of output, consumption and inflation are not rational revision
errors, but the revision process of inflation features much lower inertia and volatility than the
revision processes of output and consumption. These conclusions based on a structural model are
somewhat in line with the empirical evidence reported by Aruoba (2008), who used regression
analysis.
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Comparing the set of estimates obtained from the two models, it can be said that most structural
parameters do not change significantly by considering real-time data in addition to revised data.
Indeed, the only important exceptions are the habit formation parameter, h, which is much lower
in the extended model (0.13) than in the SW model (0.57), and the price-indexation parameter,
ιp, which is lower in the extended model (0.09) than in the SW model (0.33). This result indicates
that the structural equations of consumption (20) and inflation (11) are more forward-looking in
the estimated extended model than in the SW model.
Next, let us highlight one important similarity. The estimated monetary policy rule parameters
are rather similar across models. In particular, the policy rule inflation coeﬃcient, rπ, is slightly
lower in the extended model, but it is significantly higher than one for any standard significance
level, supporting Taylor principle. This estimation result contrasts to some extent with Orphanides
(2001) result that Taylor rule does not hold when considering real-time data for some policy rule
specifications.21
These empirical findings on the limited importance of real-time data for the estimation of
structural parameters are somewhat in line with the evidence reported in the related literature.
Bernanke and Boivin (2003) show that the use of revised (as opposed to real-time) data does not
seem to matter much regarding the improvement of forecast accuracy when using large data sets.
Croushore and Evans (2006) show evidence that the use of revised data in VAR analyses of monetary
policy shocks may not be a serious limitation for recursively identified systems. However, they also
suggest that the use of real time data may generate some issues when dealing with simultaneous
VAR systems.
The remaining of the section compares the performance of the two models across
21An important diﬀerence between Orphanides (2001) and this paper is that he uses a reduced-form approach to
estimate Taylor-type policy rules whereas a structural estimation approach is followed here.
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three dimensions: second-moment statistics characterizing business cycle fluctuations, variance
decomposition, and impulse-response analysis; towards a deeper understanding of the role of data
revisions.
4.1 Second-moment statistics
Figure 1 plots series of real-time data, revised data and revisions to show the importance of revisions.
The relevance of revisions in actual data is further confirmed when the standard deviation of
revisions are compared with the standard deviation of both revised and real-time data shown in
Table 2, Panel A. Thus, the volatility of data revisions is really significant for the three revised
variables, with standard deviations around 80% as high as those of the corresponding real-time
variables and similar to those of the revised variables.
Apart from standard deviations of time series, Table 2, Panel A, shows other second-moment
statistics obtained from actual US data and in the estimated extended model. The numbers
provided by the model replicate quite well the volatility, correlation with output and autocorrelation
of US real-time data and revisions. Perhaps, it could be said that the extended model gives higher
volatility on real-time data.
Table 2, Panel B, shows second-moment statistics obtained from US revised data and in the two
estimated models. A comparison of the ability of the two models to reproduce the second-moment
statistics of revised data shows some important diﬀerences. First, the estimated models give higher
standard deviations for most variables than the ones obtained from actual data, while business cycle
volatility of output, consumption and investment in the extended model is clearly greater than in the
SW model. The introduction of three additional shocks on data revision can explain this increase of
variability. Second, the extended model reproduces the degree of inertia better than the SW model
in terms of closer autocorrelation coeﬃcients. Finally, no clear conclusion emerges when comparing
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the ability of the two models for reproducing the correlation with quarterly output growth. Thus,
the extended model fits better the correlation of inflation with output growth, whereas the opposite
is true for the correlation between quarterly changes in consumption and output.
[Insert Table 2]
4.2 Variance decomposition
Table 3 shows the variance decomposition analysis. A significant fraction of fluctuations of output
growth are driven by demand-side perturbations: risk-premium shocks (27.3% in the extended
model and 20.2% in the SW model) and exogenous spending (10.3% in the extended model and
19.9% in the SW model). Wage mark-up shocks also play a significant role with 16.7% and 18%
of output growth variability, respectively, in the variance decomposition of both models. Finally,
monetary policy shocks explain around 10% of output changes in both models.
Wage mark-up shocks are the major source of variability of the real wage, labor, the nominal
interest rate and inflation. This result is found in the estimated variance decomposition of both
models and confirms the importance of wage mark-up shocks in the variance decomposition of
DSGE models highlighted by SW (2007).
As for the role of data revision shocks on business cycle fluctuations, Table 3 indicates that
shocks on inflation revisions explain 4.3% of output growth fluctuations, shocks on consumption
revisions 4.0% of changes in output and, shocks on output revisions just 1% of output growth
variability. So, the exogenous variability of data revisions would jointly explain 9.3% of output
growth fluctuations. This important result implies that models ignoring data revisions, such as
the SW model, are leaving nearly one tenth of total variability of output driven by data revision
shocks that would be overestimating the role of other sources of cyclical fluctuations (in particular,
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technology shocks and exogenous spending shocks).
[Insert Table 3]
4.3 Impulse response analysis
The business cycle implications of data revisions can be examined by looking into the impulse-
response functions obtained in the estimated extended model with revision shocks. Figure 2 plots
the results for the three revised variables: output, inflation and consumption. The revision shock is
absorbed between the real-time variable and the revised variable. In fact, the reaction of real-time
data goes strongly in the opposite direction to the revision shock in the three types of revisions. For
example, Figure 2 shows how a +0.55% output revision shock corresponds to a +0.10% increase in
revised output and a -0.45% decline in real-time output. Hence, a positive-side revision is indicative
of a too low real-time announcement that will be corrected over time.
The observation that shocks on data revisions have much larger eﬀects on real-time data than
on revised supports the view of revisions as reducing noise rather than adding news. The impulse-
response analysis is consistent with both the higher volatility of real-time data than revised data
(noticeable in Figure 1 and the second-moment statistics reported in Table 2) and the estimation
results showing the presence of non-rational revision processes (the estimates of byy, bππ, bcc, ρyr,
ρπr, and ρcr are all significantly diﬀerent from zero in Table 1C). The alternative view of revisions
adding only news would have brought data revisions with no impact on real-time data because
revision shocks and real-time data would then be orthogonal.
Let us examine the transmission from revision shocks to revised variables in order to understand
the eﬀects of data revisions on business cycle fluctuations. Figure 2 shows that both output and
inflation revisions are procyclical. The mistake in data announcement revisions of either output
or inflation bring some monetary expansion because the central bank lowers the interest-rate
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Figure 2: Responses to data revision shocks.
in response to the decline in real-time data (see equation 13). The reduction of interest rates
stimulate the endogenous components of demand (consumption and investment), labor demand,
and output. Figure 2 informs that the estimated output revision shock increases output, investment,
consumption and labor by around 0.1%, while these expansions are roughly by 0.2% when there is
an estimated inflation revision shock.
By contrast, the consumption revision describes a countercyclical pattern. A positive data
revision of consumption corresponds to a low real-time consumption announcement that is going
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to reduce current consumption in equation (20) as the household identifies consumption habit with
the real-time data release. Investment barely changes after the consumption revision shock and the
contractionary response of consumption collects most of the change in output. The responses are
quantitatively significant; the estimated consumption revision shock produces declines of -0.2% in
output, -0.25% in consumption, and -0.15% in labor. The significance of these quantitative results
is consistent with the variance decomposition discussed above.
A comparison between the responses in the extended model and those in the SW model is
carried out in Figure 3. Due to space constraints, we report only the responses of output growth,
consumption growth and inflation as the three variables that include data revisions. In overall terms,
both models provide similar responses. Let us just comment on the noticeable diﬀerences. The
reaction of inflation is somewhat stronger in the model with data revisions after either technology
innovations or risk premium shocks. Meanwhile, cost-push shocks and monetary policy shocks
bring deeper responses of output and consumption growth in the extended model compared to the
SW model. Therefore, it could be said that data revisions induce higher variability in some of the
responses to shocks.
In the comparison of real-time data with revised data (that belong to the extended model), we
find significant co-movements between both variables. The reactions of revised output growth and
consumption growth go slightly further than those observed in real time, which indicates revisions
of positive sign. By contrast, real-time inflation responds somewhat more aggressively than revised
inflation as a result of inflation revisions of negative sign. Such diﬀerent revision signs are consistent
with the estimated coeﬃcients of the revision-generating processes reported in Table 1C (byy > 0,
bcc > 0, and bππ < 0).
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Figure 3: Responses of revised and real-time data in the estimated extended model, and in the
estimated SW model.
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5 Conclusions
The significance of data revisions for US business cycles has been examined in an extended version of
the DSGE model of Smets and Wouters (2007). The separation between real-time and revised data
must be considered in the estimation of a structural model because: i) the initial announcements
are not a rational forecast of revised data, and ii) economic decisions such as pricing, wage setting,
consuming or setting the interest rates depend upon real-time data.
The empirical analysis shows that revisions of inflation, output and consumption have two main
eﬀects in the estimation of the extended model. First, the estimates of both consumption habit
and price indexation fall significantly. Second, data revisions explain 9.3% of output variability in
the long-run variance decomposition, that is ignored in standard DSGE models such as Smets and
Wouters (2007).
In addition, the extended model is able to replicate, among other second-moment statistics, the
high variability featured by US data revisions. Moreover, the estimation of the extended model
provides information about US data revision dynamics. Thus, the revisions of both output and
consumption are positively correlated to their real-time observations and present high persistence.
Meanwhile, inflation revisions are negatively related to real-time inflation and have very little
inertia. The results also show that a revision shock is mostly transmitted into real-time data rather
than on revised data. In other words, data revisions mainly reduce noise instead of adding news.
The extended model remains stylized and should be further extended to investigate additional
ways in which real-time data might play an important role. In particular, investment decisions
are not directly aﬀected by real-time data in our extended model. However, investment, as
consumption, is likely to be largely determined by real-time measures of aggregate economic activity.
The study of these potentially useful extensions is left for future research.
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Table 1A. Priors and estimated posteriors of the structural parameters
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
ϕ Normal 4.00 1.50 5.26 3.46 7.09 5.93 4.06 7.85
h Beta 0.70 0.10 0.13 0.10 0.16 0.57 0.45 0.67
σc Normal 1.50 0.37 1.34 1.08 1.62 1.06 0.76 1.35
σl Normal 2.00 0.75 1.79 0.81 2.79 1.95 0.99 2.85
ξp Beta 0.50 0.10 0.66 0.58 0.75 0.72 0.63 0.81
ξw Beta 0.50 0.10 0.51 0.38 0.65 0.59 0.45 0.72
ιw Beta 0.50 0.15 0.35 0.15 0.55 0.48 0.24 0.72
ιp Beta 0.50 0.15 0.09 0.03 0.15 0.33 0.14 0.51
ψ Beta 0.50 0.15 0.77 0.63 0.90 0.72 0.57 0.88
Φ Normal 1.25 0.12 1.44 1.31 1.57 1.48 1.34 1.61
rπ Normal 1.50 0.25 1.86 1.56 2.13 2.09 1.78 2.42
ρ Beta 0.75 0.10 0.84 0.81 0.87 0.83 0.80 0.87
ry Normal 0.12 0.05 −0.01 −0.03 0.01 0.04 0.01 0.08
r∆y Normal 0.12 0.05 0.10 0.07 0.12 0.18 0.13 0.22
π Gamma 0.62 0.10 0.67 0.54 0.81 0.70 0.57 0.85
100(β−1−1) Gamma 0.25 0.10 0.17 0.07 0.28 0.20 0.10 0.31
l Normal 0.00 0.10 −1.48 −3.79 0.79 0.18 −1.77 2.30
100(γ − 1) Normal 0.40 0.10 − − − 0.39 0.35 0.43
α Normal 0.30 0.05 0.17 0.13 0.20 0.17 0.14 0.21
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Table 1B. Priors and estimated posteriors of the shock processes
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
σa Invgamma 0.10 2.00 0.39 0.35 0.44 0.38 0.34 0.43
σb Invgamma 0.10 2.00 0.12 0.08 0.16 0.09 0.05 0.13
σg Invgamma 0.10 2.00 0.39 0.35 0.44 0.40 0.35 0.45
σi Invgamma 0.10 2.00 0.29 0.22 0.36 0.35 0.25 0.43
σR Invgamma 0.10 2.00 0.13 0.11 0.15 0.13 0.11 0.14
σp Invgamma 0.10 2.00 0.13 0.09 0.16 0.11 0.09 0.14
σw Invgamma 0.10 2.00 0.33 0.25 0.40 0.30 0.23 0.36
ρa Beta 0.50 0.20 0.91 0.87 0.96 0.92 0.87 0.97
ρb Beta 0.50 0.20 0.84 0.77 0.91 0.74 0.55 0.93
ρg Beta 0.50 0.20 0.98 0.97 0.996 0.97 0.96 0.99
ρi Beta 0.50 0.20 0.82 0.70 0.94 0.70 0.57 0.84
ρR Beta 0.50 0.20 0.09 0.02 0.16 0.27 0.13 0.40
ρp Beta 0.50 0.20 0.88 0.78 0.98 0.81 0.68 0.95
ρw Beta 0.50 0.20 0.97 0.94 0.996 0.96 0.93 0.99
μp Beta 0.50 0.20 0.57 0.35 0.78 0.60 0.38 0.82
μw Beta 0.50 0.20 0.63 0.43 0.84 0.66 0.46 0.86
ρga Beta 0.50 0.20 0.40 0.25 0.57 0.40 0.24 0.56
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Table 1C. Priors and estimated posteriors of revision processes parameters
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
byy Normal 0.00 2.00 0.23 0.05 0.40 − − −
bππ Normal 0.00 2.00 −0.14 −0.25 −0.02 − − −
bcc Normal 0.00 2.00 0.20 0.11 0.29 − − −
σyr Invgamma 0.10 2.00 0.64 0.53 0.76 − − −
σπr Invgamma 0.10 2.00 0.23 0.19 0.26 − − −
σcr Invgamma 0.10 2.00 0.71 0.61 0.81 − − −
ρyr Beta 0.50 0.20 0.89 0.83 0.96 − − −
ρπr Beta 0.50 0.20 0.09 0.02 0.17 − − −
ρcr Beta 0.50 0.20 0.80 0.74 0.87 − − −
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Table 2. Second-moment statistics
Panel A ∆yr πr ∆cr rev∆y revπ rev∆c
US data:
Stand. deviation (%) 0.68 0.34 0.74 0.55 0.26 0.61
Correlation with ∆y 0.63 −0.01 0.37 0.27 −0.11 0.09
Autocorrelation 0.25 0.42 0.06 −0.14 0.00 −0.14
Extended model:
Stand. deviation (%) 0.94 0.58 1.21 0.59 0.28 0.61
Correlation with ∆y 0.82 −0.26 0.68 0.39 0.23 0.04
Autocorrelation 0.17 0.65 0.05 −0.01 0.14 −0.10
Panel B ∆y ∆c ∆i ∆w l R π
US data:
Stand. deviation (%) 0.58 0.53 1.74 0.65 2.19 0.61 0.24
Correlation with ∆y 1.0 0.62 0.63 −0.13 −0.16 0.20 −0.14
Autocorrelation 0.29 0.17 0.56 0.18 0.97 0.98 0.51
Extended model:
Stand. deviation (%) 1.0 1.05 2.54 0.76 4.34 0.62 0.45
Correlation with ∆y 1.0 0.80 0.62 0.23 0.14 −0.10 −0.19
Autocorrelation 0.26 0.12 0.74 0.34 0.98 0.94 0.79
SW model:
Stand. deviation (%) 0.78 0.68 2.08 0.75 3.62 0.45 0.47
Correlation with ∆y 1.0 0.68 0.65 0.19 0.11 −0.17 −0.34
Autocorrelation 0.41 0.52 0.65 0.33 0.98 0.95 0.83
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Table 3. Variance decomposition (percent)
Extended model
Innovations ∆y ∆yr ∆c ∆cr ∆i ∆w l R π πr
Technology, ηa 7.6 5.7 1.5 0.8 3.6 1.2 1.2 4.9 5.3 4.2
Risk premium, ηb 27.3 20.7 41.0 21.8 3.9 7.5 3.2 14.9 14.1 11.3
Fiscal/Net exports, ηg 10.3 7.8 1.7 0.9 0.6 0.2 5.8 7.5 4.4 3.5
Investment adj. costs, ηi 7.6 5.8 1.1 0.6 59.8 2.4 5.2 15.5 10.9 8.7
Interest-rate, ηR 12.7 9.7 19.0 10.1 2.0 3.7 1.6 8.1 7.0 5.6
Wage-push, ηw 16.7 12.6 15.0 7.9 18.9 56.4 74.2 42.2 33.5 26.9
Price-push, ηp 8.5 6.5 5.7 3.0 9.8 26.0 7.5 3.6 22.1 17.5
Output revision, ηy 1.0 25.1 1.5 0.8 0.1 0.3 0.1 1.1 0.4 0.3
Inflation revision, ηπ 4.3 3.2 5.7 3.0 1.2 1.2 0.9 1.6 2.0 21.7
Consumption revision, ηc 4.0 3.0 7.8 51.1 0.1 1.1 0.4 0.6 0.5 0.4
SW model
Innovations ∆y ∆yr ∆c ∆cr ∆i ∆w l R π πr
Technology, ηa 12.6 − 5.2 − 3.0 1.1 1.3 7.1 2.3 −
Risk premium, ηb 20.2 − 37.4 − 3.8 5.0 3.3 30.5 7.0 −
Fiscal/Net exports, ηg 19.9 − 4.1 − 0.2 0.1 5.6 2.1 0.5 −
Investment adj. costs, ηi 12.3 − 1.9 − 74.4 1.9 4.2 13.1 3.0 −
Interest-rate, ηR 9.2 − 15.0 − 2.6 3.3 2.3 7.2 6.1 −
Wage-push, ηw 18.0 − 29.5 − 9.9 70.0 78.6 34.1 53.4 −
Price-push, ηp 7.6 − 6.9 − 6.1 18.7 4.7 5.9 27.8 −
34
Appendix
Set of log-linearized dynamic equations:
• Inflation identity:
πt = πrt,t+1 + revπt,t+S. (A1)
• Output identity:
yt ≡ yrt,t+1 + rev
y
t,t+S. (A2)
• Consumption identity:
ct ≡ crt,t+1 + revct,t+S . (A3)
• Revision process of inflation:
revπt,t+S = bπππrt,t+1 + επt,t+S. (A4)
• Revision process of output:
revyt,t+S = byyy
r
t,t+1 + ε
y
t,t+S. (A5)
• Revision process of consumption:
revct,t+S = bcccrt,t+1 + εct,t+S . (21)
• Aggregate resource constraint:
yt = cyct + iyit + zyzt + εgt , (A7)
where cy = CY = 1−gy−iy, iy =
I
Y = (γ − 1 + δ)
K
Y , and zy = rk
K
Y are steady-state ratios. As
in Smets and Wouters (2007), the depreciation rate and the exogenous spending-GDP ratio
are fixed in the estimation procedure at δ = 0.025 and gy = 0.18.
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• Consumption equation:
ct = c1crt−1,t + (1− c1)Etct+1 + c2 (lt −Etlt+1)− c3(Rt −Etπt+1) + εbt + c4εct−s,t (A8)
where c1 = h/γ1+(h/γ)(1+bcc)−1 , c2 =
(σc−1)wL/(φwC)
σc(1+(h/γ)(1+bcc)−1) , c3 =
1−h/γ
σc(1+(h/γ)(1+bcc)−1) and c4 =
(h/γ)ρSc
(1+bcc)(1+(h/γ)(1+bcc)−1) .
• Investment equation:
it = i1it−1 + (1− i1)Etit+1 + i2qt + εit, (A9)
where i1 = 11+β , and i2 =
1
(1+β)γ2ϕ
with β = βγ(1−σc).
• Arbitrage condition (value of capital, qt):
qt = q1Etqt+1 + (1− q1)Etrkt+1 − (Rt −Etπt+1) + c−13 εbt , (A10)
where q1 = βγ−1(1− δ) = (1−δ)(rk+1−δ) .
• Log-linearized aggregate production function:
yt = φp (αkst + (1− α)lt + εat ) , (A11)
where φp = 1 + φY = 1 +
Steady-state fixed cost
Y and α is the capital-share in the production
function.22
• Eﬀective capital (with one period time-to-build):
kst = kt−1 + zt. (A12)
• Capital utilization:
zt = z1rkt , (A13)
where z1 = 1−ψψ .
22From the zero profit condition in steady-state, it should be noticed that φp also represents the value of the
steady-state price mark-up.
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• Capital accumulation equation:
kt = k1kt−1 + (1− k1)it + k2εit, (A14)
where k1 = 1−δγ and k2 =
³
1− 1−δγ
´ ¡
1 + β
¢
γ2ϕ.
• Price mark-up (negative of the log of the real marginal cost):
μpt = mplt − wt = α (kst − lt) + εat − wt. (A15)
• New-Keynesian Phillips curve (price inflation dynamics):
πt = π1πrt−1,t + π2Etπt+1 − π3μ
p
t + π4ε
p
t + π5επt−s,t. (A16)
where π1 = ιp1+βιpB , π2 =
β
1+βιpB
, π3 = A1+βιpB
∙
(1−βξp)(1−ξp)
ξp
¸
, π4 = 1+βιp1+βιpB and
π5 = βιpBρ
S
π
1+βιpB
. The coeﬃcient of the curvature of the Kimball goods market aggregator,
included in the definition of A, is fixed in the estimation procedure at εp = 10 as in Smets
and Wouters (2007).
• Optimal demand for capital by firms:
− (kst − lt) +wt = rkt . (A17)
• Wage markup equation:
μwt = wt −mrst = wt −
³
σllt + 11−h/γ
¡
ct − (h/γ) crt−1,t
¢´
. (A18)
• Real wage dynamic equation:
wt = w1wt−1+(1−w1) (Etwt+1 +Etπt+1)−w2πt+w3πrt−1,t−w4μwt +w5επt−s,t+ εwt . (A19)
where w1 = 11+β , w2 =
1+βιwB
1+β , w3 =
ιw
1+β , w4 =
1
1+β
∙
(1−βξw)(1−ξw)
ξw((φw−1)εw+1)
¸
and w5 = w1βιwBρSπ
with the curvature of the Kimball labor aggregator fixed at εw = 10.0 and a steady-state
wage mark-up fixed at φw = 1.5 as in Smets and Wouters (2007).
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• Monetary policy rule, a Taylor-type rule for nominal interest rate management:
Rt = ρRt−1 + (1− ρ)[rπEtπt−1 + ry(Etyt−1 − ypt−1)] +
r∆y
£
(Etyt−1 − ypt−1)− (Etyt−2 − y
p
t−2)
¤
+ εRt (A20)
where Etπt−1 = πrt−1,t + bπππrt−1,t + ρS−1π επt−S,t, Etyt−1 = yrt−1,t + byyyrt−1,t + ρS−1y ε
y
t−S,t and
Etyt−2 = yrt−2,t−1 + byyyrt−2,t−1 + ρS−2y ε
y
t−S,t.
Potential (natural-rate) variables, assuming flexible prices, flexible wages and shutting down
price mark-up and wage indexation shocks as well as revision shocks:
• Flexible-price condition (no price mark-up fluctuations, μpt = mplt −wt = 0):
α (ks,pt − l
p
t ) + εat = w
p
t . (A21)
• Flexible-wage condition (no wage mark-up fluctuations, μwt = wt −mrst = 0):
wpt = σll
p
t +
1
1−λ/γ
¡
cpt − λ/γc
p
t−1
¢
. (A22)
• Potential aggregate resources constraint:
ypt = cyc
p
t + iyi
p
t + zyz
p
t + ε
g
t . (A23)
• Potential consumption equation:
cpt = c1c
p
t−1 + (1− c1)Etc
p
t+1 + c2
¡
lpt −Etl
p
t+1
¢
− c3
¡
Rpt −Etπ
p
t+1
¢
+ εbt . (A24)
• Potential investment equation:
ipt = i1i
p
t−1 + (1− i1)Eti
p
t+1 + i2q
p
t + εit. (A25)
• Arbitrage condition (value of potential capital, qpt ):
qpt = q1Etq
p
t+1 + (1− q1)Etr
k,p
t+1 −
¡
Rpt −Etπ
p
t+1
¢
+ c−13 εbt . (A26)
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• Log-linearized potential aggregate production function:
ypt = φp (αk
s,p
t + (1− α)l
p
t + εat ) . (A27)
• Potential capital (with one period time-to-build):
ks,pt = k
p
t−1 + z
p
t . (A28)
• Potential capital utilization:
zpt = z1r
k,p
t . (A29)
• Potential capital accumulation equation:
kpt = k1k
p
t−1 + (1− k1)i
p
t + k2εit. (A30)
• Potential demand for capital by firms (rk,pt is the potential log of the rental rate of capital):
− (ks,pt − l
p
t ) + w
p
t = r
k,p
t . (A31)
• Monetary policy rule (under flexible prices and flexible wages):
Rpt = ρR
p
t−1 + (1− ρ) [rππ
p
t ] + εRt . (A32)
Equations-and-variables summary
- Set of equations:
Equations (A1)-(A32) determine solution paths for 32 endogenous variables.
- Set of variables:
Endogenous variables (32): yt, ct, it, zt, lt, Rt, πt, qt, rkt , kst , kt, μwt , μ
p
t , wt, yrt , πrt , crt , r
y
t , rπt ,
rct , y
p
t , c
p
t , i
p
t , z
p
t , l
p
t , R
p
t , π
p
t , q
p
t , r
k,p
t , k
s,p
t , k
p
t , and w
p
t .
Predetermined variables (17): ct−1, it−1, kt−1, πt−1, wt−1, Rt−1, yt−1, yrt−1, πrt−1, crt−1, r
y
t−1,
rπt−1, rct−1, c
p
t−1, i
p
t−1, k
p
t−1, and r
p
t−1.
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Exogenous variables (10): AR(1) technology shock εat = ρaεat−1 + ηat , AR(1) risk premium
shock εbt = ρbεbt−1+ηbt , AR(1) exogenous spending shock cross-correlated to technology innovations
εgt = ρgε
g
t−1+η
g
t+ρgaηat ,AR(1) investment shock εit = ρiεit−1+ηit, AR(1) monetary policy shock εRt =
ρRεRt−1 + ηRt , ARMA(1,1) price mark-up shock ε
p
t = ρpε
p
t−1 + η
p
t − μpη
p
t−1, ARMA(1,1) wage mark-
up shock εwt = ρwεwt−1 + ηwt − μwηwt−1, AR(1) output revision shock ε
y
t,t+S = ρyrε
y
t−1,t−1+S + η
y
t+S ,
AR(1) inflation revision shock επt,t+S = ρπrεπt−1,t−1+S+ηπt+S and AR(1) consumption revision shock
εct,t+S = ρcrεct−1,t−1+S + ηct+S .
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Table A. Model parameter description
ϕ Elasticity of the cost of adjusting capital
h External habit formation
σc Inverse of the elasticity of intertemporal substitution in utility function
σl Inverse of the elasticity of labor supply with respect to the real wage
ξp Calvo probability that measures the degree of price stickiness
ξw Calvo probability that measures the degree of wage stickiness
ιw Degree of wage indexation to past wage inflation
ιp Degree of price indexation to past price inflation
ψ Elasticity of capital utilization adjustment cost
Φ One plus steady-state fixed cost to total cost ratio (price mark-up)
rπ Inflation coeﬃcient in monetary policy rule
ρ Smoothing coeﬃcient in monetary policy rule
rY Output gap coeﬃcient in monetary policy rule
π Steady-state rate of inflation
100(β−1−1) Steady-state rate of discount
l Steady-state labor
100(γ − 1) One plus steady-state rate of output growth
α Capital share in production function
byy Output coeﬃcient in output revision process
bππ Inflation coeﬃcient in inflation revision process
bcc Consumption coeﬃcient in consumption revision process
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Table A. (Continued)
σa Standard deviation of productivity innovation
σb Standard deviation of risk premium innovation
σg Standard deviation of exogenous spending innovation
σi Standard deviation of investment-specific innovation
σR Standard deviation of monetary policy rule innovation
σp Standard deviation of price mark-up innovation
σw Standard deviation of wage mark-up innovation
σry Standard deviation of output revision innovation
σrπ Standard deviation of inflation revision innovation
σrc Standard deviation of consumption revision innovation
ρa Autoregressive coeﬃcient of productivity shock
ρb Autoregressive coeﬃcient of risk premium shock
ρg Autoregressive coeﬃcient of exogenous spending shock
ρi Autoregressive coeﬃcient of investment-specific shock
ρR Autoregressive coeﬃcient of policy rule shock
ρp Autoregressive coeﬃcient of price mark-up shock
ρw Autoregressive coeﬃcient of wage mark-up shock
μp Moving-average coeﬃcient of price mark-up shock
μw Moving-average coeﬃcient of wage mark-up shock
ρga Correlation coeﬃcient between productivity and exogenous spending shocks
ρyr Autoregressive coeﬃcient of output revision shock
ρπr Autoregressive coeﬃcient of inflation revision shock
ρcr Autoregressive coeﬃcient of consumption revision shock42
Supplementary material (not intended for publication)
Figure A.1. U.S time series
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Figure A.2.A: Prior and posterior distributions of parameters
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Figure A.2.B: Prior and posterior distributions of parameters
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Figure A.2.C: Prior and posterior distributions of parameters
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Figure A.2.D: Prior and posterior distributions of parameters
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Figure A.2.E: Prior and posterior distributions of parameters
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Figure A.3.A: Smoothed estimates of innovations
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Figure A.3.B: Smoothed estimates of innovations
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Table A.1A. Priors and estimated posteriors of the structural parameters (S = 12)
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
ϕ Normal 4.00 1.50 5.31 3.50 7.10 5.93 4.06 7.85
h Beta 0.70 0.10 0.13 0.10 0.15 0.57 0.45 0.67
σc Normal 1.50 0.37 1.32 1.06 1.57 1.06 0.76 1.35
σl Normal 2.00 0.75 1.74 0.74 2.74 1.95 0.99 2.85
ξp Beta 0.50 0.10 0.67 0.59 0.76 0.72 0.63 0.81
ξw Beta 0.50 0.10 0.52 0.38 0.65 0.59 0.45 0.72
ιw Beta 0.50 0.15 0.35 0.15 0.55 0.48 0.24 0.72
ιp Beta 0.50 0.15 0.09 0.03 0.15 0.33 0.14 0.51
ψ Beta 0.50 0.15 0.76 0.63 0.91 0.72 0.57 0.88
Φ Normal 1.25 0.12 1.44 1.30 1.57 1.48 1.34 1.61
rπ Normal 1.50 0.25 1.86 1.55 2.15 2.09 1.78 2.42
ρ Beta 0.75 0.10 0.85 0.82 0.88 0.83 0.80 0.87
ry Normal 0.12 0.05 −0.01 −0.03 0.01 0.04 0.01 0.08
r∆y Normal 0.12 0.05 0.09 0.07 0.12 0.18 0.13 0.22
π Gamma 0.62 0.10 0.68 0.54 0.81 0.70 0.57 0.85
100(β−1−1) Gamma 0.25 0.10 0.18 0.07 0.28 0.20 0.10 0.31
l Normal 0.00 0.10 −1.45 −3.68 0.82 0.18 −1.77 2.30
100(γ − 1) Normal 0.40 0.10 − − − 0.39 0.35 0.43
α Normal 0.30 0.05 0.16 0.13 0.20 0.17 0.14 0.21
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Table A.1B. Priors and estimated posteriors of the shock processes (S = 12)
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
σa Invgamma 0.10 2.00 0.40 0.35 0.45 0.38 0.34 0.43
σb Invgamma 0.10 2.00 0.13 0.09 0.18 0.09 0.05 0.13
σg Invgamma 0.10 2.00 0.39 0.35 0.44 0.40 0.35 0.45
σi Invgamma 0.10 2.00 0.29 0.22 0.36 0.35 0.25 0.43
σR Invgamma 0.10 2.00 0.13 0.11 0.14 0.13 0.11 0.14
σp Invgamma 0.10 2.00 0.12 0.09 0.15 0.11 0.09 0.14
σw Invgamma 0.10 2.00 0.32 0.25 0.40 0.30 0.23 0.36
ρa Beta 0.50 0.20 0.91 0.87 0.96 0.92 0.87 0.97
ρb Beta 0.50 0.20 0.82 0.75 0.90 0.74 0.55 0.93
ρg Beta 0.50 0.20 0.98 0.97 0.995 0.97 0.96 0.99
ρi Beta 0.50 0.20 0.83 0.70 0.94 0.70 0.57 0.84
ρR Beta 0.50 0.20 0.09 0.02 0.16 0.27 0.13 0.40
ρp Beta 0.50 0.20 0.88 0.78 0.98 0.81 0.68 0.95
ρw Beta 0.50 0.20 0.97 0.95 0.996 0.96 0.93 0.99
μp Beta 0.50 0.20 0.57 0.36 0.78 0.60 0.38 0.82
μw Beta 0.50 0.20 0.64 0.43 0.84 0.66 0.46 0.86
ρga Beta 0.50 0.20 0.40 0.24 0.55 0.40 0.24 0.56
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Table A.1C. Priors and estimated posteriors of revision processes parameters (S = 12)
Priors Posteriors
Extended model SW model
Distr Mean Std D. Mean 5% 95% Mean 5% 95%
byy Normal 0.00 2.00 0.24 0.06 0.41 − − −
bππ Normal 0.00 2.00 −0.12 −0.25 −0.01 − − −
bcc Normal 0.00 2.00 0.23 0.13 0.31 − − −
σyr Invgamma 0.10 2.00 0.65 0.53 0.76 − − −
σπr Invgamma 0.10 2.00 0.23 0.19 0.27 − − −
σcr Invgamma 0.10 2.00 0.74 0.64 0.84 − − −
ρyr Beta 0.50 0.20 0.88 0.82 0.94 − − −
ρπr Beta 0.50 0.20 0.09 0.02 0.16 − − −
ρcr Beta 0.50 0.20 0.77 0.71 0.83 − − −
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Table A.2. Second-moment statistics
Panel A ∆yr πr ∆cr rev∆y revπ rev∆c
US data:
Stand. deviation (%) 0.68 0.34 0.74 0.55 0.26 0.61
Correlation with ∆y 0.63 −0.01 0.37 0.27 −0.11 0.09
Autocorrelation 0.25 0.42 0.06 −0.14 0.00 −0.14
Extended model:
Stand. deviation (%) 0.95 0.58 1.21 0.59 0.28 0.62
Correlation with ∆y 0.82 −0.27 0.68 0.38 0.24 0.06
Autocorrelation 0.16 0.65 0.03 −0.02 0.14 −0.12
Panel B ∆y ∆c ∆i ∆w l R π
US data:
Stand. deviation (%) 0.58 0.53 1.74 0.65 2.19 0.61 0.24
Correlation with ∆y 1.0 0.62 0.63 −0.13 −0.16 0.20 −0.14
Autocorrelation 0.29 0.17 0.56 0.18 0.97 0.98 0.51
Extended model (S = 12):
Stand. deviation (%) 1.01 1.06 2.62 0.77 4.39 0.63 0.45
Correlation with ∆y 1.0 0.81 0.61 0.23 0.14 −0.09 −0.20
Autocorrelation 0.25 0.11 0.75 0.35 0.98 0.80 0.79
SW model:
Stand. deviation (%) 0.78 0.68 2.08 0.75 3.62 0.45 0.47
Correlation with ∆y 1.0 0.68 0.65 0.19 0.11 −0.17 −0.34
Autocorrelation 0.41 0.52 0.65 0.33 0.98 0.95 0.83
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Table A.3. Variance decomposition (percent)
Extended model (S = 12)
Innovations ∆y ∆yr ∆c ∆cr ∆i ∆w l R π πr
Technology, ηa 7.3 5.4 1.4 0.7 3.3 1.1 1.3 5.0 5.3 4.2
Risk premium, ηb 27.6 20.4 41.6 21.5 3.8 7.2 3.2 11.9 11.6 9.2
Fiscal/Net exports, ηg 10.5 7.7 1.5 0.8 0.5 0.2 5.8 7.4 4.5 3.6
Investment adj. costs, ηi 7.3 5.4 1.0 0.5 58.9 2.4 5.7 14.9 10.3 8.1
Interest-rate, ηR 13.5 10.0 20.2 10.4 2.1 3.9 1.7 8.2 6.9 5.4
Wage-push, ηw 16.4 12.1 14.1 7.3 19.9 57.9 73.1 44.7 36.1 29.0
Price-push, ηp 8.4 6.2 5.6 2.9 10.0 24.9 7.7 3.9 22.5 17.7
Output revision, ηy 0.7 26.7 1.0 0.5 0.1 0.2 0.1 1.7 0.2 0.2
Inflation revision, ηπ 4.3 3.2 5.8 3.0 1.2 1.1 0.9 1.6 1.9 22.1
Consumption revision, ηc 4.0 2.9 7.7 52.4 0.1 1.1 0.4 0.7 0.7 0.6
SW model
Innovations ∆y ∆yr ∆c ∆cr ∆i ∆w l R π πr
Technology, ηa 12.6 − 5.2 − 3.0 1.1 1.3 7.1 2.3 −
Risk premium, ηb 20.2 − 37.4 − 3.8 5.0 3.3 30.5 7.0 −
Fiscal/Net exports, ηg 19.9 − 4.1 − 0.2 0.1 5.6 2.1 0.5 −
Investment adj. costs, ηi 12.3 − 1.9 − 74.4 1.9 4.2 13.1 3.0 −
Interest-rate, ηR 9.2 − 15.0 − 2.6 3.3 2.3 7.2 6.1 −
Wage-push, ηw 18.0 − 29.5 − 9.9 70.0 78.6 34.1 53.4 −
Price-push, ηp 7.6 − 6.9 − 6.1 18.7 4.7 5.9 27.8 −
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