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1　まえがき
　一般に、保全は事後保全と予防保全に大別され、そのうち予防保全の重要性は
アイテムの複雑化や巨大化とともに増大の一途をたどっている。特に、定期保全
や定期交換は現場で最も実施されやすい保全方法の一つであり、その大切さはい
うまでもない。従って、従来からBarl・wやProschan［11をはじめとする多くの研
究者によって検討され、保全理論が導き出された。またそれらの研究結果は予防
交換や予防保全に極めて多くの指針を与えてきたし、それらのもつ重要性は現在
においても少しも変わらない。
　現在まで予防保全がアイテムなどの信頼性や保全特性に与える影響は最適保全
等を中心に検討されてきたが、予防保全下における寿命分布、平均寿命を始めと
する特性等を具体的に考察した報告は少ない。一方、一般に保全は多くの要因に
よって実施されているため、保全データは非常に解析しにくいという性質がある。
特に、定期保全によって、あるアイテムの持つ真の寿命が不明になるからである。
　本研究では、信頼度関数としてワイブル分布を取り上げ、予防保全下におけるそ
の分布の特性等について考察する。特に、ワイブル分布の形状パラメータβがβ＞
1という条件の下で、予防保全によるその効果を考察する。ここでは予防保全方
式として厳格な定期保全とその対極にあるランダム予防保全の2つを取り上げる。
次に予防保全の実施による平均稼働時間（MTBF）の増加を信頼度改善率で評価
し、また変動係数を介して予防保全下におけるアイテムの稼働時間の分布を検討
することが目的である。
1　　一 一｝ rr 一　　　　丁 丁 一　　丁一 r 一一一』
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次に本報告で使用される記号を以下に示す。
F（オ）
万（オ）
σ（オ〉
σ（オ）
9（孟）
π（オ）
E（オ）
R（オ）
！（オ）
〈孟〉
げ＞
μ
r（・）
rl・，・1
δ（・）
β
η
OV
7
T
交換アイテムの故障分布開数
1－F（オ）
予防保全の分布関数
予防保全しない分布関数　　　1一σ（オ）
σ（オ）の確率密度関数　　’g（の二Gl（オ）／砒
時刻孟まで故障もせず予防保全も行われなかった場合の関数ア（オ）δ（オ）
1－F（オ）σ（孟）
予防保全におけるアイテムの信頼度関数
F（オ）の確率密度関数　　　　一dR（孟）／砒
予防保全の1次モーメント、または平均故障間隔MTB　F
n次モーメント
予防保全分布の修復率　　 σ（オ）＝1一ε卯（一μ）
ガンマ関数
不完全ガンマ関数
ディラクの関数
ワイブル分布の形状パラメータ、ただしβ＞1とする
ワイブル分布の尺度パラメータ
変動係数
信頼度改善率
予防保全の時間間隔
さらに、添え字のPとRはそれぞれ定期交換、ランダム交換を表す。
丁 　　　 一「　－［
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2　理論的背景
2．1　信頼性の定義
　信頼性は「系、機器、部品などの、機能の時問的安定性を表わす度合または性
質」と定義されている。つまり、アイテムが信頼できるかどうかは、アイテムが
規定の時間、使用状態を満足できるかどうかということである。アイテムの状態
を正常に保つためには、故障が発生しないようにするか、または故障しても安定
した状態に保全するということが考えられる。故障を起こさないようにするには、
はじめからアイテムの信頼度をたかめることが必要であるが、欠陥のない完全な
アイテムを現実化するのは極めて困難である。そこで、安定した使用状態の維持
には、故障の原因となる危険因子を設計の段階から取り除くことはもちろんのこ
と、故障が起こる前に保全を行うことが重要である。このような保全を予防保全
という。またこれに対し、故障が発生した後に行う保全を事後保全という。
　保全方法はアイテムの故障率すなわち時間当たりの故障の起こる確率のパター
ンによって決められることが多い。故障率は次の3つの型が基本となっている。
単調減少型
一定型
単調増加型
DFR（Decreasing　Failure　Rate）
CFR（Constε』nt　Failure　Rate）
IFR（lncreasing　Failure　Ra，te）
　また、図1に故障率の3つの基本型の概要を示す。
　DFRに従うアイテムは、使用の初期において、もともと故障しやすい欠陥を
持ったものが故障し、時間の経過とともに故障件数が減少していき、残りのもの
ほど故障しにくくなるという性質を持つ。時間が経っにっれて故障率が減少する
ので、アイテムが正常に機能している割合は時間の経過と共に増加していく。こ
　■』 一　　『　一1丁一 丁
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のような型に従うものの代表として、ソフトウェアが挙げられる。ソフトウェァ
の故障に関しては予防保全を行ったとしても効果はなく、テストとデバギングを
繰り返して信頼性を高めるほか方法はない。
　故障率が一定ということは、いつ故障が発生するか全くわからないような場合
である。この時の信頼度は指数型をしており、平均故障間隔MTBFは指数分布
で表わされる。故障が偶発的に起こるアイテムに対していかなる保全を施しても
効果はなく、信頼度は改善されないことが明らかになっている。
　IFRは時間とともに故障率が上昇する型である。これは機械的素子や部品の摩
耗、人間の老化期間に見られるパターンであり、アイテムの故障の特徴を最もよ
く表わす本質的な型であるといえる。また故障率増加型はある時点において集中
的に故障するという特徴を持っている。このことは故障が集中的に発生する前に、
予防保全を行うことによって未然に故障を防ぐことができることを意味し、予防
保全が多くの種類のアイテムに対して有効であることを示している。
2．2　予防保全における信頼度関数111，［2］
　予防保全における信頼度関数Rp（オ）は、図2で示すように、次の二つの場合か
ら構成される。
　一っは時刻古までに故障がなく予防保全も行われなかった場合の分布R（ε）否（孟〉で
あり、これをπ（オ）で表丸ここでσ（オ）は保全を行わない関数であり、R（オ）はアイ
テム本来の信頼度関数である。もう一つは時刻オ以前のある時刻7で予防保全を実
施し、時刻オまで故障しないで稼働した場合であり、それは∫まRp（卜τ）ψ（7）砒で
ある。ここでψ（7）は時刻7まで故障しないで予防保全を実施した場合の確率、す
なわち、ψ（7）＝R（7）9（7）である。．ここでR（τ）は予防保全を実施しない場合の信
頼度関数、つまりアイテムが元来所有している信頼度関数である。また9（τ）は、
　一‘
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　　　　5
時刻7における保全確率密度関数である。こうして、これらを考慮すると、信頼
度関数Rp（のは次式で与えられる。
Rp（孟）一万（オ）＋オRp（オー7）ψ（τ）dτ （2．1）
また、（2．1）式をラプラス変換することにより
　　　　万（5）
Rp（8〉＝　　　　1一Ψ（5） （22）
が得られる。なお、8はラプラス演算子である。
2．3　時刻tにおけるn次モーメント
　　（2．2）式を直接解析することは困難であるので、ここで時刻オにおけるn次
モーメント〈オπ〉を導入する。
　n次モーメントは、その定義より、
〈路〉一話。o費∫（孟）d勧孟OQ孜1R（孟）砒 （2．3）
と表す。
『「『　　　　　　‘『r　‘　　　　　1一 h一
2理論的背景 原一一 6、
　一方、ラプラス変換の定義から、信頼度関数R（5）は次のようになる
　　　　　　　　　R（5）｛。o剛一5孟）R（孟）d孟
また、上式を3に関して（η一1）微分し、さらに5＝0を代入すると、次の関係
が得られる。
　　　　　　　　　d認5）一垢。O（一孟）…聯　　　（24）
　　　　　　　　　　　　　3；0
こうして（2．3）式と（2．4）式からn次モーメント〈オη〉が次のように得られる。
　　　　　　　　　　　　　　　　　諮一1R（3）　　　　　　　　　〈オπ〉＝（一1）π一玩　　　　　　　　　　（2，5）　　　　　　　　　　　　　　　　　d8π一1　　　　　　　　　　　　　　　　　　　　　5＝0
上式はG．wdss（1956）によって導かれたものである。
「　　’ 一「「一“　　　　一丁 「 「　』
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2．4　予防保全における1次と2次モーメント
　予防保全における1次モーメントは、（2．5）式にπ＝1を代入することによ
り次のように得られる。
　　　♂R（8〉
〈診〉＝
　　　d508＝0
二R（5）13＝o
また上式を（2．2）式に代入するど、〈オ〉は
　　　万（3〉〈孟〉二
　　　1一Ψ（3）
鷹∫～（オ）σ（カ）砒
、；0　1一僻R（孟〉9（オ）読
（2．6）
となる。上式は、予防保全におけるアイテムの平均稼働時間である。また、2次
モーメントも同様に（2．5）式にπ＝2を代入することにより、
　　　一24R（5）〈孟2〉＝
　　　　45 5＝0
が得られる。また、ここで
dR（8）
d3
｛爾（8）／d3／（1一Ψ（5）〉＋π（3）｛4Ψ（5）／43｝
s＝0
｛1一重（5）｝2
3＝0
「皿　　　「一　一一 丁一一　　　』「
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＿＿＿＿＿＿L＿＿＿一L一一一一一一一話　　　　　　　　　　　　　　　　　　　　　　　レ
　　　であり、しかも、
　　　　　　　　　　　　聖　一一話QO⑳δ（鋤
　　　　　　　　　　　　　　　3＝0
　　　また
　　　　　　　　　　　　響一一一孟。O⑳9（オ）砒
　　　　　　　　　　　　　　　8＝0
　　　と与えられることがわかる。
　　　　こうして〈オ2〉は次式のようになる。
　　　　　　　　　　　　　　　　2／誰R（オ）σ（オ〉砒　　　　　　　　　　　　〈孟2〉；
　　　　　　　　　　　　　　　　1－／詳R（オ）9（諺〉砒
　　　　　　　　　　　　　　　　　2／翻R（オ）σ（オ）dか！誰R（オ）9（孟）砒
　　　　　　　　　　　　　　　　十　　　　　　　　　　　　　　　　　　　　｛1一ドR（孟）9（オ岡2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2。7）
　　　ここで吾（オ）は既述のように保全を実施しない関数である。また、δ（孟）＝1一σ（孟）で
　　　あり、9（孟）；dO（オ）／砒である。
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2．5　予防保全下における平均と分散
　予防保全における平均は、1次モーメントの式（2．6）により得られる。また
分散は、σ2二〈オ2〉一〈孟〉2で与えられるから、1次モーメントと2次モーメン
トで表されることがわかる。1次、2次モーメントはすでに求められているから、
（2．6）式と（2．7）式から分散σ2は、
2ひ　　コ　　　　　　　　　　1－／80F（オ）9（亡）砒
2／詐F（孟）σ（オ）砒
十
2／肝即）σ（孟）dか∫牌F（孟）9（孟）砒
｛1一煙（孟）9（孟）4孟｝2
一｛、肇雛ド （2．8）
で与えられる。
2．6　信頼度改善率と変動係数
　予防保全特性を比較するため、信頼度改善率と変動係数を導入して評価する。
これらは後の考察の重要な指標となるため、以下にその定義を与える。
2理論的背景 百　　10
（1）信頼度改善率7
信頼度改善率τは次のように与えられる。
　　〈オ〉一τ　〈孟〉
7＝　　＿　　算一＝一一1
　　　オ　　　　孟
（2．9）
ここで、〈オ〉は予防保全下の平均悼（1次モーメント）、iはアイテム自身が本来
固有する平均寿命である。この指標の特徴として次の二つがあげられる。一つと
して、予防保全を行った場合のアイテムの平均稼働時間は、予防保全の効果によ
り、それ自身の平均稼働時間より大きくなるため、一般に信頼度改善率7は正と
なる。また、指数分布に従うアイテムではいかなる保全が実施されても信頼度改
善率は7二〇となることは明らかである。
（2）変動係数oy
　変動係数oyについては、その定義から、それを平均と分散で表わすと次のよ
うになる。
　　　　　　　　・γ一馬
従って，上式をモーメントで表示すれば以下のように与えられる。
・v一 （2。10）
2理論的背景 頁　11
＿，」＿＿＿バ⊥一一一一一
λ（オ）
CFR－DFR…・
IFR一
T
図1二故障率の3つの基本型の概要
「一
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3　2つの予防保全方式
　ここでは、第2章で述ぺた理論的結果を用いて、2つの予防保全方式について
考察する。1つは定期予防保全であり、もう1つはランダム予防保全である。両
者は極めて典型的な予防保全方式であり、現実の予防保全は、この両者の中間領
域で実施されていると推測される6
3．1　定期予防保全
（1）MTB　F〈孟〉p
　時刻丁で定期予防交換が行われる場合、予防保全しない関数σ（孟）とその確率
密度関数g（オ）は図3、および図4のようになる。
さらに、図4から、
9（孟）＝δ（オーT）
　3　2つの予防保全方式
＿一　　＿＿一一＿＿一
夏、 讐
である．従って、（2．6）式の分芋と分母は次のよう1こ表される．
　　　　　　　　　孟丁σ（孟）聯〒ズ聯孟
　　　　　　　　　孟丁轍燐ズ聯（オー丁匪珊
よって1一∬77（オ）g（オ）砒；F（T）だから、1次モーメントは
　　　　　　　　　　　　　だ77（孟）4オ　だ7ア（オ）dオ
　　　　　　　　　〈オ〉P；　＿　＝　　　　　　　　　　（3．1）　　　　　　　　　　　　　1－F（T）　　　F（T〉
で与えられることになる。
（2）分散σ2P
　分散σ2は2次モーメント〈オ2＞pを用いることにより得られる。g（オ）＝δ（孟一丁）
より（2．7）式は次のようになる。
　　　　　　　　　伽δゆπ（T）
　　1　　　　－’　－r　　　　　　 』‘ 『　　 　　　　　　 　　　　　　』　　　　　 ・　　．　　　 　　　　r　　　　 T　　　　　　l　　　　　　『　　　　　　1
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よって＠〉2Pは
〈吟2 ）d孟＋2炉（ （オ）砒 （32）
となり、分散は次のようになる。
σ2
＝
2F（T）虐戸（孟）砒＋2Tア（T）∬戸（オ）砒
　　　　　F（T）2
（〆ア（オ）dオ）2
F（T）2
（3．3）
3．2　ランダム予防保全
　ここでは、ランダム予防保全について取り扱う。まずはじめにランダムな予防
保全について考察すると次のようになる。
独立性ある一定時間内に行う予防保全の回数は、それ以前の予防保全の回
　　　数や予防保全の方法とは何の関係もない。
定常性同一時間長さであれば、その間に行う予防保全の回数の分布は、観
　　　測の開始時点に依存しない。
順序性予防保全を同時に2つ以上行う確率は無視できると仮定する。こう
　　　　して予防保全は必ず1回ずっ行うことになり、予防保全に1頃序の付
　　　加が可能となる。
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（1）MTB　F〈孟〉R
　ランダム予防保全方式の場合、保全しない関数をσ（オ）＝1一ε¢P（一μ）とする。
これからσ（オ）とg（オ）はそれぞれrσ（オ）＝εzp（一μ）、g（オ）＝με叩（一μ）となる。
これらを（2．6）式に代入すれば、1次モーメントすなわちMTB　Fは次のよう
になる。
〈オ〉R二
擶F（診）ε叩（一μ）協
！一μ∫翻F（オ〉ε叩（一μ）読
（3。4）
（2）分散σ㌦
　同様にして分散は、σ2R＝〈オ2〉R一〈孟〉2Rの関係から求められる。n＝2とし
て（2．7）式から2次モーメントを計算すると
〈オ2〉R＝ 2／灘F（オ）岬（一μ）協
1一μ∫翻F（孟）ε卿（一μ）砒
　2／肝F（孟）卿（一μ）4孟・／肝オF（孟）με¢P（一μ）読
十 ｛・一μ暫（オ陶（一μ）叫2
（3．5）
となる。
3　2つの予防保全方式 皇．．望
一⊥
これにより、ランダム予防保全の分散σ㌔が得られる。
σ2
＝
2／評F（オ）卿（一μ孟）砒
1一μ借F（孟）e卿（一μ）砒
　　2／翻F（孟）即（一μ）4か岱。孟F（オ）μ仰（一μ）dオ
十 ｛i一μ鯉（オ）ezp（一μ）協｝2
｛、響袈篇傑）、，ヂ
（3．6）
7
3　2つの予防保全方式
σ（孟）
　0
9（孟）
　0
　　σ（孟）二1
　　　　　　　　　　　　　　　　　　　　孟
　　　　　　　　　　　孟＝丁
図3：定期予防保全における分布関数呑（オ）の概要
　　　　　　騨　）
　　　　　　　　　　　　　　　　　　　　力
　　　　　　　　　　　孟＝丁
図生趨予防保至をこお占ナる保全密度関数9（孟）の概要
　1　　　　　　　　　　　　　　　　　　　　　一　－…　7　　』
再　　18
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4　ワイブル分布への応用
　これまでの理論結果をワイブル分布に適用し、その予防保全特性を考察する。
ここでワイブル分布は次式で与えられているとする。
R（オ）一即｛一（孟／η）β｝ （4。1）
ワイブル分布は形状パラメータβをβ〈1、β＝1、β＞1と選ぶことにより
故障率をDF　R、CF　R、I　F　Rの3つの型に対応させることができる。実際
には、アイテムに発生する故障時間間隔が比較的ワイブル分布に近似できること
が多く、また故障データの解析等でも広く使用されている。ワイブル分布の確率
密度分布は次式で表わされ、形状パラメータβに対する故障密度関数の変化の様
子を図5に示す。
∫（オ）一一β／η・．（オ／η）β4・即｛（一（物）β｝
ここで、予防保全を実施する上で故障率が時間の経過とともに増加する必要があ
るため、β＞1とする。また、この分布の平均と分散は、次式で与えられる。
E（孟）＝ηP（1／β＋1）
V（孟）一η2／r（2／β＋1〉一r（1／β＋・）2／
（4．2）
（4。3）
T
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　　　　　　　　　　　　　　　　　　　　　　　　　　　1
4．1　予防保全の特性
（1）定期予防保全の場合．
　ワイブル分布を当てはめた場合の1次と2次モーメントは次のようになる。
　　　　　　　　〈砺裟器讐鶏浮
　　　　　　　　　　一η／βT［（・／β），（野／η）β1
　　　　　　　　　　一　　　　　　　　　　　　　　　　　　（4．4）　　　　　　　　　　　　　　F［1，（ゆ／η）β1
　　　　　　　　〈伽一2ザ／β爺縣絆∠η）β］
　　　　　　　　　　　　　2恥η／β・ε叫一（写／η）β｝T［（1／β），（乃／η）β］
　　　　　　　　　　　　十　　　　　　　　　　　　　　　　　　　　叩，（7》／η〉β］2
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4。5）
ここで1畷畑η）β／尋，（乃／η）β1の関係を用嚇お、このとき
の平均稼働時間Ep（診）は（42）式である。
　一方、分散玲（診）は1次と2次モーメントから
　　　　　　　　脚一ゲ／β諾藷η）β1
4　ワイブル分布への応用 夏、2エ．
＋2野η／β●即｛書器［（1／β）伽）β1
　　　　　　　　　　　　一博，！器彗
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4。6）
従って、この場合における信頼度改善率τは（2．9）式と（4．2）式から次のよう
になる。
　　　　　　　　か＝「［（1／β）伽）β］一1　　　（生7）
　　　　　　　　　　　　βr（1／β＋1）
一方、変動係数0怖は、』（2．10）式に（4．4〉式と（4．5）式を代入すると
　　　　　　　　　　｛P［（2／β臨嘉！ll欝／η刈
　　　　　　　　　　　　　＋藷藷（瀦｝一・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．8）
ここでF（・）は完全ガンマ関数であり、P［・，・1は不完全ガンマ関数である。
一”『一 一r一一一一一r一一’『一r一一一一一一丁一一一一一r一一一一一r‘
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（2）　ランダム予防保全の場合
　ランダム予防保全で保全関数はσ（オ）；ε叩（一μ）とおけるから、修復率をμと
すれば、g（オ）二με卯（一μ）が得られる。ランダム予防保全の場合にも定期予防
保全と同様にして、1次と2次モーメントを求めることができる。ここで、表現
を簡単化するため、説コ（オ／η）β＋μとおくと1次および2次のモーメントはそ
れぞれ
〈・〉R－1写鴛蹟鵯d、 （4。9）
〈’〉・一、3辮浩鍋、，
十
2竃。εη（一κオ）dかμ／詳鷹p（一κオ）砒
｛1一μr卿（一κオ岡2
（4。10）
また、ランダム予防保全の場合の分散吸（オ）は、1次と2次モーメントから
陥（オ）＝
2／ぽ。鷹p（一κオ）砒
1一μド孟e塑（一κオ）砒
　2／詳御（一κオ）4かμ！肝傭p（一κオ）砒
十 ｛1一μ擶卿（一κオ岡2
4　ワイブル分布への応用 頁　23
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従って、この場合の信頼度改善率と変動係数は次のように求められる。
　　　　　　　　　　　　窩。ε卿（一κ孟）砒
　　　　　　　　τR二　　　　　　　　　　　　　　1　　　　　　　　　　　1一μ『ε叩（一κオ）読
　　　　　　　　・険2－2ド卿（｝κオ）霧1
　　　　　　　　　　　　｛鍔ε叩（一κオ）読｝
（4．11）
（4，12）
（4．13）
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∫（オ）
iii　＝1．5
　＝2．0・
　；2．5一
　二3．0・・巳・
　　　　　　　　丁
図5＝ワイブル分布の故障密度関数
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5　計算方法と手順
　すでに得られた理論結果を用いて、数値解析的に考察する。特に信頼度改善率
や変動係数が主な計算となるが、それらを求めるために必要な考察を行う。また、
ワイブル分布は正規化された時間を使用して計算することに注意する。
5．1　定期予防保全の場合
　定期予防保全における平均と分散は（4．4）式と（4．6）式で与えられるから、
それを計算すればよい。信頼度改善率や変動係数もまた（4．7）式と（4．8）式か
ら得られる。計算において共通している点はいずれも不完全ガンマ関数F（・，・）を
求める必要があるということである。
　不完全ガンマ関数は以下のように定義されている。
r［鯛イ謝1砒 （5ユ）
上式の展開級数は、
r隣謝義P＠旱（告η〉♂ （5。2）
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となる。ただし、完全ガンマ関数は漸化式
F（z＋1）＝¢r（¢） （5。3）
で与えられるので、（5．2）式の計算は（5．3）式とπ一1の係数を用いる。
　また、（5．2）式は、η＋1よりも小さなzの値で急速に収束するという性質
を持つが、ここで取り扱う数値計算では常にz＞η＋1であるので収束値に関す
る間題はない。
　さらに時間丁はE（孟）；1；ηP（1／β＋1）を用いて正規化した、よってηは1／F（1／β＋
1）を用いて求めた。
なお、詳細なプログラムは付録に示す。
5．2　ランダム予防保全の場合
　ランダムな保全において、平均は（4．9）式で、また分散は（4。！1）式で計
算する。一方、信頼度改善率と変動係数は（4．12）式と（4．13）式から得られ
る。積分方法として、ここではRomberg積分を用いた。Romberg積分は精度を
逐次的に改善することができ、積分区間の刻み幅を増やした場合に以前の計算結
果を利用できるため、十分な精度を保ったままで効率的に数値積分を行うことが
できる。
　また、（4．9）式、（4．11）式、（4．12）式、（4．13）式のいずれの式も無限領
域における積分を含んでいる。そこで、計算機上で数値積分を実行するため、下
一’
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式を用いて無限の積分範囲を有限な範囲に変数変換してこれらの式を計算した。
　　　　　　　　∠b∫（¢）一盤∫（1）砒（訪＞・）　（丘4）
なお、プログラムは定期予防保全の場合と同様に付録に示す。
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6　計算結果と考察
　得られた結果は、正規化された時間に基づいていることに注意する。そしてそ
れらについて考察する場合、特にワイブル分布に関する変動係数が必要であるた
め、まずこれにっいて検討する。
（1）　ワイブル分布の変動係数
　ワイ、ブル分布の平均と分散は既に（4．2）式と（4．3）式で与えられているため、
これらを（2。10）式に代入すると、・
OV（β）蕊 r（2／β＋1〉一r2（1／β＋1）r2（1／β＋1） （6ユ）
上式からワイブル分布の変動係数はβの関数であり、この式を用いて計算した結果
を表1に示丸なお、この表ではβ＞1の領域を考慮して、βが0．8から3．0まで
の結果を示す。この表から、β二1の時、つまり指数分布の場合にはoy（1）＝1で
あり、βの増加に伴いCV値は単調減少することがわかる。
（2）定期予防保全の場合
a）信頼度改善率
　表2は信頼度改善率かと変動係数0珍の数値結果であり、図6は信頼度改善
率、図7は変動係数を示す。すでに述べたように、定期保全時問7》＝1はワイブ
ル分布の実時間の平均値に当たるので、図6では平均値付近まで表示したことに
一
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なる。なお、この図では信頼度改善率かの変動が極めて大きいため、対数目盛
りで表す。この図から予防保全間隔乃が小さいほど改善率は増加し、形状パラ
メータβが大きいほど増加することが明らかになる。また、改善率はβが大き
いほど増加するが、図6のようにβの値によって急激に減少する時刻が異なるも
のの、全体として写＜1、つまりワイブル分布の平均値付近かそれ以下で、急
激に減少する。従って、予防保全間隔として、写は1以下に設定すべきであると
いえる。
b）変動係数
　図7は保全時間間隔写を0からアイテムの持つ平均値の約3倍までにわたる
変動係数0珍を示す。7h二〇でけいずれのβでも0怖＝1であり、野の増加
につれて変動係数は減少するものの、形状パラメータβによってそれらの収束値
が異なることが観測される。
　次に表！に示したワイブル分布の変動係数OV（β）とβの関係を用いて考察す
る。図7でβ＝2で彫二〇の時0砺＝1となる。この値を表1に当てはめる
とβ＝1となり、指数分布に従うことがわかる。すなわち、定期保全間隔耶を
短くするほど、故障と故障の時間商隔、つまり稼働時間間隔は指数分布に近づく
ことを示している。なお、乃；0ではβの値にかかわらず0怖＝1になる。
　一方、同図から保全問隔簿が増加するにつれ0咋は減少し、乃＝3付近で
はβによって異なる値に収束する。例えば、表1からβ叢3に対応する0怖値
は0．363となり、この値を表2の0玲値に当てはめるとβ＝3となる。これを図
7に当てはめると、β；3で7》が2付近から、0玲は0．36あたりに収束する
ことがわかる。つまり、定期保全時間簿を増加すると、アイテムが本来所有し
ているβの値そのものとなる。このような特性は他のβにおいても同様である。
こうして、定期保全間隔を極端に増加すると、定期保全を実施しないことと等価
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であるから、この結果は極めて自然であるといえる。
（3）ランダム予防保全の場合
a）信頼度改善率
　表3はランダム予防保全の計算結果であり、図8は信頼度改善率、図9は変動係
数を示し、表示の仕方は定期保全と同様である。この図8でランダム予防保全に
おける平均時間間隔残が1の場合、つまり残＝1の時、職はワイブル分布の
平均値と等価であることに注意する。同図から乃が小さいほど改善率は増加し、
形状パラメータβが大きいほど増加するという特性は定期保全の場合と同様であ
るが、詳細に図6と図8を比較検討すると定期保全の場合の方が改善率は高いこと
がわかる。
b）変動係数
　図9から平均保全間隔窺を大きくするほど、変動係数はβによって異なる値
に収束するが、これも定期保全の場合と同様である。例えば、表3で形状パラメー
タβ＝2の場合、恥が小さい時0険盛0．999だから、この値を定期保全と同じ
ように表1にあてはめるとβ＝1となり、指数分布に従うことがわかる。つまりラ
ンダム保全の平均保全間隔恥を短くすると、たとえβ二2というワイブル分布
であっても稼働時間間隔は指数分布になることを示す。一方、平均保全間隔窺を
増大すると、図9や表3から0庵値は0．523となり、この値を表1の0険値に
当てはめるとβ＝2となる。つまり平均保全間隔時間顎を増加させると、アイ
テムが本来所有している形状パラメータβに従うことがわかる。
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表1：ワイブル分布の形状パラメータβの変化による0γ、M且4N、σ2の数値表
β oy ME。4！V σ2
0．80 1．2605 1．1330 2．0397
0．85 1．1815 1．0880 1．6523
0．90 1．1130 1．0522 1．3715
0．95 1．0530 1．0234 1．1614
1．00 1．0000 1．0000 1．0000
1．05 0．9527 0．9808 0．8731
1．10 0．9102 0．9649 0．7714
1．15 0．8718 0．9517 0．6884
1．20 0．8369 0．9407 0．6197
1．25 0．8050 0．9314 0．5621
1．30 0．7757 0．9236 0．5133
1．35 0．7487 0．9170 0．4714
1．40 0．7238 0．9114 0．4351
1．45 0．7006 0．9067 0．4035
1．50 0．6790 0．9027 0．3757
1．55 0．6588 0．8994 0．3511
1．60 0．6399 0．8966 0．3292
1．65 0．6222 0．8942 0．3095
1．70 0．6055 0．8922 0．2919
1．75 0．5897 0．8906 0．2759
1．80 0．5749 0．8893 0．2614
1．85 0．5608 0．8882 0．2481
1．90 0．5475 0．8874 0．2360
1．95 0．5348 0．8867 0．2249
2．00 0．5227 0．8862 0．2146
T 一 皿一 　』一「一 「㎜一「 一
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β oγ ハ4且4！V σ
2．05 0．5112 0．8859 0．2051
2．10 0．5003 0．8857 0．1963
2．15 0．4898 0．8856 0．1882
2．20 0．4798 0．8856 0．1806
2．25 0．4703 0．8857 0．1735
2．30 0．4611 0．8859 0．1669
2．35 0．4523 0．8862 0．1606
2．40 0．4438 0．8865 0．1548
2．45 0．4357 0．8868 0．1493
2．50 0．4279 0．8873 0．1441
2．55 0．4204 0．8877 0．1393
2．60 0．4131 0．8882 0．1347
2．65 0．4062 0．8887 0．1303
2．70 0．3994 0．8893 0．1262
2．75 0．3929 0．8899 0．1222
2．80 0．3866 0．8905 0．1185
2．85 0．3805 0．8911 0．1150
2．90 0．3747 0．8917 0．1116
2．95 0．3690 0．8923 0．1084
3．00 0．3634 0．8930 0．1053
3．05 0．3581 0．8936 0．1024
3．10 0．3529 0．8943 0．0996
3．15 0．3479 0．8950 0．0969
3．20 0．3430 0．8957 0．0944
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表2：ワイブル分布における定期保全、信頼度改善率と変動係数の計算結果
乃 β＝1．5 β＝2．0
β＝2。5 β＝3。0
τP　σ珍 η・　0珍 か　　o玲 7P　　σ珍
0．1
0．2
0．3
0．4
0．5
0．6
0．7
0．8
0．9
1．0
1．5
2．0
2．5
3．0
3．5
4．0
4．5
5．0
2．697
1．627
1．159
0．884
0．700
0．567
0．466
0．387
0．324
0．272
0．117
0．049
0．019
0．007
0．002
0．001
0．000
0．000
0．997
0．992
0．986
0．978
．969
0．960
0．949
0．938
0．926
0．913
0．846
0．782
0．733
0．704
0。689
0．682
．680
，679
11．749
5．400
3．294
2．251
1．631
1．225
0．940
0．731
0．574
0．452
0．134
0．032
0．006
0．001
0．000
0．000
0．000
0．000
0．999
0．995
0．988
0．979
0．967
0．953
0．936
0．916
0．895
0．871
0．732
0．608
0．544
0．526
0．523
0．523
0．523
0．523
41．666
14．120
7．272
4．417
2．923
2．033
1．458
1．064
0．784
0．579
0．113
0．013
0．001
0．000
0．000
0．000
0．000
0．000
0．999
0．997
0．992
0．984
0．972
0．956
0．935
0．910
0．880
0．846
0．632
0．470
0．431
0．428
0．428
0．428
0．428
0．428
139．460
34．159
14．679
7．878
4．744
3．054
2．046
1．403
0．972
0，674
0．082
0．003
0．000
0．000
0．000
0．000
0．000
0．000
1．000
0．999
0．995
0．989
0．978
0。962
0．940
0．911
0．874
0．830
0。539
0．376
0．364
0．363
0．363
0．363
0．363
0．363
一 一一
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表3：ワイブル分布におけるランダム保全、信頼度改善率と変動係数の計算結果
販 μ
β＝1．5 βニ2．0 β＝2．5 β二3。0
窺　　0陥 玩　　o塩 η～　　0険 玩　　0険
0．02
0．03
0．04
0．05
0．06
0．07
0．08
0．09
0．10
0，20
0．30
0．40
0．50
0．60
0．70
0．80
0．90
1．00
2．00
3．00
4．00
5．00
6．00
7．00
8．00
9．00
10，00
00
50．000
33．333
25，000
20，000
16．667
14．286
12．500
11．111
10．000
5．000
3．333
2．500
2．000
1．667
1．429
1．250
1．111
1．000
0．500
0．333
0．250
0．200
0．167
0．143
0．125
0．111
0．100
0．000
5．211
4．083
3．409
2．955
2．620
2．358
2．152
1．982
1。839
1．087
0．776
0．605
0．495
0．419
0．363
0．321
0．287
0．259
0．132
0．089
0．067
0．054
0．045
0．038
0．034
0．030
0．027
0。000
0．998
0．997
0．996
0．994
0．992
0．990
0．988
0．986
0．983
0．959
0．935
0．913
0．894
0．877
0．863
0．850
0．839
0．829
0．771
0．746
0．731
0，722
0．7玉5
0．710
0．707
0．704
0．70！
0．679
30．903
20．283
14．999
11．832
9．728
8．231
7。114
6．247
5．558
2．529
1，582
1．134
0．879
0．714
0．601
0．518
0，455
0．405
0．193
0．126
0，094
0．074
0．062
0．053
0．046
0．041
0．037
0．000
0．999
0．999
0．998
0．996
0．995
0．993
0．990
0．988
0．985
0．952
0．914
0．878
0．846
0．819
0。796
0．775
0．758
0．742
0．655
0．617
0．596
0．583
0．574
0．567
0．562
0．558
0．554
0．523
143．114
77．246
49．955
35．514
26．871
21．213
17．282
14．414
12．253
4．249
2．345
1．569
1．164
0．920
0．758
0．643
0．558
0，493
0．225
0．145
0．107
0。085
0．070
0．060
0．052
0．046
0．042
0．000
1．000
0．999
0．999
0．998
0。997
0．995
0．994
0．992
0．989
0．953
0．906
0．861
0．821
0．787
0．758
0．733
0．711
0．692
0．587
0．542
0．517
0．501
0．490
0．482
0．475
0．470
0，466
0．428
597．098
259．486
146．032
93．077
64．557
47．389
36．271
28．665
23．244
6．138
3．028
1，916
1，376
1．064
0．865
0．726
0．625
0，548
0．244
0，156
0．115
0．091
0。075
0。064
0．056
0．049
0．044
0．000
！．000
1．000
0．999
0．999
0．998
0．997
0．996
0．994
0．992
0．955
0．903
0．851
0．806
0．767
0．734
0．706
0．682
0．661
0．543
0．493
0．465
0．447
0．434
0．425
0．418
0．412
0．408
0．363
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z・9（か）
10
1
0．1
0．01
　＝1．5一　＝2．0・
　＝2．5一　＝3．0…・
0 0．1 0．2 0．3 0．4 0．5 0．6 0．7 0．8 0。9
野
図6：ワイブル分布における定期保全の信頼度改善率
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o珍
1
0．9
0．8
0．7
0．6
0．5
0．4
0．3
　＝1．5一　＝2．0・
　＝2．5一　＝3．0・6・
0 0，5 1 1．5 2 2，5 3
野
図7：ワイブル分布における定期保全の変動係数
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z・9（玩）
10
1
0。1
0．01
、
　＝1．5一　＝2．0・
　＝2．5一　＝3．0…
0 0，1 0．2 0．3 0．4 0．5 0，6 0．7 0．8
窟
図8：ワイブル分布におけるランダム保全の信頼度改善率
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　＝1．5
　二2．0・
　＝2．5一　＝3．0…・
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窟
図9：ワイブル分布におけるランダム保全の変動係数
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7　あとがき
　本研究では、予防保全理論における一般式をラプラス変換を用いることによっ
て求め、また、ディラックの関数に従う定期予防保全とランダム予防保全の二つの
理論結果を明らかにした。信頼度関数としてワイブル分布に従うアイテムを取り
上げ、それ対して予防保全を実施した場合について理論的に検討し2つの予防保
全方法に関する結果を得た。次にそれらの結果に基づいて数値計算を行い、その
結果によりワイブル分布における二っの保全方法に関する有益な結果が得られた。
　まず第一に、アイテムの故障間隔を増加させるためには、信頼度改善率にっい
ては定期保全、ランダム保全のどちらの場合でも保全間隔がアイテムの平均寿命
時間より短い時間で実施したほうが有利であること、また定期保全の方がランダ
ム保全より大きな値を持つことを明らかにした。
　一方、変動係数にっいては、いずれの保全方式においても予防保全間隔が短い
場合ではCV値が約1となり、アイテムのの稼働時間間隔は指数分布に従うこと、
また予防保全間隔が大きくなるとアイテム自身の持つ寿命分布と一致することを
示した。
　今後の課題としては、本研究で得られた結果を現実の保全データやフィールド
データと比較検討し、実用的な応用を検討することが挙げれれる。これらについ
ては機会があればさらに調査研究し発表していきたい。
　最後に本研究で大変お世話になった堀籠教夫教授、平沼賢次助教授はじめ
研究室の多くの方々に心からお礼を申し上げます。
一一一 一一 一一一一一一 一一一一一一 一一一一一
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付録
　数値結果から定期予防保全、ランダム予防保全、いずれの保全においても予防
保全間隔が小さい場合では変動係数CV値が約1となり、アイテムの平均稼働時
間間隔は指数分布に従い、予防保全間隔が大きくなるとアイテムの持つ寿命分布
に一致することを明らかにした。ここでは、これらの予防保全特性を理論的に証
明する。
1　定期予防保全の場合
1．1　平均保全時間間隔が大きいとき
　定期予防保全の場合の1次と2次モーメントは以下のように表される。
〈孟〉P＝η／β・「［（去），（穿）β1
　　　　　尊，（㌃）β］
〈伽一 腓刈
＋2 η／β・卿βT［（毒）劇
　　　　　P2［1，（穿）β1
平均保全時間間隔辱が大きいとき、（穿）β→Ooとなることから、r［彦，（穿）β1、
r［1，（㌃）β］、rl暑，（穿）β］はそれぞれ、r（渉）、F（1）二1、r（多）となる。
一　　　　　　　　丁　　　　　　　「 丁　 一一一一 ＝
自
∠ Σ．、
　　　　』　　　　　　　1　　　　一＿　　　＿＿ 一 　 　　　　　「　　　　．　　 　　　 　　L　　。　　　　　　　　　　　　　　　　　　　　　　　　　　F
　従って、1次モーメントは以下のようになる。
　　　　　　　　〈オ〉P二η／β0「（言）＝丑r（主）＝ηF（⊥＋1）
　　　　　　　　　　　　　F（1）　　β　β　　　β
一方、2次モーメントでは第2項が簿→Ooで0になり、第1項目については以
下のようになる。
　　　　　　　　〈孟2〉P二2η2／βT（暑）；η2r（2＋1）
　　　　　　　　　　　　　　P（1）　　　　β
以上から、定期予防保全において平均保全間隔が大きいときの変動係数σ砺は
次のように表される。
　　　　　　　　聯一槻隔一鷹拒
上式の値は、ワイブル分布の持つCV値の定義そのものである。
1．2　平均保全時間間隔が小さいとき
　これがうまくいくといいのですが…。
L＿＿＿一＿．＿＿L＿＿＿
‘r 　　　　一r一一一一一丁一一
皇2　ランダム予防保全の場合
2．1　平均保全時間間隔が大きいとき
　ランダム予防保全の場合の変動係数は以下のように表される。
・帳謬辮一1
ここで、κオニ（券）β＋μである。
　ランダム予防保全の場合の平均保全間隔時問恥は保全率μの逆数1／μで表
される。この平均保全間隔時間1／μが大きいとき、保全率μは0に近づく。よっ
て、ε『μ士1と見なすことができる。
畔諜鑑睾
また、上式の分子と分母は以下のようになる。
分伺％OO幽孟一誓P（1）典1÷1）
　　　　　1分母二η2F2（一＋1）
　　　　　β
故に、平均保全間隔時間窟が大きいとき、変動係数0険は
o険＝縄碧一1一r（芳＋1）　　　　一1F2（カ＋1）
再となり、ワイブル分布のCV値に等しくなることがわかる。
2．2　平均保全時間間隔が小さいとき
　平均保全時間間隔が小さいとき践の逆数である保全率μはooに近づく。
よって、平均保全時間間隔1／μと7イブル分布の平均値η1’（毒＋1）との大小関係
はηr（毒＋1）》1／μとなる。ここで、β≧1より、r（去＋1〉≦1であること
からη》1／μ→1／η《μである。よって、ε一（告）β圭1と見なすことがで
きる。
　故に、ランダム予防保全において平均保全時間問隔が小さいときの変動係数は
以下のようになる。
σ賑＝
2群ε一（舌）β・θ一μ砒
　　　　　　　　　　1｛鍔ε『（考）β・ε一μd孟｝2
2馳σ噸一1
｛∫肝ε｝μ鵡2
2（1／μ）2
　　　　－1罵1（1／μ〉2
以上のことから、平均保全時間間編が小さい場合CV値は1に収束することが証明
された。このことから、平均保全時間間隔が小さい場合には、βの値がβ＞1に
おいて、どのように変化してもア才テムの平均稼働時間間隔は指数分布に従うこ
とがわかる。
r－r一一一下一一一一一一丁一一一一r一一一“r一
f._'-･-*~'. * 
~ 
#include<stdio 
# include<math . 
. h> 
h> 
#def ine 
#def ine 
ITMAX 100 
EPS Ie-08 
double 
double 
doubl e 
double 
kaizen_hendo(double beta,double time) ; 
ingam(double a,double x) ; 
ga:Ernp(double a,double x) ; 
gamma(double xx) ; 
double 
doubl e 
xx ; 
a,x; 
main ( ) 
{ 
double beta,time,increce; 
printf ( " ¥n ~E~~1~<:~:~'~:¥n" ) ; 
for(beta 1 5 beta<=3.0;beta=beta+0 .5){ 
printf (" ¥n¥n ~ ='/,4 . 2f¥n¥n" ,beta) ; 
printf(" TIME¥t¥t f"~--'--',-･~~l~~~~~;-~~~~~~. : I~ "); F, 
printf("¥t¥t ~~~~~:'~1~;~~C : CV¥n¥n") 
increce=0 . i ; 
for(time=0 . I ;time<=5 .O ;time tlme+1ncrece) { 
if (time>=0 . 9) { 
increce=0 . 5 ; 
} 
kaizen_hendo (beta , time) ; 
} 
} 
} 
頁double　kaizen＿hen（lo（doubl　e　beta，double　time）
｛
　　　double　G，eta，Teta，IGB1，EXPteta；
　　　double　KAIZEN；
　　　doubl　e　Tgam；
　　　double　IGB2G，IGB　lG　l
　　　double　EXPtgam；
　　　d・uble、sum・HENDO；
G＝exp（ga㎜a（1／beta＋1））l
eta＝1／G；
Teta＝P・w（time／eta，beta）；
IGBiニingam（1／beta，Teta）l
EXPteta＝exp（一Teta）；
KAIZEN＝（eta＊I　GB　i）／（beta＊（1－EXPteta））一1；
Tgamニpow（time＊G，beta）；
IGB2Gニingam（2／be’しa，Tgam）；
IGBIG翼ingam（1／beta，Tgam）；
EXPtgamニexp（一Tgam）；
sum二工GB2G＊（1－EXPteta）／（IGBiG＊IGBIG）＋G＊ti阻e＊EXPtgam／IGBIGl
HENDO＝sqrt（2＊beta＊sum－1）1
pri且七f（ll％4。2f＼t＼t％f＼t＼t＼t％f＼n，1，time，KAIZEN，HENDO）；
retum（O）；
｝
double　gamma（（10uble　xx）
｛
,'**-*, 
return(lgamrna(xx) ) ; 
} 
double ingam(double a,double x) 
{ 
return ( exp (gamma (a) ) *gamm:p ( a, x) ) ; 
} 
double gaJDa!up(double a,double x) 
{ 
void gser(double *galnser,double a,double x,double *gln) ; 
double gamser,gammcf,gln; 
gser (&garnser , a , x , &gln) ; 
return gamser; 
} 
void gser(double *gamser,double a,double x,double *gln) 
{ 
double ga:nma(double xx) ; 
int n; 
double sum del ap 
*gln=gamua(a) ; 
if (x<=0 ) { 
if (x<0 ) 
*gamser=0 . O ; 
r et urn ; 
} else { 
ap=a; 
del=sum=1 . O/a ; 
f or (n=1 ; n<=1TMAX ; n++) { 
++ap ; 
del *= x/ap; 
_~~-･=~ 
sum += del; 
if(fabs(del)<fabs(sum)*EPS) { 
*gamser=sum*exp (-x+a*1 og (x) - (*gln) ) ; 
return ; 
} 
} 
return ; 
} 
} 
_~~. 
#include <math . h> 
#def ine 
#def ine 
#def ine 
#def ine 
EPS i.Oe-6 
JMAX 14 
JMAXP JMAX+ l 
K5
double gamma(double x) ; 
float !nidinf(float (*func)(float) 
void polint(float *xa, float *ya, 
float qromb(float (*func) (float), 
float qrorno(float (*func) (float) , 
float (*midinf)(float (*)(float), 
float trapzd(float (*func)(float) 
, float aa, float bb, int n) ; 
int n, float x, float *y, float 
float a, float b) ; 
float a, float b, 
fl t , float , in  ) ; 
, float a, f  b, int n) ; 
*dy) ; 
f loat 
f loat 
func(float x) ; 
funk(float x) ; 
f loat 
f loat 
bet a , mew ; 
gam_bet a ; 
main ( ) 
{ 
f loat 
f loat 
f I oat 
gam, sekii , seki2 ; 
T , kaizen , CV ; 
a,b,c; 
int n; 
for(beta=1 .5;beta<=3.0;beta beta+0 5){ 
printf ( " ¥tbeta='/,4 . 2f ¥n" , beta) ; 
printf("¥tT¥t // ¥t¥t /~~-'-･--'~~i~~~~~~~-~~~~'･'~~ . ~ 
¥t¥t¥t '~;･)~~'~l~;~~(: C V¥n" ) ; 
f or (T=0 . 5 ; T<=10 . O =T+0 .Ol){ 
----=1= T~~~ 
_~~~~'_ 
!new= I /T ; 
gam=gamma( 1/beta+1) ; 
gam_beta=pow (gam , beta) ; 
sekii=qromb(func , a, b) +qromo (func , b , c ,midinf) ; 
seki2=qronib (funk , a, b) +qromo (f unk , b , c ,midinf) ; 
kaizen=seki 1/ ( l-mew*seki I ) - I ; 
CV=sqrt ( (2*seki2/ (s eki i*seki I ) ) - I ) ; 
prlntf("¥tX4 2f¥ty4 2f¥t¥tyf¥t¥t~f¥n" ,T,mew,kaizen 
} 
printf ( " ¥n" ) ; 
, 
Cv) ; 
} 
} 
double gamma(double x) 
{ 
return exp(lgamma(x)) ; 
} 
float func(float x) 
{ 
float f; 
f =exp ( - (gam_beta*pow (x 
return f ; 
} 
, beta) +mew* ) ) ; 
float funk(float x) 
{ 
float f; 
f =x*exp ( - (gam_beta*pow(x , beta) +mew*x) ) ; 
return f ; 
} 
#define FUNC(x) ((*func) (1.0/(x))/((x)*(x))) 
float midinf(float (*func)(float) , 
float aa, float bb, int n) 
{ 
fl oat x ,tmu, sum, del ,ddel ,b , a; 
static float s; 
int it,j; 
b=1 . O/aa ; 
a=i . O/bb ; 
if(n == 1) { 
return (s=(b-a) *FUNC(O . 5*(a+b) ) ) ; 
} else { 
for(it=i,j=i;j<n-i;j++) it *= 3; 
tmu=it ; 
del= (b-a) / (3 . O*tnm) ; 
ddel=del+del ; 
x=a+0 . 5*del ; 
sum=0 . O ; 
for (j=i;j<=it;j++) { 
sum += FUNC(X) ; 
x += ddel; 
suDl += FUNC(x) ; 
x += del; 
} 
s= ( s+ (b-a) *sum/tnm) /3 . O ; 
return s ; 
~~: 
lr~-
~: 
} 
} 
void pol int (f I oat xa[] , float 
float x, 
ya [] 
f loat 
, 
i nt 
*y , 
n, 
f loat *dy) 
{ 
int i,m,ns=i; 
float den,dif 
float *c,*d; 
, dift , ho hp , w ; 
dif=fabs (x-xa [i] ) ; 
c=vector(i ,n) ; 
d=vector (i ,n) ; 
for (i=1;i<=n;i++) { 
if ( (dift=fabs(x-xa[i])) < 
ns=i ; 
dif=dift ; 
} 
c [i] =ya[i] ; 
d Ci] =ya[i] ; 
} 
vy=ya [ns--] ; 
for (m=1;m<n;m++) { 
for (i=1;i<=n-m;i++) { 
h0=xa [i] -x ; 
hp=xa [i+m] -x ; 
w=c [i+1] -d [i] ; 
if ( (den=ho-hp) == O O) 
exit(1) ; 
den=w/den ; 
d [i] =hp*den ; 
c [i] =ho*den ; 
} 
vy += (*dy=(2*ns < (n-m) ? 
} 
dif) { 
c [ns+ i] : d[ns--])) ; 
} 
free_vector(d 
f ree_vector(c 
,i, 
,i, 
n) ; 
n) ; 
float qroufo(float (*func)(float), float a float b) 
{ 
void polint(float xa[] , float ya[] , int n, 
float x, float *y, float *dy) ; 
float trapzd(float (*func) (float), float a, 
float b, int n) ; 
void nrerror(char error_text [] ) ; 
float ss,dss; 
float s [JMAXP+i] ,h[JMAXP+1] ; 
int j; 
h [i] =i . O ; 
for (j=1;j<=JMAX;j++) { 
s [ j J =trapzd(func , a, b , j ) ; 
if (j >= K) { 
polint (&h [j -K] ,&s [j -K] ,K.O . O ,&ss ,&dss) ; 
if (fabs(dss) < EPS*fabs(ss)) return ss; 
} 
s [j+i] =s [j] ; 
h [j +i] =0 . 25*h [j] ; 
} 
exit ( l) ; 
} 
float qromo(float (*func)(float), float 
float (*midinf) (float(*) (float) 
{ 
void polint(float xa[] , float ya[] , 
float x, float *y,float 
void nrerror(char error_text [] ) ; 
a, float 
, float,
int n, 
*dy) ; 
b, 
f I oat 
, 
_~~~ 
int ) ) 
i;~ 
int j ; 
float ss,dss; 
float h[JMAXP+i] ,s [JMAXP+i] ; 
h[1] =1 . O ; 
for (j=1;j<=JMAX;j++) { 
s [j J =(*midinf ) (func , a, b , j ) ; 
if (j >= K) { 
pol int (&h [j -K] , &s [j-K] , K , O . O , &ss , &dss) ; 
if (fabs(dss) < EPS*fabs(ss)) return ss; 
} 
s [j+1] =s [j] ; 
h [j+1] =h [j J /9 . O ; 
} 
exit (i) ; 
} 
#define FUNC(X) ((*func)(x)) 
float trapzd(float (*func)(float) , float a float b Int n) 
{ 
float x,tmu,sum,del; 
static float s; 
int it,j; 
if(n == 1) { 
return (s=0 . 5* (b-a) * (FUNC(a)+FUNC(b) ) ) ; 
} else { 
for(it=1,j=i;j<n-1;j++) it <<= l; 
tmu=it ; 
del = (b-a) /tnm ; 
x=a+0 . 5*del ; 
for (sum=0.0,j=i;j<=it;j++,x+=del) surn += FUNC(x) ; 
E~i 
s=0 . 5* (s+(b-a) *suln/tn!n) ; 
return s; 
} 
} 
