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Abstract
Koopmans-compliant (KC) functionals have been shown to provide accurate spec-
tral properties through a generalized condition of piece-wise linearity of the total energy
as a function of the fractional addition/removal of an electron to/from any orbital. We
analyze the performance of different KC functionals on the GW100 test-set, comparing
the ionization potentials (as opposite of the energy of the highest occupied orbital)
of these 100 molecules to those obtained from CCSD(T) total energy differences, and
experimental results, finding excellent agreement with a mean absolute error of 0.20
eV for the KIPZ functional, that is state-of-the-art for both DFT-based calculations
and many-body perturbation theory. We highlight similarities and differences between
KC functionals and other electronic-structure approaches, such as dielectric-dependent
hybrid functionals and G0W0, both from a theoretical and from a practical point of
1
ar
X
iv
:1
81
0.
02
11
1v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
4 O
ct 
20
18
view, arguing that Koopmans-compliant potentials can be considered as a local and
orbital-dependent counterpart to the electronic GW self-energy, albeit already includ-
ing approximate vertex corrections.
1 Introduction
Computational spectroscopy is a valuable tool to support and complement experiments and
drive, nowadays, the discovery of novel materials for diverse applications.1–4 Although rea-
sonably accurate spectral properties can be obtained using quantum chemistry wave-function
methods or many-body perturbation theory 5 (MBPT), these approaches have an unfavor-
able scaling with the size of the system often constraining one to study only relatively small
or simple systems. For this reason faster approaches based on density-functional theory
(DFT), Hartree-Fock, or a mixture of the two, as in hybrid functionals, are often used. ∆
self-consistent “∆SCF” calculations based on standard density-functional approximations
(DFAs) are also quite accurate for small-size systems, but fails in the solid-state limit;
single-particle energies from Hartree-Fock are protected by Koopmans’ theorem and can
be interpreted as energy removals or additions, but lack relaxation effects, usually leading
to an overestimation of the first ionization potential (IP), an underestimation of the elec-
tron affinity (EA) and consequently to overestimation of the fundamental gap. The exact
exchange-correlation (xc) energy functional of Kohn-Sham (KS) density functional theory
would provide exactly the first ionization potential of a system of interacting electrons, as
the opposite of the energy of the highest occupied molecular orbital (HOMO) of the auxiliary
KS system6,7 (in addition, of course, of providing it as a total energy difference between the
neutral system with N electrons and the ionized one with N − 1 electrons). However (i)
KS energies other than the HOMO have no obvious connection with charged excitations of
the real system (see e.g. Ref. 8 for an in depth discussion about the connection between KS
eigenvalues and vertical ionization potentials), and (ii) not even the first ionization poten-
tial is correctly reproduced when standard local or semi-local DFAs are used. This latter
2
failure can be understood in terms of the deviation from the expected piece-wise linearity
(PWL) of the exact energy functional as a function of the number of particles, first dis-
cussed by Perdew-Parr-Levy-Balduz6 (PPLB). Diverse xc functional developments9–20 are
indeed guided by such a fundamental condition, with the aim of correcting the spurious self-
interaction error present in almost all DFAs and get accurate prediction of frontier orbital
energies from single-particle energies.
In this respect, Koopmans’ compliant (KC) functionals have been introduced11,12,21 to
purify standard density-functional approximations from self-interaction errors deriving from
the lack of PWL. In this formulation, a generalized PWL condition is imposed to the total
energy as a function of the fractional occupation of any orbital in the system, thus extend-
ing the standard PPLB linearity condition (valid only for the highest occupied state) to the
entire electronic manifold. This ansatz results in a beyond-DFT orbital-density dependent
functionals with enough flexibility to correctly reproduce both ground state and spectral
properties. Infact, while the ground state energies are very close or identical to those of
the starting functional,21 we argued22 that for the spectral properties the orbital-dependent
KC potentials act as a quasiparticle approximation to the spectral potential,23–25 i.e. the
local and frequency-dependent potential sufficient to correctly describe the local spectral
density ρ(r, ω). To further support this picture we present in this work a detailed analy-
sis of the KC orbital-dependent potentials and establish a connection with more complex
electronic-structure methods, and in particular with the well-known GW approximation26 in
the framework of many-body perturbation theory. We provide additional evidence that, in a
localized representation of the electronic manifold, the orbital-dependent KC potentials pro-
vide simplified but yet accurate approximations to the non-local and frequency-dependent
self-energy. We finally analyze the performance of the KC functionals on the GW100 test
set;27 comparing our results against state-of-the-art GW calculations, accurate quantum
chemistry methods, and experiments finding overall an excellent agreement, even more re-
markable as obtained with a functional theory of the orbital densities.
3
2 Koopmans-compliant functionals
In this Section we review the basic features of KC functionals and we refer to Refs. 21,
28,29 for an extensive discussion of the approach, that is based on the three concepts of
linearization, screening, and localization.
Linearization. The basic ansatz behind the KC functionals is to enforce a generalized
criterion of piece-wise linearity to the total energy as a function of the fractional occupation of
any orbital in the system. This is a generalization of the well-know PWL of the total energy
as a function of the number of particles6 (or, equivalently, as a function of the fractional
occupation of the highest occupied state) to the entire electronic manifold. This is achieved
in two steps: starting from any non-linear density functional EDFT and for each orbital
φiσ first (i) the “bare” or “unscreened” Koopmans corrections {Πuiσ} are applied to enforce
linearity as a function of each spin-orbital occupation fiσ in a frozen orbital picture, i.e.
assuming that all other electrons do not respond when a particle is added/removed from the
system. Then (ii) relaxation effects are captured by orbital-dependent screening parameters
{αiσ} for the bare corrections, leading to the general form of the KC functionals as:
EKC = EDFT +
∑
iσ
αiσΠ
u
iσ. (1)
The corrections {Πuiσ} remove, in a frozen-orbital picture and for each orbital φiσ, the “Slater”
non-linear behavior of the underlying functional as a function of the occupation fiσ of the
orbital at hand, and replace it with a linear Koopmans term; that is
Πuiσ(fiσ) =−
∫ fiσ
0
〈φiσ|HDFT(s)|φiσ〉 ds+ fiσηiσ (2)
=− Slater + Koopmans (3)
where HDFT(s) is the KS-DFT Hamiltonian calculated at a density where the orbital φiσ has
occupation s, and ηiσ is the slope of the linear Koopmans term. The slope ηiσ can be chosen
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either following Slater’s intuition (i.e. choosing ηiσ as the orbital energy at occupation 1/2),
or enforcing in a functional form the ∆SCF concept, i.e. choosing the slope as the total
energy difference between two adjacent points at integer occupations (fiσ = 0 and fiσ = 1).
In the latter case one obtains the KI (“I” stands for integral) correction, that reads
ΠuKIiσ =−
∫ fiσ
0
〈φiσ|HDFT(s)|φiσ〉 ds+ fiσ
∫ 1
0
〈φiσ|HDFT(s)|φiσ〉 ds =
=−
(
EDFTHxc [ρ]− EDFTHxc [ρ− ρiσ]
)
+ fiσ
(
EDFTHxc [ρ− ρiσ + niσ]− EDFTHxc [ρ− ρiσ]
)
(4)
where EDFTHxc is the Hartree and exchange-and-correlation energy associated to the underlying
functional, ρiσ(r) = fiσ|φiσ(r)|2 = fiσniσ(r) is the orbital density at occupation fiσ, niσ(r)
is the orbital density at occupation 1, and ρ(r) =
∑
iσ ρiσ(r) is the total charge density.
From the definition above it can be seen that at integer occupations the ΠuKIiσ correction van-
ishes and the KI functional becomes identical to its base functional, independently from the
screening coefficients. The KI functional thus preserves exactly the potential energy surface
of the base functional it started from; its value at fractional occupations is instead different
and so are the derivatives everywhere, including at integer occupations, and therefore the
spectral properties. If instead of the DFT energy difference we choose the Perdew-Zunger
(PZ) self-interaction corrected30 (SIC) one, i.e. ηiσ =
∫ 1
0
〈φiσ|HPZiσ (s)|φiσ〉 ds, we obtain the
KIPZ correction:
ΠuKIPZiσ =−
∫ fiσ
0
〈φiσ|HDFT(s)|φiσ〉 ds+ fiσ
∫ 1
0
〈φiσ|HPZiσ (s)|φiσ〉 ds
= ΠKIiσ − fiσEHxc[niσ] (5)
where HPZiσ (s) = H
DFT(s) − vDFTσ,Hxc[s|φiσ(r)|2] is the PZ-SIC Hamiltonian, with −vDFTσ,Hxc the
PZ-SIC correction for the orbital φiσ occupied by s electrons. The KIPZ functional inherits
from the PZ-SIC functional the important property of being one-electron self-interaction free
(at least in its unscreened form, that is the exact one for one-electron systems), while at the
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same time it preserves the linear behavior of the energy also in many-particle systems and
thus is also (approximately) free from the many-body self-interaction error.31
Screening. If all αiσ = 1 the energy functional in Eq. (1) is by construction linear in
each orbital occupation fiσ if one neglects orbitals relaxation. This is analogous to realizing
a DFT equivalent of the “restricted” Koopmans theorem in Hartree-Fock theory, and it is
not enough to guarantee the linearity of the functional in the general case. To include the
response of the system to the ionization process (change in the occupation) embodied in
the ΠKCiσ term, screening parameters {αiσ} are introduced for each orbital. By definition
the screening parameters transform the unrelaxed Koopmans’ correction Πuiσ into the fully
relaxed one Πriσ. The latter can be calculated by self-consistent finite differences,
28 or by
linear response29 as if a tiny fraction of an electron were removed/added from/to a given
orbital. In this case a second-order Taylor expansion in the orbital occupations fiσ can be
used to approximate the relaxed and unrelaxed KC corrections, and the screening coefficient
αiσ associated to each orbital φiσ can be calculated as
29
αiσ =
Πriσ
Πuiσ
2◦ order−−−−→ [d
2Eapp/df 2iσ]relax
[d2Eapp/df 2iσ]unrelax
=
〈niσ| [ε˜−1fHxc]σσ |niσ〉
〈niσ|fσσHxc|niσ〉
(6)
where
Πuiσ =
1
2
fiσ(1− fiσ) d
2Eapp
df 2iσ
∣∣∣∣
unrelax
+O(f 3iσ), (7)
Πriσ =
1
2
fiσ(1− fiσ) d
2Eapp
df 2iσ
∣∣∣∣
relax
+O(f 3iσ) (8)
ε˜−1 = 1 + fHxcχ. (9)
Here χ(r, r′), ε˜(r, r′) and fσσ
′
Hxc(r, r
′) = δE
app
Hxc
δρσ(r)δρσ′ (r′)
are the density-density response function,
the microscopic dielectric matrix and the Hxc kernel, respectively, evaluated at the under-
lying approximate (app) functional.29 The latter would be a standard density functional for
KI and the PZ-SIC functional for KIPZ.32 While in the former case an efficient implemen-
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tation based on the linear-response technique of density-functional perturbation theory can
be used,29 for the KIPZ functional a less elegant although straightforward finite difference
approach is needed28 since analytical derivatives and linear-response techniques for the PZ
functional are not available in standard DFT codes.33,34
Localization. The KC corrections in Eqs. (4) and (5) depend on each orbital density and
the KC functional is therefore orbital-density dependent. At variance with density dependent
functionals, orbital-density dependent functionals can break the invariance of the total energy
against a unitary rotation of the occupied manifold. 1 For such functionals the variational
orbitals that minimize the functional are different from the eigenstates or canonical orbitals
that diagonalize the orbital-density dependent Hamiltonian (the Lagrange multiplier matrix),
as discussed e.g in Refs. 21, 22 and Refs. 35–40 . Such duality is an important feature of any
orbital-density dependent scheme. In general the variational orbitals exploit the additional
freedom of unitary mixing to become localized21,41 (and similar to Wannier functions42–45) in
order to further lower the total energy.46 On the other side the canonical orbitals and energies
are the analogous of the single-particle KS-DFT or Hartree-Fock states and their energies
are directly connected to those of Dyson orbitals and quasiparticle energies accessible, e.g.,
from photoemission experiments.22,35
2.1 KC as a simplified electronic self-energy
To establish a connection with common electronic-structure approaches, we discuss here
in some detail the actual form of the KC energy and potential corrections. To simplify the
discussion we resort again to a Taylor expansion of the functionals in the orbital occupations.
Following Ref. 29 we can write the fully relaxed KI and KIPZ corrections up to second order
1 This is the case for the PZ-SIC and KIPZ functional, while for the KI functional at integer occupations
the energy corrections vanish and the KI energy remains identical to the one of the underlying density
functional.21
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in the occupations as
Π
rKI(2)
iσ =
1
2
fiσ(1− fiσ)d
2EDFT
df 2iσ
=
1
2
fiσ(1− fiσ)〈niσ|FσσHxc|niσ〉, (10)
Π
rKIPZ(2)
iσ = Π
rKI(2)
iσ − fiσEHxc[niσ] =
1
2
fiσ(1− fiσ)〈niσ|FσσHxc|niσ〉 − fiσEHxc[niσ], (11)
with FHxc = ε˜−1fHxc. The screened, additional, orbital dependent KC potential acting on the
i-th electron is defined as the derivative of the relaxed KC energy ΠKC =
∑
k Π
rKC(2)
k +O(f
3
k )
with respect to the orbital density ρiσ. Adding also the xc contribution from the underlying
DFT functional, the total orbital-density dependent xc potentials read, up to the second
order:
v
rKI(2)
iσ,xc (r) = v
DFT
σ,xc (r)−
1
2
〈niσ|FσσHxc|niσ〉+ (1− fiσ)
∫
dr′FσσHxc(r, r′)niσ(r′), (12)
v
rKIPZ(2)
iσ,xc (r) = v
rKI(2)
iσ,xc (r)−
{
EHxc[niσ]−
∫
dr′ vσ,Hxc[niσ](r′)niσ(r′) + vσ,Hxc[niσ](r)
}
,(13)
where the orbital dependent Hamiltonian is defined as hˆiσ|φiσ〉 = hˆ0|φiσ〉+ vˆrKC(2)iσ,xc |φiσ〉, with
hˆ0 = −12∇2 + vˆext + vˆH[ρ] the Hartree Hamiltonian. Note that in Eq. (12) we neglected the
variation of FσσHxc with respect to ρiσ to stay within a second-order approximation.
In the absence of relaxation effects, i.e. assuming ε˜−1 = 1, and neglecting the xc con-
tribution in the underlying DFT, i.e. using a Hartree-only functional, the KIPZ correction
provides a good approximation of the non-local Hartree-Fock (HF) exchange operator when
evaluated on a localized representation.22 In fact, the HF self energy Σx is given, in terms
of the occupied single particle spin-orbitals, as
Σx(x,x
′) = −
occ∑
iσ
ψiσ(x)ψ
∗
iσ(x
′)fH(r, r′) (14)
where ψiσ(x) are spin-orbital wavefunctions and x = {r, ξ} is a composite variable for the
spatial coordinate r and the spin coordinate ξ. In the present work we neglect relativistic
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effects such that ψiσ(x) = φiσ(r)piσ(ξ) factorizes in the product of a spatial function φiσ(r)
and a spin function piσ(ξ) (see e.g. Ref. 47). Since Σx depends on the density matrix, it
is invariant under unitary transformations of the occupied manifold and can be expressed
on any equivalent representation of the occupied manifold. In a representation where the
orbitals {φiσ} are as localized (non-overlapping) as possible, the off-diagonal contributions
of the exchange operator can be neglected, and its matrix elements become:
〈iσ|Σx|jσ′〉 = −
occ∑
kσ′′
∫
dxψ∗iσ(x)ψkσ′′(x)
∫
dx′
ψ∗kσ′′(x
′)ψjσ′(x′)
|r− r′| (15)
= −
occ∑
kσ′′
∫
drφ∗iσ(r)φkσ′′(r)δσσ′′
∫
dr′
φ∗kσ′′(r
′)φjσ′(r′)
|r− r′| δσ′′σ′
' −〈φiσ|vH[niσ]|φiσ〉δijδσσ′ , (16)
where the Kronecker δ over the spin indices comes from the orthonormality of the spin
functions. On the other hand, the matrix elements of the Hartree-only KIPZ potential
without screening follow from Eq. (13), when any xc contribution is set to zero and ε˜−1 = 1,
and read
〈iσ|vuKIPZ(2)jσ′,xc |jσ′〉 ' δijδσσ′
{(
1
2
− fiσ
)
〈niσ|fH|niσ〉 − EH[niσ]
}
(17)
that for occupied orbitals reduces to −2EH[niσ]δijδσσ′ = −〈φiσ|vH[niσ]|φiσ〉δijδσσ′ .
If we now turn on screening effects at the Hartree level, the RPA (statically) screened
interaction W = ε−1RPAfH appears in Eq. (17), instead of the bare Coulomb kernel, and the
KIPZ matrix elements become:
〈iσ|vrKIPZ(2)jσ′,xc |jσ′〉 ' δijδσσ′
{(
1
2
− fiσ
)
〈niσ|W |niσ〉 − EH[niσ]
}
. (18)
We now show that these matrix elements are similar to the static GW self-energy, known as
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Coulomb-hole plus screened-exchange (COHSEX) self-energy:26,48,49
ΣCOHSEXxc = Σ
SEX
xc + Σ
COH
xc ,
ΣSEXxc (x,x
′) = −
occ∑
kσ
ψkσ(x)ψ
∗
kσ(x
′)W (r, r′),
ΣCOHxc (x,x
′) =
1
2
δ(x,x′)[W (r, r′)− fH(r, r′)]. (19)
Like the HF self-energy, also the COHSEX one depends only on the density-matrix (when
keeping W constant, independent on the orbitals) and is then invariant under unitary ro-
tations of the occupied manifold. Rewriting the δ function using a completeness relation,
δ(x,x′) =
∑
kσ ψkσ(x)ψ
∗
kσ(x
′), and assuming again to work on a localized representation of
the manifold to neglect off-diagonal contributions, the COHSEX matrix elements become
(see SI for a detailed derivation):
〈iσ|ΣCOHSEXxc |jσ′〉 ' δijδσσ′
{(
1
2
− fiσ
)
〈niσ|W |niσ〉 − 1
2
〈niσ|fH|niσ〉
}
. (20)
The second term in the curly brackets is nothing but the self-Hartree of the orbital iσ,
and the equation above matches exactly with Eq. (18). As already stated, so far we have
only considered the Hartree and screening contributions to the potentials. On one side, this
derivation highlights the role of the KC potentials as local and orbital dependent approxi-
mation to non-local self energies. On the other side, when a more advanced DFT functional
is used as a starting point, also the xc potential and fxc kernel play a role.
The inclusion of fxc transforms the test charge-test charge (RPA) dielectric function in the
test charge-test electron response.5,50–52 The electrons that participate to the screening have
now an approximate xc-hole surrounding them and the potential induced by the additional
electron or hole includes xc-interactions and not only the classical Hartree term; the induced
charge-density of the interacting system can be written53,54 as the charge density response
of the auxiliary KS (non-interacting) system to an effective perturbation, i.e. δρ = χ0δVtot
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where χ0 is the KS density-density response function. The effective potential δVtot includes
not only the external perturbation but also the self-consistent variation of the Hxc potential
induced by the changes in the charge density, i.e. δVtot = δVext + δVHxc. The inclusion of xc
effects at the DFT level makes the link to a corresponding self-energy less trivial. However,
we argue that a screened KIPZ Hamiltonian built on a local or semi-local density functional
may be a good approximation to a more sophisticated self-energy operator where also simple
(DFT based) vertex corrections are included (see discussion below).
Following Refs. 55 and 51 a zero-order approximation for the self-energy can be defined
using the DFT xc potential,56 i.e. Σxc(1, 2) = δ(1, 2)Vxc(1) [we used the compact notation
1=(r1, t1)]; the first iteration of the Hedin’s equation
26 leads to a GWΓ approximation of the
self energy that has an expression very similar to the RPA one, i.e. Σ(1, 2) = iG(1, 2)W˜ (1, 2),
but with a screened interaction that accounts for xc effects beyond the classical Hartree one:
W˜ = ε˜−1fH = fH[1−χ0fHxc]−1. Within this approximation Eq. (20) gets modified since now
W is replaced by W˜ . The bare Coulomb interaction is now screened by the test charge-test
electron response function ε˜−1, which is the one appearing also in the definition of the KC
screening parameters, Eqs. (6) and (9). Still a direct comparison of Eq. (20), including the
improved screened interaction W˜ , with the full KIPZ matrix elements
〈iσ|vrKIPZ(2)jσ′,xc |jσ′〉 ' δijδσσ′
{
〈φiσ|vDFTσ,xc |φiσ〉+
(
1
2
− fiσ
)
〈niσ|FσσHxc|niσ〉 − EHxc[niσ]
}
(21)
is not trivial, and is hindered by the presence of the xc energy and potential of the underlying
DFT functional. Nevertheless, the similarity between the two approaches is apparent also
in this case, and highlights the physical ingredients present in the KIPZ orbital-dependent
potentials.
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3 Computational Details
In the next Sections we provide numerical results from KC calculations on the GW100 test
set. This set has been introduced27 to benchmark and validate different GW implementa-
tions and is made of 100 small closed-shell molecules with diverse chemical bonding. For
consistency we adopt the same molecular geometries provided in the original work. In our
analysis we focus on the first ionization potential (IP) for which accurate CCSD(T) results
are available; for a subset of molecules we also look at transitions from deeper valence states
for which a comparison with experimental data (photoemission spectroscopy) is available.
Standard DFT calculations presented here have been performed using the PWSCF code
in the Quantum ESPRESSO33,57 distribution. Extensive convergence tests on the energy
cut-off for the plane-wave expansion, as well on the size of the supercell have been performed
to ensure a converged value of the first IP within 10 meV. The supercell size convergence
has been facilitated thanks to the use of reciprocal-space counter-charge corrections.58,59 The
electron-ion interactions have been modeled using Optimized Norm-Conserving Vanderbilt
(ONCV) pseudopotentials60 as developed by Schlipf and Gygi.61,62 The KC calculations have
been performed using a modified version of the Quantum ESPRESSO CP code and adopt
the Perdew, Burke and Ernzerhof (PBE) exchange-correlation functional63 as the underly-
ing base functional. The minimization of the orbital-density dependent functionals has been
done on the space of complex-valued wavefunctions; the strategy we use for the optimiza-
tion follows the ensemble-DFT algorithm64 and consist of two nested loops;65 in the inner
loop we search for the optimal unitary transformation that minimizes the orbital-density
dependent part of the energy functional at fixed manifold; in the outer loop a standard
conjugate-gradients algorithm is used to optimize the manifold. The orbital-density depen-
dent screening coefficients have been computed according to Eq. (6) using the linear-response
scheme described in Ref. 29; for the case of KIPZ, where this scheme is not applicable due the
lack of an implementation of linear-response analytical derivatives for the PZ-SIC functional,
we resort to the finite difference approach outlined in Ref. 28.
12
The theoretical IPs are defined as minus the eigenvalue of the corresponding molecular
orbital66 for all the theoretical methods reported, except for ∆SCF. In the latter case only
the first IP has been computed, defined as the energy difference between the neutral molecule
and its cation.
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Figure 1: Errors (left panels) on the first ionization potentials with respect to CCSD(T)
∆SCF results67 and their distributions (right panel) at different levels of the theory. Top
panel KI, central panel perturbative KIPZ and bottom panel full KIPZ (see text for details).
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4.1 First ionization potential
In this Section we analyze the average performance of the KC functionals described in Sec. 2.
To begin with, we focus on the first ionization potential (IP), for which accurate quantum-
chemistry calculations (such as, e.g., ∆SCF CCSD(T) at the def2-TZVPP level) are available
in the literature.67 Comparison against high-accuracy methods allows one to remove the
experimental uncertainties and strictly focus on the failures of the theory. To quantify the
agreement with respect to the CCSD(T) reference we look at the Mean Absolute Error
(MAE), the Mean Absolute Relative Error (MARE), the Mean Signed Error (MSE), and
the Standard Deviation (STDV), defined as
MAE =
1
N
N∑
i=1
|∆IPi|
MARE =
1
N
N∑
i=1
|∆IPi/IPRi |
MSE =
1
N
N∑
i=1
∆IPi
STDV =
√√√√ 1
N
N∑
i=1
(∆IPi −MSE)2 (22)
with ∆IP = IP − IPR the error in the ionization potential IP with respect to the reference
[CCSD(T)] value IPR.
In Fig. 1 we present the results for the first ionization potentials calculated within the
KI and KIPZ functionals (top and bottom panels, respectively). We also report results for
perturbative KIPZ calculations (pKIPZ in the plots and tables, middle panel) where the
KIPZ correction is computed on top of the KI minimizing orbitals, thus neglecting self-
consistency effects at the KIPZ level. We recall here that the KI total energy at integer
occupation numbers coincides with that of the underlying density functional and thus KI
preserves its unitary invariance under rotation of the manifold. As already discussed in
previous works21,29 we choose a specific manifold by introducing an infinitesimally small PZ-
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SIC contribution to the KI energy. This allows us to (1) unambiguously define the manifold,
since the small PZ-SIC term breaks the unitary invariance, and to (2) localize the orbitals
without modifying the ground state energy.
The performance of these three KC functionals is summarized in the right panels of Fig. 1.
Our calculations find that KI slightly overestimates the ionization potential by 0.21 eV, on
average (MSE). Simply applying the KIPZ correction in a perturbative way significantly
improves the results reducing the MAE by 0.11 eV and narrowing the distribution of the error.
A MSE of -0.16 eV indicates an underestimation of the IP on average, with an opposite trend
with respect to the KI calculation. A full KIPZ calculation reduces further both the MAE
(0.20 eV) and the STDV (0.27 eV), the error distribution being nicely centered around zero
with a MSE of 0.04 eV. Notwithstanding the further improvement obtained within KIPZ, we
note that the largest change happens when passing from KI to pKIPZ. This seems to suggest
that the main reason for the improvement is in the KIPZ Hamiltonian and only secondarily
in the self-consistency effects (changes in the orbitals and orbital densities). Indeed, the
definition of the KI functional can be thought of as the limit of the full KIPZ functional
when the PZ-SIC contribution is sent to zero21 (see Eq. 5), and thus further justifies the use
of the KI manifold as the starting point for the perturbative KIPZ calculation.
In Fig. 2 we compare KC functionals with other electronic structure methods character-
ized by different level of complexity: the LDA-1/2 approach,72 a purely KS scheme based
on a local potential; Hartree-Fock (HF) and dielectric dependent hybrid (DDH) function-
als,73–75 accounting for the non-locality of the potential; and various GW schemes ranging
from perturbative G0W0 to fully self-consistent GW, taking also into account the (dynami-
cal) screening in the effective single particle potential (self-energy). In terms of complexity,
KC functionals, with their local but orbital-dependent potentials, stand in between LDA-1/2
and the hybrid functionals. It is remarkable then that the accuracy they achieve is compa-
rable or actually superior to that of more sophisticated electronic structure approaches with
the smallest error compared to CCSD(T).
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Figure 2: Comparison of the average performance of the KC functionals with other electronic
structure methods. HF and LDA-1/2 results from Ref. 68, DDH from Ref. 69, G0W0[PBE]
from Ref. 70 and G0W0[HF], scGW and qpGW from Ref. 71. Red labels on the horizontal
axis are used to highlight KC functionals.
It is fair to say that although the KC potentials are local, the computation of all the
ingredients needed, and in particular of the screening coefficients, requires additional effort.
This is apparent from Eq. (6), where screening is defined as an orbital-dependent average of
the static DFT dielectric matrix. This resonates with DDH functionals, where the mixing
parameter is obtained from a screened-exchange calculation and thus ultimately requires
the knowledge of the (static) RPA dielectric matrix. However, it is important to stress
that the scheme we use to compute the {αiσ}29 does not requires to build up the whole
dielectric matrix [neither in a PW basis (as done in standard implementations) nor in any
other optimal basis (as done for DDH69,75)]; we instead compute “on the fly” the action
of the dielectric matrix on the orbital density that we are considering. The evaluation
of each screening coefficient requires thus a linear-response calculation that scales roughly
as an electronic self-consistent DFT calculation. Moreover, since the variational orbitals
are Wannier-like, they form groups with very similar screening coefficients; although not
exploited here, this feature would allow one to greatly reduce the number of independent
linear response calculations28,29 and speed up and/or streamline the calculations.
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4.2 Deeper valence states
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Figure 3: MAE on the deeper valence state IPs with respect to experimental values for
different functionals. The average is first performed separately on 18 IPs from a subset of
linear molecules (N2, F2, HF, CO, HCN, C2H2), on 38 IPs form a subset of planar molecules
(H2O, C2H4, O3, HCOOH, benzene and pyridine) and on 21 IPs from a subset of non-planar
molecules (NH3, PH3, C2H6, CF4, CCl4), and then on the 77 transitions all together. The
complete list of vertical ionization potentials considered is given in SI.
In this Section we report results concerning the use of Koopmans functionals to evaluate
low-lying single particle energies. The linearity condition typical of all the KC flavors applies
to the entire electronic manifold (and not just to the highest occupied orbital, as in exact
DFT), and one thus expects meaningful corrections also for states different from the HOMO.
We considered 77 vertical ionization potentials from a subset of the molecules studied, for
which experimental results are available in Refs. 8 and 76 (and references therein). We
group the molecules according to their chemical and structural properties: the first group
comprises 6 linear molecules including simple dimers (N2 and F2), polar molecules (HF
and CO), and two molecules with a strong bond, i.e. hydrogen cyanide (C-N triple bond)
and the simplest alkyne C2H2 (C-C triple bond). The second group is made by 6 planar
molecules (O3, H2O, HCOOH, C2H4, benzene and pyridine) of increasing size, with benzene
and pyridine representative for aromatic, organic molecules. The last group comprises 6
small non-planar molecules (NH3, PH3, C2H6, CF4, CCl4). We mainly consider transitions
with binding energies smaller than 21.2 eV, i.e. accessible via He(I) ultraviolet photoemission
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Table 1: MAE and MSE from experiments on the deeper valence state IPs from the subset
of 18 molecules considered in Sec. 4.2 and for different functionals. The average is first
performed separately on the 18 IPs from the linear molecules, on the 38 IPs from the pla-
nar molecules, and on the 21 IPs from the non-planar molecules, and then on all the 77
transitions. The MAE and MSE only on the 18 first IPs is also given in the last two lines.
Type of Molecule PBE PZ-SIC KI pKIPZ KIPZ
Linear MAE 5.26 1.53 0.33 0.37 0.32
MSE -5.26 1.47 0.08 -0.21 0.06
Planar MAE 4.38 1.84 0.37 0.27 0.27
MSE -4.38 1.84 0.22 -0.06 0.06
Non-planar MAE 4.83 1.62 0.40 0.31 0.29
MSE -4.83 1.62 0.11 -0.08 0.08
All IPs (77) MAE 4.71 1.71 0.37 0.30 0.29
MSE -4.71 1.69 0.16 -0.10 0.06
First IPs (18) MAE 4.62 1.21 0.37 0.32 0.23
MSE -4.62 1.20 0.22 -0.17 0.06
spectroscopy, with few exceptions where higher binding-energy transitions are also included
(see SI for the complete list of vertical ionization potentials considered).
In Fig. 3 and Tab. 1 we show the average performance of PBE, PZ-SIC and the KC
functionals with respect to experimental results. For the IPs considered we observe the same
trend found for the case of the HOMO when moving from standard density functionals to
PZ-SIC and eventually to KC; the PBE eigenvalues greatly underestimate the experimental
values while PZ-SIC tends to overestimate transition energies. All the KC flavors show a
more balanced performance with pKIPZ and KIPZ having very similar MAE and MSE. Most
importantly, we do not observe any significant difference in the average performance when
deeper states are concerned. This is clear from the comparison of the last two lines in Tab. 1
where the average over all transitions and the average over only the first ionization energies
are listed. Only for PZ-SIC an increase of the errors by ∼ 0.5 eV is observed when deeper
states are included in the average; for all the KC functionals very small changes are observed
(0.00 eV, -0.02 eV, +0.06 eV in the MAE for KI, pKIPZ and KIPZ, respectively), highlighting
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the predictive capabilities of Koopmans-compliant functional also for states different from
the HOMO.
5 Conclusions
In conclusion, we have investigated in detail Koopmans-compliant functionals highlighting
similarity and differences with respect to other well established electronic structure methods,
and tested the full GW100 protocol. We show that the local and orbital-density dependent
potentials typical of KC functionals can be thought of as a simplified yet accurate approxi-
mation to the self-energy operator beyond the GW approximation. We stressed once again
the importance of the local nature of the variational orbitals that ultimately is responsible
for the possibility to map the non-local self-energy operator into local but orbital dependent
potentials. We ascribe the remarkably good performance of KC functionals (and in particular
of KIPZ) to the inclusion of local vertex corrections which allow for an improved description
of the screening processes and self-energies beyond the RPA approximation, typical of stan-
dard GW approaches. This theoretical analysis is supported by the numerical calculations
of ionization potentials for the large (and standardized) GW100 set of molecules. The KIPZ
functionals show remarkably good performance with a MAE or 0.20 eV, significantly better
than all standard perturbative G0W0 results and in line with GW calculations when some
sort of self-consistency is considered. On the basis of the theoretical analysis presented here
we argue that the inclusion of vertex corrections may be important to further close the gap
between Green’s function methods results and CCCSD(T). In the KC functionals this is done
at the DFT level with a local vertex function. When deeper valence states are concerned, no
significant change in the average performance of the KC functionals is observed, highlight-
ing the effectiveness of the orbital-density dependent potentials in accurately describing the
whole electronic structure manifold and not just the first ionization potential.
19
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