Let us consider two cases separately.
where ff = [z':w'] ,rER " and S = i 2 $<', F=A 22 Other matrices are compatibly dimensioned. Again it should be noted that the dimension of the partitions in the matrices are not the same as in (1). Equation @I) represents an underdetermined set of (n -m) equations in n unknowns, and thus m entries in each eigenvector corresponding to z-vector can be arbitrarily chosen provided h does not coincide with spectrum of F [3] . Examination of 1732) reveals r eigenvalues can be assigned by feedback law (B3) where A r is the diagonal matrix of r eigenvalues and the notation r w = [tl :r z . . . t,] is used. An existing algorithm [4] can be adapted to guarantee the nonsingularity of [cU (r) 
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Absimcr--A relationship between the states of a high-order system, and its redoeed-order continued fraction expansion model of Chen and Shieh, has been derived 'zhis relationship, in the form of an aggregation matrix, has been used for s6udying the dynamic rrsponse of a high-order system from a simulation of its reduced-order model. An example is induded to illushte that considerable improvement res& by ntilizing the aggregation matrix concept.
IWIRODUC~ON
In the last decade or so considerable attention has been devoted to the problem of deriving reduced-order models for complex systems. The problem is clearly of great interest to those working in the applications area [I] , [2] , [3] . Reduced-order models are invariably derived for the following uses.
1) To achieve a simpler simulation of the process for better and amenable understanding of its dynamics.
2) To reduce the computational effort of obtaining optimal and adaptive controllers by deriving suboptimal strategies based on reduced order models. This is particularly applicable for on-line computer control applications [4] , [SI.
3) To obtain a lower dimensional "control law" for simplifying the structure of the feedback controller [6] .
For many of the applications of reduced order models stated above, one needs a relationship between the state variables of the original process and those of the reduced order model. Such a relationship was originally conceived by Aolu [7] in the form of "aggregation matrix" concept. As an example, consider the lower dimensional simulation of a complex higher dimensional system through a reduced-order model of the system. If system response to certain initial conditions is to be studied, it is not clear as to how to simulate the effect of initial conditions on the reduced-order simulated model, except through the aggregation matrix concept. Similar considerations show that the availability of the "aggregation matrix" of a reduced order model is useful from the point of view of applications.
In spite of the appearance of a very large number of techniques for obtaining reduced order models the most commonly used procedures are based on the following principles: a) Dominant eigenvalue concept [8] and its variations [9] , [IO]; b) Continued fraction expansion technique [111 and its variations [121, [13] . A derivation for obtaining the aggregation matrix for the dominant eigenvalue model has already been presented [4] . This technical note presents a derivation for obtaining the aggregation matrix for a reduced order model obtained via continued fraction expansion (CFE) technique of Chen and Shieh [I11.
EVALUATION OF AGGREGATION MATRIX FOR CFE MODEL
Consider a system represented by
where x is an n-vector, u is scalar input, y is scalar output, and the matrices A, B, and D are of appropriate dimensions. Without any loss of generality it can be assumed that the system representation in (1) and (2) is in phase variable form, L e., let
The corresponding transfer function is given by:
Chen and Shieh [I41 have shown that a transformation matrix P exists which transforms the phase variable form of (1) and (2) to a realization corresponding to the system's continued fraction expansion form, which is assumed to be 
The matrix P can be extracted from the modified Routh 1 0 1 0
The first and second rows of (7) are written by copying the coefficients of denominator and numerator of (3) respectively. The subsequent rows are developed by using the Routh algorithm [14] . From (7) the transformation matrix P is extracted as (6) t Comparison of (4) and (9) 
The equivalent of CFE simplification in the time domain representation of (1) and (2) is achieved by considering the first r state variables of (4) From (4) and (11) i=THO+TLU.
Let the reduced order model be represented by:
Comparing (12) and (13) we get
FT=TH, G=TL=TPB.
From (6) and (11) z=TPx = Cx where C is the aggregation matrix. Equating y=y m yields:
The following example illustrates the use of aggregation matrix in system simulation and dynamic response studies via reduced order models.
N~~ER~CAL EXAMPLE
Consider a third-order linear time invariant system represented in its phase canonical form as The aggregation matrix relating the states of (20) and (21) is obtained from (19) as 
For system (21)
Since we assumedy,(t)=y(t) we can take It is particularly felt that the aggregation matrix relationship can be exploited to considerable advantage in studying the dynamic stability of large interconnected systems by studying interconnections of reducedorder models of its various partitioned subsystems.
