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BASIS PROPERTIES OF THE HAAR SYSTEM IN
LIMITING BESOV SPACES
GUSTAVO GARRIGO´S ANDREAS SEEGER TINO ULLRICH
Abstract. We study Schauder basis properties for the Haar system in
Besov spaces Bsp,q(R
d). We give a complete description of the limiting
cases, obtaining various positive results for q ≤ min{1, p}, and providing
new counterexamples in other situations. The study is based on suitable
estimates of the dyadic averaging operators EN ; in particular we find
asymptotically optimal growth rates for the norms of these operators in
global and local situations.
1. Introduction
The purpose of this paper is to complete the study of the basis properties
of the (inhomogeneous) Haar system in the scale of Besov spaces Bsp,q(R
d).
In view of previous results, only the endpoint cases are of interest. This is
a companion to the forthcoming paper [6], in which the authors consider
the same endpoint questions for the Triebel-Lizorkin spaces. The outcomes
for Besov and for Triebel-Lizorkin spaces, in both non-endpoint situations
([14, 19, 11, 12, 4]) and endpoint situations, are markedly different.
To state the results, we first set some basic notation. Consider the one
variable functions h(0) = 1[0,1) and h
(1) = 1[0,1/2) − 1[1/2,1). For every
ǫ = (ǫ1, . . . , ǫd) ∈ {0, 1}d, for k ∈ N0 and µ = (µ1, . . . , µd) ∈ Zd one defines
hǫk,µ(x) =
d∏
i=1
h(ǫi)(2kxi − µi), x = (x1, . . . , xd) ∈ Rd.
Denoting Υ = {0, 1}d \ {~0}, the Haar system is given as
Hd =
{
h
~0
0,µ
}
µ∈Zd
∪
{
hǫk,µ : k ∈ N0, µ ∈ Zd, ǫ ∈ Υ
}
.
We refer to 2k as the Haar frequency of hǫk,µ. We consider an enumera-
tion U = {un}∞n=1 of the Haar system, and write un = hǫ(n)k(n),µ(n) for the
corresponding frequency and position parameters k(n), µ(n).
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Given R ∈ N, the partial sum operator SR ≡ SUR is defined as the projec-
tion onto span{u1, . . . , uR}, that is
(1) SURf =
R∑
n=1
u∗n(f)un ,
where for un = h
ǫ(n)
k(n),µ(n)
the linear functional u∗n is defined by
(2) u∗n(f) = 2
k(n)d〈f, hǫ(n)k(n),µ(n)〉 ,
at least when f ∈ L1loc(Rd). Below we shall only consider Besov spaces so
that un ∈ Bsp,q and u∗n extends to an element of (Bsp,q)∗ for all n ∈ N, so that
(2) will actually have a meaning for all f ∈ Bsp,q.
We say that U is a Schauder basis of Bsp,q(Rd) if
(3) lim
R→∞
‖SURf − f‖Bsp,q = 0
holds for every f ∈ Bsp,q. We say that U is a basic sequence if (3) holds
for every f in the Bsp,q-closure of spanHd. Finally, we say that Hd is an
unconditional basis of Bsp,q if every enumeration U is a Schauder basis.
The above basis properties are related with the uniform bound
(4) CU := sup
R≥1
∥∥SUR∥∥Bsp,q→Bsp,q <∞.
Indeed, one has∥∥SURf − f∥∥Bsp,q . (CU + 1)‖f − h‖Bsp,q + ∥∥SURh− h∥∥Bsp,q , h ∈ spanHd.
Thus, (4) implies that U is a basic sequence in Bsp,q. If span(Hd) is dense
in Bsp,q, then U is a Schauder basis if and only if (4) holds. If in addition
the bound in (4) does not depend on the enumeration U then Hd is an
unconditional basis of Bsp,q. By the uniform boundedness principle such a
uniform estimate is also necessary for unconditionality. This is well-known
for Banach spaces, and a proof for quasi-Banach spaces can be found in [1].
We consider the full range of indices s ∈ R and 0 < p, q ≤ ∞. When
p =∞ or q =∞ the space Bsp,q is not separable, but in those cases one may
consider the Schauder basis property in the Bsp,q-closure of the Schwartz
class S, which we will denote bsp,q (as in [10, Def 1.1.3]).
The pentagon P depicted in Figure 1 shows the natural index region
for these problems. More precisely, Triebel showed in [14, 19] that, for all
q < ∞, the Haar system Hd is an unconditional basis of Bsp,q(Rd) for the
(1/p, s) parameters in the interior of the pentagon P; i.e. those satisfying
one of the conditions (i), (ii) in Theorem 1.1. He also showed that for the
parameters in the complement of the closure of P the Haar system does
not form a basis. Except for a few trivial cases, the behavior at the points
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Figure 1. Parameter domainP forHd in B
s
p,q(R
d). The left
figure shows the region of unconditionality, and right figure
the region for the Schauder basis property.
(1/p, s) lying in the boundary of P seems to be unexplored; see however the
separate work [8] and Remark 1.7 below.
In this paper we attempt to fill these gaps, by giving an answer, positive
or negative, depending on the secondary index q. Moreover, in some cases,
the negative answer is replaced by slightly weaker properties, such as the
local Schauder basis, or basic sequence properties.
We begin by stating complete results about unconditionality, which con-
tain new negative cases compared to [14, 19]. We remark that the corre-
sponding results in Triebel-Lizorkin spaces are much more restrictive, see
the discussion in [19, Remark 2.2.10] and the counterexamples in [11].
Theorem 1.1. Let 0 < p, q ≤ ∞ and s ∈ R. Then, Hd is an unconditional
basis of Bsp,q(R
d) if and only if one of the following two conditions is satisfied.
(i) 1 ≤ p <∞, −1 + 1p < s < 1p , 0 < q <∞.
(ii) dd+1 < p < 1, d(
1
p − 1) < s < 1, 0 < q <∞.
The region (i)-(ii) is shown in the left of Figure 1. In the next results we
shall be concerned with the endpoint behavior when we drop unconditional-
ity. To do so we must single out specific enumerations of the Haar system,
labeled ‘admissible’, or ‘strongly admissible’.
Definition 1.2. (i) An enumeration U is said to be admissible if there is a
constant b ∈ N with the following property: for each cube Iν = ν+[0, 1]d, ν ∈
Zd, if un and un′ are both supported in Iν and | supp(un)| ≥ 2bd| supp(un′)|,
then necessarily n < n′ .
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(ii) An enumeration U is strongly admissible if there is a constant b ∈ N
with the following property: for each cube Iν , ν ∈ Zd, if I∗∗ν denotes the five-
fold dilated cube with respect to its center, and if un and un′ are supported
in I∗∗ν with | supp(un)| ≥ 2bd| supp(un′)| then necessarily n < n′.
The notion in (i) was used in [4] for the case b = 1, but the results stated
in that paper continue to hold with this slightly more general definition.
The stronger notion in (ii) turns out to be more appropriate in the end-
point cases, for which the characteristic functions of cubes may not be point-
wise multipliers; cf. [10]. Loosely speaking, in a strongly admissible enu-
meration if a Haar frequency 2k shows up at step n (i.e. if un = h
ε
k,µ for
some k ∈ N0) then all Haar functions with Haar frequency ≤ 2k−b which are
‘nearby’ (in a well defined sense) have already been counted before step n.
We refer to §11 for concrete examples.
Finally, we remark that the above distinction is void for the classical Haar
system in the unit cube, H([0, 1)d), where admissibility is a straightforward
property; for b = 1 it means that n < n′ implies | supp(un)| ≥ | supp(un′)|
(and could be slightly weakened if b ≥ 2). The typical example is the
lexicographic ordering.
We now formulate a theorem involving all strongly admissible enumera-
tions of the Haar system. A positive endpoint result is obtained for Bsp,p
when s = d/p − d and dd+1 < p ≤ 1. Also new negative results are obtained
for suitable strongly admissible enumerations; see the right of Figure 1.
Theorem 1.3. Let 0 < p, q ≤ ∞ and s ∈ R. Then, the following statements
are equivalent, i.e. (a)⇐⇒ (b):
(a) Every strongly admissible enumeration of Hd is a Schauder basis of
Bsp,q(R
d).
(b) One of the following three conditions is satisfied:
(i) 1 ≤ p <∞, 1p − 1 < s < 1p , 0 < q <∞,
(ii) dd+1 < p < 1,
d
p − d < s < 1, 0 < q <∞,
(iii) dd+1 < p ≤ 1, s = dp − d, q = p.
Next we explore various weaker properties at the boundary of P. We say
that an enumeration U satisfies the local Schauder basis property for Bsp,q if
(5)
∥∥(SURf − f)χ∥∥Bsp,q → 0
for all f ∈ Bsp,q(Rd) and all χ ∈ C∞c (Rd). This implies that the basis
expansion holds, g =
∑∞
n=1 u
∗
n(g)un in B
s
p,q, for all compactly supported
g ∈ Bsp,q(Rd). Similarly we say that U satisfies the local basic sequence
property in Bsp,q(R
d) when (5) holds for all f ∈ spanHdB
s
p,q and all χ ∈
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C∞c (R
d). The next theorem and Figure 2 show the region of validity for the
first of these properties.
Theorem 1.4. Let 0 < p, q ≤ ∞ and s ∈ R. Then, the following statements
are equivalent, i.e. (a)⇐⇒ (b):
(a) Every strongly admissible enumeration of the Haar system Hd satisfies
the local Schauder basis property for Bsp,q(R
d).
(b) One of the following four conditions is satisfied:
(i) 1 ≤ p <∞, −1 + 1p < s < 1p , 0 < q <∞,
(ii) 1 ≤ p <∞, s = −1 + 1p , 0 < q ≤ 1,
(iii) dd+1 < p < 1,
d
p − d < s < 1, 0 < q <∞,
(iv) dd+1 < p < 1, s =
d
p − d, 0 < q ≤ p.
We remark that these local properties can be given slightly stronger state-
ments using the Bourdaud definitions (Bsp,q)ℓp of localized Besov spaces; see
§9.2 below.
1
p
s
1 d+1
d
1
0 < q ≤ p
−1
0 < q ≤ 1
Figure 2. Region for the local Schauder basis property in
the spaces Bsp,q(R
d), depending on the value of q ∈ (0,∞).
Remark 1.5. Strong admissibility may be replaced by admissibility (for the
positive results in Theorems 1.3 and 1.4) in the cases where 1[0,1]d is a
pointwise multiplier of Bsp,q(R
d). By [16, §2.8.7] or [10, §4.6.3], the latter
holds when
(6) max
{
d(1p − 1), 1p − 1
}
< s < 1p ,
so it applies to the interior points of P. It also applies in other positive
results (such as the local basic sequence property, which will follow from
Theorem 1.8) in the case s = 1, dd+1 < p < 1 corresponding to the interior
of the horizontal edge of P.
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Remark 1.6. A similar statement to Theorem 1.4 holds for H(Td), the Haar
system in the torus in the standard lexicographic enumeration. Namely, it
is a Schauder basis on Bsp,q(T
d) if and only if one of the conditions (i), (ii),
(iii), (iv) in Theorem 1.4 are satisfied. Moreover, in the range (6) the class of
C∞-functions with compact support in (0, 1)d are dense in Bsp,q((0, 1)
d) (see
[18, §3.2]) and thus it is easy to see that the Schauder basis problem for the
Haar systems on Td and on (0, 1)d are equivalent in this range. So far this
observation does not apply to the cases corresponding to the non-horizontal
edges of P in higher dimensions, however see Franke’s better result [3, §4.6]
for the interval (0, 1).
Remark 1.7. (i) In a classical work [7], P. Oswald considered, for 0 < p < 1,
the Schauder basis property (including some endpoint results) for a class of
Besov spaces on the interval, Bsp,q,(1)(I), defined by first order differences.
In these classes, which in general differ from Bsp,q, one has a positive answer
in the larger region 1/p − 1 < s < 1/p (in particular, for some s ≥ 1); see
[7, Theorem 3].
(ii) In a very recent separate study [8], Oswald pursued further these
questions for both, the class Bsp,q,(1)(I
d) and the standard Besov spaces
Bsp,q((0, 1)
d). He obtained analogs of the positive results in (ii)-(iv) of
Theorem 1.4, and presented similar counterexamples as ours for the case
s = d/p − d. Contrary to what is stated in that paper, these local results
do not transfer to the spaces on Rd by simply enumerating the Haar sys-
tem, as one may see from Theorem 1.3 above and the specific example in
Proposition 12.1.
Dyadic averaging operators. A crucial tool in our analysis will be the dyadic
averaging operator EN , defined as the conditional expectation with respect
to the σ-algebra generated by the set DN of all dyadic cubes of length 2
−N .
That is, setting
IN,µ = 2
−N (µ+ [0, 1)d), µ ∈ Zd,
we have
(7) ENf(x) =
∑
µ∈Zd
1IN,µ(x) 2
Nd
∫
IN,µ
f(y)dy ,
at least for f ∈ L1loc(Rd).
The relation with the Haar system is given via the martingale difference
operator EN+1−EN which is the orthogonal projection onto the space gen-
erated by the Haar functions with frequency 2N , i.e.
(8) EN+1f − ENf =
∑
ǫ∈Υ
∑
µ∈Zd
2Nd〈f, hǫN,µ〉hǫN,µ.
In addition to EN we shall need another operator which involves Haar
functions of a fixed frequency level. For N ∈ N and any a ∈ ℓ∞(Zd ×Υ) we
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set
(9) TN [f, a] =
∑
ǫ∈Υ
∑
µ∈Zd
aµ,ǫ2
Nd〈f, hǫN,µ〉hǫN,µ.
One aims for estimates of the operators f 7→ TN [f, a] that are uniform in
‖a‖∞ ≤ 1. The relation between the partial sum operators SUR and the op-
erators EN and TN [·, a] is explained in §9. In particular, the uniform bound-
edness of these operators in Bsp,q implies the local basic sequence property for
all strongly admissible enumerations U . The region of uniform boundedness
for these operators is given in the next theorems, and depicted in Figure 3.
Theorem 1.8. Let 0 < p <∞, 0 < q ≤ ∞ and s ∈ R.
(a) The operators EN admit an extension from S(Rd) to Bsp,q(Rd) such
that
sup
N≥0
‖EN‖Bsp,q→Bsp,q <∞
if and only if one of the following six conditions is satisfied:
(i) p > 1, s = 1p , q =∞,
(ii) p ≥ 1, −1 + 1p < s < 1p , 0 < q ≤ ∞,
(iii) p ≥ 1, s = −1 + 1p , 0 < q ≤ 1,
(iv) dd+1 < p < 1, s = 1, 0 < q ≤ p,
(v) dd+1 < p < 1, d(
1
p − 1) < s < 1, 0 < q ≤ ∞,
(vi) dd+1 ≤ p < 1, s = d(1p − 1), 0 < q ≤ p.
(b) If one of the conditions (i)-(vi) is satisfied and if ‖a‖ℓ∞(Zd×Υ) ≤ 1 then
the operators TN [·, a] are uniformly bounded on Bsp,q(Rd).
Finally we state a result for p =∞.
Theorem 1.9. (i) If −1 < s < 0 then the operators EN have uniformly
bounded extensions to Bs∞,q(R
d), for all 0 < q ≤ ∞.
(ii) If s = 0 then EN admits a bounded extension to B
0
∞,q(R
d) if and only
if q =∞. Moreover, we have supN ‖EN‖B0∞,∞→B0∞,∞ <∞.
(iii) If s = −1 then supN ‖EN‖B−1∞,q→B−1∞,q =∞, for all 0 < q ≤ ∞.
Moreover, below we also investigate situations when the individual opera-
tors EN are bounded but not uniformly bounded, and derive precise growth
conditions for the operator norms in such cases. See Theorem 6.1 for com-
plete results in the case s = 1, and Theorem 10.2 for the case s = d/p − d
and p ≤ 1. A more detailed description of these and other local results is
given the next subsection.
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1
p
s
1 d+1
d
1
0 < q ≤ p
−1
0 < q ≤ 1
0 < q <∞
The cases 0 < q <∞
1
p
s
1 d+1
d
1
−1
The case q =∞
Figure 3. Regions for uniform boundedness of EN (hence
for the local basic sequence property) in the spaces Bsp,q(R
d).
Guide through this paper and discussion of further quantitative results. The
positive results in the interior of the pentagon P in Figure 1, including
the unconditionality property, are classical and due to Triebel [13, 14, 19].
Moreover, unboundedness results outside the closure of P are discussed in
those references and [4].
The new positive results in Theorems 1.8 and 1.9 at the boundary of P
rely on Lp bounds for the operators LkENLj , where Lk are suitable local
means and the operators act on functions with compactly supported Fourier
transforms. These bounds were already contained in our previous paper [4]
(see also [5] for a proof of such results using wavelets). We review these
estimates in §2, see in particular Corollary 2.3. For both ranges p ≥ 1 and
p ≤ 1 further straightforward estimates imply four key propositions with
different outcomes in the four cases depending on the signs of j − N and
k −N . These propositions are stated for p ≤ 1 in §3 and for p ≥ 1 in §4.
Concerning the negative results in Theorems 1.8 and 1.9, these are pre-
sented as follows. First, when s = 1/p, characteristic functions of cubes
(and also Haar functions) do not belong to B
1/p
p,q when q < ∞ which rules
out these cases. In §5 we shall further show that the space b1/pp,∞ (the closure
of the Schwartz class under the B
1/p
p,∞ norm) intersects the algebraic span of
Hd only in {0}. This is in contrast with the fact, shown in §8.2, that b1/pp,∞
is actually contained in spanHd
B
1/p
p,∞ if 1 < p < ∞, so some positive result
will hold in this case; see Proposition 9.2.
In §6 we consider the cases s = 1. At the endpoint space B11,∞ we show
that the operators EN are individually bounded, but not uniformly bounded,
and for large N we have ‖EN‖B11,∞→B11,∞ ≈ N , see Theorem 6.1.
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When s = 1 and dd+1 < p < 1 the operators EN are also individually
bounded on B1p,q but not uniformly bounded if q > p. In these cases The-
orem 6.1 implies that for large N we have ‖EN‖B1p,q→B1p,q ≈ N1/p−1/q. The
situation is worse at the endpoint p = d/(d + 1), that is the vertex of P
where s = 1 = d/p − d. In this case Theorem 10.2 gives an exponential
lower bound even for compactly supported functions, while the EN fail to
be individually bounded in the whole B1d/(d+1),q(R
d) when q > p = dd+1 .
In §7 we discuss the simpler situation on the line s = 1/p − 1 with 1 <
p ≤ ∞. The cases q > 1 are easily ruled out because Haar functions do not
belong to the dual space (B
1/p−1
p,q )∗ = B
1/p′
p′,q′ . In the cases 0 < q ≤ 1, a lower
bound ‖EN‖B−1∞,q→B−1∞,q & N is obtained by duality in §7.2.
In §10 we gather the negative results for Theorem 1.8 at the edge s = d/p−
d with p ≤ 1. Again, we rule out the cases q > 1, as Haar functions do not
belong to the dual space (B
d/p−d
p,q )∗ = B0∞,q′ . Moreover, we show in Theorem
10.1 that the individual operators EN are unbounded on B
d/p−d
p,q when q > p.
We shall actually prove sharp results if one restricts to compactly supported
functions. To quantify these we use the following definition.
Definition 1.10. Let Q be an open dyadic cube in Rd of side length ≥ 1/2
and X be a (quasi-)Banach space of tempered distributions S ′(Rd). For a
linear operator T defined on those f ∈ X which are supported in Q we set
(10) Op(T,X,Q) = sup
{‖Tf‖X : ‖f‖X ≤ 1, supp(f) ⊂ Q}.
In Theorem 10.2 the precise growth of Op(EN , B
d/p−d
p,q , Q) is obtained for
the range dd+1 ≤ p ≤ q ≤ 1 where it is shown that
Op
(
EN , B
d/p−d
p,q , Q
) ≈ (2Nd|Q|) 1p− 1q .
We also show that the above-mentioned lower bounds for s = 1 have a sharp
local analogue, namely for every cube Q of sidelength ≥ 1 one has
Op
(
EN , B
1
p,q, Q
) ≈ N 1p− 1q , dd+1 < p < 1, q ∈ [p,∞].
We now turn to the uniform boundedness of the operators SUR, associated
with strongly admissible enumerations U . We prove in §9.1 that if EN (and
TN [·, a]) are uniformly bounded in Bsp,q then we also have, for each fixed Q,
(11) sup
R∈N
Op
(
SUR, B
s
p,q, Q
)
<∞.
Assuming (11), one has the local Schauder basis property if and only if the
span of the Haar system is dense in Bsp,q.
The density of spanHd in B
s
p,q is studied separately in §8. It clearly fails
when p = ∞ or q = ∞ because Bsp,q is not separable in those cases. When
s = 1, we also show that density fails in B1p,q when
d
d+1 ≤ p < 1 and q ≤ p.
This gives the negative results in Theorem 1.4 for those cases. We do not
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know, however, whether density should also fail in the remaining cases q > p;
see our discussion in §8.1.
The positive Schauder basis results in Theorem 1.3 are obtained in §9.2.
They follow from §9.1 and the fact that the Bsp,q(Rd)-norms can be ‘localized’
if and only if p = q. Moreover, we actually prove the Schauder basis (resp.
basic sequence) property in the Bourdaud spaces (Bsp,q)ℓp , in the range of
Theorem 1.4 (resp. 1.8 and 1.9). We remark that these spaces coincide
with Bsp,q if and only if p = q. Alternatively, the positive statement in (iii)
of Theorem 1.3 is also a special case of a more general result for Triebel-
Lizorkin spaces F sp,q(R
d) in [6].
In §11 we construct an explicit strongly admissible enumeration U for
which
SUR(m)f = Emf if supp(f) ⊂ (−5, 5)d,
for a suitable sequence R(m). One can then apply the examples on un-
boundedness of EN when restricted to functions on cubes, alluded to above,
to see that (11) fails. This gives the negative results in Theorems 1.4 and
1.3 at the edge s = d/p− d, for dd+1 < p ≤ 1 and all q > p.
This same enumeration U is used in §12 to show that, when q ∈ (0, p), the
operators SUR are not uniformly bounded in the whole spaces B
d/p−d
p,q (Rd) if
d
d+1 < p ≤ 1, or B
1/p−1
p,q (Rd) if 1 < p <∞. Hence U is not a Schauder basis
in these cases.
Finally, regarding the negative results in Theorem 1.1, examples showing
the failure of unconditionality for parameters (1/p, s) on the boundary of P
are given in §13 for the case Bd/p−dp,q with dd+1 < p ≤ 1, and in §14 for the
case B
1/p−1
p,q with 1 < p < ∞. Since the argument in §13 also applies to a
similar result for Triebel-Lizorkin spaces, we include lower bounds for those
as well.
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2. Preparatory results
2.1. Besov quasi-norms. Let s ∈ R and 0 < p ≤ ∞ be given. Throughout
the paper we fix a number A > d/p and an integer
(12) M > A+ |s|+ 2.
Consider two functions β0, β ∈ C∞c (Rd), supported in (−1/2, 1/2)d , with
the properties |β̂0(ξ)| > 0 if |ξ| ≤ 1, |β̂(ξ)| > 0 if 1/8 ≤ |ξ| ≤ 1 and β has
vanishing moments up to order M , that is
(13)
∫
Rd
β(x) xm11 · · · xmdd dx = 0, ∀ mi ∈ N0 with m1 + . . .+md ≤M .
The optimal value of M is irrelevant for the purposes of this paper, and (12)
suffices for our results. We let βk := 2
kdβ(2k·) for each k ≥ 1, and denote
Lk(f) = βk ∗ f
whenever f ∈ S ′(Rd). It is then known, see e.g. [17, 2.5.3], that an equivalent
quasi-norm in the Besov spaces Bsp,q(R
d), 0 < q ≤ ∞, is given by
(14)
∥∥g∥∥
Bsp,q
≈
∥∥∥{2ksLkg}∞k=0∥∥∥ℓq(Lp) .
Recall also that bsp,q denotes the closure of S(Rd) in the Bsp,q norm. When
p <∞ and q =∞, it not difficult to see that bsp,∞ coincides with the set of
all g ∈ S ′(Rd) such that
(15) lim
k→∞
2ks‖Lkg‖p = 0.
The space bs∞,∞ coincides with the set of all g ∈ S ′(Rd) such that Lkg ∈ C0
for all k ∈ N and such that limk→∞ 2ks‖Lkg‖∞ = 0.
Next, let η0 ∈ C∞c (Rd) be supported on {ξ : |ξ| < 3/8} and such that
η0(ξ) = 1 if |ξ| ≤ 1/4. We consider the following frequency localization
operators
Λ̂0f(ξ) =
η0(ξ)
β̂0(ξ)
f̂(ξ) ,(16a)
Λ̂kf(ξ) =
η0(2
−kξ)− η0(2−k+1ξ)
β̂(2−kξ)
f̂(ξ), k ≥ 1,(16b)
so that f =
∑∞
j=0LjΛjf with convergence in S ′. It is also well-known that
(17)
∥∥f∥∥
Bsp,q
≈
∥∥∥{2ksΛkf}∞k=0∥∥∥ℓq(Lp) .
In particular, if we let ΠN =
∑N
j=0 LjΛj , then
(18) sup
N
‖ΠNf‖Bsp,q . ‖f‖Bsp,q .
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Below we shall be interested in uniformly bounded extensions of the
dyadic averaging operators EN defined in (7). Observe that
EN −ΠN = EN (I −ΠN ) − (I − EN )ΠN ,
so if we denote
E⊥N = I − EN ,
then, using (14), we have∥∥ENf −ΠNf∥∥Bsp,q . ∥∥∥{2ks ∞∑
j=N+1
LkENLjΛjf
}∞
k=0
∥∥∥
ℓq(Lp)
+(19)
+
∥∥∥{2ks N∑
j=0
LkE
⊥
NLjΛjf
}∞
k=0
∥∥∥
ℓq(Lp)
.
Thus, as in [4], the uniform bounds of EN will be reduced to suitable esti-
mates for the compositions LkENLj and LkE
⊥
NLj, for each j, k ≥ 0.
2.2. Local estimates. We consider the following Peetre maximal operators:
if j ≥ 0 and g is continuous, then
Mjg(x) = sup
|h|∞≤2−j+5
|g(x+ h)|,
M∗A,jg(x) = sup
|h|∞≤25
|g(x+ h)|
(1 + 2j |h|)A ,
M∗∗A,jg(x) = sup
h∈Rd
|g(x+ h)|
(1 + 2j |h|)A .
Clearly, we have the pointwise relations Mjg .M∗A,jg ≤M∗∗A,jg.
The following lemma was proved in [4, Lemma 2.2] using the cancellation
properties of Lmax{j,k}.
Lemma 2.1. For j, k ≥ 0 we have
(20) |LkLjg(x)| . 2−|k−j|(M−A)M∗A,max{j,k}g(x).
We remark that the larger maximal function M∗∗A,max{j,k}f was used in
[4, Lemma 2.2], in place of M∗A,max{j,k}f . However, since the convolution
kernel of LjLk is supported on a cube of sidelength 2
−j + 2−k, it is clear
that (20) holds as well.
From our previous work [4] we have the following crucial estimates.
Proposition 2.2. Let 0 < p ≤ ∞ and
(21) Bp(j, k,N) =

2N−j 2
j−k
p 2
(j−N)(d−1)( 1
p
−1)+ if j, k > N,
2
N−k
p 2j−N if j ≤ N < k,
2k−N2j−N2(N−k)d(
1
p
−1)+ if 0 ≤ j, k ≤ N,
2
k−j+ j−N
p
+[N−k+(j−k)(d−1)]( 1
p
−1)+ if k ≤ N < j.
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Then the following inequalities hold for all continuous functions g :
(i) For j ≥ N + 1,
(22) ‖LkEN [Ljg]‖p
.
{
Bp(j, k,N)‖Mjg‖p if k ≥ N + 1,
Bp(j, k,N)‖Mjg‖p + 2−|j−k|(M−A)‖M∗A,jg‖p if 0 ≤ k ≤ N.
(ii) For 0 ≤ j ≤ N ,
(23) ‖LkE⊥N [Ljg]‖p
.
{
Bp(j, k,N)‖Mjg‖p + 2−|j−k|(M−A)‖M∗A,jg‖p if k ≥ N + 1,
Bp(j, k,N)‖Mjg‖p if 0 ≤ k ≤ N.
(iii) The same bounds hold if the operators EN in (i) and E
⊥
N in (ii) are
replaced by TN [·, a] (as defined in (9)), uniformly in ‖a‖∞ ≤ 1.
Remark. These bounds are contained in [4, §2], although the statement of
[4, Proposition 2.1] is slightly less general. Namely, applying these bounds
to g ∈ S ′(Rd) such that supp ĝ ⊂ {|ξ| ≤ 2j+1}, and using additionally the
Peetre inequality ‖M∗∗A,jg‖p . ‖g‖p, for A > d/p, one obtains [4, Proposition
2.1]. The formulation here will be applied later to functions of the form
g = ζ Λjf with f ∈ S ′(Rd) and ζ ∈ C∞c . 
The statement of Proposition 2.2 can be put into a more convenient form.
First, when g = Λjf , the Peetre maximal inequality gives ‖M∗∗A,j(Λjf)‖p .
‖Λjf‖p provided that A > d/p. Next, if M ≥ A + 1 then in the cases k ≤
N < j and j ≤ N < k the term 2−|j−k|(M−A) is dominated by Bp(j, k,N)
and thus the statement can be simplified. Finally, we shall use the quantities
(24) Up,s(j, k,N) := 2
(k−j)sBp(j, k,N) ;
see also (27) and (33) below. We then obtain
Corollary 2.3. Let Up,s(j, k,N) be as in (24). Then for all f ∈ S ′(Rd)
(25) 2ks‖LkENLjΛjf‖p . Up,s(j, k,N) 2js ‖Λjf‖p, if j ≥ N + 1,
and
(26) 2ks‖LkE⊥NLjΛjf‖p . Up,s(j, k,N) 2js ‖Λjf‖p, if j ≤ N.
The same holds with EN and E
⊥
N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
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3. Upper bounds for p ≤ 1
In the range p ≤ 1, the constants in (24) take the following explicit form
(27) Up,s(j, k,N) =

2k(s−
1
p
)2j(
d
p
−d−s)2N(d−
d−1
p
) if j, k > N
2
k(s− 1
p
)
2j(1−s)2
N( 1
p
−1)
if j ≤ N < k
2
k(s+d+1− d
p
)
2j(1−s)2
N(d
p
−d−2)
if 0 ≤ j, k ≤ N
2k(s+d+1−
d
p
)2j(
d
p
−d−s)2−N if k ≤ N < j.
We now state four propositions corresponding to the four cases of (27). We
then sketch the straightforward proofs.
Proposition 3.1. For d−1d < p ≤ 1 and r > 0,
(28a)
(∑
k>N
2ksr
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥r
p
)1/r
.
supj>N 2
js‖Λjf‖p if d(1p − 1) < s < 1p ,(∑
j>N 2
jsp‖Λjf‖pp
)1/p
if s = d(1p − 1) < 1p .
For p = 1 and s = 1 we have
(28b) sup
k>N
2k
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥
1
. sup
j>N
2j‖Λjf‖1.
The same inequalities hold when EN is replaced with TN [·, a] if ‖a‖∞ ≤ 1.
Proposition 3.2. For 0 < p < 1 and r > 0,
(29a)
(∑
k>N
2ksr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
.

supj≤N 2
js‖Λjf‖p if s < 1,(∑N
j=0 2
jsp‖Λjf‖pp
)1/p
if s = 1
2(s−1)N sup
j≤N
2js‖Λjf‖p if 1 < s < 1/p.
Inequality (29a) also holds for p = 1 and s < 1. When p = s = 1 we have
(29b) sup
k>N
2k
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥
1
.
N∑
j=0
2j‖Λjf‖1
The same statements hold with E⊥N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
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Proposition 3.3. For dd+2 < p ≤ 1 and r > 0,
(30)
(∑
k≤N
2ksr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
.

supj≤N 2
js‖Λjf‖p if dp − d− 1 < s < 1,(∑N
j=0 2
jsp‖Λjf‖pp
)1/p
if s = 1
2(s−1)N supj≤N 2
js‖Λjf‖p if 1 < s < 1/p.
The same inequality holds with E⊥N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
Proposition 3.4. For 0 < p ≤ 1 and r > 0,
(31)
(∑
k≤N
2ksr
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥r
p
)1/r
.
supj>N 2
js‖Λjf‖p if s > dp − d,(∑
j>N 2
jsp‖Λjf‖pp
)1/p
if s = dp − d.
The same inequality holds with EN replaced by TN [·, a] if ‖a‖∞ ≤ 1.
Proofs. The proofs of the four propositions involve Corollary 2.3 and an
application of the p-triangle inequality for p ≤ 1.
Proof of Proposition 3.1. First observe that the range of s in (28a) is non-
trivial if and only if p > d/(d−1). Let Σr denote the left hand side of (28a).
Then the p-triangle inequality and Corollary 2.3 give
Σr ≤
(∑
k>N
2ksr
[∑
j>N
‖LkENLjΛjf‖pp
] r
p
)1/r
.
(∑
k>N
[∑
j>N
Up,s(j, k,N)
p 2jsp‖Λjf‖pp
] r
p
)1/r
.
When d(1p − 1) < s < 1p this implies
Σr .
(∑
k>N
[∑
j>N
2
k(s− 1
p
)p
2
j(d
p
−d−s)p
2
N(d− d−1
p
)p] rp)1/r sup
ℓ>N
2ℓs‖Λℓf‖p,
which gives the asserted expression because the series above is bounded
(uniformly in N). At the endpoint s = d(1p − 1) < 1p we have
Σr .
(∑
k>N
2(k−N)(s−
1
p
)r
)1/r (∑
j>N
2jsp‖Λjf‖pp
) 1
p
,
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which also leads to the asserted expression in (28a). Finally, if s = p = 1,
using that Up,s(j, k,N) = 2
N−j we obtain
Σ∞ .
∑
j>N
2N−j 2j‖Λjf‖1 ≤ sup
ℓ>N
2ℓ‖Λℓf‖1. 
Proof of Proposition 3.2. The left hand side of (29a) is controlled by(∑
k>N
[∑
j≤N
Up,s(j, k,N)
p 2jsp‖Λjf‖pp
]r/p)1/r
.
(∑
k≥N
2k(s−
1
p
)r2N(
1
p
−1)r
) 1
r
(∑
j≤N
2j(1−s)p[2js‖Λjf‖p]p
) 1
p
.
If s < 1/p the first sum can be evaluated as C2(p, s, r)2
N(s−1) and the above
expression is dominated by a constant times(∑
j≤N
2(j−N)(1−s)p[2js‖Λjf‖p]p
) 1
p
.
(29a) follows immediately. The proof of (29b) is similar. 
Proof of Proposition 3.3. The left hand side of (30) is controlled by(∑
k≤N
[∑
j≤N
Up,s(j, k,N)
p 2jsp‖Λjf‖pp
]r/p)1/r
.
(∑
k≤N
2
k(s+d+1− d
p
)r
2
N(d
p
−d−2)r
) 1
r
(∑
j≤N
2j(1−s)p[2js‖Λjf‖p]p
) 1
p
.
If s > dp − d− 1 the first factor can be evaluated to be C3(p, s, r)2N(s−1) and
the above expression is again dominated by a constant times(∑
j≤N
2(j−N)(1−s)p[2js‖Λjf‖p]p
) 1
p
.
Note that for the s-range in (30) to be nontrivial we want dp − d− 1 < 1, i.e.
p > dd+2 . Now (30) follows easily. 
Proof of Proposition 3.4. The left hand side of (31) is controlled by(∑
k≤N
[∑
j>N
Up,s(j, k,N)
p 2jsp‖Λjf‖pp
]r/p)1/r
.
(∑
k≤N
2
k(s+d+1− d
p
)r
2−Nr
) 1
r
(∑
j>N
2
j(d
p
−d−s)p
[2js‖Λjf‖p]p
) 1
p
.
In the range s ≥ dp−d under consideration the first factor can be evaluated to
be C4(p, s, r)2
N(s+d− d
p
)
and the above expression is dominated by a constant
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times (∑
j>N
2
−(j−N)(s− d
p
+d)p
[2js‖Λjf‖p]p
) 1
p
.
This yields (31). 
Remark 3.5. The proofs of Propositions 3.1 and 3.4 show that each operator
EN admits an extension to B
s
p,q(R
d) in the ranges of indices (iv), (v) and
(vi) of Theorem 1.8, namely
(32) EN (f) :=
∞∑
j=0
EN [LjΛjf ], in B
s
p,q.
Indeed, for all r > 0 and for J2 > J1 > N one has, in cases (iv) and (v),∥∥EN ( J2∑
j=J1
LjΛjf)
∥∥
Bsp,r
.N 2
−J1ε‖f‖Bsp,∞ ,
with ε = s− d(1/p − 1) > 0, and in case (vi)∥∥EN ( J2∑
j=J1
LjΛjf)
∥∥
Bsp,r
.N
( J2∑
j=J1
2jsp‖Λjf
∥∥p
p
) 1
p
.
Proof of Theorem 1.8: Sufficiency for dd+1 ≤ p ≤ 1. In view of (18), (19) and
trivial embeddings of Besov spaces, the uniform boundedness of EN follows
immediately from the above four propositions. 
4. Upper bounds for 1 ≤ p ≤ ∞
When p ≥ 1 the constants in (24) take the form
(33) Up,s(j, k,N) =

2
k(s− 1
p
)
2
j( 1
p
−1−s)
2N if j, k > N,
2k(s−
1
p
)2j(1−s)2N(
1
p
−1) if j ≤ N < k
2k(1+s)2j(1−s)2−2N if 0 ≤ j, k ≤ N,
2k(1+s)2j(
1
p
−1−s)2−
N
p if k ≤ N < j.
Again we state four propositions corresponding to the four cases of (33).
Proposition 4.1. Suppose 1 ≤ p ≤ ∞. Then
(34a) sup
k>N
2ks
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥
p
. sup
j>N
2js‖Λjf‖p, if 1p − 1 < s ≤ 1p .
Moreover, for all r > 0
(34b)
(∑
k>N
2ksr
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥r
p
)1/r
.
{
supj>N 2
js‖Λjf‖p if 1p − 1 < s < 1p ,∑
j>N 2
js‖Λjf‖p if s = 1p − 1.
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The same inequalities hold with EN replaced by TN [·, a] if ‖a‖∞ ≤ 1.
Proposition 4.2. Suppose 1 ≤ p ≤ ∞. Then for all r > 0
(35a)
(∑
k>N
2ksr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
. sup
j≤N
2js‖Λjf‖p, if s < 1p .
Moreover, if s = 1p < 1 then
(35b) sup
k>N
2ks
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥
p
. sup
j≤N
2js‖Λjf‖p,
and if s = p = 1 then
(35c) sup
k>N
2k
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥
1
.
∑
j≤N
2j‖Λjf‖1.
The same inequalities hold with E⊥N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
Proposition 4.3. Let 1 ≤ p ≤ ∞ and r > 0. Then
(36a)
(∑
k≤N
2ksr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
. sup
j≤N
2js‖Λjf‖p if − 1 < s < 1.
Moreover, for the case s = −1 we have
(36b) sup
k≤N
2−k
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥
p
. sup
j≤N
2−j‖Λjf‖p,
and for the case s = 1 we have
(36c)
(∑
k≤N
2kr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
.
N∑
j=0
2j‖Λjf‖p.
The same inequalities hold with E⊥N replaced by TN [·, a] if ‖a‖∞ ≤ 1.
Proposition 4.4. Let 1 ≤ p ≤ ∞. Then for all r > 0,
(37a)
(∑
k≤N
2ksr
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥r
p
)1/r
. sup
j>N
2js‖Λjf‖p if s > 1p − 1
Moreover, for the case s = 1p − 1 and 1 ≤ p <∞,
(37b)
(∑
k≤N
2k(
1
p
−1)r
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥r
p
)1/r
.
∞∑
j=N+1
2j(
1
p
−1)‖Λjf‖p.
Finally, for the case s = −1 and p =∞
(37c) sup
k≤N
2−k
∥∥∥∑
j>N
LkENLjΛjf
∥∥∥
∞
.
∞∑
j=N+1
2−j‖Λjf‖∞.
The same inequalities hold when EN is replaced by TN [·, a], with ‖a‖∞ ≤ 1.
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Proofs. The proofs of the four propositions involve Corollary 2.3 and an
application of the triangle inequality for Lp when p ≥ 1.
Proof of Proposition 4.1. Assume s < 1/p. By the triangle inequality and
Corollary 2.3 the left hand side of (34b) is estimated by(∑
k>N
2ksr
[∑
j>N
‖LkENLjΛjf‖p
]r) 1
r
.
(∑
k>N
[∑
j>N
Up,s(j, k,N)2
js‖Λjf‖p
]r) 1
r
.
(∑
k>N
2
k(s− 1
p
)r
) 1
r
∑
j>N
2
j( 1
p
−1−s)
2N2js‖Λjf‖p.
When s < 1/p the first factor is c(p, s, r)2N(s−1/p) and we see that the entire
expression is dominated by a constant times∑
j>N
2(N−j)(s+1−
1
p
)2js‖Λjf‖p
which proves (34b) and of course also (34a) when s < 1/p. Replacing the ℓr
norm by a supremum in the above proof we see that (34a) is valid even for
s = 1/p. 
Proof of Proposition 4.2. Let s < 1/p. The left hand side of (35a) is esti-
mated by a constant times(∑
k>N
[∑
j≤N
Up,s(j, k,N)2
js‖Λjf‖p
]r) 1
r
.
(∑
k>N
2
k(s− 1
p
)r
) 1
r
∑
j≤N
2j(1−s)2
N( 1
p
−1)
2js‖Λjf‖p
.
∑
j≤N
2(j−N)(1−s)2js‖Λjf‖p.
This easily yields (35a). The proofs of (35b), (35c) are similar. 
Proof of Proposition 4.3. Assume s > −1. The left hand side of (36a) is
estimated by a constant times(∑
k≤N
[∑
j≤N
Up,s(j, k,N)2
js‖Λjf‖p
]r) 1
r
.
(∑
k≤N
2k(1+s)r
) 1
r
∑
j≤N
2j(1−s)2−2N2js‖Λjf‖p ,
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and since the first factor is c˜(p, q, r)2N(1+s) we estimate the expression by a
constant times ∑
j≤N
2(j−N)(1−s)2js‖Λjf‖p.
This easily yields (36a) and also (36c). The proof of (36b) which has a
supremum in k for the case s = −1 is similar. 
Proof of Proposition 4.4. Let s > −1. The left hand side of (37a) is esti-
mated by a constant times( ∑
k≤N
[∑
j>N
Up,s(j, k,N)2
js‖Λjf‖p
]r) 1
r
.
(∑
k≤N
2k(1+s)r
) 1
r
∑
j>N
2
j( 1
p
−1−s)
2
−N
p 2js‖Λjf‖p
.
∑
j>N
2(j−N)(
1
p
−1−s)2js‖Λjf‖p
which yields (37a) and also (37b). The proof of (37c) for the case s = −1 is
similar. 
Remark 4.5. Similar reasonings as in Remark 3.5 justify the meaning of the
extension formula for EN in (32), for the ranges of indices in (i), (ii), (iii)
in Theorem 1.8, and the cases (i), (ii) in Theorem 1.9. In the special case
s = 1/p, for 1 < p ≤ ∞, one has∥∥EN (∑J2j=J1 LjΛjf)∥∥B1/pp,∞ .N 2−J1‖f‖Bsp,∞ ,
so the series
∑∞
j=0 EN (LjΛjf) always converges in B
1/p
p,∞, even though the
series
∑∞
j=0 LjΛjf only does if f ∈ b1/pp,∞.
Proof of Theorems 1.8 and 1.9: Sufficiency for 1 ≤ p ≤ ∞. As before, one
uses the previous four propositions combined with (18), (19) and trivial
embeddings of Besov spaces. 
5. Necessary conditions for boundedness when s = 1/p
It is well known that the characteristic function of a cube (and also the
Haar functions) do not belong to B
1/p
p,q for any q < ∞; see [15, 2.6.3 (18)].
In this section we elaborate a bit more on this result.
Recall that bsp,∞ denotes the closure of the Schwartz space in the B
s
p,∞
norm. Note also that Bsp,q ⊂ bsp,∞ for all q < ∞; see (15) above. Finally,
spanHd denotes the vector space of all finite linear combinations of Haar
functions.
Proposition 5.1. Let 0 < p ≤ ∞. Then
b1/pp,∞ ∩ spanHd = {0}.
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Before proving this proposition we define, given M ∈ N, certain test
functions Ψ with vanishing moments of order up to 2M (which, along with
their dilates ΨN = 2
NdΨ(2N ·), will be also be used in subsequent sections).
5.1. Tensorized test functions. Given M ∈ N, consider a non-negative even
function φ0 ∈ C∞c (−18 , 18) such that φ
(2M)
0 (t) > 0 for all t in some interval
[−2ε, 2ε] (with ε < 1/16). Since φ̂0(0) =
∫
φ0 > 0, dilating if necessary we
may also assume that φ̂0 6= 0 on (−1, 1). Let ϕ0 ∈ C∞c ((−18 , 18)d−1) be such
that ϕ̂0 6= 0 on (−1, 1)d−1 and ϕ̂0(0) = 1. For M ≥ 1, let
θ(t) = ( ddt)
2Mφ0(t), ϑ(x2, . . . , xd) =
(
∂2
∂x22
+ · · · + ∂2
∂x2d
)M
ϕ0(x
′).
In one dimension the function ϑ is obsolete and we just define Ψ = θ. If
d ≥ 2 we define
(38) Ψ(x) = ∆M [φ0 ⊗ ϕ0](x) = θ(x1)ϕ0(x′) + φ0(x1)ϑ(x′).
Clearly, ∫
Rd
Ψ(y)ym11 · · · ymdd dy = 0, when m1 + . . .+md < 2M.
If we choose 2M ≫ |s|+ d/p − d then for all f ∈ Bsp,q(Rd),
(39) ‖f‖Bsp,q &
∥∥∥{2ksΨk ∗ f}k∈N∥∥∥ℓq(Lp).
5.2. Proof of Proposition 5.1. We argue by contradiction and assume that
there is a nontrivial f ∈ b1/pp,∞∩ spanHd. Then for some N ∈ N we can write
f as
f =
∑
ν∈Γ
aν1IN,ν ,
where IN,ν =
∏d
i=1[νi2
−N , (νi+1)2
−N ), Γ is a finite nonempty subset of Zd,
and aν ∈ C with aν 6= 0 for ν ∈ Γ.
Consider the usual partial order in Zd, that is for µ, ν ∈ Zd we say that
µ ≤ ν if µi ≤ νi ∀ i = 1, . . . , d.
Pick a minimal element µ ∈ Γ, meaning that that if ν ∈ Γ and ν ≤ µ then
necessarily ν = µ. Now consider the function
g(x) = f(2−N (x+ µ))/aµ,
which also belongs to b
1/p
p,∞∩spanHd. Note that g is now a linear combination
of disjoint unit cubes and satisfies
(40) g(x) =
{
1 if x ∈ [0, 1)d
0 if x ∈ (−1, 1)d \ [0, 1)d.
This last property is a consequence of the minimality of µ.
22 G. GARRIGO´S A. SEEGER T. ULLRICH
Consider now the function Ψ ∈ C∞c (Rd) as in (38), with the pairs of
functions φ0, θ and ϕ0, ϑ as in the paragraph preceding that definition. So,
in particular, ∫
Rd−1
ϕ0(x
′) dx′ = 1 and
∫
Rd−1
ϑ(x′) dx′ = 0.
Observe further that for t ∈ [−2ε,−ε]∫ ∞
0
θ(t− s)ds =
∫ t
−∞
θ(u)du = −
∫ 0
t
θ(u)du ≤ −
∫ 0
−ε
θ(s)ds
since
∫ 0
−∞ θ(s)ds = φ
(2M−1)
0 (0) = 0 (because φ0 is even) and θ(u) > 0 for
u ∈ (−2ε, 0). Thus, if we set
c :=
∫ 0
−ε
θ(s)ds > 0
we obtain
(41)
∫ ∞
0
θ(t− s)ds ≤ −c, ∀ t ∈ [−2ε,−ε].
Next consider Ψk(x) = 2
kdΨ(2kx), k ≥ 1, and note that Ψ has enough
vanishing moments so that
‖h‖
B
1/p
p,∞
& sup
k≥1
2k/p‖Ψk ∗ h‖p, h ∈ B1/pp,∞.
Moreover, since g ∈ b1/pp,∞ we also have
(42) 2k/p‖Ψk ∗ g‖p → 0, as k →∞.
We show that this leads to a contradiction. Indeed, if x1 ∈ [−ε21−k,−ε2−k]
and x′ ∈ [1/4, 3/4]d−1 then, using that suppΨk(x−·) ⊂ (−1, 1)×(1/8, 7/8)d−1 ,
we may apply (40) and (41) to obtain
g ∗Ψk(x) =
∫
[0,1)d
Ψk(x− y) dy
=
∫ 1
0
θk(x1 − y1) dy1
∫
(0,1)d−1
ϕ0,k(x
′ − y′) dy′ +
+
∫ 1
0
φ0,k(x1 − y1) dy1
∫
(0,1)d−1
ϑk(x
′ − y′) dy′
= 2k
∫ 1
0
θ(2k(x1 − y1)) dy1 =
∫ 2k
0
θ(2kx1 − u) du
=
∫ ∞
0
θ(2kx1 − u) du ≤ −c/2.
Thus we must have
‖g ∗Ψk‖p ≥ (c/2) (ε2−k)1/p(1/2)
d−1
p ,
which contradicts (42). 
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Remark. In the recent work [20] by Yuan, Sickel and Yang, the authors
study regularity properties of the Haar system in other Besov-type spaces
Bs,τp,q (Rd) which serves as a first step to investigate its basis properties in
these spaces.
6. Necessary conditions for boundedness when s = 1
We now consider the necessity of the condition q ≤ p in part (iv) of
Theorem 1.8. This restriction was also noticed in [8]. For q > p we show that
the operators EN are bounded, but not uniformly bounded and determine
the precise behavior of the operator norms as N → ∞. The lower bounds
will be obtained by testing with suitable functions with compact support;
we refer to (10) for the notation in the next theorem.
Theorem 6.1. Suppose that either
(i) dd+1 < p < 1 and p ≤ q ≤ ∞, or
(ii) p = 1 and q =∞.
Then for large N
‖EN‖B1p,q→B1p,q ≈ N
1
p
− 1
q .
Moreover, for cubes Q of side length ≥ 1/2,
Op
(
EN , B
1
p,q, Q
) ≈ N 1p− 1q .
Proof of the upper bounds in Theorem 6.1. Letting s = 1 in Propositions
3.1 and 3.4 (and noticing that d(1p − 1) < 1 < 1p when dd+1 < p < 1), we see
that ∥∥∥{2k ∑
j>N
LkENLjΛjf
}∞
k=0
∥∥∥
ℓq(Lp)
. ‖f‖B1p,∞ ≤ ‖f‖B1p,q .
On the other hand, letting s = 1 in Propositions 3.2 and 3.3, and using
Ho¨lder’s inequality we obtain∥∥∥{2k ∑
j≤N
LkE
⊥
NLjΛjf
}∞
k=0
∥∥∥
ℓq(Lp)
.
( N∑
j=0
2jp‖Λjf‖pp
)1/p
. N1/p−1/q ‖f‖B1p,q .
Combining this with (18) and (19) we obtain ‖EN‖B1p,q→B1p,q . N
1
p
− 1
q . The
above arguments also apply if s = p = 1, provided we let q =∞. 
Proof of the lower bounds in Theorem 6.1. We shall actually prove a stronger
result which gives a lower bound even for a B1p,q → B1p,∞ estimate and for
functions supported in the open unit cube Q0 = (0, 1)
d.
Theorem 6.2. If 0 < p ≤ 1 and p ≤ q ≤ ∞, then there is cp,q > 0 such
that, for each N ≥ 1,
(43) sup
{
‖ENf‖B1p,∞ : ‖f‖B1p,q ≤ 1, supp(f) ⊂ Q0
}
≥ cp,qN
1
p
− 1
q .
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Fix u ∈ C∞c (R) supported in (1/8, 7/8) with u(t) = 1 for t ∈ [1/4, 3/4],
and χ ∈ C∞c (Rd−1) supported in (1/8, 7/8)d−1 with χ(x′) = 1 for x′ ∈
(1/4, 3/4)d−1 ; here x′ = (x2, . . . , xd). Define, for large N , functions of one
variable
(44) gN,j(t) = e
2πi2jtu(Nt− 2j), j ∈ N,
and let
(45) fN (x) = χ(x2, . . . , xd)
∑
N/8<j<N/4
2−jgN,j(x1).
Lemma 6.3. For p ≤ q ≤ ∞ we have
(46) ‖fN‖B1p,q . N1/q−1/p.
Proof. We estimate LkfN = βk ∗ fN . If 2k ≤ N , since βk ∗ fN is compactly
supported and ‖βk ∗ fN‖∞ . ‖fN‖∞ . 2−N/8, then( log2N∑
k=0
2kq‖βk ∗ fN‖qp
)1/q
. N 2−N/8 ≪ N1/q−1/p.
Assume now that 2k > N . First notice that the sets
(47) suppβk ∗ gN,j ⊂
{2j
N + (− 2N , 2N )
}× (0, 1)d−1, N8 < j < N4 ,
are pairwise disjoint, and thus
(48) ‖βk ∗ fN‖p =
( ∑
N
8
<j<N
4
2−jp‖βk ∗ (gN,j ⊗ χ)‖pp
)1/p
.
Next, we distinguish the cases j ≥ k and j ≤ k. When j ≥ k, if we integrate
by parts M -times with respect to y1 in the convolution we obtain
βk ∗ (gN,j ⊗ χ)(x) =
∫
∂M
∂y1
[
βk(x− y)u(Ny1 − 2j)χ(y′)
] e2πi2jy1
(−2πi2j)M dy1 dy
′
and thus, using that N < 2k,
‖βk ∗ (gN,j ⊗ χ)‖p . 2−(j−k)MN−1/p, j ≥ k.
For N/8 < j ≤ k we use the cancellation of the βk (with M vanishing
moments) to obtain
‖βk ∗ (gN,j ⊗ χ)‖p . 2−kM ‖∂MgN,j‖∞N−
1
p . 2−(k−j)MN−1/p, j ≤ k.
Thus( ∑
2k>N
2kq‖βk ∗ fN‖qp
) 1
q
=
( ∑
2k>N
2kq
[ ∑
N
8
<j<N
4
2−jp‖βk ∗ (gN,j ⊗ χ)‖pp
] q
p
) 1
q
.
( ∑
2k>N
[ ∑
N
8
<j<N
4
2(k−j)p2−|j−k|Mp
] q
p
) 1
q
N−
1
p . N
1
q
− 1
p . 
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We now take ΨN = 2
NdΨ(2N ·) with Ψ as in §5.1, and we shall prove that
(49) ‖ENfN‖B1p,∞ & 2N‖ΨN ∗ ENfN‖p & 1.
Define Θ : R→ R by
(50) Θ(t) =
∫ t
−∞
θ(s)ds
with θ = φ
(2M)
0 as in §5.1 and observe that Θ is odd, supported in (−18 , 18)
and
∫∞
−∞Θ(t)dt = 0. In particular,
(51)
∫ 1/8
0
|Θ(t)|pdt 6= 0.
Let E
(1)
N and E
(d−1)
N be the dyadic averaging operators on R and R
d−1,
respectively. If we denote θN = 2
Nθ(2N ·), N ≥ 1, then we claim that
(52) ΨN ∗ (EN [gN,j ⊗ χ])(x1, x′) = θN ∗ (E(1)N gN,j)(x1), for x′ ∈ (13 , 23 )d−1.
Indeed, for x′ ∈ (13 , 23)d−1 it is easily seen that
2N(d−1)ϕ0(2
N ·) ∗ E(d−1)N χ(x′) =
∫
ϕ0(y
′)dy′ = 1,
2N(d−1)ϑ(2N ·) ∗ E(d−1)N χ(x′) =
∫
ϑ(y′)dy′ = 0.
The proof of the lower bound in (49) will rely on the following lemma.
Lemma 6.4. Let ν ∈ Z and I˜N,ν =
[
ν
2N
, ν+1/8
2N
]
. Then, for every t ∈ I˜N,ν
and N/8 < j < N/4 we have
(53) θN ∗ (E(1)N gN,j)(t) = 2−N g′N,j
(
ν
2N
)
Θ(2N t− ν) +O(2−2(N−j)).
Moreover if ν
2N
∈ [2jN + 14N , 2jN + 34N ] then g′N,j(2−Nν) = 2πi2je2πi2
j−N ν.
Proof. The last assertion is immediate by the definition of gN,j in (44). So
we focus in proving (53). We split
θN ∗ E(1)N gN,j = θN ∗ (E(1)N − I)gN,j + θN ∗ gN,j
and observe that from the cancellation properties of θN we have
‖θN ∗ gN,j‖∞ . 2−2N‖g′′N,j‖∞ . 2−2N (22j +N2)
which for N/8 ≤ j ≤ N/4 implies ‖θN ∗ gN,j‖∞ . 2−2(N−j). Let IN,ν =
[2−Nν, 2−N (ν + 1)). For t ∈ I˜N,ν we have supp θN (t− ·) ⊂ IN,ν−1 ∪ IN,ν , so
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recalling (50) we obtain
θN ∗ (E(1)N − I)gN,j(t) =∫
2NΘ′(2N (t− s))×
[
1IN,ν (s)
(
−
∫
IN,ν
gN,j(w)dw − gN,j(s)
)
+ 1IN,ν−1(s)
(
−
∫
IN,ν−1
gN,j(w)dw − gN,j(s)
)]
ds
For s ∈ IN,ν , using Taylor expansions one sees that
−
∫
IN,ν
gN,j(w)dw − gN,j(s)
= −
∫
IN,ν
g′N,j(s)(w − s)dw +−
∫
IN,ν
∫ 1
0
(1− σ)g′′N,j(s + σ(w − s))dσ (w − s)2dw
= g′N,j(
ν
2N
)
1
2|IN,ν |
[
(ν+1
2N
− s)2 − ( ν
2N
− s)2
]
+O(22j−2N )
= g′N,j(
ν
2N
)
[
ν+1/2
2N
− s
]
+O(22j−2N ).
Similarly, for s ∈ IN,ν−1,
−
∫
IN,ν−1
gN,j(w)dw − gN,j(s) = g′N,j( ν2N )
[
ν−1/2
2N
− s
]
+O(22j−2N ).
Hence for t ∈ I˜N,ν we have
(54) 2NθN ∗ (E(1)N − I)gN,j(t) = A1,j(t) +A2,j(t) +O(2−2(N−j))
where
A1,j(t) = g
′
N,j(
ν
2N
)
∫
2NΘ′(2N (t− s)) 1
2N+1
(
1IN,ν (s)− 1IN,ν−1(s)
)
ds
and
A2,j(t) = g
′
N,j(
ν
2N
)
∫
2NΘ′(2N (t− s))( ν
2N
− s) ds .
Integration by parts yields (for t ∈ I˜N,ν)
A2,j(t) = g
′
N,j(2
−Nν)
∫
2NΘ(2N (s− t)) ds = 0
since
∫
Θ(s)ds = 0. To compute A1,j(t) we observe that∫
2NΘ′(2N (t− s))(1IN,ν (s)− 1IN,ν−1(s)) ds
=
[ ∫ ν+1
2N
ν
2N
−
∫ ν
2N
ν−1
2N
] d
ds
(−Θ(2N (t− s)) ds
= −Θ(2N (t− ν+1
2N
)
)
+ 2Θ
(
2N (t− ν
2N
)
)−Θ(2N (t− ν−1
2N
)
)
.
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For t ∈ I˜N,ν we have Θ(2N (t− 2−N (ν ± 1))) = 0 and thus
A1,j(t) = 2
−N g′j(
ν
2N
)Θ(2N t− ν), t ∈ I˜N,ν .
Inserting these expressions into (54) we are led to (53). 
We may now complete the proof of (49). Using (52), and the fact that,
by (47), the functions θN ∗ (E(1)N gN,j) are supported in the disjoint intervals
JN,j :=
2j
N + (− 2N , 2N ), we have
2N‖ΨN ∗ (ENfN)‖p & 2N
( ∑
N
8
<j<N
4
∥∥θN ∗ gN,j∥∥pLp(R)2−jp)1/p
&
( ∑
N
8
<j<N
4
∑
ν : ν
2N
∈JN,j
[
|2−jg′N,j( ν2N )|p
∫
I˜N,ν
|Θ(2N t− ν)|pdt− c2
(j−N)p
2N
] )1/p
using the previous lemma in the last step. Since by (51)∫
I˜N,ν
|Θ(2N t− ν)|pdt = 2−N
∫ 1/8
0
|Θ(t)|pdt & 2−N ,
we obtain, for sufficiently large N ,
2N‖ΨN ∗ (ENfN )‖p &
( ∑
N
8
<j<N
4
∑
ν : ν
2N
∈JN,j
2−N (1− c′2−pN/2)
)1/p
& 1.
This completes the proof of (49), which together with (46) establishes The-
orem 6.2, and therefore also Theorem 6.1.
7. Necessary conditions for boundedness when s ≤ 0
7.1. The case 1 < p ≤ ∞, s = 1/p − 1, q > 1. In these cases the operator
EN is not bounded in B
1/p−1
p,q because characteristic functions of cubes do
not belong to the dual space (B
1/p−1
p,q )∗ = B
1/p′
p′,q′ ; see §5. This also applies
when p =∞, since (b−1∞,q)∗ = B11,q′ ; see [10, §1.1.5].
7.2. The case p =∞, s = −1, q ≤ 1. We shall show
(55) ‖EN‖b−1∞,q→B−1∞,q & N.
To prove this we argue by duality and first note that
(56) ‖EN‖b11,∞→B11,∞ ≈ N.
Indeed by Theorem 6.1 we have ‖EN‖B11,∞→B11,∞ ≈ N and the lower bound
is obtained by testing EN on the Schwartz-function fN as in (45) satisfying
‖fN‖b11,∞ = ‖fN‖B11,∞ . N−1 and ‖ENfN‖B11,∞ & 1, cf. (46), (49).
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To establish (55), since ‖EN‖b−1∞,q→B−1∞,q ≥ ‖EN‖b−1∞,q→B−1∞,1 , by (56) it suf-
fices to prove that
(57) ‖EN‖b−1∞,q→B−1∞,1 & ‖EN‖b11,∞→B11,∞ .
We use that (b−1∞,q)
∗ = B11,∞ for q ≤ 1; see [15, 2.5.1/Remark 7]. Then for
f ∈ S
(58) ‖ENf‖B11,∞ = ‖ENf‖(b−1∞,q)∗ = supg∈S
‖g‖
b
−1
∞,q
≤1
∣∣〈ENf, g〉∣∣.
Now, for each g ∈ S, since f =∑∞j=0 LjΛjf in S, we have
|〈ENf, g〉| = |〈f,ENg〉| ≤
∞∑
j=0
‖Λjf‖1‖Lj(ENg)‖∞
. ‖f‖b11,∞‖ENg‖B−1∞,1 ≤ ‖f‖b11,∞ ‖EN‖b−1∞,q→B−1∞,1 ‖g‖b−1∞,q .
Inserting this into (58) we arrive at
‖ENf‖B11,∞ ≤ ‖EN‖b−1∞,q→B−1∞,1 ‖f‖b11,∞
and hence (57).
8. Density and approximation
In this section we show two results regarding approximation by linear
combinations of Haar functions. The main results in §8.1 are relevant to
the formulation of Theorems 1.3 and 1.4 which rule out the case s = 1. We
shall also obtain a positive result about approximation for the spaces b
1/p
p,∞.
8.1. The case s = 1. We shall show that no strongly admissible enumeration
of the Haar system can form a Schauder basis on B1p,q(R
d) if dd+1 ≤ p < 1
and q > 0. Moreover if in addition 0 < q ≤ p we shall show that the Haar
system is not dense in B1p,q(R
d). It seems plausible that this last assertion
would continue to hold for all 0 < q ≤ ∞, but we do not have a proof in
this generality.
Let us start with an auxiliary result. It is well-known that
‖f‖Bsp,∞(Rd) ≈ ‖f‖p +
d∑
j=1
sup
|h|≤1
‖∆2hejf‖p
|h|s ,
for all p ≤ 1 and d(1/p − 1) < s < 2, see [17, 2.6.1]. Below we show that
a partial lower bound actually holds for all 0 < s < 2, which allows to
incorporate the endpoint s = d(1/p−1) = 1 (i.e., p = d/(d+1)) to our later
results.
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Proposition 8.1. Let 0 < s < 2 and 0 < p ≤ 1. Then
(59) ‖g‖p +
d∑
j=1
sup
|h|≤1
‖∆2hejg‖p
|h|s . ‖g‖Bsp,∞
holds for any function g ∈ L1(Rd) .
Proof. Let ψ̂0 ∈ C∞c (Rd) supported in {|ξ| < 3/8} and with ψ̂0(ξ) = 1 if
|ξ| ≤ 1/4, and let ψ̂k(ξ) = ψ̂0(2−kξ) − ψ̂0(2−k+1ξ) if k ≥ 1. Consider a
standard dyadic frequency decomposition g =
∑∞
k=0 gk, with gk = ψk ∗ g,
which converges in L1 and also a.e. Since
(
∞∑
k=0
‖gk‖pp)1/p . ‖g‖Bsp,∞
we also have ‖g‖p . ‖g‖Bsp,∞ . In addition, for each 0 < |h| ≤ 1, using the
trivial estimate ‖∆2hejgk‖
p
p ≤ 4‖gk‖pp, we see that
‖∆2hej
∑
2k≥|h|−1 gk‖p
|h|s ≤
(
4
∑
2k≥|h|−1
(2k|h|)−sp‖gk‖pp2ksp
)1/p
. sup
2k |h|≥1
2ks‖gk‖p.
Let ϕ ∈ S be such that ϕ̂(ξ) = 1 if |ξ| ≤ 1. For every 0 < v < 1, we let
Kvej = ∆
2
vejϕ, so that
K̂vej (ξ) = (e
2πi〈vej ,ξ〉 − 1)2ϕˆ(ξ).
Then Kvej is a Schwartz function and we have the estimate
|Kvej (x)| ≤ CNv2(1 + |x|)−2N ,
for a large N > d. Hence, for each k ≥ 0 such that 2k|h| < 1, we have
|∆2hejgk(x)| = 2kd|K2khej(2k·) ∗ gk(x)|
≤ CN (2k|h|)2
∫
2kd(1 + 2k|y|)−2N |gk(x− y)|dy
. CN (2
k|h|)2 sup
y∈Rd
(1 + 2k|y|)−N |gk(x− y)|.
Choosing N > d/p we can apply the Peetre maximal function estimate to
obtain
‖∆2hej
∑
2k<|h|−1 gk‖p
|h|s ≤
( ∑
2k<|h|−1
(2k|h|)−sp‖∆2hejgk‖pp2ksp
)1/p
.
( ∑
2k<|h|−1
(2k|h|)(2−s)p‖gk‖pp2ksp
)1/p
. sup
k≥0
2ks‖gk‖p.
Combining the two estimates yields the result. 
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Remark 8.2. The appropriate analogue for Bsp,q(R
d)-quasinorms for q <∞,
i.e.
‖g‖p +
d∑
j=1
(∫ 1
−1
‖∆2hejg‖
q
p
|h|sq
dh
|h|
)1/q
. ‖g‖Bsp,q
remains valid (when 0 < s < 2) but is not relevant in this section.
The following proposition is a modification of our argument in [4, Propo-
sition 4.2]. It shows the necessity of the condition s < 1 in part (ii) of
Theorem 1.3 and part (iii) of Theorem 1.4.
Proposition 8.3. There exists a Schwartz function f supported in ( 116 ,
15
16 )
d
such that for all 0 < p ≤ 1 it holds
(60) lim inf
N→∞
‖ENf − f‖B1p,∞ > 0.
Proof. Let η ∈ C∞c (Rd) be supported in ( 116 , 1516 )d with η(x) = 1 if x ∈
(1/8, 7/8)d . Let f(x) = x1 η(x). From (59) we have∥∥ENf − f∥∥B1p,∞ & sup0<h≤1
∥∥∆2he1ENf −∆2he1f∥∥p
h
,
Clearly, since f is a Schwartz function,
‖∆2he1f
∥∥
p
. |h|2, 0 < h ≤ 1.
So, by an appropriate triangle inequality, it suffices to show that
(61)
∥∥∆2
2−N−2e1
ENf
∥∥
p
2−N−2
≥ c > 0,
for large N . We now recall a calculation in [4, Prop 4.2]. Let N > 10 and
let h ∈ (0, 1/4). An explicit calculation shows that for x ∈ (1/4, 3/4)d
ENf(x) =
∑
2N−2≤k<3·2N−2
k+1/2
2N
1[ k
2N
, k+1
2N
)×[0,1)d−1(x).
Then, under the additional assumption 0 < h < 2−N−1,
∆he1ENf(x) = 2
−N−1
∑
2N−2≤k≤3·2N−2
1[ k
2N
−h, k
2N
)×[0,1)d−1(x),
and
∆2he1ENf(x) =
2−N−1
∑
2N−2<k<3·2N−2
(
1[ k
2N
−2h, k
2N
−h)×[0,1)d−1(x)− 1[ k
2N
−h, k
2N
)×[0,1)d−1(x)
)
.
Therefore,
‖∆2he1ENf‖Lp([0,1]d) & 2N(1/p−1) h1/p,
and in particular
‖∆22−N−2e1ENf‖Lp([0,1]d) & 2−N ,
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which implies (61). 
Finally, we conclude with the non-density result mentioned above.
Corollary 8.4. Let dd+1 ≤ p < 1, 0 < q ≤ p. Then spanHd is not dense in
B1p,q(R
d).
Proof. By Proposition 8.3 and B1p,q →֒ B1p,∞ we have, for some f ∈ C∞c ,
(62) lim inf
N→∞
‖ENf − f‖B1p,q = c > 0,
By Theorem 1.8 the operators EN are uniformly bounded on B
1
p,q. For
h ∈ spanHd we have ENh = h for N ≥ N0(h), with sufficiently large N0(h).
Hence
‖ENf−f‖B1p,q . ‖EN [f−h]‖B1p,q+‖f−h‖B1p,q . ‖f−h‖B1p,q , for N ≥ N0(h),
and the density of spanHd in B
s
p,q would yield a contradiction to (62). 
Remark 8.5. When d/(d+1) ≤ p < 1, it follows from Theorem 1.8.iv (or vi),
and from the results in §9 below, that each strongly admissible enumeration
U of Hd is a basic sequence for B1p,p(Rd), that is, U is a Schauder basis for
the subspace
spanHd
B1p,p .
It may be of interest to identify this subspace. By Oswald’s result in [8], it
contains the class B1p,p,(1)(R
d) defined by first order differences.
8.2. An approximation result for b
1/p
p,∞ when 1<p<∞. In the limiting case
s = 1/p, recall that Hd is contained in B
1/p
p,q only if q = ∞. We show an
approximation result in this case when 1 < p <∞. Recall that Bsp,∞ is not
separable, and that bsp,∞ denotes the closure of S in Bsp,∞. Recall also, from
Proposition 5.1, that b
1/p
p,∞ ∩ spanHd = {0}. However taking closures one
obtains
Proposition 8.6. Let 1 < p ≤ ∞. Then
(63) b1/pp,∞(R
d) ( span(Hd)
B
1/p
p,∞
.
Proof. Let 1 < p < ∞. In view of [16, 2.5.12], we may use the equivalent
norm
‖f‖
B
1/p
p,∞
= ‖f‖p + sup
h 6=0
‖∆hf‖p
|h|1/p .
By dimensional considerations it is clear that the characteristic function
of any dyadic cube I of side length 2−k can be written as a unique linear
combination of Haar functions of frequency at most 2k−1 supported in the
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dyadic unit cube containing I. It therefore suffices to show that for every
f ∈ C1c (Rd) we have ‖f − fN‖B1/pp,∞ → 0, where we choose
fN =
∑
I∈DN
f(cI)1I ,
and cI denotes the center of I. Let I = I(f) be the family of I ∈ DN which
intersect the support of f . Clearly for f ∈ C1c we have
(64) ‖f − fN‖p ≤
√
d2−N2−Nd/p‖f ′‖∞(#I(f))1/p .f 2−N
so that ‖f − fN‖p → 0 for N → ∞. For the main term it suffices to show
that
(65) sup
h 6=0
‖∆h(f − fN )‖p
|h|1/p . 2
−N(1− 1
p
),
and recall that we are assuming p > 1.
For j > N we define the sets
(66) UN,j =
{
(y1, . . . , yd) ∈ Rd : min
1≤i≤d
dist(yi, 2
−NZ) ≤ 2−j−1
}
.
Assume that 2−j−2 ≤ |h|∞ < 2−j−1, for some j > N . If I ∈ DN then
x ∈ I \ UN,j implies x+ h ∈ I,
and thus ∆hfN (x) = 0. So we have
‖∆h(f − fN )‖pp = AN (h) +BN (h)
where
AN (h) =
∫
UN,j
|∆h[fN − f ](x)|pdx,
BN (h) =
∫
U∁N,j
|f(x+ h)− f(x)|p dx .
In the second term we use |∆hf(x)| ≤ |h|
∫ 1
0 |∇f(x + sh)|ds to obtain
BN (h) ≤ ‖∇f‖pp |h|p and thus
sup
|h|<2−N−2
BN (h)/|h| .f 2−N(p−1).
For the term AN (h) we use that ‖f − fN‖∞ ≤ Cf2−N , and also that f is
compactly supported, and obtain the estimate
AN (h) .
∑
I∈DN
∫
I∩UN,j
|f(x+ h)− fN (x+ h)|p + |f(x)− fN(x)|p dx
.f 2
−Np2N2−j ,
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since |I ∩ UN,j | ≈ 2−j2−(d−1)N . Hence sup|h|≈2−j AN (h)/|h| .f 2−N(p−1).
Putting the two estimates together we get
sup
|h|∞≤2−N−2
‖∆h(f − fN )‖p
|h|1/p .f 2
−N(1− 1
p
)
.
Finally, if |h| & 2−N we use (64) to have
sup
|h|∞≥2−N
‖∆h(f − fN )‖p
|h|1/p .
2‖f − fN‖p
2−N/p
.f 2
−N(1− 1
p
).
This shows (65) and therefore ‖f − fN‖B1/pp,∞ → 0 for p > 1, completing the
proof of the inclusion (63) when p <∞. The case p =∞ is immediate since
for f ∈ C1c
‖f − fN‖B0∞,∞ . ‖f − fN‖∞ . 2−N
by an elementary consideration. Finally, since b
1/p
p,∞(Rd) is closed in B
1/p
p,∞(Rd)
Proposition 5.1 tells us that the inclusion (63) is proper. 
Remark 8.7. When 0 < p ≤ 1, the same proof gives a version of (65), namely
sup
h 6=0
‖∆h(f − fN )‖p
|h|s . 2
−N(1−s), if s < 1.
This can be used similarly to show that Hd is dense in the space b
s
p,∞ when
d(1/p − 1) < s < 1 and d/(d + 1) < p ≤ 1.
Remark 8.8. Since B
1/p
p,∞ is not separable, not every function f ∈ B1/pp,∞ can
be approximated by Haar expansions in the norm topology. However, (local)
weak∗ convergence does hold, with norm-uniformly bounded partial sums.
More precisely, if 1 < p ≤ ∞ and χ ∈ C∞c (Rd), then(
f − SURf
)
χ
w∗−→ 0, and sup
R≥1
∥∥χSURf∥∥B1/pp,∞ . ‖f‖B1/pp,∞
for all f ∈ B1/pp,∞ and any strongly admissible enumeration. This is a con-
sequence of the duality relation B
1/p
p,∞ = (B
−1/p′
p′,1 )
∗ and the (local) norm
convergence of SURg → g in the B−1/p
′
p′,1 norm, when g ∈ B−1/p
′
p′,1 , see Theorem
1.4. We thank the referee for raising the question of weak* convergence.
9. Partial sums and localization
9.1. Partial sums and strongly admissible enumerations. We shall use a par-
tition of unity to make statements on the structure of the partial sum oper-
ators SUR associated with a strongly admissible enumeration U .
Let ς ∈ C∞c be supported in a 10−2 neighborhood of [0, 1)d and so that
(67)
∑
ν∈Zd
ς(· − ν) ≡ 1.
We shall denote ςν = ς(· − ν), ν ∈ Zd.
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In the sequel we will use the notation from Definition 1.2 and below. It
is convenient to denote E−1(g) ≡ 0 and T−1[g, a] =
∑
µ∈Zd aµ〈g, h~00,µ〉h~00,µ.
Lemma 9.1. Let U be a strongly admissible enumeration of Hd. Then,
for every R ∈ N and ν ∈ Zd there is an integer Nν = Nν(R) ≥ −1 and
sequences aκ,ν, 0 ≤ κ ≤ b, whose terms belong to {0, 1}, such that for all
locally integrable functions g we have
(68) SUR[gςν ] = ENν [gςν ] +
b∑
κ=0
TNν+κ[gςν , a
κ,ν ].
Proof. We write
(69) SUR[gςν ] =
R∑
n=1
u∗n(gςν)un =
R∑
n=1
2k(n)d〈gςν , hǫ(n)k(n),µ(n)〉h
ǫ(n)
k(n),µ(n).
Note that if u∗n(gςν) 6= 0 then necessarily un is supported in I∗∗ν . Let
Kν = max
{
k(n) : supp(h
ǫ(n)
k(n),µ(n)) ⊂ I∗∗ν , n = 1, . . . , R
}
.
If Kν ≤ b the asserted formula holds with Nν = −1. We therefore may
assume Kν > b.
We let n∗ν ∈ [1, R] such that k(n∗ν) = Kν . Now if hǫ
′
k′,µ′ is any other
Haar function supported in I∗∗ν there is a unique n
′ ∈ N such that hǫ′k′,µ′ =
h
ǫ(n′)
k(n′),µ(n′). If in addition k
′ ≤ Kν − b (in other words if for un′ = hǫ(n
′)
k(n′),µ(n′)
we have that | supp(un′)| ≥ | supp(un∗ν )|2b) then by the admissibility condi-
tion we must have n′ ≤ n∗ν , in particular n′ ≤ R. That means that all Haar
functions with frequency 2k and k ≤ Kν−b which are supported in I∗∗ν arise
in the expansion (69). All other Haar functions that arise in this expansion
have frequencies 2k with Kν−b+1 ≤ k ≤ Kν . This establishes the assertion
with Nν = Kν − b+ 1. The functions aκ,ν defined on Zd ×Υ take values in
{0, 1}. 
Remark. Formula (68) can be extended to all g ∈ Bsp,q, when the indices
(s, p, q) are as in Theorems 1.8 and 1.9. In that case, one must interpret
SUR(g) =
∞∑
j=0
SUR
(
LjΛjg);
see Remarks 3.5 and 4.5.
Proposition 9.2. Suppose that
(70) sup
N≥0
‖EN‖Bsp,q→Bsp,q + sup
N≥−1
‖a‖∞≤1
‖TN [·, a]‖Bsp,q→Bsp,q <∞.
Then, for every strongly admissible enumeration U and every cube Q it holds
(71) sup
R∈N
Op
(
SUR, B
s
p,q, Q
)
<∞.
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Moreover, U is a local basic sequence of Bsp,q(Rd), that is
(72) lim
R→∞
∥∥χ · (SURf − f)∥∥Bsp,q = 0,
for all χ ∈ C∞c (Rd) and all f ∈ spanHd
Bsp,q .
Proof. Using Lemma 9.1, the bound in (71) follows from (70). We now
show the last assertion. Let χ ∈ C∞c (Rd) and f ∈ spanHdB
s
p,q . Suppose
that suppχ ⊂ (−N,N)d, and pick any χ˜ ∈ C∞c such that χ˜ ≡ 1 in [−N,N ]d
and supp χ˜ contained in Q := (−2N, 2N)d. Observe that
(73) u∗n(g) = u
∗
n(χ˜ g), if g ∈ Bsp,q and suppun ⊂ [−N,N ]d,
so we also have
(74) χ · SUR[g] = χ · SUR[χ˜g], ∀ g ∈ Bsp,q.
Given ε > 0, let h ∈ spanHd be such that ‖f − h‖Bsp,q < ε/(1 + A), with A
the constant in (71). Let R0 = R0(h) be such that S
U
R[h] = h for R ≥ R0.
Then, for all such R we have∥∥χ · (SR[f ]− f)∥∥Bsp,q = ∥∥χ · (SR[f − h] + h− f)∥∥Bsp,q
.
∥∥χ · SR[χ˜(f − h)]∥∥Bsp,q + ∥∥χ · (h− f)∥∥Bsp,q
. (A+ 1)
∥∥f − h∥∥
Bsp,q
< ε,
where in the second line we have used (74) with g = f − h. 
9.2. Bourdaud localizations of Besov spaces. In the unbounded setting of
Rd, the Bsp,q-norms do not satisfy “localization properties” when p 6= q; see
e.g. the discussion in [10, p. 66]. At the endpoint cases considered here, this
creates a difficulty when trying to derive ‘global’ Schauder basis properties
from the local ones in the previous subsection. This difficulty is not present
in the case of F sp,q spaces; see [4, 6].
To handle this problem one may consider the class of ℓp-local Besov spaces
introduced by G. Bourdaud [2]
(75) (Bsp,q)ℓp =
{
f ∈ S′ : ‖f‖(Bsp,q)ℓp =
[ ∑
ν∈Zd
‖ς(· − ν) · f‖pBsp,q
]1/p
<∞
}
where ς ∈ C∞c (Rd) with
∑
ν∈Zd ς(· − ν) ≡ 1 as in (67). In [2] (see also [17,
2.4.7]) it is shown that this definition does not depend on the particular
choice of ς, and that (Bsp,q)ℓp = B
s
p,q if and only if p = q. Moreover one has
the embeddings
Bsp,q →֒ (Bsp,q)ℓp if 0 < q ≤ p,(76)
(Bsp,q)ℓp →֒ Bsp,q if p ≤ q ≤ ∞.(77)
Using this notation we can prove the following.
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Theorem 9.3. Let s ∈ R and 0 < p, q ≤ ∞. Suppose that (70) holds.
Then, every strongly admissible enumeration U of Hd is a basic sequence of(
Bsp,q
)
ℓp
. Moreover, U is a Schauder basis of (Bsp,q)ℓp in each of the cases
(i) to (iv) in Theorem 1.4.
Proof. For the first assertion it suffices to show that the operator norms of
SR ≡ SUR in (Bsp,q)ℓp are uniformly bounded in R. To do so we use the
assumption (70), together with Lemma 9.1.
Observe first that ςν′SR(fςν) = 0 whenever |ν − ν ′|∞ ≥ 3. Hence∥∥SRf∥∥(Bsp,q)ℓp = (∑
ν′
∥∥ςν′SR(∑
ν
ςνf
)∥∥p
Bsp,q
) 1
p
.
(∑
ν′
∑
ν : |ν−ν′|∞≤2
∥∥∥ςν′SR(fςν)∥∥∥p
Bsp,q
)1/p
.
(∑
ν
∥∥SR(fςν)∥∥pBsp,q)1/p,
using in the last step that ςν′ is a uniform multiplier in B
s
p,q; see [17, 4.2.2].
Then Lemma 9.1 and (70) give∥∥SRf∥∥(Bsp,q)ℓp . (∑
ν
∥∥ENν (fςν)∥∥pBsp,q + ∥∥ b∑
κ=0
TNν [fςν , a
κ,ν ]
∥∥p
Bsp,q
)1/p
.b
(∑
ν
∥∥fςν∥∥pBsp,q)1/p = ‖f‖(Bsp,q)ℓp .
This shows the first part. Also, the Schauder basis property will hold if and
only if spanHd is dense in (B
s
p,q)ℓp .
We now show that density holds in the range of Theorem 1.4. Since
p <∞, for each f ∈ (Bsp,q)ℓp and ε > 0 there is some g ∈ Bsp,q with compact
support such that ‖f − g‖(Bsp,q)ℓp < ε. Moreover, in the asserted range
spanHd is dense in B
s
p,q, so if supp g ⊂ (−N,N)d = Q, then by Proposition
9.2 we may find a sufficiently large R such that ‖g − SRg‖Bsp,q < ε/|Q|1/p.
Since also supp(SRg) ⊂ Q we deduce that
‖g − SRg‖(Bsp,q)ℓp . |Q|1/p‖g − SRg‖Bsp,q < ε,
which completes the proof. 
Finally, we gather as a corollary the positive Schauder results in the orig-
inal scale of Bsp,q spaces.
Corollary 9.4. Every strongly admissible enumeration U of Hd is a Schauder
basis of Bsp,q(R
d) in each of the cases (i), (ii), (iii) in Theorem 1.3.
Proof. When q = p the result is a consequence of the identity Bsp,p = (B
s
p,p)ℓp
and the previous theorem. This covers the case (iii) in Theorem 1.3. For
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p
s
1 d+1
d
1
0 < q ≤ p
−1
0 < q ≤ 1
1
p
s
1 d+1
d
1
0 < q ≤ p
−1
0 < q ≤ 1
q =∞
0 < q ≤ ∞
Figure 4. The left caption shows the region in which
strongly admissible enumerations form a Schauder basis of
the Bourdaud localization (Bsp,q)ℓp ; here always q < ∞.
The right caption shows the corresponding region for the ba-
sic sequence property.
the other cases, in which (1/p, s) lies in the interior of the pentagon P, one
proceeds by real interpolation as follows. Pick two numbers s0, s1 such that
s0 < s < s1 and (1/p, si) ∈ P, i = 0, 1. Then, for some θ ∈ (0, 1) we have
Bsp,q =
(
Bs0p,p, B
s1
p,p
)
θ,q
, 0 < q ≤ ∞.
Then the uniform boundedness of SUR on B
s
p,q follows by interpolation from
the diagonal cases. 
9.3. Error estimates for compactly supported functions. Here we include a
technical result related to localization which will be used in the proof of
Theorem 10.2 below.
Let f be supported in a dyadic cube Q with sidelength ℓ(Q) ≥ 1. Since
the function Λjf does not have compact support, the terms LkENLjΛjf(x)
will contribute for x far away from the cube. We give a crude estimate which
will suffice for our later application.
Let ζ ∈ C∞c (Rd) be supported on (−2, 2)d and such that ζ ≡ 1 on [−32 , 32 ]d.
If yQ is the center of Q, we define
ζQ(y) = ζ
(
(y − yQ)/ℓ(Q)
)
.
Clearly ζQf = f for every distribution f supported in Q. Moreover, this
property continues to hold with ζQ replaced by ζ˜Q, where ζ˜(x) = ζ(2x). For
n ≥ 1 we let
ζQ,n(y) = ζ
(
2−n(y − yQ)/ℓ(Q)
) − ζ(2−n+1(y − yQ)/ℓ(Q)).
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Note that ζQ,n has support in
{
3
4 · 2nℓ(Q) < |y − yQ|∞ < 2n+1ℓ(Q)
}
, and
that
∑
n≥1 ζQ,n ≡ 1.
Lemma 9.5. Let s ≤ 1, 0 < p ≤ 1 and 0 < q ≤ ∞. Then, for every M1 > 1
there exists a constant CM1 > 0 such that, if f ∈ Bsp,q(Rd) is supported in a
cube Q with size |Q| ≥ 1, then
(78) ‖LkENLj [ζQ,nΛjf ]‖p ≤ CM1 2−k/p2−jM12−nM1‖f‖Bsp,q ,
for all n ≥ 1, k ≥ 0, j ≥ N and N ≥ 1.
The same holds if EN is replaced by TN [·, a] with ‖a‖∞ ≤ 1.
Proof. Let φj(x) = 2
jdφ(2jx) be the convolution kernel of Λj , with φ ∈ S.
Let
Fj,n(x) := ζQ,n(x)Λjf(x) = ζQ,n(x)
〈
φj(x− ·)ζ˜Q(·), f
〉
where we have used f = f ζ˜Q for the second equation and the pairing 〈·, ·〉
is in the sense of tempered distributions.
Pick a large γ ∈ 2N such that Bsp,q ⊂ B−γ2,2 (e.g., γ > d(1p − 12)− s). Then
by duality
|Fj,n(x)| . |ζQ,n(x)|
∥∥(I −∆)γ/2(φj(x− ·)ζ˜Q(·))∥∥2 ‖f‖B−γ2,2
.M2 |Q|1/2 2j(d+γ) (1 + 2j+nℓ(Q))−M2 ‖f‖Bsp,q .(79)
Observe that Fj,n, and hence LkENLj [Fj,n], are all supported in a set of
diameter C2nℓ(Q). Then, if k ≤ N we have
‖LkENLj(Fj,n)‖p . (2nd|Q|)1/p‖LkENLj(Fj,n)‖∞
. (2nd|Q|)1/p‖Fj,n‖∞.
Inserting the bound (79) into this expression, with a sufficiently large M2,
and using that k ≤ N ≤ j, one easily obtains (78).
Assume now that k > N . We may use Proposition 2.2.i to obtain∥∥LkENLj(Fj,n)∥∥p . 2− kp 2j(dp−d) 2N(d− d−1p ) ‖MjFj,n‖p.
By the support properties of Fj,n we have
‖MjFj,n‖p . (2nd|Q|)1/p ‖Fj,n‖∞,
so again, using (79) with a sufficiently large M2, and the assumption N ≤ j,
one easily derives (78). 
10. The case s = d(1p − 1) when q > p.
In this section we restrict to the cases q > p in the line s = d/p − d.
We shall see that the individual operators EN are not bounded, and hence
positive results are not expected in this range.
Theorem 10.1. Let 0 < p ≤ 1. If q > p then the operators EN are
unbounded on B
d/p−d
p,q (Rd).
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We shall actually prove something stronger, namely optimal estimates for
the local version of the operator norms Op(EN , B
s
p,q, Q) defined in (10). This
may be of interest in the context of Besov spaces in bounded domains; see
Remark 1.6. We remark that Oswald [8] also proved some lower bounds in
a local setting which grow with N . The following theorem provides optimal
growth rates.
Theorem 10.2. (i) If 0 < p ≤ 1 and p ≤ q ≤ ∞, then there is a constant
c1 = c1(p, q) > 0 so that
Op
(
EN , B
d/p−d
p,q , Q
) ≥ c1 (2Nd|Q|) 1p− 1q .
(ii) If in addition dd+1 ≤ p ≤ q ≤ 1, then there is a constant c2 = c2(p, q),
such that for any dyadic cube Q with side length ≥ 1 and any N > 10
(80) c1 ≤
Op
(
EN , B
d/p−d
p,q , Q
)
(2Nd|Q|) 1p− 1q
≤ c2 .
Remark 10.3. From [16, 2.11.3] it is known that, when 0 < p ≤ 1 and
1 < q <∞, it holds (
Bd/p−dp,q
)∗
= B0∞,q′.
As q′ <∞, this space does not contain the dual functionals u∗n. In particular,
the restriction in q in part (ii) of Theorem 10.2 is natural, since for q > 1
and Q0 = (0, 1)
d we have
Op
(
E0, B
d/p−d
p,q , Q0
)
= ‖1Q0‖Bd/p−dp,q ‖1Q0‖(Bd/p−dp,q )∗ =∞;
see also [8, Thm 2.ii.a].
10.1. Proof of lower bounds in Theorem 10.2. We fix 0 < p ≤ 1 and choose
an positive integer M > d/p − d.
Let η ∈ C∞c (R) be an odd function, supported on (−1/2, 1/2), and such
that
∫ 1/2
0 η(t)dt = 1 and
∫ 1/2
0 t
nη(t)dt = 0 for n = 1, . . . ,M . Let further
(81) gl(x1, . . . , xd) = 2
ld
d∏
i=1
η(2lxi),
so that
∫
gl(x)PM (x)dx = 0 whenever PM is a polynomial of degree ≤ M .
By the properties of η, if l ≥ N we have
(82) EN (gl)(x) = 2
Nd
d∏
i=1
(
1[0,2−N )(xi)− 1[−2−N ,0)(xi)
)
=: hN (x).
Notice that hN is not itself a Haar function, but up to a factor (−2)d, it is a
translate of a Haar function with Haar frequency 2N−1. Moreover, we also
have
EN [gl(· − ν)] = hN (· − ν), if ν ∈ 2−NZd, l ≥ N.
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Let {zm}∞m=1 be an enumeration of Zd, and define
(83) fN(x) =
∞∑
m=1
amgN+m(x− 2−N+5zm).
Observe that the summands have disjoint supports. Also
(84) ENfN =
∞∑
m=1
amhN (· − 2−N+5zm).
We claim that
(85) ‖fN‖Bd/p−dp,q .
( ∞∑
m=1
|am|q
)1/q
and
(86) ‖ENfN‖Bd/p−dp,q &
( ∞∑
m=1
|am|p
)1/p
.
This clearly implies that EN cannot be a bounded operator on B
d/p−d
p,q (Rd)
unless q ≤ p.
We first show (86). To do so we construct specific functions Ψn such that
(87) ‖g‖
B
d/p−d
p,q
≥ ‖g‖
B
d/p−d
p,∞
& sup
n≥1
2
n(d
p
−d)‖Ψn ∗ f‖p.
Let ψ ∈ C∞c (R) be supported in (−1/2, 1/2), with∫
ψ(t)tldt = 0, l = 0, . . . ,M ,
and such that, for some ε > 0,
(88) ψ ∗ (1[0, 1
2
) − 1[− 1
2
,0))(t) ≥ c > 0 when t ∈ [12 , 12 + ε].
We then define
(89) Ψn(x) = 2
nd
d∏
i=1
ψ(2nxi),
which has enough vanishing moments to guarantee the validity of (87); see
[17, 2.5.3]. In particular,
‖ENfN‖
B
d( 1p−1)
p,q
& 2N(
d
p
−d)‖ΨN+1 ∗ (ENfN )‖p.
Next, using (88) one shows that, for x ∈ 2−N+5zm + 2−N−1[12 , 12 + ε]d,
ΨN+1 ∗ hN (x− 2−N+5zm) ≥ 2Ndcd,
and therefore
(90)
∥∥ΨN+1 ∗ hN (· − 2−N+5zm)∥∥p & 2N(d− dp ).
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Also the functions ΨN+1 ∗ hN (· − 2−N+5zm) have disjoint supports so that∥∥ΨN+1 ∗ ENfN∥∥p = ( ∞∑
m=1
|am|p
∥∥ΨN+1 ∗ hN (· − 2−N+5zm)∥∥pp)1/p
&
(∑
m
|am|p
)1/p
2
−Nd( 1
p
−1)
and (86) follows.
To prove (85) we examine Ljgl with l = N +m and use the cancellation
of the convolution kernel βj of Lj when j ≥ l, and the cancellation of gl for
j < l. Here cancellation refers to M vanishing moments. As a consequence
we obtain the estimate
(91) |Ljgl(x)| .
{
2ld1[−1,1]d(2
lx)2−M |l−j| for j ≥ l,
2jd1[−1,1]d(2
jx)2−M |l−j| for j ≤ l;
see a similar argument in the proof of [4, Lemma 2.2]. From here one easily
obtains
(92) 2
jd( 1
p
−1)‖Ljgl‖p .
{
2
−(M−d( 1
p
−1))|l−j|
if j ≥ l
2−M |l−j| if j ≤ l
}
≤ 2−δ|l−j|,
if we set δ =M − d(1p − 1) > 0. This leads to
2
jd( 1
p
−1)‖LjfN‖p ≤ 2jd(
1
p
−1)
( ∞∑
m=1
|am|p ‖LjgN+m(· − 2−N+5zm)‖pp
)1/p
.
( ∞∑
m=1
|am|p2−|N+m−j| δp
)1/p
,
and consequently,(∑
j≥0
[
2
jd( 1
p
−1)‖LjfN‖p
]q)1/q
.
(∑
j≥0
( ∞∑
m=1
|am|p 2−|N+m−j| δp
)q/p)1/q
.
Since q ≥ p we can apply the triangle inequality in ℓq/p to bound the previous
expression, by(∑
j≥0
(∑
n∈Z
|an+j−N |p2−|n|δp
)q/p)1/q
.
(∑
j≥0
∑
n∈Z
|an+j−N |q2−|n|q δ2
)1/q
.
( ∞∑
m=1
|am|q
)1/q
.
This proves (85).
Finally, to establish the lower bound in Theorem 10.2, we simply chose
am =
{
1 if 2−N+5zm ∈ Q
0 if 2−N+5zm /∈ Q.
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Since {zm} enumerates Zd and #(2−N+5Zd ∩Q) ≈ 2Nd|Q| we obtain
‖fN‖
B
d( 1p−1)
p,q
. (2Nd|Q|)1/q
from (85), and
‖ENfN‖
B
d( 1p−1)
p,q
& (2Nd|Q|)1/p
from (86). This establishes the desired lower bound for all q ≥ p. 
10.2. Proof of upper bounds in Theorem 10.2 (ii). In what follows let Q be
a dyadic cube of side length ≥ 1. We assume dd+1 ≤ p ≤ q ≤ 1.
We use the global estimates (18), (19) and examine the two expressions
on the right hand side of (19) corresponding to the cases j ≤ N and j ≥ N .
The terms for j ≤ N cause no problem. Namely, by Propositions 3.2 and
3.3 we have (for p ≤ q)(∑
k=0
2
k(d
p
−d)r
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
. ‖f‖
B
d/p−d
p,∞
if dd+1 < p ≤ 1,
and in the endpoint q ≥ p = dd+1 (when d/p − d = 1) we have(∑
k=0
2kr
∥∥∥∑
j≤N
LkE
⊥
NLjΛjf
∥∥∥r
p
)1/r
.
( N∑
j=0
2jp‖Λjf‖pp
)1/p
. N
1
p
− 1
q ‖f‖B1p,q , p = dd+1
where we have applied Ho¨lder’s inequality. This global bound is far better
than what is need for the conclusion and this part satisfies the target upper
bound in (80).
Hence it suffices to prove, for f supported in Q, the following bound
(93)
( ∞∑
k=0
2
kd( 1
p
−1)r
∥∥∥ ∑
j≥N+1
LkENLjΛjf
∥∥∥r
p
)1/r
. (2Nd|Q|) 1p− 1q
( ∞∑
j=0
2
jd( 1
p
−1)q‖Λjf‖qp
)1/q
,
for any r > 0. Notice that Lemma 9.5 reduces matters to show the following
inequalities.
(94)
( ∑
k≥N+1
2kd(
1
p
−1)r
∥∥∥ ∑
j≥N+1
LkENLj [ζQΛjf ]
∥∥∥r
p
)1/r
. (2Nd|Q|) 1p− 1q
( ∞∑
j=0
2
jd( 1
p
−1)q‖Λjf‖qp
)1/q
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and
(95)
(∑
k≤N
2
kd( 1
p
−1)r
∥∥∥ ∑
j≥N+1
LkENLj [ζQΛjf ]
∥∥∥r
p
)1/r
. (2Nd|Q|) 1p− 1q
( ∞∑
j=0
2jd(
1
p
−1)q‖Λjf‖qp
)1/q
.
We first prove (94). Instead of using Proposition 3.1 directly we shall
use a modification of its proof in [4, Proposition 2.1(i)]; we first recall some
notation from that paper.
We let DN be the collection of dyadic cubes of sidelength 2
−N . For j > N
we define UN,j as in (66), that is a 2−j−1-neighborhood of the set ∪I∈DN ∂I.
For I ∈ DN and l > N we denote by Dl[∂I] the set of all J ∈ Dl such that
J¯ ∩ ∂I 6= ∅. Likewise, DN (I) denotes the collection of cubes I ′ ∈ DN with
I¯ ∩ I¯ ′ 6= ∅, that is the collection of neighboring cubes of I.
We use the following result taken from [4, Lemma 2.3].
Lemma 10.4. (i) Let k > N ≥ 1 and G be locally integrable. Then
(96) Lk(ENG)(x) = 0, for all x ∈ U∁N,k = Rd \ UN,k .
(ii) Let j > N ≥ 1, and F locally integrable.
(97)
∣∣EN (LjF )∣∣ . 2(N−j)d ∑
I∈DN
∑
J∈Dj+1[∂I]
‖F‖L∞(J) 1I .
Proof of (94). Observe that Fj := ζQΛjf and the functions LkENLj[Fj ]
are all supported in a fixed C-dilate of Q (with say C = 10). By Lemma
10.4.i, LkEN [LjFj ](x) = 0 if x ∈ U∁N,k. We derive a pointwise estimate if
x ∈ UN,k ∩ I for some I ∈ DN . From (97) and the fact that suppβk(x − ·)
is contained in the union of all I ′ ∈ DN (I) we have
|LkEN [LjFj ](x)| ≤
∫
|βk(x− y)|
∣∣EN(LjFj)(y)∣∣ dy
. 2(N−j)d
∑
I′∈DN (I)
∑
J∈Dj+1[∂I′]
‖Fj‖L∞(J).
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Let Q∗ be the above C-dilate of Q. Then using |UN,k ∩ I| ≈ 2−N(d−1)−k
we have∥∥∥ ∑
j≥N+1
LkEN
[
LjFj
]∥∥∥
p
.
( ∑
I∈DN
I∩Q∗ 6=∅
|UN,k ∩ I|
∣∣2Nd ∑
j≥N+1
2−jd
∑
I′∈DN (I)
∑
J∈Dj+1[∂I′]
‖Fj‖L∞(J)
∣∣p)1/p
. 2Nd2−(N(d−1)+k)/p
( ∑
I∈DN
I∩Q∗ 6=∅
∣∣ ∑
j≥N+1
2−jd
∑
J∈Dj+1[∂I]
‖Λjf‖L∞(J)
∣∣p)1/p.
The I-sum in the last display contains ≈ |Q|2Nd terms. Let p ≤ q ≤ 1.
Using Ho¨lder’s inequality in this sum we see that
(98)
∥∥∥∑
j>N
LkEN
[
LjFj
]∥∥∥
p
. (2Nd|Q|) 1p− 1q×
2Nd2−(N(d−1)+k)/p
( ∑
I∈DN
∣∣∣ ∑
j>N
2−jd
∑
J∈Dj+1[∂I]
‖Λjf‖L∞(J)
∣∣∣q)1/q.
Consider the maximal function Mjg(x) = sup|h|∞≤2−j+1 |g(x + h)|. Then
‖MjΛjf‖p . cp‖Λjf‖p for all p > 0. Moreover, as in [4, (22)], it holds
sup
x∈J
Mjg(x) .
[
−
∫
J∗
|Mjg(x+ h)|p dh
] 1
p
,
where J∗ is a C ′-dilate of the cube J ∈ Dj+1. Therefore,( ∑
I∈DN
∣∣∣ ∑
j>N
2−jd
∑
J∈Dj+1[∂I]
‖Λjf‖L∞(J)
∣∣∣q)1/q
.
( ∑
I∈DN
∣∣∣ ∑
j>N
2−jd
∑
J∈Dj+1[∂I]
2jd/p‖Mj [Λjf ]‖Lp(J∗)
∣∣∣q)1/q.
Using the embeddings ℓp →֒ ℓ1 (for the J-sum) and ℓq →֒ ℓ1 (for the j-sum),
and in the second step ℓp/q →֒ ℓ1 (for the I-sum), the above quantity is
further estimated by( ∑
I∈DN
∑
j>N
2
jd( 1
p
−1)q
( ∑
J∈Dj+1[∂I]
‖Mj [Λjf ]‖pLp(J∗)
)q/p)1/q
.
(∑
j>N
2
jd( 1
p
−1)q
( ∑
I∈DN
∑
J∈Dj+1[∂I]
‖Mj [Λjf ]‖pLp(J∗)
)q/p)1/q
.
(∑
j>N
2jd(
1
p
−1)q‖Mj [Λjf ]‖qp
)1/q
.
(∑
j>N
2jd(
1
p
−1)q‖Λjf‖qp
)1/q
.
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Inserting this estimate into (98) we see that(∑
k>N
2
kd( 1
p
−1)r
∥∥∥∑
j>N
LkENLj[ζQΛjf ]
∥∥∥r
p
)1/r
. (2Nd|Q|) 1p− 1q
(∑
k>N
2
(N−k)(d− d−1
p
)r
)1/r(∑
j>N
2
jd( 1
p
−1)q‖Λjf‖qp
)1/q
,
and since the k-sum is O(1) in the larger range p > d−1d we obtain (94) for
d
d+1 ≤ p ≤ q ≤ 1. 
Proof of (95). This case is simpler and can be obtained from the individual
bounds of ‖LkENLj [Fj ]‖p in Proposition 2.2. Recall that Fj = ζQΛjf and
LkENLj[Fj ] are supported in a C-dilate of Q.
Let k ≤ N . Applying Ho¨lder’s inequality, the q-triangle inequality and
Proposition 2.2.i we now obtain
2ks
∥∥∥∑
j>N
LkENLj[Fj ]
∥∥∥
p
. 2ks |Q| 1p− 1q
[∑
j>N
∥∥LkENLj [Fj ]∥∥qq] 1q
. |Q| 1p− 1q 2k(s+d+1− dq )2−N
(∑
j>N
2
j(d
q
−d)q‖Λjf‖qq
)1/q
.
We now use the extension of Young’s inequality
(99) ‖Λjf‖q ≤ 2j(
d
p
− d
q
)‖Λjf‖p;
see e.g. [16, 2.7.1/3]. As a result we obtain
2kd(
1
p
−1)
∥∥∥∑
j>N
LkENLj[ζQΛjf ]
∥∥∥
p
. 2(k−N)(
d
p
− d
q
+1)(2Nd|Q|) 1p− 1q
(∑
j>N
2j(
d
p
−d)q‖Λjf‖qp
)1/q
.
Finally, we may sum over k ≤ N using that p ≤ q, and therefore obtain
(95). With this assertion, the proof of Theorem 10.2 is now complete. 
11. A strongly admissible enumeration
We give explicit examples of strongly admissible enumerations for Hd.
We define the family of cubes
Q5 =
{∏d
i=1[10κi − 5, 10κi + 5) : κ ∈ Zd
}
.
For ℓ = 0, 1, 2, . . . , let Q5(ℓ) be a strictly increasing collection of finite
families of cubes from Q5 such that for each cube in Q5(ℓ) all its neighboring
cubes in Q5 belong to Q5(ℓ+ 1), and such that Q5 = ∪ℓQ5(ℓ).
Example. We may take Q5(ℓ) to be family of all Q ∈ Q5 such that
Q ⊂ [−10ℓ− 5, 10ℓ+ 5)d.
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Let A0 = [−5, 5)d, and for ℓ ≥ 1 let Aℓ be the union of cubes in Q5
which belong to Q5(ℓ) \Q5(ℓ − 1). For ℓ ≥ 0, let Hd(ℓ, 0) be the family of
characteristic functions of dyadic unit cubes contained in Aℓ. For k ≥ 1,
ℓ ≥ 0, let H(ℓ, k) be the family of Haar functions of mean value 0 and
Haar frequency 2k−1 with the property that the interior of their support is
contained in Aℓ. Clearly, Hd = ∪ℓ,k≥0H(ℓ, k).
Let N(ℓ, k) = #Hd(ℓ, k). We then have N(0, 0) = 10
d and
N(ℓ, k) = N(ℓ, 0)2(k−1)d(2d − 1).
In the specific example above the sets Aℓ, ℓ ≥ 1, are corridors of width
10, of the form [−10ℓ − 5, 10ℓ + 5)d \ [−10ℓ + 5, 10ℓ − 5)d and we have
N(ℓ, 0) = 10d((2ℓ+ 1)d − (2ℓ− 1)d).
We now define an admissible enumeration U associated with this collec-
tion. Let P (m) =
∑m
i=0N(m− i, i), for m = 0, 1, 2, . . . , and let
(100) R(m) =
m∑
j=0
P (j),
so that R(m+1)−R(m) = P (m+1). First, for n = 1, . . . , R(0) we enumerate
the functions inH(0, 0). Next, for n = R(m)+1, . . . , R(m+1) we enumerate
the functions in ∪m+1i=0 H(m+ 1− i, i) as follows: when
R(m) + 1 ≤ n ≤ R(m) +N(m+ 1, 0)
we enumerate the functions in Hd(m + 1, 0); subsequently, for each ν =
1, . . . ,m+ 1, when
R(m) +
ν−1∑
i=0
N(m+ 1− i, i) + 1 ≤ n ≤ R(m) +
ν∑
i=0
N(m+ 1− i, i)
we enumerate the functions in Hd(m+ 1− ν, ν).
That is, the functions in H(ℓ′, k′) occur earlier than those in H(ℓ, k) if
ℓ′+k′ < ℓ+k. Moreover, H(ℓ+1, k−1) also occurs earlier thanH(ℓ, k). Now,
if un and un′ are both supported in I
∗∗, the five-fold dilate of a fixed unit
cube I, then their supports must be contained in cubes from A(ℓ)∪A(ℓ+1),
for some smallest ℓ ≥ 0. Moreover, if | suppun′ | ≥ 2d| suppun|, that is,
k(n′) ≤ k(n) − 1, then the above observations imply that un′ must occur
before un. Thus, the enumeration we just constructed for Hd is strongly
admissible with b = 1.
In the next section it will be convenient to notice that, for the enumeration
above, we have
(101) SR(m)f = Em−ℓf, if supp(f) ⊂ Aℓ and ℓ ≤ m.
In particular we have SR(m)f = Emf if f is supported in (−5, 5)d.
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12. Failure of convergence for strongly admissible
enumerations
In this section we prove the remaining negative results for the Schauder
basis property, as stated in Theorem 1.3; namely the cases
(a) s = dp − d, dd+1 ≤ p ≤ 1 and 0 < q < p
(b) s = 1p − 1, 1 < p <∞ and 0 < q ≤ 1.
We remark that in these cases the operators EN are uniformly bounded, by
Theorem 1.8 (iii) and (vi), and local positive results hold by Theorem 9.3.
We disprove the possibility that the admissible enumerations in §11 may be
global Schauder bases in Bsp,q(R
d). It suffices to show that the corresponding
partial sum operators SR are not uniformly bounded.
12.1. The case 0 < p ≤ 1.
Proposition 12.1. Let 0 < q < p ≤ 1. Then, for the strongly admissible
enumerations defined in §11 we have
(102) sup
R∈N
sup
{
‖SRf‖
B
d( 1p−1)
p,q
: ‖f‖
B
d( 1p−1)
p,q
≤ 1
}
=∞.
Proof. We shall use a similar notation as in §10.1. Consider functions gl as
defined in (81). Fix j ≫ m, and for ℓ ≤ m pick zℓ ∈ Zd so that the threefold
dilate of the cube zℓ + [0, 1)
d is contained in Aℓ. Define
(103) fm,j(x) =
m∑
ℓ=1
gj(x− zℓ).
Note that the summands gj(· − zℓ) have disjoint supports in Aℓ. By (101)
SR(m)fm,j =
m∑
ℓ=1
Em−ℓ[gj(· − zℓ)] =
m∑
ℓ=1
hm−ℓ(· − zℓ) ,
where hN was defined in (82).
Let ΨN be defined as in (89), so that by (90) we have
‖ΨN+1 ∗ hN‖p & 2−Nd(
1
p
−1).
Then
‖SR(m)fm,j‖
B
d( 1p−1)
p,q
≥
( ∞∑
N=1
2
N(d
p
−d)q‖ΨN+1 ∗ SR(m)fm,j‖qp
)1/q
=
( ∞∑
N=1
2
N(d
p
−d)q
( m∑
ℓ=1
∥∥ΨN+1 ∗ hm−ℓ(· − zℓ)∥∥pp)q/p)1/q
≥
(m−1∑
N=1
2N(
d
p
−d)q∥∥ΨN+1 ∗ hN∥∥qp)1/q & m1/q.
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Similarly, using the inequality in (92), that is
2kd(
1
p
−1)‖Lkgj‖p . 2−|j−k|δ,
for some δ > 0, we may conclude that
‖fm,j‖
B
d( 1p−1)
p,q
.
( ∞∑
k=0
2
kd( 1
p
−1)q‖Lk(fm,j)‖qp
) 1
q
=
( ∞∑
k=0
2
kd( 1
p
−1)q
( m∑
ℓ=1
‖Lkgj(· − zℓ)‖pp
) q
p
) 1
q
.
( ∞∑
k=0
2−|j−k|δq
) 1
q
m1/p . m1/p.
Hence, the left hand side in (102) is & m1/q−1/p which implies the assertion
if q < p. 
12.2. The case 1 < p <∞. We shall deduce this case from the previous one.
First of all notice that Proposition 12.1 remains to be valid when 1 < p <∞.
Indeed, the condition on p did not play any role in the proof. In particular,
if the dimension d = 1 this implies
(104) sup
R∈N
∥∥SRf‖
B
1
p−1
p,q →B
1
p−1
p,q
=∞, when 0 < q ≤ 1 < p.
To establish the same result for d ≥ 2, we tensorize the previous example.
Consider
Fm,j(x1, x
′) = fm,j(x1)χ(x
′),
where fm,j is the 1-dimensional function in (103), and χ ∈ C∞c ((−2, 2)d−1)
with χ ≡ 1 in [−1, 1]d−1. We claim that, for s = 1/p− 1 and 0 < q ≤ 1 < p,
we have
(105) ‖Fm,j‖Bsp,q(Rd) . m1/p
and
(106) ‖SR(m,d)(Fm,j)‖Bsp,q(Rd) & ‖SR(m,1)(fm,j)‖Bsp,q(R) & m1/q.
Here R(m,d) are the numbers in (100), where we stress the dependence on
the dimension. Notice that in either case they verify (101).
To justify these inequalities, we construct a function Ψ ∈ C∞c (Rd) as in
(38), that is
(107) Ψ(x) = ∆M [φ0 ⊗ ϕ0](x) = θ(x1)ϕ0(x′) + φ0(x1)ϑ(x′),
for suitable φ0, ϕ0, θ, ϑ as in the paragraph preceding (38). We let
Ψ0(x) = φ0(x1)ϕ0(x
′), and Ψk(x) = 2
kdΨ(2kx), k ≥ 1.
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These functions meet the required hypothesis to have∥∥g∥∥
Bsp,q(R
d)
≈
( ∞∑
k=0
2ksq
∥∥Ψk ∗ g∥∥qLp(Rd)) 1q .
Moreover, if we define, for k ≥ 1,
φk(x1) = 2
kθ(2kx1) and ϕk(x
′) = 2(d−1)kϑ(2kx′),
then the convolutions with φk (respectively ϕk), k = 0, 1, 2, . . ., can be used
to characterize the norms of Bsp,q in R (respectively in R
d−1). Using this
notation in (107) we can now write
(108) Ψk = φk ⊗ ϕ0,k + φ0,k ⊗ ϕk,
with φ0,k(x1) = 2
kφ0(2
kx1) and likewise for ϕ0,k.
We now prove (106). First, using (101) one easily sees that
SR(m,d)(Fm,j) = (SR(m,1)fm,j)⊗ (E(d−1)m [χ]).
Moreover, we claim that
(109) Ψk ∗ (SR(m,d)Fm,j)(x1, x′) = φk ∗ (SR(m,1)fm,j)(x1), x′ ∈ (14 , 34 )d−1.
Indeed, this is a direct consequence of (108) and
ϕ0,k ∗ (E(d−1)m χ)(x′) =
∫
ϕ0,k = 1 and ϕk ∗ (E(d−1)m χ)(x′) =
∫
ϕk = 0.
Then (109) implies the first inequality in (106), and from the 1-dimensional
result one obtains the second inequality.
We now prove (105). If k ≥ 1 we can write
Ψk ∗ Fm,j = (φk ∗ fm,j)⊗ (ϕ0,k ∗ χ) + (φ0,k ∗ fm,j)⊗ (ϕk ∗ χ)
= Ak +Bk(110)
(a similar formula holds for k = 0). Then
(111) ‖Ak‖p . ‖φk ∗ fm,j‖p and ‖Bk‖p ≤ ‖φ0,k ∗ fm,j‖p ‖ϕk ∗ χ‖p.
From the previous calculation in one dimension we have
‖φk ∗ fm,j‖p . 2−|k−j|δ2k(1−
1
p
)m1/p.
We estimate the term
‖φ0,k ∗ fm,j‖p =
( m∑
ℓ=1
‖φ0,k ∗ gj‖pp
) 1
p
= m
1
p ‖φ0,k ∗ gj‖p.
Now, if k ≥ j then
‖φ0,k ∗ gj‖p ≤ ‖φ0,k‖1 ‖gj‖p . 2(1−
1
p
)j ≤ 2k(1− 1p ).
On the other hand, if k < j then
‖φ0,k ∗ gj‖p ≤ ‖φ0,k‖p ‖gj‖1 . 2k(1−
1
p
)
.
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Thus,
‖Bk‖p . m1/p 2k(1−
1
p
) ‖ϕk ∗ χ‖p,
which can be inserted into (111), and overall will imply
‖Fm,j‖
B
1
p−1
p,q
. ‖fm,j‖
B
1
p−1
p,q
+ m
1
p ‖χ‖B0p,q . m
1
p .
This completes the proof of (105), and hence of (104) for all d > 1.
13. Failure of unconditionality when s = d/p − d
Theorem 1.3 states that strongly admissible enumerations of Hd form a
Schauder basis of B
d/p−d
p,p when
d
d+1 < p ≤ 1. We show that the stronger
conclusion of unconditionality fails. The argument will also apply to the
Triebel-Lizorkin spaces F
d/p−d
p,q and therefore we cover this case at the same
time.
Theorem 13.1. For every N ≥ 1, there is a collection A(N) of Haar
functions, all supported in [0, 1]d, with #(A(N)) ≤ 2dN , and such that the
orthogonal projection operators PA(N) satisfy the estimates
‖PA(N)‖
B
d( 1p−1)
p,q →B
d( 1p−1)
p,q
& N1/q,
‖PA(N)‖
F
d( 1p−1)
p,q →F
d( 1p−1)
p,q
& N1/p.
We shall use the following well-known identity.
Lemma 13.2. For N = 1, 2, . . . , it holds
(112) 2Nd1IN,0 = 1I0,0 +
N−1∑
k=0
2kd
∑
ǫ∈Υ
hǫk,0 .
Proof. The formula follows easily computing the Haar coefficients of the
function on the left hand side of (112). 
Let FN (x) = 2
Nd
1[0,2−N )d(x), and let GN be its odd extension GN (x) =
FN (x)− FN (−x). Consider the finite dimensional subspace
(113) A(N) = span
(
{1[0,1)d} ∪
N−1⋃
k=0
{hǫk,0 : ǫ ∈ Υ}
)
,
which has dimension dimA(N) = (2d−1)N+1. Let PA(N) be the orthogonal
projection onto A(N). Then, by Lemma 13.2, FN ∈ A(N) and
PA(N)
(
GN
)
= FN .
The failure of unconditionality follows now from
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Proposition 13.3. Let d−1d < p <∞, q > 0. Then, for large N ,
‖GN‖
B
d
p−d
p,q
. 1 ,(114a)
‖GN‖
F
d
p−d
p,q
. 1 ,(114b)
and
‖PA(N)GN‖
B
d
p−d
p,q
& N1/q ,(115a)
‖PA(N)GN‖
F
d
p−d
p,q
& N1/p .(115b)
Proof. Since ‖ψ0 ∗ GN‖p . 1 for any ψ0 ∈ S, we only need to estimate the
terms involving ψk∗GN , with k ≥ 1, in the Bsp,q or F sp,q quasi-norms. Assume
that ψk(x) = 2
kdψ(2kx), where ψ ∈ C∞c ((−1, 1)d) is such that ψ(x) ≥ 1 for
x ∈ (−1/2,−1/8)d, and ψ has sufficient vanishing moments (to characterize
the involved B and F norms). For k ≥ 1, we analyze ψk ∗ GN . Note, that
GN is supported on [−2−N , 2−N ]d. Since
∫
GN (x)dx = 0 we have
|ψk ∗GN (x)| . 2kd2k−N1[−2−k+1,2−k+1]d , for k ≤ N ;
see (91). Hence
(116) 2k(
d
p
−d)‖ψk ∗GN‖p . 2k−N , k ≤ N.
For k > N let DN be the boundary of IN ∪−IN . Then ψk ∗GN is supported
in a C2−k neighborhood Nk,N of DN and ψk ∗GN = O(2Nd) on Nk,N . The
measure of Nk,N is O(2−N(d−1)−k) and therefore we obtain
2k(
d
p
−d)‖ψk ∗GN‖p . 2−(k−N)(d−
d−1
p
), k ≥ N.
Since p > d−1d we can sum the estimates and obtain (114a).
Similarly
∥∥∥( N∑
k=1
|ψk ∗GN |q2k(
d
p
−d)q
)1/q∥∥∥
p
.
∥∥∥( N∑
k=1
|2kd2k−N1|x|.2−k |q2k(
d
p
−d)q
)1/q∥∥∥
p
. 1
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and ∥∥∥( ∞∑
k=N+1
|ψk ∗GN |q2k(
d
p
−d)q
)1/q∥∥∥
p
. 2Nd
∥∥∥( ∞∑
k=N+1
2k(
d
p
−d)q
1Nk,N
)1/q∥∥∥
p
. 2Nd
( ∑
N≤l<∞
meas(Nl,N )
( ∑
N≤k≤l
2
k(d
p
−d)q
)p/q)1/p
. 2Nd
( ∑
N≤l<∞
2−l−N(d−1)
( ∑
N≤k≤l
2
k(d
p
−d)q
)p/q)1/p
. 1.
Observe that the last inequality requires a slightly different argument in
each of the cases d−1d < p < 1, p = 1 and p > 1; we leave details to the
reader. This proves (114b).
We now include the lower bound for PA(N)GN = FN ≡ 2Nd1IN,0 . Let
Ωk =
(
− 3/8
2k
,−1/8
2k
)d
.
Then, for 4 ≤ k ≤ N − 4,
ψk ∗ FN (x) =
∫
2kdψ(2k(x− y))2Nd1IN,0(y)dy ≥ 2kd, for x ∈ Ωk,
due to 2k(x− [0, 2−N ]d) ⊂ (−1/2,−1/8)d and the assumptions on ψ. Hence
2
k(d
p
−d)‖ψk ∗ FN‖p & 1, 4 ≤ k ≤ N − 4,
which implies (115a). Also
‖FN‖
F
d
p−d
p,q
&
(N−4∑
k=4
∫
Ωk
2k(
d
p
−d)p2kdp
)1/p
& N1/p
and (115b) follows. 
14. Failure of unconditionality when s = 1/p − 1, 1 < p <∞.
In dimension d = 1 the failure of unconditionality of H in B
1
p
−1
p,q (R) is
already contained in Proposition 13.3. As happened in §12.2, the argument
for d ≥ 2 requires a slight variation of the above.
We consider the finite dimensional space
A(N) := span
{
h⊗ 1[0,1]d−1 : h ∈ A(1)(N)
}
,
where A(1)(N) is the subspace defined in (113) (when d = 1). Note that
dimA(N) = dimA(1)(N) ≈ N . We now have
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Theorem 14.1. Let 1 < p <∞. Then
‖PA(N)‖
B
1
p−1
p,q →B
1
p−1
p,q
& N1/q.
In particular, Hd is not unconditional in B
1
p
−1
p,q (Rd) for any q > 0.
Proof. We keep the notation FN and GN for the 1-dimensional functions in
Proposition 13.3. We fix χ ∈ C∞c ((−1, 2)d−1) with χ ≡ 1 in [0, 1]d−1, and
define
gN (x) = GN (x1)χ(x
′) and fN (x) = FN (x1)1[0,1]d−1(x
′).
Observe that fN ∈ A(N) and
PA(N)(gN ) = fN ,
by our choice of χ. So, it suffices to show that, for large N ,
‖gN‖
B
1
p−1
p,q
. 1 and ‖fN‖
B
1
p−1
p,q
& N1/q .(117)
The first assertion is proved as in §12.2; namely, one constructs functions
Ψk as in (108) and observes that
Ψk ∗ gN = (φk ∗GN )⊗ (ϕ0,k ∗ χ) + (φ0,k ∗GN )⊗ (ϕk ∗ χ)
= Ak +Bk.
A similar proof as the one following (111) gives
‖Ak‖p . ‖φk ∗GN‖p and ‖Bk‖p . 2k(1−
1
p
) ‖ϕk ∗ χ‖p.
From here and the 1-dimensional results in (114a) it follows that
‖gN‖
B
1
p−1
p,q (Rd)
. ‖GN‖
B
1
p−1
p,q (R)
+ ‖χ‖B0p,q(Rd−1) . 1.
Likewise, to prove the second assertion in (117) one uses
Ψk ∗ fN (x1, x′) = φk ∗ FN (x1), x′ ∈ (14 , 34 )d−1.
This identity, as before, follows from (108) and the facts
ϕ0,k ∗ 1[0,1]d−1(x′) =
∫
ϕ0,k = 1 and ϕk ∗ 1[0,1]d−1(x′) =
∫
ϕk = 0,
because the supports of ϕ0,k(x − ·) and ϕk(x − ·) are contained in [0, 1]d−1
for such values of x′. Thus,
‖fN‖
B
1
p−1
p,q (Rd)
& ‖FN‖
B
1
p−1
p,q (R)
& N1/q.
This establishes (117) and completes the proof of Theorem 14.1. 
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