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The behavior of the resistivity of Ce-based heavy fermion systems is studied using a 1/N -
expansion method a´ la Nagoya, where N is the spin-orbital degeneracy of f-electrons. The
1/N -expansion is performed in terms of the auxiliary particles, and a strict requirement
of the local constraints is fulfilled for each order of 1/N . The physical quantities can be
calculated over the entire temperature range by solving the coupled Dyson equations for
the Green functions self-consistently at each temperature. This 1/N -expansion method is
known to provide asymptotically exact results for the behavior of physical quantities in
both low- and high-energy regions when it is applied to a single orbital periodic Anderson
model (PAM). On the basis of a generalized PAM including crystalline-electric-field splitting
with a single conduction band, the pressure dependence of the resistivity ρ is calculated by
parameterizing the effect of pressure as the variation of the hybridization parameter between
the conduction electrons and f-electrons. The main result of the present study is that the
double-peak structure of the T -dependence of ρ(T ) is shown to merge into a single-peak
structure with increasing pressure.
KEYWORDS: Ce-based heavy fermions, electrical resistivity, 1/N -expansion method, crys-
talline electric field
1. Introduction
The resistivity of heavy fermions such as Ce-based compounds (Kondo-lattice systems)
changes markedly with decreasing temperature. In the high-temperature region the conduction
electrons are decoupled from the f-electrons, which behave as localized moments, exhibiting the
Kondo effect that results in the logarithmic temperature dependence of the resistivity. On the
other hand, below the characteristic temperature E0 (corresponding to the Kondo temperature
in an impurity model) conduction electrons are scattered coherently by the f-electrons, and a
Fermi-liquid state with quasi-particles of increased mass is formed. The detailed T dependence
of the resistivity ρ(T ) around T = E0 can be roughly classified into two cases. In the first case,
ρ(T ) has a single-peak structure as observed in CeCu6.
1) In the second case, ρ(T ) has a double-
∗E-mail address: y-nishida@blade.mp.es.osaka-u.ac.jp
1/37
J. Phys. Soc. Jpn. Full Paper
peak structure arising from the crystalline-electric-field (CEF) effect, as observed in CeAl2,
2)
CeCu2,
3) CeAu2Si2
4) CeCu2Si2,
5) and CeCu2Ge2,
6) for example. Experimental studies of the
effect of pressure on Ce-based compounds have revealed the fact that the double peak in the
resistivity curve arising from the CEF effect tends to merge into a single peak as the pressure
is increased. In the 1980’s the effect of CEF on the impurity Kondo effect was investigated
theoretically by various methods.7, 8, 20, 21) However, to our knowledge, the effect of CEF in
heavy fermions (lattice systems) has not been adequately investigated to date. In this work,
we study the influence of the CEF effect on the T -dependence of ρ of Ce-based heavy fermions,
and clarify the origin of the double-peak structure of ρ(T ).
To this end, we investigate an infinite-U generalized periodic Anderson model (PAM), in-
cluding the CEF splitting of f-electrons, by using a 1/N -expansion method a´ la Nagoya, where
N is the spin-orbital degeneracy of correlated electrons.9, 10) This 1/N -expansion method is
performed in terms of the auxiliary particles together with strict requirement of the local con-
straints in each order of 1/N so as to rigorously take into account the effects of the infiniteness
of U . As a result, the theory is free from an artificial transition of slave-boson condensation
and gives correct behaviors of physical quantities in both low- and high-energy regions. Apply-
ing this method, we discuss the pressure effect of ρ(T ), and show that the result is consistent
with the tendency observed in Ce-based heavy fermion systems.
The paper is organized as follows. In §2, we introduce the model Hamiltonian, a generalized
PAM, and the concept of the 1/N -expansion method a´ la Nagoya. In §3, we show the result at
T = 0 (the case of absolute zero temperature). In §4, we show results at a finite temperature by
using a self-consistent 1/N -expansion beyond the low-temperature approximation. Finally, we
show the effect of pressure on the resistivity ρ(T ) in §5. Three appendices are given detailing
the calculation and algorithm of the 1/N -expansion method.
2. Model and Formal Preliminaries
2.1 Infinite-U generalized periodic Anderson model
We start with an infinite-U periodic Anderson model (PAM) with an f-electron in a man-
ifold of J = 5/2,11) which is a simple and realistic model for the Ce-based heavy fermion
systems: Our model Hamiltonian is given by
H =Hc +Hf +Hcf , (2.1)
Hc =
∑
kσ
εkσc
†
kσckσ, (2.2)
Hf =
∑
iΓ
EiΓf
†
iΓfiΓ, (2.3)
Hcf =
1√
NL
∑
k,i,Γ,σ
(VkΓσe
−ik·Ric†kσfiΓb
†
i + h.c.), (2.4)
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Fig. 1. CEF level scheme of Ce3+ ion in tetragonal symmetry.
where c†kσ is the creation operator for the conduction electron with wave vector k and spin
σ, and εkσ is the energy of the conduction electron with wave vector k and spin σ. NL
denotes the number of the lattice sites, and i stands for the site index. Here, we introduce the
slave-boson, which represents the f0-state at each lattice point, following Coleman:12) b†i is
the creation operator for the slave-boson at the i-th site. f †iΓ is the creation operator for the
pseudo-fermion which represents the f1-state with the CEF level |Γ〉 = |±1〉, |±2〉, |±3〉. VkΓσ
stands for the mixing between the conduction electron with k, σ and the f-electron with the
CEF state of Γ. We discuss the property of the generalized PAM introduced above assuming
under a tetragonal symmetry of the crystal field. Following Kontani et al.,13) the mixing VkΓσ
is expressed as
VkΓσ =
∑
M
OΓMVkMσ, (2.5)
VkMσ = V0
√
4pi
3
{
−2σ
√
(72 − 2Mσ)
7
YM−σl=3 (Ωk)
}
, (2.6)
where M is the z-component of the angular momentum J of an f-electron: M = Jz (J =
5/2), and Y ml (Ωk) is the spherical harmonic function. In the tetragonal symmetry, we can
parameterize each CEF-level as follows: (See Fig. 1.)
Ei|±1〉 = εf +∆2, Ei|±2〉 = εf +∆1, Ei|±3〉 = εf . (2.7)
εf is measured from the chemical potential εf ≡ ε(0)f − µ and ε(0)f is defined as the lowest
atomic level of f-electrons measured from the center of the conduction electron band. The
coefficient OΓM in eq. (2.5) is a 6 × 6 orthogonal matrix, which is given as follows:
OΓM =


Γ \M 5/2 3/2 1/2 −1/2 −3/2 −5/2
+3 0 a 0 0 0
√
1− a2
+2 0 0 1 0 0 0
+1 a 0 0 0 −√1− a2 0
−1 0 −√1− a2 0 0 0 a
−2 0 0 0 1 0 0
−3 √1− a2 0 0 0 a 0


.
(2.8)
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Fig. 2. Feynman diagrams: A solid line denotes the conduction electron propagator, a wavy line the
slave-boson propagator, and a dashed line the pseudo-fermion propagator.
Hereafter, all the energies are measured from the chemical potential µ ≡ 0.
Next, we recapitulate the 1/N -expansion method a´ la Nagoya. It is straightforward to
extend the work by O¯no et al. for a single-band PAM as detailed in ref. 10. In order to
ensure equivalence between the present model Hamiltonian eqs. (2.1)∼(2.4) and the original
infinite-U generalized PAM, we must treat the problem under the local constraints as
Qˆi = b
†
i bi +
∑
Γ
f †iΓfiΓ = 1. (2.9)
The expectation value of an operator Oˆ under the local constraint eq. (2.9) is given as
〈Oˆ〉 = lim
{λi}→∞
〈Oˆ
∏
i
Qˆi〉λ/〈
∏
i
Qˆi〉λ, (2.10)
where 〈Aˆ〉λ is calculated in the grand canonical ensemble for the Hamiltonian Hλ:
〈Aˆ〉λ ≡ Tr
[
e−βHλAˆ
]
/Tr
[
e−βHλ
]
, (2.11)
Hλ = H +
∑
i
λiQˆi. (2.12)
The single-particle Green functions Gkσ for the conduction electron, Bi for the slave boson
and FiΓ for the pseudo-fermion are essential ingredients. Their unperturbed forms are given
as follows:
G0kσ(iωn) = (iωn − εkσ)−1, (2.13)
B0i (iνn) = (iνn − λi)−1, (2.14)
F 0iΓ(iωn) = (iωn − λi − EiΓ)−1, (2.15)
where ωn = (2n+1)piT , and νn = 2npiT with n being an integer. Then, the Feynman diagrams
are illustrated in Fig. 2, and those for the cf -mixing vertices are illustrated in Fig. 3. The
effect of the interaction, eq. (2.4), can be formally incorporated into the Green function as
4/37
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self-energies as follows:
Gkσ(iωn) = (iωn − εkσ − Σkσ(iωn))−1, (2.16)
Bi(iνn) = (iνn − λi −Πi(iνn))−1, (2.17)
FiΓ(iωn) = (iωn − EiΓ − λi −ΣfiΓ(iωn))−1. (2.18)
The self-energies Σkσ, Πi, and Σ
f
iΓ are calculated by an extended 1/N -expansion a´ la Nagoya,
as discussed below.
2.2 1/N-expansion a´ la Nagoya for SU(N)-PAM
We briefly review the past work performed by O¯no et al. as detailed in refs. 9, 10. The
conventional 1/N -expansion method for SU(N)-PAM, in which the conduction band is pre-
pared for each component of pseudo-fermion and the hybridization depends only on k, is
performed by dividing the k-space and spin-space of the conduction electron into N subspace
and keeping the total degrees of freedom of the conduction electron to be the same as those
of the non-interacting conduction band:
{↑, k} + {↓, k} = {k1}+ {k2}+ · · · {km}+ · · ·+ {kN}, (2.19)
m=J∑
m=−J
( 1
NL
∑
km
1
)
= 2. (2.20)
where NL stands for the number of total lattice sites, NL ≡
∑
i 1. We assume that the km
state of the conduction electron hybridizes only with the m-th state of the f-electron. Then,
the density of states (DOS) of the m-th subspace of the conduction electron is 1/N times as
small as the total DOS, so that a summation over km gives a factor of 1/N . Therefore, we
can classify the Feynman diagrams giving the self-energies of the Green functions in terms of
1/N . This method may be justified on the basis of the following intuitive argument.
The state of the conduction electron with momentum k and spin σ is expanded around
the origin, where an f-electron is located, into that of the f-electron with the state of angular
momentum state |m〉:
ckσ =
∑
m
∑
km
〈σ,k|m,km〉ckm . (2.21)
Namely, only a restricted part of the degrees of freedom k and σ of the conduction electron
near the Fermi level hybridizes with f-electron in the state |m〉. If the f-electron state is
specified by N different quantum numbers, the degrees of freedom of conduction electrons
which hybridize with the f-electron with the state |m〉 are equal to the roughly 1/N times of
the total degrees of freedom of the conduction electron, so that the effective DOS of a relevant
conduction electron is reduced by 1/N times. In the lattice system, hybridization between
conduction electrons with k and σ and the f-electron with |m〉 at the i-th site is given in
5/37
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Fig. 3. Feynman diagrams for cf-hybridization: A solid line denotes the conduction electron propa-
gator, a wavy line the slave-boson propagator, and a dashed line the pseudo-fermion propagator.
These propagators are connected by the cf-hybridization vertex due to Hcf , eq. (2.4).
terms of the matrix element in (2.21) as
〈σ,k|km,m; i〉 = e−ik·Ri〈σ,k|m,km〉. (2.22)
Therefore, the Hamiltonian Hcf for hybridization is given as follows:
Hcf =
∑
i,m
∑
σ,k
(
〈σ,k|H|m; i〉c†kσfim + h.c.
)
, (2.23)
=
∑
i,m
∑
m′,km′
∑
σ,k
(
〈m′, km′ |σ,k〉〈σ,k|H|m; i〉c†km′ fim + h.c.
)
, (2.24)
=
∑
i,m
∑
m′,km′
(
〈m′, km′ |H|m; i〉c†km′ fim + h.c.
)
, (2.25)
=
∑
i,m
∑
m′,km′
( 1√
NL
V δm,m′e
−ikm′Ric†km′
fim + h.c.
)
, (2.26)
=
1√
NL
∑
i,m
∑
km
(
V c†kmfime
−ikmRi + h.c.
)
. (2.27)
Similarly, the Hamiltonian Hc for the kinetic term is given as follows:
Hc =
∑
σ,k
∑
σ′,k′
〈σ,k|H|σ′,k′〉c†kσck′σ′ , (2.28)
=
∑
m,km
∑
m′,km′
∑
σ,k
∑
σ′,k′
〈m,km|σ,k〉〈σ,k|H|σ′,k′〉〈σ′,k′|m′, km′〉c†kmckm′ , (2.29)
=
∑
m,km
∑
m′,km′
〈m,km|H|m′, km′〉c†kmckm′ , (2.30)
=
∑
m,km
εkmc
†
km
ckm . (2.31)
6/37
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Here, we have replaced the matrix elements 〈m′, km′ |H|m; i〉 in eq. (2.25) with
V δm,m′e
−ikmRi/
√
NL, and we have replaced 〈m,km|H|m′, km′〉 in eq. (2.30) with
εkmδm,m′δkm,km′ . Then, the rareness of the DOS of the conduction electron for each channel
m is inherited in the lattice system. In the lattice system, strictly speaking, the conduction
electrons described by ckm ’s mix with each other so that a classification in terms of the index
m becomes ambiguous. So the approximation in eqs. (2.26) and (2.31) for the conduction elec-
trons should be regarded as an approximation that neglects the hybridization of conduction
electrons with different indices m. Nevertheless, this approximate treatment has been shown
to provide reasonable results for numerous strongly correlated electron systems even for the
case N = 2.14)
However, an extension of the conventional SU(N)-PAM enabling inclusion of CEF split-
ting ∆ causes a few problems: e.g., the pole of Bi(ν), E0 which corresponds to the Kondo
temperature TK , results in contradiction, i.e., λ+ εf −E0 > λ+ εf , if ∆ is larger than almost
twice TK for ∆ = 0, i.e., without CEF splitting. In a word, the energy level of the coherent
state becomes higher than that of the bare f-electron, and the 1/N -expansion method fails.
For example, in the case where four degenerate states of the f-electron, i.e., N = 4, are di-
vided into two Kramers doublets by CEF splitting ∆, the correct Kondo temperature T
(2)
K
for N = 2 is not obtained in the limit ∆ → ∞. One of the origins of this difficulty may be
that the hybridization between conduction electrons with different quantum numbers m is
discarded, so that the two components of the conduction electrons are independent of each
other. To resolve this problem, we reconsider a generalized PAM in which the conduction
electron, specified by k and σ, mixes with all the states of f-electrons specified by m.
2.3 Extended 1/N-expansion method for generalized PAM
We now apply the 1/N -expansion method to the generalized PAM introduced in §2.1.
Namely, we extend a conventional 1/N -expansion method in such a way that the condition
of eq. (2.20) is replaced by the following conditions.
1
NL
∑
kσ
1 = 1 = O(1/N), (2.32)
∑
σ
1 = 2 = O(N), (2.33)
1
NL
∑
σ
∑
kσ
1 = 2 = O(1). (2.34)
Then, the degeneracy N is given by just that of the real spin of the conduction electrons:
i.e., N = 2. We use this condition hereafter in the present paper. As shown below, the rule
of classification of the Feynman diagrams with respect to 1/N in the SU(N)-PAM model can
be generalized in the present model that has only spin degeneracy N = 2. The validity of
using the 1/N -expansion method a´ la Nagoya in the case N = 2 is supported by the results
7/37
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(1/N)0
kσ
σσ
σ’
k’ k’’
σ’ k’σ’
Σ
k’’σ’
(a)
(c)
σ’σ’kσ kσ
σ’
σ’ σ’
(1/N)1ΣΣ
ΣΣ
σ kσ
k’σ
(d)
kσ
(1/N)1Σ
kσ
σ σσσ
k’σ
1/NL
(1/NL)2 1/NL
i i
i
i
k’
kσ
σσ
(1/N)1
(b)
σ
kσ
k’σ
Σ1/NL
i
Fig. 4. Example of diagrams showing contributions to the self-energy: the lowest order of the self-
energy for the slave boson (a) and the next order examples of the self-energy for the conduction
electron (b,c,d) in power of (1/N).
of previous studies that treated a single-band PAM with N = 2 and gave qualitatively correct
physical behavior in both the high- and low-energy regions.14) In particular, it has been shown
that higher order corrections in 1/N do not change the results qualitatively.15) On the basis of
this observation, we use this 1/N -expansion as a method of taking into account the correlation
effect of f-electrons in the present model.
The self-energies of the conduction electron Σkσ, in eq. (2.16), the slave-boson Πi, in eq.
(2.17), and the pseudo-fermion ΣfiΓ, in eq. (2.18), are determined for each order of 1/N . To
classify the diagrams by each order of (1/N), we use the condition in eqs. (2.32) ∼ (2.34).
We illustrate several examples of the self energy in Fig. 4. In our extended formulation of the
1/N -expansion, the diagram of Fig. 4(a) is of O(1/N)0, because the summation with respect
to both kσ and σ is performed as seen in eq. (2.34). On the other hand, those of Fig. 4(b), Fig.
4(c) and Fig. 4(d) are of O(1/N)1 because one summation over kσ remains. For example, in
Fig. 4(b), the summation (1/NL)
2
∑
i
∑
k′σ
is performed, so that this diagram gives the order
of (1/NL)
∑
k′σ
∼ O(1/N). Similarly, in Fig. 4(c), the summation (1/NL)3
∑
i
∑
σ′
∑
k′
σ′
∑
k′′
σ′
is performed. This also gives (1/NL)
2
∑
σ′
∑
k′
σ′
∑
k′′
σ′
∼ (1/NL)
∑
k′′
σ′
∼ O(1/N). Then, for the
leading order in 1/N , the Dyson equation for the conduction electron, the slave-boson, and
pseudo-fermion Green function are given by the Feynman diagrams illustrated in Fig. 5. It
is noted that ΣfiΓ vanishes at this order of approximation. Hereafter, we discuss the problem
within the accuracy to the leading order of 1/N , although there is no difficulty in taking into
account higher order corrections in 1/N .
8/37
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=Gkσ 
kσ kσ
σ σ σ σ
+
σ σ
Γ
kσ kσi
=Bi   
i i
+
i ikσ
σσ
<Qi>λ σ σ
Fi Γ =
,Γ
,Γi
i,Γi
:
:
:
Fig. 5. Diagrammatic representation of Dyson equations for single particle Green function within ac-
curacy of (1/N)0. Thin solid, wavy, and dashed lines represent the Green function of the conduction
electron, slave-boson, and pseudo-fermion, respectively. Thick lines denote the renormalized Green
function for each particle.
2.4 Dyson equation to the leading order in (1/N)0
When treating the problem under zero magnetic field or without magnetic order, we
can neglect the off-diagonal self-energy part, with respect to the spin, of the conduction
electrons, because of the properties of the Clebsch-Gordan coefficient. Indeed, from the relation
of spherical harmonic function {Y ml (Ωk)}∗ = (−1)mY −ml (Ωk), we can find∑
Γ±
V ∗kΓσVkΓσ¯ = 0, (2.35)
∑
Γ±
|VkΓσ|2 =
∑
Γ±
|VkΓσ¯|2, (2.36)
where σ¯ = −σ and ∑Γ± means the summation with respect to the Kramers doublets char-
acterized with |Γ〉 = | ± 1〉, | ± 2〉, and | ± 3〉. For Γ = | ± 1〉, eq. (2.35) means that
V ∗k|+1〉σVk|+1〉σ¯ + V
∗
k|−1〉σVk|−1〉σ¯ = 0 is satisfied. The analytic form of the relevant self-energy
parts are given by
Σkσ(iωn) = lim
λi→∞
[
−
∑
Γ±
|VkΓσ|2T
∑
νn
Bi(iνn)F
0
iΓ(iωn + iνn)/〈Qˆi〉λ
]
, (2.37)
Πi(iνn) =
1
NL
∑
Γ±
∑
σ
∑
kσ
|VkΓσ|2T
∑
ωn
Gkσ(iωn)F
0
iΓ(iωn + iνn), (2.38)
〈Qˆi〉λ =
∑
Γ±
〈nˆfiΓ〉λ + 〈nˆbi〉λ. (2.39)
Here, 〈nˆfiΓ〉λ ≡ 〈f †iΓfiΓ〉λ and 〈nˆbi〉λ ≡ 〈b†i bi〉λ are given by the diagrams shown in Fig. 6
whose analytic forms are given as follows:
〈nˆfiΓ〉λ =T
∑
ωn
F 0iΓ(iωn) (2.40)
− 1
NL
∑
σ
∑
kσ
|VkΓσ|2T 2
∑
ωn
∑
νn
F 0iΓ(iωn + iνn)
2Gkσ(iωn)Bi(iνn), (2.41)
9/37
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〈nˆbi〉λ =− T
∑
νn
Bi(iνn). (2.42)
Taking the summation with respect to the Matsubara frequency in eqs. (2.37) and (2.38), and
performing the analytic continuation iωn → ω+ ≡ ω + i0+, we obtain the imaginary part and
real part of the self-energies as follows:
ImΣkσ(ω+) = lim
λi→∞
∑
Γ±
|VkΓσ|2
(
1 + eβω
)
e−β(λi+EiΓ)
× ImBi(−ω + λi + EiΓ + i0+)/〈Qˆi〉λ, (2.43)
ReΣkσ(ω+) =− 1
pi
P
∫ ∞
−∞
dω′
1
ω − ω′ + i0+ ImΣkσ(ω
′
+), (2.44)
ImΠi(ω+) =
1
NL
∑
Γ±
∑
σ
∑
kσ
|VkΓσ|2f(−ω + λi + EiΓ)
× ImGkσ(−ω + λi + EiΓ + i0+), (2.45)
ReΠi(ω+) =− 1
pi
P
∫ ∞
−∞
dω′
1
ω − ω′ + i0+ ImΠi(ω
′
+), (2.46)
where f(ω) ≡ (eβω + 1)−1 is the Fermi distribution function (β ≡ 1/T ). The real part of the
self-energies are given by the Kramers-Kro¨nig relation from the corresponding imaginary part
of the self-energy. Of course, we can calculate Σkσ and Πi analytically without separating the
real and imaginary parts. However, we express them in such a way for convenience of the
numerical calculation.
Here, we introduce characteristic parameters E0 and a. From eqs. (2.17), (2.45), and (2.46),
we can find the following relation at low temperature (T . E0/10, as shown later).
− 1
pi
ImBi(ω+) =a(T ) · δ(ω + λi + εf + E0(T )) + C(ω + λi + εf ), (2.47)
where C(ω+λi+εf ) is a broad continuous function that is non-vanishing only in the region of
ω > 0, and the binding energy E0(T ) and the residue a(T ) of the slave-boson are determined
through the coupled relations
E0(T ) = εf − ReΠi(λi + εf − E0(T )), (2.48)
1
a
= 1− d
dω
(ReΠi(ω))|ω=λi+εf−E0(T ). (2.49)
The parameter E0 ≡ E0(0) corresponds to the Kondo temperature TK in the case of impurity
Anderson model.16) To express a series of equations more concisely in the actual numerical
calculation, we introduce the following notations: 〈Qˆi〉λ = e−β(λi+εf−E0(T ))〈Qˆ〉, B¯(ω) = Bi(ω+
λi + εf ) and Π¯(ω) = Πi(ω + λi + εf ). Then, we can rewrite eqs. (2.37)∼(2.42) as follows:
ImΣkσ(ω+) =
∑
Γ±
|VkΓσ|2
(
1 + eβω
)
e−β[E0(T )+EiΓ−εf ]
× ImB¯(−ω + EiΓ − εf + i0+)/〈Qˆ〉, (2.50)
10/37
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+<nfiΓ>λ  : 
<nbi>λ  : 
i
kσ
Γ
Γ Γ
σ σ
i
i
Fig. 6. Feynman diagrams for 〈nˆfiΓ〉λ, and 〈nˆbi〉λ within the order of (1/N)0.
ImΠ¯(ω+) =
1
NL
∑
Γ±
∑
σ
∑
kσ
|VkΓσ|2f(−ω + EiΓ − εf )
× ImGkσ(−ω + EiΓ − εf + i0+), (2.51)
and
〈nˆfiΓ〉λ =e−β(λi+εf−E0(T )) ×
[
e−β[E0(T )+EiΓ−εf ]
+
∑
σ
∑
kσ
|VkΓσ|2
NL
∫
dω f(ω)
−1
pi
ImGkσ(ω+)
×
∫
dω′ e−β(E0(T )+ω
′)−1
pi
ImB¯(ω′+) ·
1
(ω + ω′ −EiΓ + εf )2
+
∑
σ
∑
kσ
|VkΓσ|2
NL
∫
dω e−β(E0(T )+EiΓ−εf )
−1
pi
ImGkσ(−ω + i0+)
× f(ω) · {−1
T
B¯(ω + EiΓ − εf ) + dB¯(ω
′)
dω′
∣∣∣
ω′=ω+EiΓ−εf
}]
, (2.52)
〈nˆbi〉λ =e−β(λi+εf−E0(T )) ×
∫
dω e−β(ω+E0(T ))
−1
pi
ImB¯(ω+). (2.53)
The validity of the approximate eq. (2.47) in the low-temperature region, or eq. (2.54) below,
for B¯ is shown in the next subsection, while in high-temperature region (T > E0) eq. (2.47)
ceases to be valid.
− 1
pi
ImB¯(ω+) =a(T ) · δ(ω +E0(T )) + C(ω). (2.54)
To extend this formulation to a finite temperature region, we must use the Dyson equation
self-consistently (See §4).
Finally we calculate the average number nc of conduction electrons and nf of f-electrons
per site:
nc ≡ 1
NL
∑
σ
∑
kσ
[
T
∑
ωn
Gkσ(iωn)e
iωn0+
]
, (2.55)
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nf ≡ lim
λi→∞
[∑
Γ±
〈nˆfiΓ〉λ/〈Qˆi〉λ
]
. (2.56)
With the use of eqs. (2.37) and (2.41), we obtain
nf = lim
λi→∞
∑
Γ±
[
T
∑
ωn
F 0iΓ(iωn)/〈Qˆi〉λ
]
(2.57)
+
1
NL
∑
σ
∑
kσ
[
−T
∑
ωn
Gkσ(iωn)
d
d(iωn)
Σkσ(iωn)
]
. (2.58)
Hence, the total number of electrons per site is given by
nc + nf = lim
λi→∞
∑
Γ±
[
T
∑
ωn
F 0iΓ(iωn)/〈Qˆi〉λ
]
+
1
NL
∑
σ
∑
kσ
[
T
∑
ωn
d
d(iωn)
logG−1kσ (iωn)
]
, (2.59)
=
∑
Γ±
e−β(E0(T )+EiΓ−εf )/〈Qˆ〉
+
1
NL
∑
σ
∑
kσ
[
T
∑
ωn
d
d(iωn)
logG−1kσ (iωn)
]
. (2.60)
At T = 0, this relation is simplified as
nc + nf =
1
NL
∑
σ
∑
kσ
[
T
∑
ωn
d
d(iωn)
logG−1kσ (iωn)
]
. (2.61)
Furthermore, we find ImΣkσ(0+) = 0 at T = 0 from eqs. (2.50) and (2.54), so that we obtain
the total number n ≡ nc + nf as
n = nc + nf =
1
NL
∑
σ
∑
kσ
θ(−εkσ − Σkσ(0)). (2.62)
The total number is determined by the volume of the k-space enclosed by the Fermi surface.
In a word, the Landau-Luttinger sum-rule holds at T = 017) .
3. Physical properties of Generalized Periodic Anderson Model at T = 0
In this section, we study the properties of the generalized PAM (2.1)∼(2.4) in the limit
of T → 0, where eq. (2.54) (or eq. (2.47)) is a valid approximation. (See § 3.2) With the use
of eq. (2.54), we manipulate eqs. (2.52) and (2.53) as follows. From eqs. (2.52) ∼ (2.54)
〈nˆfiΓ〉λ =e−β(λi+εf−E0)
×
[
e−β(E0+EiΓ−εf )
+
∑
σ
∑
kσ
a|VkΓσ|2
NL
∫
dω
−1
pi
ImGkσ(ω+) · f(ω)
(ω − E0 −EiΓ + εf )2
+
∑
σ
∑
kσ
|VkΓσ|2
NL
e−βE0
∫
dω′ e−βω
′
C(ω′)
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×
∫
dω
−1
pi
ImGkσ(ω+) · f(ω)
(ω + ω′ − EiΓ + εf )2
]
, (3.1)
〈nˆbi〉λ =e−β(λi+εf−E0) ×
[
a+ e−βE0
∫
dω e−βωC(ω)
]
, (3.2)
where a ≡ a(0). At T = 0, exp(−βE0) vanishes for E0 > 0, so that
〈nˆfiΓ〉λ =e−β(λi+εf−E0)
∑
σ
∑
kσ
a|VkΓσ|2
NL
∫
dω
−1
pi
ImGkσ(ω+)
× f(ω)
(ω − E0 −EiΓ + εf )2 , (3.3)
〈nˆbi〉λ =ae−β(λi+εf−E0). (3.4)
Similarly, when we use eqs. (2.37), (2.43), and (2.44) at T = 0, the continuum part of the
spectrum of the slave-boson Green function C(ω) in eq. (2.54) can also be neglected, because
the continuum part is smaller than the contribution from a pole by a factor of exp(−βE0). As
a result the self-energy of the conduction electron, eq. (2.37), and 〈Qˆi〉λ, (2.39), are given as
〈Qˆi〉λ = a(1/a − 1)e−β(λi+εf−E0) + ae−β(λi+εf−E0),
= e−β(λi+εf−E0), (3.5)
Σkσ(ω+) =
∑
Γ±
a|VkΓσ|2
ω+ − E0 − EiΓ + εf , (3.6)
where we have used the relations eqs. (2.38) and (2.49). Here, we note that the self-energy
Σkσ(ω) of the conduction electrons does not have an imaginary part at ω = µ = 0. Hence a
quasi-particle band is formed and the system behaves as a Fermi liquid, so that the Landau-
Luttinger sum-rule holds, as seen in the previous section. From eq. (2.7), we rewrite eq. (3.6)
as follows:
ReΣkσ(ω+) =
∑
±
[a|Vk|±3〉σ|2
ω+ − E0 +
a|Vk|±2〉σ|2
ω+ − E0 −∆1 +
a|Vk|±1〉σ|2
ω+ − E0 −∆2
]
, (3.7)
where,
∑
± means the summation over the Kramers doublets. We neglect the k-dependence of
VkΓσ, and we assume the summation for VkΓσ over each of the Kramers doublets specified by
Γ to be constant, i.e.,
∑
±|VkΓσ|2 =
∑
±|VΓσ|2 = V 2 for simplicity. However, this assumption
does not qualitatively change the physical properties. Then, we obtain
ReΣkσ(ω+) =
[ aV 2
ω+ − E0 +
aV 2
ω+ − E0 −∆1 +
aV 2
ω+ − E0 −∆2
]
, (3.8)
Gkσ(ω+) =
1
ω+ − εkσ − Σkσ(ω) ,
=
4∑
j=1
Ajk
ω+ − αjkσ
, (3.9)
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where αjkσ and A
j
k, defined by the pole and residue of the Green function of the conduction
electron, must satisfy the following equations
αjkσ − εkσ − ReΣkσ(αjkσ) = 0, (3.10)
and
Ajk =
(αjkσ − E0)(αjkσ − E0 −∆1)(αjkσ − E0 −∆2)
(αjkσ − αj+1kσ )(αjkσ − αj+2kσ )(αjkσ − αj+3kσ )
, (3.11)
where αjkσ = α
j+4
kσ . The physical meaning of α
j
kσ is the quasi-particle dispersion of the Fermi
liquid, because the conduction electrons hybridize with the physical f-electron through the
self-energy Σkσ. E0 and a in eq. (3.8) are determined by eqs. (2.48) and (2.49). The total
number n (= nc + nf ) per site is determined by eqs. (2.55) and (2.56).
E0 − εf = 1
NL
4∑
j=1
∑
Γ±
∑
σ
∑
kσ
Ajk|VΓσ|2f(αjkσ)
E0 + EiΓ − εf − αjkσ
, (3.12)
1
a
= 1 +
1
NL
4∑
j=1
∑
Γ±
∑
σ
∑
kσ
Ajk|VΓσ|2f(αjkσ)
(E0 + EiΓ − εf − αjkσ)2
, (3.13)
n = nc + nf =
1
NL
4∑
j=1
∑
σ
∑
kσ
f(αjkσ)A
j
k + (1− a). (3.14)
Here, nf is also derived from 1−a because of local constraints eq. (2.9), where a is defined as a
residue of the slave-boson Green function in eq. (2.54). At T = 0, the residue a is equivalent to
the number of f0-states per site: i.e., nf = 1− a. By solving a set of self-consistent equations
(3.12)∼(3.14), we can obtain physical quantities at T = 0. The solution derived from the
above equations is consistent with that of slave-boson mean field theory at T = 0. In the
following subsections, we show the numerical results.
3.1 Dispersion of renormalized band
We assume that the dispersion of the bare conduction electrons is linear in any direction,
so that the DOS of the conduction electron per spin is approximated as follows:
ρσ(ω) ≡ − 1
pi
1
NL
∑
kσ
ImG0kσ(ω+), (3.15)
ρσ(ω) =
{
ρ0 =
1
2D (−D ≤ ω ≤ D),
0 (otherwise).
(3.16)
We adopt the following parameters; D = 1, n ≡ nc + nf = 1.4, V 2 = 0.02D2, ε(0)f =
−0.7D, where ε(0)f is defined as the energy level of f-electrons measured from the center of the
conduction electron band, and εf ≡ ε(0)f − µ. Although one might think that the parameter
V has too small a value, the binding energy of the slave-boson E0 is found to be E0 ∼ 0.01D
in the case of ∆1 = ∆2 = 0 under these parameters.
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Fig. 7. Schematic structure of the renormalized bands αj
kσ for the Fermi level set to zero. εf is the
atomic f-level measured from the Fermi level. ∆1 and ∆2 are CEF splittings (∆1 ≤ ∆2).
We show the dispersion of renormalized bands αjk, given by the solution of (3.10), for
two cases of ∆1 and ∆2 in Fig. 7(a) and (b), where the Fermi level is set to be zero. In
the absence of CEF splitting (Fig. 7(a)), the conduction electron mixes only with two linear
combinations of 6-fold degenerate states of f-electrons, so that such a band consisting of two
linear combinations is renormalized, and others remain un-renormalized. On the other hand,
in the case of Fig. 7(b) where CEF splitting exists, the conduction band is renormalized by
hybridizing with each f-level, so that the dispersion of the renormalized band is divided into
four bands. The insets of Fig. 7(a) and (b) show that the Landau-Luttinger sum-rule holds
because the Fermi wavenumber is fixed as kF = 0.7pi corresponding to n = nc + nf = 1.4.
We display the relationship between E0 and V
2 in Fig. 8(a), where other parameters
are fixed at their previously given values. One can see that the characteristic temperature E0,
which corresponds to the Kondo temperature in the impurity problem, increases with increase
in the hybridization parameter. Since the effect of pressure is simulated by an increase in
the hybridization parameter between the conduction electrons and the f-electrons, E0 rises
monotonously with increasing applied pressure. Fig. 8(b) shows the V 2 dependence of the
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Fig. 8. (a) E0 vs V
2, and (b) a vs V 2 for ∆1 = ∆2 = 0.0D (dotted line), and ∆1 = 0.02D ∆2 = 0.04D
(solid line).
residue a of the slave-boson Green function. This shows that nf (= 1 − a) approaches unity
with decreasing V . This behavior is consistent with that of the renormalization factor q derived
from a mean-field-type approximation18) and a Variational Monte Carlo study19) on the basis
of the Gutzwiller ansatz:
q−1 =
1− nf/2
1− nf . (3.17)
3.2 Spectral weight of slave-boson
We calculate the spectral weight of the slave-boson at T = 0. The spectral function ρb(ω)
of the slave-boson is given by
ρb(ω) ≡ − 1
pi
ImB¯(ω+) =
1
pi
· 0+ − ImΠ¯(ω+)
[ω + εf − ReΠ¯(ω+)]2 + [0+ − ImΠ¯(ω+)]2
. (3.18)
We adopt following parameters; D = 1, n ≡ nc + nf = 1.4, V 2 = 0.02D2, ε(0)f = −0.7D, and
show the results in the absence of ∆1, ∆2 and ∆1 = 0.02D, ∆2 = 0.04D in Fig. 9 and 10. The
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Fig. 9. Self-energy of the slave-boson Π¯(ω) for the case of ∆1 = ∆2 = 0, and ∆1 = 0.02D∆2 = 0.04D.
Insets show magnified section around ω = 0.
function of the self-energy of the slave-boson Π¯(ω) is illustrated in Fig. 9 for two sets of the
CEF level scheme ∆1 = ∆2 = 0, and ∆1 = 0.02D and ∆2 = 0.04D. At T = 0 in the absence of
CEF splitting, ImΠ¯(ω) has a sharp structure at ω = 0 due to the Fermi distribution function,
i.e., from eq. (2.51)
ImΠ¯(ω+) =
3V 2
NL
∑
σ
∑
kσ
f(−ω)ImGkσ(−ω + i0+), (3.19)
where we note that EiΓ = εf in the absence of CEF splitting in eq. (2.51). When we take into
account the CEF splitting, three-step-like structure appears, because ImΠ¯(ω) is given by
ImΠ¯(ω+) =
V 2
NL
∑
σ
∑
kσ
[
f(−ω)ImGkσ(−ω + i0+)
+
∑
l=1,2
f(−ω +∆l)ImGkσ(−ω +∆l + i0+)
]
. (3.20)
Fig. 10 shows the spectral function of the slave-boson ρb(ω), for the same sets of the
CEF level scheme. One can see that the resonant peak is exhibited at ω = E0 and a broad
continuum appears in the region of ω > 0. The condition, ω + εf − ReΠ¯(ω) = 0, is satisfied
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Fig. 10. Spectral function ρb(ω) of the slave-boson. In panels (a) and (b), the region ω ∼ 0 is enlarged,
and the real part of Π¯(ω) is also shown.
only when ω = −E0 (E0 > 0) in the region of ω < 0 in Fig. 10, while ImΠ¯(ω) = 0 at ω < 0
in Fig. 9. For this reason, ρb(ω) has a resonant peak at ω = −E0, such as 1/(ω + E0 + i0+).
In the region of 0 < ω < ωedge, where ωedge is defined by a condition ImGkσ(ω ≥ ωedge) = 0,
ImΠ¯ has a finite value in Fig. 9, so that ρb(ω) has a broad peak in this region. This result is
consistent with eq. (2.54).
3.3 Spectral weight of conduction electron and f-electron
Next, we calculate the one-particle spectral weight ρc(ω) of the conduction electron and
ρif (ω) of the f-electron. The spectral weight ρc(ω) is defined by
ρc(ω) ≡ 1
NL
∑
σ
∑
kσ
ρkσ(ω) =
1
NL
∑
σ
∑
kσ
[−1
pi
ImGkσ(ω+)
]
,
=
1
NL
∑
σ
∑
kσ
[ 4∑
j=1
Ajk · f(αjkσ)
]
, (3.21)
and the spectral weight ρif (ω) of f-electrons is as follows:
ρif (ω) ≡ −
1
pi
lim
λi→∞
[∑
Γ±
ImGi,λfΓ(ω+)/〈Qˆi〉λ
]
, (3.22)
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Fig. 11. Lowest order contribution to Gif in 1/N -expansion.
= − 1
pi
[
ImGif (ω+)
]
, (3.23)
where
Gi,λfΓ(iωn) ≡ −
∫ β
0
eiωnτ 〈Tτ [fiΓ(τ)b†i (τ)bif †iΓ]〉λdτ, (3.24)
Gif (ω+) = lim
λi→∞
∑
Γ±
Gi,λfΓ(ω+)/〈Qˆi〉λ =
∑
Γ±
GifΓ(ω+). (3.25)
Here, it is noted that the annihilation operator fphys,i of the physical f-electron at the i-th
site is given by the product of the operators of the pseudo-fermion and the slave-boson as
fphys,i = fiΓb
†
i . Namely, the Green function G
i
f for f-electron is obtained by the convolution
of slave-boson and pseudo-fermion Green function. The lowest order contribution to Gif in
the 1/N -expansion is illustrated in Fig. 11. The diagrams (b), (c), (d) in Fig. 11, when the
summations on σ were not performed, give higher order corrections to the self-energy of
the conduction electron, according to the classification rule of the Feynman diagrams in §2.
However, when we calculate the spectral weight, an extra summation with respect to σ must
be performed, so that the terms are returned to the lowest contributions. The first term (a)
in Fig. 11, which is denoted as Gif (ω+)(a), is given as follows:
Gif (iωn)(a) = − lim
λi→∞
∑
Γ±
T
∑
νn
Bi(iνn)F
0
iΓ(iωn + iνn)/〈Qˆi〉λ, (3.26)
where Bi(iνn) and F
0
iΓ(iωn + iνn) are given by eqs. (2.17) and (2.18), respectively. The con-
volution of Bi and F
0
iΓ, eq. (3.26), is equal to Σkσ/|VkΓσ |2 as can be seen in eq. (2.37) if the
k-dependence of VkΓσ is neglected as in the present approximation scheme. On this basis, with
the use of eq. (3.6) for Σkσ, we obtain
Gif (ω+)(a) =
∑
Γ±
a
ω+ − E0 − EiΓ + εf . (3.27)
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Then, a contribution to the average number from Gif (ω)(a) is∫
dωf(ω)
[−1
pi
ImGif (ω+)(a)
]
=
∑
Γ±
af(E0 +EiΓ − εf ) = 0, (3.28)
where E0 > 0, so that E0+EiΓ−εf > 0. ImGif (ω+)(a) has a value only in the region of ω > 0.
Therefore, the contribution from the first term (a) in Fig. 11 vanishes. The terms (c) and (d)
in Fig. 11 also have a value only in the region of ω > 0, so that they do not contribute to
the average number of f-electrons. As a result only the second term (b) in Fig. 11 has a value
in the region of ω < 0 and contributes to the average number of f-electrons at T = 0. For
this reason, when we discuss the spectral weight of the f-electron in the region of ω < 0 at
T = 0, we should only take into account term (b). The analytical form of the second term (b)
at T = 0 is given by (See Appendix A for details)
Gif (ω+)(b) =
1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ|2
∫
dεf(ε)
[−1
pi
ImGkσ(−ε+ i0+)
] ∫
dε′e−β(E0+ε
′)
×
[−1
pi
ImB¯(ε′ + i0+)
]
B¯(ω+ + ε+ ε
′)
1
(ω+ + ε′ −EiΓ + εf )2
/〈Qˆ〉
+
−1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ|2
∫
dεf(ε)
[−1
pi
ImGkσ(ε+ i0+)
] ∫
dε′e−β(E0+ε
′)
×
[−1
pi
ImB¯(ε′ + i0+)
]
B¯(−ω + ε+ ε′ + i0+) 1
(ε+ ε′ − EiΓ + εf )2
/〈Qˆ〉, (3.29)
where we have used the previous notation: 〈Qˆi〉λ = e−β(λi+εf−E0)〈Qˆ〉. Substituting this into
eq. (3.23), we obtain
ρif (ω) =
1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ|2
∫
dε f(ε)
∫
dε′e−β(E0+ε
′)−1
pi
ImB¯(ε′ + i0+)/〈Qˆ〉
×
[−1
pi
ImGkσ(−ε+ i0+) · −1
pi
ImB¯(ω + ε+ ε′ + i0+) · 1
(ω + ε′ − EiΓ + εf )2
+
−1
pi
ImGkσ(ε+ i0+) · −1
pi
ImB¯(−ω + ε+ ε′ + i0+) · 1
(ε+ ε′ − EiΓ + εf )2
]
. (3.30)
With the use of (2.54) at T = 0, this is reduced to
ρif (ω) =
∑
Γ±
∑
σ
( a|VΓσ|
ω − E0 − EiΓ + εf
)2
ρσ(ω) (3.31)
+
∑
Γ±
∑
σ
a|VΓσ |2
(ω − E0 − EiΓ + εf )2
∫
dε f(ε)ρσ(−ε)C(ω + ε−E0) (3.32)
+
∑
Γ±
∑
σ
∫
dε f(ε)ρσ(ε)C(−ω + ε− E0) a|VΓσ|
2
(ε− E0 − EiΓ + εf )2
. (3.33)
Here, ρσ is defined in eq. (3.15), and C(ω) is the broad continuous function in eq. (2.54).
The contribution from eq. (3.31) corresponds to the coherent part of the spectral weight of
f-electrons, and that from eqs. (3.32) and (3.33) give its incoherent part.
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Fig. 12. Spectral weight of the conduction electron and f-electron. Insets are magnified views around
ω = 0.
We show the numerical results of ρc(ω), eq. (3.21), and ρ
i
f (ω), eqs. (3.31)∼(3.33), in Fig.
12, where we adopt the following parameters: D = 1, n ≡ nc + nf = 1.4, V 2 = 0.02D2,
ε
(0)
f = −0.7D. A resonance-like peak is observed at ω = E0 in ρif (ω), the spectrum of the
f-electron. This peak arises from the term, eq. (3.32), in which C(ω) is a broad function of
ρb(ω) in the region of ω > 0. Physically speaking, it reflects a excitation process from the
binding state of the slave-boson to continuum states whose minimum excitation energy is
given by E0. This result can not be obtained by a simple quasi-particle picture of the Fermi
liquid, where the renormalization factor z is estimated as z = (1 − ∂Σ(ω)/∂ω|ω=0)−1, but is
related to a subtle structure of incoherent states with excitation energy of the order E0 ∼ T ∗F ,
T ∗F being a renormalized Fermi energy. Here, with the use of these spectral weight functions,
we find that the following sum-rule holds within an error of a few percentage at worse.∫ ∞
−∞
dω f(ω)
[
ρc(ω) + ρ
i
f (ω)
]
= n. (3.34)
3.4 Kondo temperature
E0 defined as the binding energy of the slave-boson at T = 0 corresponds to the Kondo
temperature TK defined in an impurity version of the Anderson model. In the impurity prob-
lem, the conduction electron is not renormalized, so that we can put E0 → TK , αjkσ → εkσ
21/37
J. Phys. Soc. Jpn. Full Paper
0 2 4
0.005
0.01
0 2 4
0.005
0.01
∆2/D
∆2
∆2∆1
∆1
∆1=0.0D
∆1=0.5D
∆1=0.5D
(a)
(b)
∆1=0.0D
CEF level scheme
CEF level scheme
E0/D
E0/D
∆2/D
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∆1 = 0.5D (solid line).
and Ajk → 1. Then, we only have to take into account eq. (3.12), leading to
TK =D · ( D
∆1
) · ( D
∆2
) exp
(
− |εf |
2ρ0V 2
)
. (3.35)
Similarly, we can calculate the Kondo temperature T
(0)
K in the absence of CEF splitting. Then,
we can derive the following relation between TK and T
(0)
K under the condition TK ≪ ∆1 ∼
∆2 ≪ |εf | < |D|, [
T
(0)
K
]3
= ∆1 ·∆2 · TK . (3.36)
(See Appendix B for derivation) This result is consistent with previous works on the impurity
problem.20, 21)
Next, we consider the lattice problem, for which we must solve coupled self-consistent
equations (3.12)∼(3.14). By solving these equations, we can evaluate E0, which is regarded
as the Kondo temperature in the lattice case. We illustrate the numerical results for the
effect of CEF splitting on E0 in Fig. 13, where we adopt the following parameters; D = 1,
n ≡ nc + nf = 1.4, V 2 = 0.02D2, ε(0)f = −0.7D, and (a) ∆1 = 0.0D, and (b) ∆1 = 0.5D.
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In case (a), if ∆2 = 0.0D, E0 should be in agreement with E
(0)
0 , which is defined as the
Kondo temperature in the absence of CEF splitting in the lattice case. Here, with the use
of the relations (3.35) and (3.36) derived in the impurity case, we can roughly estimate E
(0)
0
from T
(0)
K . Substituting the present set of parameters: ρ0 = 0.5/D, εf ≡ ε(0)f − µ = −0.23D,
and V 2 = 0.02D2, we obtain
T
(0)
K = D exp
(
− 0.23
6× 0.5× 0.02
)
≃ 2.16 × 10−2D. (3.37)
Numerical results in Fig. 13(a) show E
(0)
0 ∼ 10−2D, which is reasonable compared with the
rough estimate of eq. (3.37).
One can see in Fig. 13(a) that E0 decreases rapidly with increasing ∆2, and E0 saturates
at ∆2 ≃ 4D. This shows that the Kondo temperature shifts from that with 6-fold degeneracy
to that with 4-fold degeneracy. Such a behavior was not derived from the SU(N)-PAM+CEF
model, in which E0 becomes a negative value at large ∆ ∼ 4D. Namely, the application of the
1/N -expansion method to SU(N)-PAM fails when we take into account the CEF splitting.
In case (b), E0 also decreases rapidly with increasing ∆2 as shown in Fig. 13(b). This
also shows that the Kondo temperature shifts from that with 4-fold degeneracy to that with
2-fold degeneracy. We find that the value of E0 ∼ 4.7 × 10−3D at ∆1 = 0.0D, ∆2 = 0.5D is
consistent with that of E0 at ∆1 = 0.5D, ∆2 = 0.0D.
4. Physical properties at Finite Temperatures
In this section, we discuss the resistivity over the entire temperature range. To this end,
we perform the calculations beyond the low-temperature approximation given in §3. In other
words, when we discuss the physical properties at high temperatures (T ≫ E0), it is not
appropriate to use eq. (2.54) given in §3, since ImΠ¯ has the width of ∼ T near ω = 0 due
to the thermal smearing effect of the Fermi distribution function. Namely, the picture of the
resonant peak at E0 ceases to be valid so that we must take into account the entire structure
of the spectrum of the slave-boson and the contribution from the pole of pseudo-fermion at
high temperatures. Then, we must solve the Dyson equations eqs. (2.16)∼(2.18) for the single-
particle Green functions self-consistently for all values of frequency ω at each temperature.
Details of the self-consistent calculation are discussed in Appendix C.
4.1 Spectral weight of conduction electron
The spectral weight of ρc(ω) of the conduction electron, given by eq. (3.21), is shown in
Fig. 14 for a series of temperatures. The parameters adopted are the same as for Fig. 14∼Fig.
19 : D = 1, n ≡ nc + nf = 1.4, V 2 = 0.02D2, ε(0)f = −0.7D. Fig. 14(a) is for the case without
CEF splitting (∆1 = ∆2 = 0), and Fig. 14(b) is for the case with CEF splitting ∆1 = 0.02D
and ∆2 = 0.04D. Here, we have also assumed the DOS of bare conduction electron per spin
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as follows:
ρσ(ω) =
1
NL
∑
kσ
ρkσ =
{
ρ0 =
1
2D (−D ≤ ω ≤ D),
0 (otherwise).
(4.1)
With increasing temperature, the hybridization gap in the spectral weight of the conduction
electron is gradually buried through pseudo-gap-like behavior. Such behavior has already been
pointed out in a previous work detailed in ref. 10. It is noted that, in the case of ∆1 = 0.02D
and ∆2 = 0.04D, three hybridization gaps, corresponding to each CEF level, appear in the
low-temperature limit.
4.2 Spectral weight of slave boson
In Fig. 15, we show the spectral function of the slave-boson in the case without CEF
splitting, i.e., ∆1 = ∆2 = 0.0D. In the finite temperature calculation, E0(T ) is determined
by the peak position of the spectral function of the slave-boson. In Fig. 15(a), we find that
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E0(4 × 10−4D) is almost the same as the result E0(0) derived from the T = 0 calculation
in §3, E0(0) ≃ 0.01. Namely, we can confirm that our calculation is performed from a low
temperature (T . T0) to a high temperature (T > E0) continuously. Furthermore, we find
that at a high temperature such as T = 0.1D, the spectral weight of the slave-boson cannot
be divided into the resonant peak and broad function like eq. (2.54).
In Fig. 15(b), we show the results for a series of temperatures 4× 10−4 < T/D < 0.1. We
find that the validity of eq. (2.54) collapses at T ∼ 0.01 ∼ E0(0). Indeed, the low-temperature
approximation fails at temperatures higher than E0(0)/10. In the case with CEF-splitting,
such a behavior does not change essentially. However, E0(0) becomes smaller compared with
the case of ∆1 = ∆2 = 0.0D (See Fig. 8(a)), and a three-step-like structure appears due to
the CEF-splitting (See Fig. 9 and 10).
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Fig. 17. Diagrammatic representation of the current-current response function.
Next, we show the result for the self-energy of the slave-boson in Fig. 16. ImΠ¯(ω) has a
sharp structure around ω = 0 at T = 4 × 10−4D, while its width broadens with increasing
temperature due to the smearing effect of the Fermi distribution function. Therefore, ImΠ¯(ω)
at high temperatures has a finite value even in the region of ω < 0. Hence, the peak at ω = E0
has a finite width, so that ρb(ω) cannot be divided into two parts, a resonant peak (in the
region of ω < 0) and a broad background (in the region of ω > 0), at high temperature
T ∼ E0.
4.3 Electrical resistivity
In this subsection, the temperature dependence of the resistivity is discussed. We calculate
the conductivity by means of the Kubo formula.22) Since the dispersion of f-electrons as well
as the k-dependence of V is neglected, the conductivity is expressed by the Kubo formula
σ =
e2
N2L
∑
σ
∑
σ′
∑
kσ
∑
k′σ
vkvk′ lim
q→0
lim
ω→0
ImKkk
′
q (ω+)
ω
, (4.2)
where vk = ∇kεk, K is a two-particle Green function defined as
Kkk
′
q (ω+) = i
∫ ∞
0
dt eiω+t〈[c†kσ(t)ck+qσ(t), c†k′σ′(0)ck′−qσ′(0)]〉. (4.3)
Since we are interested in the qualitative behavior of the resistivity, we neglect the vertex cor-
rection corresponding to the inverse collision process in the Landau-Boltzmann equation. How-
ever, the correction of the current vertex is taken into account through the Ward-Pitaevskii
identity in the k-limit although this gives no net effect to the current vertex provided that
the wave-number dependence of the self-energy Σf (k, ω) of the f-electron can be neglected
compared with its frequency dependence. Indeed, the Ward-Pitaevskii identity for the current
vertex23) is given by
− p
m
+
i
2
∫
Γkαβ,αβ(p, q)
q
m
{G2(q)}k d
4q
(2pi)4
= − p
m∗a′
, (4.4)
where a′ is the quasi-particle weight, and G is a one-particle Green function derived from the
relation between the two-particle Green function and the vertex part. The right-hand side of
eq. (4.4) can be approximated by −p/m if the k-dependence of Σf is neglected. By assuming
implicitly that the Umklapp process works to violate the conservation of lattice momentum,
the effect of collision is taken into account only through the self energy of Gkσ . Then, ImK is
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given as (See Fig. 17)
ImKq(ω+) =− δkk′
∫
dε f(ε)
[−1
pi
ImGkσ(ε+ i0+)
]
× Im
{
Gk+qσ(ε+ ω + i0+)−Gk+qσ(ε− ω + i0+)
}
. (4.5)
Substituting this into eq. (4.2) and performing some rearrangements, we obtain
σ =
e2
piNL
∑
σ
∑
kσ
v2k
∫
dε
(
−∂f(ε)
∂ε
)[
ImGkσ(ε+ i0+)
]2
. (4.6)
By omitting some constant factors, we define the reduced conductivity,
σ˜ ≡ 1
NL
∑
σ
∑
kσ
v2k
∫
dε
(
−∂f(ε)
∂ε
)[
ImGkσ(ε+ i0+)
]2
. (4.7)
With the use of the renormalized Green function for ImGkσ derived from §4.1, σ˜ is calculated
numerically, and the reduced resistivity is defined as ρ = σ˜−1. A result of the resistivity ρ
is displayed in Fig. 18 and 19. In the absence of CEF splitting, the resistivity has a broad
peak near T ≃ 2E0(0) as shown in Fig. 18(a). In the high-temperature region, T > 2E0(0),
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the resistivity shows −logT behavior, typical of the Kondo effect. Here, we define the mass
enhancement factor zc as follows:
z−1c = 1−
dΣkσ(ω)
dω
∣∣∣
ω=0+
, (4.8)
which is relate to the quasi-particle weight zΓ =
(
1− ∂ΣfiΓ(ω)/∂ω
∣∣∣
ω=0+
)−1
as follows:
z−1c = 1 +
∑
Γ±
|VkΓσ|2GifΓ(0)2zΓ−1, (4.9)
where GifΓ(ω+) is defined in eq. (3.25). With decreasing temperature, zc
−1 begins to increase
at around T = E0 and saturates at a temperature lower than T0 ∼ E0/10. Namely, the quasi-
particle is formed at a temperature lower than T0/10. The resistivity ρ exhibits a gradual
decrease in this temperature region. In the present calculation of the leading order in 1/N , in
which the inter-site correlation of f-electrons cannot be taken into account, the Fermi liquid
behavior ρ ∝ T 2(at T ≪ E0/10) is not reproduced. In order to reproduce the T 2-behavior,
we need to take into account higher order terms of O(1/N)1 as shown in ref. 14. However, the
higher order correction is known not to appreciably affect the temperature dependence of ρ
at T > T0.
15) In Fig. 18(b), the T -dependences of nf , nc, and n = nc + nf , and εf are also
displayed. The numerical calculation is performed under the condition that n is fixed.
In Fig. 19, the T -dependence of the resistivity ρ(T ) in both the cases of with and without
CEF splitting are shown. E0(0) with CEF splitting becomes smaller than that in the absence
of CEF splitting. In the inset of Fig. 18(a) and 19, the T -dependence of E0(T ) is shown. We
find that E0(4 × 10−4D) ∼ 0.01D in the case of ∆1 = ∆2 = 0. This value is consistent with
E0(0) derived from the calculation at T = 0 in §3.
5. Pressure Effect on Resistivity
In this section, we discuss the effect of pressure on the double-peak structure in the T -
dependence of ρ(T ). In heavy fermion compounds such as CeCu2Si2,
5) the double peaks merge
into a single peak with increasing pressure. We discuss this problem on the basis of the present
model (infinite-U J=5/2 generalized PAM under a tetragonal symmetry) in which the effect
of pressure is parameterized as that of the hybridization V between conduction electrons and
f-electrons. We adopt the following parameters; D = 1, n ≡ nc +nf = 1.4, ε(0)f = −0.7D, and
we set the CEF parameters as ∆1 = 0.02D and ∆2 = 0.04D putting the case of CeCu2Si2
24)
in mind. We illustrate the results of the calculation for a series of hybridization parameters
V in Fig. 20. For V 2 = 8.71 × 10−3D2 ∼ 1.0 × 10−2D2, the resistivity exhibits a double-
peak structure, for V 2 & 1.28 × 10−2D2 the double-peak structure fades away, and a single-
peak structure is obtained. Namely, we find the double peaks of the resistivity merge into a
single peak when V is increased gradually, which is consistent with experiments under various
pressures.
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Fig. 19. (a) Temperature dependence of electrical resistivity ρ(T ) in case of ∆1 = ∆2 = 0, and (b)
that for series of CEF-splitting schemes.
This result is summarized as follows. The Kondo temperature, which is related to the
peak at lower temperatures, increases with increasing V (See Fig. 8(a)), so that one peak
at a lower temperature shifts to a higher temperature monotonously with increasing V . On
the other hand, in Fig. 20(b), another peak at a higher temperature shows only a slight shift
to a lower temperature with increasing V . After that, the merged peak, which formed at
V 2 & 1.28 × 10−2D2, shifts further to much higher temperatures with increasing V . This
behavior describes the experimental results fairly well. For a hybridization V 2 = 7.2×10−3D2
smaller than V 2 = 8.1 × 10−3D2, the double-peak structure of the resistivity also becomes
invisible. The parameter space in which ρ(T ) exhibits the double-peak structure is limited,
and is dependent on the energy scale of ∆1 and ∆2 etc.
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6. Conclusions and Discussions
We have studied the behavior of the electrical resistivity ρ(T ) under pressure of Ce-
based heavy fermion systems in the framework of a generalized periodic Anderson model
(generalized PAM) in a manifold of J = 5/2 under a tetragonal configuration. We applied the
1/N -expansion method to the generalized PAM, and presented numerical results within an
accuracy of (1/N)0 for the calculation at finite temperatures as well as T = 0. Furthermore,
by using the present extension of the (1/N)-expansion method, we investigated the effect of
pressure on the resistivity ρ(T ) by parameterizing the effect of the pressure as a variation of
the hybridization between the conduction electrons and f-electrons. As a result, we reproduced
the behavior that the double-peak structure in ρ(T ) is shown to merge into a single peak with
increasing pressure, which is in good agreement with experiments for numerous heavy fermion
compounds.
Here, we point out some remaining problems and perspectives. The present model may be
too simplified for quantitative study in the sense that we have neglected the k-dependence of
the self-energy as well as the hybridization VkΓσ. We may be able to discuss the k-dependence
of VkΓσ qualitatively by parameterizing the weight of the hybridization parameter V for each
level Γ without setting V constant. On the other hand, the k-dependence of the self-energy
is treated by taking into account inter-site correlation which is observed in the higher order
terms of O(1/N). By studying the problem up to O(1/N)1, we can discuss the inter-site
correlation such as the RKKY interaction as detailed in ref. 25. Fundamental problems such
as the competition between the RKKY interaction and the Kondo effect around quantum
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critical point in the lattice system remain to be studied further.
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Appendix A: Calculation of Gif(ω)(b)
In this appendix, we discuss the structure of Gif (ω)(b) in detail. At T = 0, the analytical
expression of eq. (3.29) is derived, while at a finite temperature T & E0 an additional term
becomes important. From the diagrammatic representation in Fig. 11(b), we write Gif (iωn)(b)
as follows:
Gif (iωn)(b) =
1
NL
∑
Γ±
∑
σ
∑
kσ
T
∑
ω′n
T
∑
νn
|VΓσ|2Gkσ(−iω′n)Bi(iνn)
× F 2iΓ(iωn + iνn)Bi(iωn + iνn + iω′n)/〈Qˆ〉λ. (A.1)
Here, we take the summation with respect to the Matsubara frequency,
Gif (iωn)(b) =−
1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ|2
∫
dε f(ε)
[−1
pi
ImGkσ(−ε+ i0+)
]
× 1
2pii
∫
C
dε′n(ε′)Bi(ε
′)F 2iΓ(iωn + ε
′)Bi(iωn + ε+ ε
′)/〈Qˆi〉λ, (A.2)
where n(ε) is the Bose distribution function. Here, we also use the notation: B¯(ω) = Bi(ω +
λi + εf ) and 〈Qˆi〉λ = e−β(λi+εf−E0)〈Qˆ〉. Then, the above equation can be rewritten as
Gif (iωn)(b) =−
1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ |2
∫
dε f(ε)
[−1
pi
ImGkσ(−ε+ i0+)
]
× 1
2pii
∫
C
dε′e−β(E0+ε
′)B¯(ε′)F 2iΓ(iωn + ε
′)B¯(iωn + ε+ ε
′)/〈Qˆ〉,
=− 1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ |2
∫
dε f(ε)
[−1
pi
ImGkσ(−ε+ i0+)
]
× 1
2pii
∫
C
dε′ e−β(E0+ε
′)B¯(ε′)F 2iΓ(iωn + ε
′)B¯(iωn + ε+ ε
′)/〈Qˆ〉,
=
1
NL
∑
Γ±
∑
σ
∑
kσ
|VΓσ|2
∫
dε f(ε)
[−1
pi
ImGkσ(−ε+ i0+)
]
/〈Qˆ〉
×
[∫
dε′ e−β(E0+ε
′)
[−1
pi
ImB¯(ε′ + i0+)
]
B¯(iωn + ε+ ε
′)
1
(iωn + ε′ −EiΓ + εf )2
+
∫
dε′ e−β(E0−ε+ε
′)
[−1
pi
ImB¯(ε′ + i0+)
]
B¯(−iωn − ε+ ε′) −1
(ε′ − ε− EiΓ + εf )2
+
d
dε′
[
e−β(E0+ε
′)B¯(ε′)B¯(ε+ ε′ + iωn)
]∣∣∣
ε′=−iωn+EiΓ−εf
]
. (A.3)
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Fig. 21. ρif (ω)(b) vs ω for a series of temperatures.
After performing the analytic continuation iωn → ω+ ≡ ω+i0+, and changing the variable ε→
−ε in the second term, we obtain eq. (3.29). At T = 0, the third term, which is the contribution
from the double pole of the pseudo-fermion, vanishes because of a factor exp(−βE0).
At a finite temperature (T & E0), however, the third term in eq. (A.3) is non-vanishing.
The contribution from Gif (ω)(b) in Fig. 11(b), consists of both the pole of the slave-
boson, Gif
(bp)
(ω)(b), and the double poles of the pseudo-fermion, G
i
f
(dp)
(ω)(b). Here, we
define ρif (ω)(b) = −1/piImGif (ω)(b), ρif
(bp)
(ω)(b) = −1/piImGif
(bp)
(ω)(b), and ρ
i
f
(dp)
(ω)(b) =
−1/piImGif
(dp)
(ω)(b). Then,
ρif (ω)(b) = ρ
i
f
(bp)
(ω)(b) + ρ
i
f
(dp)
(ω)(b), (A.4)
where
ρif
(bp)
(ω)(b) =
∑
Γ±
∑
σ
|VΓσ |2
∫
dε f(ε)
∫
dε′e−β(E0+ε
′)−1
pi
ImB¯(ε′ + i0+)/〈Qˆ〉
×
[
ρσ(−ε) · −1
pi
ImB¯(ω + ε+ ε′ + i0+) · 1
(ω + ε′ − EiΓ + εf )2
+ ρσ(ε) · −1
pi
ImB¯(−ω + ε+ ε′ + i0+) · 1
(ε+ ε′ − EiΓ + εf )2
]
, (A.5)
and
ρif
(dp)
(ω)(b) =
∑
Γ±
∑
σ
|VΓσ|2
∫
dε f(ε)ρσ(−ε) · (−1
pi
) · e−β(E0+EiΓ−εf )/〈Qˆ〉
×
[
− 1
T
ImB¯(−ω + EiΓ − εf + i0+)B¯(ε+EiΓ − εf )
+ B¯(ε+ EiΓ − εf )ImdB¯(ε
′ + i0+)
dε′
∣∣∣
ε′=−ω+EiΓ−εf
32/37
J. Phys. Soc. Jpn. Full Paper
+ ImB¯(−ω + EiΓ − εf + i0+)dB¯(ε
′)
dε′
∣∣∣
ε′=ε+EiΓ−εf
]
. (A.6)
In Fig. 21, we show the temperature dependence of ρif (ω)(b) as calculated numerically.
Appendix B: Kondo temperature in impurity case
In this appendix, we derive the relation between the Kondo temperature and the CEF-
splitting in the impurity Anderson model, eq. (3.36). E0 is defined as the binding energy
of the slave-boson. At T = 0, E0 corresponds to the Kondo temperature TK defined in an
impurity version of the Anderson model. In the impurity problem, the conduction electron is
not renormalized, so we can put E0 → TK , αjkσ → εkσ and Ajk → 1, in eq. (3.12):
TK − εf = 1
NL
∑
Γ±
∑
σ
∑
kσ
f(εkσ)|VΓσ |2
TK + EiΓ − εf − εkσ ,
=
V 2
NL
∑
σ
∑
kσ
f(εkσ)
TK − εkσ +
V 2
NL
∑
σ
∑
kσ
f(εkσ)
TK +∆1 − εkσ ,
+
V 2
NL
∑
σ
∑
kσ
f(εkσ)
TK +∆2 − εkσ
, (B.1)
where we have used the following approximation:
∑
± |VΓσ|2 =
∑
± |VΓσ¯|2 = V 2, where
∑
±
means the summation over the Kramers doublets. Here, we assume TK ≪ ∆1 ∼ ∆2 ≪ |εf | <
|D|, which is a reasonable assumption in an actual system, and (1/NL)
∑
k is replaced by the
integral ρ0
∫D
−D dε, ρ0 being the DOS of the conduction electron per spin at Fermi level. Then,
eq. (B.1) is reduced to
−εf ≃ 2V 2ρ0
∫ D
−D
dε f(ε)
1
TK − ε
+ 2V 2ρ0
∫ D
−D
dε f(ε)
1
∆1 − ε + 2V
2ρ0
∫ D
−D
dε f(ε)
1
∆2 − ε. (B.2)
On the basis of this equation at T = 0, the Kondo temperature TK is evaluated as follows:
ε-integration in (B.2) is performed explicitly, leading to
εf =2V
2ρ0 log
∣∣∣D − TK
TK
∣∣∣+ 2V 2ρ0 log∣∣∣D −∆1
∆1
∣∣∣+ 2V 2ρ0 log∣∣∣D −∆2
∆2
∣∣∣,
≃2V 2ρ0 log
∣∣∣ D
TK
∣∣∣+ 2V 2ρ0 log∣∣∣ D
∆1
∣∣∣+ 2V 2ρ0 log∣∣∣ D
∆2
∣∣∣. (B.3)
Then, it is easy to find a solution for TK as
TK =D · ( D
∆1
) · ( D
∆2
) exp
(
− |εf |
2ρ0V 2
)
. (B.4)
Similarly, we can calculate the Kondo temperature T
(0)
K in the absence of CEF splitting. By
putting ∆1 = ∆2 = 0 in eq. (B.1), we obtain
T
(0)
K − εf =3
V 2
NL
∑
σ
∑
kσ
f(εkσ)
T
(0)
K − εkσ
. (B.5)
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Hence,
T
(0)
K = D exp
(
− |εf |
6ρ0V 2
)
. (B.6)
From the relations between TK and T
(0)
K , we can derive equation (3.36):[
T
(0)
K
]3
= ∆1 ·∆2 · TK . (B.7)
In the leading order, the result with use of 1/N -expansion method in case of the impurity
problem, is consistent with the previous impurity study.20, 21)
Appendix C: The algorithm for self-consistent 1/N-expansion
In this appendix, we explain the algorithm of self-consistent 1/N -expansion over the entire
temperature range. The whole procedure is summarized as follows:
1) Self-energy of conduction electron
First, we choose the self-energy Σkσ(ω) of the conduction electron as a trial function. If we
start from the low-temperature region, we can choose Σkσ(ω) derived from low-temperature
approximation, eq. (3.6), i.e.,
Σkσ(ω) =
∑
Γ±
a|VkΓσ |2
ω − E0 − EiΓ + εf
, (C.1)
where E0 and a is obtained by the coupled self-consistent equations at T = 0, eqs. (3.12)
∼ (3.14). We restrict the range of the energy, from −ωmax to ωmax. In an actual numerical
calculation, ω is defined as a discrete value ωj (j = −jmax, −jmax + 1, · · · , jmax − 1, jmax),
where jmax is an integer of maximum cut number of the energy. For example, we define ωj as
follows:
ωj =
j2
j2max
ωmax. (C.2)
We use ωmax = 2D and jmax = 700 in the present paper.
2) Green function of the conduction electron
The Green function of the conduction electron is obtained from the above self-energy as
Gkσ(ω) =
1
ω − εkσ + µ− Σkσ(ω) , (C.3)
where µ is the chemical potential. Then, ( 1
NL
)
∑
kσ
Gkσ(ω) is performed as follows,
1
NL
∑
kσ
Gkσ(ω) = ρ0
∫ D
−D
dε
1
ω − ε+ µ− Σkσ(ω) ,
=
1
2D
log
ω +D + µ− Σkσ(ω)
ω −D + µ− Σkσ(ω)
, (C.4)
where ρ0 ≡ 1/2D as in eq. (3.16), and µ ≡ 0 in our numerical calculation.
3) Self-energy of slave-boson
The imaginary part of the self-energy ImΠ¯(ω), eq. (2.51), of the slave-boson is calculated
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[self−consistent 1/N−expansion routine]
1) 2) 4) 5) 6)Σkσ Gkσ Π3) B E0 <Q> 7) Σkσ
[Initial Parameters]
total number : n (fixed) , atomic f−level : εf  (fixed) , hybridization parameter : V 2  (fixed)
binding energy of the slave−boson : E0 , residue of the slave−boson : a
chemical potential : µ , initial temperature : T
µ is fixed
At a certain temperature Ti
nnew= nc+nf 
µ is redefined
physical quantities
next step (Ti      Ti+1  )
Fig. 22. An example algorithm for self-consistent 1/N -expansion.
by using Gkσ, eq. (C.3), as
ImΠ¯(ω) =
∑
Γ±
∑
σ
∑
kσ
|VkΓσ|2
NL
f(−ω + EiΓ − εf )ImGkσ(−ω +EiΓ − εf ). (C.5)
ReΠ¯(ω) is calculated by the Kramers-Kro¨nig relation. Hence, we can obtain Π¯(ω) = ReΠ¯(ω)+
i · ImΠ¯(ω)
4) Green function of slave-boson
The Green function B¯(ω) of the slave-boson is given as
B¯(ω) =
1
ω + εf − Π¯(ω)
. (C.6)
5) Determination of E0(T )
The binding energy of the slave-boson E0(T ) defined as the real part of the pole of B¯(ω),
eq. (C.6). However, in actual calculation, we approximate it as the value which satisfies the
following equation:
εf − E0(T ) = ReΠ¯(−E0(T )). (C.7)
This equation is an approximation of eq. (2.54).
6) Calculation of 〈Qˆi〉λ
We have defined 〈Qˆi〉λ = e−β(λi+εf−E0(T ))〈Qˆ〉, where E0(T ) is obtained by procedure 5).
We calculate 〈Qˆ〉 from eqs. (2.39), (2.48), and (2.49) by using the Green function of the
conduction electron in procedure 2), the slave-boson in procedure 4), and the pseudo-fermion.
7) Self-energy of conduction electron
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Finally, through the procedures 2) ∼ 6), we can calculate Σkσ again by eq. (2.43) as
ImΣkσ(ω) =
∑
Γ±
|VkΓσ|2
(
1 + eβω
)
e−β(E0(T )+EiΓ−εf ) · ImB¯(−ω + EiΓ − εf ). (C.8)
ReΣkσ(ω) is derived from the Kramers-Kro¨nig relation. As a result, we can obtain the newly
defined Σkσ(ω) ≡ ReΣkσ(ω) + i · ImΣkσ(ω).
This series of procedures, 1)∼7), forms a self-consistent cycle. We show the concept chart
of this cycle in Fig. 22. In our calculation, this procedure was performed with fixed n, the
total number of electron per site. In order to check the self-consistency, we define the following
amount,
δImΠ¯ =
jmax∑
j=−jmax
|ImΠ¯new(ωj)− ImΠ¯old(ωj)|
2jmax + 1
. (C.9)
ImΠ¯new(ω) is a new ImΠ¯(ω) obtained from one cycle by using ImΠ¯old(ω). This self-consistent
cycle is repeated until δImΠ¯(ω) becomes less than 10−4D ∼ 10−5D. By performing this
procedure for each temperature, we can calculate the temperature dependence of physical
quantities such as the electrical resistivity.
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