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Abstract
Due to the Solvency II directive life insurance companies are re-
quired to quantify the risk of the distribution of their market consistent
embedded value (MCEV) one year ahead in time. One of the prevailing
techniques currently applied is the construction of a static replicating
portfolio. With the only notable exception by Beutner et al. [2015], re-
search has so far solely focused on how well replicating portfolios work
in empirical studies. In this paper we give a mathematical justification
for the use of replicating portfolios. We prove that both replication by
terminal value and by cash flow matching is consistent with the aim to
obtain an accurate approximation to the MCEV distribution. In con-
trast to Beutner et al. [2015], our results are not of asymptotic nature
but provide exact bounds on the MCEV model error. We further com-
plete the final step to link the MCEV model error to the risk capital
figure to obtain upper bounds on the inaccuracy in the final risk capi-
tal. One important mathematical tool in our analysis is the observation
that in finite time, the measure change from the real world to the risk
neutral measure provided by the FTAP can be both bounded below and
above in L∞ in the first period.
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1 Introduction
Due to the Solvency II directive life insurance companies are required to quan-
tify the risk of the distribution of their MCEV one year ahead in time. One
of the prevailing techniques currently applied is the construction of a static
replicating portfolio. Its task is to reproduce cash flows or at least (discounted
aggregated) terminal values of the liabilities as well as possible. Due to analyt-
ical tractability, fair values of the replicating portfolio can then be computed
with little effort. It is then assumed that these values also reflect the fair value
of liability cash flows from which the MCEV can be determined. So far research
has investigated how well replicating portfolios work in empirical studies. In
this paper we significantly extend the results obtained by Beutner et al. [2015]
to the non-asymptotic case. Further, we do not only consider the model error
in the MCEV, but link this error to the error in the final risk capital figure.
The concept of replication is intuitive and well known, see for example See-
mann [2011] and the references therein. As pointed out by Seemann [2011] it is
heavily used by life insurance companies to carry out concise risk management.
More specifically, their task is to determine the amount of risk reserves required
one year ahead of time. The Solvency II capital requirement demands identifi-
cation of the probability distribution of the market consistent embedded value
(MCEV) in one year and to compute its 99.5% value at risk (see Pelsser and
Schweizer [2015]). This number indicates how much the company is required
to reserve in order to be able to meet obligations in the future. Hence, it is
not sufficient to find todays fair values but also the fair values one year from
now. A natural way to compute fair values where no explicit pricing formula is
known is to use Monte Carlo techniques. However, in the given case one would
have to perform nested Monte Carlo simulations which are computationally
intensive and therefore inefficient (see Bauer et al. [2010]). To obtain a reli-
able estimate of the 99.5% value at risk a large number of outer scenarios is
needed for the first time step. Then, for each outer scenario again a significant
number of inner scenarios is needed to determine the fair value. Together this
requires excessive computations. To circumvent the computational complexity
some authors resort to least square Monte Carlo methods (LSMC) originally
introduced in Longstaff and Schwartz [2001]. Further literature on the LSMC
method can be found in e.g. Tsitsiklis and van Roy [2001], Glasserman and
B. [2004] and Stentoft [2001]. Applications in life insurance are outlined in
e.g. Andreatta and Corradin [2003] or Baione et al. [2006]. The other popular
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method is to use the aforementioned theory of replication.
To keep computational input at a minimum, academia and practitioners re-
strict themselves to static replication. The hope is that a good static replication
of the MCEV will be sufficient to approximate fair values of liabilities even in
the future. In current literature some authors have performed case studies
which all suggest that this hope is not in vain. For instance, Daul and Vi-
dal [2009] and Chen and Skoglund [2012] impose constraints on the absolute
and squared matching errors or on the difference between conditional values
at risk of the replicating portfolio and liabilities. Dubrana [2011] forces fair
values today to be matched perfectly and demands that present discounted
values react similarly to certain scenario shocks. Seemann [2011] carries out a
thorough replication in a theoretical example and draws positive conclusions.
In Kalberer and Strkalj [2012] advice on the choice of scenarios, the replicating
assets and optimization techniques including sensitivity constraints is given in
practical situations.
The only existing work with theory can be found in the two related work-
ing papers Pelsser and Schweizer [2015] and Beutner et al. [2015], who shed
light on the difference between the least square Monte Carlo technique and
the replicating portfolio approach with the conclusion that replicating portfo-
lios are preferable for a number of reasons. The major argument is that least
square Monte Carlo techniques produce an additional so called projection er-
ror which emerges from taking conditional expectations across a filtration.
Moreover, they show that the coefficient of determination is only a meaning-
ful measure for the replicating portfolio technique. However, the comparison
between the two methods is only made for replicating portfolios which are
constructed by matching terminal values. No theory is presented for other
replication approaches, especially not for the similarly popular approach of
cash flow matching. Further, their results are all of asymptotic nature but do
not provide any bound for a finite number of basis functions. Finally, no theo-
retical support is given as to why replicating portfolios or least square Monte
Carlo methods fulfill the true purpose of determining the required risk reserves
in line with Solvency II.
All these studies reinforce the argument in favor of replicating portfolios. How-
ever, as yet, no fully satisfactory proof has been provided that static replication
yields successful approximations.
To this end, it is essential to formulate the problem in a mathematically precise
manner. The challenge is to find an appropriate measure for the difference be-
tween liability cash flows and the cash flows of the replicating portfolio which
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Figure 1: Nested Monte Carlo method: Each node at t = 1 represents a state
of assets minus liabilities (A-L) simulated under the real world measure P.
From each such node scenarios are generated under the pricing measure Q.
The quantity of interest is the MCEV in each node at t = 1.
is to be minimized. A range of choices for the form of the objective function
is presented in Natolski and Werner [2014] and links between those is estab-
lished. But besides the particular form, the other important and little discussed
ingredient is the specific probability measure under which optimization is to
be performed. In Beutner et al. [2015], Koursaris [2011], Ho¨rig and Leitschkis
[2012], Dubrana [2012] it is emphasized that in risk management one is inter-
ested in the value at risk of future fair values under the real world measure.
Therefore, if one decides to carry out a nested Monte Carlo simulation, one
would simulate under the real world measure up to one year in the future and
risk neutral scenarios from there on. This is illustrated in Figure 1. This has to
be reflected in the objective function since it only makes sense to minimize the
objective function if this actually leads to convergence of values at risk under
the real world measure.
In this paper, we give the first mathematical foundation for static replication
in non-asymptotic terms. First, we formulate and justify the objective function
we want to minimize when searching for a replicating portfolio and compare
it with the objective functions actually applied in practice. We show that the
value of our objective function is linearly bounded by all objective functions
applied in practice. Consequently, the replication problems as currently put
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in practice have a sound theoretical justification. However, we also show that
replication can be improved under two aspects. First, cash flow discounting
needs to be taken into account properly. Thankfully this is of no consequence
in the current practical setting, but still perturbs the true problem unneces-
sarily. Second, risk measures of the future fair value are better approximated
using a specific probability measure in the replicating problems.
The paper is divided into following sections. In Section 2 we put the problem
of replication in a mathematical context. Section 3 specifies the quantity insur-
ers are truly interested in approximating, and explains what they are actually
approximating and deduces what ought to be approximated. Section 4 shows
that replication indeed has a theoretical foundation and gives suggestions for
improvement. Section 5 concludes.
2 Problem formulation
We model liabilities and the financial market as in Natolski and Werner [2014]
and Bauer et al. [2010]. We emphasize that we suggest to remain within a dis-
crete time framework as policyholder cash flows only occur at specific1 discrete
time periods.
We fix a finite time horizon T ∈ N and set T := {t = 1, . . . , T} , T0 := {0}∪T .
Let
(
Ω,F , (Ft)t∈T0 ,Q
)
be a filtered probability space with risk-neutral measure
Q and nume´raire (Nt)t∈T0 , where F0 is assumed to be complete and FT = F .
The real world measure is represented by P. Denote by
1. S˜t =
(
S˜i,t
)
i=1,...,m
the price processes of m financial assets,
2. C˜Ft =
(
C˜Fi,t
)
i=1,...,m
∈ L2 (Q)m , t ∈ T the corresponding discounted
financial cash flows,
3. A˜F :=
∑T
t=1 C˜
F
t the vector of discounted terminal financial cash flows,
4. C˜Lt ∈ L2 (Q) , t ∈ T the discounted liability cash flows,
5. A˜L :=
∑T
t=1 C˜
L
t the discounted terminal value of liability cash flows and
6. x ∈ Rm the portfolio the insurance company holds on the asset side.
1Cash flows are actually linked to the balance sheet and thus happen only at regular
discrete time intervals.
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As usual, the connection between asset values and cash flows is given by (c.f.
Daul and Vidal [2009])
S˜t = EQ
(
T∑
s=t
C˜Fs
∣∣∣Ft) .
In particular, this implies that the final cash flow C˜LT = S˜T is equal to the
asset value. The interpretation is that all assets are sold at the time horizon
T . Please note that assets are bought and sold at time t before the time t cash
flows take place.
The true objective of an insurer is to determine the distribution of
FV1(x
>A˜F − A˜L) : = EQ
(
N1 ·
(
x>A˜F − A˜L
) ∣∣F1)
= N1 · EQ
(
x>A˜F − A˜L∣∣F1) , (1)
the MCEV in one year under the real world measure P. The reason is that
Solvency II demands that insurers estimate the real world 99, 5% quantile of
the future fair value of insurers assets minus liabilities. Since the behavior of the
asset side is completely known given the asset portfolio x, MCEV replication
is obviously equivalent to liability replication. If the asset distribution cannot
be obtained by a proper combination of the finitely many replicating basis
functions, these setups then become different and it is then advisable to focus
on MCEV replication.
In practice, there is no hope to find the MCEV distribution in year 1 analyt-
ically. The obvious approximation by nested Monte Carlo simulation is com-
putationally too demanding, because of the number of scenarios required for
reliable results. An alternative attempt for a solution is given by the construc-
tion of a replicating portfolio. Static replication requires only straightforward
non-nested Monte Carlo simulation which is significantly reducing computa-
tion time. The main concern is of course whether the conditional expectation
(1) can be approximated by a static portfolio in a satisfactory way. This is
precisely what we discuss in the course of this paper.
3 The replicating portfolio approach
We divide this section into three parts. This first part explains what insurers
really want to quantify. The second part presents what is in fact currently
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Figure 2: Replicating portfolio approach: Each node at t = 1 and t = T
represents a state of the portfolio and liabilities. In practice, both time steps are
often generated under the pricing measure Q, sometimes under P. Compared
with Figure 1 it would be more natural to generate under P up to t = 1 and
then useQ for the remaining periods. It turns out that up to minor assumptions
any choice of probability measure works.
being done in practice2. The last part gives a suggestion for the optimization
problem that in fact ought to be solved. Figure 2 illustrates the problem at
hand.
3.1 What insurance companies aim for
As we have pointed out, the liability error equals the MCEV error in the
typical replication setup. Thus, the basic idea is to find a static portfolio of
financial instruments whose fair value in one year approximates the fair value
of liabilities. This amounts to finding α ∈ Rm such that
N1 · EQ
(
α>A˜F
∣∣F1) ≈ N1 · EQ (A˜L∣∣F1)
A crucial question is in which sense these random variables are supposed to be
similar. As already mentioned, the true quantity of interest is a risk measure3
2This has been confirmed after several discussion with practitioners.
3Currently, insurance companies choose the value at risk at the 99.5% significance level
as the risk measure, which is defined on all of L0 (P).
3.1 What insurance companies aim for 8
ρP : X 7→ R applied to (1), where X ⊆ L0 (P) is some subspace. Let us
postpone details on X till Section 3.3.
In general, the main idea of replication is to minimize the difference∣∣∣ρP (N1 · EQ (x>A˜F −α>A˜F ∣∣F1))− ρP (N1 · EQ (x>A˜F − A˜L∣∣F1)) ∣∣∣.
Now, for brevity define L˜1 := N1 · EQ
(
A˜L
∣∣F1) and A˜1 := N1 · EQ (A˜F ∣∣F1)
and consider any subadditive risk measure ρP. Then, it holds
ρP
(
x>A˜1 − L˜1
)
− ρP
(
(x−α)>A˜1
)
= ρP
(
(x−α)>A˜1 +α>A˜1 − L˜1
)
− ρP
(
(x−α)>A˜1
)
≤ ρP
(
(x−α)>A˜1
)
+ ρP
(
α>A˜1 − L˜1
)
− ρP
(
(x−α)>A˜1
)
= ρP
(
α>A˜1 − L˜1
)
and similarly
ρP
(
(x−α)>A˜1
)
− ρP
(
x>A˜1 − L˜1
)
= ρP
(
x>A˜1 − L˜1 + L˜1 −α>A˜1
)
− ρP
(
x>A˜1 − L˜1
)
≤ ρP
(
x>A˜1 − L˜1
)
+ ρP
(
L˜1 −α>A˜1
)
− ρP
(
x>A˜1 − L˜1
)
= ρP
(
L˜1 −α>A˜1
)
such that in total we get∣∣∣ρP ((x−α)>A˜1)− ρP (x>A˜1 − L˜1) ∣∣∣
≤ max
{
ρP
(
α>A˜1 − L˜1
)
, ρP
(
L˜1 −α>A˜1
)}
. (2)
Keeping in mind that equality usually holds for many popular risk measures
provided that either (x−α)>A˜1 and α>A˜1− L˜1 or x>A˜1− L˜1 and L˜1−α>A˜1
are comonotonicly additive, we believe that (2) is a kind of sharpest possible
bound. Therefore, (2) is the term which insurers truly should aim to minimize4.
Taking the point of view of a regulating authority one might argue that only
approximating the liabilities around a small, yet important, part of the liability
distribution (i.e. a quantile or the left tail) falls short in explaining the overall
behavior of liabilities. Further, when different portfolios are aggregated (e.g.
4However, note that the value at risk, which is the reference risk measure in the Solvency
II directive, is not sub-additive. Hence, the upper bound (2) does not hold for the value at
risk. Yet, it does for instance for the coherent risk measure average value at risk.
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for large insurance groups), a larger part of the distribution of the MCEV
has to be covered. Finally, considering ALM applications within an insurance
company clearly requires to match the full MCEV distribution instead of only
some part.
3.2 What is solved in practice
In practice, insurers seek to match liability cash flows under a previously speci-
fied norm. Since most risk measures are not norms, the question arises whether
matching MCEV under a norm will lead to matching risk figures. Furthermore,
there is no consent about the choice of norm. Currently, there are two ongoing
debates among practitioners. One is on the choice between the L1- and the L2-
norm (see e.g. Natolski and Werner [2016] for some remarks on this question).
The other discusses whether cash flows ought to be distinguished in each year
(called cash flow matching or small bucket approach) or only the sums of cash
flows (called terminal value matching or big bucket approach). In total four
objective functions seem to be favored in practice.
fQ,QSDCF (α) :=
[
T∑
t=1
EQ
([
α>C˜Ft − C˜Lt
]2 ∣∣∣∣F0)
] 1
2
, (RPSDCF )
fQ,QSDTV (α) :=
[
EQ
([
α>A˜F − A˜L
]2 ∣∣∣∣F0)] 12 , (RPSDTV )
fQ,QDCF (α) :=
T∑
t=1
EQ
(∣∣∣α>C˜Ft − C˜Lt ∣∣∣∣∣∣∣F0) , (RPDCF )
fQ,QDTV (α) :=E
Q
(∣∣∣α>A˜F − A˜L∣∣∣∣∣∣∣F0) . (RPDTV )
There are two startling points about these objective functions. Keeping in mind
that the quantity of interest is a risk measure applied to the future fair value
under P it is surprising to see that the problems all assign the risk neutral
probability Q to the first period from t = 0 to t = 1. Since todays fair value
is not of interest, it would seem a natural idea to assign P to the first period
and Q thereafter (see Figure 2).
The reason ist that insurance companies usually generate sample paths of lia-
bilities and financial assets with a simulation tool based on economic scenarios
provided by an economic scenario generator (ESG). According to information
we got some generators are currently not yet capable of sampling scenarios first
from P and then change to a different measure Q. The academic literature so
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far argues that P can be easily obtained from the measure change between real
world and risk neutral measure. However, in practical settings, this change of
measure is sometimes not available within the ESG tools.
The second surprise is that all values are discounted until today, i.e. t = 0.
Judging by the main objective (2), one would expect that the factor N1 should
also appear in the objective functions. To the best of our knowledge there is no
plausible reason why this is not taken into account. Reconciliation with prac-
titioners have shown that most insurers use the cash account with constant
interest rates in between time steps as nume´raire which is predictable. Then,
N1 is known today and plays no role in the optimization. To also cover the
case of non-predictable nume´raires let us define a new risk measure based on
the original risk measure ρP, by
ρ˜P(X) := ρP(N1 ·X), ∀X : N1 ·X ∈ X . (3)
such that (2) becomes
max
{
ρ˜P
(
EQ
(
α>A˜F − A˜L∣∣F1)) , ρ˜P (EQ (A˜L −α>A˜F ∣∣F1))} . (4)
Clearly ρ˜P inherits properties such as positive homogeneity, convexity and sub-
additivity ρP might have. The hope is of course that minimization of the ob-
jective functions helps in keeping (4) small. Section 3.3 reveals that this is not
in vain.
3.3 What ought to be solved
Although minimization of (4) represents an easy-to-solve convex minimization
problem for convex risk measures, we have argued above that insurers might
instead prefer a broader fit of liabilities. Then, the question remains how the
objective functions from Section 3.2 link to such a broader fit and how such
a broader fit in turn is linked to the main objective of insurers provided in
Section 3.1. To establish this missing link we would like to bound the risk
measure ρ˜P by an Lp (P)-norm, that is
ρ˜P (X) ≤ const · ‖X‖P,p, ∀X ∈ Lp (P) .
Indeed, the expected shortfall5 has this nice property: In [Kaina and Ru¨schen-
dorf, 2009, Theorem 4.1] it is proved that the expected shortfall at a confidence
5The expected shortfall is also known as tail value at risk or average value at risk
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level β ∈ (0, 1) has the representation
ESβ(X) = max
M∈Zβ
EM (X) , ∀X ∈ L1 (P) ,
where Zβ :=
{
M : dM
dP ≤ 1β
}
.
We can therefore establish the inequality for any 1 ≤ p ≤ ∞, X ∈ Lp:
∣∣ESβ(X)∣∣ = ∣∣ sup
Q∈Zβ
EP
(
dQ
dP
·X
) ∣∣ ≤ 1
β
EP
(∣∣X∣∣) ≤ 1
β
‖X‖P,p.
Now suppose N1 ∈ Lq (P) for some 1 < q ≤ ∞. Then, by Ho¨lder’s inequality
we have for any X ∈ Lp (P) with 1
p
+ 1
q
= 1
∣∣ρ˜P(X)∣∣ = ∣∣ESβ(N1 ·X)∣∣ = ∣∣∣∣ sup
Q∈Zβ
EP
(
dQ
dP
·N1 ·X
) ∣∣∣∣
≤ 1
β
EP
(∣∣N1 ·X∣∣) ≤ 1
β
‖N1‖P,q‖X‖P,p. (5)
Hence, provided N1 ∈ Lq (P) and ρP is chosen to be the expected shortfall, ρ˜P
is continuous with respect to the Lp-norm with p dual to q. Since practitioners
usually work with the L1- and L2-norms, just as the objective functions of
Section 3.2 indicate, we would like N1 to be at least in L2 (P).
In the light of inequality (5) we can now motivate the objective functions
fP,QSDTV (α) :=
[
EP
([
EQ
(
α>A˜F
∣∣F1)− EQ (A˜L∣∣F1)]2 ∣∣∣∣F0)] 12 (6)
fP,QDTV (α) := E
P
(∣∣∣EQ (α>A˜F ∣∣F1)− EQ (A˜L∣∣F1) ∣∣∣∣∣∣∣F0) . (7)
If the cash account is previsible, N1 is constant and in particular N1 ∈ L∞ (P)
so we may even choose the L1 (P)-norm fP,QDTV . Otherwise in a Hull-White
model or a CIR model observed at discrete times, one needs to resort to
squared errors as in fP,QSDTV . In general however (7) is preferred over (6)
because fP,QDTV (α) ≤ fP,QSDTV (α) for any α ∈ Rm and hence (7) provides tighter
bounds.
Following our previous discussion, the two objective functions fP,QSDTV and f
P,Q
DTV
are what insurance companies really ought to target for optimization to obtain
4 BOUNDS ON fP,QSDTV AND f
P,Q
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broad fits of the liability distribution. If ρP is the expected shortfall at some
significance level β > 0, (5) tells us that
max
{
ρ˜P
(
EQ
(
α>A˜F − A˜L∣∣F1)) , ρ˜P (EQ (A˜L −α>A˜F ∣∣F1))}
≤
 1β‖N1‖P,2f
P,Q
SDTV (α), N1 ∈ L2 (P) ,
1
β
‖N1‖P,∞fP,QDTV (α), N1 ∈ L∞ (P) .
This establishes the link between broad fits of liabilities to good approximations
of risk capital figures.
The remaining gap is the relation between our suggested objective functions
fP,QSDTV , f
P,Q
DTV and the objective functions f
Q,Q
SDCF , f
Q,Q
DCF , f
Q,Q
SDTV , f
Q,Q
DTV considered
by practitioners. This relation is derived in Section 4. Analogous functions
fP,PSDCF , f
P,P
DCF , f
P,P
SDTV , f
P,P
DTV will also be introduced and equal relations will be
derived.
4 Bounds on fP,QSDTV and f
P,Q
DTV
This section is designated to the statement and proof of the main result of this
paper. Together with Section 3.3 it provides a justification for the optimization
problems of Section 3.2 currently solved in the industry.
4.1 Bounds by replication under Q
Theorem 1
Let F0 be trivial. Suppose A˜F , A˜L ∈ Lp (Q) for 2 ≤ p < ∞ and there exists
an equivalent martingale measure Q such that dP
dQ
∣∣∣
F1
∈ Lq (Q) with 2
p
+ 1
q
= 1.
Then, for any α ∈ Rm it holds
fP,QSDTV (α) ≤
∥∥∥∥ dPdQ
∥∥∥∥ 12
Q,q
·
[
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F0)]
1
p
,
≤ T 1− 1p ·
∥∥∥∥ dPdQ
∥∥∥∥ 12
Q,q
·
[
T∑
t=1
EQ
([
α>C˜Ft − C˜Lt
]p ∣∣∣F0)]
1
p
.
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Similarly, if 1 ≤ p <∞ and dP
dQ
∣∣∣
F1
∈ Lq (Q) with 1
p
+ 1
q
= 1 we have
fP,QDTV (α) ≤
∥∥∥∥ dPdQ
∥∥∥∥
Q,q
·
[
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F0)] 1p
≤ T 1− 1p ·
∥∥∥∥ dPdQ
∥∥∥∥
Q,q
·
[
T∑
t=1
EQ
(∣∣∣α>C˜Ft − C˜Lt ∣∣∣p∣∣∣∣F0)
] 1
p
Theorem 1 indicates that terminal value matching provides tighter bounds
than cash flow matching. However, the out-of-sample stability is worse for ter-
minal value matching (see Daul and Vidal [2009]). The improved out-of-sample
performance of cash flow replication compared to terminal value replication is
further supported by the insights gained in Natolski and Werner [2014], where
it has been shown that terminal value replication has more degrees of freedom,
thus leading to potential in-sample over-fitting.
Proof. The proof is similar for both, absolute and squared errors. Therefore,
we only show the case for squared errors.
We start by noticing the following inequality.
fP,QSDTV (α) =
[
EP
([
EQ
(
α>A˜F
∣∣F1)− EQ (A˜L∣∣F1)]2 ∣∣∣∣F0)] 12
=
[
EP
([
EQ
(
α>A˜F − A˜L∣∣F1)]2 ∣∣∣∣F0)] 12
Jensen≤
[
EP
(
EQ
([
α>A˜F − A˜L
]2 ∣∣∣F1) ∣∣∣∣F0)] 12
=
[
EQ
(
dP
dQ
∣∣∣∣
F1
· EQ
([
α>A˜F − A˜L
]2 ∣∣∣∣F1) ∣∣∣∣F0
)] 1
2
.
Now since dP
dQ
∣∣∣
F1
∈ Lq (Q) by assumption we use Ho¨lder’s inequality to get
[
EQ
(
dP
dQ
∣∣∣∣
F1
· EQ
([
α>A˜F − A˜L
]2 ∣∣∣∣F1) ∣∣∣∣F0
)] 1
2
≤
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
1
2
Q,q
·
[
EQ
(
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F1) ∣∣∣∣F0)] 1p
=
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
1
2
Q,q
·
[
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F0)] 1p .
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The second inequality
[
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F0)] 1p ≤ T 1− 1p ·
[
T∑
t=1
EQ
(∣∣∣α>C˜Ft − C˜Lt ∣∣∣p∣∣∣F0)
] 1
p
also follows from Jensen’s inequality
1
T
·
[
EQ
(∣∣∣α>A˜F − A˜L∣∣∣p∣∣∣∣F0)] 1p =
[
EQ
(∣∣∣∣∣ 1T
T∑
t=1
α>C˜Ft − C˜Lt
∣∣∣∣∣
p∣∣∣F0)]
1
p
≤
[
EQ
(
1
T
T∑
t=1
∣∣∣α>C˜Ft − C˜Lt ∣∣∣p∣∣∣F0
)] 1
p
=
1
T
1
p
·
[
EQ
(
T∑
t=1
∣∣∣α>C˜Ft − C˜Lt ∣∣∣p∣∣∣F0
)] 1
p
and multiplying both sides by T .
Remark 2
When finalizing this paper, we became aware of the working paper by Beutner
et al. [2015], who argue similarly to give replicating portfolios a mathematical
foundation. However, in their paper they assume a priori that an equivalent
martingale measure Q with dP
dQ
∣∣∣
F1
∈ L∞ as in Theorem 1 exists. Since they con-
sider Black-Scholes like models in continuous time this is usually not satisfied
due to Girsanov’s theorem which implies that the Radon-Nikodym derivative is
log-normally distributed. In particular, the Black-Scholes model is not applica-
ble. In discrete time the situation is different as Theorem 3 shows.
The question is of course if a pricing measure Q with dP
dQ
∣∣∣
F1
∈ Lq (Q) exists for
any 1 < q ≤ ∞ and if so under which conditions. This is answered in Theorem
3, the main technical result of this paper.
Theorem 3
Let S˜1 ∈ L1 (P)m and F0 be trivial. Then, there exists an equivalent martingale
measure Q such that dP
dQ
∣∣∣
F1
∈ L∞ (P) and for any α ∈ Rm it holds
fP,QSDTV (α) ≤
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
∞
· fQ,QSDTV (α) ≤
√
T ·
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
∞
· fQ,QSDCF (α),
fP,QDTV (α) ≤
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
∞
· fQ,QDTV (α) ≤
∥∥∥∥∥ dPdQ
∣∣∣∣
F1
∥∥∥∥∥
∞
· fQ,QDCF (α).
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Theorem 3 shows that any optimization problem from Section 3.2 directly
provide upper bounds for the objectives (6) and (7). For the proof we need
some preparations.
To show existence of a measure with bounded Radon Nikodym derivative
dP
dQ
∣∣∣
F1
, we take a route via so called gain-loss ratios which were introduced by
Bernardo and Ledoit [2000].
Denote by ∆S˜t := S˜t− S˜t−1 the vector of gains or losses of each asset between
t−1 and t and define the set of predictable self-financing and bounded strategies
H :=
{
(Ht)t∈T ∈ L∞ (P)
∣∣ (Ht+1 −Ht)> S˜t = 0,Ht ∈ Ft−1, t ∈ T } .
as well as the convex cone of terminal admissible gains.
K :=
{
T∑
t=1
H>t ∆S˜t
∣∣ (Ht)t∈T ∈ H
}
. (8)
Note that since the strategies in H are bounded and S˜1 ∈ L1 (P)m, we have
that K ⊂ L1 (P).
Definition 4 ((Best) gain-loss ratio)
For K ∈ K \ {0}, the number
Φ(K) :=
EP (K+)
EP (K−)
is called the gain-loss ratio of K. We call the supremum of these numbers
Φ∗ := sup
K∈K\{0}
EP (K+)
EP (K−)
the best gain-loss ratio.
In Biagini and Pinar [2013] the following result is proved
Theorem 5
If Φ∗ <∞, then there exists an equivalent martingale measure Q such that
ess sup dQ
dP
ess inf dQ
dP
= Φ∗
In particular, dP
dQ and
dQ
dP are bounded by Φ
∗.
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Theorem 5 is the key result we need for the existence of a suitableQ. The reason
is that Theorem 5 is applicable for any one period arbitrage-free market model
when the initial σ-Algebra F0 is trivial as the following lemma shows.
Lemma 6
Let T = 1, F0 be trivial, the nume´raire be a traded instrument and suppose
there are no redundant assets in the sense that @H1 ∈ Rm \ {0} such that
H>1 S˜1 = 0. Then Φ
∗ as in Definition 4 is finite.
Proof. Suppose for contradiction that Φ∗ = ∞. Then there exists a sequence
(Kn)n∈N in K such that
Φ (Kn) =
EP (K+n )
EP (K−n )
> n, ∀n ∈ N.
Let Hn ∈ Rm, n ∈ N such that Kn = (Hn)>∆S˜1. Let the m’th asset S˜m,1 = 1
represent the nume´raire and em = (0, . . . , 0, 1)
> ∈ Rm be a unit investment in
the nume´raire. Since Kn is obviously invariant with repect to investments in
the nume´raire we assume w.l.o.g. that Hnm = 0 for all n ∈ N. Moreover, since
Φ is scalar invariant i.e. Φ(λK) = Φ(K) ∀K ∈ K and ∀λ > 0, we can further
assume w.l.o.g. that ‖Hn‖2 = 1 ∀n ∈ N, where ‖.‖2 denotes the Euclidean
norm.
As (Hn)n∈N is a bounded sequence, there exists a subsequence (H
nk)k∈N which
converges to some H∗ ∈ Rm with ‖H∗‖2 = 1, that is
lim
k→∞
‖Hnk −H∗‖2 = 0.
Further we have the inequality
EP
(
K+nk
)
+ EP
(
K−nk
)
= EP
(∣∣Knk∣∣) = EP (∣∣∣ (Hnk)>∆S˜1∣∣∣) ≤ EP (∥∥∥∆S˜1∥∥∥
2
)
.
and hence
Φ (Knk) =
EP
(
K+nk
)
EP
(
K−nk
) ≤ EP
(∥∥∥∆S˜1∥∥∥
2
)
EP
(
K−nk
) − 1.
or
EP
(
K−nk
) ≤ EP
(∥∥∥S˜1∥∥∥
2
)
Φ (Knk) + 1
<
EP
(∥∥∥∆S˜1∥∥∥
2
)
nk + 1
.
Therefore we must have that
0 = lim
k→∞
EP
(
K−nk
)
= lim
k→∞
EP
((
(Hnk)>∆S˜1
)−)
= EP
((
(H∗)>∆S˜1
)−)
.
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The no-arbitrage condition now implies that
(H∗)>∆S˜1 = 0 a.s.,
that is
(H∗)> S˜1 = (H∗)
> S˜0 a.s..
Setting κ := (H∗)> S˜0, we get
(H∗)> S˜1 = κ = κ · e>mS˜1 a.s.
or
(H∗ − κem)> S˜1 = 0 a.s.
By the no redundance assumption it follows that
H∗ = κem.
Since ‖Hn‖2 = 1 and Hnm = 0 ∀n ∈ N, it must hold ‖H∗‖2 = 1 and H∗m = 0.
So κ = 0 and we have
(H∗)> S˜1 = 0 a.s.
with ‖H∗‖2 = 1, which contradicts the no redundance assumption.
Remark 7
An upper bound for Φ∗ can be found in practice as follows. As Φ is scalar
invariant we may restrict ourselves to portfolios H with ‖H‖∞ = 1. Now for
any such H consider the inequality
EP
(
K+
)
+ EP
(
K−
)
= EP
(∣∣K∣∣) = EP (∣∣∣ (H)> S˜1∣∣∣) ≤ ‖H‖2 · EP (∥∥∥S˜1∥∥∥
2
)
≤ √m · ‖H‖∞ · EP
(∥∥∥S˜1∥∥∥
2
)
=
√
m · EP
(∥∥∥S˜1∥∥∥
2
)
.
Hence we have for any K ∈ K
Φ (K) =
EP (K+)
EP (K−)
≤
√
m · EP
(∥∥∥S˜1∥∥∥
2
)
EP (K−)
− 1.
It remains to find a lower bound for EP (K−). For this purpose we note that
the function f : H 7→ EP
((
H>S˜1
)−)
is convex. Further we note that the
minimization over the surface of the hypercube {x ∈ Rm : ‖x‖∞ = 1} can be
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split into 2m independent minimizations over one facet only. Minimizing a
convex function over such a facet is straight forward, hence the denominator
can be easily calculated. In total we have
Φ∗ ≤
√
m · EP
(∥∥∥S˜1∥∥∥
2
)
min
‖H‖∞=1
EP
((
H>S˜1
)−) − 1.
Corollary 8
In a one period market model
(
S˜0, S˜1
)
on
(
Ω,F , (Ft)t=0,1 ,P
)
with trivial σ-
Algebra F0 there exists an equivalent martingale measure Q such that dPdQ is
bounded.
Proof. The proof follows directly from Theorem 5 and Lemma 6. We are only
missing the assumption that no redundant assets exist on the market. However,
if there exist redundant assets, we simply find Q on a submarket excluding
precisely the redundant assets. Then by the no-arbitrage condition Q must
still be a martingale measure on the whole market.
We are now ready to prove Theorem 3.
Proof of Theorem 3. First note that it is sufficent to show existence of an
equivalent martingale measure Q such that the Radon Nikodym derivative
dP
dQ
∣∣∣
F1
is bounded and to apply Theorem 1 with p = 1 and p = 2.
We start with an arbitrary equivalent martingale measure Q whose existence is
guaranteed by the Morton Dalang Willinger Theorem (Dalang et al. [1990]). By
Corollary 8 there exists a probability measure Q˜1 on the one period submodel(
Ω,F , (Ft)t=0,1
)
such that dP
dQ˜1
is bounded and EQ˜1
(
S˜1
∣∣∣F0) = S˜0. Using Q˜1
we construct a new measure Q˜ on (Ω,F) by setting
Q˜(A) := EQ˜1
(
EQ
(
1A
∣∣F1)) , ∀A ∈ F .
It is easily checked that this defines a probability measure satisfying
EQ˜
(
Z
∣∣F1) = EQ (Z∣∣F1) , ∀Z ∈ L1 (F ,Q) ,
EQ˜ (Z) = EQ˜1 (Z) , ∀Z ∈ L1
(
F1, Q˜1
)
⊆ L1 (F1,P) .
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In particular,
(
S˜t
)
t∈T0
is a martingale under Q˜ since
EQ˜
(
S˜t
∣∣∣Fs) = EQ (S˜t∣∣∣Fs) = S˜s, ∀1 ≤ s ≤ t ≤ T,
EQ˜
(
S˜t
∣∣∣F0) = EQ˜ (EQ˜ (S˜t∣∣∣F1) ∣∣∣F0)
= EQ˜1
(
EQ
(
S˜t
∣∣∣F1) ∣∣∣F0)
= EQ˜1
(
S˜1
∣∣∣F0)
= S˜0, ∀t ≤ T.
and by definition dP
dQ˜
∣∣∣
F1
= dP
dQ˜1
is bounded.
4.2 Bounds by replication under P
As we have pointed out previously, it is quite surprising that only the risk
neutral measure is used for replication. Taking the opposite point of view, we
might ask if replication solely under the real world measure also yields satis-
factory bounds on our true objectives. In fact it is much easier to show that
the same results hold true when we optimize under the real world measure P.
By choosing the real world measure P for replication we can avoid the trouble
of finding a risk neutral measure and optimize under P straight away. However,
the choice of risk neutral measure still remains relevant for the constant
as will be shown. Still, the construction of the chosen risk neutral measure
becomes obsolete. One can simply assume that the risk neutral measure with
the smallest constant is in force. Theorem 9 and Remark 10 provide the details.
Define the objective functions
fP,PSDCF (α) :=
[
T∑
t=1
EP
([
α>C˜Ft − C˜Lt
]2 ∣∣∣∣F0)
] 1
2
,
fP,PSDTV (α) :=
[
EP
([
α>A˜F − A˜L
]2 ∣∣∣∣F0)] 12 ,
fP,PDCF (α) :=
T∑
t=1
EP
(∣∣∣α>C˜Ft − C˜Lt ∣∣∣∣∣∣∣F0) ,
fP,PDTV (α) :=E
P
(∣∣∣α>A˜F − A˜L∣∣∣∣∣∣∣F0) .
Theorem 9 shows that we obtain the same upper bound as in the risk neutral
case up to the constant factor.
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Theorem 9
Let C˜Ft ∈ L2 (P)m , t ∈ T . Then, there exists an equivalent martingale measure
Q and a constant CP,Q > 0 such that for any α ∈ Rm it holds
fP,QSDTV (α) ≤
√
CP,Q·fP,PSDTV (α) ≤
√
T ·√CP,Q·fP,PSDCF (α),
fP,QDTV (α) ≤ CP,Q· fP,PDTV (α) ≤ CP,Q· fP,PDCF (α).
Proof. As in the proof of Theorem 1 we establish the inequality[
EP
([
EQ
(
α>A˜F
∣∣F1)− EQ (A˜L∣∣F1)]2 ∣∣∣∣F0)] 12
=
[
EP
([
EQ
(
α>A˜F − A˜L∣∣F1)]2 ∣∣∣∣F0)] 12
≤
[
EP
(
EQ
([
α>A˜F − A˜L
]2 ∣∣∣∣F1) ∣∣∣∣F0)] 12 .
This time we change the measure from Q to P.[
EP
(
EQ
([
α>A˜F − A˜L
]2 ∣∣∣F1) ∣∣∣∣F0)] 12
=
[
EP
(
EP
(
dQ
dP
[
α>A˜F − A˜L
]2 ∣∣∣∣F1) ∣∣∣∣F0)] 12
=
[
EP
(
dQ
dP
[
α>A˜F − A˜L
]2 ∣∣∣∣F0)] 12 .
Now by the Morton Dalang Willinger Theorem (Dalang et al. [1990]) there
exists a risk neutral measure Q such that dQ
dP is bounded, so by setting CP,Q :=∥∥dQ
dP
∥∥
∞ we obtain the result. The remaining inequalities are established as in
Theorem 1.
Remark 10
Note that in Theorem 9 any equivalent martingale measure Q with bounded
Radon Nikodym derivative dQ
dP is sufficient. Ideally, we would like to choose
Q such that the Lipschitz constant CP,Q is as small as possible. In Delbaen
and Schachermayer [2006] it is shown that the least upper bound C∗P,Q :=
inf
{∥∥dQ
dP
∥∥
∞ : Q is a pricing measure
}
can be characterized by
C∗P,Q = inf
{
k : ES 1
k
(K) ≤ 0, ∀K ∈ K
}
= min
{
k : ES 1
k
(K) ≤ 0, ∀K ∈ K
}
,
where K is the set of terminal admissible gains defined in (8). The minimum
is attained because the expected shortfall ESβ is continuous with respect to its
significance level β (see [Rockafellar and Uryasev, 2002, Proposition 13]).
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One disadvantage of optimization under P is that todays fair values will not
be matched. In Natolski and Werner [2014] it was shown that under minor
assumptions in the least square problems (RPSDCF ) and (RPSDTV ), fair values
are matched, that is
EQ
(
α>A˜F
∣∣F0) = EQ (A˜L∣∣F0) (9)
when replication is carried out under Q. Unfortunately, if the replicating port-
folio α is obtained by replication under P, (9) does not hold any more. However,
we can bound the difference between fair values as follows.∣∣∣EQ (α>A˜F ∣∣F0)− EQ (A˜L∣∣F0) ∣∣∣ = ∣∣∣EQ (α>A˜F − A˜L∣∣F0) ∣∣∣
=
∣∣∣∣EP(dQdP (α>A˜F − A˜L) ∣∣F0
) ∣∣∣∣.
After optimization under P it holds analogous to (9)
EP
(
α>A˜F
∣∣F0) = EP (A˜L∣∣F0)
and so∣∣∣∣EP(dQdP (α>A˜F − A˜L)
∣∣∣∣F0) ∣∣∣∣ = ∣∣∣∣EP((dQdP − CP,Q2
)(
α>A˜F − A˜L
) ∣∣∣∣F0) ∣∣∣∣
≤
∥∥∥∥dQdP − CP,Q2
∥∥∥∥
∞
· EP
(∣∣∣α>A˜F − A˜L∣∣∣∣∣∣F0)
=
CP,Q
2
· fP,PDTV (α) ≤
CP,Q
2
· fP,PSDTV (α)
To avoid such problems, we suggest to use the growth optimal portfolio for
discounting under the real world measure, as then discounted processes become
martingales automatically.
4.3 Combining P and Q
With a suitable choice of the risk neutral measure Q, we have managed to show
that the L1- or L2-distances between cash flows times an appropriate constant
are upper bounds for the corresponding L1- or L2- distances between future
fair values. In practice, one would naturally be interested in the size of the
constant. So aside from having to find a suitable Q one also has to determine
the constant for an upper bound.
However, there is a very simple way to circumvent this problem. Given any
risk neutral measure Q, consider a new probability measure Q˜ defined by
Q˜(A) := EP
(
EQ
(
1A
∣∣F1)) , ∀A ∈ F . (10)
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This is precisely the measure obtained by applying P on all scenarios up to
the first time step and Q thereafter.
Again defining
f Q˜SDCF (α) :=
[
T∑
t=1
EQ˜
([
α>C˜Ft − C˜Lt
]2 ∣∣∣∣F0)
] 1
2
,
f Q˜SDTV (α) :=
[
EQ˜
([
α>A˜F − A˜L
]2 ∣∣∣∣F0)] 12 ,
f Q˜DCF (α) :=
T∑
t=1
EQ˜
(∣∣∣α>C˜Ft − C˜Lt ∣∣∣∣∣∣∣F0) ,
f Q˜DTV (α) :=E
Q˜
(∣∣∣α>A˜F − A˜L∣∣∣∣∣∣∣F0) .
With this measure, the inequalities as in Theorems 3 and 9 become even more
straightforward.
Corollary 11
Let C˜F1 ∈ L2 (P)m, Q be any risk neutral measure and Q˜ be defined as in (10).
Then, for any α ∈ Rm it holds
fP,QSDTV (α) = f
Q˜
SDTV (α) ≤
√
T ·f Q˜SDCF (α)
fP,QDTV (α) = f
Q˜
DTV (α) ≤ f Q˜DCF (α).
Proof. Straight forward.
Introducing the measure Q˜ has two major advantages. First, no specific choice
for the inner risk neutral measure is necessary to establish the inequality; any
risk neutral measure is allowed. Second, the usually quite large constants in
Theorems 3 and 9 vanish. Therefore, the conclusion we can draw is that the
best choice for replication is the measure Q˜. The possible reason this is not yet
put in practice may be due to the difficulty of generating scenarios under the
mixed measure. If the change of measure between real world and risk neutral
measure is available, the outer real world measure can be easily established
based on purely risk neutral scenarios by proper scenario weighting. In case
no change of measure is known we suggest to use real world scenarios with
discounting by some utility optimal portfolio from time t = 1 on. In such
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a context, the problem of determining proper long term forecasts for long
horizons (almost) vanish due to this discounting.
5 Conclusion
The key goal in risk management of life insurance companies is to approximate
the real world distribution of the MCEV in year 1. After introducing the most
common replication problems, we studied how these are related to the actual
problem of determining a prespecified risk measure on that distribution. For
the class of subadditive risk measures which are bounded by the L1 (P) or
L2 (P)-norm we demonstrated that the objective functions in the replication
problems are an upper bound for the difference between the risk measure of
the future fair value of liabilities and of the replicating portfolio. A specific
example is given by the average value at risk. There are however two major
opportunities for improvement. First, the replication problems do not apply
correct discounting of cash flows. Cash flows ought to be discounted down to
the time at which the risk measure of interest is to be computed. Currently,
cash flows are discounted to today which perturbs the difference between future
fair values. This can be fatal if the discounting factor has heavy tails such as
in the Black Karasinski model. Second, replicating portfolios are determined
using the risk neutral measure only. Although we proved that this method also
provides upper bounds for the proximity between computed risk measures, it
turned out that upper bounds can be significantly improved by using a measure
constructed by attaching the real world measure to scenarios up to one year
in the future and the risk neutral measure to scenarios afterwards. Combining
our results with the corresponding results by Beutner et al. [2015], we strongly
believe that this puts the theory of replicating portfolios on a much stronger
ground than before, even compared to the well-founded theory of LSMC.
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