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Later on, when they had all said “Good-bye” and “Thank-you” to Christo-
pher Robin, Pooh and Piglet walked home thoughtfully together in the
golden evening, and for a long time they were silent.
“When you wake up in the morning, Pooh,” said Piglet at last, “what’s
the first thing you say to yourself?”
“What’s for breakfast,” said Pooh. “What do you say, Piglet?”
“I say, I wonder what’s going to happen exciting today?” said Piglet.
Pooh nodded thoughtfully. “It’s the same thing,” he said.
For Sean,
and for breakfast sandwiches.
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SUMMARY
The Materials Genome Initiative was announced by the White House in June of
2011, and is a multi-agency initiative which calls the materials community to find ways
to discover, develop, manufacture, and deploy advanced materials systems faster and
more cost-efficiently. Currently, the amount of time it takes to discover and develop
a new material system, optimize its properties, integrate it in to a system, certify
that system, and develop the manufacturing capability so that it can be deployed
in a commercial component takes at least 20 years. Since this trend holds regard-
less of the material system in question, the implication is that it is the process by
which we as a community move through these seven steps, which causes the lengthy
timeline. Historically, the discovery, development, and property optimization of a ma-
terial system relies heavily on deep scientific knowledge, intuition and trial-and-error
physical experimentation. Therefore much of the design and testing of materials in
these early stages is currently performed through time-consuming and repetitive ex-
perimental and characterization feedback loops. Some of these feedback loops could
be eliminated in the property optimization step with improved powerful and accurate
computational modeling tools. However, while the ability of computational models
to be used in this way is not new, models that have been developed in this space
have consistently underperformed. Oftentimes, these models fail because they fail to
accurately account for the various physical and chemical mechanisms that are driv-
ing the system, or because they fail to account for all of the variables which must
be included. Here we propose a standard method of communication for these rela-
tionships in the form a process-structure-property-performance map, which leverages
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the known knowledge database of the material system to clearly and visually com-
municate the relevant variables and their various relationships in a defined materials
design space. Such a map is developed here for high-strength Al-Zn-Mg-Cu alloys,
which offer a good example of a material system which could benefit from such a
standard. This class of alloys, which are typically utilized in aircraft components,
have been incorporated in commercial components for nearly 75 years, and due to its
long history is a well characterized and well developed system that is highly suited
to this kind of examination.
In Part I of this work, we develop this standard by first examining the known knowl-
edge database in this system to deduce what the important process, microstructure,
and mechanical property variables are that are of interest. Once these variables and
the relationships between them are identified, they are organized into a PSPP map
according to a proposed set of steps, and can act as a visual standard that can clearly
communicate critical information about the mechanisms of the system. For example,
if a model developed within this system does not include a variable or a mechanism
depicted within the map, it can be used to communicate the ways in which the model
will be constrained. Similarly, when experimental data is collected within this space
the map can be used to clearly communicate which variables in the space were held
constant, which variables were tracked and accurately measured, and if any variables
were unaccounted for. This information can help to communicate what situations the
data can be used in, and how the space that the experimental data can be used in is
constrained.
In Part II of this work, we vary multiple parameters within the high-strength Al-
Zn-Mg-Cu system defined in Part I, and attempted to track and measure as many
of the variables within the space as possible using commonly available testing and
xviii
characterization methods. In tackling such a large project in the complicated materi-
als system of high-strength wrought Al-Zn-Mg-Cu alloys, we are able to understand
which current testing and characterization methods are well suited to tracking these
variables when the number of test specimens becomes quite large and when variability
among those specimens is involved. We are also able to identify opportunities for fu-
ture work in this area, which could be focused on improving our ability to implement
projects of the scope that is required here. In addition to evaluating the feasibility
of the various measurement and characterization methods, the raw data and the an-
alyzed results for this work are cataloged in an associated data repository and have
been made available for use in future work in this and other areas.
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PART I: DEVELOPMENT OF
PROCESS-STRUCTURE-PROPERTIES-PERFORMANCE
MAP FOR HIGH-STRENGTH AL-ZN-MG(-CU) ALLOYS
1
Introduction
The Materials Genome Initiative was announced by the White House in June of 2011,
and is a multi-agency initiative which calls the materials community to find ways to
discover, develop, manufacture, and deploy advanced materials systems faster and
more cost-efficiently. Currently, the amount of time it takes to discover and develop
a new material system, optimize its properties, integrate it in to a system, certify
that system, and develop the manufacturing capability so that it can be deployed in
a commercial component takes at least 20 years. Since this trend holds regardless
of the material system in question, the implication is that it is the process by which
we as a community move through these seven steps, which causes the lengthy time-
line. Therefore the Materials Genome Initiative calls on the materials community
to embrace open innovation and to change the way that we approach the process,
specifically by enabling early steps in the process such as discovery and development
of a material system and property optimization, or the modeling of the developed
process-structure-property-performance linkages, to be done concurrently or in a more
integrated way.
Historically, the discovery, development, and property optimization of a material
system relies heavily on deep scientific knowledge, intuition and trial-and-error phys-
ical experimentation. Therefore much of the design and testing of materials in these
early stages is currently performed through time-consuming and repetitive experi-
mental and characterization feedback loops. Some of these feedback loops could be
eliminated in the property optimization step with improved powerful and accurate
computational modeling tools. However, while the ability of computational models
to be used in this way is not new, models that have been developed in this space
have consistently underperformed. Oftentimes, these models fail because they fail to
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accurately account for the various physical and chemical mechanisms that are driv-
ing the system, or because they fail to account for all of the variables which must
be included. This inaccuracy arises from the simple fact that two different sets of
researchers are typically responsible for these steps. In the materials community, the
discovery and development of a material system is typically done by researchers with
a deep knowledge in the material system being examined, and their expertise within
the system allows them to rely on their scientific intuition to design, develop, and
deduce meaning from the physical experiments that are predominately used in this
stage. However, researchers who build computational modeling tools for property
optimization purposes often have a deep expertise in computational modeling and
data sciences, and are often unfamiliar with the physical and chemical mechanisms
that drive the material system they are attempting to model. In many situations, the
reason that these efforts fail can largely be traced back to the fact that no standard
method of communicating information about the important variables in the system
or the physical and chemical mechanisms that drive the relationships between such
variables exists.
Al-Zn-Mg-Cu alloys offer a good example of a material system which could bene-
fit from such a standard. This class of alloys, which are typically utilized in aircraft
components, have been incorporated in commercial components for nearly 75 years,
and due to its long history is a well characterized and well developed system that is
highly suited to this kind of examination. Additionally, alloys in this class remain
highly industrially relevant, and are constantly being redeveloped and redesigned in
order to be deployed in new and ever-changing component systems. Despite the need
for expedient property optimization, response from the materials community in this
system can often be frustratingly slow, and computational modeling tools have had
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little success in predicting various relationships in this space due to the complex na-
ture of the process-structure-property-performance relationships involved.
Since the ultimate goal is to model these process-structure-property-performance
(PSPP) relationships in the material system, a standard method of communication
should be able to track what the important variables or elements are that need to
be included in each of these categories (i.e. Process, Structure, Property, and Per-
formance), and also to communicate which of these elements are known to share a
causality relationship and which are known to be independent of each other. Since
material systems are being continuously improved and developed, it is also important
that this standard be able to communicate what relationships in the material system
have not been explored or are not adequately understood and be a living standard
which can be continually updated and changed as new information becomes available.
Here we propose such a standard method of communication for these relationships in
the form a process-structure-property-performance map, which leverages the known
knowledge database of the material system to clearly and visually communicate the
relevant variables and the various relationships in a defined materials design space.
Such a map is developed here for high-strength Al-Zn-Mg-Cu alloys which are utilized
in aircraft applications by first examining the known knowledge database in this sys-
tem to deduce what the important process, microstructure, and mechanical property
variables are that are of interest. Once these variables and the relationships between
them are identified, they are organized into a PSPP map according to a proposed
set of steps, and can act as a visual standard that can clearly communicate critical





The casting, solidification, and general forming process for aluminum alloys has many
steps that all influence a variety of different aspects in the microstructure through a
series of complicated and unclear relationships. However, the overall process including
the different steps, the variables involved, and their influence on different microstruc-
ture characteristics are all remarkably similar regardless of the specific composition
or application, especially within the realm of heat-treatable wrought aluminum prod-
ucts. This chapter covers the first half of these formation processing steps, including
the casting and solidification of the initial ingot, the homogenization of that ingot,
and the plastic deformation of the ingot into a commercial stock part. Since primary
casting research is typically no longer priority of university research, at least in the
USA, academic research in aluminum alloys development often relies on industrial
aluminum suppliers to obtain bulk alloys if sufficient size and volume. Therefore,
steps related to the casting and forming of the alloys prior to their heat treatment
are usually conducted by an industrial aluminum supplier, and are rarely controlled
in academic work. Since the processing history of the alloy through these first initial
steps is not reported, it is important to understand what aspects of the final mi-
crostructure these processing parameters can influence.
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1.1 Composition Limits
The American National Standards Institute (ANSI) maintains the alloy and temper
designation system for aluminum and its various alloys [1]. Wrought aluminum alloys
have a four-digit numeric designation system. The first digit identifies the main
alloying element of the material, where a 7xxx series material is designated as a Al-
Zn-Mg alloy. The third and fourth digits together do not have any physical basis in the
composition of the alloy like they do in pure aluminum (1xxx series) or in low carbon
steels. Rather they serve to differentiate different alloy compositions. The second
digit indicates a modification to a particular alloy composition, where modifications
digits are assigned sequentially. For example, 7150 is the first modification of the
alloy 7050. Explicit rules exists and are maintained by the Aluminum Association to
differentiate between what constitutes a modification to an existing alloy composition,
and what counts as a new alloy [1]. The composition limits for various alloys discussed
in this work are included in Table 1.1[1, 2].
Table 1.1: ANSI chemical composition limits of various Al-Zn-Mg-Cu alloys, in
weight percent.
Alloy Zn Mg Cu Cr Mn Zr Ti Fe Si Al
7050 5.7-6.7 1.9-2.6 2.0-2.6 0.04 0.10 0.08-0.15 0.06 0.15 0.12 rem
7075 5.1-6.1 2.1-2.9 1.2-2.0 0.18-0.28 0.30 0.25-Ti 0.20 0.50 0.40 rem
7150 5.9-6.9 2.0-2.7 1.9-2.5 0.04 0.10 0.08-0.15 0.06 0.15 0.12 rem
7055 7.6-8.4 1.8-2.3 2.0-2.6 0.04 0.05 0.08-0.25 0.06 0.15 0.10 rem
7175 5.1-6.1 2.1-2.9 1.2-2.0 0.18-0.28 0.10 – 0.10 0.20 0.15 rem
7475 5.2-6.2 1.9-2.6 1.2-1.9 0.18-0.25 0.06 – 0.06 0.12 0.10 rem
7079 3.8-4.8 2.9-3.7 0.40-0.80 0.10-0.25 0.10-0.30 – 0.10 0.40 0.30 rem
7049 7.2-8.2 2.0-2.9 1.2-1.9 0.10-0.22 0.20 – 0.10 0.35 0.25 rem
7449 7.5-8.7 1.8-2.7 1.4-2.1 – 0.20 0.25-Ti 0.25-Zr 0.15 0.12 rem
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1.2 Casting and Solidification
1.2.1 The Casting Process
Most commercial 7xxx-series aluminum alloys are produced by melting and mixing
molten material together and then freezing the material into a solid ingot (sometimes
called a billet) through a direct chill or semi-continuous casting method [1, 3, 4].
Although other casting methods such as simple gravity casting can be used, they are
often plagued by quality control issues[4]. Direct chill casting is usually carried out
in the conventional two-stage vertical set up that was originally patented by Alcoa in
1942, shown in Figure 1.1 [1, 3]. In the first stage, molten metal is solidified in the
mold, which is water cooled, until it forms a shell. In the second stage, the shell is
lowered at a constant rate and continuously spray-cooled with water [3, 4].
Figure 1.1: A schematic of the Direct Chill casting system.
As a result of this dynamic, rather than static, solidification process, the ingot mi-
crostructure differs from those that result from a more traditional gravity casting
system. Traditional gravity cast ingots will generally have three distinct regions,
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arranged as shown in Figure 1.2[3]. In continuous casting, this structure is slightly
altered based on the elongated isotherms that result from the dynamic nature of the
process. Figure 1.3[3] shows both the elongated nature of these isotherms and the
resulting effect on the columnar and equiaxed dendritic regions.
Figure 1.2: Schematic of an-cast microstructure resulting from a traditional
gravity casting system showing the three different regions.
(a) Elongated isotherms
(b) Resulting grain structure
Figure 1.3: Schematics showing the elongated isotherms that result in the
material during DC casting and the resulting effect on the various grain regions
Because the microstructure of the as-cast material is dendritic in nature, the resulting
grain structure will be highly cored, with a primary phase that is non-uniform across
8
the grains and a divorced eutectic of intermetallic phases in between them, shown in
Figure 1.4. [3, 4, 5].
Figure 1.4: Images showing the as-cast microstructure of various
Al-Zn-Mg-Cu alloys.
The low strength in these intermetallic regions compared to the primary grains can
cause fracturing under the stresses generated in the ingot during the freezing and
subsequent cooling processes [5]. Such fracturing is referred to as hot cracking or
solidification-cracking when it occurs during solidification and cold-cracking when it
occurs in non-stress relieved ingots following the solidification process [4, 5]. An ex-
ample of cold cracking in an ingot is shown in Figure 1.5 [5]. Because cold cracking
is a major issue in non-stressed relieved aluminum, ingots are often heated to a sub-
homogenization temperature for several hours before being air cooled. This process
helps to relieve stress from the ingot prior to homogenization [4].
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Figure 1.5: An example of cold cracking in a DC ingot 7178 alloy,
approximately 15”x60” in size.
1.2.2 Methods to Control or Alter the As-Cast Microstructure
Similar to traditional gravity casting systems, the growth of equiaxed structures in
the center of the ingot can be promoted and controlled with a source of heterogeneous
nucleation to reduce the size of the columnar region. In most commercial 7xxx series
alloys, this is accomplished through the addition of an Al-Ti-B grain refiner, which
forms soluble Al3Ti and insoluble TiB2 particles that can be dispersed throughout
the alloy. By promoting a more fine and equiaxed grain structure, these refiners
both reduce segregation and decrease the susceptibility of the ingot to hot cracking.
They can also improve the response of the ingot to subsequent hot or cold forging
steps and surface finishing techniques [4]. However, care must be taken to routinely
clean all involved casting equipment, since even a small excess of boron can lead to
the formation of large agglomerated particles which have detrimental effects on the
machinability, fracture toughness, and appearance of the resulting alloy [1, 5]. An
example of an inclusion stringer of borides resulting from an excess amount of grain
refiner is shown in Figure 1.6 [5]. In addition to introducing quality control issues,
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this can also present a challenge in the field of recycling of aluminum alloys.
Figure 1.6: An example of a boride stringer containing Al4.
Elements such as Cr, Zr, and to a lesser extent Mn are often added to aluminum
alloys to facilitate the precipitation of fine well dispersed particles during the homog-
enization step. These dispersoid particles help to pin grain boundaries and inhibit
recrystallization during the solution heat treatment step, assist grain refinement dur-
ing rolling, and act as nucleation sites for equilibrium η (Mg2Zn) particles [1, 4, 6].
While some aluminum alloys such as 7049, 7075, and their improvements use Cr as a
grain refiner, it has been observed that these materials become inherently susceptible
to the formation of large CrAl7 particles. These constituents then go undissolved in
the homogenization process and during subsequent plastic deformation processes are
broken up in to a stringer defect. The presence of such defects decreases the mechan-
ical properties of the alloy by increasing recrystallization through particle stimulated
nucleation and acting as sites for fatigue crack formation. An example of a coarse
primary crystal and the resulting stringer is shown in Figure 1.7 [1, 5]. The contin-
ued occurrence of this phenomenon, even when Cr levels are relatively low, can be
attributed to the “chromium equivalence”, which claims that primary Cr particles
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form even at relatively low concentrations due to the presence of Ti, Mn, Fe, and V
substituting in for Cr atoms in the phase structure [4, 5].
Figure 1.7: An example of a coarse Cr primary crystal on the left, and the
stringer which results after rolling on the right.
Other aluminum alloys, including 7050, use Zr as a dispersoid forming element in-
stead of Cr to form small particles of Al3Zr [1]. However, Zr can also form primary
particles and is subject to a similar “zirconium equivalence” in 7050-type materials.
This equation is given by [5]
Zr + 0.2Ti + 0.02V ≥ 0.13 (1.1)
Changing the amount of alloying elements in the ingot can also significantly influence
aspects of the casting and solidification process. By changing the alloy content, the
freezing range of the alloy, or the distance between the liquidus and solidus lines,
is altered. As a result, the volume fraction of non-equilibrium eutectic present in
the as-cast microstructure and the alloys susceptibility to cracking will change [1, 4].
Indeed, Cr and Cu have been shown to increase the susceptibility of hot cracking,
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while Zr and Mn have been shown to decrease it [4].
As with all solidification processes, but particularly in off-eutectic alloys which are
prone to dendritic growth, the cooling rate (i.e. the rate of under-cooling) is critically
important in controlling (1) the size of the equiaxed dendrites, (2) the distribution
of the constituent particles, and (3) the amount of grain refining dispersoid elements
(Zr, Cr, and Mn) that remain in super saturated solid solution [1, 4]. In general,
higher cooling rates will produce finer and more equiaxed microstructures. However,
the cooling rate can also affect the recrystallization resistance of the alloy by altering
the size of the constituent particles and their ability to induce particle stimulated nu-
cleation (PSN) [1, 4, 6]. At low cooling rates, constituent particle sizes are large but
their number density is small. As cooling rates begin to increase this produces smaller
and more distributed particles. Eventually, at high cooling rates these particles are
too small to instigate PSN, and the recrystallization resistance increases [4].
1.3 Homogenization
As mentioned in the previous section, the resulting as cast microstructure is largely
made up of primarily dendritic regions that exhibit a significant amount of solute
segregation, or coring, due to non-equilibrium cooling conditions [1, 4]. In between
these grains are inter-dendritic regions containing a divorced eutectic of intermetallic
phases, typically reported as Al7Cu2Fe, Al2CuMg, and Mg2Si [4, 5, 6, 7]. The pri-
mary goal of homogenization is to heat the alloy to an elevated temperature for an
extended period of time in an attempt to increase diffusion and allow for the redis-
tribution of the solutes in the system [1, 4]. As a result, the time and temperature of
homogenization is often chosen to dissolve as many of the coarse constitutive phases
in the inter-dendritic region as possible without causing melting [4, 6, 8].
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This microsegregation across the dendritic region occurs because of the difference
between the solid and liquid solubility levels of the different alloying elements at a





When an alloy of composition C0 (which is all liquid such that Cl = C0) is cooled
to a temperature T below the liquidus line, it forms a solid of composition Cs. The
tip of the dendrite, and therefore the center of the dendritic structure, will have a
composition of Cs, or kCl. As solidification happens further behind the tip of the
dendrite at lower temperatures, the liquid that is solidifying is increasingly solute
rich (assuming that k < 1) since kCl < C0. This process repeats and as solute is
continually rejected in to the liquid it gathers in the inter-dendritic regions, finally
forming a divorced eutectic of intermetallic particles. The α-Al grains, which are
increasingly solute rich towards the outer edge of the dendrite, fill in the space around
these coarse constituent particles by the coarsening of the secondary dendrite arms.
The solute distribution, or the coring, in these grains can be described with reasonable
accuracy by the Scheil equation [1, 3].
Cs = C0k(1− fs)k−1 (1.3)
Where C0 is the concentration of a solute in the alloy, k is the distribution coefficient,
and Cs is the composition at weight fraction solid fs.
Most alloying elements, including Cu, Mg, and Zn, have a relatively low solid solubility
in Al and a k < 1. As a result, these solutes will segregate towards the inter-dendritic
region. However, Zr segregates in the opposite direction and tends to be clustered
towards the center of the alpha primary grain and depleted at the boundary. This is
a result of the peritectic reaction (k > 1) in the Al-Zr phase diagram [6, 8]. Often
the segregation of Cu, Mg, and Zn towards the grain boundaries can be seen in the
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as-cast microstructure in the form of highly concentrated η-phase particles in this
region [4, 6]. These particles usually precipitate out during air-cooling following the
stress-relieving process. The as-cast microstructure of a 7050 aluminum alloy after
stress relieving is shown in Figure 1.8, showing the presence of such particles [6].
Figure 1.8: (a)Low and (b) high magnification images of the as-cast
microstructure showing the segregation of Cu, Zn, and Mg towards the grain
boundaries.
However, a secondary goal of homogenization in 7050 is to facilitate the precipita-
tion and growth of small Al3Zr dispersoids, usually between 20-50nm in diameter,
intended to pin grain boundaries and reduce recrystallization during subsequent pro-
cessing steps [1, 4, 5, 6, 8]. Because these dispersoids are, along with high-angle grain
boundaries, the primary precipitation sites for heterogeneous nucleation, controlling
their size, number density, and distribution is of critical importance [4, 6, 8]. The
characteristics of these particles will directly affect the quench sensitivity and pre-
cipitation kinetics of the alloy in the remaining processing steps. Unfortunately, due
to solute segregation during casting, dispersoid-forming elements such as Cr and Zr
are also inhomogeneously distributed. The clustering of the dispersoid particles that
result is considered highly non-optimal, so homogenization procedures are often de-
signed specifically to obtain well distributed dispersoids.
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In regions of the grain where Zr concentration is very high, homogeneous nucleation
of small Al3Zr particles is relatively easy, leading to a large number density and small
average particle size. Conversely, there exists near the dendritic boundary a disper-
soid free zone (DFZ), where the concentration of Zr is too small to form particles (less
than the 0.08wt% necessary at 500◦C). In between these two regions, a few disper-
soids are present in larger, elongated clusters consisting of 10 or more small spherical
particles. Here, the same η particles that are present inside the edge of the grain, act
as heterogeneous nucleation sites for these dispersoids. After homogenization, these
particles are dissolved, leaving only the dispersoids behind [6]. These dispersoids
limit the ability of the material to recrystallize by existing in sufficient numbers to
induce whats known as the Zener drag effect. The pressure exerted by a dispersion of
randomly spaced, spherical particles is proportional to the volume fraction of those
particles over their radius [4, 8]. Since the volume fraction of particles is typically
fixed, the pressure exerted by the dispersoids can be best increased through the con-
trolled precipitation of small, well dispersed, coherent particles and a minimization
of the dispersoid free zone (DPZ) near inter-dendritic regions [4, 6, 8].
Optimization of the homogenization treatment has been thoroughly explored, and ho-
mogenization treatments to achieve maximum properties including non-conventional
multi-step treatments are typically highly proprietary [4]. In general, 7050 and other
Al-Zn-Mg-Cu alloys are restricted to a limited homogenization temperature range,
typically between about 470-485◦C due to the presence of low melting temperature
eutectics. However, it has been shown that lowering the homogenization temperature
only has a limited effect on decreasing the average dispersoids size and that it has no
effect at all on decreasing the size of the DPZ. Even using ramp heating as opposed
to isothermal treatments only gives moderately improved results. Rather, the most
effective changes in achieving optimal dispersoid size, number density, and DPZ width
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comes with increasing the amount of Zr within the allowable range [6].
1.4 Plastic Deformation
High-strength aluminum alloys can be plastically deformed into stock material by
a variety of processes. By far the two most important deformation processes for
commercial applications are hot rolling and extrusion [4, 7, 8]. In general, these plastic
deformation processes have a great deal of influence on the final microstructure of the
material, especially in determining the final grain size, the amount of high- or low-
angle grain boundaries, the likelihood of the material to recrystallize or recover during
solution heat treatment, and the general uniformity of the microstructure across the
stock piece [1, 4, 7, 8]. The variable parameters at play during each of these processes
and their result on the final microstructure of the alloy are briefly reviewed. Forging
in 7050 aluminum is not covered in this work as the relative forgeability of 7xxx series
alloys is quite low [1]. A more in-depth review of rolling, extrusion, and forging in
high-strength and other aluminum alloys can be found elsewhere [1, 4, 9, 10, 11].
1.4.1 Rolling
Rolling is the primary method for forming commercial plates and sheets of 7050.
Generally, a rolled product is considered plate if it is at least 0.250 (6.3mm) and can
be regularly ordered in thicknesses of up to 6.00 (152.4mm). Sheet is considered to be
rolled product with a thickness between 0.006 (0.15mm) and 0.187 (4.75mm), with
anything thinner usually being referred to as a ‘foil’ [4, 12, 13]. Roll forming consists
of passing the ingot in between one or more pairs of rollers to incrementally decrease
the thickness of the ingot until the desired thickness is obtained. The difference be-
tween the initial and final thickness of the rolling process is typically referred to as
the ‘draft’ [4].
Roll forming is typically done at an elevated temperature, allowing for the breakdown
17
of the as-cast microstructure as deformation is applied and resulting in an elongated
microstructure in the rolling direction [4, 13]. Although cold rolling can be used to
obtain a better surface finish, hot rolling is typically the preferred method [4]. While
the temperature of rolling, the rolling reduction, and the deformation rate have all
been known to affect the degree of recrystallization experienced by the alloy during
solution heat treatment, 7050 does not undergo dynamic recrystallization during this
process [7, 8]. Rather, the material dynamically recovers during hot rolling, forming
equiaxed sub-grain cells throughout the microstructure. The resulting stored energy
is distributed inhomogeneously throughout the material, often concentrated around
constituent particles that are still maintained in the microstructure [7]. This increase
in the stored energy density means that these areas will have a greater driving force
for recrystallization, which is the basis behind particle stimulated nucleation (PSN)
in these materials. As a result, an increase in the hot rolling temperature, an increase
in the amount of rolling reduction, and an increase in the deformation rate will all
cause an increase in the amount of stored energy in the material and therefore in-
crease the amount of recrystallization in the final microstructure. It is also important
to note that rolling can produce extremely non-uniform microstructures throughout
the thickness of the plate. Since the majority of deformation and strain energy is
being stored at the edges of the plate where the ingot is in contact with the roller,
these areas often contain significantly higher amounts of recrystallization [1, 4]. These
changing microstructure features throughout the thickness of the alloy is important to
consider in the application of the material. For example, 7050 has superior properties
in thicknesses over 2”, and as a result plates of it are often used in fuselage frames
and bulkheads, where components can require section thicknesses between 2”- 6” [12].
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1.4.2 Extrusion
Extrusion is also a popular form of plastic deformation in 7xxx series alloys, though
it is less commonly applied to 7050 commercially than to other popular alloys in
this series, such as 7075 [1, 4, 12]. In general, extrusion offers many advantages
in manufacturing since it can be accomplished relatively quickly and can create a
large variety of cross sections and shapes. It is often applied to aluminum alloys in
part because, compared to many other alloying systems, aluminum alloys are quite
malleable. However, 7xxx series aluminum in particular becomes more difficult to
extrude with increasing amounts of Zn, Mg, and Cu, and exhibits flow stresses that
are significantly higher than those for mild steel [1]. Regardless, 7050 is still available
in extruded form commercially, and so those processing variables that affect the final
microstructure during the extrusion process should be briefly considered [12].
Extrusion usually occurs in one of two forms, either through direct or indirect extru-
sion. While direct extrusion is more popular when considering all aluminum alloys,
indirect extrusion is usually preferred in 7xxx series alloys due to the lack of friction
forces between the billet and the container, which reduces the likelihood of recrys-
tallization [4, 13]. The main variables in the extrusion process include the extrusion
ratio, the ram speed, and the extrusion temperature [4]. However the real driving
variable in this process is the strain rate in the material, which is required to model
the extrusion process [4]. The real difficulty in modeling the extrusion process as a
function of the physical deformation mechanisms, arise in part from the extreme tem-
perature gradients and the non-uniform strain rate that occur in the material. The
Zener-Hollomon parameter attempts to relate the temperature-compensated strain
rate to the flow stress of the material, thereby allowing for more effective modeling.
Various phenomenological equations relating this parameter to the flow stress have
been proposed for different temperature and strain regions in the seventy-two years
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since this parameter was first introduced [4]. While regression analysis to determine
the coefficients for these various phenomenological laws is still the primary method
of modeling the relationship between the temperature, strain rate, and flow stress,
the real value of the Zener-Hollomon parameter continues to lie with its ability to be
directly correlated to final properties of the alloy in terms of strength, fatigue, and
even corrosion resistance [4].
1.5 Summary
This chapter discussed the first several steps in the casting of a commercial aluminum
alloy product, which when processed using the most up-to-date industrial processes,
can be highly complicated and require a level of expertise and equipment not always
available to academic studies. Additionally, many of these steps are often proprietary
in nature. Therefore, although the effect of these steps may be well understood in-
dustrially, they are more difficult to account for academically. This mainly results
from the common practice in academic studies of ordering a commercially available
material and re-treating it, and the fact that the processing parameters and exact
steps that were executed are not reported with the final material product that is re-
ceived. However, it is clear from the work examined above that all of these processing
steps have a significant impact on the final microstructure. One method of negating
this effect within a given study would be to ensure that all of the material used was
processed in the same way, presumably by ordering the same commercial material
designation from a single supplier. While this does help to ensure that the process-
ing parameters chosen for the materials within a particular study are consistent, this
does not allow for the meaningful comparison of multiple studies across the literature
unless this processing history can be reported, or otherwise accounted for.
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SOLUTION HEAT TREATMENT, QUENCHING, AND
AGING
Wrought aluminum alloy products that have been formed and then annealed by the
processes discussed in Chapter 1 are designated with an -O temper. While alloys
can be purchased in an -O temper, it is not common. These materials have been
annealed in such a way as to produce the lowest possible strength of the alloy. To
increase the strength and obtain other desired mechanical properties, the material
is subjected to a solution heat treatment at an elevated temperature similar to the
homogenization treatment discussed in the previous chapter. After quenching from
this elevated temperature the material carries a -W temper, which is highly unstable
in Al-Zn-Mg-Cu alloys. The final processing step applied to wrought products is the
aging treatment, which plays a vital role in determining the final microstructure of
the material. This chapter discusses each of these steps in detail to understand how
they effect the microstructure, and as an end result, the mechanical properties.
2.1 Solution Heat Treatment
The primary function of the solution heat treatment (SHT) process involves heating
the alloy to a temperature near the solvus line to help dissolve coarse constituent par-
ticles and to increase the equilibrium concentration of both solute and vacancies [1].
This process results in a supersaturated solid solution, which will drive the precipita-
tion kinetics involved in the aging process. Although higher temperatures would mean
a higher amount of constituents dissolved and a higher degree of supersaturation, cau-
tion must be taken due to the presence of low melting temperature phases. Therefore
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it is common to keep the temperature of the SHT below the eutectic temperature, at
least until these phases are dissolved. Two-step solution treatments, with a primary
step at a temperature below TE and a second step such that TE < TSHT < Tsolvus,
are common in industrial processing [2, 3]. Due to an increase in the number of ex-
cess vacancies and a higher degree of supersaturation, it is expected that increasing
the solution heat treatment temperature would result in an increase in some of the
mechanical properties of the alloy after aging. While this is true for initial increases,
as the SHT temperature continues to increase, the properties of the alloy begin to
fall off. This effect has been well documented and can be seen in Figure 2.1 [4].
Figure 2.1: Tensile strength and fracture toughness of aged 7050 solution
heat treated at different temperatures and various multi-step treatments[4].
To understand this behavior, it is necessary to examine the affect that the increasing
SHT temperature has on some aspects of the microstructure. As the SHT tempera-
ture approaches first 480 and then 490 ◦C, it is observed that the volume fraction of
constituent phase particles does decrease as expected. However, increasing the SHT
temperature also causes an increase in the extent of recrystallization, which causes
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the strength and fracture toughness of the material to fall off again at high tempera-
tures [4].
Figure 2.2: Volume fraction of second phase constituent particles in 7050
solution treated at different conditions[4].
Figure 2.3: Volume fraction of recrystallized grains in 7050 solution treated
at different conditions[4].
As discussed in previous sections, increasing the amount of stored energy in the mi-
crostructure through rolling and other plastic deformation processes and facilitating
the nucleation of dispersoids to increase the Zener drag are just a few methods of
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altering the amount of energy required to nucleate and perpetuate recrystallization
in the alloy. Therefore, although recrystallization is usually observed during the SHT
process, the entire processing history of the alloy plays a critical role in the likelihood
that it will be observed.
2.2 Quenching
The rate of cooling, or the quench rate, of the alloy from the solution heat treatment
temperature to room temperature can greatly impact the final microstructure and me-
chanical properties of the system. Typically in 7xxx series aluminum, a sufficiently
fast cooling rate is required to (1) “quench in” excess vacancies and (2) prevent the
nucleation of undesirable precipitates from the supersaturated solid solution [2].
As discussed in the previous section, part of the role of the SHT is to increase the equi-
librium vacancy concentration of the system. When these vacancies are “quenched
in” with a sufficiently fast cooling rate they enable the nucleation and growth of
strengthening precipitates in two ways. The first is by providing sites for the hetero-
geneous nucleation of strengthening particles, either Guinier-Preston (GP) Zones or
the metastable η′ phase. Given time, vacancies in excess of the equilibrium concen-
tration will attempt to anneal out of the material and will either be driven towards
grain boundaries or will segregate together to form vacancy rich clusters (VRCs).
With enough time and driving force, these VRCs will collapse into dislocation loops.
Either VRCs or dislocation loops can serve as heterogeneous nucleation sites for this
precipitation to occur [1, 5, 6]. The second method is by increasing the ability of
solute atoms to diffuse through the matrix, facilitating the formation of solute rich
clusters which are a precursor for the formation of GP Zones. Since the presence
of individual or even small vacancy clusters cannot be resolved individually, even by
TEM analysis, a deduction of the role that excess vacancies play in the aging process
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must be indirect and is the subject of much debate [5, 6, 7, 8, 9, 10, 11]. Therefore,
it is to be expected that decreasing the cooling rate will decrease the precipitation
kinetics that drive the aging process by allowing more time for vacancies to anneal
themselves out of the material during the quench [1, 5].
The addition of different alloying elements can also affect the role of vacancies in
the early aging process, especially if the addition has a high solute-vacancy binding
energy [5, 12]. Although solute-vacancy binding energies can be notoriously difficult
to measure experimentally, a robust first-principles study was conducted in the last
decade by Wolverton to calculate many of these binding energies in aluminum. In
this work, Wolverton observed that the solute-vacancy binding energy for Cu cal-
culated was rather small, and in the case of Mg was actually negative [12]. This
contradicts the long held assumption that Mg, and Cu to a lesser extent, possesses
a strong solute-vacancy binding energy and that this binding is responsible for the
formation of GP Zones from Mg-rich clusters [9, 10, 13, 14, 15]. The results reported
by Wolverton are however, consistent with other studies that have shown the binding
energy for Mg to be small in aluminum.
In general, Wolverton notes a strong correlation between the size of the solute and
its vacancy binding energy, shown in Figure 2.4. While this is to be expected, since
large atoms will cause a strain in the matrix which the presence of a vacancy can help
to relieve, Mg, Sc, and Zr are notable for being large solutes that lack a correspond-
ingly high vacancy-binding energy. Similarly, Cu, Zn, and Ag are all shown to have
a size smaller than that of Al, but still possess slightly positive vacancy binding en-
ergies. This may help to explain the effects of Ag and Cu on the precipitation process.
It has been shown by multiple authors that the addition of very small amount of
Ag help to decrease the width of the precipitate free zone (PFZ) and increase the
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Figure 2.4: The calculated solute-vacancy binding energy versus the
impurity volume in Al of various elements[12].
dispersion of fine η′ particles in the matrix [8, 14, 16]. Because of the relatively
high binding energy of Ag, excess vacancies are pinned in the matrix, and thus less
able to anneal out near grain boundaries. The presence of these vacancies near the
grain boundaries when they would not otherwise be present can account for these
very small PFZ widths. Additionally an increase in the vacancy concentration can
increase the diffusivity of solute atoms, which is critical in the formation of GP Zones
[3, 5]. This was confirmed by Maloney et al.[8], who observed that the presence of Ag
caused the preferential co-clustering of Zn and Ag at early aging times. These Zn-Ag
clusters were seen to occur earlier than Zn-Mg clusters are observed in the non-Ag
alloy system, and initiate Zn-Mg-Ag clusters that are the precursor to η′ phase [8].
This confirmed earlier work by Ringer and Hono, who postulated the same effect [14].
The presence of Cu is also believed to increase the clustering ability of solutes at
low temperatures and early aging times. As early as forty years ago, Sanders and
Starke observed that the presence of Cu altered the aging process by decreasing the
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barrier for homogeneous nucleation of GP Zones in Al-Zn-Mg systems [17]. This effect
has since been confirmed by others [10, 14, 18]. In 3D atom probe microscopy studies
of solute clusters during early aging, Sha and Cerezo showed that the concentration
of Cu in small solute clusters was quite high and decreased as solute clusters became
larger and more Zn-rich [10]. The authors concluded that Cu increased the nucleation
kinetics of early aging precipitates, but that it had little effect on the growth kinetics.
This observation was later confirmed by Gupta et al. [18]. It may be of interest to
note that this effect is observed for both Cu and Ag, possibly either because or in
spite of, the low diffusivity of these elements in aluminum as compared to Zn and Mg
[3]. Thus the exact role of quenched-in vacancies in the aging process continues to be
debated.
The other role of rapid quenching is to prevent the nucleation of secondary phases.
At elevated temperatures such as those seen during the SHT, the equilibrium con-
centration of solutes dissolved in the matrix is also increased. Similar to the need of
a sufficiently fast cooling rate to quench in vacancies, it is also important to main-
tain this supersaturated solid solution and keep these solutes from precipitating the
equilibrium η phase at heterogeneous nucleation sites such as grain boundaries or
dispersoids [2, 19, 20, 21]. One method, therefore of decreasing the quench sensitivity
is to decrease the degree of recrystallization and lower the mis-orientation angle of
sub-grain boundaries [21]. Once again, it is noted that a large number of variables,
including the composition of the alloy, the homogenization process, the plastic defor-
mation and thickness of the piece, as well as the solution heat treatment all affect the
quench sensitivity of 7xxx series alloys.
Compared to other alloys in the 7xxx series, 7050 aluminum is considered to be
relatively quench insensitive, and thus it is commonly used in thick component parts
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[19, 20, 21, 22]. However, while the cooling rate seen by the material during the
quench has relatively little effect on the strength of the material, it has been shown
to have a much larger effect on the fracture toughness and stress corrosion cracking
susceptibility [19, 20]. Indeed while changing the quench rate may affect the yield
strength of the material by as little as 10%, it can change the critical energy release
rate, GIC , by as much as a factor of 2 [20]. This is attributed to the high rate of
nucleation of η precipitates on grain boundaries, which increases the amount of in-
tergranular fracture seen by the material by facilitating the void coalescence stage,
as discussed in Chapter 3 [19, 20].
2.3 Aging Heat Treatment
Precipitation hardening, or aging, was discovered by accident in an Al-Cu alloy in
1904 and led to the creation of duralumin, the first commercially important aluminum
alloy. This discovery was followed by two reports published in 1919 by the then
U.S. Bureau of Standards, which explored the possibility that other alloys could
also show induced precipitation hardening through the use of elevated temperature
treatments based on the examination of various phase diagrams. This discovery
sparked a golden age in the field of physically metallurgy, which led not only to the
discovery of hundreds of precipitation-hardened alloys, but also inspired the close
exploration of hundreds of phase diagrams, confirmed the concept of solid solubility,
pioneered a better understanding of meta-stability and phase transformations, and
even spawned the introduction of dislocation theory [23]. It is therefore, no surprise
that the precipitation kinetics involved in this process were, and continue to be, the
subject of much interest and debate.
2.3.1 Precipitation Kinetics
It was originally reported that precipitation occurred in Al-Zn-Mg alloys as [6]
α− SSSS → GPZspherical → η′ → η(MgZn2) (2.1)
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Where the homogeneous nucleation of Guinier-Preston (GP) Zones was dependent
on the quenched in vacancy concentration, similar to the Al-Cu system in which du-
ralumin was based [6]. TEM studies had shown a hexagonal phase structure for both
η′ and η, though it was noted that at higher aging temperatures this precipitation
sequence yielded the cubic T ′ and T (Mg32(Al,Zn)49) phases instead [6, 24]. More
recent work has suggested that this precipitation phase is preferred when the Zn:Mg
ratio is low [24, 25].
However even as early as fifty years ago, anomalies were reported that suggested
that the precipitation process was not quite so simple. While the presence of spheri-
cal GP zones was observed at 135 ◦C, at 180 ◦C these zones were observed to be more
angular or even plate-like, and to be either FCC with an ordered AuCuII structure
or hexagonal [6]. Further complicating this understanding of a simple precipitation
processes was the observation a decade later that GP zones formed in the ternary
system at temperatures below 120 ◦C, even without the presence of excess vacancies
[7]. At temperatures higher than 120 ◦C, the presence of excess vacancies induced
the homogeneous nucleation of the η′ phase directly. When these vacancies were not
present in the system due to step-quenching, the formation of any phase at these
higher temperatures was stalled. This curious observation is detailed in the resistiv-
ity curves of both a step-quenched and water-quenched alloy, shown in Figure 2.5 [7].
Even though GP Zones can form either with or without the presence of quenched-in
vacancies, the changing kinetics with vacancies and aging temperature suggest that
the leading mechanism of cluster formation is still solute-vacancy migration [9]. This
is supported by the fact that additions of Cu, which trap vacancies and remove their
mobility and ability to assist Mg and Zn migration, slows down the precipitation
kinetics at low temperature and mimics the response when no vacancies are present
30
Figure 2.5: Resistivity-aging curves of water-quenched and step-quenched
Al-6Zn-1.2Mg alloy, respectively[7].
[9, 12]. These initial observations showed that the formation of GP zone solute clus-
ters in Al-Zn-Mg alloys was more complicated that originally suspected. In 1978
Chou reported an updated precipitation sequence involving two types of GP zones
α− SSSS → GPZunordered → GPZordered → η′ → η(MgZn2). (2.2)
Where the unordered GP zones were FCC solute rich clusters, and the ordered GP
zones possessed a hexagonal phase structure and a spherical morphology. These or-
dered hexagonal clusters acted as a precursor to the formation of the plate-like η′
phase, which was consistent with earlier observations [6, 26]. The presence of two
types of GP zones came to be widely accepted, with their role in the precipitation
process eventually reported as a dual-pathway process, shown in Figure 2.6 [11].
Figure 2.6: The precipitation process in Al-Zn-Mg-Cu alloys as reported by
Werenskiold et al.
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GP(I) zones are considered to be coherent, spherical, and possibly Mg-rich clusters
that are ordered on the {001}Al plane and which are formed over a wide temper-
ature range and therefore not dependent on the presence of quenched-in vacancies
[10, 11, 27]. While these zones do appear in the material prior to the formation of
η′, the formation of η′ on large stable GP(I) zones is not the dominant mechanism of
nucleation [10]. The presence of Cu has been shown to stabilize small GP(I) zones
and allow for the transformation of these clusters into η′, but more often GP(I) zones
are believed to dissolve back in the matrix, allowing for the recombination of solutes
into the η′ phase [10, 11]. By contrast GP(II) zones are Zn-rich solute clusters that
appear on the {111}Al plane and are ordered internally through elongation in the
<110> direction [10, 27]. These GP zones do require the presence of excess vacan-
cies, and are only nucleated at temperatures greater than 70 ◦C [10, 11, 27]. It is
these ordered zones which were originally suspected to the be a precursor to the η′
formation, and eventually Maloney et al. confirmed that this process occurs via di-
rect transformation of the GP zones into the hexagonal η phase, rather than through
nucleation of a new phase on a heterogeneous nucleation site [8].
The composition of the metastable η′ phase was originally assumed to be the same as
the equilibrium η phase (MgZn2). However, since the formation of η′ is sensitive to
solute clustering in the alloy, it is not surprising that the composition of η′ is closer
to that of the precursor GP zones [8, 10, 24, 28]. While the Zn:Mg ratio has been
reported as anything from 1:1 to 1.5:1, a direct correlation between the overall alloy
composition and the composition of GP zones and the η′ phase was first reported by
Maloney et al.. This work reported a linear relationship between the atomic Zn:Mg
and (Zn+Cu):Mg solution ratio found in the parent alloy and in the GP zones and
η′ precipitates, as seen in Figure 2.7 [24].
This relationship may help explain the presence of two different types of GP zones
32
Figure 2.7: The measured solute ratio of various precipitates versus the alloy
solute ratio.
that are alternatively either Mg- or Zn- rich, and the effect of Cu on stabilizing small
Mg-rich GP(I) zones and inducing their elongation and transformation to η′ precipi-
tates [10]. This elongation and transformation into η′ precipitates is the same process
that Zn-rich GP(II) clusters undergo in their precipitation sequence [8]. Therefore,
it is possible that what drives the difference between GP(I) and GP(II) zones and
determines their ability to transform into η′ platelets is the (Zn+Cu):Mg ratio in
the solute cluster, which may in turn be controlled by the (Zn+Cu):Mg ratio of the
parent alloy. This theory of GP zone transformation is also consistent with the obser-
vation of T ′ and T phases at low Zn:Mg ratios, and maybe help explain the different
hexagonal phase orientations of η′ and η that have been observed [14, 26].
The presence of GP zones and η′ precipitates is generally associated with the peak
strength condition of the alloy, but with additional aging η′ transforms in to the equi-
librium η phase with a Zn:Mg ratio of 2:1, as expected [24]. The equilibrium phase is
also the predominant precipitate found on grain boundaries. It has been observed by
numerous authors that the addition of Cu in the parent alloy leads to the incorpora-
tion of Cu in these equilibrium grain boundary precipitates, but only in the over-aged
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condition [18, 29, 30, 31, 32, 33, 34, 35]. While many have postulated that Cu substi-
tutes for Zn in these precipitates, Wert reported that these Cu-containing precipitates
are actually a solid solution of the isomorphous phases MgZn2 and Mg(AlCu), both
of which possess a C14 hexagonal crystal structure [29].
The notion that a critical aging temperature must be reached before Cu begins to
incorporate into the grain boundary precipitates is well supported, since the effect is
not observed in peak-aging treatments at lower temperatures [30, 31]. However there
is also evidence to suggest that there is a critical concentration of Cu in the parent
alloy that is required for the solid solution to form. A recent study by Gupta et al.
observed that grain boundary precipitates in 7150 had 16x as much Cu as the same
precipitates in 7079, even though 7150 only contains twice as much Cu in the par-
ent alloy [18]. Once these conditions are met, the equilibrium or maximum possible
amount of Mg(AlCu) increases, both with increasing the amount of Cu in the parent
alloy and with increasing the temperature of aging, causing the particles to become
more stable [18, 30, 31, 32]. One explanation of this phenomenon would be that as the
amount of Zn near the grain boundaries is depleted, the precipitates continue to grow
by the addition of Cu instead. However, this is not the case, since it has been well
documented that as the amount of Cu in the grain boundary precipitates increases,
the amount of Zn in those same precipitates decreases and that the total particle size
stays the same [18, 31, 32]. The substitution is well illustrated by Marlaud et al. in
Figure 2.8.
This suggests instead that as the alloy continues to age, the precipitate is approaching
a solid solubility containing an equilibrium mole fraction of MgZn2 and Mg(AlCu).
Wert reported the mole fraction of the two phases to be .70 and .30, respectively, and
described the solid solution particle as Mg(Zn2,AlCu) [29]. More recently Marlaud
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Figure 2.8: Evolution of (a)Cu and (b)Zn concentrations in the grain
boundary precipitates during aging treatment.
et al. suggested an equilibrium totaling 33at% Mg, 13at% Cu, 10-15at% Al, and a
balance of Zn, which suggests a mole fraction of .40 Mg(AlCu) [31].
2.3.2 Traditional Processes
When the modern version of 7075 was first introduced by Alcoa in 1943, it was ini-
tially used for aerospace products with a peak-strength (T6) heat treatment in thin
sections, mainly sheets and some extrusions. The alloy became highly valued in the
aerospace field for its high strength-to-weight ratio, and was increasingly incorporated
into aircraft design, perhaps most famously during its inclusion on the B-29 Flying
Fortress. However, as 7075 was utilized for increasingly thick components manufac-
tured from large forgings, extrusions, and thick plate it became increasingly apparent
that although 7075-T6 possessed great strength, other properties such as fracture
toughness, fatigue properties, and stress corrosion cracking (SCC) resistance were
lacking [1, 3, 36, 37]. As a result, various heat treatments and alloy modification were
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designed with the aim of improving these properties. One of these high-purity alloy
modifications, intended to improve the fracture toughness, was 7050 [1]. Early heat
treatments that were developed in the 1960s included T73 to improve stress corrosion
cracking resistance, T76 to improve exfoliation corrosion, and T74 [1, 36].
The degree of aging in the material has been traditionally measured by tracking
the conductivity of the material with respect to time at a certain temperature. When
the change in the resistivity of the material reaches a peak, the material is presumed
to also reach a peak in strength due to the presence of finely dispersed GP zones or
η precipitates in the grain bulk [1, 3, 7]. An example of this type of curve is seen
in Figure 2.5. This T6, or peak-strength, heat treatment is usually carried out at
a single moderate aging temperature such as 120 ◦C for a long period of time, usu-
ally 24 hours [2, 38]. Over-aged heat treatments such as T73, T74, or T76 usually
consist of a first step at this same temperature to create this same fine dispersion
of precipitates, followed by a second step at an elevated temperature, usually 163
◦C for anywhere from 6 to 24 hours to coarsen the grain boundary η precipitates in
an attempt to improve the corrosion properties [2, 36, 38]. While these tempers do
shown an improvement in corrosion and fracture toughness properties, it comes with
a sacrifice in the tensile strength of the material [2, 17, 19, 22, 36, 39, 40, 41, 42, 43].
2.3.3 Experimental Treatments
Since then, the exploration of heat-treatments to optimize the trade-off between
strength, fracture toughness, ductility, and corrosion properties has been constant.
Some of the most notable treatments include retrogression and re-aging (RRA) treat-
ments, Alcoa’s T77 treatment, and the newly developed T6I6 and T6I4 treatments.
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In 1974, Cina first introduced a three-step aging process termed “retrogression and
re-aging” [3]. This process was found to improve corrosion and fracture toughness
properties in 7xxx series alloys with a minimal loss in strength [2, 3, 36, 40, 44, 45, 46,
47, 48, 49]. Retrogression and re-aging (RRA) treatments were originally based on
the theory that the presence of dislocations other than grain boundaries contributed
to lower SCC resistance. Therefore the process involves first heating the material to
a T6 temper, then increasing the aging temperature to a high enough temperature
to promote the annealing or retrogression of dislocations (typically about 200 ◦C) for
a short enough period of time to not allow for over-aging (usually on the order of
minutes), and then re-aging the material with another T6 heat-treatment [2]. While
the improvement on the properties was observed as expected, the reasons for that
improvement were not due to the annealing of dislocations in the matrix. Rather,
the treatment works by partially dissolving the GP zones and η′ particles that are
present in the bulk of the grain during the retrogression, while still allowing the η
particles at the grain boundaries to stabilize and grow. During re-aging the GP zones
and η′ particles are reformed in the grain bulk to nearly the same size and density as
they were under the original T6 treatment, but are more thermodynamically stable
[44, 46, 47]. The two controlling factors of this heat treatment then, are the amount
of time and the temperature at which the retrogression takes place.
Ideally, the retrogression step would be controlled to allow the strengthening particles
to have dissolved as much as possible, but not last so long as to allow for precipitation
to reoccur at this elevated temperature. It can be expected then, that at a constant
retrogression temperature, increasing the amount of time at this step would result in
a gradual change of the grain bulk properties, mainly tensile strength, from that of a
peak-aged temper to an over-aged temper. And indeed this relationship is observed
by Li et al. for multiple retrogression temperatures, as seen in Figure 2.9 [46].
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Figure 2.9: Strength and elongation of 7150 retrogressed for various times at
retrogression temperatures of (a)195◦C, (b)185◦C, and (c)175◦C; followed by
re-aging.
Similarly, it is expected that increasing the temperature of the retrogression step
would mean that shorter times are required for the particles to dissolve. What is sur-
prising is that it has also been observed that increasing the retrogression temperature
increases the thermodynamic stability of the precipitates on re-aging [47]. This may
be explained by the higher levels of Cu observed by Ning et al. in both grain bulk
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and grain boundary precipitates after RRA, as compared to the original T6 treatment
[48].
Figure 2.10: Molar fraction (%) of elements in grain interior and grain
boundary precipitates of Al-Zn-Mg-Cu alloy after different treatments.
More evidence for this increased stability is also observed by Ning et al. As the
(Zn+Cu):Mg ratio increased in the different alloys that were tested, the alloys showed
an increasing drop in the strength with retrogression time, as shown in Figure 2.11.
This implies that increasing the (Zn+Cu):Mg ratio, which is known to increase the
stability of the GP Zones and enable their transformation into η particles, similarly
enables the precipitation process at retrogression temperatures and likely enhances
the incorporation of Cu into precipitates upon re-aging even further [48].
Although RRA treatments have been shown to improve the overall performance of
7050 and other high-strength aluminum alloys, other heat-treatments have continued
to be explored in an effort to find even more improvement. A decade after the RRA
treatment was introduced, Alcoa patented its own three-step aging process, known
at T77 [3, 36]. This treatment has been known to provide excellent exfoliation re-
sistance, similar to the T76 temper, but with no sacrifice to strength and improved
SCC resistance over the T6 temper [36]. The beneficial performance that came with
improved combinations of strength, corrosion, and fracture toughness properties has
made 7150-T77 parts critical in modern aircraft applications [36, 39, 49]. Even though
both the T77 and RRA treatments involve three steps, they are not as similar as one
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Figure 2.11: The strength of three different Al-Zn-Mg-Cu alloys that were
retrogressed at 200◦C for various times, measured following re-aging.
might expect. Rather, the T77 is similar to other over-aging tempers, but with an
initial step at a lower pre-aging temperature of approximately 100 ◦C. After this step,
a more traditional two-step aging process follows. This heat treatment seems to be
particularly effective for improving parts in thick or poorly quenched components [3].
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A more recent heat-treatment that has been shown to result in an improved per-
formance profile is the development of interrupted aging treatments T6I6 and T6I4
by Lumley, Polmear, and Morton [50, 51, 52, 53]. This class of heat-treatments uti-
lizes secondary precipitation at relatively low aging temperatures to form a dispersion
of η′ particles that is more finely distributed than that found in the T6 temper [50].
The process involves heating the alloy at the normal T6 temperature, but then inter-
rupting that treatment with a low-temperature dwell period at 25-65 ◦C for anything
from several hours to a few weeks, before resuming the standard T6 temperature
for the rest of the original aging period. Thus, this process is termed T6I6, where
the I indicates that the process was interrupted by a dwell period. This differs only
slightly from the T6I4 process, where the resumption of the artificial aging process is
eliminated. General schematics of both the T6I6 and the T6I4 processes are shown
in Figure 2.12.
In both processes the GP(I) zones that are formed during under-aging treatment,
which are usually dissolved due to Oswald ripening during continued aging to a T6
temper, are instead utilized in the formation of η′ at lower secondary aging temper-
atures. Therefore, even when artificial aging is not resumed, the final microstructure
consists of finer and more densely populated η′ precipitates than the typical T6 tem-
per [25]. After the dwell period, the fracture toughness increases by as much as 40%
in 7050 with only a minimal decrease in strength. After resuming artificial aging, the
effect on the fracture toughness is not as pronounced (only 9%), but the strength of
the alloy is increased over the T6 temper [50, 51, 52, 53]. These results are summa-
rized for 7050 aluminum in Table 2.1.
While RRA, T77, and the new interrupted T6I4 and T6I6 treatments represent some




Figure 2.12: General schematics representing the interrupted aging
treatments.
Table 2.1: Mechanical properties of the interrupted aging treatments in 7050
aluminum, as reported by Lumley et al.
0.2% Proof Stress (MPa) Tensile Strength (MPa) Elongation(%) Plane-Strain Fracture Toughness (MPa
√
m)
T6 546 621 14 38
T6I4 527 626 16 52
T6I6 574 639 14 41
it is important to recognize that the exploration of new heat-treatment processes to
further optimize the mechanical properties of the final alloy is still ongoing.
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2.4 Summary
This chapter discussed the heat treatment steps often applied to wrought high-
strength aluminum alloys in this system, including the solution heat treatment the
quenching and the aging heat treatment. Although most wrought aluminum alloy
products are stretched after the quenching step and prior to the aging process, the af-
fect of this stretching step is not discussed here. However, these processes are some of
the most commonly examined and manipulated in both academia and industry in an
attempt to control the mechanical properties of the alloy, and information regarding
‘pre-stretching’ can be found elsewhere. Due to the focus on these ‘post-processing’
steps, it is unsurprising that the process-structure and structure-property relation-
ships involving these processing steps are some of the most well known and developed
relationships within the material. The deep knowledge base regarding these rela-
tionships that has been developed over time, their importance in the performance of
the alloy, as well as their complexity which has been shown here, all mean that it is
particularly important that the processing history of these steps be well documented
and these relationships mapped in a standard way.
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MECHANICAL PROPERTIES OF INTEREST
There are a wide variety of mechanical properties that might be of interest in high-
strength Al-Zn-Mg-Cu alloys. However this work will focus on those that are tradi-
tionally of interest in aircraft applications: namely the strength, fracture toughness,
and stress corrosion cracking properties. While other properties, such as fatigue, are
often considered important or of interest in many situations, the tensile strength,
fracture toughness, and corrosion resistance are the three most common parameters
that are examined for optimization.
3.1 Tensile Strength
The strength properties of interest in 7xxx series alloys are usually the yield strength
and the ultimate strength in tension, and the work hardening ability of the material.
These properties are usually measured experimentally through standard ASTM E8
tensile test procedures. Although these alloys are known for being heat-treatable and
precipitation-hardened, there are actually multiple strengthening mechanisms that
are present, including the strength due to the presence of grain boundaries, the effect
of texture, solution strengthening from the solutes that remain in the matrix, and
the strengthening effect due to dislocation-dislocation interactions beyond the inter-
actions that dislocations have with the strengthening precipitates. Many attempts at
modeling the predictive strength of 7xxx series alloys have been made, with the most
successful models taking in to account all of the major mechanisms and then em-
ploying varying levels of superpositioning to predict the combined effect [1, 2, 3, 4].
Similarly, while efforts to optimize the strength of these alloys have traditionally
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focused on the optimization of the precipitate size, understanding the effect that pro-
cessing parameters and microstructure characteristics have on the other contributing
mechanisms is crucial.
3.1.1 The Presence of Grain Boundaries and Texture
The strength contribution due to the presence of grain or sub-grain boundaries is
probably the most often overlooked of these microstructure effects, even though the
strengthening contribution can be quite large, particularly in partially recrystallized
materials [1, 2, 5, 6, 7]. It has been shown that increasing the amount of recrystal-
lization in the alloy decreases the overall strength, largely due to an eradication of
sub-grain cell structures [6, 7]. It is well known that as the grain size of a material
decreases, this causes an increase in the flow stress. For grains that are larger than
20 µm this relationship has been shown to agree well with that reported by Hall
and Petch [5]. However, for cell sizes in the range of 2-5 µm, such as those found in
unrecrystallized grains, the effect becomes even more pronounced as the flow stress
becomes inversely proportional to the cell size (rather than the square of the cell size
as previously expected). This relationship has been observed to hold regardless of the
degree of mis-orientation of the sub-grain boundaries, meaning that it is independent
of texture [5]. Not only does the grain or sub-grain size affect the yield strength,
but it also affects the post-yield behavior of the alloy. In fine-grained structures, the
material is relatively clear of dislocations before deformation begins, and at higher
strains the dislocations become accumulated at the grain boundaries, where they are
more likely to rearrange and annihilate. When the grain size becomes large, the dis-
tance the dislocation must travel to a grain boundary becomes orders of magnitude
larger than the free slip distance, meaning the dislocations become accumulated in
the bulk and are less able to dynamically recover. Therefore, coarse-grain materials
exhibit higher levels of work hardening, which can be attributed to a decreased ability
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to dynamically recover when dislocations become accumulated [5, 6]. It is important
to remember that the average grain size of recrystallized regions, the average cell size
in non-recrystallized regions, and the relative amount of recrystallization in the alloy
all play a crucial role in determining the strength properties of interest in the material.
Although the effect that grain boundaries have on the yield strength has been shown
to be relatively independent of the mis-orientation angle of said boundaries, it is
important to understand the texture of the alloy does play a role in the post-yield
behavior. This is because the post-yield behavior of the alloy is directly related to
the accumulation of dislocation loops, as previously mentioned. The accumulation
of these dislocations leads to hardening and the accumulation of stress, which sub-
sequently results in either (1) matrix plastic relaxation or (2) failure if the matrix is
unable to relax these strain incompatibilities. In some cases, this relaxation occurs by
lattice rotation [2, 8]. In most predictive models, this effect is accounted for through
the use of an M factor, or a Taylor factor [2, 3].
3.1.2 Precipitation Hardening and Dislocation Interactions
Similarly, the precipitation-hardening effect is also caused by an increased ability to
trap and accumulate dislocations in the material. Here, the formation of coherent so-
lute clusters causes a great deal of strain due to the volume or lattice mismatch that
occurs in the matrix. This cluster stabilizes dislocations, since their presence reduces
the strain. When precipitates become large and increasingly incoherent, they lose
the ability to stabilize these dislocations. At large sizes they become instead physical
barriers to dislocation movement, since the only way for a dislocation to circumvent
the particles is by bowing into a roughly semi-circular shape between them. When
this bypassing is done without the aid of cross-slip, it is referred to as Orowan looping
[1, 8, 9, 10, 11, 12]. Since small coherent particles are cut by the moving dislocations
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their strength contribution is proportional to their average size and volume fraction.
Once they become large enough that dislocation bypassing takes place, their strength
contribution becomes inversely proportional to their radius, though it still increases
as the square of the volume fraction increases [11, 12]. It can be expected then, that
the maximum strengthening effect would be reached when this critical size for the
shearing-bypass transition is reached, as depicted in Figure 3.1[11].
Figure 3.1: A schematic showing the relative contributions to the yield
strength as a function of aging.
This transition was originally suspected to occur when coherent GP zones transitioned
to semi-coherent η′ particles, since coherent particles are more effective at stabilizing
dislocations [8, 9]. However, it has been well observed in 7050 and other alloys in this
series that the peak-strength condition is characterized primarily by the presence of
small (approximately 3nm), well dispersed η′ precipitates [13, 14, 15, 16, 17]. This is
supported by evidence that the plate-like η′ precipitates are either partially or fully
coherent with a low degree of lattice misfit across the {111} habit plane, and that dis-
locations do pass through these partially coherent particles after being initially held
up at the surface [9, 13]. Since η′ precipitates do provide more of a strengthening
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affect than GP zones in these alloys, it is possible that the stabilizing effect of Cu on
GP zones and enabling of η′ might be the reason that the presence of Cu has been
shown to increase the strength [13, 16].
Since the accumulation of dislocations hardens the material only after yield, pre-
straining the material to increase the dislocation density prior to aging has been
attempted to improve the yield-strength [14]. While this may increase the yield
strength initially, it cannot increase the ultimate strength; since the presence of ad-
ditional dislocations does not affect the ability of the material to dynamically recover
or work harden. Cold-rolling the material prior to aging also increases the disloca-
tion density prior to yielding, but through a slightly different means [15]. Just as
it does during the post-homogenization process, the material dynamically recovers
and accommodates the strain energy through the formation of equiaxed sub-grain
cell structures. As discussed, this decrease in the average sub-grain cell size is more
effective at increasing both the yield strength and the ultimate strength of the ma-
terial. The increasing dislocation density with cold rolling and the subsequent effect
on the strength properties as compared to pre-straining the material are all shown in
Figures 3.2-3.4[14, 15].
3.1.3 Solution Strengthening
After precipitation has occurred, there are still small amounts of solute that are left
in solid solution in the matrix. The presence of these solutes contributes to the
final strengthening mechanism, solid solution strengthening. Although this can be a
meaningful contribution to the overall strength of the alloy, it is much smaller than
some of the others discussed [18]. The amount of strength the remaining solute would
be able to impart to the alloy if it was incorporated in to additional precipitates is
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Figure 3.2: Tensile properties of 7050 with various ASTM standard heat
treatments, as reported by Wang et al. A treatment ending in -51 indicates a
material that was pre-stretched prior to the aging heat treatment, as per
ASTM B918.
Figure 3.3: The tensile properties of 7050 when increasing amounts of cold
rolling are applied, as reported by Wang et al. CR2, CR3, CR4, and CR5
indicate samples that were rolled to 2mm, 3mm, 4mm, and 5mm, respectively.
actually much higher than the contribution from remaining in solid solution. Indeed,
the increased strength of the T6I6 treatment over the more traditional T6 treatment
is attributed to its ability to increase the total volume fraction of the strengthening
precipitates [19].
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Figure 3.4: Optical microstructures of various samples from Figure 3.3 along
the cold rolling direction. (a)T6, (b)CR5, (c) CR4, (d)CR2.
3.2 Fracture Toughness
Fracture toughness is a major design parameter in some high-strength aluminum al-
loys such as 7050, 7175, 7475, 7150, and others. It is most often measured through
standard plane-strain pre-cracked fracture toughness tests, though it is also occasion-
ally estimated by Kahn tear tests. Since the mechanisms that control fracture are
thought to be similar to those that control the ductility, improvements in fracture
toughness are sometimes estimated through relative changes in ductility.
As the strength decreases with continued over-aging it has generally been observed
that the fracture toughness increases in 7xxx series alloys with a linear relationship,
as shown in Figure 3.5 [20].
The fracture process is generally agreed to occur in three distinct phases in these
alloys, including (1) void nucleation, (2) void growth, which is also considered to be
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Figure 3.5: Toughness versus yield strength of various Al-Zn-Mg-Cu alloys.
ductile intergranular fracture since it usually occurs through the growth of voids nu-
cleated near grain boundary regions, and (3) void coalescence, which either occurs by
the coalescence of voids and the formation of a void sheet, or through the necking and
subsequent failure of the remaining transgranular ligaments [17, 21, 22, 23, 24, 25].
Because of this transition from intergranular to transgranular fracture at different
points of the process, it has been reported that the overall fracture toughness is
controlled by this transition. Furthermore, the thought is that increasing the area
fraction of transgranular fracture in the material will increase the overall toughness,
since KIC,transgranular > KICintergranular [22, 23]. While in many cases this is true, it is
misleading, since low-solute alloys in this series have been shown to exhibit primarily
transgranular fracture, but still possess a much lower toughness than their high-solute
counterparts [26]. A clearer perspective can be gained from considering that an in-
crease in the overall toughness of the material will be gained by prolonging the void
growth phase, or through delaying void coalescence [24, 25]. Examining the different
fracture mechanisms in this way helps to explain some of the observations that have
been made in the field.
56
3.2.1 Void Nucleation
During the first phase, void nucleation occurs through the cracking of coarse con-
stituent particles (1-10 µm). These largest particles crack first, since the stress nec-
essary to initiate particle cracking is inversely proportional to the square of the di-
ameter, or σ ∝ D−1/2 [1, 24, 25]. The stress required for void nucleation can be even
lower when these particles occur in clusters, as they often do, since these stringers
can accumulate and trap dislocations very effectively [25]. This relationship between
the volume fraction and size of coarse particles and the resulting fracture toughness
is what first led to the development of high-purity alloys such as 7050, which showed
a marked increase in toughness over 7075 [1, 27]. However, these constituent parti-
cles are not the only place that voids nucleation within the material. As the stress
increases, voids are often formed at the dispersoids particles, usually about 0.1-1 µm
in size [1, 21, 24, 27, 28, 29]. Therefore, it has also been proposed that decreas-
ing the size and increasing the coherency of the dispersoids particles may help to
increase the stress required for void nucleation, perhaps through the addition of Sc
[24, 29, 30, 31, 32].
Figure 3.6: A fracture surface showing that the voids nucleated at
constituent particles, which can be seen in the dimples of the surface.
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3.2.2 Void Growth
Once nucleated, these voids grow through plastic deformation. As the strain increases,
the growth of larger voids can happen concurrently with the nucleation and growth
of smaller voids, such as the ones formed at dispersoids. Although the growth rate of
voids that are the same size has been shown to be independent of the void spacing,
this is not necessarily true when voids exist across multiple orders of magnitude. In
this case, when small voids are located near the large voids, the growth rate of the
small voids is significantly accelerated due to strain concentration effects [25]. This is
important, since although constituent particles are often found in large recrystallized
areas, their presence will still accelerate the growth rate of small voids formed on the
grain boundary regions nearby [25, 29]. Decreasing the strain hardening ability or
strain rate sensitivity can also increase the void growth rate [25]. Therefore, small
grains can have an adverse effect on the toughness or ductility of the material [5, 6].
The amount of aging the material has undergone has also been shown to change the
strain hardening capability of the material. When the material is under-aged, and the
precipitates in the material are not fully formed, the strain hardening ability of the
material is very high. However after peak or over-aging, this ability is significantly de-
creased. Therefore, it has been observed that an under-aged alloy will possess greater
toughness than an over-aged alloy of the same strength [27].
If the grain interior is very strong compared the precipitate free zone (PFZ) area
near the grain boundary, then void growth is halted, and any additional energy is
dispersed in the material through void coalescence along the grain boundaries. This
mechanism is responsible for the observed dependence of KIC on the difference in
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strength between the grain interior and the PFZ. This also explain the severe in-
crease in the amount of intergranular fracture and the overall decrease in the fracture
toughness with increase solute content in Al-Zn-Mg alloys [28]. The increasing solute
content increases the volume fraction of strengthening particles in the grain interior,
significantly increasing the strength and halting void growth. Therefore, the fracture
surface goes from being largely transgranular, to occurring mainly through inter-
granular fracture and void coalescenece along the grain boundaries [25, 26, 28]. The
linear tradeoff between yield strength and toughness described in Figure 3.5 can be
explained through this mechanism. As aging progresses, the strength of the grain in-
terior drops due to coarsening of the precipitates and the void growth stage increases,
resulting in an increase in the fracture toughness of the alloy.
3.2.3 Void Coalescence
Once void growth is halted, the voids will begin to coalesce, and the material will
fail. This process can occur either intergranularly through the formation of large void
sheets, or transgranularly through the necking and failure of the remaining ligaments.
The void distribution, while not observed to affect the growth rate, plays a dominant
role in the onset of void coalescence [25]. It has been well observed that the area frac-
tion of grain boundaries plays an important role in determining the overall fracture
toughness of an alloy [22, 23, 28]. This is due to the acceleration of the void coales-
cence stage with an increasing areal fraction of the grain boundary, or a decreasing
void distribution [25, 28].
There is also evidence that supports the theory that the η particles at the grain
boundary facilitate this void coalescence, rather than playing a part in the direct
nucleation and growth of voids. Since increasing the size and spacing of the η par-
ticles through over-aging or retrogression and re-aging serve to increase the overall
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toughness of the material, rather than decrease it. In over-aged particles, the increase
could be accounted for merely by the loss of strength in the grain interior due to the
coarsening of strengthening precipitates. But after both retrogression and re-aging
treatments and the interrupted treatments, the interior of the grain still possesses a
high strength, but the fracture toughness is also greatly increased, perhaps due to a
delay in the void coalescence [17, 20, 33, 34, 35, 36? ].
3.3 Corrosion
Corrosion in aluminum alloys occurs locally in two ways: pitting and crevice corro-
sion, which is the result of a localized aggressive environment at a microstructure
heterogeneity (such as an inclusion or a scratch) that breaks down the otherwise
corrosion-resistant oxide that forms on the surface, and intergranular or exfoliation
corrosion, which involves the formation of microgalvanic cells, usually at grain bound-
ary regions with grain boundary precipitates often acting as an anode to a cathodic
matrix in the surrounding region. Either of these mechanisms can manifest in one of
three ways: (1) on their own in the form of localized or surface pitting corrosion, (2) in
combination with some kind of contact force to cause mechanically-assisted degrada-
tion such as erosion, cavitation, or fretting corrosion, or (3) in the presence of a static
tensile load (applied or residual) to cause environmentally assisted cracking through
corrosion fatigue or stress corrosion cracking [37]. In high-strength aluminum alloys
that are frequently utilized in aircraft components, stress corrosion cracking (SCC)
susceptibility is a major concern. The two main mechanisms that govern SCC in these
materials are anodic dissolution of precipitates along the grain boundary regions and
hydrogen embrittlement [7, 18, 37, 38, 39, 40, 41].
3.3.1 SCC Testing
The tendency for a material to fail by stress corrosion cracking, or its stress cor-
rosion cracking susceptibility, has been measured in a variety of ways. Since SCC
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requires both a corrosive environment and a sustained tensile load, testing the SCC
susceptibility of a material typically involves other familiar mechanical properties
tests performed under a corrosive environment. Popular examples found in the lit-
erature include both smooth specimens, such as slow strain-rate or bent-beam tests,
and notched or pre-cracked specimens, such as typical plane-strain fracture toughness
testing to determine KISCC , the threshold stress intensity, or vpl, the plateau crack
velocity [7, 42, 43, 44, 45]. Because intergranular corrosion is typically responsible for
SCC in 7xxx-series alloys of this type, some authors seek to compare SCC susceptibil-
ity across different alloys or microstructures by comparing their response to exposure
corrosion or intergranular corrosion tests [46, 47]. However the most common type
of test that is conducted in SCC susceptibility studies in these materials is poten-
tiodynamic polarization testing. This method involves changing the potential across
the electrolyte and measuring the resulting change in the current of the system, in
which the material is acting as one electrode. By examining various changes in the
current-potential curve, various types of information about the corrosion characteris-
tics of the alloy can be determined [38, 43, 44, 46, 48, 49, 50].
However, it has been well observed that the presence of water vapor in the envi-
ronment is required for hydrogen embrittlement effects to occur. It is unsurprising
then, that the temperature and relative humidity of the environment will affect the
overall corrosion characteristics of the material [37, 38, 40, 51]. Very similarly, the
pH, type of electrolyte, and other aspects of the corrosive environment can also alter
the corrosion behavior of the material being tested [37, 38]. It is therefore extremely
difficult to compare results across different studies reported in the literature due to a
difference in the environments used for testing.
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3.3.2 Microstructure Effects on SCC Susceptibility
As discussed, SCC is environmentally assisted fracture, which requires both a cor-
rosive environment and the application of an applied stress. Where typical fracture
occurs in three steps consisting of void nucleation, growth, and coalescence, SCC con-
sists of two distinct mechanisms: (1) pitting, which causes a stress concentration and
allows for the formation of a crack, and (2) crack growth, which is often measured
by the SCC plateau velocity. Pitting can increase the likelihood that a sharp crack
in the surface of the material will be present. Once the stress concentration in this
area reaches the threshold stress intensity, KISCC , the crack will begin to propagate.
Since SCC is effectively accelerated intergranular fracture in the presence of a corro-
sive environment, it is unsurprising that many of the microstructure parameters that
accelerate or affect the fracture toughness and ductility, also effect the SCC resistance.
Just as increasing the extent of recrystallization in the material will decrease the
overall fracture toughness; increasing amounts of recrystallization will also increase
the susceptibility of the material to SCC [7, 22, 38, 52]. This effect is the result
of multiple mechanisms taking place within the microstructure. The first is that the
breakdown potential, or the corrosion potential of the material, is inversely correlated
with grain size, meaning that more coarse-grained materials promote intergranular
corrosion [38, 52]. The second is that unrecrystallized sub-grain boundaries, and the
Al3Zr dispersoids that are often present at them, are very effective at trapping hydro-
gen, and therefore their presence can decrease the amount of hydrogen present in the
grain boundary regions where SCC is most likely to occur [7, 18, 41]. Both of these
mechanisms contribute to an increase in the SCC cracking plateau velocity with an
increase in the extent of recrystallization.
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Some constituent particles, such as Al7Cu2Fe, are cathodic with respect to the sur-
rounding the matrix material and can dissolve the material around them through the
formation of microgalvanic cells [50]. This decohesion between the particle and the
matrix causes pitting, and therefore constituent particles play a role in initiating SCC
through the formation of pits that is roughly equivalent to the role they play in void
nucleation in the fracture and ductility processes.
It was also previously discussed that, although grain boundary particles do not play
a role in void nucleation and growth, they are important in the facilitation of void
coalescence. Therefore, increasing the size of these particles does not have a detri-
mental effect on the fracture toughness, and increasing the discrete spacing between
them actually has a positive effect. Here, similarly increasing both the size and the
spacing of these grain boundary precipitates increases both their ability to effectively
trap hydrogen, and increases the amount of time it takes for them to anodically dis-
solve. This is part of the reason that increasing the size and discrete spacing can
increase the SCC resistance as observed in T7, RRA, and T6I4 and T6I6 treatments
[19, 46, 53, 54, 55, 56, 57].
However, changing the chemistry of the microgalvanic cell that is formed between
the grain boundary precipitate and the surround PFZ can be more influential on the
SCC resistance than changes in size and spacing. It is well known that increasing
the amount of Cu in the grain boundary precipitate enobles the precipitate, or makes
it less electrochemically active [7, 18, 39, 43, 48, 49, 58, 59]. The general thinking
to date has been that because Cu has such a low corrosion potential, by incorporat-
ing Cu in to the grain boundary precipitate, the corrosion potential of the precipitate
will also become lower or less electrochemically active. Much like other improvements
in metallurgy, while the system responded as expected, it was not for the expected
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reasons. Recently Birbilis and Buchheit did more thorough work on the corrosion
potentials of various intermetallic phases in 7075 and showed that their tendency for
dissolving and promoting intergranular corrosion was related, not to their corrosion
potential (Ecorr), but to the current density they were capable of sustaining at the
corrosion potential of the overall material [49]. The corrosion potential and average
current rates at both the corrosion potential of the intermetallic and the corrosion
rate of 7075, are shown in Figure 3.7.
Figure 3.7: Electrochemical behavior of various intermetallics present in
AA7075, as reported by Birbilis et al.[49]
It is the gradual transformation of the grain boundary precipitate from MgZn2, which
has a high average current and therefore a high driving force for dissolution, to a solid
solution with increasing amounts of Mg(AlCu), which has a much smaller average
current and a much lower driving force, that is really responsible for the increased
resistance to SCC with increasing Cu in the grain boundary precipitates. It is also
important to note that the presence of free Cu in the matrix can sustain a very high
current density, even though it has a very noble corrosion potential. This may help
explain some work which shows that while Cu in 1-2% amounts increases the SCC
resistance, too much Cu can decrease it again [18]. Therefore, it is the way in which
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Cu is incorporated in the material that plays a critical role in determining the cor-
rosion. If Cu is left in solid solution rather than being thermodynamically driven in
to the grain boundary precipitates, it will segregate towards the grain boundary and
can electrochemically activate the material [49, 60].
Therefore, the addition of Cu to the alloy can affect the corrosion characteristics
of the material in two different ways. The addition of Cu to the parent alloy has
been shown to change the SCC plateau velocity by as many as 4 orders of magnitude
[43, 59]. However, changing the Cu content locally within the grain boundary precip-
itate does not affect this velocity for a fixed alloy composition. Rather, increasing the
Cu within the grain boundary decreases the metastable pitting rate (MPR), which
helps to increase the overall SCC resistance [43].
In addition to changing the microchemistry of the precipitate, it is also possible to
change the microchemistry of the other half of the microgalvanic cell, the precipitate
free zone (PFZ). This is often overlooked compared to the precipitate chemistry, but
just as important when it comes to changing the driving force. Its been observed
that SCC susceptibility increases with an increasing amount of Mg segregation [61].
Changing the width of the PFZ can keep the level of Mg, as well as Zn and Cu
more consistent closer to the grain boundary, which is important since Cu and Mg
both tend to segregate towards grain boundaries, while Zn tends to segregate away
[60, 61, 62]. For this reason, decreasing the width of the PFZ has historically been
associated with an increased SCC resistance.
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3.3.3 Potentiodynamic Polarization Curves
A lot of work has been done, particularly in the last decade, aimed at finding mean-
ingful measurements derived from the potential-current curve that can be correlated
with the corrosion potential. One study showed that a peak-aged material shows two
breakdown potentials in the potential-current scan, but that an over-aged material
only shows one [39]. It is thought that an increase between the two breakdown po-
tentials represents an increase in the driving force for dissolution. Knight et al. and
Goswami et al. both showed that the OCP of a freshly fractured surface correlates
well with SCC plateau velocity, but as previously discussed Birbilis and Buchheit
showed that Ecorr is a misleading measurement when it comes to understanding the
driving force for dissolution of various intermetallics [49, 58, 59]. Similarly, Gupta
et al. did a thorough study in 7150 and 7079 which examined the effectiveness of
different measurements derived from the polarization curve. They showed that Epit
is enobled 50mV with the addition of Cu, but that it is not a satisfactory parameter
for evaluating pitting susceptibility, since it doesnt change with aging. As a result,
both Epit and Epit−OCP are not good measures of the corrosion potential. They did
find, however, that the metastable pitting rate (MPR) changed with a change in the
precipitate size, even showing a critical size above which there was a marked change
in the MPR [43]. Therefore it is likely that potentiodynamic polarization curves are
extremely useful in revealing information about the pitting resistance and the SCC
plateau crack growth velocity, but that this information is determined by separate
measurements in the potential-current curve.
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3.4 Summary
There are a wide variety of mechanical properties that might be of interest in high-
strength Al-Zn-Mg-Cu alloys. Here the various microstructure parameters that con-
trol the tensile strength properties, the fracture toughness, and some of the corrosion
behavior where all discussed. Other mechanical properties or performance character-
istics such as fatigue properties or weldability could be also be discussed. However
this work focused on properties that are more readily measured and may give indica-
tions as to the performance characteristics of the related properties. Understanding
these linkages is critically important to the development of a visual process-structure-
properties-performance map, which is the subject of Chapter 4.
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In 2011, the White House announced the Materials Genome Initiative (MGI), which
is based on the idea that advanced materials systems are foundational and transfor-
mative technologies. One of the major goals of the MGI is to encourage researchers
to integrate experimental test methods, computational tools, and known knowledge
databases to find ways to decrease the time and cost the currently goes in to discov-
ering, developing, and optimizing a material system for deployment in a commercial
system[1].
One of the potential applications for this kind of integration is in the development
and property optimization stage of material development. These stages are often
cost and time consuming, largely because of the strong reliance in materials research
and development on scientific intuition and trial and error experimentation. Much
of the design and testing of new materials systems is currently performed through
time-consuming and repetitive experiment and characterization loops. However, once
enough experimental work has been done to develop the material system, including
understanding the chemical and physical mechanisms that drive the process-structure-
property-performance relationships, then computational tools can be used to more
quickly and efficiently work towards optimization.
While the potential for computational tools to assist with property optimization is
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not a new concept, it is surprising that more accurate computational models are not
used in many materials systems which could benefit from them. On closer examina-
tion, there are still two key issues that are limiting the development and integration
of these tools. The first, is that there is currently no standard method to commu-
nication critical information about the material system from those who develop the
system, to those who are interested in modeling it, and beyond. Oftentimes these
materials systems are developed by people with a deep knowledge of the system in
question, but the computational models are developed by people with a deep knowl-
edge of computational modeling, and who are usually new to the material system
they are working in. Therefore, it is critical that a standard exists to communica-
tion information about the mechanisms driving the system. The second key issue
is that there is often a lack of understanding about what information must be ob-
tained to accurately describe the material system in its entirety. Having a standard
method of communicating the physical and chemical mechanisms which drive the sys-
tem could be useful in resolving this issue as well. This work focuses on developing
process-structure-property-performance (PSPP) maps as this missing standard com-
munication method. Here we detail the steps that should be taken to generate a map
for any system, and then briefly discuss how those steps were applied to high-strength
age-hardened Al-Zn-Mg-Cu alloys. These alloys are typically utilized in aircraft ap-
plications and are extremely complicated and commercially viable materials which
are repeatedly subject to re-optimization, and are thus a good example of the value
of these PSPP maps and how they can be used.
4.1 Generating a PSPP Map
Process-Structure-Property-Performance maps as they are described here are meant
to be a standard method of communication for the physical and chemical mechanisms
that are involved in the system, as well as the data or information required to fully
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characterize it. Here, we lay out some general guidelines for how to make these maps
for any materials system.
When developing a PSPP map for a material, it is important to consider how devel-
oped the materials system is. Although the method detailed here is flexible enough to
account for both more established systems as well as newer materials that are still in
development, the overall process or result may be altered depending on how much is
currently known about the mechanisms that drive the system being mapped. Just as
the development of a materials system is an inherently iterative process, the mapping
of the system will also be iterative, with new maps being developed as new informa-
tion becomes available. Since these maps are meant to serve as an allegorical tool
and help researchers and modelers navigate these often complex and interconnected
materials systems, it is unsurprising that they share many of the same characteristics
observed in geographical maps. Although the underlying relationships that govern a
material system to do not change depending on the application, it is possible that
maps with various levels of specificity may exist for different applications or defined
materials spaces. Much like geographical maps, PSPP maps are visual standards,
but can be customized depending on the features of interest and the level of detail or
total size required.
Given the various levels of specificity that are available, an important aspect to con-
sider when building a PSPP map for a material system is the scope, or total size,
of the materials design space that is desired. As a general guideline, maps should
be large enough to capture all of the features, processing options, or properties of
interest, but specific enough to be useful to the application or project they are built
for. Ultimately, the scope and level of detail that is captured in the Structure column
will set the space.
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Even though the Structure column is pivotal to defining the space included in the
map, it is not considered the best place to begin the mapping process. Rather, users
who are interested in developing a new map should start with the Process and Prop-
erties columns as a first step, as shown in Figure 4.1. Under the Properties column,
the user should begin by listing the various properties of interest. If the user has a
particular set of Performance metrics, sometimes called a performance profile, these
may be useful in determining what properties need to be included in the map. It is
recommended that the properties initially be listed and boxed individually as much
as possible. After the first iteration of the map has been detailed, properties that
share similar driving mechanisms can be grouped for convenience if desired.
Under the Process column, it is recommended that the user begin by listing all of
the available or currently known processing steps involved in the production of the
material defined by the system. Each processing step should be boxed, and within
each box the variable parameters involved in that step can be listed and grouped
together (e.g. a box containing the Annealing step might include variable parameters
such as annealing time and annealing temperature). When the processing route being
detailed contains two possible steps that are mutually exclusive, they must either be
redefined so that they can be included together in one box, or one must be discarded
and the system being mapped will be constrained (e.g. a metal alloy which may be
either extruded or hot-rolled can have either a boxed step labeled Extrusion, a boxed
step labeled Hot-Rolling, or these two processing steps could be simultaneously com-
bined in a more general boxed step labeled Plastic Deformation). The Process column
should generally consist of a set of linear steps that constitute the entire processing
route. However, other parameters, such as the parent composition of the material,
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can also be included. Ultimately, the Process column should contain all directly con-
trollable parameters involved in the making of the material being characterized.
Figure 4.1: The user should begin the mapping process by generating all the
necessary boxes contained in the Process and Properties columns.
Once the Process and Properties columns have been detailed, the various structural
features of the material, which are indirectly controlled through the processing, can
be generated. To do this, the user should begin by examining the elements listed in
the Process column and, using what is already known about the material, generate a
list of structural features that are influenced by the different processing parameters, as
illustrated in Figure 4.2. The structural features can be boxed either individually or
in relevant groupings depending on the level of detail that is desired. Recall that the
scope and detail of the Structure column will ultimately define the design space en-
compassed. Similar to the Properties column, if the user is unsure of which structural
elements would be well suited to grouping, it is best to leave them boxed individually
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until the first iteration of the map has been detailed. Afterwards, structural features
that are of similar length scales and have similar effects on the properties may be
considered for grouping.
Once the structural elements have been boxed, it is important to map the relation-
ships between the two columns, as demonstrated in Figure 4.2. If a relationship
between an element in a processing box and an element in a structural box is known,
indicate this relationship by connecting the boxes with a solid line. If a relationship is
expected, but not confirmed, use a dashed line. The presence of a dashed line is useful
to indicate that a relationship between these boxes is expected, but that further work
must be done by the materials science community in order to confirm the presence
or absence of this relationship. It is important that the lack of a line connecting two
boxes indicates that the two elements in question have been confirmed to not share
a relationship. Therefore, if the effect of a processing step on the various structure
elements is not fully or adequately known, indicate this by dashing the processing
box in question. Even if the processing step in question does have some confirmed
or expected relationships, this can still be a useful way to indicate to the community
that this step may have effects on the structure that are not fully understood. As a
point of clarification, while the presence of a solid line should indicate that there is an
influence of a processing box on an associated structure box, it is not an indication
that the exact relationship is known. Even in situations where the two parameters
are known to be, for example, linearly or inversely related, this information should
not necessarily be indicated as a part of this map.
Once the relationships between the Process column and the Structure column have
been mapped, similar steps can be taken to map the Structure column to the Prop-
erties column. Here, the user should generate a second list of structural features that
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Figure 4.2: The known and expected relationships between the processing
parameters and the structural features should be indicated by a series of solid
or dashed lines and boxes.
drive or affect the properties that are listed under the Properties column, as shown
in Figure 4.3. Once again, if the features that drive a property are unknown or not
fully explored, this should be indicated by dashing the box containing that property,
as shown in Figure 3.
At this point, it is possible that one or more property boxes may be unconnected to
the rest of the map because it is unknown what those relationships with the various
structural elements may be. However, if a property box is floating and is contained
by a solid box, this is an indication that either (1) the user has not included all of the
necessary structural elements required to characterize the material, or (2) that the
property in question is not a true property. For example, yield strength, electrical
conductivity, and density are all material properties, which are dictated only by the
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Figure 4.3: The known or expected relationships between the properties and
the structural features that drive them should be indicated with alternatively
solid or dashed lines. If the features that drive a property are unknown, this
should be indicated with a dashed box around the property in question.
structure of the material. Cost, however, which is driven by many factors not cap-
tured in the map, is not a true material property and should not be included in this
column.
Once these two sets of relationships have been mapped, and any misidentified prop-
erties have been resolved, the user can proceed with merging the two independently
generated Structure lists, as illustrated in Figure 4.4. Here, if a box appears in one
list, but not the other, then dash one half of the box to indicate that the relationship
between this feature and the opposite column is potentially unknown. It is also pos-
sible that, since the structure is indirectly controlled through one or more elements
listed under the Process column, while one set of processing parameters may have
been identified to affect the feature, others are still thought to be missing. Since this
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Figure 4.4: The two structure lists that were generated, should be merged. If
the relationship between a structural feature and either the Process or
Properties column is not fully known, this should be indicated by half of a
dashed box, as shown here.
is an indication that more work needs to be done by the community in this area, this
would again be indicated by a half dashed box.
For boxes that appeared in only one of the two Structure lists, as shown in Fig-
ure 4.5, these half-dashed boxes should be solidified if and only if it is established
that no relationship is missing between the feature in question and the opposite col-
umn. If a solidly boxed element in the Structure column is not connected to anything
in the Property column, then it is likely an indication that the structural feature in
question, while indirectly controllable by the processing steps, is extraneous to the
material system as it has been currently defined. Unless it is likely to be linked to
a property of interest at some point in the future, it is suggested that it be removed
from the map.
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Figure 4.5: If and only if it is established that no relationship is missing
between the feature in question and the opposite column, should a half dashed
Structure box be replaced with a fully solid one.
If a solidly boxed element in the Structure column is not linked to the Process col-
umn, as shown in Figure 4.6, then this is an indication that the processing step or
steps that control this feature are not included in the existing processing list and it
is therefore incomplete. If the processing step that controls the feature in question
cannot be added to the map, perhaps because it is not known, then it is still pos-
sible to use the map to characterize the material system. But to do so, it will be
critical to measure the structural feature in question, since it cannot be indirectly
measured by controlling the processing steps that drive it. This information should
be communicated on the map by double boxing the structural feature in question, as
demonstrated in Figure 4.7.
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Figure 4.6: If a solidly boxed structural feature is not connected to an
element in the Process column, then it is an indication that the directly
controllable processing steps listed are incomplete.
Once all of the known and unexplored relationships are indicated on the map by
following the above steps, the first iteration of the map should be complete. At this
point, if the user is unsatisfied with the size of the materials design space that has
been defined, or with the level of detail included in the map, they can iterate through
the steps detailed above: adding, combining, or dividing boxes as necessary until
the desired level of specificity is obtained. Additionally, once the map has been de-
tailed, targeted exploration can be used to solidify those unconfirmed relationships
as indicated by dashed lines and boxes.
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Figure 4.7: If the directly controllable processing step that drives the
floating structural feature in question cannot be included, perhaps because it
is unknown, then this information must be included by double boxing the
structural feature.
4.2 Generating a PSPP Map for the Al-Zn-Mg-Cu System
Now that some general guidelines for how to make these maps for any materials
system have been detailed, these steps can be used to create a PSPP map for high-
strength age-hardened Al-Zn-Mg-Cu alloys used in aircraft components. This class
of Al-Zn-Mg-Cu alloys, which includes AA7075, AA7050, AA7055, AA7079, AA7449,
and many others, has been used in aircraft applications for over 75 years and is well
established in the industry. Because these alloys are constantly being developed to
provide a wide range of performance profiles for specific applications, they are con-
tinually developed. However, the extremely complex relationships that exist between
the many processing routes, the complicated microstructural features that extend
over multiple length scales, and the variety of properties of interest, make property
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optimization through computational modeling techniques challenging. In fact, many
of these relationships cannot currently be predicted computationally with any real
accuracy in this system, even after 75+ years of development[2]. Some initial suc-
cesses, however, have been made in this space such as relationships which predict
yield strength as a function of a variety of microstructural features[2, 3, 4, 5]. The
next step in this materials system is to enable the modeling of multiple elements
within this space, possibly through machine learning methods such as artificial neu-
ral networks or other multivariable regression methods. To do this successfully, a
PSPP map for this alloy system must first be developed. Here the authors have used
Al-Zn-Mg-Cu alloys as an example to illustrate the steps used to create the map.
4.2.1 Processing Steps and Properties of Interest
One advantage of this material class is that it has been well studied. As a result,
the processing steps and their variable parameters, as well as the effect of changing
those parameters on the microstructure are well established. Industrially in these
systems, the material is first solidified through direct chill casting methods before
being homogenized[6]. While this class of aircraft aluminum alloys is not commonly
forged, they are regularly extruded or hot-rolled into stock pieces such as plates,
sheets, and bars depending on the application[6]. Since material can only be ex-
truded or hot-rolled, but not both, these steps are contained in one box titled Plastic
Deformation. After they are formed into stock pieces, they are typically solution heat
treated, quenched, and aged. Occasionally, they can be pre-strained or cold-rolled for
stress-relief or to increase the dislocation density prior to aging[7]. These steps and
their key parameters are shown in Figure 4.8.
Although many properties are typically of interest in this material system, the most
commonly optimized and developed properties are the yield and ultimate strength,
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the work hardenability, the ductility, fracture toughness, and the stress corrosion
cracking susceptibility. Other properties such as exfoliation corrosion resistance, fa-
tigue strength, or density could also be included, and the performance profile is left
general.
Figure 4.8: The processing steps involved in making high-strength
Al-Zn-Mg-Cu alloys, and some of the most common properties of interest in
developing materials for aircraft.
4.2.2 Process-Structure Relationships
Now it is necessary to identify the influence each of the processing steps listed in
Figure 4.8 has on the structure of the material. These structural elements are then
grouped and listed in Figure 4.9. Since the material is formed through direct chill
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(DC) casting, both the casting speed and the degree of undercooling are important
and can affect the solidification kinetics[6, 7, 8]. Similar to gravity cast systems, semi-
continuous casting methods such as DC casting form regions of columnar dendritic
growth near the walls of the container, with more equiaxed structures appearing in
the middle of the cast. The as-cast material is highly cored with intermetallics in
the interdendritic regions[8]. Changing the parameters during this step can affect the
solidification kinetics of the casting process, which can lead to changes in the grain
size and the size, spacing, and volume fraction of the resulting constituent particles.
Figure 4.9: The known or expected relationships between the processing
steps and the structural features the influence, as well as the properties and
the structural features that drive them are shown here. Since this material
system is well developed, no dashed lines or boxes are required.
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Other directly controllable parameters used during this step include additions of Al-
Ti-B refiners to change the grain size[6, 7, 9]. However, care must be taken since
small excess amounts of boron can lead to constituent particles, which have detri-
mental effects on many properties including fracture toughness, machinability, and
appearance[9]. Cr, Zr, and less often Mn are also added as dispersoid forming ele-
ments when the material is formed. The dispersoid particles that are formed using
these elements are added to inhibit the recrystallization of the material, but some-
times these additions can form large primary particles during casting instead leading
to more constituent particles throughout the material[6, 7, 9].
Once the material is cast it is typically homogenized, by heating the material to
an elevated temperature for an extended period of time[6, 7, 10]. The homogeniza-
tion serves multiple purposes. In addition to redistributing the Zn, Mg, and Cu
required to form well dispersed strengthening and grain boundary precipitates, it
also serves to redistribute and optimize the precipitation of the Cr- or Zr-containing
dispersoid elements which are intended to inhibit recrystallization[6, 7, 9, 10]. The
elevated temperature is also used to try and melt as many of the coarse constituent
particles as possible. However, care must be taken in setting the homogenization
temperature, since many of these constituent particles have relatively low melting
temperatures[7, 10]. As a result, the time, temperature, and the heating ramp rate,
can all affect the dispersion of constituent and dispersoid particles, as well as indi-
rectly affecting the extent of recrystallization through the formation and optimization
of the dispersoid particles.
The controllable parameters during the plastic deformation step are obviously dif-
ferent depending on whether the material is hot-rolled or extruded. Regardless, this
step is known to have significant effects on the final microstructure, including the
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texture, the grain characteristics, and the uniformity of the grain characteristics
throughout the component[6, 7]. Even though this material does not dynamically
recrystallize, but rather statically recrystallizes during the solution heat treatment,
this step does affect the extent of recrystallization[7, 11, 12, 13]. As the material
experiences deformation, the energy that is added is redistributed inhomogeneously
and is often concentrated around coarse constituent particles that remain after ho-
mogenization. The more energy that is stored locally in the material, the less thermal
energy required during solution heat treatment to begin the recrystallization process.
Therefore, the size, spacing, and volume fraction of the constituent particles will also
affect the extent of recrystallization, although indirectly, by serving as locations for
this added energy to localize. This effect is known as Particle Stimulated Nucleation
and therefore any processing step that affects the constituent particles, could also
have unforeseen consequences on the extent of recrystallization[7].
After the material has been shaped into a stock piece, it is solution heat treated
and then quenched. This step primarily serves to increase the number of vacancies in
the system and also increase the amount of primary alloying elements Zn, Mg, and Cu
in solution[6, 14, 15]. Therefore, both of these steps will increase the aging kinetics of
the system and have significant impacts on the type, size, spacing, composition, and
total volume fraction of precipitates that form both in the interior of the grain and
at the grain boundaries. Additionally, since the solution heat treatment is usually
conducted at temperatures similar to those used in the homogenization step, it can
also melt some of the remaining constituent particles, and as previously discussed the
added thermal energy triggers static recrystallization in the material[6, 7, 14, 15].
Prior to aging, the material is occasionally stretched or cold-rolled[7, 16]. While
further deformation obviously affects the texture of the material, it also can affect
89
the interior of the grain by significantly increasing the dislocation density in these
regions. This, in turn, affects the size, spacing, and type of strengthening precipi-
tates that are formed in these regions, since the dislocations serve as heterogeneous
nucleation sites[8, 16]. During aging, the material can be heated to any one of a range
of low to moderately high temperatures for any length of time to encourage the pre-
cipitates of strengthening particles in the grain interior and the growth of equilibrium
particles at the grain boundary. While aging heat treatments can consist of only one
heating step, it is far more common to combine multiple steps together in a single
aging process.
4.2.3 Structure-Property Relationships
When generating the list of properties that are of interest, we listed each of them
individually, as shown in Figure 4.8. However, sometimes information about the
structural features that drive the properties will not be as detailed. For example, in
this and many other materials, distinctions between the features that drive the yield
strength versus those that drive only the ultimate strength of the material are not
always made. And depending on the application and level of detail that is desired
in the map, this designation is not always necessary. The main purpose of initially
splitting these properties is: (1) to encourage the user to find out if distinctions be-
tween the driving mechanisms for each of these properties are known, and (2) to
prevent the user from accidentally grouping properties together that are inappropri-
ate. For example, since information about the ductility is also collected as a part of
a standard tensile test, users might be tempted to group this property together with
the yield strength, the ultimate strength, and the hardening behavior. However, the
mechanisms that drive ductility in this system are much more similar to those that
drive the fracture toughness. Had the ductility been grouped with the strength and
hardening properties, it would have been impossible to distinguish which mechanisms
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drove which properties. In this material, as in many materials, distinctions between
the mechanisms driving the yield strength and the ultimate strength are uncommon.
However, as they are very closely related in this material, they are both taken to have
the same mechanisms unless shown otherwise.
Although high-strength Al-Zn-Mg-Cu alloys are known for being heat-treatable and
precipitation-hardened, there are actually multiple mechanisms responsible for their
strength properties[2, 3, 4, 5, 6, 17]. The most overlooked of these is perhaps the
strengthening effect due to the presence of grain boundaries. While the Hall-Petch
relationship does hold in these materials for grain sizes at about above approximately
20µm, this effect becomes even more pronounced for smaller grains[17]. Since these
materials are often partially recrystallized, the presence of small sub-grain cell struc-
tures typically in the range of 2-5 µm means that the grain size, the extent of re-
crystallization, and the sub-grain cell size will all significantly impact the yield and
ultimate strength of the alloy[4, 5, 17, 18? ]. Additionally, the grain size and the shift
from large recrystallized grains to unrecrystallized regions of smaller cell structures
will also greatly impact the hardening behavior of the material. When dislocations
accumulate in fine-grained material, the dislocations are more able to rearrange and
annihilate, since they are near grain boundaries. When these dislocations accumulate
in larger grains, the distance the dislocation must travel to reach a grain boundary
becomes larger than the free slip distance, and so the dislocations become accumu-
lated in the bulk and the material is less able to dynamically recover[17].
In addition to the size and the extent of recrystallization, the texture and the mis-
orientation of the grains and the sub-grain cell structures also affects the yield strength,
ultimate strength, and the hardening behavior. As the material is strained, one
method of accommodating this excess energy is through the rotation of grains or the
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polygonzation of the sub-grain cell structures. Therefore, the texture, as expected,
will also affect these properties[17, 18].
Similar to the effect of grain size, the precipitation-hardening effect is also caused
by an increased ability to trap and accumulate dislocations in the material. Here,
the formation of coherent solute clusters stabilizes dislocations, since their presence
reduces the strain caused by the volume or lattice mismatch that occurs in the matrix.
Since small particles are cut by the moving dislocations, their strength contribution
is proportional to their average size and volume fraction. When precipitates become
large and increasingly incoherent, they become instead physical barriers to disloca-
tion movement, since the only way for a dislocation to circumvent the particles is by
bowing into a roughly semi-circular shape between them[6, 8]. When this bypassing is
done without the aid of cross-slip, it is referred to as Orowan looping, and the strength
contribution becomes inversely proportional to the size of the particles[2, 6, 7, 19, 20].
It is expected then, that the maximum strengthening effect would be reached when
this critical size of the shearing-bypass transition is reached. Indeed the optimization
of strengthening precipitate size has been the focus of much of the property optimiza-
tion work in these material systems to date.
After precipitation hardening has occurred, there are still small amounts of solute
that are left in solid solution in the matrix in the interior of the grain boundary.
The presence of these solutes contributes to solid solution strengthening. Although
this can be a meaningful contribution to the overall strength of the alloy, it is much
smaller than some of the others discussed[4]. The amount of strength the remaining
solute would be able to impart to the alloy if it was incorporated into additional
precipitates is actually much higher than the contribution from remaining in solid so-
lution. Indeed, new processing methods have recently been developed which increase
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the total volume fraction of the precipitates in the grain interior, and thereby increase
the total strength of the alloy[21].
Fracture toughness is a major design parameter in this class of aluminum alloys,
especially as component thicknesses increase. Typically, strength and fracture tough-
ness are considered to be trade-off properties in these materials[6, 22]. This view
largely stems from the original processing methods that were developed for increas-
ing fracture toughness in aluminum alloys. In these one-step aging treatments, the
material has been observed to slowly lose strength as the material is over-aged, while
the corrosion properties and the fracture toughness are both observed to increase with
the increased aging. However, rather than being an inherent trade-off, this change in
the properties is driven by a change in the size and spacing of both the strengthening
precipitates in the interior of the grain and the equilibrium precipitates at the grain
boundary. Here, the slightly elevated temperature these over-aging treatments utilize
cause both types of precipitates to continue to grow. More recently, much work has
been done to develop processing methods that allow for the optimization of the size
and spacing of these two separate precipitate types which has in turn led to better
strength and fracture toughness or corrosion properties[21, 22, 23, 24, 25, 26, 27].
Once again, this demonstrates that it is critically important to understand and be
able to distinguish between the structural and physical mechanisms that drive differ-
ent properties of interest.
The fracture process is generally agreed to occur in three distinct phases in these
alloys, including (1) void nucleation, (2) void growth, which is also considered to
be ductile intergranular fracture since it usually occurs through the growth of voids
nucleated near grain boundary regions, and (3) void coalescence, which either occurs
by the coalescence of voids and the formation of a void sheet, or through the necking
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and subsequent failure of the remaining transgranular ligaments[13, 14, 28]. Because
of this transition from intergranular to transgranular fracture at different points of
the process, it has been reported that the overall fracture toughness is controlled by
this transition. However, a clearer perspective can be gained from considering that
an increase in the overall toughness of the material will be gained by prolonging the
void growth phase, or through delaying void coalescence[28].
Void nucleation typically occurs through the cracking of coarse constituent particles,
which are usually between 1-10µm in size. Since these particles are often quite large
and typically appear in clusters, the stress required to break them is quite low, and
in many cases they will crack during the multiple thermal and mechanical processing
steps required to make the component. Therefore decreasing the size and volume
fraction of these constituent particles can significant impact the fracture toughness
of the material. However, as the stress increases, voids are also formed at the smaller
dispersoid particles, which are typically 0.1-1.0-µm. Thus, it is possible that decreas-
ing the size and increasing the coherency of these particles may also help to increase
toughness.
Once nucleated, these voids grow through plastic deformation. As the strain increases,
the growth of larger voids can happen concurrently with the nucleation and growth
of smaller voids, such as those that form at dispersoids. Although the growth rate of
voids that are the same size is independent of void spacing, when small voids are lo-
cated near larger voids, the growth rate of the smaller voids is significantly accelerated
due to strain concentration effects. Decreasing the strain hardening ability can also
increase the void growth rate[28]. If the grain interior is very strong compared to the
precipitate free zone (PFZ) area near the grain boundary, then void growth is halted,
and any additional energy is dispersed in the material through void coalescence along
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the grain boundaries. This mechanism is responsible for the observed dependence of
KIC on the difference in strength between the grain interior and the PFZ. This also
explains the severe increase in the amount of intergranular fracture and the overall
decrease in the toughness with increasing solute content in Al-Zn-Mg alloys. The
increasing solute content increases the strength of the material through the forma-
tion of fine particles in the grain interior, thus halting void growth[23]. Therefore the
fracture surface goes from being largely transgranular to occurring mainly through
intergranular fraction and void coalescence along grain boundaries[23, 28, 29]. This
also helps explain the tradeoff between strength and toughness that is observed with
over-aging discussed previously.
Once void growth is halted, the voids will begin to coalesce, and the material will
fail. This process can occur either intergranularly through the formation of large void
sheets, or transgranularly through the necking and failure of the remaining ligaments.
The void distribution, while not observed to affect the growth rate, plays a dominant
role in the onset of void coalescence[28]. It has been well observed that the area frac-
tion of grain boundaries plays an important role in determining the overall fracture
toughness of an alloy[13, 23]. This is due to the acceleration of the void coalescence
stage with an increasing areal fraction of the grain boundary, or a decreasing void
distribution[23, 28]. There is also evidence that supports the theory that the equi-
librium particles at the grain boundary facilitate this void coalescence, rather than
playing a part in the direct nucleation and growth of voids, since increasing the size
and spacing of the grain boundary particles serves to increase the overall toughness
of the material, rather than decrease it. In the over-aged materials discussed earlier,
the increase could be accounted for merely by the loss of strength in the grain interior
due to the coarsening of strengthening precipitates. But other, more recently devel-
oped, processes have shown that this increase is observed even when the interior of
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the grain is unchanged and the material still possesses a high strength [14, 22, 26, 27].
Stress corrosion cracking (SCC) is environmentally assisted fracture, which requires
both a corrosive environment and the application of an applied stress to occur. Where
typical fracture occurs in three steps consisting of void nucleation, growth, and coa-
lescence, SCC consists of two distinct mechanisms: (1) pitting, which causes a stress
concentration and allows for the formation of a crack, and (2) crack growth, which
is often measured by the SCC plateau velocity. Pitting can increase the likelihood
that a sharp crack in the surface of the material will be present. Once the stress
concentration in this area reaches the threshold stress intensity, KISCC , the crack will
begin to propagate. Since SCC is effectively accelerated intergranular fracture in the
presence of a corrosive environment, it is unsurprising that many of the microstruc-
ture parameters that accelerate or affect the fracture toughness and ductility, also
affect the SCC resistance[30].
Just as increasing the extent of recrystallization in the material will decrease the
overall toughness; increasing amounts of recrystallization will also increase the sus-
ceptibility of the material to SCC[13, 31]. One mechanism responsible for this is that
unrecrystallized sub-grain boundaries, and the dispersoids that are often present at
them, are very effective at trapping hydrogen, and therefore their presence can de-
crease the amount of hydrogen present in the grain boundary regions where SCC is
most likely to occur[4, 10]. Therefore an increase in the extent of recrystallization,
which is usually an indication of lower dispersoid presence, will usually be observed
with an increase in the SCC plateau crack velocity.
Some constituent particles are cathodic with respect to the surrounding the ma-
trix material and can dissolve the material around them through the formation of
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microgalvanic cells[32]. This decohesion between the particle and the matrix causes
pitting, and therefore constituent particles play a role in initiating SCC through the
formation of pits that is roughly equivalent to the role they play in void nucleation
in the fracture and ductility processes. It was also previously discussed that, al-
though grain boundary particles do not play a role in void nucleation and growth,
they are important in the facilitation of void coalescence. Therefore, increasing the
size of these particles does not have a detrimental effect on the fracture toughness,
and increasing the discrete spacing between them actually has a positive effect. Here,
similarly increasing both the size and the spacing of these grain boundary precipitates
increases both their ability to effectively trap hydrogen, and increases the amount of
time it takes for them to anodically dissolve.[15, 21, 23, 24].
However, changing the chemistry of the microgalvanic cell that is formed between
the grain boundary precipitate and the surround PFZ can be more influential on the
SCC resistance than changes in size and spacing. It is well known in this material
system, that increasing the amount of Cu in the grain boundary precipitates enobles
the precipitate, or makes it less electrochemically active[33, 34, 35]. Therefore, chang-
ing the parent composition of the alloy, or changing the aging process to increase the
amount of Cu locally incorporated into grain boundary precipitates will greatly affect
the corrosion properties of the material[34, 35].
4.2.4 Merge Structure Lists and Adjust for Detail
Once all of the relationships between the three columns have been mapped, the two
structures lists have been merged together. Here, the advanced state of this material
system is again an advantage, since the two structure columns match and there are no
unknown or unexplored relationships that need to be identified. However, this does
not mean that the map that has been generated here is static. As discussed in the
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known structure-property relationships, much work continues to be done to better
understand the chemical and physical mechanisms that drive these properties.
Figure 4.10: Here, the two structure lists that were generated are merged,
and some of the properties have been grouped.
We can also adjust the level of detail by grouping some of the properties we are
interested in based on the mechanisms that drive them. Here, we can easily group
together yield and ultimate strength, as well as work hardenability. Similarly, we can
group fracture toughness and ductility together if desired. Once the PSPP map for
a materials system has been developed, it can be used to communicate important
information about the physical and chemical mechanisms that drive the system, and
about what information must be captured to adequately characterize the material in
its entirety.
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4.3 Using the PSPP Map
One of the most important things in modeling process-structure-property-performance
relationships is making sure that all of the factors that influence the element being
predicted are being accounted for. Some of the only successful predictive modeling
work in this material system has been in predicting the yield and ultimate strength
as a function of various aspects of the microstructure. In each of these cases, this
success was due to the ability to individually calculate the different strengthening
contributions such as precipitate strengthening, solution strengthening, the strength-
ening effect due to the presence of grain boundaries, and the strengthening effect
due to dislocation-dislocation interactions, and to sum them together using various
super-positioning methods.
The PSPP map, therefore, can be quite useful in making it clear which of these mech-
anisms needs to be accounted for in such an attempt. But clearly laying out all of
the mechanisms that are involved, these individual mechanisms can be more easily
decoupled and predicted individually. The map is also useful in understanding which
mechanisms may be missing and therefore constraining the usefulness of the model
that has been built. This is also true in the case of predicting the yield or ultimate
strength as a function of the various mechanisms that were previously mentioned.
Using the map as demonstrated in Figure 4.11, it is easy to see that unless the tex-
ture of the material is accounted for, the relationship that was developed may not
successfully extend and the predictive model is constrained. In these strengthening
equations, the texture is often accounted for with a Taylor factor, which makes rough
approximations about the textures that can be accounted for. In this case under-
standing that the texture of the material does affect the strength can help users of
these predictive modeling tools fully understand any assumptions being made about
the material, and adjust their expectations accordingly.
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Figure 4.11: If the yield strength is not modeled directly as a function of the
texture of the material, then the model must either account for it indirectly
through the processing steps that affect the texture, or the modeling tool will
be accurate only for other materials with that texture profile.
Another important ability of these PSPP maps is to clearly identify what information
must be captured to fully characterize or describe the material. This is especially im-
portant in materials systems where some or all of the processing steps are executed
by a commercial company. In Al-Zn-Mg-Cu alloys, the casting, homogenization, and
formation of a material in to a stock piece is not commonly conducted as a part of aca-
demic studies, both in part due to the complexity of these steps as well as the cost of
infrastructure required to obtain reasonably defect-free pieces. Since these materials
are made quite commonly industrially, it is far more common to order material that
has already been partially or completely processed and simply re-solution heat treat,
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Figure 4.12: If processing information is unknown, then it is still possible to
completely define the material by characterizing the structural features those
steps influence.
quench, and age the material for study. Additionally, the casting and homogenization
steps in particular are often highly proprietary, and therefore this processing informa-
tion is rarely if ever reported to the end user. By using the PSPP map for this system
as shown in Figure 4.12 however, it is possible for a user to still fully characterize or
describe the material in question, even if these processing details are unknown. Here,
we can see that even if the casting, solidification, homogenization, and plastic defor-
mation processes are unreported, the material can still be adequately described by
fully characterizing the grain size information, the constituent and dispersoid particle
profiles, and the texture. This application of the PSPP map is especially useful when
gathering literature databases in a material system, since computational models are
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only as accurate as the data that is used to develop them. If the data sets that are
used to develop and train a computational tool are incomplete, or limited, then the
model will be similarly limited at best, or at worst inaccurate.
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Now that a standard method of communicating the process-structure-property-performance
linkages within the system has been developed, we can use this map to isolate and
explore these relationships. Implicitly, experimental design says that we explore such
a relationship by allowing one or more variables in the system to change, hold the rest
constant, and observe how the behavior of the system changes. Here, the presence of
the map helps to ensure that all of the necessary variables are being accounted for in
one of these two ways: either by being held constant or by being allowed to vary and
being accurately measured and defined. If not all of the variables are accounted for,
the system will exhibit unexplainable and unpredictable fluctuations or behavior.
Traditionally, the focus has been to decouple relationships enough to look at one-
to-one relationships in this space, such as the effect of solution heat treatment on the
extent of recrystallization, or the effect of the constituent particle size and volume
fraction on the fracture toughness of the material. While examining these one-to-one
relationships helps build our scientific intuition of the phenomenological behavior of
the system, it cannot always elucidate the physical mechanisms that are responsible
for the observed response.
Although the map makes no distinction between confirmed physical mechanisms and
merely observed or causal phenomenological behavior, without an understanding of
the physical mechanisms driving that system, we can predict the system response but
we cannot tailor that response or design a material to have a targeted set of features
or behavior that is outside of the observed response. Therefore, in order to really
enable property optimization in this space, the physical mechanisms and not just the
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phenomenological response must be captured. This means that if a physical mecha-
nism involves interactions between multiple identified variables, it may be necessary
to collect experimental data on the variation of multiple variables at once in order to
examine possible interactive effects. This is good news since allowing only one mi-
crostructural feature, such as grain boundary particle size, to vary while holding all
others constant is at best, impractical. Instead, multiple variables can be allowed to
fluctuate simultaneously as long as they are being measured. The drawback, however,
is that if all of the involved variables are not being tracked or held constant then no
conclusions can be drawn about their relationship.
The materials design space in the Al-Zn-Mg-Cu system defined in Chapter 4 is quite
large and has many different variables that might need to be tracked and measured.
Controlling and accounting for so many variables, and the amount of experimen-
tal testing and characterization involved may be time- or cost-prohibitive for many
projects. Here, we attempt to execute such a project by varying multiple processing
parameters within the system, characterizing the varying features of the microstruc-
ture, and measuring the resulting mechanical properties using commonly available
methods to determine the feasibility of such an undertaking. In addition to evalu-
ating the feasibility of the various measurement and characterization methods, the
raw data and the analyzed results for this work are cataloged in an associated data





One of the major goals of this work was to examine our ability to track and measure
as many of the different variables withing the Al-Zn-Mg-Cu space as possible using
commonly available methods. In order to do this multiple stock pieces of AA7050,
purchased from Alcoa Inc., were re-solution heat treated, quenched, and aged in
order to indirectly vary as many of the microstructural features as possible. As
discussed in Part I of this work, one of the concerns with commercially processed
aluminum alloys is that many of the steps, including the casting and solidification, the
homogenization, and the plastic deformation applied to form the stock piece, are often
proprietary and not available. Since these steps do affect many of the aspects of the
final microstructure, in order to examine the process-structure properties within the
space it is necessary to ensure these steps are conducted in a constant way across all of
the material specimens being examined. If only the structure-property relationships
are to be examined then either these initial processing steps need to be held constant
or the microstructural aspects they control must be thoroughly characterized to ensure
that they are not causing any effects which might be unaccounted for. Here we
discuss the stock material which was purchased for this project, the approach to the
processing of the material to ensure that these initial steps were applied consistently,
and the steps which were altered and the microstructural features we expect them to
affect.
5.1 The Material
The material used in this portion of the project was 7050 aluminum, made by Alcoa
Inc. Eighteen plates of 7050-T7451 were received, sized 20”x8”x3” (L-T-S). These
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plates were delivered with the certified composition reported in Table 5.1, which was
confirmed for each plate using a handheld X-Ray Fluorescence (XRF) machine. The
lot and casting numbers of the order can be found in the attached mill certification,
located in the associated data repository.
Table 5.1: Chemical composition of the as-received material compared the ASTM
standards, by weight.
Alloy Zn Mg Cu Cr Mn Zr Ti Fe Si Al
As-Received 6.1 2.2 2.3 0.01 0.01 0.11 0.02 0.08 0.04 rem
Min 5.7 1.9 2.0 – – 0.08 – – – rem
Max 6.7 2.6 2.6 0.04 0.10 0.15 0.06 0.15 0.12 rem
5.2 Processing Routes
Due to a limit in available equipment, only the solution heat treatment time and tem-
perature, the quenching rate, and changes in the aging time and temperature were
available for change. The composition; the cooling rate and speed of the material
through the DC casting system during solidification, the homogenization time, tem-
perature, and ramp rate; the total rolling reduction and the deformation rate during
plastic deformation were all fixed. Equipment to apply pre-straining or additional
cold rolling to the material after quenching and prior to the aging treatment was
unavailable.
Therefore, the processing parameters that were varied in this project were the so-
lution time and temperature, the quenching medium to change the cooling rate, and
the aging time and temperature. The processing routes that were explored in this
project were chosen to generate a wide variety of microstructures, aimed at changing
the extent of recrystallization; the size, spacing, and total volume fraction of grain
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interior precipitates; the size, spacing, and local electrochemistry of the grain bound-
ary precipitates; and size and total volume fraction of large constituent particles. It
was important that the processing routes chosen generated what might be considered
poor mechanical property results, rather than just advantageous ones. This allows for
a more full exploration of the PSPP space and allows for more robust computational
models that are generated from this data. Previous work by other authors, which
was detailed in Part I, was heavily relied on to make decisions about the specific
processing parameters that should be employed here.
5.2.1 Solution Heat Treatments
As discussed in Chapter 2, the solution heat treatment (SHT) step has two primary
functions. The primary function is to increase the equilibrium centration of both
solute and vacancies, with a secondary goal of dissolving coarse constituent particles
that remain in the material [1]. As seen in the PSPP map in Chapter 4, the time and
temperature of the SHT can affect the size and volume fraction of the constituent
particles; the extent of recrystallization; and to some extent the size, spacing, and
volume fraction of the precipitates in the interior of the grain.
Industrially, the solution heat treatment step is carried out either in a large air cham-
ber furnace or a molten salt bath [2, 3]. This work used a large, electrically-heated,
industrial air-furnace at Gulfstream Aerospace Corporation. It has been noted that
the atmosphere in air chamber furnaces must be tightly controlled to prevent poten-
tial porosity problems, which 7xxx series alloys, particularly 7050, are prone to [2, 3].
This porosity is caused by the presence of moisture in the atmosphere, which acts as a
source of hydrogen. The hydrogen diffuses into the material and gathers at inclusions
and other discontinuities, and as the gas continues to heat it forms surface blisters
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on the part. To remove this moisture, the material must be thoroughly cleaned and
dried prior to beginning treatment, and a small pan of ammonium fluoroborate is
typically added to the chamber furnace (MacKenzie). These precautions were all fol-
lowed in the solution heat treatments executed by the team at Gulfstream, and the
heat treatment logs can be found in the associated data repository.
As mentioned in the introduction, it was important that the SHT parameters were
chosen to generate a wide variety of available microstructures. In 2011 Han et al.
published a study that explored the effect that various SHT parameters, including
multi-step treatments, had on the microstructure, strength, and fracture toughness of
7050 aluminum [4]. In this particular study, the authors also used 3 thick hot-rolled
aluminum, which was solution heat treated in an air furnace and quenched in room
temperature, before receiving a T76 aging treatment. The solution heat treatment
steps they explored are shown in Figure 5.1.
Figure 5.1: The solution heat treatment steps explored by Han et al. [4].
These heat treatments did successfully vary the constituent particle volume fraction,
the extent of recrystallization, and as a result the mechanical properties of the sys-
tem. The results as reported are shown in Figure 5.2[4]. Most of the samples tested
(75%) involved a single step SHT at temperatures between 440 ◦C (824 ◦F) and 490
◦C (914 ◦F). This is the typical SHT that is applied in industry, since ASTM B918
recommends solution heat treating 7050 aluminum of this type at 477 ◦C (890 ◦F) for
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4 hours in an air furnace [2]. These single step treatments can significantly alter the
microstructure properties. For example, the volume fraction of constituent particles
seems to decrease linearly with increasing temperature, especially at temperatures
at and above 450 ◦C (842 ◦F). The extent of recrystallization, while it does change,
doesn’t change as significantly until higher temperatures. A SHT at 450 ◦C (842
◦F) results in only 5% recrystallization, and increasing the SHT to 470 ◦C (878 ◦F)
only increases the amount of recrystallization to 10%. But SHTs at 480 ◦C (896 ◦F)
and 490 ◦C (914 ◦F) increase the volume fraction of recrystallization to 52% and
87%, respectively [4]. Therefore, it was decided that our work should include multi-
ple samples that were subjected to a single step SHT at differing temperatures from
approximately 450 ◦C (842 ◦F) to 490 ◦C (914 ◦F).
The authors also tested two multi-step treatments: one two-step treatment they
termed an enhanced solution treatment (EST), and a three-step treatment known
as a high temperature pre-precipitation treatment (abbreviated here as HTPT). As
seen in Figure 5.2, the EST results in both a low fraction of constituent particles and
a low amount of recrystallization, making it an attractive option to include in our
work. The concept of a high pre-precipitation heat treatment has also been explored
by other authors, including a 2012 study by Huang et al. who examined multiple
HTPTs in 7055 aluminum [5]. The idea behind these treatments is that the third
step in the SHT, which is carried out at a lower temperature from ◦C (788 ◦F) to 465
◦C (869 ◦F), promotes the pre-precipitation of η precipitates at grain boundaries, and
increases the size and separation of these particles in the final microstructure. This
multi-step SHT, therefore, is thought to lead to improved fracture toughness and SCC
resistance in these alloys. Higher temperatures for the pre-precipitation step, such as
those examined in the Huang study, have unclear and somewhat contradicting effects
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(a) The variation in the volume fraction of constituent
particles that was achieved.
(b) The variation in the extent of recrystallization that
was achieved.
(c) The resulting variation in strength and fracture
toughness that was achieved by varying these
microstructural features.
captionsetupjustification=centering,margin=0.5cm
Figure 5.2: The variation that was achieved in various microstructural features and
resulting mechanical properties using the solution heat treatment schedule shown in
Figure 5.1 [4].
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on the final mechanical properties of the system, and the microstructure characteris-
tics are not reported. However, the lower pre-precipitation step at 420 ◦C (788 ◦F)
reported by Han et al. has a similar constituent particle fraction and extent of re-
crystallization as the single step 470 ◦C (878 ◦F) SHT, but very different mechanical
properties. This implies that the HTPT is also effective at altering the grain interior
precipitate characteristics, the third and final microstructure characteristic that the
solution heat treatment step is capable of affecting. Therefore, it was decided that
one sample subjected to a HTPT should also be included in this study.
5.2.2 Quenching Options
While the role of the SHT process is to increase the equilibrium concentration of both
solutes and vacancies, it is the function of the quenching process to trap those solutes
and vacancies in the solid solution where they can aid in the precipitation kinetics.
If the cooling rate of the material is not sufficiently fast, then precipitation will oc-
cur at intermediate temperatures where the equilibrium supersaturation is smaller,
but the diffusion rate and the equilibrium vacancy concentration is still fairly large.
This precipitation process during cooling has been known to reduce the amount of
hardening that is possible in the aging step [3]. Therefore, the quench rate affects
the final microstructure characteristics in both the interior of the grain and the grain
boundary regions. As noted in Chapter 2, changes in the parent composition of the
alloy, even with small additions of certain alloys like Ag, can significantly alter the
quench sensitivity of the material. The quenching characteristics can also be strongly
influenced by the thickness of the part.
Quenching of industrial parts typically occurs by immersion either in cold water
baths or in baths of an aqueous polymer solution such as polyalkylene glycol (PAG)
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polymers, though sometimes other methods may be permitted [2, 3]. The effect of
quenching is not commonly studied in academia in high-strength aluminum parts,
even though distortion issues during the quenching stage is the most defect and is
likely responsible for most of the non-value added work and costs that are associated
with the heat treating of these parts [3]. Aluminum is actually more prone to distor-
tion during the quenching process than steel, since although it does not experience
a coupled phase transformation, the coefficient of linear expansion is approximately
twice as high for aluminum. This means that changes in the length or volume of
aluminum parts can be significantly greater than in corresponding steel parts. This
is important to note in automotive applications, where high-strength aerospace alu-
minum alloys are beginning to replace parts traditionally manufactured from steel.
In the aerospace industry, quenching in PAG polymers is preferred since they of-
fer a greater degree of control over the cooling rate, and can therefore be used to
minimize distortion issues [3]. This control comes from the inverse solubility that
PAG polymers exhibit in water. When the part is immersed, the solution in contact
with the metal surface polymerizes and forms a stable polymer-rich film. Depending
on the concentration of the PAG, the temperature, and the agitation in the bath this
film will eventually collapse in a uniform fashion, and new PAG solution will come in
to contact with the surface and the cycle will repeat. This ”nucleate boiling” effect is
responsible for the high heat extraction rates that can be obtained in this medium [3].
In this work, the only quenching medium available was immersion in water. Therefore,
this work explored changing the quenching rate by quenching in room temperature
water according to the ASTM B918 standard, and by quenching in warm and hot wa-
ter. While it was directed that one sample be quenched in water at approximately 57
◦C (135 ◦F) and one be quenched in water at approximately 85 ◦C (185 ◦F), reports
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from the manufacturing floor indicate that the water temperature after quenching
these samples was only 110 ◦F and 127 ◦F, respectively. This can be found in the
heat treatment log provided by Gulfstream, located in the associated data repository.
It is well known that the -W or as quenched condition is not stable, especially in
7xxx series alloys, and that if left at room temperature the material will begin to
naturally age [2, 3]. However, it is very common to need to hold materials for some
period of time after quenching, before the aging treatment can be applied. This is
accomplished by refrigerating the material. Although natural aging isn’t fully sup-
pressed until -40 ◦C, refrigeration in industrial processes usually occurs at or near -18
◦C [3]. In this work, the as quenched material was held in refrigeration at 0 ◦F for
no more than 30 consecutive days, and was thoroughly cleaned and dried before aging.
5.2.3 Aging Heat Treatments
As discussed in Chapters 2 and 3, Al-Zn-Mg-Cu alloys such as 7050 gain their supe-
rior strength mainly through the precipitation-hardening effect, which allows them
to trap and accumulate dislocations in the material. The type, size, spacing, and
volume fraction of the strengthening particles found in the interior of the grain can
all be altered by the aging heat treatment. Changes in the aging treatment can also
affect the size, spacing, and composition of equilibrium particles found at the grain
boundary, and in some cases even affect the PFZ size.
Commercially, 7050 aluminum is available in T7451 or T7651 plate (if the material
is ordered as an extrusion then these tempers are designated T74511 and T76511,
respectively)[6]. It is not typically offered in a T651 temper, since the peak strength
temper has poor fracture toughness and stress corrosion cracking properties, which
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are both common design parameters in thick-section applications where this material
is utilized. If these design parameters are not important and merely a high-strength
is desired, 7075 is usually used, which is commonly available in T651 temper [1, 2, 6].
The -51 addition in plate material, and the -511 addition in extruded materials, indi-
cates that the material was cold stretched to stress-relieve the material prior to aging.
In this work, equipment to cold stretch the material was not available, and so temper
designation do not carry this addition even though the aging time and temperature
are the same [2].
While these traditional processes are commonly available commercially, retrogression
and re-aging treatments, interrupted aging treatments, and other experimental treat-
ments are not. However, their improved results on mechanical properties have been
explored in academic work. Therefore, it was decided that this work would include
(1) specimens that were aged using more traditional processes, including under-aged,
T6, T74, T76, and an additional over-aged treatment; (2) specimens that had expe-
rienced various retrogression and re-aging like treatments, including specimens that
hadnt experienced the initial T6 treatment prior to retrogression; (3) and specimens
that had experienced various stages of the interrupted T6I4 and T6I6 treatments.
5.3 The Testing Matrix
The eighteen plates of 7050-T7451 were each assigned an alpha-numeric identifica-
tion number and processed at Gulfstream Aerospace Corporation according to the
test matrix included here, shown in Fahrenheit. The material processing logs are
included in the associated data repository.
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5.4 Post-Processing Cutting of Test Coupons
After processing each plate was cut in to 42 test coupons, according to the schematic
given in Figure 5.3 and given a specimen identification number as indicated. To the
extent possible, the specimens were taken from the middle section of the plate to
account for edge effects and any potential surface blistering that may have occurred
during processing. The only specimens that contain the edges of the plate were the
fracture toughness specimens, due to their large dimension requirements which are
discussed in Chapter 8. Cutting was done at Gulfstream Aerospace Corporation
using a water jet for initial large section cuts where possible, and additional cuts to
separate the specimens were made with a band saw. Although tolerances were high
and the surface finish allowed for cutting was rough, each test coupon was separately
machined into test specimens, so any potential damage layer caused by cutting at
this step was later removed.
Some test coupons that were generated were held for future mechanical properties test
in other follow up projects. The different test coupons and their allocated purpose
are shown in Table 5.2.
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Figure 5.3: A schematic showing the location of the various test coupons
within each plate.
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Table 5.2: The allocated purpose of the various test coupons which were generated
in this project.











































It was important that the processing routes that were explored for this project, which
have been discussed here, be chosen to generate a wide variety of microstructures and
mechanical properties. The aim of this project was not to try and pick or develop pro-
cessing routes that would give improved or advantageous microstructure properties.
This is a common problem with the way that studies currently designed in most aca-
demic work. Additionally, this work made every effort to ensure that the processing
history of the material was consistent and uniformly applied, and that the resulting
test coupons were independent of edge effects and other geometry considerations, by
using single plates material from the same mill order that were each processed in
a unique way before being sectioned into individual test coupons for microstructure
characterization and mechanical properties testing. By accounting for both this vari-
ability in initial processing and by generating a wide variety of both good and bad
processing routes, this work was able to generate materials samples which successfully
varied a wide variety of microstructural features, including the extent of recrystal-
lization, the recrystallized grain size, the subgrain cell size, the volume fraction and
size of constituent particles, the size, spacing, and volume fraction strengthening pre-
cipitates in the grain interior, and the size, spacing, and composition of equilibrium
particles located along the grain boundaries.
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One aim of this work was to generate a large set of materials specimens in which
many of the microstructural features were varied using the processing methods that
were detailed in the previous chapter. In particular, based on the processing, the
extent of recrystallization, the recrystallized grain size, the subgrain cell size, the vol-
ume fraction and size of constituent particles, the size, spacing, and volume fraction
strengthening precipitates in the grain interior, and the size, spacing, and composition
of equilibrium particles located along the grain boundaries, were all expected to vary
across the different materials specimens. Because allowing all of these parameters to
vary necessitates a large amount of materials characterization in order to measure
the change in the different features across each specimen, it is important to evaluate
the current and commonly available methods of characterizing these features, to de-
termine their ability to scale to such large project sizes.
Based on current methods of characterizing some microstructural features, such as
high resolution electron microscopy required to view the nanometer scale strengthen-
ing precipitates in the grain interior capturing the full microstructure characteristics of
these specimens can present real challenges to the scope, time, and budget of projects.
In fact, multiple issues can pose such scaling challenges, including the wide variety
of length scales involved in the microstructural features of interest, the high number
of images required to generate statistically robust quantitative measurements, as well
as the need for different preparation procedures to observe different features in the
microstructure. Therefore, it is advantageous to minimize the total number of images
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required for characterization in whatever way possible, while still maintaining the full
fidelity of the measurements that are collected. In this work, stereology principles
were applied to minimize the number of images and specimens required to fully cap-
ture the anisotropic properties of the microstructure. This project also tried to limit
the scope of the work by measuring multiple features of interest occurring at similar
length scales with a single specimen preparation procedure, even when that procedure
was not optimal for particular features. Even with these measures, this project still
struggled at capturing and accurately measuring some of the microstructural features
that were of interest.
6.1 Preparation
6.1.1 Cutting and Mounting
Microstructure characterization samples were taken from the 1”x1”x1” ‘D’ blocks, as
detailed in Chapter 5. An abrasive cut-off saw was used to minimize the damaged
layer while maximizing the efficiency of cutting. As discussed in the previous section,
anisotropy was accounted for by preparing three specimen planes according to the
trisector method. The LT (longitudinal-transverse) plane was taken as the 0 degree
plane, since this is typically the preferred plane of imaging for most researchers who
would observe the resulting work. The other two specimens were cut from blocks D-2
and D-3 at +120 and -120 degrees, respectively, from the LT plane using specially
machined jigs, which held the rotated sample within the grips of the abrasive saw.
After cutting, samples were cold mounted in an epoxy and dried under vacuum to
prevent the formation of bubbles and the interference of moisture. Cold-mounting was
preferred in this application over hot-mounting, since hot-mounting usually requires
temperatures of at least 120 ◦C. Even though the time at this temperature is short,
usually only about 15 minute, exposure at these temperatures can artificially age the
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material slightly. Cold-mounting does not expose the sample to elevated tempera-
tures, and even though setting times can be long (up to 24 hours) it is relatively easier
to prepare many samples at once. Therefore, cold-mounting was used to advantage
in this application. Since the samples were conductive, no conductive filler was added
to the epoxy mounting medium, though it is possible that this addition may improve
the quality of high-resolution scanning electron microscopy images in the future.
6.1.2 Polishing
After mounting, samples were polished using an automated polishing wheel with a
force head capable of polishing three specimens at once. The polishing procedure ap-
plied to all samples is detailed in Table 6.1. All polishing consumables were provided
by Struers, and OP-S solution used in the final polishing step is a Linde-B sized silica
oxide polishing suspension.
Table 6.1: Polishing procedure used in this work, with the assistance of an
automated polisher and force head.
Cloth Grit Force (N) Speed (rpm) Time (min)
SiC Paper 220 15 300 Until plane
SiC Paper 320 20 300 6
SiC Paper 500 20 300 6
SiC Paper 600 20 300 6
SiC Paper 800 20 300 6
MD-Dac 9 um 20 300 6
MD-Mol 3 um 20 300 6
MD-Nap 1 um 20 300 6
MD-Chem OP-S 20 300 6
The quality of polishing attained during these steps is critically important, since this
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can impact the quality and usefulness of the images taken. Although hand-polishing
procedures for the same material have been reported that contain less steps and less
time, decreasing the grit size changes and increasing the time at each step is necessary
to be able to automatically polish so many different samples. Automatic polishing
greatly improves the repeatability and consistency of results, especially when so many
samples are involved. However, the time required to polish the large number of sam-
ples required for this project can still make this a time consuming step.
After samples received the final polishing step, they were covered in a polyimide
solder masking tape to protect the surface the surface from oxidation and scratching
prior to being etched. Similar to the freeze hold used between heat-treating steps
discussed in Chapter 5, this step improves the flexibility and ease of implementation
of these preparation steps.
6.1.3 Etching
For many materials, certain aspects of the microstructure, such as grain boundaries
or certain types of particles, are only observable after first applying an etchant to the
polished surface. Etching is a method of corroding the surface in a carefully controlled
way to increase the relief between two different aspects of the material, and results
from the electrolytic action between surface areas of different potential. [1]. While
standard chemical etching solutions are most commonly used, other methods such as
anodizing and electrolytic and potentiostatic etching methods exist and can also be
applied.
Because different etchants attack different aspects of the microstructure and offer
relief and observability in different ways, etchants are often highly optimized for a
particular feature or type of feature. Therefore, some etchants are designed to reveal
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grain boundaries in a particular type of material, while others are specifically de-
signed to reveal carbides. Therefore, the characterization of different microstructural
features may require samples to be polished and etched differently.
In this work, two different etchants were primarily used. One etchant, a Graff-Sargent
etchant consisting of 3g of CrO3, 0.5mL of HF, 15.5mL of HNO3, and 84 mL of deion-
ized water, was used to reveal grain and subgrain boundaries in the material. Samples
were immersed in the etchant for 60 seconds with mild agitation and then were im-
aged in an Olympus optical light microscope at multiple resolutions to determine the
extent of recrystallization, the recrystallized grain size, and the subgrain cell size.
Additionally, this etchant was also successful at revealing coarse particles along the
grain boundaries, dispersoids, and coarse constituent particles in the recrystallized
grains. Some representative examples of the optical images that were obtained are
shown in Figure 6.1, and all optical images collected are available in the associated
data repository.
The other etchant that was primarily used in this work was a highly modified Keller’s
reagant consisting of 0.5g of NaF, 1mL of HNO3, 2mL of HCl, and 97mL of deionized
water. Samples were first immersed in 25% aqueous HNO3 at 70
◦C for one minute,
washed, and then immersed it in the modified Keller’s reagant for one minute, washed,
and dried. This etching procedure was design to reveal the strengthening precipitates
within the grain interior. Since these precipitates can be extremely small (a few
nanometers), it is common to examine both these and the equilibrium grain bound-
ary precipitates in a transmission electron microscope (TEM). However, TEM access
is typically limited to only large research institution or national lab facilities and can
be extremely expensive. Additionally, TEM imaging requires difficult and specialized
preparation and equipment which is not commonly available and takes much time
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(a) C2 at 100X
(b) D2 at 200X
(c) A1 at 500X
captionsetupjustification=centering,margin=0.5cm
Figure 6.1: Representative optical images after immersion in Graff-Sargent etch at
100X, 200X, and 500X, respectively.
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to because familiar with. Therefore, high resolution scanning electron microscope
(SEM) images were taken in this work instead.
6.2 Results and Analysis
6.2.1 Grain Structure Characteristics
Measurements of the grain size are widely recognized as being critically important to
the understanding of a material and its mechanical properties. Standard methods ex-
ist and are managed by ASTM International to encourage and promote methods that
can provide a consistent and quantitative measurement of the grain size for differ-
ent materials. The most robust measurement recommended by ASTM is detailed in
ASTM E112, and involves laying strain lines of a prescribed size over the microstruc-
ture and counting the number of times a grain boundary intersection with that line






and 〈PL〉 is the average number of the grain boundary intersections with the lines.
ASTM E112 recommends that these intersection measurements are made on three to
five blindly selected and widely separated fields of view, to obtain a reasonable av-
erage for the specimen observed. However, if this average doesnt show the necessary
precision specified in the standard, the number of measurements must be increased
indefinitely. Additionally, any moderate departure from an isotropic and equiaxed
grain structure necessitates additional measurements on lines have four or more orien-
tations. And further anisotropy, such as that occurring in rolled or worked structures,
requires specimen planes of at least three orientations to be examined[2]. Therefore,
while the ASTM standard does serve to promote and encourage the quantitative
measurement of the grain structure, it gives only vague instructions on how to do so
efficiently for highly anisotropic materials such as those examined here.
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The introduction of stereological principles here can therefore be of much help, by
providing solid recommendations on how to segment and measure the material in
such a way as to obtain the necessary precision indicated in ASTM 112 quickly and
efficiently. Much work has already been done showing that intersection measurements
made with cycloids, rather than straight lines, on planes oriented according to either
the vertical plane sectioning principle or the trisector principle, can provide accurate
measurements with as few as 25 images [3, 4, 5, 6]. This work utilized the trisector
method, detailed elsewhere, with the longitudinal direction chosen as the vertical di-
rection [3, 4, 6].
Therefore, the recrystallized grain size was estimated in this work by measuring the
points of intersection between the cycloid and the recrystallized grains per cycloid
line length to generate PL. The PL measurements for each image examined where
then averaged to calculate 〈PL〉 for the entire material, which was used to calculate
the mean intercept grain size. These results are summarized in Table 6.2, below, will
full results located in the associated data repository.
This material is further complicated by the presence of two different grain-sized re-
gions. In addition to measuring the recrystallized grain size, it was also necessary
to measure the percent of recrystallization and the grain size of the sub-grain cell
structures. In this work, the volume fraction of recrystallized grains was measured by
point counting. This method is detailed in ASTM 1181 and widely used. It generally
involves laying a grid over the microstructure and counting the number of points in
the grain that fall inside features of interest. If the total number of points is of the
same order of magnitude or greater than the number of features of interest, then the
average fraction of points that fall within those features, < PP >, is equivalent to
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Table 6.2: The average recrystallized grain size for the various specimens
characterized in this work.
Specimen Average (µm) St Dev (µm) Specimen Average (µm) St Dev (µm)
A1 338.37 15.61 C3 357.50 16.56
A2 362.13 17.34 D1 374.56 19.10
A3 362.29 15.28 D2 369.58 18.48
A4 361.59 17.19 D3 355.46 18.40
A5 361.04 16.75 D4 386.98 17.75
B1 445.92 25.28 D5 362.32 19.31
B2 357.20 15.49 E1 374.15 18.84
C1 395.06 19.65 E2 425.06 27.38
C2 382.52 16.21 E3 422.76 22.76
the volume fraction of the feature within the material, VV [6, 7]. These results are
summarized in Table 6.3.
Table 6.3: The extent of recrystallization measured for the various specimens
characterized in this work.
Specimen Average (%) St Dev (%) Specimen Average (%) St Dev (%)
A1 20.49 2.47 C3 20.10 2.42
A2 21.05 2.27 D1 20.10 2.36
A3 29.43 2.52 D2 17.50 2.00
A4 24.74 2.43 D3 24.81 2.68
A5 23.93 2.60 D4 19.90 2.79
B1 18.81 2.27 D5 20.38 2.34
B2 14.19 1.63 E1 31.77 3.24
C1 22.62 2.40 E2 28.93 2.81
C2 17.83 2.40 E3 36.55 4.19
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The sub-grain cell size was measured using the same principle and equations ap-
plied to the recrystallized grain size. However, for these measurements cycloids were
placed only within unrecrystallized regions as opposed to being systematically spaced
throughout the image as done for the recrystallized grain size measurements. These
results are summarized in Table 6.4.
Table 6.4: The average subgrain cell size for the various specimens characterized in
this work.
Specimen Average (µm) St Dev (µm) Specimen Average (µm) St Dev (µm)
A1 42.15 2.21 C3 39.93 1.92
A2 47.86 2.25 D1 46.88 2.25
A3 46.75 1.94 D2 45.02 1.85
A4 47.60 2.97 D3 39.46 1.63
A5 45.44 2.08 D4 48.48 2.40
B1 56.12 4.04 D5 50.21 3.20
B2 46.72 2.23 E1 50.43 2.78
C1 54.04 6.41 E2 62.93 4.32
C2 49.27 2.69 E3 63.46 4.35
Although the volume fraction of the two regions and their different grain sizes were
measured, this work did not attempt to measure the texture of the material. Since all
materials tested in this work were rolled plate product, and no additional working was
applied to the materials during processing, the effect of texture was considered here
to be constant. However, the characterization and quantification of texture is still
important if the model developed from the experimental data is expected to capture
the effects of different plastic deformation processes as discussed in Chapter 1.
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6.2.2 Constituent Particles
Since constituent are convex particles dispersed in the matrix of the material, mea-
surements of their size and volume fraction can theoretically be made quite easily.
The volume fraction of these particles can be measured using the point counting
method, since
VV = 〈PP 〉 . (6.2)
Most experimental studies measure the average size of a class of particles by measur-
ing the diameter of the cross section of the particle that is observed in the sectioned
image. However, while this method does produce a quantitative measurement, it is
not a measurement that is statistically accurate. First, this method, even when it in-
volves averaging many such measurements, does not distinguish between two different
possible reasons for the variation of observed diameters. The first potential reason
for this variation is because the three-dimensional particles that are suspended in
the material are simply different sizes, and possess different average diameters. The
second potential reason is that the particles that are suspended in the material are all
sectioned at different depths. Meaning the that diameter of the cross section observed
is not a true three-dimensional diameter, but rather a segment that simply fits within
the three-dimensional particle with an unknown orientation. Typically, both types of
variation exist within the material, but their relative contributions cannot be realized
because the method in question cannot distinguish between them.
A much better method of the average size of the particles is the surface area weighted




Where VV is the volume fraction of the particles, and SV is the average surface area
per unit volume of the particles within the material. This value, SV , can be calculated
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from PL using the cycloid intercept method described in detail above by
SV = 2 〈PL〉 . (6.4)
Although this is a good measure of the average size of the particle class in question,
it does not give any information about the spacing of the particle class, particularly
when particles occur in clusters, and constituent particles often do.
Additionally, while we can use this method to understand the average constituent
particle size within the material, this may not be the most useful measurement to
take. Since constituent particles are typically of interest as the source for crack ini-
tiation in the material, and since the stress required to initiate a crack is inversely
related to the size of the particle, perhaps a more useful measure of the constituent
particle size would be the likely maximum particle size. In addition to calculating
the average values discussed above, it is also important to calculate and report the
various errors associated these measurements. One of these error, the variance of the









Assuming that the microstructural feature being examined has a Gaussian distribu-







Using both the average and the standard deviation we can plot the density function
















where µ is the average and σ is the standard deviation. We can then define a “maxi-
mum likely particle size” present in the material by taking the 95% tail value of this
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distribution, which is given by
Dmax = µ+ 1.96σ (6.8)
The calculated values for the volume fraction of the constituent particles, their average
caliper diameter, the resulting max likely particle size are presented in Table 6.5.
Table 6.5: The constituent particle size and volume fraction for the various
specimens characterized in this work.
Specimen Vol Fract (%) St Dev (%) Avg Size (µm) St Dev (µm) Max Size (µm)
A1 2.38 0.28 18.69 11.79 41.80
A2 0.93 0.17 32.04 10.33 52.29
A3 0.81 0.15 25.97 10.33 46.22
A4 1.10 0.18 37.44 11.26 59.50
A5 1.14 0.19 39.81 15.50 70.19
B1 0.67 0.15 46.89 18.72 83.58
B2 0.52 0.12 29.94 10.46 50.44
C1 0.50 0.12 33.25 11.55 55.89
C2 0.60 0.13 45.36 16.27 77.24
C3 0.64 0.13 39.19 11.30 61.34
D1 0.55 0.13 32.31 13.11 58.01
D2 0.62 0.13 34.83 11.03 56.46
D3 0.76 0.17 59.29 20.44 99.35
D4 0.40 0.11 24.67 10.36 44.98
D5 0.60 0.12 36.29 12.74 61.26
E1 1.00 0.23 58.06 24.59 106.26
E2 0.83 0.14 58.62 15.48 88.95
E3 0.45 0.11 35.97 11.92 59.33
6.2.3 Grain Interior and Grain Boundary Characteristics
As discussed in Chapter 3, the volume fraction, average size, and the spacing of pre-
cipitates, both in the bulk and along the grain boundary, are all critically important
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to understanding the linkage between the microstructure and the mechanical proper-
ties. For strengthening precipitates in the bulk of the grain these measurements are
fairly straightforward. The volume fraction of these particles can be easily calculated
using the point counting method, and the surface area weighted caliper diameter can
be calculated using similar methods. Quantitative measurements of the dispersion,
however, have not yet been addressed. Recall that the dispersion of these precipi-
tates is important because their spacing controls their ability to trap dislocations and
generate a strain field, which produces a hardening effect. Therefore, the most useful
measurement of the dispersion is perhaps the average mean-free path between the
particles. This distance can also be easily calculated from the < PP > and < PL >





Measurements concerning the equilibrium precipitates along grain boundaries are
nearly as straightforward. Where grain bulk particles have an average mean-free
path between them that is randomly oriented in all three dimension, these equilib-
rium particles are constrained to grain boundaries and have a mean free path that
exists only along the plane of the grain boundaries they reside in. Therefore, when
taking the surface area per volume measurements for the grain boundary particles,
it is important to use the grain boundaries themselves as the lines to calculate the
interception points[6].
Despite the information discussed in Chapters 2 and 3, the chemical composition
of the grain boundary precipitates was not a part of the microstructural characteri-
zation done here. Instead, this work attempted to capture the influence of the grain
boundary chemistry on the corrosion rate through various parameters calculated from
the potentiodynamic polarization curves, discussed in Chapter 9.
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Unfortunately, most of the high resolution SEM images that were taken in this work
were unusable for analysis of these precipitates. Since TEM imaging is far more com-
mon as a characterization tool, most published work in this area only details TEM
specific preparation methods, which usually involve electropolishing for polishing and
etching. Since HRSEM was attempted instead to try and reduce the cost of the work
involved, specimens instead had to be prepared different with the highly modified
Keller’s reagant that was discussed earlier. Unfortunately, this etchant was found
to be extremely difficult to apply to all of the varied samples in an optimum way,
resulting in many of the specimens appearing “over-etched” and not producing us-
able images. It’s also possible that other issues associated with the lack of experience
in this etchant contributed to the poor quality of images obtained here. When the
etchant was applied in a way that produced visible images, the particles of interest
were often not able to be captured on an appropriate length scale, due to resolution
limitations.
In the future, it is recommended that TEM images are used to directly view the
precipitates within the grain interior and at the grain boundary. Unfortunately, tak-
ing 25+ images using systematic sampling methods for each specimen can quickly
increase the scope of the work to unreasonable levels. Additionally, both SEM and
TEM imaging methods do not allow for the characterization of the composition of
precipitates either in the interior of the grain or along the grain boundary. Therefore,
it is recommended that TEM imaging be combined with other methods of charac-
terizing these particles, perhaps with indirect methods such as resistivity curves like
those shown in Chapter 2.
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6.3 Summary
Although characterizing the full microstructure is critical to understanding the com-
plex underlying physical relationships between processing parameters and final me-
chanical properties, full quantitative characterization is a time-consuming and expen-
sive undertaking. Due to the number of different length scales involved, the need for
statistically accurate quantitative measurements, and complications such as different
etching requirements for different characteristics to be observed it is necessary to do
an extraordinary amount of imaging to fully capture the microstructure characteris-
tics, and it may be best to obtain this information is a variety of different ways to
completely characterize each feature of interest.
In this work, different steps were taken to try and mitigate the time and number
of images required. At larger scales, preparation and imaging procedures were opti-
mized to take high quality optical images, which could be used to calculate statistically
accurate measurements of the recrystallized grain size and volume fraction, as well as
the sub-grain cell size. These images were then re-used to characterize the constituent
particles without changing the etchant and therefore without requiring the samples
to be re-prepared and imaged a second time. At smaller length scales, the polish-
ing procedure and the etchant were optimized for precipitate imaging. However, the
variation in the size and chemical composition of grain boundary precipitates in the
different samples made universally applying an optimized etching procedure nearly
impossible. Additionally this work attempted to use a minimal number of high-
resolution SEM images, rather than relying on more standard TEM techniques that
are time-consuming and expensive, to characterize precipitate features. As a result,
images and measurements of these microstructure aspects are of a significantly lower
quality than those taken for the grains, and ultimately measurements from these im-
ages were unavailable. In the future, it is possible that combining multiple methods
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of characterization, such as TEM imaging and indirect methods such as resistivity
curves, may be the best approach.
However, there are other improvements that could be made to help ease this pro-
cess mostly surrounding the automation of various processes. Automatic polishing
machines can improve the quality of the preparation, and automatic stages and image
capturing software can cut down the machine time. Even though such improvements
are usually considered to be minor on a single specimen basis, these savings can add
up significantly as large scales such as those seen here. The biggest time and cost
savings opportunity is in the automation of image processing. While there is image
processing software that can accomplish some of these, many of them are still beyond
current capabilities, which are not reviewed here.
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Test coupons from the different plates were subjected to ASTM standard tensile
testing in order to assess the tensile strength properties, including: yield strength,
ultimate strength, hardening behavior, and ductility. This chapter will discuss the
details of machine and test set up, the designing and machining of test specimens,
the details of the test itself, and the post-processing and analysis of the data. Again,
the aim of the project was to produce test specimens that possessed a wide variety
of tensile strength properties, and to examine the ease and feasibility of measuring
these properties using commonly available mechanical testing methods.
7.1 Specimen Preparation
Tensile test specimens were machined from the 1”x1”x6” ‘B’ and ‘C’ series test
coupons. As discussed in Chapter 5, three ‘B’ coupons (XX-B-1 through XX-B-3)
oriented in the transverse direction and three ‘C’ coupons (XX-C-1 through XX-C-3)
oriented in the longitudinal direction were used for tensile tests. Therefore, 108 tensile
tests were conducted in total. Tensile tests that were machined from these coupons
were designed according to the guidelines laid out in ASTM Standard B557-10, shown
in Figure 7.1, which is the standard method for tension testing of wrought aluminum
alloy products.[1]
For this work, small-sized specimens which were proportional to the standard with a
gauge diameter of 0.250 inches were used. Drawings for these specimens can be found
in the associated data repository.
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Figure 7.1: The standard cylindrical tensile test coupon recommended by
ASTM.
7.2 Machine Set Up and Testing Procedures
Samples were tested on a Materials Testing Systems (MTS) servo-hydraulic test frame
outfitted with a 22kip load cell. The specimens were held by the machine through
the use of cylindrical hydraulic grips fitted with 0.5” collets. In these tests, 4000psi
of pressure was used to grip the specimens in place to prevent slipping. Strain was
measured using a 1” gage MTS Model 632.31E-24 extensometer. As directed by
ASTM B557-10, tests were displacement-controlled at a strain rate of 10−3 in/in until
the material failed. Due to the max clip gage range, each test was paused between 9%
and 10% strain and the clip gage was quickly removed to avoid any stress relaxation
that may occur, before resuming the test. The remaining strain data after 9% was
calculated from the crosshead displacement, as discussed in the next section.
7.3 Data Processing
Raw data collected directly from the test controller included the time, global crosshead
position, the load measured, and the percent strain measured by the extensometer at
each time step. Data for these tests were collected at 10Hz, which provided sufficient
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resolution for analysis, and resulted in relatively small data files containing approx-
imately 2000 data points or less. Post-processing of the raw data in to stress-strain
curves and the extraction of yield strength, ultimate strength, ductility, and various
work hardening parameters was all done in Matlab. Full scripts used in this analysis
are included in the associated data repository.
For each test, the load measurements were converted to stress at each time point
using the specified 0.250” gage diameter for simplicity. However, gathering measured
values in to an excel spreadsheet to be read in by the batch processing code is an
easy automation. While this level of fidelity was not deemed necessary for this test,
this automation technique is demonstrated in the post-processing analysis of fracture
toughness specimens, discussed in Chapter 8.
The elastic modulus was calculated for each specimen by taking the average ratio
of the stress and strain data during the first 50 time steps, but only if the data in
this region showed a linear correlation fit greater than 95% with a confidence under
5%. No samples were tested that were not found to meet this condition. This elastic
modulus was used to calculate the 0.2% yield strength. The ultimate strength was
simply the maximum stress measured during the test, and the ductility was similarly
the maximum strain measured. One word of caution in the calculation of the ductility
measurement, however, should be noted. At the end of the test when the material
fails, one or two data points are occasionally recorded after the material has broken,
but before the clip gage disengages from the material. This results in an artificially
high strain, usually by about .5% during this last data point. These false data points
can be identified by a significantly lower or even negative corresponding stress value.
While this should not greatly alter the meaningful interpretation of the results as
discussed here, it is important to be aware that this phenomenon can occur.
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7.4 Results and Analysis
7.4.1 Yield Strength and Ultimate Strength
The average yield strength for the various processing routes in both the transverse
and the longitudinal direction are shown in Figure 7.2. As seen in the graph, a vari-
ation in yield strength of just over 150 MPa was achieved. The slightly over-aged
specimen C2 measured the highest yield strength, at 552MPa in the longitudinal di-
rection, closely followed by some of the retrogression and re-aging samples, and the
high temperature pre-precipitation processed A5 measured the lowest yield strength
at only 393MPa in the longitudinal direction. Since many of the processing routes
that were examined in this work were modeled after work that was reported in the
literature, we can compared these results to those that were previously reported and
see that the measurements found here are in good agreement.
In addition to generating a good variation in yield strength, the specimens also gen-
erated a good variation in the anisotropy. The percent change in the yield strength
values with direction varied from 0.10% for the high temperature pre-precipitation
processed sample, A5, to 5.61% for the interrupted treatment E1. The percent change
in yield strength, ultimate strength, and ductility with direction, which serve as a
measure of the relative anisotropy of the mechanical properties of interest, are shown
together in Figure 7.9. Since the relative directionality of mechanical properties is
important to fully characterizing the materials design space, it is important that the
mechanical testing method can capture this variation.
The average ultimate strength values that were measured during tensile testing are
shown in Figure 7.3, in both the longitudinal and the transverse directions. Similar to
the yield strength values, significant variation in the ultimate strength was achieved
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Figure 7.2: The yield strength measured in both the longitudinal and
transverse directions for all specimens.
across the different specimens, and these values continue to agree with those previ-
ously reported. The highest ultimate strength, unsurprisingly, was measured in the
peak-strength conditioned sample D2, at 627MPa. The lowest ultimate strength mea-
sured was 469MPa, also observed in the high temperature pre-precipitation processed
A5. The variation in anisotropy observed also varied from 0.59% in A5 to 4.63% and
4.66% in the interrupted treatments E2 and E3, respectfully.
Since similar ranges for yield strength, ultimate strength, and their relative anisotropies
were observed, it would be expected that the same samples that exhibited high
anisotropy in yield strength also exhibited a high anisotropy in ultimate strength.
However, a thorough examination of Figures 7.9 and 7.4 show that this not the case.
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Figure 7.3: The ultimate strength measured in both the longitudinal and
transverse directions for all specimens.
Some samples which showed a relatively low yield strength, such as E2 and E3, showed
high ultimate strength values. And some samples, such as A3, that showed a small
change in yield strength with direction, showed a significantly higher change in ulti-
mate strength with direction.
These changes in the yield and ultimate strength properties indicate that the samples
also showed a variety of work hardening behavior, including samples that showed a di-
rectional work hardening preference. This fluctuation in the work hardening behavior
also shows the importance of allowing multiple microstructural features to fluctuate
simultaneously in order to capture a variety of interactive effects and physical mech-
anisms that might be occurring within the system.
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Figure 7.4: The yield and ultimate strength values measured in the
longitudinal direction for all specimens.
7.4.2 Work Hardening
There are many ways, both qualitatively and quantitatively, to measure the work
hardening. The first and most simple way of measuring work hardening is to measure
the difference between the ultimate strength and the yield strength of the material.
This difference, which can be observed clearly in Figure 7.5 below, can give an easily
calculated quantitative measure that indicates the potential for the material to harden
during plastic deformation. However, what is not included in this measurement is the
amount of strain the material will undergo during that hardening, which is important
for understanding the physical mechanisms which drive the behavior.
Figures 7.6-7.8 show some representative tensile test curves of the various samples
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Figure 7.5: The difference between the yield strength and ultimate strength
values for each specimen, one method of measuring the work hardening.
and the types of hardening behavior that were observed. All tensile test curves can
be found in the associated data repository. In those samples that showed significant
work hardening behavior, such as C1, D2, E1, E2, and E3, the tensile curves show this
hardening occurring in a roughly linear fashion, with little to no necking occurring
after the ultimate strength is reached.
Samples that show a minimum amount of work hardening, including D4, C2, and C3,
all show a very flat curve following the yield strength. In fact, these materials behave
very nearly like an idealized elastic-perfectly plastic material.
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(a) C1-C-2 (b) D2-C-1
(c) E1-C-2 (d) E2-C-1
Figure 7.6: A set of representative tensile curves that show significant
amounts of work hardening.
(a) C2-C-3 (b) D4-C-2
Figure 7.7: A set of representative tensile curves that show a minimal
amounts of work hardening.
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(a) A3-B-2 (b) A3-C-3
Figure 7.8: Tensile curves that show the strong directionality of work
hardening in the A3 sample.
There are also those samples that show an increased amount of work hardening in
one direction. In the case of A3, significantly more work hardening is observed in the
longitudinal direction than in the transverse direction, by as much as 14%. The ten-
sile curves for this material in both directions can help explain this difference. In the
longitudinal direction the material exhibits greater overall ductility, which leads to
an increased amount of work hardening before leveling off as the material approaches
the ultimate strength. Only a small amount of necking is observed before the ma-
terial fractures at 10.5% strain, compared to the 6.5% strain that is achieved in the
transverse direction. Indeed, in Figure 7.9, the A3 sample shows the greatest relative
change in ductility with direction.
Other samples that show a high amount of directionality in work hardening also have
relatively high levels of anisotropy with respect to ductility, suggesting that one rea-
son for this directionality may be a lack of ductility which promotes the failure of the
material before higher potential stress values can be achieved. But not all samples
that show high directionality in ductility have directional work hardening behavior,
once again showing the importance of allowing multiple variables to fluctuate in the
system in order to observe the interaction of different physical mechanisms.
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Figure 7.9: Caption text.
It is clear then that the relative amount of strain that the material undergoes while
is hardens is clearly an important aspect of any measure of work hardenability. One










where K and n describe the hardening behavior of the material. However, given the
qualitative observation that the samples behave like a mix between elastic-perfectly
plastic materials and elastic-linearly strain hardened materials, is perhaps more ap-
propriate to define an effective linear hardening rate in an idealized mixed-model.
Figure 7.10 shows a simple schematic of the behavior described.
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Figure 7.10: A schematic of the idealized hardening behavior used here to
calculate neff .
The neff hardening parameter was calculated by finding the first strain value that
had a stress within a certain tolerance of the ultimate strength seen during the test.
This point was used to calculate εu, shown in Figure 7.10. The data was analyzed
using two different tolerance values for the calculation of neff , both 2% and 5%. The
neff values are shown for all samples in Figure 7.11.
As can be seen, the effective hardening parameter using a 2% tolerance is much more
consistent across all samples. The high amounts of work hardening seen in the E2
and E3 samples is still observed, and the relatively low work hardening rates seen in
the C2, C3, and D4 samples is also captured. This suggests that this neff hardening
parameter is an effective measure of capturing work hardening. In addition to being
simple and easier to calculate than K and n from the Ramberg-Osgood model, using
neff as a measure of work hardening also has the advantage of being better suited as
an output for a neural network or other simple computational predictive tool which
required a numerical output.
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Figure 7.11: The effective hardening values calculated for all samples.
7.4.3 Ductility
It has already been observed that significant variation in the ductility was also
achieved in the various samples. The observed range in the transverse direction,
from 6.53% in A3 to 13.71% in C, was greater than the range observed in the longi-
tudinal direction, from 10.00%in C2 to 13.80% in C1 and 13.89% in E1. The average
ductility for each sample in both directions is shown in Figure 7.12.
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Figure 7.12: The ductility values that were measured in both the
longitudinal and transverse directions for all specimens
7.5 Summary
The main goal of the experimental data generation in this project was to produce a
sample set possessing a wide variation in microstructural features and all the mechan-
ical properties of interest, and to examine the ease and feasibility of measuring these
properties using commonly available mechanical testing methods. Here significant
variation was achieved not only in the yield strength and ultimate strength of the
different samples, but also in the work hardening behavior, the ductility, and the rel-
ative anisotropy of each property. Such variation across multiple different properties,
observed independently from each other, in such a succinct data set means that this
data set should contain the effects of various physical mechanisms which may be in-
teracting to result in these various types of behavior. When couple with information
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characterizing the microstructural features that determine these properties, as shown
in the map developed in Chapter 4, this data should be well suited to examine the
structure-property relationships that are defined in this space.
7.6 References
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Test coupons from the different plates were subjected to plane-strain fracture tough-
ness testing according to ASTM standards in order to assess the toughness in both
the minimum (S-L) and maximum (L-T) orientations. This chapter will discuss the
details of machine and test-rig set up, the designing and machining of test specimens,
the details of the test itself including the pre-cracking procedure, the post-processing,
and analysis of the data. Once again, the aim of this work was to produce test speci-
mens that possessed a wide variety of toughness properties, and to examine the ease
and feasibility of measuring these properties using commonly available mechanical
testing methods.
8.1 Specimen Preparation
Fracture toughness specimens were machined from the 1.5”x3.0”x3.0” ‘R1’ and ‘R2’
series test coupons, oriented as shown in Figure 8.1. The ‘R1’ test coupons represented
the maximum fraction toughness direction (the L-T orientation), while the ‘R2’ test
coupons represented the minimum fracture toughness direction of the material (the
S-L orientation) [1].
The ASTM standard for KIC toughness testing, E399, has strict requirements on the
specimen dimensions that are used, which are generally shown for a compact tension
(CT) specimen in Figure 8.2[1].
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Figure 8.1: Crack plane orientation code for compact tension specimens in
plate material, according to the ASTM E399 standard[1].
Figure 8.2: The general requirements for compact tension test specimens,
according to ASTM E399 [1].
The minimum thickness generally allowed for plane-strain requirements to be met is






Therefore, estimating a typical high KIC value of 32MPa
√
m and estimating a typical
low yield strength value of 425MPa, then the specimen sizing requirements according
to ASTM E399 are B and a greater than 14.17mm (.56”), W greater than 1.12”, and
1.25W or overall length L greater than 1.40”.
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However, ASTM Standard B645 which dictates the requirements for linear elastic
plane-strain fracture toughness testing of aluminum alloys, specifically states that
the minimum ligament requirement (B,a) should be twice that stated in the E399
standard. Although no physical basis for this is given, it is noted that “experimental
studies have shown that more uniform values of KQ are obtained for high toughness
aluminum alloys when [these conditions] are met”[2]. Therefore, the specimen sizing
requirements used here were B and a greater than 1.12”, W greater than 2.24”, and
1.25W or overall length L greater than 2.80”.
Full specifications for the test specimens used in this work can be found in the draw-
ings, located in the associated data repository. It can easily be seen from the drawings
that machining these fracture toughness specimens is significantly more involved than
for other specimens, such as those described in Chapter 7 for tensile testing. Here,
the complicated geometry and tight tolerances in the machined notch region require
either the use of expensive electrical discharge machining (EDM) techniques, or the
purchase of a customized tool bit matching the exact geometry in question. Due to
the large number of samples required for the scope of this project, the need for ex-
pensive machining techniques can quickly compromise project budgets. At one point
a requested quote for EDM-ing of the 72 samples involved in this work returned a
cost of approximately $17,000 for the machining alone. Therefore, for large specimen
numbers such as those involved here, customized tooling on the order of ∼$1,000 is
recommended.
8.2 Machine Set Up
Samples were tested on a Materials Testing Systems (MTS) servo-hydraulic test frame
outfitted with a 22kip load cell. Samples were suspended by high-strength steel pins
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loaded in specialty clevises, specified by ASTM Standard E399. Due to the large,
non-standard thickness of the specimens tested in this work new clevises had to be
machined from high-strength steel, adding to the time and expense of the project. To
assist with the proper alignment of the test specimen, spherical washers capable of up
to 3 degrees of rotation were located on the back of each clevis. A dummy specimen
was loaded into the machine and the load was offset to 0lbf. Shims were inserted
between the specimen and the clevis on both sides to hold the specimen correctly
in place, and the spherical washers were tightened down to fix the apparatus at the
necessary angle. Poor alignment of the specimen within the clevises can cause binding,
uneven distribution of the load, and non-symmetrical fatigue crack growth during the
pre-cracking stage, an example of which is shown in Figure 8.3. Therefore, ensuring
proper alignment of the test frame is critical.
Figure 8.3: An example a non-symmetric crack caused by binding between
the specimen and the clevis.
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8.3 Pre-Cracking of Specimens
Machining alone cannot produce a suitably sharp crack tip for consistent and reliable
fracture toughness testing[1]. Therefore, as a part of specimen preparation, it is nec-
essary to grow a small crack at the end of the machined notch by fatigue loading. This
pre-cracking procedure that precedes the actual fracture toughness test is a critically
important step in the overall determination of a valid KIC measurement. It necessary
to control the fatigue cracking process so that the crack produced is unaffected by
the procedure that produces it. This ensures that no additional variables are added
to the materials design space defined in Chapter 4. To assist in this, the ASTM
standard dictations that the fatigue pre-cracking procedure must meet the following
requirements to constitute a valid test[1]
• The fatigue crack must be grown using 104-106 cycles
• The maximum stress-intensity factor Kmax shall not exceed 80% of the KQ value
determined in the subsequent test if KQ is to qualify as a valid KIC result
• Kmax shall not exceed 60% of the KQ value during the final 2.5% of the overall
crack length, called the terminal stage





in) during the terminal portion of the crack
• The R ratio used to grow the fatigue crack must by between -1 and +0.1
• The total fatigue crack length must be at least .025W
• The overall crack length, including both the machined notch and the fatigue
crack, must be between .45W and .55W
• The loading frequency used during fatigue crack growth cannot exceed 100Hz
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The large number of requirements not only increases the risk that a test may be
invalidated, but also means that extensive dummy testing is required to determine
appropriate loading conditions during the fatigue crack growth stage. This can be
a particular challenge when a large range of KQ values across specimens is not only
possible, but the goal.
In this work, the fatigue crack growth was accomplished in two distinct stages. Dur-
ing the initial loading stage, the load was oscillated between 100 and 4100lbf at a
frequency of 1Hz. A traveling optical microscope was used to observe starter-crack
region. To assist with the observation of the fatigue crack the samples were painted
with a dark blue quick dry machining paint in the region where the crack would be
grown. To more easily track the progress of the fatigue crack length relative to the
minimum length required, the predetermined minimum crack length was marked us-
ing a scribe across the inked surface.
The initial loading stage was completed after a fatigue crack was observed to have
initiated at the site. The loading parameters during this stage were designed to ini-
tiate a load after approximately 1000 cycles. Once the fatigue crack has been clearly
initiated, the final loading conditions were applied. During this stage, the maximum
load during oscillation varied to ensure that the fatigue crack would not be grown in
less than 10,000 total cycles, but still within a reasonable time frame. As a result
the maximum load during final conditions ranged from 1900lbf to 2500lbf depending
on the sample. Generally, the maximum loading condition was initially chosen to
be 2100lbf, and if the fatigue crack showed little progress after 100,000 cycle had
been reached, then the maximum load was increased to 2500lbf. In situations where
a fatigue crack was initiated during the first set of loading conditions at much less
than 1000 cycles, the maximum load chosen during final conditions was lowered to
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1900lbf to ensure that 10,000 cycles were reached. Regardless, of the maximum load,
the minimum load during oscillation was always chosen to be 100lbf and thereby
maintain an R ratio of less than 0.1. In an effort to decrease the time required for
pre-cracking, the frequency during the final stage was maintained at 10Hz, the prac-
tical limit given the machine and specimen size. However, observing the crack growth
at this frequency was challenging and the procedure had to be periodically slowed
down to 1Hz to observe the progress of the crack length.
There were many challenges in growing the fatigue crack under valid testing condi-
tions, including the difficult having such a wide range of KQ values. Without knowing
the expected KIC value of a particular sample, it is extremely difficult to apply ap-
propriate loading conditions during this stage. Since it is impractical to determine
individual pre-cracking loading conditions for each individual specimen being tested,
it is necessary to pick a set of loading conditions that will obtain the necessary fatigue
crack length in a moderate number of cycles, approximately 200,000-500,000. Then
if a much lower KQ sample is tested in the minimum orientation, the crack is not in
danger of growing to completion in less than the minimum 10,000 cycles. And if a
particularly high KQ sample is tested in the maximum orientation, the fatigue crack
can still be grown in less than the 1,000,000 cycle limit. In general, overly aggressive
pre-cracking conditions are more detrimental to the subsequent data that is collected
than overly conservative conditions.
However the significant drawback to such conservative conditions is once again in
the scale of the samples necessary for testing. At a practical frequency limit of 10Hz
a targeted 500,000 cycles means that a single pre-cracking procedure can take 14 hours
to execute. Considering that the crack must be constantly observed, this should be
considered an upper limit of acceptable testing time. Even if a test does fit in a more
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manageable 6-8 hour work window through a combination of increased frequencies
or decreased cycles, the high number of samples that require pre-cracking accelerates
the problem. For example, the pre-cracking procedure detailed here was designed
to grow the prescribed crack in approximately 100,000 cycles, which at 10Hz takes
approximately 3 or more hours to execute. Considering the practical limitations of
machine availability and work-schedules, the 72 specimens involved in this work would
require, at the most optimistic limit, at least 6 weeks to pre-crack and prepare for
testing. Therefore, it should be noted that the pre-cracking step required in this test-
ing procedure can be considered the limiting step when considering both schedules
and budgets.
8.4 Testing Procedures
Once specimens have been pre-cracked, the fracture toughness test itself can be car-
ried out. Samples were tested in the same set up used for pre-cracking, described
previously, but with the addition of a MTS Model 632.02E-20 clip gage. Specimens
were pulled in tension until failure as the clip gage recorded the crack tip opening dis-
placement (CTOD). The test was load-controlled with a loading rate of 10,000lbf/min,
which is within the specified range given in ASTM E399. After failure, the fatigue
crack length, which was observable in the fracture surface, was recorded at three
different points, including the two ends of the specimen and the maximum length
observed. Fatigue crack measurements for all samples are reported in full in the
associated data repository.
8.5 Data Processing
Raw data collected directly from the test controller included the time, the load mea-
sured, and the crack tip opening displacement (CTOD) measured by the clip gage at
each time step. Data for these tests were collected at 100Hz, which provided sufficient
resolution for analysis and generated moderately sized data files with less than 10,000
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data points. Since more than 2,000 data points were produced, and the MTS software
rewrites the header every 2,048 data points it was necessary to remove these headers
from the file before analyzing them. The code used to parse these files is included in
the associated data repository with the rest of the Matlab scripts used for processing.
For each test, the maximum load obtained during the test, Pmax is calculated and




then KQ is calculated using the measured crack values and the shape factor provided
for CT specimens in Appendix A4 of ASTM E399. The crack values, which were
measured experimentally, are reported in a separate excel spreadsheet. This spread-
sheet calculates the average of the three reported values and reports whether or not
they passed a series of checks. If there is less than a 10% difference between each of
the three reported crack values and the averaged value, then the averaged value is the
value used in the KQ calculation. If this set of conditions is not met, then the crack
value used to calculate KQ is 90% of the maximum reported crack length. These
crack lengths, the results of these checks, and the value used for KQ calculation are
all included in the associated data repository.
The script also reads in the corresponding yield strength value for the correct speci-
men and direction that were calculated and reported in Chapter 7. This yield strength
value is used to check to see if the KQ value that was measured can be considered a
valid KIC measurement. If the KQ measurement is considered valid, then this value
is written out as both the KIC and the KQ value. If not, then the KIC value is not
a number, and the KQ value is still reported. Other values that were used that are
written out to the processed file for completeness include the PQ and Pmax values,
the strength ratio (which is useful if the Pmax
PQ
ratio is invalid), the crack value that
was read from the crack values spreadsheet, and the calculated shape factor.
166
8.6 Results and Analysis
As discussed elsewhere, the main goal of the experimental data generation in this
project was to produce a sample set with a wide variety of mechanical property
values, and to examine the ease and feasibility of measuring these properties using
commonly available mechanical testing methods. This section discusses the toughness
values that were reported, including the values that were not considered to be valid
KIC measurements. Unlike the tensile test measurements discussed in Chapter 7, the
fracture toughness tests that were conducted have many constraints on validity. These
standards and constraints serve the very valuable purpose of ensuring that data is
comparable regardless of the specimen geometry, the pre-cracking loading conditions
used, and other test condition variations. If these conditions are not met, then the
resulting measured value is a function of an uncontrolled input variable which is not
accounted for in the PSPP map constructed in Chapter 4.
8.6.1 Plane-Strain Fracture Toughness
The average valid KIC values that were measured are reported in Figure 8.4 for
both the minimum (S-L) and the maximum (L-T) orientation. Valid KIC values
were obtained for all specimens in the minimum direction. These values varied from
20.20MPa
√





for the secondary precipitation-hardened E2 and E3 samples, respectively. This result
is unsurprising, since it is generally expected that the T6 peak-aged temper will have
the lowest available fracture toughness, especially amongst the traditional tempers.
Similarly, the most impressive reported benefit of secondary precipitation-hardening
in the interrupted treatment processes was the ability to significantly increase the
toughness of the material over the T6 condition. Even though valid KIC values in the
maximum orientation were not obtained for all the samples tested, a significant range
was still reported amongst those that did meet the validity conditions. The smallest
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of these were 24.48MPa
√
m for the retrogression and re-aged D4 and 24.57MPa
√
m
for the slightly over-aged C2. Although higher KQ values were obtained, the highest
valid KIC measurement was reported for the peak-aged D2 sample, at 37.31MPa
√
m.
Although the samples on the low end of this range are not surprising, it is slightly
surprising that the peak-aged material which reports the lowest fracture toughness
in the minimum orientation has such a high toughness in the maximum orientation.
However, since 7050 is typically used in thick plate applications, the mechanical prop-
erties are typically only guaranteed in the minimum direction. Therefore, although
the reported toughness value for this temper may be high in the maximum orienta-
tion, it comes with an extremely strong directional dependence, which can be seen in
Figure 8.5.
These two figures clearly show that a significant variation in both the plane-strain
fracture toughness and the directional dependence of this toughness was achieved.
It is reasonable to suspect that those samples which showed a strong directional de-
pendence in strength also exhibit a strong directional dependence in their toughness
values, based on the discussion in Chapter 3. However, Figure 8.6, which plots the
relative change in both yield strength and ultimate strength values with direction
versus the relative change in the fracture toughness with direction, show that this
is not always the case. In the majority of cases the directional dependence of the
properties does correlate. However there are significant exceptions to this trend seen
in samples D1, E1, and A5 shown in the top left and bottom right regions of the
graph.
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Figure 8.4: Threshold stress intensity factors for test specimens which were
considered to have failed under plane strain, in both the maximum (L-T) and
the minimum (S-L) orientations.
8.6.2 Validating Pre-Cracking Conditions
Many of the difficulties that were encountered in applying the pre-cracking fatigue
conditions in this work have already been discussed. One of those difficulties included
selecting appropriate loading conditions that would grow the crack at a fast enough
rate without exceeding the maximum loading conditions, especially since the expected
KQ values were unknown. A summary table, included in the associated data reposi-
tory, reports the maximum loads seen during pre-cracking and indicates which of the
tested samples saw fatigue crack loading conditions that were higher than allowed,
which may have caused some plastic deformation near the crack tip prior to the start
of testing.
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Figure 8.5: The directionality of the calculated threshold stress intensity
factors when both orientations were considered to have failed under plane
strain.
It is important to note that sample D4-R2-1 fast fractured during the initial loading
conditions at only 700 cycles. Similarly C2-R2-2 was not checked often enough near
the end of the test and the crack was allowed to grow until the sample failed at ap-
proximately 155,000 cycles. The E2-R1 and E3-R1 samples were fracture tested, but




spite the difficulty in applying appropriate pre-cracking loads to the various samples
with unknown KQ values, only a few samples would be considered invalid, and all
of them occurred in samples oriented in the minimum toughness direction where KQ
values were significantly lower than expected when pre-cracking loads were initially
calculated.
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Figure 8.6: The relative change in fracture toughness with respect to the
relative change in yield and ultimate strength for the various test specimens.
In addition to validity requirements concerning the maximum loading conditions,
the ASTM standard also has requirements that must be met concerning the fatigue
crack profile, measured experimentally after the fracture test has occurred. In par-
ticular, the standard calls for five different measurements of the fatigue crack length
to be made: 1 at each end of the sample (a1 and a5), 1 at mid-thickness where the
penny-shaped crack should have reached a maximum (a3), and 2 at the quarter thick-
ness points(a2 and a4). The three measurement made in the body of the sample (a2,
a3, and a4) should be averaged to get the reported crack length for KQ calculation.
However, this value is only considered to be valid if[1]
• The difference between any two of a2, a3, and a4 does not exceed 10% of the
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average a
• No part of the fatigue crack front is closer than .025W to the machined starter
notch
• Neither a1 or a5 differs from the average a by more than 15%
• The difference between a1 and a5 is not more than 10% of the average a
However, these requested measurements and conditions largely assume that a sym-
metric penny-shaped crack results from the fatigue pre-cracking procedure. While
many of the samples oriented in the minimum fracture toughness direction did expe-
rience this kind of crack growth, many other samples, especially those oriented in the
maximum fracture toughness direction did not. Examples of representative penny-
crack profiles are shown in Figure 8.7.
(a) A3-R1-1 (b) A4-R2-2
(c) D5-R2-1 (d) E3-R2-1
Figure 8.7: Representative examples of penny-shaped fatigue crack profiles.
In this work, only three measurements of the fatigue crack length were taken and
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averaged, including two measurements at the specimen surfaces and a measurement
at the maximum crack length observed, regardless of its location with respect to the
specimen thickness. As long as none of these three measurements differed from the
averaged value by more than 10%, the averaged value was used to calculate KQ. If
one measurement did differ from the average by more than 10%, usually as a result
of either a severe penny-shaped profile or a highly non-uniform crack profile then a
crack value of 90% of the maximum reported value was used to calculate KQ. As seen
in Figure 8.7, the criterion applied in this work was just as successful as the ASTM
criterion at catching extreme penny crack formations and recognizing which samples
needed to use a higher crack length than the calculated average to determine KQ.
However, only about half of the tested samples showed penny-shaped fatigue crack
profiles. In most samples that were oriented in the maximum fracture toughness di-
rection, highly non-uniform crack profiles were observed. Some representative profiles
are shown in Figure 8.8.
In the measurement of these non-uniform crack lengths, the ASTM criterion was, for
the most part, not observed to be more successful at determining non-uniform crack
profiles. Therefore, the criterion used here was determined to be just as suitable as
the ASTM methods of measurement, and involves almost half as many measurements
to be taken.
8.6.3 Validating KIC
As discussed in earlier in this section, only four of the samples that were oriented
in the maximum fracture toughness direction (L-T) did not give valid KIC measure-
ments. Of those four, A5 and C1 both produced valid KQ values but did not meet
the plane-strain condition based on their KQ and yield strength values. Therefore,
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(a) A2-R1-2 (b) B2-R1-2
(c) C1-R1-2 (d) C2-R1-1
(e) D5-R1-1 (f) E3-R1-2
Figure 8.8: Some representative examples of penny-shaped fatigue crack
profiles.
these KQ values, shown in green in Figure 8.9, will be artificially high compared to
the other KIC values reported, since these measurements were collected under a plane
stress condition.
The other two samples that didnt produce valid KIC measurements were E2 and
E3, which had Pmax/PQ ratios that exceeded 1.10 and therefore didnt even gener-
ate meaningful KQ values. However, their KQ value, had it been calculated, would
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Figure 8.9: Threshold stress intensity factors in both the maximum (L-T)
and the minimum (S-L) orientation for all test specimens, regardless of if they
are considered to have met the plane strain condition.





m, respectively. While it may be obvious that the plane-strain condition
is not met in these samples, it is clear from observing the fracture surfaces, shown in
Figure 8.10, that something even more complicated may be causing these abnormally
high results.
These fracture surface show that the method of failure in these specimens was by
the growth of penny-shaped cracks in the plane of minimum fracture toughness ori-
entation. Once these penny-shaped cracks grew across the ligament, the specimen
failed. These results are reminiscent of those seen by Kaufman in 1967, in multi-
layered adhesive-bonded panels. Kaufman showed that when sheets of aluminum
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(a) E2-R1-1 (b) E2-R1-2
(c) E3-R1-1 (d) E3-R1-2
Figure 8.10: Fracture surfaces from the E2 and E3 samples oriented in the
maximum fracture toughness direction. The penny-shaped cracks protruding
in to the specimen are oriented in the direction for minimum toughness.
were bonded together and tested for toughness in a similar orientation, the fracture
toughness of the laminated specimen was equal to the fracture toughness of one the
sheets tested individually. Since these thin sheets are subject to plane-stress load-
ing, which produces a significantly higher toughness, the observed toughness of the
laminated structure is also significantly higher and is dictated by the thickness of
the laminated sheets[3]. This phenomenon matches the fracture surface observed in
Figure 8.10, and suggests that the E2 and E3 samples are behaving as laminated
structures.
However, since these values are also clearly inflated due to their lack of plane-strain
condition, it is impossible to draw more than qualitative comparison conclusions for
these samples, as well as the A5 and C1 samples. This does mean, however, that the
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valid KIC measurements can be compared in a quantitative sense, and can be used to
examine the PSPP relationships within the materials design space defined in Chapter
4. But only if the plane-strain condition which is being assumed is actually met in the
material, otherwise these measurements must be considered a function of the loading
condition as well as the various microstructural features outline in previous chapters.
Plane-strain conditions can be confirmed visually by examining the fracture surface
and noting the relative size of the shear lips compared to the flat brittle fracture area
that should be seen in the center of the specimen. When the shear lips occupy a large
portion of the fracture surface, it is typically a sign that plane-strain conditions were
not met in the material. In this work, all specimens that were oriented in the min-
imum fracture toughness direction very clearly met the plane-strain condition, since
there are no observable shear lips on any fracture surface. However, in the specimens
oriented in the maximum fracture toughness direction, a wide variety of fracture sur-
faces were observed. Some representative fracture surfaces from those samples that
generated valid KIC measurements can be seen in Figure 8.11.
As can been seen, some fracture surfaces such as C2 and D4 have shear lips that are
relatively quite small compared to the rest of the fracture surface. Others, such as A4
and B2, and to a lesser extent A2, have very large shear lips, even larger than those
seen in the A5 sample found in Figure 8.12. The E1 fracture surface has very small
shear lips as well, however is does seem to suggest a laminate-like effect as observed
in E2 and E3. C1, which did not produce a valid KIC measurement despite having
small shear lips, also hints at this effect.
This suggests that the ASTM validity check for the plane-strain may be a poor
measure of whether or not plane-strain is actually observed in the material. Addi-
tionally, replacing this condition with one based on the area fraction of the shear-lips
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(a) A2-R1-1 (b) A4-R1-2
(c) B2-R1-2 (d) C2-R1-1
(e) D4-R1-2 (f) E1-R1-2
Figure 8.11: Representative fracture surfaces from samples oriented in the
maximum toughness direction which produced valid KIC values according to
the ASTM standard.
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(a) A5-R1-1 (b) C1-R1-2
Figure 8.12: Fracture surfaces from the A5 and C1 samples which did not
produce valid KIC values.
may not perform significantly better, unless observation of a possible laminate-like
effect can be ruled out. Together, these observations suggest that although fracture
toughness is an extremely important parameter that needs to be measured in a quan-
titatively comparable way, the standard fracture toughness measurement which is
complicated, difficult to execute for a wide variety of samples, time-consuming, and
material-expensive may not be achieving this goal. However, more work needs to be
done to ensure that this phenomenon is not a result of the through-thickness various
that can accompany thick-plate material.
8.7 Summary
Ultimately, the fracture toughness of the material is an important design parame-
ter, and therefore it is critical that consistent, high-fidelity data be obtained that
is quantitatively comparable and independent of geometry, loading condition, and
other variable testing parameters. However, the ASTM E399 standard plane-strain
fracture toughness test, which is meant to ensure this kind of quantitatively compa-
rable data, may not be suitable when applied consistently to a large set of samples
179
that are expected, and indeed designed, to exhibit a large variation in toughness val-
ues. This is largely due to the various sizing, geometry, and loading requirements
involved in this standard, which must all be estimated based on the expected KQ
value. Therefore, while this is still an excellent testing standard especially in the
certification and qualification of particular materials and tempers, it is not suggested
as the preferred method of toughness testing for MGI and ICME projects such as the
one demonstrated here. Instead, either faster and less time-intensive measurements
which are not a function of additional input variables like specimen geometry or load-
ing condition, should be used (such as ASTM E1820). Or alternatively, the added
input variable must be somehow incorporated in to the PSPP map as it is defined
in Chapter 4 in order to communicate the necessity of measuring and including this
variable within the space.
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The goal of this work was to produce samples that had a variety of mechanical proper-
ties, including different resistances to failure by stress corrosion cracking (SCC), and
to examine the ease and feasibility of measuring these properties using commonly
available mechanical testing methods. As discussed in Chapter 3, this SCC resistance
can be estimated in many different ways, often through the use of other familiar
mechanical property tests (such as those described in Chapter 7 and 8) under a cor-
rosion environment. Similar to the fracture toughness tests discussed in Chapter 8,
most corrosion test measurements, are also difficult to separate from their specimen
geometry or test conditions. Since these tests must be performed under a corrosive
environment, the selection of that environment adds another potential variable that
must be controlled (or measured and accounted for). These necessity of controlling
these additional input variables, along with the long time scales required for more
traditional corrosion tests, may help to explain the recent popularization of poten-
tiodynamic polarization as a high-throughput testing method for corrosion resistance
in high-strength aluminum and other alloys. This work conducted potentiodynamic
polarization and open circuit potential measurements to examine if any of the various
parameters that could be collected might be potential candidates to correlate with
corrosion behavior. For a parameter to be a promising indicator of corrosion behavior
it must show wide variation across the sample set tested here and be a reliable, con-
sistent, and quantitative measurement with minimal subjectivity and bias involved
in its collection and analysis.
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9.1 Specimen Preparation
Corrosion samples were taken from the 1”x1”x1” ‘D’ blocks, as detailed in Chapter
5, and were further reduced to 0.5”x0.5”x0.5” cubes. An abrasive cut-off saw was
used to minimize the damaged layer while maximizing the efficiency of cutting. After
cutting, samples were backed with double-sided carbon tape and a threaded bolt
used for attachment in the test set-up was inserted. The configuration was then cold
mounted in an epoxy and dried under vacuum to prevent the formation of bubbles and
the interference of moisture. Cold-mounting was preferred in this application over hot-
mounting, since hot-mounting usually requires temperatures of at least 120 ◦C. Even
though the time at this temperature is short, usually only about 15 minutes, exposure
at these temperatures can artificially age the material slightly. Cold-mounting does
not expose the sample to elevated temperatures, and even though setting times can
be long (up to 24 hours) it is relatively easier to prepare many samples at once.
Therefore, cold-mounting was used to advantage in this application. One 0.5” cube
sample from each of the two different ‘D’ blocks were mounted for testing, in order
to capture a small amount of microstructural variation. This would ensure that any
anisotropy in the grain structure was accounted for. In this work, only the LT plane
was measured, but ideally three samples could be run from three different specimens
oriented according to the trisector method discussed in Chapter 6. After samples
were fully mounted, they were hand-polished with 120, 600, and then 2000 grit paper
to obtain a smooth surface prior to testing. To ensure a consistent exposure area for
testing, the polished surface was covered in tape punched with 1 cm2 circle.
9.2 Test Set Up and Procedures
Samples were tested in a typical three electrode electrochemical cell. Here the spec-
imen being tested served as the working electrode, a platinum rod served as the
counter electrode used to supply the current flowing at the working electrode during
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the test, and a standard Saturated Calomel Electrode (SCE) served as the reference
electrode.
Gamry Echem Analyst Software was used to conduct both tests. The open circuit
potential test, which measures changes in potential over time was used to determine
the open circuit potential (OCP), also known as the corrosion potential Ecorr. In
these tests the potential, which was allowed to fluctuate as the system attempted to
reach steady state, was measured every second for the duration of the one hour test.
Potentiodynamic polarization tests changed the potential in small increments over
a set range. After each increment the current was measured. In this work, tests
were automatically designed to start the cyclic polarization scan 100mV below the
Ecorr potential that was measured in the OCP test. Therefore, if poor OCP data is
collected in the first test, this could significantly impact the range of voltages scanned
for the dynamic test. From this initial potential, the forward scan rate was 0.5mV/s
through both the cathodic and anodic reactions and continued until the current den-
sity reached 100mA/cm2 before being reversed at 0.5mV/s back to the Ecorr value
collected from the OCP test.
Tests are typically conducted in a 0.1M (3.5%) sodium chloride solution. While other
molarities can be used, 0.1M solution is typically the most common and has been
shown to induce stress corrosion cracking in 7050 aluminum. Since a wide variety of
corrosion behavior is expected from the samples being tested, two different molarities
were tested to see which gave the best resolution for a small section of samples. Five
samples, A5, C1, C3, D1, and D2 were tested in both 0.001M and 0.1M solutions are
plotted in Figures 9.1 and 9.2, below.
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Figure 9.1: Five specimens tested in a 0.001M NaCl environment.
As seen in these plots, both molarities showed a similar range in the Ecorr values, but
0.1M showed a greater range in the Icorr values that were measured for the different
samples. Therefore, 0.1M solution was used in this work.
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Figure 9.2: Five specimens tested in a 0.1M NaCl environment.
9.3 Results and Analysis
9.3.1 Open Circuit Potential
The open circuit potential test, which measures changes in potential over time is used
to determine the open circuit potential, also known as the corrosion potential Ecorr,
and is characteristic of the metal-solution interface. Therefore, Ecorr should theo-
retically change with changes in the metal. While changes in the OCP of a freshly
fractured surface have been shown to correlate well with changes in the plateau crack
velocity other work has shown that changes in the OCP of a polished surface may
not sensitive enough to small changes in microstructure to be reliably resolved in this
type of test [1, 2, 3].
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Ideally, the potential should approach a steady-state value with time. However, ex-
amining plots of the potential with time for the various samples shows that a wide
variety of different types of behavior occur in the tests conducted here. Figure 9.3
shows some representative OCP curves that were observed.
Some samples, such as D1-1 and even A2-1, showed stable OCP values after relatively
short times. Others, such as B1-2 fluctuated through what appears to be some sort
of reaction that occurred at the surface before finally reaching a steady state. Others
seem to have gone through some type of possible reaction, but had potentials which
continued to increase steadily to the end of the test. It is possible that if the test
were continued these samples would have eventually reached at steady state, but this
behavior cant be confirmed. Approximately eight samples, including A3-2, showed
an extreme variation in the potential with time. But since this random oscillation
occurred across a stable mid-point it is unclear if this was due to “noise in the data
or some other physical phenomenon. A few samples, such as C1-1, showed steady in-
creases or decreases in the potential with time and don’t appear to approach a steady
state potential at all during the test. Still others, such as D2-1, appeared to reach
a steady state quite early in the test, only to experience a sharp change to a new
steady state potential halfway through testing. Ultimately, some of these behavior
meant that deriving a steady state OCP value from the data collected was often diffi-
cult even when analyzed individually. When automated processing with Matlab was
attempted, determining a reliable OCP value was made even more difficult by the
wide variation in behaviors that were seen. Values that were calculated are reported
in Figure 9.4, below.
Ultimately, this variation in behavior could be caused either by an environmental
effect, such as oxidation due to the presence of oxygen in the corrosive solution, or by
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(a) A2-1 (b) A3-2
(c) B1-2 (d) C1-1
(e) D1-1 (f) D2-1
Figure 9.3: Representative potential-time plots from the open circuit
potential tests conducted on various samples, showing the different types of
behavior that were observed.
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various localizations in the microstructure. In an attempt to rule out the presence of
oxygen within the environment playing a role, some deaerated tests were conducted,
but the behavior continued to fluctuate. Therefore, since this type of test does mea-
sure the local corrosion behavior of the material, it is likely that such variation in the
behavior of the system is the result of the highly inhomogeneous microstructure.
Figure 9.4: The open circuit potential values that were measured, plotted
with their corresponding small sample error.
One of the main uses of the open circuit potential test is to inform the scan range for
the potentiodynamic polarization test. In order to be sure that the potential range
will include both the cathodic and anodic Tafel plots, it is important to start the
test at a potential below that of Ecorr. Tests conducted in this work aimed to start
at a potential of 100mV below the expected Ecorr value, though 250mV below the
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corrosion potential is more common in Tafel plots [4, 5]. If the initial potential of
the test is not sufficiently below the corrosion potential then it is possible that an
inaccurate cathodic Tafel slope will be calculated, resulting in an incorrect measure
of the corrosion current Icorr.
However, based on the open circuit potential measurements that were collected, as
well as the initial polarization curves obtained during the molarity tests, it seems that
for a given environment the corrosion potential does not vary much across all of the
samples in the set. Therefore, one future approach would be to run a small sample of
initial tests to determine the OCP of the samples within the environment and then
begin the test at a potential sufficiently lower (by at least 250mV) than the average
OCP observed. Not only does this provide a more accurate measure of the corrosion
potential, which is critical if good data is to be obtained during the polarization scan,
but it is also much more efficient when such a large number of samples are involved.
9.3.2 Polarization Scans
Potentiodynamic polarization scans of the kind conducted here should encompass
both the cathodic and then anodic Tafel plot region before an increase in the current
and potential are observed. If the current increases sharply with respect to the poten-
tial change then pitting has occurred. If pitting does occur, the curve will typically
form a loop before crossing itself, indicating that the material has re-passivated. The
potential where the loop closes is considered the passivation potential. If pitting does
not occur then once the current density predetermined in the test parameters has
been reached, the potential will be reversed and the curve will follow back on itself.
A typical potentiodynamic polarization scan showing pitting and re-passivation is
shown in Figure 9.5[4].
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Figure 9.5: A typical potentiodynamic polarization curve in which pitting is
observed.
From this scan, the parameters that are typically of interest includes the pitting po-
tential, Epit, which is easily identifiable if pitting occurs and in which case Epot is
also of interest. Whether or not pitting occurs, Ecorr and Icorr can be calculated
from the Tafel slopes of the two reactions. Ecorr, which is identifiable by the sharp
asymptotic-like intersection point of the two reactions, can be measured easily and
more reliably in these scans than in the steady state open circuit potential tests previ-
ous mentioned. Icorr, however, cannot be measured directly and is usually calculated
by fitting a straight line to the linear region of each reaction. The slope of these
lines, known as the Tafel constants or Tafel slopes, can be used to extrapolate the
lines through Ecorr. The intersection of the line with Ecorr represents Icorr. However
this method of calculating Icorr is based on a very simplistic model of the reaction,
and does not always give an accurate measure of the corrosion current. In scans
such as those conducted here, where both the cathodic and the anodic reactions are
measured, the two tafel slopes should intersect each other at Ecorr and therefore give
a consistent measure of Icorr. As observed in many of the scans included both in
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this chapter and in the associated data repository, this intersection point does not
occur at Ecorr. This is usually an indication that at least one of the reactions is not
kinetically controlled and therefore does not exhibit a linear Tafel region. In these
situations the most linear of the two Tafel regions should be used to extrapolate the
slope through Ecorr to determine the corrosion current [4, 5]. The calculated values
for Ecorr and Icorr based off the cathodic Tafel slope are shown in Table 9.1.
Table 9.1: Calculated values for the corrosion potential and the corrosion current
for all specimens.
Specimen Ecorr (mV) Icorr (µA) Specimen Ecorr (mV) Icorr (µA)
A1 -695.75 1.464 C3 -678.25 0.511
A2 -699.25 0.694 D1 -662.75 0.657
A3 -746.50 0.227 D2 -660.75 1.052
A4 -847.75 0.806 D3 -641.50 0.070
A5 -705.25 1.404 D4 -691.25 0.077
B1 -690.75 0.721 D5 -682.75 0.059
B2 -899.00 0.908 E1 -672.00 1.076
C1 -713.75 0.450 E2 -849.75 0.228
C2 -876.00 0.729 E3 -882.50 0.325
Many of the polarization curves that were measured as a part of this work, such as
those shown in Figure 9.6, do exhibit this expected behavior. Though none of the
samples tested showed a single breakdown potential, the presence of pitting, followed
by re-passivation as indicated in the example above.
However, quite a few of those showed rapid fluctuations in the current, even as the
curve progressed through the various reactions as expected. Some samples that
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(a) A5-2 (b) C2-2
(c) D2-2 (d) E1-1
Figure 9.6: Representative potentiodynamic polarization curves showing the
expected single breakdown potential with no pitting and re-passivation
observed.
showed this behavior quite clearly are depicted in Figure 9.7. Just how a sharp
steady increase in the current indicates pitting, sharp fluctuations in the current such
as those seen here could be indicative of metastable pitting like that observed by
Gupta et al. [2]. Most of the samples tested in this work show this type of behavior
during the cathodic reaction, though a few, such as A3-1, experience it during the
anodic reaction. Even the samples shown in Figure 9.6 exhibit this behavior, though
the behavior is not as strong. Again, it is unknown if this behavior is the result of
an environmental affect that was not controlled, a local heterogeneity in the exposed
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microstructure, or if this behavior can actually be considered to be representative of
the bulk material specimen being tested.
(a) A3-1 (b) B1-2
(c) C3-2 (d) D1-2
Figure 9.7: Representative potentiodynamic polarization curves showing the
expected single breakdown potential with sharp variations in pitting that may
indicate metastable pitting.
Unfortunately, some of the tests resulted in a messy, chaotic curve that only vaguely
approximates a tafel plot. Some of these curves are shown in Figure 9.8. This noisey
behavior is almost certainly indicative of a failed test, though it is unclear whether
this failure is the result of an uncontrolled environmental effect or due again to a local
heterogeneity within the microstructure such as the presence of a large constituent
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particle or an oxide layer which has formed. Since additional variables have been
introduced in to the system which have not been either measured or controlled, it is
impossible to understand the significance of the behavior observed here.
(a) C3-1 (b) D3-2
(c) D4-2 (d) D5-1
Figure 9.8: Representative curves showing the messy, chaotic behavior that
was observed in some tests.
9.4 Summary
This work conducted potentiodynamic polarization and open circuit potential mea-
surements aiming to determine if any of the various parameters that could be collected
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might be potential candidates for quantitative measurements that indicate the rel-
ative likelihood for a material to undergo stress corrosion cracking. Some of the
measurements that were suggested for examination were the steady state corrosion
potential measured in open circuit potential tests, the corrosion potential Ecorr mea-
sured in the polarization scans, the corrosion current Icorr, and the pitting potential
Epit if pitting was observed. It has been shown here that this testing method, which
has recently become the preferred method of evaluating the relative corrosion suscep-
tibility of aluminum alloys over the last decade, must be carefully understood and
applied if meaningful experimental data is to be generated. In particular, these scans
measure the local intergranular corrosion behavior of the material, and when only
two samples per specimen are tested over a relatively surface area it is impossible
to draw conclusions on the bulk behavior of the microstructure. In the future, addi-
tional work should be done to ensure that the sample size tested is sufficient enough
to homogenize the system response so that conclusions about the bulk behavior can
be made. Without the ability to control for this heterogeneity and without better
control over potential environmental reactions within the system, this data cannot be
used to explore PSPP relationships like those discussed in Chapter 4.
Once full potential scans are collected for the various samples, it should be possi-
ble to calculate the various breakdown potentials that are observed, and to estimate
the corrosion currents associated with them. Other work recently reported in the
literature suggests that the metastable pitting rate may be a good candidate for the
types of measurements sought in this work, and qualitative observations of the data
presented here confirm that the metastable pitting rate does change significantly with
small changes in the microstructure. Further work should be done to evaluate the
different corrosion current and potential pairs and the metastable pitting rates of
the samples produced in this work, and to compare their values with high-fidelity
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corrosion experiments to understand what these high-throughput values correlate to.
Since potentiodynamic polarization testing has only recently become popularized as
a high-throughput method in this material, it is important to make sure that these
scans are being conducted in a manner to ensure consistent, accurate, and complete
data is collected that will result in meaningful quantitative parameters that can be
correlated to high-fidelity corrosion data. Until this is the case, correlation studies
such as those that have been published over the last 3 years will remain in question.
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SIGNIFICANCE AND FUTURE WORK
In Part I of this work, we proposed a standard method of communicating information
about the important variables that must be accounted for in a given materials design
space, as well as the process-structure-property-performance (PSPP) relationships
in-between them. Here we developed a PSPP map for wrought high-strength Al-Zn-
Mg-Cu alloys which are typically utilized in aircraft applications by first examining
the known knowledge database in this system to deduce what the important process,
microstructure, and mechanical property variables were of interest. Once a PSPP
map has been developed for a materials system, it is able to act as a living standard
and to be continually updated as more information about the system is discovered.
Additionally, these maps can be used to communicate information about models that
are developed within this system. If a variable or mechanism which is depicted within
the map, such as the ability to handle different recrystallized grain sizes, is not in-
cluded in a computational modeling tool, then the map can be used to communicate
the constraints of the model within the materials design space. Similarly, when ex-
perimental data is collected within this same space, the map can be used to clearly
communicate which variables in the space were held constant, which variables were
tracked and accurately measured, and if any variables were unaccounted for. This
information can help to communicate what situations the data can be used in, and
how the space that the experimental data can be used in is constrained.
In Part II of this work, we varied multiple parameters within such a materials de-
sign space and attempted to track and measure as many of the variables within the
space as possible using commonly available testing and characterization methods. In
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tackling such a large project in the complicated materials system of high-strength
wrought Al-Zn-Mg-Cu alloys, we were able to understand which current testing and
characterization methods are well suited to tracking these variables when the number
test specimens becomes quite large and when variability among those specimens is
involved. We were also able to identify opportunities for future work in this area,
which could be focused on improving our ability to implement projects of the scope
that is required here. In addition to evaluating the feasibility of the various measure-
ment and characterization methods, the raw data and the analyzed results for this
work are cataloged in an associated data repository and have been made available for
use in future work in this and other areas.
In the microstructure characterization, discussed in Chapter 6, an increased abil-
ity to automatically analyze optical images, particularly when subjective decisions
are required by the researcher, such as identifying a recrystallized grain boundary
versus a subgrain boundary, could lead to faster analysis and data processing. Since
the analysis of the images is one of the limiting steps in the amount of time re-
quired for characterization of that microstructural feature, improvements in this area
could greatly speed up the entire characterization process. Additionally, combining
traditional direct high resolution imaging methods, such as transmission electron mi-
croscopy, with indirect methods of characterizing nanometer size particles within the
matrix like resistivity curves, could be a way of improving the amount of information
that is collected on small scale microstructural features without significantly increas-
ing the time, budget, and overall scope of projects beyond what exists now.
In many mechanical tests that are currently conducted, we introduce additional vari-
ables that are not currently included in the PSPP map, which must then also be held
constant or must be tracked and measured. In the fracture toughness tests discussed
198
in Chapter 8, various aspects of the test must be optimized and tightly controlled
to ensure that the threshold stress intensity is calculated for a plane-strain condi-
tion. Without these additional validity requirements, the measured value cannot be
divorced from variables such as specimen geometry, fatigue pre-cracking history, or
test loading conditions. If it is necessary to include one or more of these variables in
the materials design space, the map can be updated to include them. However, it is
far more preferable if they are either held constant, or if an alternative test method
that is not a function of these additional variables, such as the methods proposed
in the ASTM E1820 standard, are used instead. Similarly, in the corrosion tests
discussed in Chapter 9, additional variables must be introduced. While stress corro-
sion cracking susceptibility is typically a property that is considered of much interest
in this materials system, the work conducted here suggests that this should more
properly be considered a material performance. Indeed, stress corrosion cracking, or
environmentally assisted fracture, can be considered to be a performance parameter
that is a combination of the ability of the material to resist fracture and to resist
intergranular corrosion. If either of these properties is improved the resistance of the
material to stress corrosion cracking should also improve. Based on the results of
Chapter 9, in which we were unable to use the corrosion data collected to examine
the structure-property correlations because of unaccounted variables such as environ-
mental affects and local heterogeneity within the microstructure, we can update the
map to better reflect the relationships and variables that must be accounted for in
the system. The updated map then, would have intergranular corrosion located in
the property column, with stress corrosion cracking in the properties column as a
function of both fracture resistance and resistance of the material to intergranular
corrosion. Additionally, the environment in which the corrosion is taking place is a
directly controllable parameter that will affect various aspects of the microstructure
and should be included in the processing column, perhaps as a service history.
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Therefore, even though the data discussed in Chapter 9 was unable to be used to
model the structure-property relationships as intended, it still yielded valuable infor-
mation about the mechanisms within the system and resulted in an updated iteration
of the PSPP map developed in Part I. As such, the PSPP map which was developed
here as a standard method of communicating information about the important vari-
ables within the material system in addition to the relationships between them, does
act as living standard. This is critical because material systems are being continu-
ously improved and developed. Therefore, we expect that maps developed using the
method proposed here will be able to successfully communicate what relationships in
the material system have not been explored or are not adequately understood and
successfully act as a living standard which can be continually updated and changed
as new information becomes available.
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