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Moh Khusnul Mubarak 
CoronavirusiDeasease2019 atauidisingkatiCovid-19iadalahipenyakit yang dapat 
menular yang penyebarannya sangat cepat. COVID-19 disebabkanioleh jenisivirus 
Baru yaituiSars-CoV-2. Dalam situasi semakin meluasnya virus COVID-19, 
banyak penelitian yang berbasis teknologi yang meneliti suatu aplikasi untuk 
mendeteksi pengguna masker untuk membantu membangkitkan kesadaran 
masyarakat akan pentingnya penggunaan maskeriuntukimelindungiidiriisendiri 
atauiorangilain. Dalam penelitian ini akan dikembangkan sebuah prototype aplikasi 
berbasis windows yang bernama Mask Detector dengan menggunakan Internet of 
things sebagai media alarm, dengan bahasa pemrograman python bisa digunakan 
untuk Bahasa dalam pemrogramannya. Pada pengembangan prototype Mask 
Detector mengambil referensi dari penelitian sebelumnya yang menggunakan 
metode Haar Cascade Classsifier namun memiliki jarak pendeteksian maksimal 
pada rentang 180 Cm. Pada penelitian ini yang menjadi fokus utama yaitu 
implementasi prototype aplikasi Mask Detector yang bisa digunakan pada rentang 
jarak dari pengguna lebih dari 180 Cm dengan menggunakan metode Deep Neural 
Network (DNN). Dengan menggunaan metode Deep Neural Network yang diringi 
dengan impelementasi dari NodeMCU diharapkan bisa menjadi bahan literasi dan 
dapat menyempurnakan beberapa penelitian terdahulu. 
 













































Moh Khusnul Mubarak 
Coronavirus Disease 2019 or abbreviated as Covid-19 is an infectious disease that 
spreads very quickly. COVID-19 is caused by a new type of virus, namely Sars-
CoV-2. In the situation of the increasingly widespread COVID-19 virus, many 
technology-based studies have examined an application to detect mask users to 
help raise public awareness of the importance of using masks to protect themselves 
or others. In this study, a prototype windows-based application called Mask 
Detector will be developed using the Internet of things as an alarm medium, with 
the python language being used for programming languages. In development of 
the Mask Detector prototype, it took a reference from previous research that used 
the Haar Cascade Classifier method but had a maximum detection distance of 180 
cm. In this study, the main focus is the implementation of the Mask Detector 
application prototype that can be used at a distance of more than 180 cm from 
the user using the Deep Neural Network (DNN) method. By using the Deep Neural 
Network method which is accompanied by the implementation of the NodeMCU, 
it is expected that it can become literacy material and can improve some previous 
research. 
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1.1. Latar Belakangi 
CoronavirusiDeasease2019iatauidisingkatiCovid-19iadalahipenyakit yang 
menular yang penyebarannya sangat cepat. COVID-19 disebabkanioleh jenisivirus 
Baru yaituiSars-CoV-2, yangidilaporkan munculipertamaidiiWuhaniTiongkok 
padaitanggal 31iDesemberi2019 dan mulaiimasukikeiIndonesia pada tanggal 2 
Maret 2020, penyebarannya yang sangaticepatidi Indonesia telah membuatitotal 
penderitaiCOVID-19idi Indonesia pada februari 2021 adalahisejumlahisekitar 
1.353.834 pasien (Per, 2021). HalitersebutimenjadikaniIndonesia sebagai negara 
nomori3 tertinggi untukipenderitaiCOVID-19ise-Asia.  
Virus COVID-19 merupakan kategori sangat infeksius sehingga bisa 
dengan mudah menyebar, pasien dalam masa inkubasi dan asimptomatik yang 
merupakan penderita tanpa gejala dapat menyebarkan virus Covid-19. Pada kondisi 
dimana sebuah virus bisa menyebar dengan mudah dan belum ditemukan obatnya, 
salah satu hal yang bisa membantu meminimalkan penyebaran virus dimasyarakat 
adalah dengan menerapkan kebijakan untuk wajib menggunakan masker bagi tiap 
individu di masyarakat. kebijakanuini telahuditerapkanuhampir diuseluruhudunia 
(universalumasking), salahusatunya adalahumenggunakan masker kainuuntuk 
masyarakatuumum (Atmojo et al., 2020). Dalam penerapan kebijakan penggunaan 
masker kain untuk masyarakat umum dikarenakan penggunaan masker medis 
diutamakan untuk para petugas medis sehingga ditakutkan akan terjadi kelangkaan 
barang apabila digunakan oleh masyarakat umum, dan karena penggunaan masker 
kain sangat tidak direkomendasikan untuk petugas medis dan sangat beresiko dalam 
menangani pasien yang harus bertatap muka secara langsung (WHO, 2020). 
Dalam mendisiplinkan penggunaan masker tiap daerah di Indonesia 
menerapkan berbagai kebijakan masing-masing, seperti razia masker yang akan 
diberikan sanksi baik itu membayar atau hukuman lainnya seperti contohnya pada 
pasal 11uPeraturanuGubernur Nomoru46 Tahun 2020 pada provinsi Bali yang 
berisi “perorangan,xpelakuxusaha,xpengelola,apenyelenggara,qpenanggung jawab 
 


































sebagaimana dimaksud dalam pasala7aayata1, adikenakanasanksi administratif “. 
Dendaiadministratifiyangiterteraidalamipasali11iadalahiuangisebanyakiRpi100.00
0iuntukipelanggaraniperorangan,isertaiuangisenilaiiRpi1.000.000iuntukipengelola
usahaiatauitempatiumum (PerGub Bali Nomor 46, 2020). 
Dalam situasi semakin meluasnya virus COVID-19, banyak penelitian yang 
berbasis teknologi yang meneliti suatu aplikasi untuk mendeteksi pengguna masker 
untuk membantu membangkitkan kesadaran masyarakat akan pentingnya 
penggunaan maskeriuntukimelindungiidiriisendiriiatauiorangilain dikarenakan 
menurut data pada bulan januari sampai maret pada tahun 2021 sudah  terdata 
17.157 orang yang ditindak dikarenakan tidak menggunakan masker ketika 
beraktifitas dan ini hanya pada wilayah Jakarta utara (Sembiring, 2021) 
Dalam pengembangan aplikasi yang serupa Mask Detector terdapatibanyak 
sekaliimetodeiyang bisa digunakan salahisatunya adalah Haar Cascade Classsifier, 
yaitu sebuahimetodeideteksiiobjek yang dibuatioleh PauliViola dan Michael Jones. 
Padaitahuni2001, merekaimempublikasikan sebuah makalahiyangidisebut "Rapid 
Object Detection using a Boosted Cascade of Simple". Hasilidariipenelitianiini 
adalahisebuahiaplikasiidapatimendeteksiipenggunaan maskeridari citraidariifoto 
atauivideo dengan baik, dengan keakuratan tertinggi adalah 88,7%idaniterendah 
44,9%. Fituriperingataniyang berupaiaudio dan memotret jugaidapatiberkerja 
denganibaik (Anarki et al., 2021). Namun dalam penggunaan metode ini hanya 
efektif pada jarak maksimal 180 Cm, dari hasil ini bisa disimpulkan bahwa 
penggunaan metode ini akan sangat sulit untuk diimplementasikan pada 
pendeteksian orang banyak pada kerumunan yang terkadang jarak deteksi 
bervariasi. 
Dalam kasus ini akan dikembangkan sebuah prototype aplikasi berbasis 
windows yang bernama Mask Detector dengan menggunakan bahasa pemrograman 
python. Dikarenakan Bahasa pemrograman iniimerupakan bahasaipemrograman 
interpretatifimultiguna denganifilosofi perancanganiyang berfokus padaitingkat 
keterbacaanikode. Bahasa pythonidianggapisebagaiibahasaiyangimenggabungkan 
 

































kapabilitas, kemampuan, idengan sintaksis kodeiyang sangatijelas, dan dilengkapi 
denganifungsionalitas pustaka standariyang besar serta komprehensif. Pythonijuga 
didukungioleh komunitas yangibesar (Syahrudin & Kurniawan, 2018). Hal ini yang 
membuat pengembangan python untuk beberapa tahun kedepan akan lebih mudah 
dikarenakan banyaknya dukungan yang berarti banyak pengembang yang 
menggunakan bahasa ini dalam melakukan pengembangan aplikasi, dan tentu saja 
akan ada banyak library yang bermunculan. 
Library adalah suatu paket bantuan untuk mempermudah pengembang 
mengembangkan aplikasi tanpa mengetik banyak baris kode pemrograman. 
Dalamipenerapan Prototype Mask Detector ini disandingkan dengan 
microcontroller NodeMCU ESP8266, yang merupakan chip yangidirancang 
untukiberhubungan denganiinternet melaluiiWi-Fi. Dalam penelitian ini 
menawarkan solusiijaringan Wi-Fiiyang lengkap dan berdiri sendiri tanpa bantuan 
modul tambahan, yang memungkinkan untuk menjadi host maupun client (Hidayat 
et al., 2018). Dengan menggunakan perangkat ini yang akan disandingkan dengan 
modul buzzer yang merupakan modul untuk mengeluarkan suara alarm yang akan 
dipicu dari pemanggilan url melalui local server dengan bantuan jaringan Wi-fi, 
disini NodeMCU berada pada posisi client sehingga harus terkoneksi pada suatu 
jaringan Wi-fi yang sama dengan perangkat yang menggunakan prototype Mask 
Detector. 
Pada pengembangan prototype Mask Detector mengambil referensi dari 
penelitian sebelumnya yang menggunakan metode Haar Cascade Classsifier 
namun memiliki jarak pendeteksian maksimal pada rentang 180 Cm. Pada 
penelitian ini yang menjadi fokus utama yaitu implementasi prototype aplikasi 
Mask Detector yang bisa digunakan pada rentang jarak dari pengguna lebih dari 
180 Cm dengan menggunakan metode Deep Neural Network (DNN). Metode ini 
yangimerupakan algoritmaipemodelan denganitingkatitinggi,iberlapisiserta 
mendalamiyangibanyak digunakan padaikomputerivision (Abdul et al., 2020). 
Deep Neural Network merupakan sebuah Machine Learning yang 
digabungkan menggunakan Artificial Neural Networks (ANN). MachineiLearning 
merupakanicabang ilmuidari ArtificialiIntelligence atau biasa dikenal dengan 
 

































sebutan kecerdasan buatan yaituisistem yangimemiliki keahlian sepertiimanusia, 
mampuiberadaptasi danibelajar agar dapatibekerja dengan lebihibaik jikaiterjadi 
suatuiperubahan padailingkungan (Nasri, 2014). Hal ini memungkinkanikomputer 
memilikiikemampuan untukibelajar tanpa perluidi programilagi (DEWI, 2018). 
Secaraisederhana MachineiLearningimampuimembangunisebuahialgoritmaiyang 
memungkinkan program komputer untukibelajar dan melakukanitugasnyaisendiri 
tanpaiadanya instruksiidariipenggunanya. Algoritmaisemacam iniibekerja dengan 
caraimembangun sebuahimodel dariiinput atauimasukan untukidapat menghasilkan 
suatuiprediksi atauipengambilan keputusaniberdasarkan dataiyang ada.   
Sedangkan Artificial Neural Networks (ANN) merupakan sistemipemroses 
informasiiyang memilikiikarakteristik miripidengan jaringanisyaraf biologi, iyang 
merupakanirepresentasi tiruanidari otak manusia, iyang berisiiberjuta-jutaisel 
syarafi (neuron) daniberfungsi untuk memprosesiinformasi (Dharma et al., 2011).  
Dengan menggunaan metode Deep Neural Network diharapkan bisa 
menjadi bahan literasi dan dapat menyempurnakan beberapa penelitian terdahulu. 
1.2. Perumusan masalah 
1. Bagaimana membuat prototype Mask Detector dan menyandingkannya dengan 
microcontroller NodeMCU ESP8266? 
2. Bagaimana membuat kontrol alarm untuk memindai penggunaan masker 
berbasis Deep Neural Nertwork? 
3. Bagaimana hasil evaluasi dalam penerapan metode Deep Neural Network untuk 
mendeteksi penggunaan masker pada prototype Mask Detector? 
1.3. Batasan masalah 
1. Aplikasi menggunakan bahasa pemrograman python 
2. Aplikasi ini beroperasi pada system operasi windows 
3. Kamera berukuran minimal 720 x 480 pixel (HD) 
4. Komputer dan NodeMCU terhubung pada 1 jaringan yang sama 
5. Menggunakan NodeMCU ESP8266 
1.4. Tujuan penelitian  
1. Membuat prototype Mask Detector dan menyandingkannya dengan 
microcontroller NodeMCU ESP8266. 
 

































2. Membuat kontrol alarm untuk memindai penggunaan masker berbasis Deep 
Neural Nertwork. 
3. Mendapatkan hasil evaluasi dalam penerapan metode Deep Neural Network. 
untuk mendeteksi penggunaan masker pada prototype Mask Detector. 
1.5. Manfaatipenelitian 
• Akademik  
Sebagai media referensi untuk melihat kemampuan mendeteksi penggunaan 
masker pada wajah dengan menggunakan metode Deep Neural Network jika 
dibandingkan dengan metode Viola-Jones dan ConvolutionaliNeural Network 
• Aplikatif  
diharapkan prototype ini bisa disempurnakan sehingga bisa digunakan oleh 
masyarakat umum. 
1.6. Sistematikaipenulisan skripsi 
Gunaimemahamiilebih jelas laporaniSkripsi ini, idilakukan denganicara 
mengelompokkanimateri menjadiibeberapa subibab denganisistematikaipenulisan 
sebagaiiberikut: 
• BabiI yaituipendahuluan 
Babiini menjelaskan tentangiinformasi umum yaituilatar belakangipenelitian, 
perumusanimasalah, tujuanidan manfaat penelitian, iruang lingkupipenelitian, 
danisistematikaipenelitian. 
• BabiII yaituistudiipustaka 
Bab ini berisikaniteori yangidiambilidari beberapa kutipanibuku, yang berupa 
pengertianidan definisiiyang berkaitan denganisistem yangidibahas. 
• BabiIII yaitu metodologi penelitian 
Babiiniiberisikan metode seperti apa yang digunakan selama penelitian serta 
tahapan-tahapannya, dan juga akan dipaparkan secara singkat arsitektur dari 
sistem yang dibahas serta kebutuhan yang diperlukan sistem. 
• Bab IV yaitu pembahasan 
Bab ini menjelaskan proses pembangunan system, alur kerja dari sistem, 
pengkodingan, dll. 
 

































• BabiV yaituipenutup 
Babiini berisi kesimpulaniyang berkaitan denganianalisa sistem berdasarkan 































































Dalamipenelitianiini ada beberapaipenelitianisebelumnya yangipernah 
dilakukan dengan berbagai metode dan media penerapan yang berbeda-beda, salah 
satunya pada penelitian yang berjudul “PENERAPAN METODE HAAR 
CASCADE PADA APLIKASI DETEKSI MASKER”. Metode yang digunakan 
adalah Haar Cascade, ini merupakan metodeideteksi objek yangiberhasil dibuat 
olehiPauliViola daniMichaeliJones. Hasilidari penelitianiini yaituiaplikasi yang 
dapatimendeteksi seseorang yang tidak meggunakan masker dari citraiyang 
bersumberidari foto maupun video streamidengan total keakuratanitertinggii88,7% 
dan terendahi44,9%. (Anarki et al., 2021). Dalam penerapan metode ini ada 
beberapa kekurangan yaitu masalah kecepatan aplikasi yang dirasa sangat lamban 
dan otomatis akan memakan waktu yang lama dalam melakukan pendeteksian 
wajah seseorang, dan dari pengujian awal jarak efektif dalam pendeteksian 
penggunaan masker yaitu sejauh 180 Cm dengan kondisi pencahayaan dalam 
ruangan dengan mengandalkan cahaya lampu LED. 
Pada penelitian yang dikembangkan oleh Syafeeza, Khalil-Hani, Liew, dan 
Bakhteri yangimenggunakanimetode ConvolutionaliNeural Networkidenganijudul 
“Convolutional Neural Network for Face Recognition with Pose and Illumination 
Variation”. Penggunaan metode ini adalah untuk mengatasi masalah dalam 
pengenalan wajah, dengan solusi yaitu mampu menangani gambar wajah yang 
mengandung ekspresi wajah dan pencahayaan yang bervariasi.(Syafeeza et al., 
2014). Salah satu kelemahan yang didapatkan dalam penggunaan metode ini dalam 
pendeteksian penggunaan masker adalah kesulitan dalam mendeteksi masker yang 
bergambar berupa karakter yang memiliki gambar wajah baik itu animasi atau 
wajah seseorang. 
Dalam penerapan microcontroller NodeMCU ESP8266, melalui penelitian 
yang dilakukan oleh M Reza Hidayat, Christiono,Idan BudiISeptiana 
SapudinIdengan judul “PERANCANGAN SISTEMIKEAMANAN RUMAH 
 

































BERBASIS IoT DENGAN NodeMCUIESP8266 MENGGUNAKAN 
SENSORIPIR HC-SR501 DAN SENSOR SMOKEIDETECTOR” yang 
menggunakan board NodeMcuIESP8266 yang memanfaatkan sensor gerak dan 
sensot asap, dan apabila mendeteksi asap maupun gerakan maka akan menyalakan 
alarm berupa buzzer. Dari data pengujian yangIdiperoleh tingkat 
keberhasilanIsubjek ujicoba yang bekerjaIpaling maksimal adalah manusia 
karenaItingkat keberhasilanya mencapai 100%Idari sepuluh kali percobaan, 
sedangkanIkucing tingkat keberhasilanyaIsebesar 60%, dan hasil rata-
rataIpengujian sensor gas (MQ-02) Isebesar 300,2 ppm denganIrata-rata sebesar 
302,99 ppm dan selisihIsebesar 2,79Ippm. (Hidayat et al., 2018).  
Penerapan microcontroller NodeMCU ESP8266 juga diterapkan pada sebuah 
tulisan dengan judul “SECURITY SYSTEM USING DEPTH CAMERA AND 
IOT” yang ditulis oleh Puntadewa Zaid Barliena, yang meneliti sebuah system 
keamanan yang mengandalkan sensor gerakan dengan menggunakan kamera yang 
dilengkapi infrared dan sensor motion danIakan memicu alarm apabila mendeteksi 
gerakan, dan hasil Dari skenario ujiIdeteksi objekIatau Gerakan pada penelitian ini 
adalah dari jarak 1meterIdan 2 meter denganIprosentaseIkeberhasilannyaIsebanyak 
100%, sedangkanIpada jarakI3 meter danI3,5 meter dengan sebanyak 100%. 
KemudianIhasil pengujian padaIberbagai kondisiIpencahayaan dariI0Isampai 
AngkaI13 pada skalaIcandela menunjukkan bahwaIsistem dapatImendeteksinya 
denganIbaik (Barliena et al., 2020). 
 Dalam penelitian yang menggunakanIalgoritma violaIjones yang ditulis oleh 
YosiIFerik, HardianIOctavianto, danIHenny WahyuIyang berjudul “DETEKSI 
WAJAH MENGGUNAKAN ALGORITMA VIOLA-JONES” yang menghasilkan 
sebuahIaplikasi yang menerapapkanImetode ViolaIJones, yangIakan berguna 
unutkImendeteksi wajah seseorangIdimana kamera akan merekam sebuah sebuah 
objek kemudian sistemIakan menganalisa apakah objekItersebut manusia, jika 
benar akan terdeteksi sebuah wajah dan akan ditandaiImenggunakan garis 
berbentukIpersegi. Metode dalam penelitian ini memiliki tingkat akurasiI90%. 
Namun dalam penerapan metode ini memiliki kelemahan yaituItidak bisa 
menentukanIwajah padaIgambar yang memilikiIwajah miring atauImenghadap ke 
 

































samping. IPosisi wajah yangItegak/tidakItegak sangat menentukanIkeberhasilan 
deteksi wajahIini(Ferik et al., 2015). 
Pada penelitian yang ditulis oleh Syaiful Rijal yang berjudul 
“PENGENALANIEKSPRESI WAJAH MENGGUNAKAN DEEP LEARNING” 
yang menggunakanImetode DeepILearningIdalam pengejaannya, danIhasil dari 
penerapanImetode ini padaIproses pengenalan mimikIwajah dapatIditerapkan dan 
tingkatIakurasi sebesarI85% diIkondisi terangIdan 70%Idikondisi redup. Serta bisa 
mendeteksi pada saat adanya penggunaan kacaImata, denganItingkatIakurasi 
sebanyak 78%IdikondisiIterang. MetodeIini diterapkan denganIharapan dapat 
diterapkanIdalam penelitin yangImembutuhkan pengenalan ekspresiIwajah, seperti 
pengukurItingkat kepuasan padaIkonsumen (Rijal et al., 2019). 
Pada penelitian dengan judul “DEEP LEARNINGIUNTUK DETEKSI 
WAJAH YANG BERHIJAB MENGGUNAKAN ALGORITMA 
CONVOLUTIONAL NEURALINETWORK (CNN) DENGAN TENSORFLOW” 
dengan nama penulis Wulan Anggraini yang meneliti cara mendeteksi pemakaian 
hijab dengan metode Convolutional Neural Network dengan bantuan library 
tensorflow, dengan hasil nilai accuracy yang dihasilkan dariIpemodelan CNNIyang 
telah dibuat yaituIdata training sebesar 92% danIdata testIsebesar 87% (Vinet & 
Zhedanov, 2011). 
Selanjutnya dijelaskan pada penelitian berjudul “A New Deep Neural 
ArchitectureISearch Pipeline forIFace Recognition” yang ditulis oleh NingIZhu, 
Zakuan YuIdan Caixia KouIyang meneliti pengenalan wajah menggunakan metode 
Deep Neural Network dengan hasil berupa tingkat akurasi sebanyak 98,77% pada 
dataset pertama dan 99,89% pada dataset kedua (Zhu et al., 2020). 
Penelitian selanjutnya dengan judul “Sistem Pendeteksi Penggunaan Masker 
Sesuai Protokol Kesehatan Covid 19 Menggunakan Metode Deep Learning” yang 
ditulis oleh Dewanto Adhy dan Nizirwan Anwar yang menelitis sebuah system 
untuk mendeteksi sesorang yang tidak menggunakan masker dengan metode Deep 
Learning, dan hasil dari penelitian ini adalah dengan nilai presentase keberhasilan 
pendeteksi penggunaan masker tertinggi sebanyak 95% dengan kondisi wajah 
 

































terlihat lurus didepan kamera dan warna masker yang kontras dengan wakna kulit 
(Dewanto & Adhy, 2020). 
Daftar penelitianIterdahulu secaraIringkas bisaIdilihat padaItabel 2.1. 
  
Tabel 2. 1: Penelitian Terdahulu 
































































































No Peneliti Judul Hasil Tahun 




sebesar 60%, dan 
hasil rata-
rataIpengujian 
sensor gas (MQ-02) 











Security System Using 






dan sensor motion 
dan akan memicu 
alarm apabila 
mendeteksi 

















































































































dataset pertama dan 
2020 
 






















































didepan kamera dan 





Dari beberapa referensi penelitian terdahulu masih belum ada sebuah 
penelitian pendeteksi masker dengan basis aplikasi windows dan penggunaan 
NodeMCUIESP8266 sebagai sebagai media menyalakan alarm dan menggunakan 
metode Deep Neural Network dalam mendeteksi penggunaan masker. 
2.2. Teori-teoriIDasarI 
2.2.1. Windows (Microsoft)  
MerupakanISistem Operasi yangIdikembangkan MicrosoftICorporation 
denganImenggunakan antarmukaIdengan berbasis GUI (GraphicalIUserInterface). 
Windows berawal dari terbitnya Ms-Dos (MicrosoftIDisk OperatingISystem) Iyaitu 
SistemIOperasi yangIberbasis teksI/ CLI (CommandILineIInterface). IWindows 
padaIVersi awalIyaituIWindows Graphic EnvironmnetI1.0 yangImerupakan 
perangkat lunakIdengan arsiteksturI16-Bit danIbukan Sistem Operasi MS-DOS, 
sehinggaIuntuk mengoperasikaannya membutuhkanIMS-DOS.IMS-DOSIpada 
awalnya dibuatIoleh perusahaanIpembuat komputerISeattle ComputerIProducts, 
 

































kemudianIdiakuisisi olehIMicrosoft danIberkembang menjadiIWindows 1.0. 
WindowsI1.0Iberkembang menjadiIWindows 2.0Idengan menggunakanIVGA 
(VideoIGraphicsIArray) serta jugaImendukungIMulti-Tasking. IWindowsI2.0Ijuga 
menggunakanIProcessor Intel 80286.IDimana ProcessorIIntel 80286Imerupakan 
Processor pertamaIyang memiliki potensiIuntuk memproteksi area memory. 
KemudianIberkembang menjadi generasiIWindows 3.0 yangImempunyai elemen 
terbaruIyairu kartu grafisISVGA atauIXGA. IPada era tersebut, IMicrosoft juga 
menyajikanISDK (SoftwareIDevelopment kit) yangIberfungsi untukImemudahkan 
para developer mengembangkanIaplikasi/programnyaIagar dapatIberjalanIdi 
WindowsI3.0 ini. Windows 3.0Ijuga memiliki VirtualIDevice DriverI (VXD). 
Windows 3.0Iberkembang menjadi WindowsI3.1 denganIfitur Multimedia dan 
TrueIType Font, selain ituIWindows 3.1 ini berkembang menjadi SistemIOperasi 
NetWorkingI (Windows 3.11).  
Setelah mengalami perberkembangan, Microsoft mempublikasikan Sistem 
Operasi hibrida 16-Bit/32-BitIyang dikenal denganIWindows 95.IPada 
pengembangan iniImemiliki GUIIyang lebih menarikIdan memiliki beberapa fitur 
sepertiI: Browser yangIterintegrasi serta WindowsIExplorer untuk menjelajah 
Windows. ISelain itu adaIfitur untuk memanajemen dayaI (APM) dan jugaIClient-
Server. IPerkembangan dari Windows 95Iadalah Windows 98 yang 
sudahImendukung penggunaan VGAIberbasis AGP, sertaImendukung media 
penyimpananIseperti USB, dan jugaIbeberapa fitur tambahan yaituIMicrosoft 
Office dan Internet Explorer versiI5. Windows 98 juga sudah memiliki kemampuan 
untuk bermain Game serta aplikasi Multimedia. PerkembanganIwindows 
berikutnya adalah Windows ME denganIdukungan grafis dari 16-Bit ke 32-Bit. 
Windows ME punIdiganti dengan Windows NT yang sudah mendukung arsitekstur 
x86 (80×86) Intel IA64 danIAMD64 (x64) serta mendukung grafisI32-Bit.  
Sebenarnya WindowsINT dibangun dariIpengembangan IBM OS/2 dan 
jugaIbanyakIdigunakan dalam jaringanIkomputer.IWindows NTjuga mengenalkan 
File SystemINTFS yang lebihIbaikIdari FAT maupunIFAT-32.ISelanjutnya 
Windows NTIdikembangkan danImenjadi Windows 2000Iyang memilikiIbanyak 
fitur tambahanIdiantaranyaI: Active Directory, IImage Preview, IBrowser Internet 
 

































Explorer v6, DirectX dan Open GL, Plug and Play sertaIWindows Driver Model 
yang performanya lebih baikIdaripada sebelumnyI. Setelah generasiIWindows NT 
munculah WindowsIXP yangImenawarkan banyak perubahan,Imempunyai 
banyakIfitur dan performaIyang semakin mengingkat. IBisa dikatakan Windows 
XPIadalah system operasiIwindows yang palingIlaris yang digunakanIpengguna 
PC.  
Seiring denganIkebutuhan mengenai jaringanImaka Microsoft meluncurkan 
SistemIOperasi yangIberfokus pada jaringan, Iyaitu Windows ServerI2003 yang 
merupakanIsystemIoperasiIyang sama sepertiIWindows NT, pada system 
operasiIini memiliki berbagai fitur, Iyaitu platform .Net. Ada juga Domain 
ControllerIServer, Public KeyIInfrastructure Server, DomainIName System 
(DNS), Dynamic Host ConfigurationIProtocol (DHCP), IWindows Internet 
NameIService (WINS), MicrosoftIIIS, danIsebagainya. MicrosoftIpunImelanjutkan 
pengembanganISistem Operasi dengan meluncurnya Windows Vista,Iyang 
merupakan pengembanganIdari Windows XPIyang  lebih mengutamakanItampilan 
grafis antarmukaIdisbanding performa, Idibuktikan dengan tertanamnyaIfitur : 
AERO, ISidebar, dan sebagainya. ISystem operasi iniIjuga menawarkanItingkat 
keamanan yang lebihIbaik jika dibandingkanIdengan WindowsIXP, dikarenakan 
adanyaIWindows Firewall withIAdvanced Security, IWindows Defender, IParental 
Control, IUser AccountIControl (UAC), BitLockerIDriveIEncryption, ASLR.  
GenerasiIsistem operasi selanjutnyaIadalah penggabungan dariI2 Sistem 
Operasi yaituISistem OperasiIWindows VistaIdenganIWindows ServerIyang 
dinamakan Windows Server 2008. Selanjutnya WindowsIServerI2008 
dikembangkan dan menjadiIWindows Server 2008IR2. Versi selanjutnyaIlahir dan 
dinamakanIWindows 7, IWindows 7 dirilisIuntuk menggantikanIkekuranganIdari 
WindowsIXPIdan kelebihan Windows Vista.(Sumarto, 2014) 
2.2.2. Python  
Python adalahIbahasa pemrograman dinamis danmendukungIpemrograman 
berbasisIobjekIdanIdikembangkan dengan menggunakan beberapaIlisensi. Namun 
dalamIpenggunaannya, IPython dapat diperolehIserta digunakan secaraIbebas 
untukIkepentinganIumum. 
 

































Python pertamaIkali diperkenalkan olehIGuido pada tahunI1990 di 
Amsterdam, Isebagai pengembanganIdariIBahasa ABC. IVersi terakhirIyang 
dikeluarkan CWIIadalah 1.2. ITahun 1995, IGuido pindah keICNRIIdengan 
melanjutkan pengembanganIPython. VersiIterakhir yangIdikeluarkan adalahI1.6. 
TahunI2000, GuidoIdan para anggotaItim pindah keIBeOpen.comIdan membentuk 
BeOpenIPythonLabs. IPython 2.0Idikeluarkan oleh BeOpen. ISetelahIpeluncuran 
PythonIversi 2.0, IGuido serta anggotaItim pindah keIDigitalICreations. SaatIini 
pengembangan PythonIterus dikembangakan yangIdikoordinirIoleh GuidoIdan 
Python SoftwareIFoundation. PythonISoftware Foundation merupakanIorganisasi 
yang dibentukIsebagai pemegang hakIcipta dari PythonIdari peluncuran Python 
versiI2.1 untuk mencegahIPython dimiliki olehIperusahaanIkomersial. 
Penggunaan namaIPython dibuat oleh GuidoIsebagai sebuah namaIBahasa 
yang dia ciptakanIkarena kecintaannya padaIsebuah acara televisiIbernama Monty 
Python’sIFlying Circus. 
Bahasa Python hampirIdi semua sistemIoperasi bisaIdigunakan, bahkan 
padaIsistem operasiILinuxIDengan kode yang ringkasIserta mudah diterapkan, 
sehinggaIseorang programmer bisaIlebih mudah dalamIpengembangan suatu 
aplikasi.ISelainIituIpythonIadalahIprodukIopensourceIjuga multiplatform.IFitur-
fitur yang dimilikiIPython yaitu memiliki kepustakaanIyang luas, Idalam distribusi 
PythonItelahIdisediakan berbagai macam modul yangIsiap pakai untuk berbagai 
keperluan.IMemiliki tata bahasaIyang mudah untuk dipelajari.IMemiliki sistem 
pengelolaanImemori otomatis (garbage collection,Iseperti java)Imodular, 
mudahIdikembangkan denganImenciptakan modul-modulIbaru, modulImodul 
tersebut dapatIdibangun denganIbahasa PythonImaupun C/C++. (Wahhah, 2000) 
2.2.3. CitraIdanIPola  
Citra merupakanIdua dimensi dariIfungsi f(x,y) Idimana xIserta yIadalah 
sebuah koordinatIpada bidang dan amplitude dariIf pada pasanganIkoordinat 
adalah intensitasIatau sebuahItingkatan keabu-abuanIdari suatuIcitra pada titik 
tersebut. IJika x, y, dan nilai intensitas dariIf tersebut bernilai diskrit, Isehingga 
dinamakanIcitra. 
 

































Pengolahan citraI (imageIprocessing) Imerupakan suatuIbidang yang 
berkaitanIdengan proses transformasiIcitra (image) denganIbertujuan untuk 
memperolehIkualitas citraIyang lebihIbaik. IPengenalan pola (pattern recognition) 
adalah bidang ilmuIuntuk melakukan proses analisaIgambar dengan keluaran 
berupaIgambar ataupun citraIdigital dan menghasilkanIsuatu deskripsiIuntuk 
memperolehIinformasiIyangIdisampaikanIoleh gambar atauIcitra, denganIkata lain 
meniru kemampuanImanusia (otak manusia) Idalam mengenali suatuIobjek atau 
pola tertentu (Budiarti, 2006). 
2.2.4. ComputerIVision  
Computer VisionIadalah ilmu yangImempelajari bagaimanaIkomputer 
menganalisaIsebuah obyek. IComputer Vision adalah kombinasi 
antaraIpengolahan citra danIpengenalanIpola. Computer VisionIbersama 
intelegensiaIsemu (artificial intelligence) akan mampu menghasilkan sistem 
intelegen visual (visualIintelligence system)I(Budiarti, 2006).   
2.2.5. Face Recognition  
FaceIrecognition adalah sebuahItugas untukImengenali sebuahIwajah 
seseorang. IPenelitian danIpengembangan ilmu pengenalanIwajah berkembang 
secaraIotomatis atasIdasar banyanya peminatIdalam pengolahan citraIbaik digital 
maupunIvideo. Motivasi penelitianIdan pengembanganIdari pengenalan wajah 
termasukIdalam lingkup otentikasiIbiometric, Ipengawasan, interaksi manusia dan 
komputer, Idan manajemenImultimedia (Budiarti, 2006).  
Pengenalan wajahImerupakan salahIilmu yangIada di dalamIkomputer 
vision, yangIdapat menganalisa suatu citraIwajah yang ada diIdalam sebuah 
gambar serta menemukanIidentitas atau dataIdiri dari citra wajahItersebut dengan 
cara membandingkanIterhadap data yang adaIdi dalam database. Face recognition 
dilakukan dariIsisi depan disertai pencahayaanIyang merata pada seluruh wajah. 
AkanItetapi ada beberapa permasalahanIyang muncul,Iseperti letak dari wajah, 
ukuranIwajah, danIlainnya (Nagpal et al., 2015). 
Sistem face recognitionIpada umumnya mencakup empatImodul utama, 
yaitu:Ideteksi, alignment, ekstraksi fiturIdan pencocokan. ProsesIlokalisasi dan 
 

































normalisasi adalahIlangkah-langkah sebelumIproses pengenalan wajah (ekstraksi 
fiturIwajah danIpencocokan) dilakukan.  
Deteksi wajahImerupakan langkah pertamaIuntuk melakukan identifikasi 
wajahIatau face recognition.ISebuah pendeteksi wajahIseharusnyaIdapat 
mengidentifikasi danImencari lokasi sertaIluas semua wajah padaIsebuah gambar 
tanpa memperhatikan pose,Iskala, orientasi,Iumur, dan ekspresi.IDeteksi wajah 
melakukanIsegmentasi area citra wajahIdengan bagianIlatar (background).  
Proses alignment berfugnsi untukImendapatkan tingkatIakurasi yang lebih 
baikIdan tinggi untukIlokalisasi dan normalisasiIcitraIwajah.  
Setelah sebuah wajahImelalui tahap normalisasi,Iekstraksi fitur tersebut 
dikerjakanIuntuk mengambil data yang efektif danIberguna untuk memisahkan 
antaraIcitra wajah dariIorang-orangIyang berbeda satuIsama lain dan cukupIstabil 
untuk bermacam-macam geometric dan fotometrik.IPencocokanIwajah 
mengunakan caraIdengan melakukan persamaan fiturIyang telah diolahIdari citra 
wajahImasukan yaitu kumpulanIdata dari databaseIwajah. 
 
 
Gambar 2. 1: Proses Pengenalan Wajah (Budiarti, 2006) 
2.2.6. NodeMCU ESP8266  
PapanIpengembangan NodeMCUIESP8266 hadir denganImodul ESP-12E 
yangIberisi chip ESP8266Iyang memiliki mikroprosesorITensilica Xtensa 32-bit 
LX106IRISC. MikroprosesorIini mendukung RTOS danIberoperasi padaIfrekuensi 
clock yang dapatIdisesuaikan 80MHz hinggaI160 MHz. NodeMCU memiliki 128 
KBIRAM dan 4MB Flash memoryIuntuk menyimpan dataIdan program. Kekuatan 
 

































pemrosesannya yangItinggi denganIWi-Fi / Bluetooth dan fiturIOperasiITidur 
Nyenyak membuatnyaIideal untuk proyek IoT. 
NodeMCUIdapat diberi dayaImenggunakan jack MicroIUSB dan pin VIN 
(Pin SuplaiIEksternal). Ini mendukungIantarmuka UART,ISPI, danII2C.. (Hidayat 
et al., 2018) 
2.2.7. MachineILearning  
MachineILearning merupakan cabangIilmu dari ArtificialIIntelligence yang 
memungkinkanIkomputer memilikiIkemampuan untuk belajarItanpa perlu di 
programIlagi (Arthur Samuel. 1959).ISecara sederhanaIMachineILearning 
membangun suatuIperhitungan yang memungkinkanIsuatu programIkomputer 
untuk belajarIdan melakukan tugasnyaIsecara mandiri danIotomatis.IAlgoritma 
semacam iniIbekerja dengan caraImembangun sebuah modelIdari input atau 
masukanIuntuk dapat menghasilkanIsuatu prediksi atauIpengambilan keputusan 
berdasarkanIdata yang sudah ada. Beberapa penerapan dariIMachineILearning 
adalah textIanalysis dan imageIprocessing. AdaItiga kategori utamaIdalam 
MachineILearning,Iyaitu: 
o SupervisedILearning  
Pada supervisedIlearning, Idata yang dimilikiIdiperlengkap denganIlabel/kelas 
yangImenunjukkan klasifikasi atauIkelompok dari dataItersebut berada. IModel 
yang dihasilkanIyaitu model prediksiIdari data yangItelah diberikanIlabel.  
o UnsupervisedILearning  
PadaIunsupervisedIlearning, dataIpembelajaran tidakImemiliki label/kelas 
sehingga diharuskanImencari sebuahIstruktur dariIdata yangIada,Ilalu 
melakukan pengelompokanIberdasarkan informasiIyangIdimiliki.  
o ReinforcementILearning  
PadaIreinforcement learning, Ipembelajaran terhadap apaIyang akanIdilakukan 
(bagaimanaImemetakan situasiIke dalam aksi) untuk mendapatkanIreward yang 
maksimal. IPembelajar tidak ditampilkanIaksi mana yangIakan diambil, tetapi 
lebihIpada menemukan aksiImana yang dapatImemeberikan hadiah maksimal 
dengan mencobaImenjalankannya (DEWI, 2018). 
 
 

































2.2.8. Buzzer  
Buzzerxadalah sebuah alatxyang dapat merubahxlistrik menjadi suara. 
Buzzerxpada umumnya adalah sebuahxperangkat audio ini seringxdigunakan 
dalam rangkaian antixmaling, peringatan mundurxpada truk danxperangkat 
peringatanxbahayaxlainnya.(Hidayat et al., 2018) 
2.2.9. KecerdasanxBuatan (Artificial Intelligence) 
Kecerdasan Buatan (ArtificialxIntelligence) adalah salahxsatu ilmu 
komputerxyang memberitahukan bagaimana membuatxmesin dapat melakukan 
pekerjaan selayaknyaxseorang manusia tanpaxada campur tanganxmanusia. 
Manusia cerdasxdalam menangani suatuxmasalah karena 
memilikixpengetahuan serta pengalama. Pengetahuan diperolehxdari proses belajar 
untukxmengumpulkan informasi.xSemakin banyak informasixyang dimiliki tentu 
akanxlebih mampu menyelesaikan suatuxpermasalahan. Tapi bekalxpengetahuan 
saja tidakxcukup, manusia jugaxdiberi akal untuk melakukanxanalisa dalam, 
mengambilxkesimpulan berdasarkanxinformasi dan pengalamanxyang dimiliki. 
Tanpaxmemiliki kemampuan untukxmenganasisa dengan baik, xmanusia dengan 
banyak pengalamanxdan informasi tidakxakan dapat menyelesaikanxmasalah 
dengan baik. xDemikian juga dengan kemampuanxanalisa yang sangat baik,namun 
tanpaxbekal informasi dan pengalamanxyang memadai, manusiaxjuga tidak akan 
bisaxmenyelesaikan masalahxdengan baik. 
2.2.10. ArtificialINeuralxNetworksIsupervised learning 
Jaringanxsyaraf tiruan atau ArtificialxNeural Networksx (ANN) adalah 
sistemxpemroses informasi yangxmemiliki karakteristik miripxdengan jaringan 
syarafxbiologi, yang merupakanxrepresentasi tiruan darixotak manusia, 
yangxberisi berjuta-juta selxsyaraf (neuron) xdan berfungsi untukxmemproses 
informasi. Neuronxmempunyai kesamaan karakteristikxdalam ANN, terdirixdalam 
beberapa kelompok yangxdisebut layer.xNeuron dalam satuxlayer berhubungan 
didalam layerxlainnya yang berdekatan.xKekuatan hubungan neuronxsatu dengan 
lainnyaxyang saling berdekatanxdirepresentasikan dalam kekuatanxhubungan atau 
bobotx(Abdelmaksoud et al., 2020).  
 

































Sebuah ANN biasanyaxterdiri dari tigaxlayer yaitu inputxlayer, hidden 
layerxserta output layer.xLayerxmasukan (input layer) xterdiri atas neuron-neuron 
yangxmendapatkan input darixluar yang merupakanxpenggambaran darixsuatu 
masalah. Layerxtersembunyi (hidden layer) xterdiri dari beberapa neuronxyang 
mendapatkanxmasukan dari inputxlayer, dan kemudianxmembawa output ke layer 
selanjutnya.xLapisan output disebut output layer, terdiri darixbeberapa neuron 
yang mendapatkanxoutput dari hidden layerxdan mengirimkannya kepada 
pemakai. 
Rosenblattxmemperkenalkan pertama kalixbentuk yang palingxsederhana 
dari jaringan syarafxtiruan yang disebut perceptron,xyang hanyaxterdiri dari satu 
layer. Inputxdiberikan secara langsungxke unit output melaluixkoneksi bobot. 
Tahunx1960 dikembangkan MultixLayer Perceptronx (MLP) danxberubah 
menjadi topologixNeural Network yangxbanyak digunakanxdalam berbagai 
bidang, xdan tergolong kexdalam kategori feedforward network.xDalam jaringan 
ini, xselain unit inputxdan output, xada unit-unitxlain (sering disebutxdengan layar 
tersembunyi/hiddenxlayer). 
Dimungkinkanxpula ada beberapa layarxtersembunyi. Sama sepertixpada 
unit inputxserta output, beberapaxunit dalam satu layarxtidak saling berhubungan. 
Multilayerxperceptron berarti jaringanxdengan satu atau lebihxlayer dari node 
inputxdan output. Metodexini kemungkinan dapatxmengatasi beberapa batasan 
yang adaxpada metode singglexlayer perceptron.xDalam sebuahxFeedxForward 
Network, koneksixberbobot melakukan aktivasixhanya pada arah majuxdari input 
layer kexoutput layer. Disisixlain, dalam sebuahxjaringan berulang, koneksi 
berbobotxtambahan dipakaixuntuk memberikan masukanxkepada 
aktivasixsebelum kembalixke jaringan. Strukturxdari sebuahxFeed-ForwardxANN 
metode MLPxdiperlihatkan padaxGambar 2.2. 
 


































Gambar 2. 2: Struktur sebuah feed-forward ANN (Dharma et al., 2011) 
Outputdyangddihasilkan oleh ANNduntuk sebuah poladmasukan tertentu 
tergantungddari nilaid (bobot) dhubungan antar neurondyang ada didalamdANN 
tersebut.dDidalam ANN,duntuk aplikasidpengenalan sebuah poladdiperlukan suatu 
pelatihandawal untuk bisaddigunakan didalam menerimadinput dari luar. Sebuah 
ANNddapat menyelesaikan permasalahandyang rumit apabiladmenggunakan nilai 
bobot yangdtepat antar beberapa neurondpada lapisan yang berbeda. Nilaidbobot 
yang tepat didapatkandmelalui prosesdpelatihan(training). Prosesdpelatihan adalah 
proses untukdmengubah bobot antaradneuron sehingga sebuah jaringanddapat 
menyelesaikan sebuahdpermasalahan. 
MenurutdHaykin(2009), neuronddiartikan sebagai sebuahdunit utuk 
mengolah dinformasi yang merupakanddasar dari proses suatudjaringan saraf 
tiruan. Untukdmenjelaskan sebuah operasidyang dikerjakan oleh sebuahdneuron 
atau perceptronddapat dilihatdpada gambar 2.3. 
 
Gambar 2. 3: Artificial Neuron (DEWI, 2018)  
Pada gambarddijelaskan ada tigadelemen dasar daridmodel sarafdyaitu: 
1. Satu setddari sinapsis atau penghubungdyang digolongkan olehdbobotdatau 
kekuatannya. 
 

































2. Sebuah penambahduntuk menjumlahkan sinyal-sinyaldinput. Ditimbangddari 
kekuatan sinaptikdmasing-masingdneuron. 
3. Sebuah fungsi aktivasiduntuk memberikan batas amplitudodoutput dari neuron. 
Fungsidini memiliki tujuanduntuk membatasi jarak amplitudedyang diperoleh 
sinyal keluaranddari output menjadidsebuah angkadyang terbatas.  
Neural padadgambar 2.3 disimbolkandsebagai 𝑦𝑘 yangdmenerima m buah, 
Input 𝑥1, … . , 𝑥𝑚 € ℝ, dapat berasalddari data ataupun outputddari layer 
sebelumnya.dVariabel yangdtidak dianggap sebagai inputdatau sebagaiddummy 
dandselalu bernilaidsatu dinamakan sebagai bias. Operasiddalam sebuah 
perceptrondmerupakan dua operasidyang tidak menyatudyaitu operasi lineardatau 
sum dan operasi non-lineardatau aktivasi yang dapatddilihat melaluidpersamaan 
padadgambar 2.1.  





Bentukdterkecil (minimal) ddari ANN adalah singledperceptron yang hanya 
memilikidsebuah neuron. Sebuahdneuron diilustrasikandpada Gambar 2.4. 
 
Gambar 2. 4: Single Perceptron (Gotama, n.d.)  
(2.1) 
 

































Secaradmatematis, adadfeature vector xdyang menjadi sebuah inputdbagi 
neuron. Feature vectordmenandakan suatu datadpoint, eventdatau instance. Neuron 
akandmengolah masukan daridinput x berdasarkandperhitungan jumlah perkalian 
antaradnilai input dandsynapse weight, yangddilewatkan melalui fungsidnon-
linear. Padadtraining, yangddioptimasi yaitu nilai synapsedweight (learning 
parameter). Selainditu, adadjuga bias b sebagaidkontrol tambahan. Outputddari 
neuron yaitu hasildfungsi aktivasi daridpenjumlahan dari perkaliandantara nilai 
inputddan synapsedweight. Adadbeberapa macam fungsidaktivasi, sepertidstep 
function, signdfunction, rectifierddan sigmoiddfunction. Untukdselanjutnya, pada 
babdini, fungsi aktivasi yang dimaksuddadalah jenis sigmoiddfunction. Silahkan 
eksplorasidsendiri untuk fungsi aktivasidlainnya. Salah satu bentukdtipe sigmoid 
function diberikandpada persamaand2.2. Bila di-plotdmenjadi grafik, fungsidini 





Perhatikandkembali, Gambar 2.3dsesungguhnya adalah operasidaljabar 
linear. Singledperceptron dapat dituliskandkembalidsebagai 2.3. 
 
𝑜 = 𝑓(𝑥. 𝑤 + 𝑏) 
 
Dimana o merupakandoutput dandf adalah fungsidnon-linear yang dapat 
diturunkandsecara matematisd (differentiablednon-lineardfunction) selanjutnya 
disebutdfungsidnon-linear. Bentuk inidmerupakan persamaan modeldlinear yang 
ditransformasiddengan fungsidnon-linear.  
Secaradfilosofi, cara kerjaddari ANN miripddengan modeldlinear, yaitu 
mencariddecisiondboundary, dandapabila beberapadmodel non-lineardini 
digabungkan, makadkemampuannya tentu akandmenjadi lebihdhebat. Yang 
membuatdANN spesial adalahdpenggunaan fungsidnon-linear. 
Untuk menjalankan pembelajarandsingledperceptron, dtraining dilakukan 





































1. Inisiasidnilai synapsedweights, bisa dengandacak ataupun dengandaturan 
tertentu. Untukdheuristik aturandinisiasi,.  
2. Lewatkan input padadneuron, kemudiandakan didapatkan nilaidoutput. Kegiatan 
iniddinamakan dengandfeedforward.  
3. Nilaidoutput (actualdoutput) tersebut dilakukandpembandingan denganddesired 
output.  
4. Apabila nilaidoutput sudahdsama dengan desireddoutput, tidakdperlumengubah 
apa-apa. 
5. Apabila nilaidoutput tidakdsama denganddesireddoutput, hitung nilai error(loss) 
kemudianddilakukan perubahan terhadapdlearning parameterd (synapseweight).  
6. UlangidLangkah dari awaldsampai tidak adadperubahan nilaiderror, nilaiderror 
kurang dari samaddengan suatudthreshold (mendekati 0), atau sudah mengulangi 
prosesdlatihan sebanyak Tdkalid(threshold).  
Salah satudcara melatihdneural networkdadalah dengandmengoptimalkan 
errordfunction, diberikandpada persamaand2.4 (dapatddiganti dengan absolute 
value). Perubahan nilaidsynapse weight saatdproses latihan (apabiladE ≠ 0 
diberikan pada persamaand2.5, dimanady melambangkanddesired output, o = f(x · 
w + b) dmelambangkan doutput untuk xdsebagai input,d𝜂 adalah learningdrate. 
𝐸(𝑤) = (𝑦 − 𝑜)2 
 
Δ𝑤𝑖 = 𝜂(𝑦 − 𝑜)𝑥𝑖 
Hasil akhir pembelajarandadalah konfigurasidsynapse weightdyang 
mengoptimalkandnilai error. Saatdklasifikasi, kitadmelewatkan input barudpada 
jaringan yang telahddibangun, kemudiandtinggal mengambildhasilnya. Pada 
contohdini, seolahdsingle perceptrondhanya bisaddipakai untukdmenjalankan 
binarydclassification (hanyadada duadkelas, yaitudnilai 0ddan 1). Untukdmulti-
classdclassification, kitaddapat menerapkandmacam-macam strategi,dcontohnya 
thresholding, i.e., nilaidoutput 0 – 0.2 mengacudpada kelas awal,d0.2 – 0.4duntuk 





































Neural Network memiliki banyak karakteristik, dan beberapa karakteristik 
tersebut adalah: 
1. MultilayerdNetworks 
MultilayerdNeural Networkdmerupakan Neural Networkddengan karakter 
multidlayer dimana setiapdnode dalam suatu layerdterhubung dengan 
setiapdnode pada layerdyang adaddidepannya. Arsitektur umpandmaju (feed 
forwarddnetwork) memakai metodedsupervised learning yangddibedakan 
dengan adanyadsatu atau lebihdhidden layer. Hidden adalahdbagian dari Neural 
Networkdyang secara langsung tidakdterlihat oleh input maupundoutput dari 
jaringan tersebut dandberfungsi untuk mengintervensi diantaradinput eksternal 
dan outputddari jaringan dengan caradmenambahkan hiddendlayer sebanyak 




Gambar 2. 5: Multilayer Neural Network Multilayer (DEWI, 2018) 
Sumberdnode di inputdlayer dari jaringandmenyediakan masing-masing 
elemen daridpola aktivasi (vectordinput), yang merupakandsinyal input yang 
diaplikasikan kedneuron-neurondpada layerdkedua (hiddendlayer pertama). 
Sinyaldoutput dari layerdkedua dipakai sebagaidinput ke layer selanjutnyaddan 
seterusnya,dsampai ke sisaddari jaringan. Umumnyadadad2 mekanisme, yaitu: 
• Mekanismedlatihan (training) Padadsaat training, jaringan dilatihduntuk 
dapat menghasilkanddata sesuai dengandtarget yang diharapkandmelalui 
satu ataudlebih pasangan data (datadinput dan datadtarget). Semakindlama 
waktu latihan yang diberikandmaka kinerja jaringan akandsemakin baik. 
 

































• Mekanisme pengujiand (testing) Pada mekanisme ini, jaringanddiuji 
supaya dapatdmengenali sesuai dengandyang diharapkan setelahdmelalui 
proses latihandyangddiberikan. 
2. Backpropagationd 
Salahdsatu metode yangddipakai dalam NeuraldNetwork dan yangdpaling 
populer digunakandpada berbagai bidangdaplikasi, contohnya pada pengenalan 
pola,dperamalan dandoptimisasi. Algoritma inidmenggunakan errordoutput 
untuk mengubah nilaidbobot-bobotnya dalamdarahdmundur (backward). 
Dalam mendapatkanderror ini, pertamadharus melakukan forward propagation. 
 
Gambar 2. 6: Backpropagation Arsitektur (DEWI, 2018)  
Arsitekturdjaringan backpropagationdseperti yang ditunjukkandpada 
Gambar 2.6 menunjukkandbahwa Neural Networkdterdiri dari tiga unitdneuron 
pada input layerdyaitu x1, x2, dan x3,ddua hidden layerdyaitudz1 dan z2,dserta 1 
unit neurondpada outputdlayer. Terdapatdbobot yang menghubungkan neuron 
padadinput layer dengan neuron pertamadpada lapisan tersembunyi yaitudv11, 
v21, v31. Bobot b11 dan b12dmerupakan bobot biasdyang menuju neuron pertama 
dandkedua pada hiddendlayer. Bobot yangdmenghubungkan z1 dan z2ddengan 
neuron pada outputdlayer adalah w1ddan w2. Bobotdbias b2dmenghubungkan 
hiddendlayer dengan outputdlayer. 
3. Convolutional NeuraldNetwork 
Convolutionaldnetwork atau yangdbiasa dikenal dengandConvolutional 
NeuraldNetwork (CNN) yang merupakandtipe khusus dari NeuraldNetwork 
untuk mengolahddata yang mempunyai topologidjala atau grid-likedtopology 
 

































(Khan et al., 2019). Pemberiandnama Convolutional NeuraldNetwork 
menandakan bahwadjaringan tersebut menggunakan operasidmatematika 
dengan sebutandkonvolusi. Konvolusidsendiri adalah sebuah operasidlinear. 
Jadidconvolutional network adalah NeuraldNetwork yang menggunakan 
konvolusidminimal pada salahdsatu lapisannyad(LeCun et al., 2015). 
Convolutional NeuraldNetwork adalah kasusdspesial dari ArtificialdNeural 
Network (ANN) yangdsaat ini dianggap sebagaidmodel terbaik dalam 
memecahkandsebuah permasalahan objectdrecognition danddetection. 
ConvolutionaldNeural Network merupakandarsitektur yang dapatddi 
training dandterdiri dari beberapadtahapan. Inputddan output daridmasing-
masing tahapdadalah beberapa arraydyang disebut featuredmap atau peta fitur. 
Outputddari masing-masingdtahapan yaitu feature mapdhasil pengolahan dari 
semuadlokasi pada input. Masing-masing tahapdterdiri dari tigadlayer yaitu 
convolutiondlayer, activation layerddan poolingdlayer.(DEWI, 2018) 
2.2.11. DeepdLearning  
Deepdlearning merupakan bidangdMachine Learningdyang menggunakan 
banyakdlayer pengolahan informasidnon linier untukdmelakukan ekstraksidfitur, 
pengenalan pola,ddan klasifikasi (Deng dan Yu, 2014). MenurutdGoodfellow, dkk. 
(2016), DeepdLearning adalah sebuah pendekatanddalam penyelesaiandmasalah 
pada sistem pembelajarandkomputer yang menggunakandkonsep hierarki (Li et al., 
2020). Konsep hierarkidmembuat computer dapatdmempelajaridkonsep yang 
kompleksddengan menggabungkan daridbeberapa konsep yangdlebih sederhana 
(Wu & Lin, 2018). Jika digambarkan padadsebuah graf sepertidapa konsep tersebut 
dibangun diatas konsep yangdlain, graf inidakan dalam dengan memilikidbanyak 
layer, haldtersebut menjadi alasanddinamakan sebagai deepdlearning yang berarti 
pembelajarandmendalam (DEWI, 2018). 
2.2.12. DeepdNeural Networks 
Jaringan saraf (NN) adalah struktur jaringandyang terdiri dari beberapadunit 
yang terhubung.dIni memiliki tigadunit: lapisan masukan, lapisandtersembunyi, 
dan lapisandkeluaran (Zhu et al., 2020). Konfigurasi jaringan saraf ditentukan oleh 
cara unitdterhubung. Jika jumlahdlapisan tersembunyi lebihddari atau 
 

































samaddengan dua, jaringandtersebut disebut jaringandneural dalam (DNN). 
Jaringan sarafdumpan maju adalahdmodel jaringan sarafdyang palingdbanyak 
digunakan danddikonfigurasi oleh koneksidbeberapa unit, dengandmengacu pada 
Westd (2000), penyebaran jaringan didsetiap lapisan diselesaikanddengan langkah-
langkahdberikut: 
1. Jumlahdtertimbang dihitung padadsetiap neuron, yaitudnilai keluaran dari 
setiapdneuron di lapisandjaringan yang melanjutkanddikalikan bobotdmasing-
masing koneksiddengan neurondtersebut. 
2. kemudian diterapkan kedjumlah tertimbang iniduntuk menentukandnilai 
keluarandneuron. 
3. Nilaidkeluarandy, dapat dinyatakandsebagai fungsi daridnilai masukanddan 
bobotdjaringan. (Selçuk BAYRACI, 2019) 
Inti dari DNNs yaitu Mesin Boltzman Terbatas (MBT) yang diusulkan oleh 
Smolensky, dan diteliti secara serius oleh Hinton. dimana istilah atau terminologi 
deep bermula dari Deep Beliefs Networks (DBN) (Jin et al., 2020).  
MesindBoltzman Terbatas (MBT) ddiartikan sebagai berikut:”Satudhidden 
units yang tidakdsaling berhubunganddan memiliki koneksi simetrisdyang tidak 
berarah ke visibledunits. visibledunits serta hiddendstates diperoleh dariddistribusi 
kondisional mereka dengandmemakai sampel Gibbsddan menjalankan rantai 
Markovdsampai mencapai distribusidstasioner. Aturandbelajar sama dengan aturan 




Gambar 2. 7: Arsitektur 3 layer ANN (Mutiara et al., 2018)  
 


































SebuahdMBT digambarkan seperti padadgambar 2.7. Lapisandtampak 
(visible layer) merupakandinput data tanpadlabel yang menujudke jaringan 
syarafdtiruan. Lapisan tersembunyi (hiddendlayer) memperoleh fiturddari data 
input, dan setiap neurondmenangkap fiturdyang berbeda. Secaraddefinisi, MBT 
adalahdgraph bipartit yangdtidak berarah. SebuahdMBT memiliki: 
• m unit tampak (visible units)   
?⃗?= (V1, V2, . . . , Vm) 
• data input 
• n unit tersembunyi (hidden units) 
?⃗⃗? = (H1, H2, . . . , Hn) 
• fitur-fitur 
Konfigurasi bersama, (~v,~h) dari beberapa unit tampak dan tersembunyi 
memiliki sebuah energi yang dinyatakan pada gambard2.8. 
𝐸(𝑣,⃗⃗⃗ ⃗ ℎ⃗⃗) =  − ∑ 𝑎𝑖𝑣𝑖 − ∑ 𝑏𝑗ℎ𝑗
𝑛
𝑗=1








Dimanadvi dan hj berurutan merupakan keadaan-keadaan biner dari unit-
unit tampak dan tersembunyi; ai, bj menyatakan bias-bias, dan wij adalah sebuah 
bobot bernilai riil terkait setiap tepi dalam jaringan, lihat gambar 2.12.  
Blok pembangun MBT adalah neuron stokastik biner. Pada gambar 2.13 
menunjukan bagaimana memperoleh keadaan suatu neuron tersembunyi dari suatu 
layar tampak (data) (Susanto et al., 2020).  
Sebuah MBT dapat dipandang sebagai sebuah jaringan neural stokastik. 
Pertama, bobot-bobot wij diinisialisasi secara acak. Kemudian, data yang akan 
dipelajari dibentuk pada lapisan tampak, data ini dapat berupa gambar, sinyal, dan 
sebagainya. Selanjutnya, keadaan neuron pada lapisan tersembunyi diperoleh 
melalui persamaan pada gambar 2.5. 
𝑝(ℎ𝑗 = 1|?⃗?) = 𝑠𝑖𝑔 (𝑏𝑗 + ∑ 𝑣𝑖𝑤𝑖𝑗
𝑖
) 









































Gambar 2. 8: Sebuah MBT dengan sebuah layar tampak dan layar tersembunyi 
(Mutiara et al., 2018)  
  
Dengan fungsi aktivasidsigmoid, sig(x)d= 1/(1 − e −xd), lihat Gbr. 2.9. 
Langkah ini, dari tampak ke tersembunyi, dinyatakan sebagai (vihj)
0 , pada saat t = 
0 [12, 6, 24]. 
 
Gambar 2. 9: Blok pembangun sebuah MBT: sebuah neuron stokastik 
binera.(Mutiara et al., 2018)  
Pada gambar 2.9, tampak ke tersembunyi, hj merupakan probabilitas 
pemroduksian sebuah spike. 
2.2.13. Convolutional Neural Network 
ConvolutionaliNeural Network (CNN) imerupakan pengembangan dari 
MultilayeriPerceptron (MLP) yang tegolongidalam neural network denganitipe 
feed forward. 
Convolutional NeuraliNetwork merupakan neuralinetwork yang digunakan 
untuk mengolah data duaidimensi. CNN termasuk dalam jenisiDeep Neural 
Network karena kedalaman jaringaniyang tinggi dan banyak diaplikasikanipada 
data citra. CNN digunakanidalam menganalisa gambar visual, mendeteksi dan 
mengenaliiobjek pada gambar, yang merupakanivektor berdimensi tinggiiyang 
akan melibatkan banyakiparameter untuk mencirikanijaringan. Secara garisibesar, 
 

































CNN tidakiterlalu jauh berbeda dengan neuralinetwork biasanya. CNN terdiri dari 
neuroniyang memiliki weight, bias dan activationifunction. (Nugroho et al., 2020) 
 
Gambar 2. 10. Convolutional Neural Network (Nugroho et al., 2020)  
2.2.14. Viola-Jones 
PendeteksianIwajahi (objek) merupakanisalah satuItopik dalamIvisi 
komputeriyang banyakIdipelajari daniberkembang hinggaIsaat ini, baikIuntuk 
pelajarimaupunIpeneliti. Salah satu metodeIyang popular dalam sitemIdeteksi 
wajah adalahIViola Jones, Iyang diigagaskan oleh PaulIViolaidan MichaelIJones 
padaItahun 2001. ProsedurIdeteksi wajahiViola-JonesImengklasifikasikanIgambar 
berdasarkanipada nilaiIfitur sederhana. TerdapatIbanyak alasaniuntuk 
menggunakan fiturIdaripada piksel secaraIlangsung. IAlasan yang palingIumum 
adalah bahwaIfitur dapat digunakaniuntukImengkodekan pengetahuan domainIad-
hocIyangisulit dalam pembelajaranIterhadap data latihiyangIterbatasIjumlahnya. 
Alasan pentingIkeduaiuntuk menggunakan fiturIadalah sistemIfitur berbasis 
operasiIjauh lebihIcepat daripadaIsistem berbasisIpixel (Ferik et al., 2015). 
iKlasifikasiIgambar dilakukanIberdasarkan nilai dariIsebuah fitur. IPenggunaan 
fitur dilakukanIkarenaipemrosesan fiturIberlangsung lebihicepatIdibandingkan 
pemrosesan citraIperpiksel. DalamipendeteksianIgambar (objek) Iidengan 
menggunakan metode ViolaIJonesiterdapat beberapa halIyangisangat pentingIyang 
harusIdilakukaniantaraIlain:  
1. FeatureiHaar  
2. CitraiIntergal (IntegraliImage)  





































2.2.15. OpenCV  
OpenCV (OpenSource Computer VisiondLibrary) adalahdlibrary computer 
vision dandMachine Learning (Opencv) dyang berbasis opensourcedproject. 
Library ini dibuatdoleh pabrikan Intel, yangdberspesialisasi dalam 
pemrosesandcitra, baikdberupa gambar ataupundvideo. OpenCVdmempunyai lebih 
darid2500 algoritma untuk pengoptimalan, termasukdsatu setdlengkap algoritma 
pembelajarandmesin dan pembelajarandkomputerdklasik. Algoritma iniddapat 
digunakan untuk keperluan pendeteksiddan pengenalan wajahdmanusia 
ataupundhewan, mengetahuidjenis objek, mengenalidperilaku manusia dalam 
sebuahdcitra baik berupadvideo ataupun gambar,dmelacak pergeserandkamera, 
(Abidin, 2018) 
2.3. Integrasi Keilmuan 
Pada penelitian ini diharapkan bisa dijadikan sebagai media pembelajaran 
dalam menuntut ilmu, baik itu bisa dijadikan sebagai bahan rujukan maupun bahan 
pengalaman dari penulis. Berdasarkan hasil wawancara pada salah satu Ustadz di 
Pondok Pesantren Al Jihad Surabaya yaitu Ustadz Alwi, disebutkan ada berbagai 
macam kutipan surat dari Al Quran yang berkaitan dengan menuntut ilmu, 
sedangkan kegiatan penelitian itu sendiri juga masih sangat berkaitan dengan 
kegiatan menuntut ilmu, salah satu surat tersebut adalah : 
َي َُّها َلُكمْ dٰيٓا ِقْيَل  ِاَذا  ٓاَمنُ وْاا  ِف dالَِّذْيَن  َوِاذَ dتَ َفسَُّحْوا  َلُكْمْۚ   ُ اّللٰٓ يَ ْفَسِح  فَاْفَسُحْوا  ا اْلَمٓجِلِس 
ٓاَمنُ ْواdِقْيلَ  الَِّذْيَن   ُ اّللٰٓ يَ ْرَفِع  فَاْنُشُزْوا  اْلِعْلمَ dاْنُشُزْوا  اُْوُتوا  َوالَِّذْيَن  ِبَا dِمْنُكْمْۙ   ُ َواّللٰٓ َدَرٓجت ٍۗ 
 ۝١١َخِبْير dتَ ْعَمُلْونَ 
Artinya: “Wahaidorang-orang yangberiman!dApabila dikatakan kepadamu, 
“Berilahdkelapangan di dalamdmajelis-majelis,” makadlapangkanlah, niscaya 
Allah akandmemberi kelapanganduntukmu. Dan apabiladdikatakan, “Berdirilah 
kamu,” makadberdirilah, niscaya Allahdakan mengangkatd(derajat)orang-orang 
yangdberiman di antaramuddan orang-orangdyang diberi ilmudbeberapa derajat. 
DandAllah Mahateliti apadyang kamudkerjakan.” (QS. Al-Mujadalah Ayat 11). 
 

































Surah ini adalah surah madaniyah. Serta dinamai “al-Mujadalah” yang 
berartu wanita yang mengajukan gugatan, dan diartikan juga sebagai perbantahan. 
Pada ayat ini dijelaskan bahwa Allah akandmengangkat derajatdorang-orang yang 
berimanddan orang-orangdyang berilmudbeberapadderajat. Dan usaha untuk 
mendapatkan ilmu adalah dengan menuntut ilmu seperti yang dijelaskan pada Surah 
Al ‘Alaq yaitu : 
ْنَساَن ِمْن َعَلق  dَخَلقَ  ۝١ِِبْسِم َربَِٰك الَِّذي َخَلقَ dقْ رَأْ ا  ۝٣اقْ رَْأ َوَربَُّك اْْلَْكَرُم  ۝٢اْْلِ
ْنَساَن َما۝٤dالَِّذي َعلََّم ِِبْلَقَلِم   ۝٥يَ ْعَلمْ dلَْ dَعلََّم اْْلِ
Artinya: “Bacalah dengan (menyebut) nama Tuhanmu yang menciptakan (1) 
Dia telah menciptakan manusia dari segumpal darah (2) Bacalah, dan Tuhanmulah 
yang paling Pemurah  (3) Yang mengajar manusia dengan pena  (4) Dia 
mengajarkan kepada manusia apa yang belum diketahuinya  (5)” (QS. Al ‘Alaq 
ayat 1-5). 
Ketika ayatdini turun, dNabi MuhammaddShalallahu ‘alaihu wadSallam 
mendapat perintah olehdAllah untukdbelajar membaca, karena ketikaditudbeliau 
masih butadhuruf. Dengandusaha yang kuatdbeliau terus belajar dalam 
membacadbaik itudayat qur’aniyah yaitu ayatdyang tertulis dan ayatdkawliyah 
yaitu ayat yang tidakdtertulis atau telah nampak di alam. Dari usahadtersebut 
akhirnya Nabi MuhammaddShalallahu ‘alaihu wadSallam dapat mempelajari 
dmenerangkan ilmu fikih, akhlak, hukum-hukumddan lainnya daridayat-ayat 
qur’aniyah dandmenghasilkan ilmu sains dastronomi, biologi, kimia dan lainnya 
dimasadsekarang melaluidayat-ayatdkawliyah. 
Melihatddari hal ini, tentu kitadyang telah bisadmembaca dengan 
lancardtentu harus dapat memanfaatkandkarunia ini dsebaik mungkin 
untukdmempelajari mengenai segaladmacam hal yangdada di sekitar kitadagar ke 
depannyadkita menjadi pribadi yangdlebih bersyukur dandmenjadi pemerhati alam 
yangdbaik dan bermanfaat, dan ini terteradpada surah berikut : 
۝١٠ِفْا َاْصٓحِب السَِّعْي َوقَاُلْواَلوُْكنَّا َنْسَمُع اَْو نَ ْعِقُل َما ُكنَّا   
 

































Artinya: “Dan mereka berkata, “Sekiranya (dahulu) kami mendengarkan 
atau memikirkan (peringatan itu) tentulah kami tidak termasuk penghuni neraka 
yang menyala-nyala.” (QS. Al Mulk 67:10). 
Ayat ini menjelaskan bahwa dari segala kenikmatandyang diberikan 
Allahdkepada kita hendaknyadkita manfaaatkanddengan baik, itu juga berlaku 
dengan berbagai fasilitas yang ada disekitar kita, kitadharus bisadlebih 
memperhatikan dandmempelajari segala sesuatuddengan baik dengan caradbelajar 
dengan giat agardtidak termasuk golongandyang merugi. 
Karena pada penelitian ini berisi pengembangan prototype mask detector 
yang merupakan system untuk mencerminkan penggunaan masker apakah sudah 
benar atau salah, ini berkolerasi dengan ayat yang mencerminkan kepada kita akan 
pentingnya intropeksi diri, ayai itu adalah:  
  ٱّللََّ  ْۚ ِإنَّ  ٱّللََّ  َخِبيرر  ِبَا
  ٱّللََّ  َوْلَتنظُرْ  نَ ْفسر  مَّا َقدََّمتْ  لَِغد   ۖ َوٱت َُّقوا 
َي َُّها  ٱلَِّذينَ  َءاَمُنوا   ٱت َُّقوا   َيَٓا
 تَ ْعَمُلونَ 
Artinya: “Hai orang-orang yang beriman, bertakwalah kepada Allah dan 
hendaklah setiap diri memperhatikan apa yang telah diperbuatnya untuk hari esok 
(akhirat); dan bertakwalah kepada Allah, sesungguhnya Allah Maha Mengetahui 
apa yang kamu kerjakan.” (QS. Al-Hasyr: 18). 
Dari ayat diatas dijelaskan betapa pentingnya muhasabah atau intropeksi diri 
dikarenakan setiap apa yang kita lakukan itu selalu dipehatikan oleh Allah. Maka 
sesegera mungkin untuk bertaubat pada saat setelah melakukan suatu kesalahan 












































Untuk alur dari penelitian prototype Mask Detector yaitu aplikasi windows 
yang berguna untuk mendeteksi penggunaan masker pada wajah seseorang akan 






















Dari gambar 3.1 dijelaskan ada beberapa tahapan yang akan dilalui, yaitu: 
1. Perumusan Masalah 
Dalam tahap ini ditemukan sebuah permasalahan yaitu minimnya 




• Penelitian terdahulu 











Gambar 3. 1: Alur penelitian prototype Mask Detector 
 

































dan orang lain, terlebih lagi ini bertepatan dengan menyebarnya virus covid 
19 yang masih belum ada obatnya dan untuk vaksinasi masih dalam proses 
penyebar luasan di Indonesia. Sehingga muncul sebuah ide yaitu pembuatan 
prototype Mask Detector yang terintegrasi dengan microcontroller 
NodeMCU ESP8266, dengan mekanisme aplikasi akan mendeteksi 
penggunaan masker pada seseorang dan alarm akan menyala secara otomatis 
apabila target tidak menggunakan masker atau salah dalam menggunakan 
masker. Dan dalam penelitian ini mengambil referensi dari penelitian 
sebelumnya yang memiliki beberapa kendala, dan kendala yang paling terasa 
adalah permasalahan jarak dalam pendeteksian objek dan diharapkan 
permasalahan jarak tersebut dalam penelitian ini bisa teratasi dengan 
menambah jangkauan jarak pendeteksian. 
2. Studi Pustaka 
Dalam penelitian ini tentu membutuhkan beberapa referensi dari 
beberapa penelitian terdahulu dengan bidang yang sama. Maka untuk 
referensi akan diambil dari beberapa jurnal terpercaya yang berisi berbagai 
penelitian berkaitan dengan pendeteksian wajah.Serta beberapa aplikasi 
terdahulu juga digunakan sebagai bahan rujukan dalam melakukan penelitian 
berkaita dengan pendeteksian penggunaan masker. 
3. Persiapan Alat dan Bahan 




• Ram 16 Gb 
• VRam 1 Gb 
• Processor speed 2 Ghz 
• Kamera berukuran  720 x 480 pixel (HD) 
Spesifikasi Software: 
• Terinstal python 
• Sistem operasi windows 11 
 

































2. NodeMCU ESP8266 
3. Buzzer (alarm) 
4. Pembuatan Sistem 
 Setelah mendapat berbagai referensi yang mencukupi dari beberapa 
literatur dan aplikasi, serta sudah mempersiapkan alat dan bahan yang 
dibutuhkan, selanjutnya adalah tahap implementasi dari prototype dari 
aplikasi Mask Detector. 
 
Gambar 3. 2: Alur Sistem prototype Mask Detector 
Untuk cara kerja dari prototype Mask Detector seperti yang dijelaskan 
pada gambar 3.2, yaitu aplikasi menggunakan media kamera eksternal yaitu 
kamera dari smartphone dengan menggunakan jaringan yang sama agar 
terhubung pada prototype Mask Detector, kamera ini digunakan untuk 
 

































mengidentifikasi wajah dan mendeteksi penggunaan masker, apabila 
terdeteksi wajah yang tidak menggunakan masker atau salah dalam 
menggunakan masker, aplikasi akan membuka sebuah link yang akan 
direspon oleh server yang ada pada NodeMCUIESP8266 dan agar bisa 
terkoneksi dengan nodemcu diharuskan terkoneksi oleh sebuah jaringan Wi-
fi yang sama. Setelah NodeMCUIESP8266 merespon maka akan menyalakan 
saklar dari buzzer atau alarm agar berbunyi dan ini dilakukan berulang-ulang. 
Untuk tahapan pembuatan prototype Mask Detector sebagai berikut:  
1. Melakukan training data 
Pada tahap ini akan dilakukan training data dengan menggunakan 
data dari 2 jenis foto yaitu foto wajah yang menggunakan masker 
sebanyak 500 foto dan tidak menggunakan masker sebanyak 500 foto 
dengan total foto keseluruhan sebanyak 1000 foto. 
2. Melakukan pengkodingan aplikasi 
Pada tahap ini menggunakan tolls text editor sublime, dan untuk 
menjalankan aplikasi menggunakan python versi sebelumnya yaitu versi 
3.8 yang dianggap sudah banyak library yang support, dikarenakan pada 
penggunaan versi 3.9 ada kendala pada library tensorflow dikarenakan 
dalam web resmi tensorflow dijelaskan hanya support dengan python 
versi 3.8. 
3. Mengimport library ESP8266 
Melakukan import library ini dilakukan pada aplikasi Arduino IDE 
karena pada library bawaan pada aplikasi ini belum ada, dan ini diperlukan 
ketika ingin melakukan pengkodingan pada board NodeMCUIESP8266 
dikarenakan pada waktu pengkodingan menggunakan Arduino IDE secara 
default tidak bisa terhubung dengan NodeMCUIESP8266 sehingga 
dibutuhkan library. 
4. Pembuatan satu jaringan Wi-fi 
Pengerjaan tahap ini dilakukan labih awal sebelum melakukan 
penulisan baris kode pada board NodeMCUIESP8266 dikarenakan untuk 
pengaturan nama jaringan dan password pada NodeMCUIESP8266 
 

































bersifat paten dari baris kode sehingga akan jauh lebih mudah Ketika 
jaringan sudah dipastikan siap sehingga tidak ada pengkodingan ulang 
pada NodeMCUIESP8266, dikarenakan apabila ada sebuah kesalahan 
pada jaringan yang mengakibatkan diperlukan penggantian jaringan baik 
nama atau password jaringan ataupun pembuatan jaringan baru tentu itu 
akan sedikit membuat kesulitan dikarenakan harus melakukan koding 
ulang pada board NodeMCUIESP8266. 
5. Melakukan pengkodingan board Nodemcu  
Dalam tahap ini akan ditulis baris kode menggunakan aplikasi Arduino 
IDE dan dalam baris kode ini juga tertulis nama dan sandi dari jaringan 
Wi-fi yang telah dibuat. Setelah ditulis kodingan akan dimasukkan pada 
board NodeMCUIESP8266 melalui kabel micro USB 
6. Persiapan hardware NodeMCU 
Mempersiapakan hardware apa saja yang akan disambungkan dengan 
NodeMCU. 
5. Aplikasi pembanding 
Akan dijelaskan baris kode dari 2 aplikasi pembanding yang 
menggunakan metode berbeda yaitu metode Viola-Jones dan Convolutional 
Neural Network yang digunakan dalam mendeteksi penggunaan masker 
dengan menggunakan inputan gambar dari video stream. 
6. Pengujian 
Tahapan pengujian adalah tahapan selanjutnya yang dilakukan dalam 
penelitian ini setelah prototype Mask Detector sudah selesai dibuat dan bisa 
dijalankan, dimana  hasil atau kesimpulan dari penelitian ini dapat diketahui. 
Dalam melakukan pengujian terhadap metode Deep Neural Network 
akan dihitung dan dirata-rata tingkat accuracy (akurasi) dan loss (kegagalan) 
dalam melakukan training serta validasi dari dataset pada setiap epoch, epoch 
adalah sebuah proses training data dengan 1 epoch berarti sebuah alur training 
data yang telah melatih semua dataset yang disediakan. Jumlah epoch yang 
digunakan untuk training data adalah 20 epoch. sehingga dalam tahap 
pengujian ini akan menghasilkan 2 buah grafik yaitu: 
 

































a. Grafik accuracy (akurasi) 
Terdiri dari 2 garis yaitu garis training accuracy yang menjelaskan 
seberapa besar akurasi pada saat training data, validation accuracy 
yang menjelaskan seberapa besar akurasi pada saat validasi data. 
b. Grafik loss (kegagalan) 
Terdiri dari 2 garis yaitu garis training loss yang menjelaskan 
seberapa besar kegagalan pada saat training data, validation loss 
yang menjelaskan seberapa besar kegagalan pada saat validasi data. 
Dalam melakukan pengujian selanjutnya akan ada 2 metode yang 
digunakan sebagai pembanding dari metode Deep Neural Network, metode 
tersebut adalah Viola-Jones dan Convolutional Neural Network, untuk input 
atau masukan data gambar yang digunakan adalah frame video stream dari 
kamera.  
Untuk tahapan pengujian adalah dengan mengukur tingkat akurasi dan 
kecepatan dari ketiga metode yang diuji berdasarkan daftar skenario uji pada 
tabel 3.1. 
Tabel 3. 1: Skenario Uji 
No 
Daftar Skenario Uji 
(S) 





jarak 1 meter diam 
ditempat 
(S1) 
tanpa masker (SS1) 3x 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
menggunakan masker berwarna 
coklat (SS3) 
3x 
menggunakan masker berwarna 
hitam (SS4) 
3x 
2 tanpa masker (SS1) 3x 
 


































Daftar Skenario Uji 
(S) 




jarak 1 meter dan 
bergerak 
(S2) 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
menggunakan masker berwarna 
coklat (SS3) 
3x 








jarak 2 meter diam 
ditempat 
(S3) 
tanpa masker (SS1) 3x 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
menggunakan masker berwarna 
coklat (SS3) 
3x 





jarak 2 meter dan 
bergerak 
(S4) 
tanpa masker (SS1) 3x 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
menggunakan masker berwarna 
coklat (SS3) 
3x 





jarak 3 meter diam 
tanpa masker (SS1) 3x 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
 


































Daftar Skenario Uji 
(S) 





menggunakan masker berwarna 
coklat (SS3) 
3x 





jarak 3 meter dan 
bergerak 
(S6) 
tanpa masker (SS1) 3x 
menggunakan masker dengan 
gambar karakter (SS2) 
3x 
menggunakan masker berwarna 
coklat (SS3) 
3x 




Setiap sub skenario dilakukan sebanyak 3 kali pengujian agar bisa 
mendapatkan hasil yang akurat. Dan hasil dari pengujian ini berupa waktu 
kecepatan pendeteksi penggunaan masker dan hasil pendeteksian apakah 










𝑗𝑢𝑚𝑙𝑎ℎ 𝑤𝑎𝑘𝑡𝑢 𝑝𝑒𝑛𝑔𝑢𝑗𝑖𝑎𝑛 𝑠𝑢𝑏 𝑠𝑘𝑒𝑛𝑎𝑟𝑖𝑜 







Seperti pada gambar 3.2 dan 3.3, yang menjelaskan penghitungan 





































Detector. Untuk menguji tingkat akurasi selanjutnya menggunakan Recall, 
Precision, dan Accuracy. 
 




Positive (1) Negative (0) 
Positive (1) TP FP 
Negative (0) FN TN 
 
Keterangan:  
TP (TruedPositive)  : jumlahdprediksi yang benarddalam kelas postif 
FPd(FalsedPositive)  : jumlah prediksidyang salah dalam kelasdpositif 
FN (FalsedNegative)  : jumlahdprediksi yang salah dalam kelasdnegatif  
TN (TruedNegative)  : jumlah prediksidyang benar dalamdkelas positif  
 
Berdasarkandconfusion matrix pada table 3.2 yaitu Recall (r) dan 









Dari rumus di atas dapat diartikan Recall (r) merupakan jumlah 
prediksi yang benar dalam kelas positif dibagi dengan jumlah positif yang 
sebenarnya dalam penelitian. Presisi (p) adalah jumlah prediksi yang benar 
di kelas yang positif dibagi dengan jumlah diklasifikasi sebagai positif 
Accuracydadalah rasiodprediksidyang benard (positif dandnegatif) 
dengan datadkeseluruhan. Sehingga akurasidini dapat menjawab prediksi 
yang benar dari keseluruhan data yang ada (Vinet & Zhedanov, 2011). 
Rumus yang digunakan dalam Accuracy dijelaskan pada gambar 3.5. 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁






































Rumus-rumus yang dijelaskan sebelumnya akan digunakan pada 
masing-masing metode dan akan dijadikan sebuah grafik untuk melihat 
perbandingan tingkat akurasi dan kecepatan dari setiap metode. 
Pengujian selanjutnya adalah menggunakan test case scenario yaitu 
pada tabel 3.3 pada prototype Mask Detector, untuk melihat apakah fungsi-
fungsi dari aplikasi sudah berjalan dengan baik. 
Tabel 3. 3: test case scenario prototype Mask Detector 
Test case Pre-condition Expented result 
Bunyi alarm 
Aplikasi mendeteksi user tidak 
menggunakan masker 
Alarm berbunyi 
Aplikasi mendeteksi user 
menggunakan masker 
Alarm tidak berbunyi 
Deteksi 
wajah dan  
masker 
Tidak ada user didepan kamera 
Tidak mendeteksi 
wajah 
1 user didepan kamera Mendeteksi 1 wajah 
2 user atau lebih didepan kamera 
Mendeteksi 2 wajah 
atau lebih 
Ada gambar atau pola berbentuk 
wajah didepan kamera 
Tidak mendeteksi 
wajah 




dari user dan alarm 
tidak berbunyi 





serta  alarm berbunyi 
Masker menutupi hidung tetapi 





































Test case Pre-condition Expented result 
yang salah dan alarm 
berbunyi 
Masker menutupi mulut tetapi 
tidak menutupi hidung 
Aplikasi mendeksi 
penggunaan masker 
yang salah dan alarm 
berbunyi 
User memakai masker berwarna 
seperti kulit dan menutupi 
hidung dan mulut 
Aplikasi mendeksi 
penggunaan masker 
dari user dan alarm 
tidak berbunyi 
User memakai masker dengan 
gambar karakter dan menutupi 
hidung dan mulut 
Aplikasi mendeksi 
penggunaan masker 
dari user dan alarm 
tidak berbunyi 
User memakai masker berwarna 
dan menutupi hidung dan mulut 
Aplikasi mendeksi 
penggunaan masker 
dari user dan alarm 
tidak berbunyi 
 
6. Penulisan Laporan Penelitian 
 Pada tahap ini semua tahapan sebelumnya akan ditulis dalam sebuah 
laporan dan akan ditarik kesimpulan dari hasil pengujian aplikasi apa saja 
yang kekurangan maupun kelebihan dari penggunakan metode Deep Neural 
Network dalam mendeteksi penggunaan masker. 
 
7. Jadwal Pelaksanaan 
Jadwal dari penulisan penelitian ini bisa dilihatdpadadtabel 3.1 yang 
memilikid7 tahapan, dan dimulai padadbulan Mei dandselesai padadbulan 
Agustus. 
 



































Tabel 3. 4: Jadwal pelakasanaan tugas akhir 
No Tahapan 
Bulan 
Mei Juni Juli Agustus 
I II III IV I II III IV I II III IV I II III IV 
1 
perumusan 
masalah                                 
2 studi pustaka                                 
3 
persiapan alat 
dan bahan                                 
4 implementasi                                 
5 
pengujian 
sistem                                 
6 kesimpulan                                 
7 
penulisan 
















































HASIL DAN PEMBAHASAN 
 
4.1. Persiapan dataset 
Didapatkan dua jenis foto wajah yang memakai masker dan tidak, data ini 
didapatkan dari media internet. Dua jenis foto ini dibuat folder tersendiri dengan 
label yang ditentukan seperti pada gambar 4.1, serta untuk contoh gambar dalam 
setiap folder dijalaskan pada gambar 4.2 dan gambar 4.3. 
 
Gambar 4. 1: Label folder dataset 
 
 
Gambar 4. 2: Isi folder with_mask 
 
 


































Gambar 4. 3: Isi folder without_mask 
 
4.2. Training dan validasi dataset 
Dalam melakukan training dan validasi dataset akan menggunakan bantuan 
python dengan menggunakan metode Deep Neural Network, untuk tahapan sebagai 
berikut: 
1. Mempersiapkan variable global 
variable global merupakan variable yang bisa diakses kapanpun apabila 
dibutuhkan, variable yang akan ditentukan adalah nilai dari : 
1. Learning rateI 
MerupakanIsebuahIparameterIdalamItraining data untuk menghitung 
nilaiIkoreksi bobotIpada waktu prosesItrainingI(Fitri, 2018). ISemakin 
besar learningIrateImakaIrentang untukImenentukanIperubahan 
bobotIdalam neural networkIsemakinIbesar dan berpengaruhIdengan 
kedekatan fiturIkepadaIkelas yangIlain. ISaat learningIrate kecilImaka 
perubahan bobotIsemakinIkecil danIkedekatan polaIkeIkelas lainIdari 
inisial targetIjugaIsemakinIjauh. 
2. Epoch 
Adalah hyperparameter yang menentukan berapa jumlah algoritma 
pembelajaran akan bekerja mengolah seluruh dataset training (Fitri, 
2018). 
 

































3. Batch size 
Merupakan jumlah kelompok dari sampel data. Contoh: jika 
mempunyaiI100IdatasetIdanIbatch sizeIkitaIadalah 5 makaIdataset 
akan dibagi menjadi 5 bagian dan disetiap bagian ada 20 dataset 
(Nugroho et al., 2020). 
Untuk jumlah nilai variable seperti yang ditampilkan pada pseudocode 
berikut: 
INIT_LR = I 1e-4 
EPOCHS = I 20 
BS = I 32 
2. Partisi dataset 
Partisi yang dimaksudkan ada kapasitas dari dataset yang akan dibagi 
menjadi 2 yaitu 80% dataset digunakan untuk training dan sisanya 
digunakan untuk validasi dan ini dilakukan pada setiap epoch atau setiap 
sekali training dataset yang menggunakan semua data dari dataset. Seperti 
yang terlihat pada pseudocode berikut: 
(ItrainX, ItestX, trainY, ItestYI) I=Itrain_test _split 
I (Idata, Ilabels, Itest_size=I0.20, IstratifyI= 
labels, Irandom_stateI=42) I 
3. Data Augmenatation  
DataIAugmentation adalah sebuah teknikImemanipulasi sebuah dataItanpa 
kehilanganIinti atauIesensi dari dataItersebut. UntukIdata berupaIImage, 
kita bisa lakukan rotate, flip, crop, dll. 
aug = ImageDataGeneratorI (I 
 rotation_rangeI=20, I 
 zoom_rangeI=0.15, I 
 width_shift_rangeI=0.2, I 
 height_shift_rangeI=0.2, I 
 shear_rangeI=0.15, I 
 horizontal_flipI=True, I 
 fill_modeI="nearest") I 
 

































Dari pseudocode diatas terdiri dari:  
• Rotation range, merupakan derajat rotasi gambar 
• Zoom range, merupakan tingkat perbesar dari gambar 
• Width shift range, untuk mengatur lebar gambar 
 
Gambar 4. 4 : Width shift range 
• Hight shift range, untuk mengatur tinggi gambar 
 


































Gambar 4. 5: Hight shift range 
• Shear range, gambar akan didistorsi sesuai dengan sumbu 
 
 


































Gambar 4. 6: Shear range 
• Horizontal flip, untuk mengatur gambar berbentuk horizontal 
• Fill mode, untuk mengatur layout gambar 
4. Pembuatan struktur Deep Neural Network 
Dalam menerapkan Deep Neural Network disini dijelaskan memiliki 2 
hidden layer yang dijelaskan pada pseudocode berikut: 
baseModelI= MobileNetV2(weights="imagenet", I 
include_topI=False,input_tensor=Input(shape=(224, 
224, 3))) I 
headModelI I= baseModel.output I 
headModelI I= AveragePooling2D(pool_size=(7, 
7))(headModel) I 
headModelI = Flatten(name="flatten")(headModel) 
headModelI = Dense(128, I 
activationI="relu")(headModel) I 







































Dari pseudocode diatas dijalaskan bahwa untuk input menggukan gambar 
dengan ukuran 224 x 224 pixel dan menghasilkan 2 output yaitu with mask 
dan without mask. 
4.3. Implementasi sistem 
1. Melakukan penulisan baris kode prototype mask detector 
Ada berbagai macam library yang dibutuhkan, library tersebut seperti yang 
ditampilkan pada pseudocode beriku: 
fromI tensorflow.keras.applications.mobilenet_v2 
import preprocess_input I 
fromI tensorflow.keras.preprocessing.image import 
img_to_array I 
fromI tensorflow.keras.models import load_model 
fromI imutils.video import VideoStream I 
import numpyI as np I 
import Iargparse I 
importI imutils I 
import Itime I 
importI cv2 I 
import Ios I 
importI urllib.request I 
Library pada pseudocode diatas adalah: 
• Tensorflow, merupakan framework untuk metode Deep Neural 
Network. 
• Imutils, merupakan library untuk melakukan translation, rotation, 
resizing, dan skeletonization. 
• Numpy adalah library yang disediakan oleh Python dalam 
memudahkan operasi komputasi tipe data numerik 
 

































• Argparse merupakan sebuah pustaka untuk melakukan argument 
processing 
• Time merupakan library waktu 
• Cv2, sebuah pustaka perangkat lunak yang ditujukan untuk 
pengolahan citra dinamis secara real-time 
• Os untuk membuat dan menghapus direktori (folder), mengambil 
isinya, mengubah dan mengidentifikasi direktori saat ini, dll. 
• Urllib, merupakan library untuk memanggul url 
Setelah melakukan pemanggilan library tahap selanjutnya adalah 
pembuatan argument, pemanggilan model, dan pengambilan gambar 
melalui video stream dengan pseudocode seperti berikut: 
apI = argparse.ArgumentParser() 
ap.add_argumentI ("-f", "--face", type=str, 
 default="face_detector", 
 help="path to face detector model directory") 
ap.add_argumentI ("-m", "--model", type=str, 
 default="mask_detector.model", 
 help="path to trained face mask detector 
model") 
ap.add_argumentI ("-c", "--confidence", type=float, 
default=0.5, 
 help="minimum probability to filter weak 
detections") 
args = varsI (ap.parse_args()) 
print("[INFO] loading face detector model...") 
prototxtPath = os.path.sep.join([args["face"], 
"deploy.prototxt"]) 
weightsPathI = os.path.sep.join([args["face"], 
 "res10_300x300_ssd_iter_140000.caffemodel"]) 
faceNetI = cv2.dnn.readNet(prototxtPath, 
weightsPath) 
 

































print("[INFO] loading face mask detector model...") 
maskNet = load_model(args["model"]) 
addressI= "https://192.168.43.1:8080/video" 
vsI = VideoStream(address).start()I 
time.sleepI (2.0) I 
whileI True: I 
 frameI = vs.read() 
 frameI = imutils.resize(frame, width=400) 
 (locs,preds) = detect_and_predict_mask(frame,   
faceNet, maskNet) 
Pada pseudocode diatas dijelaskan tahap pertama adalah memulai video 
stream dari kamera dengan akan ditampilkan pada jendela Prototype Mask 
Detector selebar 400 pixel  dari url “https://192.168.43. 1:8080/video" yang 
menggunakan aplikasi pihak ketiga yaitu IP Webcam yang menggunakan 
kamera dari smartphone, lalu sebelum dilakukan looping setiap frame 
gambar akan ditunda sebanyak 2 detik menggunakan perintah “time.sleep”. 
Setelah itu akan dilakukan pendeteksian apakah didalam frame tersebut 
dideteksi penggunaan masker atau tidak melalui function 
“detect_and_predict_mask”. 
defI detect_and_predict_maskI (frame,faceNet,mask 
Net): I 
 h, w) = frame.shape[:2] 
 blob = cv2.dnn.blobFromImage(frame, 1.0, 
(300, 300),(104.0, 177.0, 123.0)) 
 faceNet.setInput(blob) 
 detections = faceNet.forward() 
 
 faces = [] 
 locs = [] 
 preds = [] 
 
 

































forI i in rangeI (0, detections.shape[2]):  I               
  confidence = detections[0, 0, i, 2] I 
                   
boxI = detections[0, 0, i, 3:7] * I 
np.array([w, Ih, w, h]) I 
(startX, startY, endX, endY) = I 
box.astype("int") I 
 
(startX, startY) = (max(0, startX), 
max(0, startY)) I 
(endX, endY) = (min(w - 1, endX), 
min(h - 1, endY)) I 
 
   faceI = frame[startY:endY, startX 
:endX] I 
   face = cv2.cvtColor(face,cv2.COLOR_ 
BGR2RGB) I 
   faceI = cv2.resize(face, (224, 
224)) I   face = img_to_array(face) I 
   faceI = preprocess_input(face) I 
 
   faces.appendI (face) I 
   locs.appendI ((startX, startY, endX, 
I    endY)) I 
ifI len(faces) > 0:  I 
facesI = np.array(faces, dtype="float32") I 
predsI = maskNet.predict(faces, batch_size=32) I 
returnI (locs, preds) I 
Pada pseudocode diatas dijelaskan bahwa frame yang masuk akan dideteksi 
dan akan menghasilkan output berupa locs yang merupakan area wajah dan 
preds adalah prediksi dan akan di looping pada pseudocode berikut: 
 

































for (box, pred) in zip(locs, preds): I 
  (startX, startY, endX, endY) = box I 




I if mask < withoutMask   
else I I 
urllib.request.urlopen('http://192.168.43.216/BUZZ
ERoff') 
Pada pseudocode diatas dijelaskan bahwa apabila prediksi mask lebih kecil 
akan memanggil link “http://192.168.43.216 /buzzeron” yang akan 
menyalakan alarm, apabila sebaliknya maka akan memanggil link 
“http://192.168.43.216/buzzeroff “ yang akan mematikan alarm. 
2. Mengimport library ESP8266 
Dalam import library ini sudah didokumentasikan pada link 
“https://github.com/esp8266/Arduino”, dijelaskan sebelum melakukan 
install library langkah awal yang harus dilakukan adalah mengatur 
preferences yang ada pada  File>Preferences>Additional Boards Manager 
URLs dan mengisi dengan “https://arduino.esp8266.com/stable/package_ 
esp8266com_index.json“ seperti pada gambar 4.7 
 


































Gambar 4. 7: Pengaturan preferences 
 
Lalu langkah selanjutnya kita ke tools>board>boards manager seperti 
gambar 4.8. 
 
Gambar 4. 8: Menu ke Boards manager 
Setelah masuk nanti board manager akan download library terlebih dahulu 
dan akan muncul tampilan seperti gambar 4.9. 
 


































Gambar 4. 9: Boards manager 
Pada gambar 4.9 sudah terlihat library dari esp8266 dan klik install. 
3. Pembuatan satu jaringan Wi-fi 
Pada tahap ini jaringan wifi menggunakan fitur hotspot dari smartphone 
dengan pengaturan seperti pada gambar 4.10. 
 
Gambar 4. 10: Fitur hotspot smartphone 
4. Melakukan penulisan baris kode untuk board Nodemcu 
Untuk baris awal seperti terlihat pada pseudocode berikut:  
 

































#includeI <ESP8266WiFi.h> I 
#defineI BUZZER D7 I 
const Ichar* ssid = "Redmi"; I 
const Ichar* password = "kepoluya"; I 
unsigned Ichar Istatus_buzzer=0; I 
IWiFiServer Iserver(80); I 
Untuk pertama kali akan memanggil library esp82666 dan menggunakan 
port D7 pada Nodemcu ESP8266, dan selanjutnya adalah pengaturan 
jaringan nirkabel yang akan digunakan. Tahap selanjutnya adalah penulisan 
pseudocode untuk menyalakan alarm, pada pseudocode dibawah dijelaskan 
untuk mengatur output, yaitu melakukan on dan off dari buzzer (pada 
pseudocode yang dijelaskan sebelumnya, buzzer adalah port D7 dari 
NodeMCU EPS8299). Selanjutnya dibuat sebuah looping atau perulangan 
yang akan menangkap apabila adanya pemanggilan “/buzzeron” yang akan 
menyalakan alarm dan “/buzzeroff” yang akan mematikan alarm.  
voidI setup() { I 
  Serial.beginI (115200); I 
  pinModeI (BUZZER, OUTPUT);} I 
voidI loop() { I 
  WiFiClientI clientI = Iserver.available();I 
  ifI (!client) { I 
    Ireturn; I 
  } I I 
  Serial.printlnI ("new client"); I 
  whileI (!client.available())I 
  { I 
    Idelay(1); I 
  } I 
  StringI req = client.readStringUntil('\r'); I 
  Serial.println(req); I 
 

































  client.flushI();I 
  ifI (req.indexOf("/buzzeroff") != -1) I 
  { 
    Istatus_buzzerI=0;   I 
    IdigitalWrite(BUZZER,LOW); I 
  } 
  elseI if(req.indexOf("/buzzeron") != -1) I 
  { 
    Istatus_buzzerI=1; I 
    IdigitalWrite(BUZZER,HIGH); I 
  } I 
5. Persiapan Hardware NodeMCU 
Beberapa perangkat yang dibutuhkan adalah : 
1. Nodemcu ESP8266 
 
Gambar 4. 11. NodeMCU ESP8266 
Pada gambar 4.11 merupakan NodeMCU ESP8266, pada perangkat ini 
sudah ada modul wifi didalamnya sehingga tidak dibutuhkan perangkat 
tambahan untuk kebutuhan jaringan. 
2. Breadboard 
 
Gambar 4. 12. Breadboard 
 

































Fungsi dari Breadboard adalah sebagai papan dalam merancang sebuah 
rangkaian elektronika tanpa melakukan solder. 
3. Buzzer 
 
Gambar 4. 13. Buzzer 
Buzzer adalah sebuah modul yang akan menghasilkan suara apabila 
dialiri oleh listrik. 
Setelah semua siap NodeMCU dan buzzer akan dipasangkan pada 
breadboard dengan posisi seperta pada gambar 4.14. Dari pseudocode 
pada baris kode NodeMCU dijelaskan bahwa port yang digunakan adalah 
port D7 sehingga kabel dari buzzer dengan warna merah akan 
dihubungkan ke port D7 sedangkan yang warna hitam dihubungan ke G 
(Ground). 
 
Gambar 4. 14. Rangkaian NodeMCU dan Buzzer 
4.2. Aplikasi pembanding 
1. Penerapan Viola-Jones 
 

































Lahkah awal ada melakukan import library yang dibutuhkan seperti pada 
pseudocode berikut: 
importI numpy as np I 
importI cv2 I 
import Irandom I 
import Iwinsound I 
Langkah selanjutnya adalah memanggil model yang dibutuhkan dengan 
pseudocode berikut: 
face_cascadeI = I 
cv2.CascadeClassifier('data\\xml\\haarcascade_fron
talface_default.xml') I 
eye_cascadeI = I 
cv2.CascadeClassifier('data\\xml\\haarcascade_eye.
xml') I 
mouth_cascadeI = I 
cv2.CascadeClassifier('data\\xml\\haarcascade_mcs_ 
I mouth.xml') I 
upper_bodyI = I 
cv2.CascadeClassifier('data\\xml\\haarcascade_uppe 
I rbody.xml') I 
Setelah itu melakukan pendeteksian dengan alur pertama kali adalah 
membuat sebuah frame berbentuk kotak dengan syarat apabila 
menggunakan masker akan berwarna hijau dan disertai tulisan "terima 
kasih sudah memakai masker" dan berwarna merah apabila mendeteksi 
wajah tidak menggunakan masker disertai tulisan "tolong pakai masker 
anda" dan suara dari file “1.wav”. Dalam melakukan pendeteksian akan 
menggunakan video stream dan akan melakukan looping pada setiap 
frame dari video stream. Seperti pada pseudocode berikut: 
bw_thresholdI = 80 I I 
fontI = cv2.FONT_HERSHEY_SIMPLEX I 
orgI = (22, 22) I 
 

































weared_mask_font_colorI = (255, 255, 255) I 
not_weared_mask_font_colorI = (0, 0, 255) I 
thicknessI = 2 I 
font_scaleI = 1 I 
weared_maskI = I"TERIMA KASIH SUDAH MEMAKAI MASKER" 
Inot_weared_mask I= "TOLONG PAKAI MASKER ANDA" I 
I 
capI = cv2.VideoCapture(0) I 
whileI 1: I 
    ret, I img = cap.read()I 
    imgI = cv2.flip(img,1) I 
    grayI = cv2.cvtColor(img, I cv2.COLOR_BGR2GRAY) 
I    (thresh, I black_and_white) = I 
cv2.threshold(gray, bw_threshold, 255, I 
cv2.THRESH_BINARY) I 
black_and_white) I 
    facesI = Iface_cascade.detectMultiScale(gray, I 
1.1, 4) I 
 
    faces_bwI = I 
face_cascade.detectMultiScale(black_and_white, I 
1.1, 4) I 
    if(len(faces) I == 0 Iand Ilen(faces_bw) I == 0): 
I cv2.putText(img, "TERIMA KASIH SUDAH MEMAKAI 
MASKER", Iorg, Ifont, font_scale, I 
weared_mask_font_color, thickness, I cv2.LINE_AA) 
I 
    elifI (len(faces) I== 0 Iand Ilen(faces_bw) I == 
1): 
 

































cv2.putText(img, weared_mask, org, Ifont, I 
font_scale, I weared_mask_font_color, I 
thickness, Icv2.LINE_AA) I 
    else: I 
        forI (x, y, w, h) in faces: I 
cv2.rectangle(img, I (x, y),  (x + w, y 
+ I h), (255, 255, 255), 2) I 
            roi_grayI = gray[y:y + h, x:x + w] I 
            roi_color I= img[y:y + h, x:x + w] I 
mouth_rects = 
Imouth_cascade.detectMultiScale(gray, I 1.5, 5) I 
      if(lenI (mouth_rects) == 0): I 
cv2.putText(img, I weared_mask, org, font, I 
font_scale, I weared_mask_font_color, I 
thickness, Icv2.LINE_AA) I 
        else: I 
            forI (mx, my, mw, mh) in mouth_rects: 
I 
 
                if(yI < my < y + h): I 
cv2.putText(img, not_weared_mask, org, I 
font, I font_scale, I 




cv2.imshow('Mask Detection', img) I 
k = cv2.waitKey(30) I & 0xff I 
if kI == 27: I 
break I 
 



































2. Penerapan Convolutional Neural Network 
Lahkah awal ada melakukan import library yang dibutuhkan seperti pada 
pseudocode berikut: 
fromI keras.models import load_model I 
import Icv2 I 
import Inumpy as Inp I 
importI win32api I  
Langkah selanjutnya adalah memanggil model yang dibutuhkan dengan 
pseudocode berikut: 
modelI = load_model('model-017.model') I 
face_clsfr=cv2.CascadeClassifierI 
('haarcascade_fron I talface_default.xml') I 
sourceI=cv2.VideoCapture(0) I 
labels_dictI={0:'MASK',1:'NO MASK'} I 
color_dictI={0:(0,255,0),1:(0,0,255)} I 
Setelah itu melakukan pendeteksian menggunakan masker dan akan 
berwarna merah dan disertai tulisan "no mask" apabila mendeteksi wajah 
tidak menggunakan masker. Dalam melakukan pendeteksian akan 
menggunakan video stream dan akan melakukan looping pada setiap 
frame dari video stream. Seperti pada pseudocode berikut: 
whileI (True): I     
     
    ret,imgI=source.read()I 
    grayI=cv2.cvtColor(img,cv2.COLOR_BGR2GRAY) I 
    facesI=face_clsfr.detectMultiScale(gray,1.3,5) 
I   
    forI x,y,w,h in faces: I 
        printI (face_clsfr) I 
 

































     
        face_imgI=gray[y:y+w,x:x+w] I 
        resizedI=cv2.resize(face_img,(100,100)) I 
        normalizedI=resized/255.0 I 
        
reshapedI=np.reshape(normalized,(1,100,100,1)) 
        resultI=model.predict(reshaped) I 
 
        labelI=np.argmax(result,axis=1)[0] I 
       
        cv2.rectangleI 
(img,(x,y),(x+w,y+h),color_dict[label],2) I 
        cv2.rectangleI (img,(x,y- I 40), I 
(x+w,y),color_dict[label],-1) I 
        cv2.putTextI (img, labels_dict[label], (x, 
y- I 
10),cv2.FONT_HERSHEY_SIMPLEX,0.8,(255,255,255),2) 
I         
        if labels_dict[label] I == 'NO MASK': I 
            Iprint("label") I 
        else: I 
            Iprint("tidak") I 
         
    cv2.imshow('LIVE',img) I 
    keyI=cv2.waitKey(1) I 
     
    if(keyI==I27): I 
        break I 
         
cv2.destroyAllWindows()I
 


































4.3. Pengujian sistem 
1. Tingkat accuracy (akurasi) dan loss (kegagalan) dalam melakukan training 
serta validasi 
Pada gambar 4.11 dijealskan dari 20 epoch didapatkan tingkat akurasi yang 
tinggi diatas 0.9, baik dalam training maupun validasi. 
 
Gambar 4. 15: Tingkat akurasi 
Pada gambar 4.12 dijelaskan dari 20 epoch didapatkan tingkat kegagalan 
yang rendah dibawah 0.1, baik dalam training maupun validasi. 
 


































Gambar 4. 16: Tingkat kegagalan 
2. Skenario uji pada metode Deep Neural Network, Viola-Jones dan 
Convolutional Neural Network 
Dalam pengujian ini akan dihasilkan sebuah tabel yang terdiri dari 5 kolom, 
yaitu s (skenario uji), ss (sub skenario uji), r1 (rata2 dari 3 kali pengujian 
setiap sub skenario uji), r2 (rata-rata dari setiap sub skenario uji), berhasil 
(apabila 1 berarti pendeteksian benar, dan 0 berarti salah), dan j (jumlah 
pendeteksian benar). Semua angka yang ada dikolom waktu merupakan 
waktu yang dibutuhkan sistem untuk mendeteksi penggunaan masker, 
apabila ada yang bertulis “-” berarti sistem tidak mendeteksi penggunaan 
masker. Berikut adalah hasil dari skenario uji pada setiap metode: 
• Deep Neural Network 
Tabel 4. 1: Skenario uji Deep Neural Network 
s ss waktu (s) r1(s) r2(s) berhasil j 
s1I 
ss1I - - - - 1.3 1 1 1 3 
ss2I 1.3 1.5 2.1 1.6   1 1 1 3 
ss3 2.0 1.8 2.1 2.0   1 1 1 3 
ss4I 2.1 1.7 1.5 1.7   1 1 1 3 
s2I 
ss1I - - - - 1.2 1 1 1 3 
ss2I 2.1 1.2 2.1 1.8   1 1 1 3 
ss3I 1.5 1.0 1.5 1.3   1 1 1 3 
ss4I 2.2 1.5 1.8 1.9   1 1 1 3 
 

































s ss waktu (s) r1(s) r2(s) berhasil j 
s3I 
ss1I - - - - 0.9 1 1 1 3 
ss2I 1.2 0.7 0.5 0.8   1 1 1 3 
ss3I 2.0 1.5 0.6 1.4   1 1 1 3 
ss4I 0.6 1.8 1.4 1.3   1 1 1 3 
s4I 
ss1I - - - - 1.2 1 1 1 3 
ss2I 0.7 1.0 0.8 0.8   1 1 1 3 
ss3I 2.3 2.5 1.2 2.0   1 1 1 3 
ss4I 2.3 2.4 1.1 1.9   1 1 1 3 
s5I 
ss1I - - - - 1.1 1 1 1 3 
ss2I 1.2 1.3 1.8 1.5   1 1 1 3 
ss3I 2.0 1.8 0.5 1.4   1 1 1 3 
ss4I 1.4 2.1 0.8 1.5   1 1 1 3 
s6I 
ss1I - - - - 1.2 1 1 1 3 
ss2I 0.6 1.8 1.6 1.3   1 1 1 3 
ss3I 2.0 1.1 2.4 1.8   1 1 1 3 
ss4I 2.3 2.2 0.5 1.7   1 1 1 3 






Tabel 4. 2: Skenario uji Viola-Jones 
s ss waktu (s) r1(s) r2(s) berhasil j 
s1I 
ss1I - - - - 1.1 1 1 1 3 
ss2I 1.6 0.7 1.1 1.1   1 1 1 3 
ss3I 1.3 0.9 1.4 1.2   1 1 1 3 
ss4I 2.1 2.5 1.7 2.1   1 1 1 3 
s2I 
ss1I - - - - 0.1 1 1 1 3 
ss2I - - 0.7 0.2   0 0 1 1 
ss3I - 0.7 - 0.2   0 1 0 1 
ss4I - - - -   0 0 0 0 
s3I 
ss1I - - - - 1.1 1 1 1 3 
ss2I 0.7 2.4 1.5 1.5   1 1 1 3 
ss3I 2.3 0.8 0.7 1.3   1 1 1 3 
ss4I 2.1 1.0 1.6 1.6   1 1 1 3 
s4I 
ss1I - - - - 0.7 1 1 1 3 
ss2I 1.1 0.8 - 0.6   1 1 0 2 
 

































s ss waktu (s) r1(s) r2(s) berhasil j 
ss3I 1.6 - 1.3 1.0   1 0 1 2 
ss4I 1.0 2.1 - 1.0   1 1 1 3 
s5I 
ss1I - - - - - 1 1 1 3 
ss2I - - - -   0 0 0 0 
ss3I - - - -   0 0 0 0 
ss4I - - - -   0 0 0 0 
s6I 
ss1I - - - - - 1 1 1 3 
ss2I - - - -   0 0 0 0 
ss3I - - - -   0 0 0 0 
ss4I - - - -   0 0 0 0 
Rata-rata (second)= 0.5 akurasi(%)= 63 jumlah= 45 
 
• Convolutional Neural Network 
Tabel 4. 3: Skenario uji Convolutional Neural Network 
s ss waktu (s) r1(s) r2(s) berhasil j 
s1I 
ss1I - - - - 0.9 1 1 1 3 
ss2I - 2.1 2.2 1.5   0 1 1 2 
ss3I 1.7 - - 0.6   1 0 0 1 
ss4I - 2.4 2.0 1.5   0 1 1 2 
s2I 
ss1I - - - - 0.7 1 1 1 3 
ss2I 2.0 - 1.8 1.3   1 0 1 2 
ss3I - 1.7 0.7 0.8   0 1 1 2 
ss4I 1.8 - - 0.6   1 0 0 1 
s3I 
ss1I - - - - 0.3 1 1 1 3 
ss2I - 1.6 - 0.5   0 1 0 1 
ss3I 1.0 - 0.9 0.6   1 0 1 2 
ss4I - - 0.6 0.2   0 0 1 1 
s4I 
ss1I - - - - 0.6 1 1 1 3 
ss2I 2.3 1.1 - 1.1   1 1 0 2 
ss3I - 1.0 - 0.3   0 1 0 1 
ss4I 1.5 - 1.4 1.0   1 0 2 3 
s5I 
ss1I I- - - - 2.3 1 1 1 3 
ss2I - 3.9 6.8 3.6   0 1 1 2 
ss3I - 6.7 - 2.2   0 1 0 1 
ss4I 4.3 - 6.2 3.5   1 0 1 2 
s6I 
ss1I - - - - 1.0 1 1 1 3 
ss2I - 5.1 - 1.7   0 1 0 1 
ss3I - - 3.7 1.2   0 0 1 1 
ss4I - 3.1 - 1.0   0 1 0 1 
Rata-rata (second)= 1.0 akurasi(%)= 64 jumlah= 46 
 
 

































Dari data scenario uji pada setiap tabel bisa diambil kesimpulan yang ada 
pada tebel 4.4 
 
Tabel 4. 4. Hasil skenario uji 




Deep Neural Network 1.2 Detik 100% 
72 
pengujian 









Dari tabel 4.4 dijelaskan bahwa untuk kecepatan pendeteksian dengan 
menggunakan metode Deep Neural Network keberhasilan pendeteksian 
lebih banyak, dan kebalikannya dengan menggunakan metode Viola-Jones 
pendeteksian penggunaan masker banyak yang gagal terutama ketika pada 
pengujian yang memiliki gerak dan tidak bisa mendeteksi target pada jarak 
3 Meter. Sedangkan untuk akurasi Deep Neural Network memiliki tingkat 
akurasi sebanyak 100%, Convolutional Neural Network sebanyak 64%, dan 
Viola-Jones sebanyak 63%. 
3. Recall, Precision, dan Accuracy pada metode Deep Neural Network, Viola-
Jones dan Convolutional Neural Network 
• Deep Neural Network 
Diketahui 









𝑅𝑒𝑐𝑎𝑙𝑙 = 1 











































𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 1 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
54 + 18
54 + 0 + 0 + 18
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  1 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  100% 
Dari perhitungan diatas bisa diketahui untuk nilai Recall, Precision, dan 
Accuracy dari metode Deep Neural Network semuanya sebesar 100%. 
• Viola-Jones 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 1 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
27 + 18
27 + 0 + 27 + 18
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.61 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  61% 
Dari perhitungan diatas bisa diketahui dengan menggunakan metode 
Viola-Jones untuk nilai Recall sebesar 50%, Precision sebesar 100%, 
dan Accuracy sebesar 61%. 
 

































• Convolutional Neural Network 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 1 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 100% 




𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
27 + 18
27 + 0 + 26 + 18
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  0.6 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  60% 
Dari perhitungan menggunakan metode ini bisa disimpulkan pada tabel 
4.5 bahwa dalam perhitungan Recall, Precision, dan Accuracy 
peringkat pertama adalah metode Deep Neural Network, dan yang 
terbawah adalah Convolutional Neural Network.  
Tabel 4. 5. Hasil perhitungan Recall, Precision, dan Accuracy 
Metode Recall Precision Accuracy 
Deep Neural Network 100% 100% 100% 
Viola-Jones 50% 100% 61% 
Convolutional Neural Network 50% 100% 60% 
 
4. Test case scenario prototype Mask Detector 
Dari hasil pengujian didapatkan hasil seperti pada tabel 4.6, diketahui dari 
semua kondisi ada 2 kondisi yang tidak lolos, yaitu ketika ada sebuah 
gambar wajah aplikasi tetap mendeteksi bahwa itu adalah wajah, dan yang 
kedua adalah apabila maker hanya menutupi hidung saja aplikasi tetap 
 

































menganggap penggunaan masker sudah benar, kedua kondisi ini tidak bisa 
memenuhi ekspentasi sehingga hasilnya false. 
Tabel 4. 6: test case scenario prototype Mask Detector 
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Ada gambar atau pola 












user dan alarm 
tidak berbunyi 
true 
Masker tidak menutupi 












































masker serta  
alarm berbunyi 
Masker menutupi hidung 






salah dan alarm 
berbunyi 
false 
Masker menutupi mulut 






salah dan alarm 
berbunyi 
true 
User memakai masker 
berwarna seperti kulit dan 






user dan alarm 
tidak berbunyi 
true 
User memakai masker 
dengan gambar karakter 
















































User memakai masker 
berwarna dan menutupi 
































































Dari hasil penelitian yang dilakukan untuk pengembangan prototype Mask 
Detector dapat ditarik kesimpulan sebagai berikut: 
1. Dalam melakukan penyandingan antara prototype Mask Detector dengan 
microcontroller NodeMCU ESP8266 yang menggunakan jaringan nirkabel 
sebagai media penghubung, dan ini bisa berfungsi dengan baik. Hal ini bisa 
dibuktikan melalui rangkaian uji pada test case scenario prototype Mask 
Detector bahwa semua case scenario yang berkaitan dengan penyandingan 
prototype Mask Detector dan microcontroller NodeMCU ESP8266yang 
berupa pemanggilan alarm semuanya berhasil tanpa ada kegagalan. 
2. Penerapan metode Deep Neural Network pada prototype Mask Detector 
pada tahap training maupun validasi dataset yang menggunakan epoch 
sebanyak 20, memiliki tingkat akurasi yang tinggi yaitu diatas 0.9 dan 
memiliki nilai kegagalan yang rendah yaitu dibawah 0.1. 
3. Hasil dari evaluasi pembandingan 3 metode yaitu Deep Neural Network, 
Viola-Jones, dan Convolutional Neural Network memiliki hasil seperti pada 
tabel 5.1 dan 5.2 








Deep Neural Network 1.2 Detik 100% 72 pengujian 
Viola-Jones 0.5 Detik 63% 45 pengujian 
Convolutional Neural 
Network 
1 Detik 64% 46 pengujian 
 
Tabel 5. 2. Hasil perhitungan Recall, Precision, dan Accuracy 
Metode Recall Precision Accuracy 
Deep Neural Network 100% 100% 100% 
Viola-Jones 50% 100% 61% 
Convolutional Neural Network 50% 100% 60% 
 
 

































Dari tabel 5.1 dan 5.2 dijelaskan bahwa metode Deep Neural Network 
memiliki nilai yang lebih tinggi pada 2 jenis pengujian yaitu skenario uji 
dan pengukuran Recall, Precision, dan Accuracy. Pada tabel 5.1 dijelaskan 
bahwa scenario uji metode Deep Neural Network memiliki nilai tingkat 
akurasi 100% meskipun untuk nilai rata-rata kecepatan pendeteksian 
masker merupakan peringkat terendah dibawah metode Convolutional 
Neural Network dan Viola-Jones yang sebesar 0.5 detik, meskipun 
kecepatan pendeteksian paling lambat diantara metode lainnya namun 
dalam metode Deep Neural Network dapat mendeteksi  penggunaan masker 
pada semua scenario uji yang diberikan. Pada tabel 5.2 dalam pengukuran 
Recall, Precision, dan Accuracy pada ketiga metode ini Deep Neural 
Network mendapatkan peringkat pertama karena tingkat 100% pada Recall, 
Precision, dan Accuracy yang menandakan bahwa dalam semua pengujian 
bisa dilalui dan akurat, sedangkan pada peringkat dua adalah metode Viola-
Jones yang memiliki kelemahan terbesar adalah pada semua pengujian 
dengan syarat jarak 3 meter tidak ada yang berhasil, sedankan pada urutan 
terakhir adalah metode Convolutional Neural Network, meskipun pada 
metode ini tidak memiliki kelemahan yang pada jarak 3 meter namun dalam 
pengujian banyak yang gagal.  
5.2. Saran  
Saran yang dapat penulis berikan dalam menggunakan aplikasi ini atau 
pengembangan penelitian yang akan datang antara lain.  
1. Menggunakan kamera dengan resolusi full HD ataupun diatasnya, dengan 
syarat masih bisa melihat wajah seseorang dengan jelas pada jarak 3 meter 
atau lebih. 
2. Pada pengembangan selanjutnya untuk menyempurnakan prototype Mask 
Detector, dikarenakan waktu rata-rata dalam pendeteksian masker 
mengunakan metode Deep Neural Network masih diatas 1 detik, dan tentu 
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