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Explicit inversion formulas are obtained for the analytic family of fractional
integrals (T :f )(x)=#n, : S n |xy|
:&1 f ( y) dy on the unit sphere in Rn+1. Arbitrary
complex : and n2 are considered. In the ease :=0 the integral T :f coincides with
the spherical Radon transform. For :>1 (:{1, 3, 5, ...) such integrals are known
as the BlaschkeLevy representations and arise in convex geometry, probability,
and the Banach space theory. For :=1, 3, 5, ... the integral T :f is defined by con-
tinuity as the spherical convolution with the powerlogarithmic kernel. Different
inversion methods are discussed.  1998 Academic Press
INTRODUCTION
The simplest fractional integrals of the RiemannLiouville type on the
real line are defined as convolutions I :f =(x:&1+ 1(:)) V f and enjoy
the following basic properties (at least for sufficiently nice f belonging to
the SemyanistyiLizorkin space of Schwartz functions orthogonal to all
polynomils [8, 15]):
(a) I:f is an entire function of : # C.
(b) For :=0, (I :f )(x)= f (x).
(c) The inverse opertator (I:)&1 belongs to the same family as I :,
and can be represented by
(I:)&1 f=I&:f or (I:)&1 f=\ ddx+
m
I;f, m&;=:. (1)
The properties (a)(c) are inherent in many other fractional integrals in
one and many dimensions provided that (ddx)m is replaced by a suitable
differential operator (see examples in [8, 15]). The common feature of such
integrals is the following: the dimension of the set 0 of singularities (or
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zeros) of the kernel is zero (take, e.g., the Riesz potential on Rn, the kernel
of which is const |x& y|:&n).
The further progress in multidimensional fractional calculus might be
connected with investigation of analytic families of ‘‘fractional integrals,’’
say T :f, for which dim 0>0, and the identity operator in (b) is replaced
by a suitable Radon transform (in other words, the delta function at a
point is replaced by the delta function on a surface). If a certain analog of
(c) also holds for T :, then these operators may be useful in various
problems of integral geometry. Analysis of numerous publications related
to Radon transforms shows, that fractional integrals with the features
described above, are employed implicitely in inversion algorithms for
various Radon transforms. Thus it would be interesting to revisit some
problems of integral geometry and examine them from the point of view of
fractional integration (of course, in conjunction with the relevant harmonic
analysis and geometry). Some new results were obtained in [1, 912, 18]
following this philosophy.
The present article can be regarded as a continuation of [9, 10]. We
show that fractional integrals T :f mentioned above in the abstract, can be
inverted explicitely for all : # C via the composition of a certain polynomial
of the BeltramiLaplace operator 2S with the integral operator belonging
to the same family as T : (in other words, we establish an analog of the
second equality from (1)). In the important special case :=0, when T :f
coincides (up to a constant multiple) with the spherical Radon transform
f , this result is due to Helgason [5] for n odd. For n even a similar formula
was not known. In [6, p. 54], the inversion formula for the spherical
Radon transform was obtained in a more general setting of k-dimensional
totally geodesic transforms on Sn for all n2 and 1kn&1 in a dif-
ferent form, involving one-dimensional fractional differentiation of averages
of f with the subsequent passage to the limit in the averaging parameter. In
[16] (p. 439, formula (4.17)) the inverse of f (for n even) was written in the
form of a certain divergent integral which should be understood in a
regularized sense. Our inversion formula for n even looks as follows:
f =
1
2?n
P (0)n2(2S) |
Sn
f ( y) log
1
|xy|
dy+
(n&1)!
2(2?)n |S n f ( y) dy, (2)
where
P (0)n2(2S)=2
&n ‘
n2
k=1
[&2S+2(k&1)(n+1&2k)].
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Furthermore, since the family [T :f ]: # C involves BlaschkeLevy
representations [7], our results contain the complete picture of invertibility
of these representations. In particular, they cover all values of : for which
the method of [7] fails.
A comprehensive bibliography related to the spherical Radon transform
and BlaschkeLevy representations can be found in [9] and [7] respec-
tively (see also [10]).
The paper is organized as follows. In Section 1 we define the integrals
T :f for all : # C and discuss their action on functions f # C and f belong-
ing to the Sobolev spaces L#p . Section 2 is devoted to explicit inversion of
T :. In accordance with (1) we exhibit two methods which can be called the
direct inversion and the method of complementation. The first one (see
Section 2.1) is based on the formula
(T :)&1=T 1&n&: (3)
and employs the wavelet transforms for the representation of T 1&n&:. Here
we announce some results from [9, 10] (see Theorem 2.1 below) for f # L p
and f # C. It is interesting to compare (3) with the first formula in (1). One
can see that the exponent in the right-hand side is shifted by the dimension
of the manifold of singularities of the kernel (this observation leads to
interesting generalizations, cf. [18]).
The second method, exhibited in Section 2.2, is based on the observa-
tion, that for sufficiently nice . and a suitable ; # C the ‘‘complemented’’
equation T ;T :f =T ;. can be inverted by the polynomial of the
BeltramiLaplace operator. We give detailed proofs of the inversion for-
mulas for all : # C and f # C by using expansions in spherical harmonics.
These expansions serve as a tool only, and they disappear in final formulas
which are written in the closed form. Our formulas can be extended to
Sobolev spaces (owing to Theorem 1.1 from Section 1), and to distribu-
tions on Sn by using the standard duality argument. In Section 3 we
demonstrate how the results of Section 2.2 can be obtained by using the
tools of the Fourier analysis on Rn+1. This consideration complements the
results of Semyanistyi [16]. It seems that both approaches are useful.
Notation. Sn is the n-dimensional unit sphere in Rn+1, n2;
_n=|Sn|=2?(n+1)21((n+1)2); 2S is the BeltramiLaplace operator on
Sn; xy designates the standard inner product of x, y # Sn. We denote by
[Yj, k (x)], x # S n, the orthonormal basis of spherical harmonics on S n.
Here j # Z+=[0, 1, 2, ...], k=1, 2, ..., dn ( j), where dn ( j) is the dimension
of the subspace of spherical harmonics of degree j. The notation Yj is used
for an arbitrary spherical harmonic of degree j.
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1. ANALYTIC FAMILY OF FRACTIONAL INTEGRALS:
BASIC PROPERTIES
Consider the family [T :: : # C; :{1, 3, 5, ...] of convolution operators
on S n defined for f # C by the following expansion in spherical har-
monics:
T :f =:
j, k
c j, : f j, kYj, k , cj, :={(&1)
j2 1(( j+1&:)2)
1(( j+n+:)2)
for j even,
0 for j odd.
(1.1)
If Re :>0, then T :f is represented by the integral
(T :f )(x)=
1((1&:)2)
2?n21(:2) |S n |xy|
:&1 f ( y) dy, (1.2)
in which dy is the usual Lebesgue measure on Sn. In the case :=0 we have
(T 0f )(x)=
1
2?(n&1)2 |xy=0 f ( y) dxy= lim:  +0 (T
:f )(x) (1.3)
where dx y designates the induced (n&1)-dimensional Lebesgue measure
on the section [ y # Sn: xy=0]. The validity of (1.1) for the operator (1.2)
can be easily checked by using the FunkHecke formula (see [9]). The
second relation in (1.3) (and hence the first one too) is a consequence of
the formula (see, e.g., [14, p. 183])
|
S n
a(xy) f ( y) dy=_n&1 |
1
&1
a({)(M{ f )(x)(1&{2)n2&1 d{,
in which
(M{ f )(x)=
(1&{2) (1&n)2
_n&1 |xy={ f ( y) d_( y), { # (&1, 1),
is the mean value of f on the planar section [ y # S n : xy={]. The function
(M{ f )(x) is often used in analysis on Sn, e.g., in approximation theory. If
f # C (Sn), then (M{ f )(x) # C  (Sn), and (M{ f )(x) # C  ([&1, 1]) in the
{-variable for each x # Sn (for more details, concerning (M{ f )(x), see [9,
10, 13, 14] and references therein).
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The integral (1.2) is known as the BlaschkeLevy representation [7]. In
the case :=0, from (1.3) we have
(T 0f )(x)=
1
2?(n&1)2
f (x) (1.3$)
where f (x) is the spherical Radon transform of f. For the values
:=1, 3, 5, ... the operator T : can be defined by continuity. Namely, for
m=0, 1, 2, ... and *>0 we put
(T 2m+1f )(x)=
(&1)m
?n2m! 1(m+12) |S n |xy|
2m log
*
|xy|
f ( y) dy. (1.4)
The additional parameter * is in our disposal and can be specified accord-
ing to our needs. One can readily see that lim:  2m+1 T :f =T 2m+1f \*>0
provided that the FourierLaplace coefficients fj, k of f are zero for all
j=0, 1, ..., 2m. For arbitrary f # C a simple calculation yields
T 2m+1f =:
j, k
c~ j, 2m+1 f j, kYj, k (1.5)
where
c~ j, 2m+1={
(&1)m+1
1(m& j2+1) 1(( j+n+2m+1)2)
[(m+12)+(m+1)
&(( j+n+2m+1)2)&(m& j2+1)&2 log *]
if j is an even integer such that j2m,
c j, 2m+1(see (1.1)) otherwise. (1.6)
Here (z)=1 $(z)1(z) is the well-known -function [2].
The properties of T : are completely determined by its multipliers (1.1)
and (1.6). If j is even, then cj, : have the asymptotics (&1) j2
( j2)&:&(n&1)2 as j  . The latter enables us to interpret T : as an
‘‘integral operator’’ for Re :>(1&n)2, ‘‘singular operator’’ for Re :=
(1&n)2 and ‘‘differential operator’’ for Re :<(1&n)2. Of course, this
‘‘classification’’ is rather relative, but it reflects the nature of T :. One
should also emphasize the oscillatory character of the multiplier cj, : .
Consider the mapping properties of T :. If Re :>0, then, obviously, T :
is bounded in L p for all p # [1, ]. The same holds for T 0. More refined
information is given by the following theorem.
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Theorem 1.1. Let 1< p<, : # C. The operator (1.1) can be extended
as a linear bounded operator, acting from the Sobolev space L;p into the
similar space L#p , provided
Re :#&;&(n&1)2+|1p&12| (n&1). (1.7)
If (1.7) fails, then there is an even function f0 # L;p such that T
:f0  L#p .
In particular, T : is bounded on L p if and only if Re :(1&n)2+
|1p&12| (n&1).
The validity of Theorem 1.1 follows from the boundedness properties of
the symbol of CalderonZygmund singular integral operators (see [10]). It
is interesting to compare this statement with the classification given
above. We see that in the singular case Re :=(1&n)2 the operator T : is
bounded on L p(Sn), n2, if and only if p=2.
Owing to the power asymptotics of cj, : , the operator T : is a linear con-
tinuous map from C into C with respect to the natural topology of this
space. Moreover, the following lemma is valid.
Lemma 1.2. (i) If :  [1, 3, 5, ...] _ [&n, &n&2, &n&4, ...], then T :
is an automorphism of the space C even and
(T :)&1=T 1&n&:. (1.8)
(ii) The kernel ker T : of the operator T :: C  C has the following
structure:
ker T :={
Span[Yj : j is odd]
if :{&n, &n&2, ...,
Span[[Y j : j is odd] _ [Y j : j=0, 2, ..., &n&:]]
otherwise,
where Span A denotes the closure (in the C-topology) of the set of all
linear combinations of elements of A.
(iii) If :=2m+1, m # Z+ , then the following assertions hold.
(a) For each *>0 there exists not more than one even j2m such
that T 2m+1Yj=0.
(b) For any fixed even j2m there exists one and only one *=*j
such that T 2m+1Yj=0. If *  [*j : j=0, 2, ..., 2m], then T 2m+1 is an
automorphism of the space C even .
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Proof. The statements (i) and (ii) are clear from (1.1). Let us prove
(iii)(a). Denote u(z)=(z+n2+m+12)+(m&z+1), z0. Since
j2m, then, by (1.6), T :Yj=0 if and only if
u( j2)=(m+12)+(m+1)&2 log *(=def am(*)). (1.9)
Since (see [2])
u(z)=|
1
0
2&tz+n2+m&12&tm&z
1&t
dt&2# (here # is the Euler constant)
and
du
dz
=|
1
0
tm&z(t2z+n2&12&1)
1&t
log
1
t
dt<0,
then u(z) is strictly decreasing and the equation u(z)=am(*) has not more
than one solution for z # [0, m]. This implies (iii)(a). The statement (iii)(b)
follows from (1.9). K
2. INVERSION OF T :
As many other fractional integrals (see [8, 15]), T : can be inverted by
making use of the following two methods:
I. Direct Inversion. This method is based on the equality (1.8) and
can be realized via analytic continuation of the integral (1.2).
II. The Method of Complementation. The solution to the equation
T :f =. is seeking in the form f =P(2S) T ;. where P(2S) is a certain
polynomial of the BeltramiLaplace operator, and ; is an appropriate
complex number.
Below we demonstrate both methods.
2.1. Direct Inversion
The analytic continuation of the integral (1.2) can be represented in dif-
ferent forms known in analysis, depending on the smoothness of f (e.g., via
finite differences, finite parts of the Hadamard type, etc.). We suggest to use
wavelet transforms for this purpose. Given f # L1 and a suitable integrable
‘‘wavelet function’’ w: [0, )  C, the continuous wavelet transform
(Wf )(x, t) associated with the operator family [T :] can be defined by
(Wf )(x, t)=
1
t |S n f ( y) w \
|xy|
t + dy.
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If Re :>0 (:{1, 3, 5, ...) and 0 |w(s)| s
&Re : ds<, the change of
the order of integration yields (T :f )(x)=c:, w 0 t
:&1(Wf )(x, t) dt,
c:, w=const. If w enjoys some cancellation properties, the last equality can
be exteneded to Re :0. For example, in the case :=0 we have the
following inversion result for the Radon transform.
Theorem 2.1 [9]. Let
(a) |

0
s jw(s) ds=0 for all j=0, 2, 4, ..., 2[(n&1)2]
([n&1)2] designates the integer part of (n&1)2),
(b) |

0
s; |w(s)| ds< for some ;>n&1.
Assume that f is an even function belonging to L p, 1 p<. Then
|

0
(Wf )(x, t)
tn
dt# lim
=  0 |

=
(Wf )(x, t)
tn
dt=cn f (x) (2.1)
where
cn={
4?n&121(1&n2)
1(n2) |

0
sn&1w(s) ds
8?n&12(&1) (n+1)2
((n&1)2)! |

0
sn&1w(s) log s ds
if n is even,
if n is odd.
The limit in (2.1) is understood in the L p-norm and in the ‘‘almost
everywhere’’ sense. If f # C, then the limit in (2.1) can be treated in the
C-norm.
Similar statements for :{0 can be found in [10]. As an example of the
wavelet function w(s), which is suitable for all n2 and satisfies the condi-
tions of Theorem 2.1, one can take w(s)=s exp(&log2 s) sin(? log s). The
Mellin transformation of w has the form
|

0
sz&1w(s) ds=?12 exp(((z+1)2&?)4) cos(?z2)
and therefore,
cn=
2?n2+1
1((n+1)2)
exp \(n+1)
2&?
4 + for all n2.
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2.2. The Method of Complementation
We start with the following auxiliary statement.
Lemma 2.2. Let : # C, r # Z+ ,
the identity operator for r=0,
P(:)r (2S)={4&r >rk=1 [&2S+(:&2r+2k+n&2)(2r&2k+1&:)] (2.2)for r1.
If j( # Z+) is even and j  [:&1, :&3, :&5, ...] _ [2r&:&n, 2r&:&
n&2, 2r&:&n&4, ...], then P (:)r (2S) T
2r+1&:&nT :Y j=Yj .
Proof. By (1.1) we have T 2r+1&:&nT :Yj=d :, rj Yj where
d :, rj =
1(( j+1&:)2) 1(( j+n+:)2&r)
1(( j+1&:)2+r) 1(( j+n+:)2)
(t( j2)&2r, j  ).
Since for r1,
P (:)r (2S) Yj=#
:, r
j Y j ,
#:, rj = ‘
r
k=1 \
j+:+n
2
&r+k&1+\ j+1&:2 +r&k+
(use the equality &2SYj= j( j+n&1) Yj), the result follows owing to the
properties of 1-functions. K
Consider the equation T :f =., : # C. It is convenient to discriminate
between the following cases:
(a) :  Z;
(b) : is even and n is odd;
(c) : is odd <0 and n is even;
(d) : is odd >0 and n is even;
(e) : is odd >0 and n is odd;
(f) : is even and n is even;
(g) : is odd <0 and n is odd.
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Let r be an integer such that
((n&1+Re :)2, ) in the case (a),
r # Z+ & R, R={[(n&1+:)2, :+(n&1)2] in the case (e),[(n&1+:)2, ) in other cases.
Given f # C, we denote
f [l]= f & :
l
j=0
:
k
f j, kYj, k for l # Z+ , f [l]= f for l=&1,
(2.3)
and put
&1 in the cases (a), (b), (c),
l={:&1 in the cases (d), (e), (2.4)2r&:&n in the cases (f ), (g).
If T :f =. for f # C even , then T
:f [l]=.[l], and by Lemma 2.2,
f [l]=P(:)r (2S) T
2r+1&:&n.[l], (2.5)
where T 2r+1&:&n is an integral operator (see (1.2), (1.3)). By adding the
dropped terms back and using the addition formula for spherical har-
monics we arrive at the following result.
Theorem 2.3. Let . # Ceven . Assume that r # Z+ & R, l is defined by
(2.4) and P (:)r (2S) has the form (2.2). Then the following statements hold.
I. In the cases (a), (b), and (c) the equation T :f =. has the unique
solution
f =P(:)r (2S) T
2r+1&:&n.. (2.6)
II. Let :=2m+1, m # Z+ (the cases (d), and (e)). If c~ 2j, 2m+1 {0 for
all j=0, 1, ..., m, then the equation T :f =. has the unique solution defined
by
f =P(2m+1)r (2S) T
2r&2m&n.+ :
m
j=0
#j |
S n
.( y) C (n&1)22j (xy) dy (2.7)
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where C (n&1)22j ({) are the Gegenbauer polynomials,
#j=
n&1+4j
_n (n&1) _
1
c~ 2j, 2m+1
&a j& , (2.8)
aj={
(&1) j 1( j&m+r)
1( j+m&r+(n+1)2)
(2.8)
in the case (d),
c~ 2j, 2r&2m&n >
r
k=1 \ j+m+
n+1
2
&r+k&1+ ( j&m+r&k)
in the case (e).
If c~ 2j, 2m+1=0 for some j=q # [0, 1, ..., m] (by Lemma 1.2(iii) such q is
unique), then the equation T :f =. is solvable in C even if and only if
|
S n
.(x) Y2q (x) dx=0 for each spherical harmonic Y2q of degree 2q.
(2.10)
If (2.10) holds, then the general solution to the equation T :f =. has the
form
f =P (2m+1)r (2S) T
2r&2m&n.
+ :
m
j=0
( j{q)
#j |
S n
.( y) C (n&1)22j (xy) dy+ :
dn(2q)
k=1
*kY2q, k (2.11)
where #j are defined by (2.8),
dn (2q)=(n+4q&1)
(n+2q&2)!
(2q)! (n&1)!
is the dimension of the subspace of spherical harmonics of degree 2q, and *k
are arbitrary complex numbers.
III. In the cases (f ), and (g), for :>&n, the equation T :f =. has the
unique solution
f =P (:)r (2S) T
2r+1&:&n.+ :
l2
j=0
bj |
S n
.( y) C (n&1)22j (xy) dy (2.12)
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where
bj=
n&1+4j
_n (n&1)
__ 1c2j, :&c~ 2j, 2r+1&:&n ‘
r
k=1 \ j+
:+n
2
&r+k&1+\ j+1&:2 +r&k+& .
If :&n, i.e., :+n=&2m, m # Z+ , then the equation T :f =. is
solvable in C even if and only if
|
S n
.(x) Y2j (x) dx=0 (2.13)
for all spherical harmonics Y2j , j=0, 1, ..., m. If (2.13) holds, then the general
solution to the equation T :f =. has the form ( put r=0)
f =T 2m+1.+ :
m
j=0
:
dn(2j)
k=0
*j, kY2j, k
where *j, k are arbitrary complex numbers.
Let us single out special cases :=0, 1, 2 which are especially important
for applications [37].
Theorem 2.4 (Inversion of the Radon Transform). Let f # C even .
(i) If n is odd, then
f =
1
4?n&1
P (0)r (2S)( f )
7 (the Helgason formula),
P (0)r (2S)=4
&r ‘
r
k=1
[&2S+(2k&1)(n&2k)], r=(n&1)2, (2.14)
or
f =&
1
2?n&1
P (0)r (2S) |
Sn
|xy| f ( y) dy,
P (0)r (2S)=4
&r ‘
r
k=1
[&2S+(2k&3)(n+2&2k)], r=(n+1)2. (2.15)
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(ii) If n is even, then
f =
1
2?n
P (0)n2(2S) |
Sn
f ( y) log
1
|xy|
dy+
(n&1)!
2(2?)n |S n f ( y) dy (2.16)
where
P (0)n2(2S)=2
&n ‘
n2
k=1
[&2S+2(k&1)(n+1&2k)].
Proof. This theorem is a particular case of Theorem 2.3. For con-
venience of the reader we give an independent proof of (2.16). According
to Lemma 2.2 (with :=0, r=n2) we have P (0)n2(2S) T
1T 0Yj=Yj \j=
2, 4, ... . Hence for arbitrary f # C even we have P
(0)
n2(2S) T
1T 0[ f &c0]=
f &c0 ,
c0=
1
_n |S n f ( y) dy=
1(n2)
?12_n |S n (T
0f )( y) dy,
or (use (1.3$) and the equality P (0)n2(2S) T
1T 0c0=0)
f =
1
2?(n&1)2
P (0)n2(2S) T
1f +
1(n2)
2_n?n2 |S n f ( y) dy.
By taking into account (1.4), the equality _n=|S n|=2?(n+1)21((n+1)2)
and the doubling formula for the 1-function, one can readily see that the
last equality coincides with (2.16). K
Theorem 2.5. For any . # C even the integral equation
(T 1f )(x)#
1
? (n+1)2 |S n log
1
|xy|
f ( y) dy=.(x). (2.17)
has the unique solution which can be evaluated as follows. If n is odd, then
f =P (1)r (2S) T
1.+
1
=r |S n .( y) dy
where
P (1)r (2S)=4
&r ‘
r
k=1
[&2S+4(k&1)(r&k)], r=(n+1)2,
=r=
_n[(r)&(12)]
(r&1)!
=
2?r
((r&1)!)2 _2 log 2+ :
r&1
k=1
1
k& .
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If n is even, then
f =
1
2?(n&1)2
P (1)s (2S) .^+
1
=s |S n .( y) dy (2.18)
where .^ is the Radon transform of .,
P (1)s (2S)=4
&s ‘
s
k=1
[&2S+2(2k&1)(s&k)], s=n2,
=s=
_n[(s+12)&(12)]
1(s+12)
=
4?s+12
12 (s+12)
:
s
k=1
1
2k&1
.
The Radon transform .^ in (2.18) can be represented in the form
.^=2&1? (n&1)2 (&2S&n) T 2.. (2.19)
Theorem 2.6. Let . # C even . Then the integral equation
(Bf )(x)#|
Sn
|xy| f ( y) dy=.(x)
has the unique solution f # C even which can be defined as follows. If n is odd,
then f = &2&1?1&nP (2)r (2S) .^ where .^ is the Radon transform of .,
P (2)r (2S)=4
&r ‘
r
k=1
[&2S+(2k&1)(n&2k)], r=(n+1)2,
or f =?1&nP (2)r (2S) B. where
P (2)r (2S)=4
&r ‘
r
k=1
[&2S+(2k&3)(n+2&2k)], r=(n+3)2.
If n is even, then
f =&
1
?n
Q(2) (2S) |
S n
log
1
|xy|
.( y) dy+c (2)n |
S n
.( y) dy
Q(2) (2S)=4&1&n2 ‘
n2
k=1
[&2S+2k(n&2k&1)], c (2)n =
n !
4(2?)n
.
Remark 2.7. The expressions for differential polynomials in
Theorems 2.32.6 can be simplified if f (or .) is a zonal function. We leave
this exercise to the interested reader.
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3. THE FOURIER TRANSFORM METHOD
Let x, ! be the points in Rn+1; x$=x|x| and !$=!|!| are their projec-
tions on S n. We denote by S=S(Rn+1) the Schwartz space of rapidly
decreasing C-functions on Rn+1 with the standard topology; S$ is the
dual of S;
g~ (!)=(Fg)(!)=|
Rn+1
g(x) eix! dx
is the Fourier transform of g # S. Given a function a(x$) # C even(S
n), we
denote by a+ the homogeneous S$-distribution defined by
(a+ , _)=a.c. |
Rn+1
|x|+ a(x$) |(x) dx#a.c.( |x| + a(x$), |(x)), | # S,
(3.1)
where ‘‘a.c.’’ abbreviates the analytic continuation in the +-variable. If
Re +>&n&1, then a+ is the regular functional corresponding to the func-
tion |x|+ a(x$) # L1loc(R
n+1). Due to the evenness of a(x$), the function
+  (a+ , _) is meromorphic with the set of poles U=[&n&1, &n&3,
&n&5, ...]. All these poles are simple. If the FourierLaplace coefficients
aj, k of a(x$) are zero for all j=0, 1, ..., 2m, m # Z+ , or, in other words, if
a(x$) is orthogonal on the sphere to arbitrary polynomial of degree 2m,
then the set U can be reduced and the definition (3.1) is applicable to
+=&n&2m&1.
Denote by 2 the Laplacian on Rn+1. We have
2=
2
\2
+
n
\

\
+
1
\2
2S , \=|x|,
where 2S is the BeltramiLaplace operator on S n.
Lemma 3.1. Let a # C even(S
n), + # C, r # Z+ (if +=&n&2m&1 for
some m # Z+ , we assume additionally that aj, k=0 for all j=0, 2, ..., 2m).
Then 2ra+=(P+r (2S) a)+&2r where P
+
r (2S) is the identity operator for r=0,
and
P+r (2S)= ‘
r
k=1
[(+&2k+2)(+&2k+1+n)+2S] for r1. (3.2)
Proof. We have 2(\+a)=[+(+&1+n)+2S] \+&2a. Hence 2r (\+a)=
P+r (2S) \
+&2ra, and therefore (\+a, 2r|)=(2r (\+a), |)=(\+&2rP+r (2S)a, |)
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for all | # S, Re +>2r&n&1. By analyticity this implies the required
result. K
Remark 3.2. Assume that a#a(+, x$) is an analytic function of + for
each x$ # S n in a certain domain 0/C, and a(+, } ) # C (S n) for each
+ # 0. Then, obviously, the statement of Lemma 3.1 remains true for + # 0
provided that there is a constant K such that |a(+, x$)|K for all + # 0 and
x$ # S n.
Let us evaluate the Fourier transform of the S$-distribution a+ . Of
course, it is well known (see, e.g., [13] and references therein), and our
task is to write it in a suitable form. Following [16], we denote by
9=9(Rn+1) the closed subspace of S, consisting of functions |(!) such
that (#|)(0)=0 for each multi-index #. Denote 8=F[9] and let 8$, 9$
be the duals of 8, 9. Different properties of the spaces 8, 9 can be found
in [16] (see also [8, 15] and references therein).
Lemma 3.3. Let a satisfy the conditions of Lemma 3.1. If +{0, 2, 4, ...,
then
(a+)t=_+ (T &+&na)&+&n&1 , _+=2++n+1?(n+1)2, (3.3)
in the S$-sense. If +=&2m for some m # Z+ , then (3.3) holds in the
9$-sense.
Proof. For any | # S and n<Re +<n+1 we have
|
Rn+1
|x|+ a(x$) |(x) dx
=
1
(2?)n+1
lim
N   ||x|<N |x|
++n a(x$) dx |
Rn+1
|~ (!) e&ix! d!
=
1
(2?)n+1
lim
N   |Rn+1 |~ (!) d! |Sn a(x$) dx$ |
N
0
r++n cos(rx$!) dr
=&
1(++n+1) sin((++n) ?2)
(2?)n+1 |Rn+1 |!|
&+&n&1 |~ !) d!
_|
Sn
|x$!$| &+&n&1 a(x$) dx$.
This implies the equality ( |x|+ a(x$), |(x))=_+ (2?)&n&1 ( |!| &+&n&1
(T &+&na)(!$), |~ (!)), the analytic continuation of which yields (3.3). K
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Now we pass to inversion of the equation T :f =.. Let f # C even(S
n) be
the solution to this equation. Assume, for simplicity, that : is real, and
use the notation (2.4). Let =T 2r+1&:&n., r # Z+ . For | # 8 and a
suitable l, by Lemmas 3.3, 3.1 we have
( f [l]&:&n , |) =
1)
_&:&n (2?)&n&1 ((T :f [l]):&1 , |~ )
=_&:&n (2?)&n&1 (.[l]:&1 , |~ )
=(&1)r _&:&n (2?)&n&1 (.[l]:&2r&1 , (2
r|)t)
=
2)
(&1)r _&:&n_:&2r&1 ([l]2r&:&n , 2
r|)
=
3)
(&4)&r ((P2r&:&nr (2S) 
[l])&:&n , |).
Since (&4)&r P2r&:&nr =P
(:)
r (see (2.2)), then
f [l]&:&n=(P
(:)
r (2S) 
[l])&:&n (modulo polynomial) (3.4)
in the S$-sense. Choose r(n+:&1)2 so that =T 2r+1&:&n. is
represented by the integral (1.2) or (1.3). Then a simple argument, based
on the assumptions of Lemmas 3.1 and 3.3, shows that the passages (1)(3)
(and therefore the equality (3.4)) are valid if l is defined by (2.4). The poly-
nomial in (3.4) is necessarily homogeneous of degree &:&n, and therefore
it is zero for &:&n  Z+ . Hence, owing to the Gauss decomposition of
homogeneous polynomials (see, e.g., [17, Chapter IV, Theorem 2.1]), by
ignoring spherical harmonics of odd degree we get
f [l]=P (:)r (2S) T
2r+1&:&n.[l]+Q: , (3.5)
where Q: #0 for :{&n, &n&2, ..., and Q: is an arbitrary linear
combination of spherical harmonics of degrees 0, 2, ..., 2m in the case
:=&n&2m, m # Z+ .
The formula (3.5) is analogous to (2.5) and yields the same results.
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