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ON ARVESON’S BOUNDARY THEOREM
KEI HASEGAWA 1 AND YOSHIMICHI UEDA 2
Abstract. This short note aims to give an insight to Arveson’s boundary theorem by means
of non-commutative Poisson boundaries and its applications.
1. Introduction
Let A be a subset of a unital C∗-algebra B such that A generates B as unital C∗-algebra
(we denote this by B = C∗(A) in what follows). An irreducible ∗-representation pi of B is
called a boundary representation for A if the pi itself is only possible UCP extension of the
restriction map pi ↾A to B. The unitary equivalence classes of those (though they have a logical
issue) should be regarded as the possible ‘non-commutative Choquet boundary’ for A. In his
seminal work [1], William Arveson introduced this notion and investigated it in many concrete
examples. One of the highlights there is the next theorem together with its application to
unitary equivalence between irreducible compact operators.
Arveson’s boundary theorem. For any subset A ⊂ B(H) with C∗(A) irreducible, the
following are equivalent:
(1) The identity representation id of B(H) on H is only possible UCP extension of the
identity map idA on A to B(H).
(2) The restriction of the quotient map pi : B(H)→ B(H)/K(H) by the compact operators
K(H) to the linear span S of A ∪ A∗ is not completely isometric.
Moreover, each of items (1) and (2) is equivalent to
(3) K(H) ⊆ C∗(A) and idC∗(A) is a boundary representation for A.
Another notion whose name contains ‘boundary’ in the non-commutative analysis based on
operator algebras is that of non-commutative Poisson boundaries introduced by Masaki Izumi
[10], and it has no theoretic connection with Arveson’s boundary theorem. Nevertheless, this
note illustrates how this relatively new notion of boundaries provides a rather elementary and
straightforward exposition of Arveson’s boundary theorem in a slightly more general framework
than itself. The proof below is closer to Arveson’s original proof (which uses the second dual
B(H)∗∗) than Davidson’s one [5], and moreover not ‘dilation theoretic’ (though an example of
non-commutative Poisson boundary is given by ‘Toeplitz dilations’, see [11, Appendix], which
was observed by Arveson). Our proof is motivated by [4, Remark 2.4] and Farenick’s exposition
[9], both of which deal with only the finite dimensional setting, and ours only needs standard
facts (Arveson’s extension theorem, Choi’s technique of multiplicative domains, and the Choi–
Effros C∗-algebra structure), all of which can be found in [12].
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2. Arveson’s Boundary Theorem by Poisson Boundary
The main implication of Arveson’s boundary theorem is item (2) ⇒ item (1), because the
converse one is straightforward with the help of Arveson’s extension theorem. Thus, we will
explain only the main implication in our way. By item (2), pi is not injective on C∗(A). Thus,
we have C∗(A) ∩K(H) 6= {0}, and hence K(H) ⊆ C∗(A) thanks to the irreducibility of C∗(A)
(see e.g. [6, Corollary I.10.4]). We choose any UCP extension ϕ of idA to B(H), and the desired
conclusion ϕ = id immediately follows from a more general theorem below with B = B(H) and
J = K(H). Here, recall that an ideal J of a C∗-algebra B is said to be essential if J has the
non-zero intersection with any other non-zero ideal, or equivalently, xJ = {0} implies x = 0 for
every x ∈ B. Note that K(H) is a simple essential ideal of B(H).
Theorem 1. Let B be a unital C∗-algebra. Let ϕ : B → B be a UCP map, and Bϕ the operator
system consisting of all the fixed points under ϕ. Assume that there exists a simple essential
ideal J of B such that J ⊆ C∗(Bϕ). Then the following are equivalent:
(i) ϕ = id.
(ii) The restriction of the quotient map pi : B → B/J to Bϕ is not completely isometric.
Proof. Consider the normal extension of ϕ to M := B∗∗, the second dual of B. We still
denote the normal extension by the same symbol ϕ : M → M . Then it is easy to see that
ψ := limm→ω
1
m+1
∑m
k=0 ϕ
k (in the BW-topology) becomes a UCP idempotent from M onto
the fixed points Mϕ such that
ϕ ◦ ψ = ψ ◦ ϕ = ψ, (1)
ψ ↾Mϕ= id↾Mϕ . (2)
(See e.g. [3, Proposition 5.2].) The operator system Mϕ becomes a C∗-algebra (actually, a
von Neumann algebra) with the Choi–Effros product x ◦ y := ψ(xy) for x, y ∈ Mϕ and the
C∗-algebra H∞(M,ϕ) := (Mϕ, ◦) (which is Mϕ as an operator system but equipped with the
Choi–Effros product ◦ instead of the original product) is called the non-commutative Poisson
boundary for ϕ :M →M . Remark that the identity mapMϕ → H∞(M,ϕ) is a complete order
isomorphism (see the proof of [12, Theorem 15.2]). We denote by mult(ψ) the multiplicative
domain of the UCP map ψ : M → H∞(M,ϕ). The multiplicative domain mult(ψ) is known to
be a unital C∗-subalgebra of M , and it is also known that ψ becomes multiplicative on it. (See
e.g. [12, Theorem 3.18]). Hence the restriction of ψ to mult(ψ) gives a unital ∗-homomorphism
from mult(ψ) into H∞(M,ϕ). Here is a key (but rather simple) claim.
Claim 2. Mϕ ⊆ mult(ψ) and ϕ(mult(ψ)) ⊆ mult(ψ).
Proof. We are dealing with the Choi–Effros C∗-algebra structure on the range Mϕ of the
UCP map ψ. By Eq.(2) we have ψ(x∗x) = x∗ ◦ x = ψ(x)∗ ◦ ψ(x) for every x ∈ Mϕ; hence
Mϕ ⊆ mult(ψ). For any y ∈ mult(ψ) we have ψ(y∗y) = ψ(y)∗ ◦ ψ(y) and thus
ψ(ϕ(y)∗ϕ(y)) ≤ ψ(ϕ(y∗y))
Eq.(1)
= ψ(y∗y) = ψ(y)∗ ◦ ψ(y)
Eq.(1)
= ψ(ϕ(y))∗ ◦ ψ(ϕ(y))
= ψ(ψ(ϕ(y))∗ψ(ϕ(y))) ≤ ψ(ψ(ϕ(y)∗ϕ(y)))
ψ2=ψ
= ψ(ϕ(y)∗ϕ(y)),
ON ARVESON’S BOUNDARY THEOREM 3
where the Schwarz inequality is used twice. Hence ψ(ϕ(y)∗ϕ(y)) = ψ(ϕ(y))∗ ◦ψ(ϕ(y)), that is,
ϕ(mult(ψ)) ⊂ mult(ψ). 
Since item (i) ⇒ item (ii) is trivial, we have to prove only the converse implication. The
restriction of ψ : M → H∞(M,ϕ) to the C∗-subalgebra C := B ∩ mult(ψ) gives a unital ∗-
homomorphism ρ : C → H∞(M,ϕ). Moreover, observe that J ⊆ C∗(Bϕ) ⊆ C by the first part
of Claim 2. By the second part of Claim 2 we have ϕ(C) ⊆ C. Since J is simple, J∩Ker(ρ) must
be {0} or J . When J ∩Ker(ρ) = J , ρ factors through pi. Since ρ(b) = ψ(b) = b for all b ∈ Bϕ by
Eq.(2), pi must be completely isometric on Bϕ, a contradiction to item (ii). Thus, J ∩Ker(ρ) =
{0}. For any b ∈ B, we have (b−ϕ(b))x ∈ J and moreover ρ((b−ϕ(b))x) = ψ(b−ϕ(b))ρ(x) = 0
for all x ∈ J , where we used J ⊆ mult(ψ) and Eq.(1). Hence, (b − ϕ(b))J = {0} holds for any
b ∈ B. Since J is an essential ideal of B, we conclude that ϕ = id.

3. Remarks
3.1. Corollaries of Theorem 1. Theorem 1 contains the next rigidity property for operator
systems generating simple C∗-algebras as the particular case when J = B.
Corollary 3. Let B be a unital simple C∗-algebra and ϕ : B → B be a UCP map. Then,
C∗(Bϕ) = B implies ϕ = id.
As a corollary of the above corollary we also have:
Corollary 4. If two UCP maps ϕ1 : B1 → B2, ϕ2 : B2 → B1 between unital simple C
∗-algebras
satisfy that both the compositions ϕ2◦ϕ1 : B1 → B1 and ϕ1◦ϕ2 : B2 → B2 trivially act on some
generating sets of B1 and B2, respectively, then B1 is ∗-isomorphic to B2, or more precisely,
both ϕ1 and ϕ2 are bijective ∗-homomorphisms with ϕ2 = ϕ
−1
1 .
Proof. By Corollary 3 we have ϕ2 ◦ϕ1 = idB1 and ϕ1 ◦ϕ2 = idB2 . In particular, ϕ2 = ϕ
−1
1 . For
every unitary u ∈ B1 we have 1 = ϕ2(ϕ1(u))
∗ϕ2(ϕ1(u)) ≤ ϕ2(ϕ1(u)
∗ϕ1(u)) ≤ ϕ2(ϕ1(u
∗u)) =
1, where the Schwarz inequality is used twice. Hence all the unitaries in B1 fall into the
multiplicative domain mult(ϕ1). Hence, ϕ1 is indeed a bijective ∗-homomorphism. 
The reader might think that Corollary 3 should still hold without assuming that B is simple.
However, there is a simple counter-example as follows. Let H2 be the Hardy space of exponent
2 over the unit circle T, and ξ : L∞ := L∞(T) → B(H2) is the map sending each f ∈ L∞ to
the Toeplitz operator Tf with symbol f . Set B = C
∗(ξ(L∞)) and consider the unilateral shift
s := ξ(χ1) with χ1(z) = z for z ∈ T. It is easy to see that B(H
2) ∋ x 7→ s∗xs ∈ B(H2) induces
a UCP map ϕ : B → B and ξ(L∞) ⊂ Bϕ; moreover, these two sets must coincide by Brown–
Halmos’ theorem. See e.g., [2, Theorem 4.2.4]. Since 0 6= 1 − ss∗ ∈ B and ϕ(1 − ss∗) = 0, we
have ϕ 6= id. Thus, B = C∗(Bϕ) does not imply ϕ = id in general without the simplicity of B.
3.2. Toeplitz operators. Although some part of the discussion below seems implicitly known
among specialists, we believe that it is probably worth mentioning it explicitly to make the
role of non-commutative Poisson boundaries clear in the context of our discussion. We keep the
notations in the last part of §§3.1. Observe that J := K(H2) sits inside B = C∗(ξ(L∞)). Hence
Theorem 1 implies that the quotient map pi : B → B/J is completely isometric on Bϕ = ξ(L∞).
This is indeed a non-trivial but known fact established in some detailed analysis on Toeplitz
operators by Banach algebra technique, see [8, section 7.15]. Consequently, Arveson’s boundary
theorem (or Theorem 1 given here) can be regarded as a generalization of this fact. Remark
that L∞ ∋ f 7→ ξ(f) ∈ Bϕ is known to be isometric (see [8, Corollary 7.8]) and UCP. Therefore,
so is pi ◦ ξ : L∞ → B/J too. On the other hand, if M := B∗∗ is replaced with M := B(H2)
4 K. HASEGAWA AND Y. UEDA
(to which the ϕ here can be extended as a normal UCP map) in the proof of Theorem 1, then
Mϕ = Bϕ and hence L∞ ∼= H∞(M,ϕ) by f ↔ ξ(f) (see the proof of Corollary 4). Thus, the
map ρ constructed there in this setting is nothing but the symbol map for Toeplitz operators.
The discussion so far is completely general. Namely, a part of the facts on Toeplitz operators
can be generalized as follows. In the situation of the proof of Theorem 1 starting with a normal
UCP map ϕ : M → M instead the normal extension of a given UCP map ϕ : B → B to B∗∗,
we have the following observation:
0 // Ker(ρ) // C∗(Mϕ)
ρ
// H∞(M,ϕ) // 0
is semisplit by the identity map. As above, the ∗-homomorphism ρ : C∗(Mϕ) → H∞(M,ϕ)
should be understood as an abstract generalization of the symbol map, and the C∗-algebra (or
more precisely the von Neumann algebra) structure H∞(M,ϕ) gives a view of Toeplitz operators
to the fixed-points Mϕ.
3.3. A question. Ken Davidson [7] informed us of another short proof of Arveson’s boundary
theorem itself by using the existence theorem on maximal dilations for UCP maps. In closing of
this note, we would like to ask: Is there any relation between the concepts of maximal dilations
and non-commutative Poisson boundaries ?
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