Action recognition is an important research topic in machine vision. It is widely used in many Mields and is one of the key technologies in pedestrian behavior recognition and intention prediction in the Mield of autonomous driving. Based on the widely used 3D ConvNets algorithm, combined with TwoStream InMlated algorithm and transfer learning algorithm, we construct a Cross-Enhancement Transform based Two-Stream 3D ConvNets algorithm. On the datasets with different data distribution characteristics, the performance of the algorithm is different, especially the performance of the RGB and optical Mlow stream in the two stream is different. For this case, we combine the data distribution characteristics on the speciMic dataset. As a teaching model, the stream with better performance in the two stream is used to assist in training another stream, and then two stream inference is made. We conducted experiments on the UCF-101, HMDB-51, and Kinetics data sets, and the experimental results conMirmed the effectiveness of our algorithm.
Introduction
In the Mield of autonomous vehicle research, pedestrian behavior recognition is one of the key technologies. The accuracy of related algorithms directly affects the driving safety of autonomous vehicles. In the Mield of pedestrian action recognition and intention prediction, action recognition is an important research topic. This paper studies how to improve the accuracy of action recognition algorithms under the premise of ensuring real-time performance. In the domain of computer vision, many action recognition algorithms have been proposed. Convolutional Neural Networks (CNNs) is used to solve the problem of image recognition [3, 4, 5, 6, 7, 8, 9] . In the literature [3] , they explored a variety of structures to improve the training efMiciency of the model, and Extend the connection of CNN in the time domain. Then, two-stream action recognition algorithms are proposed [14, 15, 17] . In traditional two-stream approaches, the algorithm to deal with optical Mlow occupy most time of the total process [19, 20, 21, 22, 23] . Further, because optical Mlow is computation-expensive and supposed to calculate ofMline, it cannot meet the demand of real-time application, a type of 3D-ConvNet structure is proposed [10, 11, 12, 13] , the algorithm effectively improves the effect of RGB feature information extraction. Recently, 3D-Fused Two-Stream algorithm [1] is proposed, The method combines RGB feature information with optical Mlow feature information to further improve system performance. Literature [16, 18] proposed a motion hallucination network, the network is represented as MoNet. This novel MoNet network does not require direct calculation of optical Mlow, and construct the optical Mlow features based on appearance features.
Related Work
The literature [1] proposes a Two-Stream Inflated 3D ConvNets algorithm that significantly improves the accuracy of action recognition and has outstanding performance on many different typical data sets, including UCF-101. HMDB-51 and Kinetics datasets. The literature [1] compared the performance of the above data sets by comparing the three structures of RGB, FLOW and RGB+FLOW. And the performance of the TwoStream I3D algorithm proposed in their paper is compared with the previous related algorithms. The previous algorithms include ConvNet+LSTM [3, 4, 5, 6, 7, 8, 9] , 3D-ConvNet [10, 11, 12, 13] , Two-Stream [14, 15] , and 3D-Fused [1] . The results of the analysis and comparison experiments show that the overall performance of the Two-Stream I3D algorithm is better than all previous comparison algorithms, including three structures of RGB, FLOW and RGB+FLOW. The performance under these three conditions is optimal result. However, further analysis of the performance of the TwoStream I3D algorithm on the UCF-101, HMDB-51 and Kinetics data sets shows that the performance of the optical flow stream is better than that of the RGB stream on the UCF-101 and HMDB-51 data sets. The performance of two-stream RGB+FLOW is better than that of single performance, and the performance of RGB is better than that of optical flow in the Kinetics dataset. The performance of RGB+FLOW is still better than single performance. The reason why the performance of RGB stream is better than the one of optical flow on the Kinetics dataset is that there are more camera motion data in the Kinetics dataset, so the difficulty in the feature extraction of the optical flow streram is significantly increased, resulting in that the flow performance is weaker than the RGB performance. in order to improve the real-time performance of the system and reduce the complexity of the algorithm, they finally use only RGB single stream in the inference phase, which is significantly different from the algorithm we constructed, and in comparison, our algorithm has more high accuracy. Discussed according to two different types of data sets, the first is the UCF-101 and HMDB-51 data sets; the second is the Kinetics data set. Introduced as follows:
UCF-101 and HMDB-51 Dataset
Observing the difference performance of the Two-Stream Inflated 3D ConvNets algorithm [1] between the UCF-101 and HMDB-51 data sets, it can be found that the accuracy of the optical flow stream is significantly higher than that of the RGB stream. We improve the algorithm from both the training phase optimization and the test phase optimization.
Training phase
Since the test results show that the single-stream performance of the optical flow stream is better, the optical flow stream is trained separately, and the RGB stream temporarily does not participate in the model training. After the optical flow stream training is completed, the optical flow stream model is frozen, and all the parameter in the model are fixed completed. Then, we establish two directed bridged lines from the optical flow stream to the RGB stream through the network model as shown in the Figure1 to realize the transmission of optical flow feature information. Select a line from the a to i shown in the Figure1 as the first One bridge line corresponds to the first term L "#$ of the loss function, and the second line is the line UH at the end of the 3D ConvNets model, corresponding to the second term L "#' of the loss function. We use the distillation algorithm [2] to realize the transmission of the optical flow feature information to the RGB stream, thereby improving the learning effect of the RGB stream in the training phase.
The loss function of the model [2] is defined as follows:
Where "#$ , "#' , "#O represent the three stage loss functions of the model in UCF101 and HMDB, respectively. α $ , $ , $ are weights of them. "# is the final prediction probability of UCF101 and HMDB datasets, is the ground truth label.
Test phase
Remove the bridge connection and leave the complete TwoStream model for inference.
Kinetics Dataset
Observing algorithm [1] , the difference in performance on the Kinetics dataset, can be found that the accuracy of the RGB stream is significantly higher than the optical flow stream. As mentioned above, the main reason is that there are more camera motion data in the Kinetics dataset. It is different from UCF-101 and HMDB-51 data sets, which increases the difficulty of feature extraction of optical flow stream, so the optical flow stream performance is weaker than RGB. Therefore, we use the following methods to improve, divided into training phase optimization and test phase optimization.
Optimization of training phase
Firstly, the RGB stream is separately trained, and the optical flow stream does not participate in the model training. After the RGB training is completed, the RGB stream model is frozen, and all the training completed parameters in the model are fixed. Next, we establish two directed bridge lines from RGB stream to optical stream by the network model as shown in the Figure2, which can realize the transmission of feature information between the two streams, choose from a to i shown in the Figure2. One line acts as the first bridge line, corresponding to the first term L $ of the loss function, and the second line is the line K at the end of the 3D ConvNets model, corresponding to the second term L ' of the loss function. We use the distillation algorithm to realize the transfer of RGB stream feature information to the optical flow stream, which is used to realize the training of the RGB stream training information to the optical flow stream. Because, in the Kinetics data set, there are more camera motion video data, and using our bridging structure, it can effectively play the role of motion stabilization. Thereby improving the learning effect of the optical flow stream during the training phase. The loss function of the model [2] is defined as follows:
Where U$ , U' , UO represent the three stage loss functions of the model in Kinetics. α $ , $ , $ are weights of them. UVWXYVZ[ is the final prediction probability of Kinetics dataset, is the ground truth label.
Test phase optimization
After completing the above model training, the bridge connection is removed and the complete Two-Stream model is retained for inference. 
Experiments
Our models were tested on three types of data sets, include Kinetics, UCF-101 and HMDB-51.
Trial on Kinetics data set
On the Kinetics dataset, we selected 3 positions of the front and rear parts of the 3D ConvNet [1] model as the feature output and input position. Then there are 6 positions for the RGB stream and the optical flow stream. The bridging method corresponds to nine model structures, and the information flow direction is from the RGB stream to the optical flow stream. We train this series of models separately to observe the optimal model structure, and then bridge a connection at the output position of the two-stream 3D ConvNet to realize the transfer of end of RGB stream feature information to the optical flow stream. In the three terms of the loss function, the weight parameters α, β, γ of each term play a role of adjustment, and the constraint effect of each component in the loss function can be strengthened or suppressed. If α ≠ 0，β = γ = 0 , then the model degenerates into a common two-stream network structure [1] . If α ≠ 0, β ≠ 0, γ = 0, then the model degenerates into a similar method in the literature [2] , but there are still two differences. The first is that the literature [2] algorithm uses a distillation method to achieve the optical flow feature information in the stream is transmitted to the feature information of the RGB branch in the two-stream network; the second is that in the literature [2] , after the training is completed, to the inference phase, only the RGB stream model is used, and the optical flow stream model does not participate in the inference. However, in the model we construct, both in the training phase and in the testing phase, two streams are involved in the operation, so the system performance such as accuracy can be effectively guaranteed. Under the condition of α ≠ 0, β ≠ 0, γ ≠ 0, then the value of γ adjusts the teaching effect of the RGB stream on the optical flow stream during the training process. The larger the relative value, the more obvious the effect.
Trial on UCF-101, HMDB-51 data set
The experiments on the UCF-101 and HMDB-51 data sets are similar to the above tests on the Kinetics dataset, but the bridging information flows in the opposite direction, and the information flow is from the optical flow stream to the RGB stream. We still select the 3 positions of the front and rear parts of the model of the two-stream 3D ConvNet [1] as the feature output input position. Then there are 6 positions for the optical flow stream and the RGB stream. There are 9 bridge types in total. , corresponding to 9 model structures. Similarly, we train and learn the nine structural models separately to find the optimal model structure. A bridge is connected to the output position of the two-stream 3D ConvNet to transmit the feature information of the end of the optical flow to the RGB stream. The three components in the loss function and the analysis of the meaning of the coefficients are similar to those described above on the Kinetics dataset and will not be described here. The test results are shown in Table 1 below. Our model has a significant improvement in accuracy.
Conclusions
In this paper, we propose a novel model, named crossenhancement transform two-stream 3D ConvNets for pedestrian action recognition of autonomous vehicles. As for the speciMic dataset, based on the data distribution characteristics. The stream with better performance in the two stream is a teaching model, and is used to assist in training the other stream. In the inference phrase, Two stream form a complete model. The experimental results conMirmed the effectiveness of our algorithm on the UCF-101, HMDB-51, and Kinetics data sets. 
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