Abstract-Evolvable hardware (EHW) refers to selfreconfiguration hardware design, where the configuration is under the control of an evolutionary algorithm (EA). One of the main difficulties in using EHW to solve real-world problems is scalability, which limits the size of the circuit that may be evolved. This paper outlines a new type of decomposition strategy for EHW, the "generalized disjunction decomposition" (GDD), which allows the evolution of large circuits. The proposed method has been extensively tested, not only with multipliers and parity bit problems traditionally used in the EHW community, but also with logic circuits taken from the Microelectronics Center of North Carolina (MCNC) benchmark library and randomly generated circuits. In order to achieve statistically relevant results, each analyzed logic circuit has been evolved 100 times, and the average of these results is presented and compared with other EHW techniques. This approach is necessary because of the probabilistic nature of EA; the same logic circuit may not be solved in the same way if tested several times. The proposed method has been examined in an extrinsic EHW system using the (1 + λ) evolution strategy. The results obtained demonstrate that GDD significantly improves the evolution of logic circuits in terms of the number of generations, reduces computational time as it is able to reduce the required time for a single iteration of the EA, and enables the evolution of larger circuits never before evolved. In addition to the proposed method, a short overview of EHW systems together with the most recent applications in electrical circuit design is provided.
I. INTRODUCTION

E
VOLVABLE hardware (EHW) [1] - [12] , also known as evolutionary electronics and hardware evolution, is a technique to automatically design circuits (digital [5] , [9] , [13] and analog [5] - [7] , [14] , [15] , antennas [16] - [18] , and robots [1] , [19] , [20] ) using methods inspired by natural evolution. The circuit configuration is carried out under the control of evolutionary algorithms (EAs) [21] - [25] . These techniques began to be treated with increasing interest in the 1960s when Holland introduced the concept of genetic algorithms (GAs) [26] , [27] , which are the most general methods of solving search and optimization problems. Research in this area has introduced other EAs, such as genetic programming (GP) [28] - [30] , evolution strategy (ES) [24] , grammatical evolution (GE) [31] , Manuscript Fig. 1 . Schema of a basic EHW system. The EA sends the circuit configurations (the chromosome) to the chip, which configures itself with the configuration received. The EA is also responsible for sending test vectors to stimulate the design inputs and to check the circuit's response received against the expected values. Based on those responses, the EA modifies the chromosomes and supplies a new configuration to the chip. In the case of digital logic circuits, the stimuli are the input combinations of the truth table.
evolutionary programming (EP) [32] , Cartesian GP (CGP) [33] , [34] , adaptive GA (AGA) [35] , parallel GA (PGA) [36] - [38] , compact GA [39] , etc. The basic schema of an EHW system, adapted for the evolution of logic circuits defined by truth tables, is illustrated in Fig. 1 . Initially, EHW was intended for real-world applications [41] , but due to its limitations in scalability (see Section II), to date few real-world applications have been developed. Table I outlines the most important applications for electrical circuits developed with EHW systems so far. The performance of EHW has been actively studied on the evolution of multipliers. Both programmable logic array (PLA)-based and field-programmable gate array (FPGA)-based circuits have been considered. For example, the three-bit multiplier containing 26 logic gates [40] (the best solution obtained to date) has been evolved for an FPGA structure after 3 000 000 generations using the gate-level EHW approach, introduced in [42] and [43] . In gate-level evolution, the design of digital circuits is based on primitive hardware gates such as AND and OR. Analysis of the complexity of evolved logic circuits in one run revealed that the most complex multiplier evolvable is the four-digit multiplier [44] . The four-bit multiplier was designed using logic gates as building blocks for an FPGA target structure after 643 274 721 generations [44] . This paper presents a new type of decomposition strategy for the evolutionary design of relatively large combinational circuits. The proposed method involves reducing the number of inputs prior to evolving logic circuits by introducing a new function, which was previously briefly discussed in [45] . Here, the authors intend to investigate more thoroughly the behavior of the proposed technique and to show the following.
• It is capable of evolving larger circuits never before evolved with any other evolutionary computational technique in a reasonably short time. The most complex circuits evolved are the 17-bit parity, the six-bit multiplier, and the alu4, which is a circuit with 14 inputs and eight [81] .
• It is able to significantly reduce the number of generations required to evolve digital logic circuits and to reach higher fitness values, which result in better optimized circuits, although the research presented in this paper concentrates only on the evolution of fully functional circuits rather than on the optimization.
The method presented here therefore breaks through the scalability barrier and opens up new opportunities in the design and application of evolvable combinational electrical circuits. The significance of this paper lies in the potential for EHW to contribute to the design of electrical circuits by removing human intervention and associated costs. Not only electrical circuits but also antennas and robot controllers could be automatically designed without the need for human inputs. Furthermore, EHW, because of its basis in EAs, could adapt itself to change task requirements and optimize its performance, which would be particularly desirable where human intervention is unfeasible or very expensive. Despite recent advancements in research and technology, a number of issues remain unresolved, including the following.
• Reducing the number of logic gates, which is quite high if compared with hand design circuits.
• Increasing the evolvability [46] - [49] . Evolvability, as defined in [52] is the ability of the genetic operator/representation scheme to produce offsprings that are fitter than their parents.
• Fault tolerance [6] , [13] , [49] - [51] .
• Maintainability and comprehensibility of the evolved circuit [53] . Maintainability as in [54] is the system's ability to preserve and improve its performance and fault tolerance properties and to adjust them to the varying environment.
This paper is organized as follows. The next section considers the problems of scalability and stalling effect in the fitness function. In Section III, a brief description of the benchmarks used to carry out the simulations is presented. Section IV illustrates the basis of an extrinsic EHW system (first introduced in [55] ), together with the EA implemented, the chromosome encoded, and the fitness function applied to the system. Furthermore, a short introduction on bidirectional incremental evolution (BIE) is given. Section V outlines the limitations of an EHW system by testing the evolution of several logic circuits of different complexities. Section VI proposes the generalized disjunction decomposition (GDD) for EHW, together with a study case. Section VII gives the parameter's setting for the experiments carried out with the proposed method. Section VIII illustrates the experimental results of the proposed method together with BIE. The proposed method is compared against other techniques and the advantages and disadvantages are outlined. Section IX concludes this paper and provides a summary of key conclusions.
II. SCALABILITY PROBLEMS AND STALLING EFFECT IN THE FITNESS FUNCTION
In this section, the problem of scalability [1] , [49] , [60] , [85] - [87] and the stalling effect in the fitness function for an EHW system are outlined. The word scalable, or scalability, as written in [93] , has been used to describe how the size of the problem will influence the performance of algorithms. EHW systems are not scalable because of the genotype length, which increases with problem size [61] , and the time required for fitness evaluation, which increases rapidly with the size of the desired evolvable circuits.
The length of the genotype increases with the number of logic gates used during the evolution and the level of permitted connectivity between logic gates. The time necessary for fitness evaluation is not scalable because it is exponentially dependent on the number of inputs of the system that should be evolved. If the number of inputs increases linearly, the number of input-output combinations, which represent the description of the digital logic circuits problem, increases by a power of 2. Consequently, as the number of inputs increases, the system needs more time to produce new potential solutions, to evaluate them, and to select new individuals. The time required for the evolutionary process is given by the time for a single iteration (µ) multiplied by the total number of iterations N gen needed to solve the problem, i.e.,
A possible method to reduce the total time for the evolutionary process is to introduce a new algorithm to reduce the number of generations needed or to reduce the time for a single iteration. The method proposed in this paper is able to accomplish both reductions.
Recently, the scalability problem has been investigated mainly in the following areas.
• Introducing and/or improving existing evolutionary processes [19] , [74] , [90] .
• Developing multievolutionary processes using the principles of problem decomposition [68] , [79] , [84] .
• Improving the genotype-phenotype mapping on biological development [85] , [86] , [88] , [89] , [91] , [92] . This approach is achieving good results, for example, Gordon [86] was able to evolve a 12-bit parity function.
One approach to tackling scalability is the function-level EHW proposed in [42] , [43] , [64] , and [65] . In function-level evolution, the synthesis of circuits is done based on higher functions as sin, adders, etc., instead of primitive gates such as AND and OR. Function-level evolution has proven to be successful in achieving the evolution of relatively complex tasks [64] . However, one of the main weaknesses of this approach is that it still requires human intervention to select the most appropriate functions for specific problems. Function-level evolution has been further extended in [67] . Although the proposed approach significantly reduces the number of generations required to obtain a fully functional solution, the evolvability [46] , [48] , [49] of logic circuits with a higher number of inputs remains the central issue.
Using decomposition strategies, a number of approaches intended to overcome scalability have been introduced, such as divide-and-conquer for EHW [79] and BIE [62] , [84] .
The divide-and-conquer method, also called increased complexity evolution [80] , has been introduced to reduce the search space, which allows complete evolution of logic circuits with ten inputs by introducing the training vector and partitioned training set [70] . However, a significant weakness is also present, that is, the difficulties in defining the fitness function for the initial stages of evolution, which makes it less suitable for completely automatic systems. Furthermore, this method creates an unconditional constraint on the system: the top-down solving approach that does not allow the discovery of new designs. BIE [62] , [84] is a completely automatic decomposition method that does not require any knowledge from the designer. However, it is not scalable to really large circuits due to the limitations of EHW-oriented output and Shannon decompositions (see Fig. 2 ). The first attempt to use BIE in EHW was achieved by the evolution of a seven-input ten-output logic function from MCNC benchmark [81] . BIE has been further improved by the introduction of new assembling techniques [82] . Although BIE and increased complexity evolution have proven to be successful in the evolution of logic circuits, the scalability problem remains to be one of the main issues in achieving the evolution of relatively large logic circuits in a reasonably short time. This paper addresses that issue.
The problem of stalling effect in fitness functions is related to the nonimprovement of the fitness values during the evolutionary process. Fig. 3 shows the stalling effect of the fitness function during an evolutionary process for evolving a seven-bit adder using (1 + λ) ES. It may be observed that when the fitness function reaches 82.8% the stalling effect occurs. It means that the EA chosen and/or the initial configuration for solving that particular problem are not suitable.
III. BENCHMARKS
In this paper, several combinational circuits have been considered for use in simulations. First of all, the benchmarks usually used within the EHW community were considered, i.e., multipliers, used in [13] , [44] , [49] , [70] , [88] , [94] , and [95] , and parity circuits, used in [30] , [85] - [87] , and [108] .
Then, the MCNC benchmark [81] , usually used by the logic design community, was taken into account. Finally, simple logic circuits with randomly generated truth tables were considered. The rationale for choosing several benchmarks is that it is beneficial to be able to compare the method proposed here with other existing methods in order to establish its contribution.
IV. EXTRINSIC EHW
In this section, an explanation of the system used to evolve combinational logic circuits is given. The EA that has been used and the chromosome representations, fitness function, genetic operators, and BIE are presented.
A. Description of the Algorithm
The EA used for the simulation is the well-known (1 + λ) ES already tested for its in performance in [24] , [25] , [33] , and [83] , where λ represents the population size (see Fig. 4 ). First, all the chromosomes are randomly initialized. Second, the fitness value of each individual is computed. Third, the fittest individual is selected. Fourth, the previously selected individual is used to test if the conditions to stop the process have been met. These conditions are: the fitness value of the chromosome is 100% or the number of generations has reached the maximum value set by the user for that particular experiment. If the conditions are not met, a new population will be generated by mutating the best chromosome (selected at the third step) λ times in order to obtain other λ individuals. In the next cycle, all λ newly created chromosomes are evaluated, the fitness value of each of them is compared with the fitness value of the best chromosome of the previous generation, and the best of these (1 + λ) individuals is selected.
B. Chromosome Encoding
The chromosome defines the structure of the logic circuit and the connectivity between logic gates. In our approach, the logic circuit has been presented as a rectangular array of logic cells. The type of each logic cell is randomly chosen from the set of In this example, the logic gate identified by the number 32 is considered. This logic gate has five inputs, which are taken from the outputs of the logic gates identified by the numbers 3, 5, 11, 7, and 27. AND, OR, XOR, NOT, and MUX, where MUX is a multiplexer with two inputs and one control signal. The chromosome has been represented by a three-level structure.
• Geometry level [see In Fig. 6 , an example of chromosome encoding for a circuit layout with three inputs and two outputs is given. The circuit layout is a circuit with two rows and three columns, and the level back is set to three; therefore, the chromosome at geometry level is "2," "3," and "3." The chromosome at functional level encodes the array of cells. For example, the logic gate identified by the output "3" is an XOR gate. XOR is encoded with Fig. 6 . Example of a chromosome encoding. the number "9." Thus, the first two cells of this chromosome are "3" and "9." The logic gate with output "4" is an AND gate (encoded with the number "7"); thus, the next two cells of the functional level's chromosome are "4" and "7." All the other logic gates are encoded in the same way. The last two cells of that chromosome contain the outputs of the circuit (in this case, the outputs of the circuit are taken from the output of the logic gates "4" and "5").
The chromosome at connection level identifies the logic gates, its number of inputs, and from which gate's output those inputs are taken. The chromosome of the first logic gate (first row, first column) contains "3" (which is the logic gate identifier), then "2" (which means that that circuit has two inputs), and then "0" and "1," which means that one input is taken from X 0 and the other from X 1 . All the other five logic gates are encoded in the same way.
C. Fitness Function
The fitness function evaluates the evolved circuits in terms of their functionality. The fitness function selected for the experiments has two main criteria, namely; 1) design, and, once the circuit is fully functionally evolved, 2) optimization, which leads to reduced numbers of active logic gates used in the circuit configuration.
The fitness function f tot is calculated as
where f 1 is a design criterion that defines the percentage of correct output bits produced by the evolved circuit after the application of all possible input combinations. f 2 is the optimization criterion for the optimization stage. The fitness function for the functionality of the evolved circuit f 1 , or the so-called design criterion, has been calculated as
where m and n are the number of outputs and inputs of the given logic function, respectively, p is the number of input-output combinations, y i is the ith digit of the output combination produced by the evaluation of the circuit, d i is the desired output for the fitness case f c , and |y i − d i | is the absolute difference between the actual and the required outputs. The fitness function for the optimization stage has been calculated below, where N LG is the number of total logic gates present in the chromosome and is equal to the number of rows multiplied by the number of columns of the chromosome. N max PLG is the number of primitive logic gates necessary for building the logic gate with the highest number of inputs present inside the chromosome. Fig. 7 shows how to decompose a logic gate with four inputs. Therefore, if a logic gate has four inputs, the number of primitive logic gates necessary to build it is 3. N row and N col are the number of rows and columns of the chromosome, respectively. N PLG (i,j) is the number of primitive logic gates necessary to build the (i, j)th logic gates. N PLG (i,j) is 0 if the (i, j)th logic gate is unconnected, i.e.,
An example of how the fitness function for a chromosome during the optimization stage is calculated is given below. Suppose that the chromosome in examination is a rectangular array of two rows and four columns (see Fig. 8 ) and for a particular configuration the highlighted logic gates are connected (see Fig. 8 ). Therefore, the total number of logic gates N LG is two rows multiplied by four columns, so N LG = 8.
The logic gate with the highest number of inputs is the cell marked with index (2, 2), which contains five inputs; consequently, N max PLG = 4. The fitness function for the optimization stage can be calculated as Fig. 9 shows the behavior of the fitness function during the evolution of functionality for the function
with four inputs and three outputs. In Fig. 9 , two different stages are noticeable. The first shows the design of the function, so with each generation the fitness function value increases until it reaches 100%; therefore, the functionality of the circuit is completely evolved. During the first stage, the fitness function has been calculated using (3) . The second stage starts just after the circuit is evolved. This stage performs the optimization of evolved circuits by reducing the number of active logic gates. Furthermore, during this stage, the fitness function, as calculated using (4), also increases its value because the circuit is better optimized.
D. BIE
BIE [62] , [84] operates by gradually decomposing a complex system into a series of simpler ones when the evolution does not bring any improvement in terms of fitness function value (see Fig. 10 ). These simpler blocks are evolved separately and then merged together once completely developed. If, during the evolution of each single subsystem, the stalling effect in the fitness function (see Fig. 3 ) occurs again, the single subcircuits will be decomposed again and again until all the subcircuits are simple enough to be evolved. The systems are decomposed by using Shannon and output decomposition (see Fig. 2 ). Evolution occurs on both sides. First toward modularization (having simpler and smaller logic circuits) and second toward an optimized system by assembling the simpler subcircuits together. This system is completely automatic and does not require any human intervention.
E. Genetic Operators
Gene mutation and elitism [21] have been used in our extrinsic EHW system. Elitism ensures that the best individual of one generation is transferred to the next one. The mutation operator is involved in changing the value of some genes inside the chromosome. The aim of this operation is to bring more change (diversity) into the population. By increasing the mutation rate, the genetic search will be transformed into a random search but will help to reintroduce lost genetic material [22] .
V. LIMITATIONS OF EHW EVOLUTION
In order to identify the limitations of the previous systems, a number of experiments have been carried out. The purpose of these experiments was to quantify how the performance of the evolutionary process is dependent on the complexity of the tasks used. Logic circuits have been evolved using the extrinsic EHW approach with (1 + λ) ES described in detail in the previous section, with λ = 5. Each logic circuit, randomly generated, has been evolved either 50 or 100 times, and the average number of generations needed for each run has been reported. The initial configuration used for evolving the logic circuits has been set out in Table II , where all the parameters for the ES are outlined. The obtained results were classified according to the number of inputs, number of outputs of logic circuits, and number of generations required to evolve such circuits. In Fig. 1 , the relationship between the dimension of the circuits and the required number of generations in order to evolve them has been considered. The experimental results have shown that the number of generations required in order to evolve a logic circuit is mainly dependent on the number of inputs. The system set-up together with the EHW algorithm used was able to evolve only the circuit for which the results are given in Fig. 11 . The considered system has not been able to evolve more complex logic circuits. Based on the obtained results, one may conclude that there is a need for the development of a method that would concentrate on the input decomposition for EHW systems. That method is proposed in the next section. The experimental results prove that such a method will tackle the scalability problem better than the methods focused on output decomposition. This paper is devoted to proposing that method.
Therefore, a new system that is capable of reducing the number of required generations and at the same time improving the fitness values and evolving larger logic circuits has been introduced.
VI. GENERALIZED DISJUNCTION DECOMPOSITION
In this section, the proposed method, GDD, which speeds up the evolutionary process and optimizes the logic circuit, is explained. This method improves the scalability for evolving logic circuits. This method has been introduced as a result of the limitation of EHW evolution demonstrated in the previous section: the number of generations required to evolve a circuit is mainly dependent on the number of inputs rather than on the number of outputs.
A. Proposed Method
This method is based on rewriting the truth table in such a way that the inputs needed to describe the system are decomposed in two parts. Supposing that a system with n inputs and m outputs, see Fig. 12(a) , should be evolved using either the extrinsic EHW approach previously described or other EAs. The functionality of this system can be described by the truth table given in Fig. 12(b) , where p = 2 n is the number of products (or the so-called number of input-output combinations). The system depicted in Fig. 12(a) can be decomposed into two subsystems as shown in Fig. 13(a) . Subsystem G with r inputs and s outputs represents the evolvable part of the newly created system, where
and subsystem H with (s + n − r) inputs and m outputs represents the fixed part of the circuit that is generated using multiplexers. This part does not participate in the evolutionary process. The structure of this subcircuit depends on the number of used inputs and outputs. The next section gives a description of the system H. The decomposition of the system F into the two subsystems (G and H) is done automatically. At the moment, the user decides how many inputs G should have. Then the initial system F, defined by its truth table, is decomposed. Software in C++ has been written to accomplish this decomposition. Subsystem G can be evolved using either the traditional EHW approach or any other scalable approach such as divide-and-conquer, BIE, etc. The complexity of the evolutionary process will depend on the type of method used. Let us consider the process of generating the truth table for subsystem G. Let us assume that r should be always less than n(r < n), where r is the number of inputs in the G subsystem and n is the number of inputs in the initial system. The new truth table, shown in Fig. 13(b) , has been calculated by applying the following procedure.
• Generation of all the input combinations of the truth 
B. Multiplexer Part
In this section, the complexity of subsystem H, the multiplexer part, is shown. A multiplexer with two inputs and one control signal is composed of four logic gates: one NOT, two AND, and one OR, as shown in Fig. 14 . In Fig. 15 , a multiplexer with two control signals is shown, as well as the process for constructing it. The number of logic gates required for a generic multiplexer is given by
where N lg is the number of logic gates required to build the multiplexer with c control signals.
C. Case Study
In this section, a case study regarding the generation of a truth table for subsystem G based on a simple example is considered. The truth table corresponding to the function given in (6) with four inputs and three outputs has been taken into account as an initial system to be decomposed. Therefore, the system F has n = 4 [number of inputs (x 0 , x 1 , x 2 , x 3 )], m = 3 [number of outputs (f 0 , f 1 , f 2 )], and p = 16 (number of products or input combinations).
The truth table of this function is shown in Fig. 16(a) . Supposing that a subsystem G with only two inputs is to be generated. Therefore, the new system will have r = 2 [number of inputs of the subsystem G (x 0 , x 1 )] and s = 12 [number of outputs of G, calculated based on (7)].
The new system is shown in Fig. 17 . In order to generate the truth table of G, the procedure described in the previous section should be followed. First, all of the input combinations have been generated. Therefore, in this case, the input combinations of subsystem G are 4: (x 0 , x 1 ) = (00), (01), (10), (11) . Second, for each input combination generated, the s/m output combinations of the initial system, wherever the input combinations of the truth table G match in sequence the input combinations of F, should be identified. Let us identify the s/m = 4 output combinations for the input combination (x 0 , x 1 ) = (0, 0). The truth table F has been examined and the output of all the s/m input combinations that include (0, 0) for (x 0 , x 1 ) have been considered as outputs for subcircuit G when (x 0 , x 1 ) = (0, 0). Once the outputs for the input combination (x 0 , x 1 ) = (0, 0) have been generated, the input combination (0, 1) is considered. The truth table generated for subsystem G is given in Fig. 16(b) .
The number of logic gates required to implement the fixed part (H-system) of the new system, based on (8), is 12.
VII. SETTING PARAMETERS
In this section, the system setup used to simulate the GDD is provided. The building blocks (a combination of primitive logic gates) that participate in evolutionary processes are AND, OR, XOR, NOT, and a multiplexer with two inputs and one control. Each logic gate has up to four inputs. The connections between building blocks inside the chromosome are interactive and in cascade mode (see Fig. 18 ). The mode in which they are connected is automatically selected. Furthermore, the output of a primitive logic gate of the nth columns could be connected to the input of a primitive logic gate of (n − l)th columns with l < n, where l represents the level back [34] , and of (n + k)th columns, where k ≥ 0 and (n + k) is less than or equal to the number of columns of the circuit layout.
The truth tables used to describe the logic circuits are compatible with the Berkeley standard format for the physical description of a PLA [119] .
The system used for evolving circuits with BIE is shown in Fig. 10 , while for the GDD the schema is shown in Fig. 19 .
In Table III , EA's parameters are given, where the number of generations refers to the number of cycles that each experiment has been evolved, population size refers to the number of different chromosomes, and gene mutation rate and elitism are the genetic operators used.
Each logic circuit has been evolved 100 times. For the given logic functions, the results are considered only if the logic circuit has a success rate of 100%. In Table IV , the features of the circuit layout used during evolution are given. The size of the chromosome (i.e., circuit layout) is chosen according with the complexity of the task being evolved. The more complex the task being evolved, the larger the circuit layout selected. Those parameters are not chosen according to previously published results; rather, they are tuned in order to obtain the best results. Definitions of the number of rows, columns, and level back have been provided in Section IV-B. The experiments are run with a Fig. 19 . System used for evolving logic circuits. The GDD is implemented into BIE. desktop PC with a Pentium IV at 3.00 GHz and 768 MB of RAM. The software is written in C++.
VIII. EXPERIMENTAL RESULTS
In this section, the results of the logic circuits evolved by using the GDD together with BIE are shown.
The aim of the experiments is to prove that the proposed method requires less generations and improves scalability for designing logic circuits in EHW in comparison with existing evolutionary computation methods. As the standard EHW approach, which does not use any decomposition technique, has high limitations in the evolution of relatively large logic circuits, it was decided not to compare the results of this method with the results obtained with GDD. The logic circuits analyzed in this paper have been taken from different sources: some of them were randomly generated, others were taken from MCNC benchmark [81] , others describe the behavior of multipliers of different complexity, and others are even n-bit parity circuits traditionally used within the EHW community. In this section, another benefit of the use of GDD is also shown: GDD is capable of reducing the time required for a single iteration, therefore reducing the time required for the entire evolutionary process.
A. Evolving Randomly Generated Logic Circuits
The circuits analyzed here are randomly generated. The complexity of these circuits is quite low; therefore, it is easy to evolve them. However, it has been decided to evolve those circuits in order to show how the use of GDD could bring some benefits to the evolution of small logic circuits over BIE. In Table V , the experimental results are shown. The circuits evolved with the GDD are better optimized and the number of generations is significantly reduced. In that table, all the characteristics of the circuits have been given: name, number of inputs, outputs, and products. For example, by looking at the logic circuit 6-4, it has six inputs, four outputs, and 64 input-output combinations. Then, the numbers of generations (average out of 100 runs and the best run) needed for evolving the logic circuits have been reported. The next two columns give the average and best times (values are expressed in seconds) for each experiment. The next two columns provide the value of the fitness function for the final optimized solutions. For circuits 6-4, it can be observed that it is evolved using BIE (first row, six inputs and four outputs) and a different configuration (four inputs and 16 outputs) is obtained using the GDD.
B. Evolving Multipliers
The evolution of multipliers is a quite difficult task. Several researchers have recognized the importance of the evolution of these circuits, and in the past few years this benchmark has become widely used within the EHW community. In Table VI , experimental results regarding the evolution of multipliers are given. Like BIE, GDD is not able to evolve a six-bit multiplier within the maximum number of generations set for this experiment. Therefore, the maximum number of generations for this circuit was increased to 3 000 000. In [117] , it has already been proven for one run that GDD is able to solve this multiplier, but only by using a higher number of generations. The six-bit multiplier is also evolved using another configuration of GDD, with nine inputs and 96 outputs. Three experiments have been carried out with this configuration, and the average number of generations required is 2 536 135 while the average time per experiment is 32.00 h; a bit less than the configuration with ten inputs.
C. Evolving Even n-Bit Parity Function
Parity functions are often used to check the accuracy of stored or transmitted binary data in computers because a change in the value of any one of its arguments toggles the value of the function. As a result of this sensitivity to its inputs, the parity function is difficult to learn [29] . This benchmark, as with the multipliers, is popular within the evolutionary computation community. The even n-bit parity circuit produces a response equal to the sum modulo 2 of its inputs. Table VII shows the experimental results for the evolution of those circuits. From that table, it can be observed that with the use of GDD the evolution of a large circuit is feasible. GDD is able to evolve large even parity bit circuits never evolved before. The best parity bit circuit successfully evolved previously was presented in [86] , and it was a 12-bit parity circuit. It was evolved using a developmental model based on a biological map between genotype and phenotype.
D. Evolving Logic Circuits From MCNC Benchmark
The experimental results reported in this section are those in relation to the evolution of circuits taken from the MCNC benchmark [81] , [110] . This benchmark was first presented at the 1990 International Workshop on Layout Synthesis. Since then, several researchers within the GA community have used it as a test bench for floor planning [111] , cell placement [112] , [113] , power consumption [114] , etc. It is still not popular within the EHW community because of the complexities of those circuits. However, here, it has been decided to evolve those circuits in order to show that GDD has the capability to cope with these circuits. Figs. 20-23 show the relationships between the values of the fitness function, the number of generations, and the time spent for each experiment. "Reduced circuit" refers to a circuit that has been obtained by applying the proposed method to the original circuit. Each graph compares the evolution results between the original logic circuits and two different configurations of the "reduced circuit." For all the evolved logic circuits, it has been observed that a smaller number of generations is required for the evolution of the "reduced circuits" and at the same time better values of fitness are achieved. The same results for the time required for each experiment have been found. For any of the given graphs, it can be seen that when the number of inputs is reduced the fitness value for each experiment is increased and the time and number of generations are reduced. In Table VIII , all the experimental results obtained by using BIE and GDD are shown. It should be noted that for the evolution of the circuit alu4, only five runs are analyzed and the maximum number of generations for those experiments was set at 2 000 000; this was done because of the high computational time required for the simulations. Even with this initial set up, BIE was not able to completely solve the task.
E. Reduction of Time Required for a Single Iteration
Another benefit of GDD is that it is able to reduce the time required for a single iteration µ [see (1) ]. This leads to a reduction of the total time required for the entire evolutionary process.
To illustrate this advantage, the time required for a single iteration for circuits with different numbers of inputs has been calculated. The system set up for those simulations is a circuit layout with three rows and 80 columns and level back equal to the number of columns.
The logic circuit in examination was the 17-bit even parity. Using GDD, circuits with 16 inputs and two outputs, with 15 inputs and four outputs, and so on, down to a circuit with two inputs, were created, and those circuits were used as a test bench for this experiment. As can be observed from the results shown in Fig. 24 , the required time for a single iteration increases with the number of inputs: going from 16.172 ms for a circuit with two inputs to 35.79 s for a circuit with 17 inputs. These experiments were performed with a personal computer with 768 MB of RAM and a Pentium IV processor at 3.00 GHz.
F. Analysis of Results and Comparison to Techniques
In this section, an analysis of the obtained results is outlined. The experimental results have shown a reduction of the number of generations required to fully evolve combinational circuits for all the benchmarks used following a reduction in time spent performing the evolution. Furthermore, increased fitness function values have been noticed, which leads on to better optimized logic circuits, although the presented method aims to improve scalability rather than optimization of the evolved logic circuits. The best results for GDD are scalability. Several combinational circuits, taken from different benchmarks, never previously evolved, have been successfully evolved. Table IX shows improvements in terms of the number of generations, evolution time, and fitness values that GDD brought over the BIE evolutionary method. The best result is a reduction of 84% of the number of generations required to fully evolve a circuit. This result was obtained for the circuit 9sym taken from the MCNC benchmark.
In Table X , the most complex parity bit circuits, multipliers, and circuits from the MCNC benchmark before evolving are considered and compared with the results obtained by GDD. A comparison of GDD against the conventional method is not given because the aim of the experiments set in this paper is to show that the proposed method is able to automatically design large combinational logic circuits. The method proposed here does not deal with the optimization of the evolved circuits. It means that hand design logic circuits are better optimized in terms of number of logic gates, but GDD can design the same circuits avoiding the high cost of human design.
In conclusion, the main advantages of this method, as proven from the simulations, are as follows.
• Fewer numbers of generations required to evolve the system in comparison with BIE.
• Less computation time, for two reasons. First, the computation time required is smaller because the number of generations is less [see (1) ]. Second, because the truth table treated with GDD is much smaller and can be processed quickly; therefore, the required time for a single iteration is reduced, as exposed in Section VIII-E. For instance, an even parity circuit with 17 inputs (as evolved in Section VIII-C) described with the Berkley format is 2689 KB. The same truth table rewritten with GDD is only 157 KB. Therefore, the necessary time to run a single generation for the EA is reduced.
• Improved optimization of the evolved circuit. The circuits evolved here using GDD have better fitness values when compared with those evolved by BIE, although the aim of the experiments was to show that bigger logic circuits could be evolved and not specifically to show that better optimization could be achieved. To show that the proposed method actually tackles the optimization problem, the number of generations for the experiments would not be set at 1 000 000, rather a much larger number would have been chosen. • The possibility of evolving larger circuits, as the 17-bit even parity, the six-bit multiplier, and the alu4 (14 inputs).
• GDD is independent of the strategies used; therefore, it could be implemented in different evolvable system environments. Here, it has been implemented into BIE; therefore, the system is completely automatic and does not require any information from the user. . Example of output and Shannon decompositions of a system (with seven inputs and ten outputs) into several subsystems. The EA is applied untill a subsystem is small enough to be completely evolved. If it will not become evolved within a certain number of generations, it will be decomposed into subsystems.
G. Evolving Complex Logic Circuits
The necessary time to evolve a circuit, as reported in (1), is dependent on the number of required generations and the time necessary for a single iteration. GDD is able to reduce the number of generations and also to reduce the time required for a single iteration as shown in Section VIII-E.
The time required for a single iteration is highly dependent on the complexity of the fitness function and on the hardware used. Further reductions of the evolution time will be achieved by using faster hardware. The experimental results presented here have shown a success rate of 100% for all the analyzed circuits. This success rate is as a result of the nature of the core of the system used, which is BIE [62] , [84] . BIE works by progressively reducing the complexity of the logic circuits, which should be evolved. Therefore, a complex task, which is difficult to evolve, will be decomposed until the EA is able to evolve it. In Fig. 25 , an example of how the decomposition of the initial system would be done with the use of BIE is reported. The method of decomposing a system into other subsystems (using output and Shannon decomposition see Fig. 2 ) is completely automatic. The initial system is decomposed into smaller subsystems until the EA is able to evolve them.
IX. CONCLUSION
In this paper, the GDD for EHW, which is used for the evolution of logic circuits, has been presented and compared with other EHW techniques.
The proposed algorithm has been tested based on the evolution of not only multipliers and even n-bit parity circuits, traditionally used by the EHW community, but also with logic circuits taken from MCNC benchmark library, traditionally used in logic design, and also randomly generated circuits.
The experimental results have confirmed that GDD requires significantly fewer generations to evolve fully functional solutions, reduces the time for a single iteration during the evolutionary process, and allows the evolution of large circuits. The 17-bit parity circuit, the six-bit multiplier, and the alu4, which is a circuit with 14 inputs and eight outputs never evolved before with any other techniques, were evolved using the method proposed here.
GDD demonstrates that is beneficial for solving more complex logic circuits. Furthermore, the evolved circuits have reached higher values of fitness during the optimization stages when compared with BIE, although the work presented here is based on the evolution of large circuits rather than into the optimization.
