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Information theory with finite vector spaces
Juan Pablo Vigneaux
Abstract
While Shannon entropy is related to the growth rate of multinomial coefficients, we show that the quadratic
entropy (Tsallis 2-entropy) is connected to their q-version; when q is a prime power, these coefficients count
flags of finite vector spaces with prescribed length and dimensions. In particular, the q-binomial coefficients count
vector subspaces of given dimension. We obtain this way a combinatorial explanation for the non-additivity of the
quadratic entropy. We show that statistical systems whose configurations are described by flags provide a frequentist
justification for the maximum entropy principle with Tsallis statistics. We introduce then a discrete-time stochastic
process associated to the q-binomial distribution, that generates at time n a vector subspace of Fn
q
(here Fq is
the finite field of order q). The concentration of measure on certain “typical subspaces” allows us to extend the
asymptotic equipartition property to this setting. We discuss the applications to Shannon theory, particularly to
source coding, when messages correspond to vector spaces.
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I. INTRODUCTION
A. Two faces of entropy
It is well known that Shannon entropy H1 is related to the exponential growth of multinomial coeffi-
cients. More precisely: given a discrete probability law (µ1, ..., µs),
lim
n
1
n
ln
(
n
µ1n, ..., µsn
)
= −
s∑
i=1
µi lnµi =: H1(µ1, ..., µs). (1)
These coefficients have a q-analog. For given q ∈ C r {1}, the q-integers {[n]q}n∈N are defined by
[n]q := (q
n−1)/(q−1), the q-factorials by [n]q! := [n]q[n−1]q · · · [1]q, and the q-multinomial coefficients
are [
n
k1, ..., ks
]
q
:=
[n]q!
[k1]q! · · · [ks]q! , (2)
where k1, ..., ks ∈ N are such that
∑s
i=1 ki = n. When q is a prime power, these coefficients count the
number of flags of vector spaces V1 ⊂ V2 ⊂ ... ⊂ Vn = Fnq such that dim Vi =
∑i
j=1 kj (here Fq denotes
the finite field of order q); we refer to the sequence (k1, ..., ks) as the type of the flag. In particular, the
q-binomial coefficient
[
n
k
]
q
≡ [ n
k,n−k
]
q
counts vector subspaces of dimension k in Fnq .
In Section III we study in detail the asymptotic behavior of these coefficients. In particular, we show
that, given a discrete probability law (µ1, ..., µs),
lim
n
2
n2
logq
[
n
µ1n, ..., µsn
]
q
= 1−
s∑
i=1
µ2i =: H2(µ1, ..., µs). (3)
The function H2 is known as quadratic entropy [5].
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2More generally, one can introduce a parameterized family of functions lnα : (0,∞) → R, for α > 0,
that generalize the usual logarithm through the formula
lnα(x) :=
∫ x
1
1
xα
dx. (4)
The α-surprise of a random event of probability p is then defined as lnα(1/p), following the traditional
definitions in information theory. Given a random variable 1 X : Ω → SX with law P (a probability on
SX), its α-entropy Hα[X ](P ) is defined as the expected α-surprise EP lnα(1/P (X)). This α-entropy or
any real multiple of it can be taken as a generalized information measure. The 1-entropy is the usual
Shannon entropy
H1[X ](P ) = −
∑
x∈SX
P (X = x) lnP (X = x), (5)
whereas α 6= 1 implies
Hα[X ](P ) =
1
α− 1
(
1−
∑
x∈SX
P (X = x)α
)
. (6)
This function appears in the literature under several denominations: it was introduced by Havrda and
Charva´t [9] as structural α-entropy and Acze´l and Daro´czy [1] call it generalized information function of
degree α, but by far the most common name is Tsallis α-entropy,2 because Tsallis popularized its use in
statistical mechanics.
Given a second variable Y : Ω → SY and a law P for the pair (X, Y ), the α-entropy satisfy the
equations
Hα[(X, Y )](P ) = Hα[X ](X∗P ) +
∑
x∈SX
P (x)αHα[Y ](Y∗P |X=x) (7)
where P (x) := P ({X = x}), the symbol P |X=x denotes the conditional law, and X∗Q is the push-forward
of the law Q on SX × SY under the canonical projection πX : SX × SY → SX . We have shown in [24]
that Hα[·] is the only family of measurable real-valued functions that satisfy these functional equations
for generic collections of random variables and probabilities, up to a multiplicative constant K. The case
α = 1 is already treated in [3]. Of course, this depends on a long history of axiomatic characterizations
of entropy that begins with Shannon himself, see [1], [5], [22].
In particular, if X , Y represent the possibles states of two independent systems (e.g. physical systems,
random sources), in the sense that P (x, y) = X∗P (x)Y∗P (y), then
H1[(X, Y )](P ) = H1[X ](X∗P ) +H1[Y ](Y∗P ). (8)
This property of Shannon entropy is called additivity. Under the same assumptions, Tsallis entropy verifies
(for K = 1):
Hα[(X, Y )](P ) = Hα[X ](X∗P ) +Hα[Y ](Y∗P )− (α− 1)Hα[X ](X∗P )Hα[Y ](Y∗P ). (9)
One says that Tsallis entropy is non-additive.3 This property is problematic from the point of view of
heuristic justifications for information functions, that have always assumed as ‘intuitive’ that the amount
of information given by two independent events should be computed as the sum of the amounts of
information given by each one separately (this explains the use of the logarithm to define the surprise).
The initial motivation behind this paper was to understand better these generalized information functions
of degree α. Tsallis used them as the foundation of non-extensive statistical mechanics, a generalization
1In this work, the range of every random variable is supposed to be a finite set.
2In the physics literature, it is customary to use the letter q instead of α, but we reserve q for the ’quantum’ parameter that appears in
the q-integers, q-multinomial coefficients, etc.
3Originally, this was called non-extensivity, which explains the name ‘non-extensive statistical mechanics’.
3of Boltzmann-Gibbs statistical mechanics that was expected to describe well some systems with long-
range correlations. It is not completely clear which kind of statistical systems follow these “generalized
statistics”.4 There is extensive empirical evidence about the pertinence of the predictions made by non-
extensive statistical mechanics [23]. However, very few papers address the microscopical foundations of
the theory (for instance, [8], [12], [21]). We present here a novel approach in this direction, based on the
combinatorics of flags, but only for the case α = 2. However, we indicate in the last section how these
ideas could be extended to other cases.
There is a connection between the combinatorial and algebraic characterizations of entropy, that we
describe in Section II (Shannon entropy) and Section III-C (quadratic entropy). The well known multi-
plicative relations at the level of multinomial coefficients shed new light on additivity/non-additivity. In
the simplest case, let (p0, p1), (q0, q1) be two probability laws on {0, 1}; then(
n
p0q0n, p0q1n, p1q0n, p1q1n
)
=
(
n
p0n
)(
p0n
p0q0n
)(
p1n
p1q0n
)
. (10)
Applying 1
n
ln(−) to both sides and taking the limit n→∞, we recover (8). Equation (10) remains valid
for the q-multinomial coefficients, but in this case one should apply limn
2
n2
logq(−) to both sides to obtain
the quadratic entropy:
H2(p0q0, p0q1, p1q0, p1q1)
= H2(p0, p1) + p
2
0H2(q0, q1) + (1− p0)2H2(q0, q1)
= H2(p0, p1) +H2(q0, q1)−H2(p0, p1)H2(q0, q1).
Thus, asymptotically, the number of flags V00 ⊂ V01 ⊂ V10 ⊂ V11 = Fnq of type (p0q0n, p0q1n, p1q0n, p1q1n)
can be computed in terms of the number of flags W0 ⊂ W1 = Fnq of type (p0n, p1n) and those flags
W ′0 ⊂ W ′1 = Fmq of type (q0m, q1m) —where m can take the values p0n or p1n— through this non-
additive formula.
B. Statistical models
The asymptotic formula (1) plays a key role in information theory. Consider a random source that emits
at time n ∈ N a symbol Zn in SZ = {z1, ..., zs}, each Zn being an independent realization of a SZ-valued
random variable Z with law P . A message (at time n) corresponds to a random sequence (Z1, ..., Zn)
taking values in SnZ with law P
⊗n. The type of a sequence z ∈ SnZ is the probability distribution on SZ
given by the relative frequency of appearance of each symbol in it; for example, when SZ = {0, 1}, the
type of a sequence with k ones is (1− k
n
)δ0 +
k
n
δ1. A “typical sequence” is expected to have type P , and
therefore its probability P⊗n(z) is approximately
∏
z∈SZ P (z)
nP (z) = exp{−nH1[Z](P )}. The cardinality
of the set of sequences of type P is
(
n
P (z1)n,...,P (zs)n
) ≈ exp{nH1[Z](P )}. This implies, according to
Shannon, that “it is possible for most purposes to treat the long sequences as though there were just 2Hn
of them, each with a probability 2−Hn” [22, p. 397]. This result is known nowadays as the asymptotic
equipartition property (AEP), and can be stated more precisely as follows [4, Th. 3.1.2]: given ε > 0 and
δ > 0, it is possible to find n0 ∈ N and sets {An}n≥n0 , An ⊂ SnZ , such that, for every n ≥ n0,
1) P⊗(Acn) < ε, and
2) for every z ∈ An, ∣∣∣∣ 1n ln(P⊗n(z))−H1[Z](P )
∣∣∣∣ < δ. (11)
Furthermore, if s(n, ε) denotes
min{ |Bn| : Bn ⊂ SnZ and P ((Z1, ..., Zn) ∈ Bn) ≥ 1− ε },
4“...the entropy to be used for thermostatistical purposes would be not universal but would depend on the system or, more precisely, on
the nonadditive universality class to which the system belongs.” [23, p. xii]
4then
lim
n
1
n
ln |An| = lim
n
1
n
ln s(n, ε) = H1[Z](P ). (12)
The set An can be defined to contain all the sequences whose type Q is close to P , in the sense that∑
z∈SZ |Q(z) − P (z)| is upper-bounded by a small quantity; this is known as strong typicality (see [6,
Def. 2.8]).
Similar conclusions can be drawn for a system of n independent particles, the state of each one being
represented by a random variable Zi; in this case, the vector (Z1, ..., Zn) is called a configuration. The set
An can be thought as an approximation to the effective phase space (“reasonable probable” configurations)
and the entropy as a measure of its size, see [11, Sec. V]. In both cases —messages and configurations—
the underlying probabilistic model is a process (Z1, ..., Zn) linked to the multinomial distribution, and the
AEP is merely a result on measure concentration around the expected type.
We envisage a new type of statistical model, such that a configuration of a system with n particles is
represented by a flag of vector spaces V1 ⊂ V2 ⊂ ... ⊂ Vs = Fnq . In the simplest case (s = 2) a configuration
is just a vector space V in Fnq . While the type of a sequence is determined by the number of appearances
of each symbol, the type of a flag is determined by its dimensions or —equivalently— by the numbers
(k1, ..., ks) associated to it; by abuse of language, we refer to (k1, ..., ks) as the type. The cardinality of
the set of flags V1 ⊂ ... ⊂ Vs ⊂ Fnq that have type (k1, ..., ks) is
[
n
k1,...,ks
]
q
∼ C(q)qn2H2(k1/n,...,ks/n)/2,
where C(q) is an appropriate constant.
To push the analogy further, we need a random process {Fi}i∈N that produces at time n a flag Fn that
would correspond to a generalized message. We can define such process if we restrict our attention to the
binomial case (s = 2). This is the purpose of Section IV.
Let θ be a positive real number, and let {Xi}i≥1 be a collection of independent random variables that
satisfy Xi ∼ Ber
(
θqi−1
1+θqi−1
)
, for each i. We fix a a sequence of linear embeddings F1q →֒ F2q →֒ ..., and
identify Fn−1q with its image in F
n
q . We define then a stochastic process {Vi}i≥0 such that each Vi is a
vector subspace of Fiq, as follows: V0 = 0 and, at step n, the dimension of Vn−1 increases by 1 if and only
if Xn = 1; in this case, Vn is picked at random (uniformly) between all the n-dilations of Vn−1. When
Xn = 0, one sets Vn = Vn−1. The n-dilations of a subspace w of Fn−1q are defined as
Diln(w) = { v ⊂ Fnq : dim v − dimw = 1, w ⊂ v and v 6⊂ Fn−1q }. (13)
We prove that, for any subspace v ⊂ Fnq of dimension k, P (Vn = v) = θ
kqk(k−1)/2
(−θ;q)n . This implies that
P (dim Vn = k) =
[
n
k
]
q
θkqk(k−1)/2
(−θ;q)n , which appears in the literature as q-binomial distribution. (We have used
here the q-Pochhammer symbols (a; q)n :=
∏n−1
i=0 (1− aqi), with (a; q)0 = 1.)
For the multinomial process, the probability P⊗n concentrates on types close to P i.e. appearances
close to the expected value nP (z), for each z ∈ SZ . In the case of Vn, the probability also concentrates
on a restricted number of dimensions (types). In fact, it is possible to prove an analog of the asymptotic
equipartition partition property; this is the main result of this work, Theorem 1. It can be paraphrased as
follows:
for every δ > 0 and almost every ε > 0 (except a countable set), there exist n0 ∈ N and sets An =⋃∆(pε)
k=0 Gr(n−k, n), for all n ≥ n0, such that ∆(pε) is a number that just depends on ε, P (Vn ∈ Acn) ≤ ε
and, for any v ∈ An such that dim v = k,∣∣∣∣∣ logq(P (Vn = v)
−1)
n
− n
2
H2(k/n)
∣∣∣∣∣ ≤ δ. (14)
Moreover, the size of An is optimal, up to the first order in the exponential: let s(n, ε) denote
min{ |Bn| : Bn ⊂ Gr(n) and P (Vn ∈ Bn) ≥ 1− ε },
5then
lim
n
1
n
logq |An| = lim
n
1
n
logq s(n, ε)
= lim
n
n
2
H2(∆(pε)/n)
= ∆(pε).
The set An correspond to the “typical subspaces”, in analogy with the typical sequences introduced
above. We close Section V with an application of this theorem to source coding.
II. COMBINATORIAL CHARACTERIZATION OF SHANNON’S INFORMATION
Let X be a finite random variable that takes values in the set SX = {x1, ..., xs}. We suppose that,
among N independent trials of the variable X , the result xi appears N(xi) times, for each i. Evidently,∑
iN(xi) = N .
The number of sequences in (SX)
N that agree with the prescribed counting (N(x1), ..., N(xs)) is given
by the multinomial coefficient (
N
{N(xk)}sk=1
)
:=
N !
N(x1)! · · ·N(xs)! . (15)
But we could also reason iteratively. Let’s consider a partition of {x1, ..., xs} in t disjoint sets, denoted
Y1, ..., Yt. These can be seen as level sets of a new variable Y , taking values in a set SY = {y1, ..., yt}; by
definition, {Y = yt} = Yt. There is surjection π : SX → SY that sends x ∈ SX to the unique y ∈ SY such
that x ∈ {Y = y}. The probability ν(xi) = N(xi)/N on SX can be pushed-forward under this surjection;
the resulting law π∗ν satisfies π∗ν(y) =
∑
x∈pi−1(y) ν(x). Our counting problem can be solved as follows:
count first the number of sequences in (SX)
N such that Nπ∗ν(yi) values correspond to the group yi, for
i ∈ {1, ..., t}. This equals (
N
{Nπ∗ν(yi)}ti=1
)
. (16)
Then, for each group π−1(yi) ≡ {Y = yi}, count the number of sequences of length Nπ∗ν(yi) (sub-
sequences of the original ones of length N) such that every xj ∈ π−1(yi) appears N(xj) times. These
are (
Nπ∗ν(yi)
{N(xj)}xj∈pi−1(yi)
)
. (17)
In total, the number of sequences of length N such that xk appears N(xk) times, for every k ∈ {0, ..., s},
are (
N
{Nπ∗ν(yi)}ti=1
) t∏
i=1
(
Nπ∗ν(yi)
{N(xj)}xj∈pi−1(yi)
)
. (18)
The considerations above give the identity(
N
{N(xk)}sk=1
)
=
(
N
{Nπ∗ν(yi)}ti=1
) t∏
i=1
(
Nπ∗ν(yi)
{N(xj)}xj∈pi−1(yi)
)
. (19)
This can be rephrased as follows: the multinomial expansion of (x1+· · ·+xs)N and the iterated multinomial
expansion of (
∑
yi
(
∑
xj∈pi−1(yi) xj))
N assign the same coefficient to x
N(x1)
1 x
N(x1)
1 · · ·xN(xs)s .
Equation (19) implies that
1
N
log
(
N
{N(xk)}sk=1
)
=
1
N
log
(
N
{Nπ∗ν(yi)}ti=1
)
+
t∑
i=1
π∗ν(yi)
1
Nπ∗ν(yi)
log
(
Nπ∗ν(yi)
{N(xj)}xj∈pi−1(yi)
)
.
(20)
6We can see this as a discrete analog of the third axiom of Shannon. The connection can made explicit
using the following proposition.
Proposition 1: [18, Lemma 4.1] Let N be a natural number and {N(i)}si=0 such that
∑s
i=0N(i) = N .
Suppose that N(i)/N → µi ∈ [0, 1] as N →∞, for all i. Then
lim
N→∞
1
N
ln
(
N
N(0), ...., N(s)
)
= H1(µ0, · · · , µs), (21)
where H1 denotes Shannon entropy:
H1(µ0, · · · , µs) = −
s∑
i=0
µi lnµi. (22)
By convention, 0 ln 0 = 0. If we take the limit of (20) under the hypotheses of the previous proposition,
we obtain
H1(µ(x1), ..., µ(xs)) = H1(π∗µ(y1), ..., π∗µ(yt)) +
t∑
i=0
π∗µ(yi)H1(µ|Y=yi(x1), ..., µ|Y=yi(xs)). (23)
This proves combinatorially that Shannon entropy satisfy all the functional equations of the form (23).
Consider now the particular case X = (Z, Y ), for a second random variable Z taking values on SZ . We
use the notations introduced in Section I-A. Since the support of µ|Y=yi is SZ×{yi}, isomorphic to SZ by
the natural projection πZ : SZ ×SY → SZ , there is a clear identification of H1(µ|Y=yi(x1), ..., µ|Y=yi(xs))
with H [Z](Z∗µ|Y=yi). Therefore, (23) reads
H1[(Z, Y )](µ) = H1[Y ](Y∗µ) +
t∑
i=0
Y∗µ(yi)H1[Z](Z∗µ|Y=yi). (24)
The ensemble of these equations —for a given family of finite sets and surjections between them—
constitute a cocycle condition in information cohomology (see [3] and [24]). These are functional equations
that have as unique solution Shannon entropy.
III. THE q-MULTINOMIAL COEFFICIENTS
A. Definition
Let q be any complex number that is not a root of unity. Given (n, k1, ..., ks) ∈ Ns+1 such that∑s
i=1 ki = n, the q-multinomial coefficient
[
n
k1,...,ks
]
q
is defined by the formula[
n
k1, ..., ks
]
q
:=
[n]q!
[k1]q! · · · [ks]q! . (25)
We have used the notation for q-factorials introduced in Section I.
Throughout this paper, we shall assume that q is a fixed prime power. For such q, the q-binomial
coefficient
[
n
k
]
q
≡ [ n
k,n−k
]
q
counts the number of k-dimensional subspaces in Fnq . More generally, given a
set of integers k1, ..., ks such that
∑s
i=1 ki = n, the q-multinomial coefficient
[
n
k1,...,ks
]
q
is defined as the
number of flags V1 ⊂ V2 ⊂ · · · ⊂ Vs−1 ⊂ Vs = Fnq of vector spaces such that dimVj =
∑j
i=1 ki [19],
[20]. We will say that these flags are of type (k1, ..., ks).
It is possible to introduce a function Γq as the normalized solution of a functional equation that guaranties
that [n]q! = Γq(n+ 1), see [2]. When q > 1 and x > 0, this function is given by the formula [17]:
Γq(x) = (q
−1; q−1)∞q(
x
2)(q − 1)1−x
∞∑
n=0
q−nx
(q−1; q−1)n
(26)
=
(q−1; q−1)∞q(
x
2)(q − 1)1−x
(q−x; q−1)∞
, (27)
7where we have used the Pochhammer symbol
(a; x)n :=
n−1∏
k=0
(1− axk), (a; x)0 = 1. (28)
The equivalent expressions for the Γq function come from the following identity
(ax; q)∞
(x; q)∞
=
∞∑
n=0
(a; q)n
(q; q)n
xn (|q| < 1). (29)
known as q-binomial theorem (see [13, p. 30]).
Recall [15, p. 92] that an infinite product
∏∞
i=0 ui is said to be convergent if
1) there exists i0 such that ui 6= 0 for all i > i0;
2) limn→∞ ui0+1 · · ·ui0+n exists and is different from zero.
An infinite product in the form
∏
(1+ ci) is said to be absolutely convergent when
∏
(1+ |ci|) converges.
One can show that absolute convergence implies convergence. Moreover, when the terms γi ≥ 0, the
product
∏
i(1 + γi) is convergent if and only if the series
∑
i γi converges. The convergence of
∑
i 1/q
i
gives then the following result, that is used without further comment throughout the paper.
Lemma 1: For every a ∈ C, the product (a; q−1)∞ converges. Moreover, if a 6∈ { qi : i ≥ 0 }, then
(a; q−1)∞ 6= 0.
The Γq function gives an alternative expression for the q-multinomial coefficients[
n
k1, ..., ks
]
q
=
Γq(n+ 1)
Γq(k1 + 1) · · ·Γq(ks + 1) , (30)
which in turn extends its definition to complex arguments.
We close this subsection with a remark on the unimodality of the q-binomial coefficients.
Lemma 2: For every n ∈ N,
•
[
n
0
]
q
<
[
n
1
]
q
< . . . <
[
n
⌊n/2⌋
]
q
,
•
[
n
⌊n/2⌋
]
q
=
[
n
⌈n/2⌉
]
q
,
•
[
n
⌈n/2⌉
]
q
> . . .
[
n
n−1
]
q
>
[
n
n
]
q
.
Proof: Consider the quotient
q(n, k) :=
[
n
k+1
]
q[
n
k
]
q
=
[n− k]q
[k + 1]q
. (31)
Then, q(n, k) ≥ 1 iff qn−k ≥ qk+1 iff k ≤ n−1
2
, with equality just in the case k = n
2
− 1
2
= ⌊n/2⌋ (when
n is odd).
B. Asymptotic behavior
The quadratic entropy H2 of a probability law (µ1, ..., µs) is defined by the formula:
5
H2(µ1, · · · , µs) := 1−
s∑
i=1
µ2i . (32)
5We fix the constant 1 in front of 1 −
∑s
i=1 µ
2
i . In [24] we have characterized Tsallis α-entropy (α > 0) with system of functional
equations (as a 1-cocycle in cohomology), whose general solution is K
21−α−1
(
1−
∑s
i=1 µ
α
i
)
, for K an arbitrary constant.
8Proposition 2: For each n ∈ N, let {ki(n)}si=1 be a set of positive real numbers such that
∑s
i=0 ki = n
(we write ki when n is clear from context). Suppose that, for each i ∈ {1, ..., s}, it is verified that
ki(n)→ li ∈ [0,∞] as n→∞. Then,[
n
k1, ..., ks
]
q
∼ (q−1; q−1)1−s∞
s∏
i=1
(q−(li+1); q−1)∞qn
2H2(
k1
n
,..., ks
n
)/2. (33)
Recall that fn ∼ gn means fn/gn → 1 as n→∞. By convention, (q−(∞+1); q−1)∞ = 1.
Proof: We simply substitute (26) in (30) (the powers of (q − 1) cancel):[
n
k1, ..., ks
]
q
= (q−1; q−1)1−s∞ q
n2H2(
k1
n
,..., ks
n
)/2
∏s
i=1(q
−(ki+1); q−1)∞
(q−(n+1); q−1)∞
. (34)
We shall prove that, for any sequence {tn}n of positive numbers, limn→∞(q−(tn+1); q−1)∞ = 1 if tn →∞,
and limn→∞(q−(tn+1); q−1)∞ = (q−(t+1); q−1)∞ if tn → t ∈ [0,∞).
Remark that
(q−(tn+1); q−1)∞ =
∞∑
j=0
q−j(tn+1)/(q−1; q−1)j
can be written as
∫
N fn(x)ν(dx), where ν denotes the counting measure and fn : N→ [0,∞) is given by
fn(x) =
q−x(tn+1)
(q−1; q−1)x
(35)
Moreover, |fn(x)| ≤ g(x) := q−x/(q−1; q−1)x, because tn ≥ 0, and g(x) is integrable,
∫
N g(x)ν(dx) ≤
(q−1, q−1)−1∞
1
1−q−1 . Therefore, in virtue of Lebesgue’s dominated convergence theorem,
lim
n→∞
∞∑
j=0
q−j(tn+1)
(q−1; q−1)j
= lim
n
∫
N
fn(x)ν(dx)
=
∫
N
lim
n
fn(x)ν(dx)
The point-wise limit limn fn(x) is [x = 0] when tn →∞ and q−x(t+1)(q−1;q−1)x when tn → t.
When fn and gn are positive, fn ∼ gn implies that limn 1n(logq fn − logq gn) = 0. For instance, we can
deduce that, for any fixed ∆ ∈ N,
lim
n
1
n
logq
[
n
n−∆
]
q
= lim
n
n
2
H2(∆/n) = ∆, (36)
where the last equality comes from a direct computation.
As an immediate application of Proposition 2, we obtain the direct analog of Proposition 1.
Proposition 3: For each n ∈ N, let {ki(n)}si=1 be a set of positive real numbers such that
∑s
i=0 ki = n
(we write ki when n is clear from context). Suppose that ki/n→ µi ∈ [0, 1] as n→∞, for all i. Then
lim
n→∞
2
n2
logq
[
n
k1, ...., ks
]
q
= H2(µ1, · · · , µs). (37)
Proof: If f/g → 1, then logq(f/g)→ 0. Therefore,
logq
[
n
k1, ..., ks
]
q
− logq
(
(q−1; q−1)1−s∞∏s
i=1(q
−(li+1); q−1)∞
)
− n
2
2
H2
(
k1
n
, ...,
ks
n
)
= o(1). (38)
Multiply this by 2/n2 and use the continuity of H2 to conclude.
9C. Combinatorial explanation for non-additivity of Tsallis 2-entropy
Additivity corresponds to the following property of Shannon entropy: if X is a random variable with
law P = {px}x∈SX and Y another with law Q = {qy}y∈SY , independent of X , then the joint variable
(X, Y ) has law P ⊗Q = {pxqy}(x,y)∈SX×SY and
H1[(X, Y )](P ⊗Q) = H1[X ](P ) +H1[Y ](Q). (39)
For simplicity (the arguments work in general), we suppose that X , Y are binary variables, i.e. SX =
SY = {0, 1}. Consider the sequences counted by
(
N
N00,N01,N10,N11
)
; they are the possible results of N
independent trials of the variable (X, Y ), under the assumption that the result (i, j) is obtained Nij times,
for each (i, j) ∈ {0, 1}2. We treat the particular case Nij = piqjN , that correspond to the expected number
of appearances of (i, j). The independence between Y and X means that, given N0 := N00+N01 = p0N
occurrences of X = 0 (resp. N1 := N10+N11 = p1N occurrences of X = 1) in the sequences of length N
counted above, there are q0Ni occurrences of Y = 0 and q1Ni occurrences of Y = 1 in the corresponding
subsequence defined by the condition X = i, irrespective of the value of i. In this case, (19) specializes
to (
N
N00, N01, N10, N11
)
=
(
N
N0
)(
N0
q0N0
)(
N1
q0N1
)
. (40)
Applying 1
N
ln(−) to both sides and taking the limit N →∞, we recover (39). (This is just a particular
case of the computations in Section II.)
In the q-case,
[
N
N00,N01,N10,N11
]
q
counts the number of flags V00 ⊂ V01 ⊂ V10 ⊂ V11 = Fnq of type
(N00, N01, N10, N11). When Nij = piqjN , such a flag can be determined by an iterated choice of subspaces,
whose dimensions are chosen independently: pick first a subspace V0 ⊂ Fnq of dimensionN0 = N00+N01 =
p0N (there are
(
N
N0
)
q
of those) and then pick a subspace of dimension q0N0 ⊂ V0 and another subspace
of dimension q0N1 in Fnq /V0. This corresponds to the combinatorial identity[
N
N00, N01, N10, N11
]
q
=
[
N
N0
]
q
[
N0
q0N0
]
q
[
N1
q0N1
]
q
. (41)
Applying 2
N2
ln(−) to both sides and taking the limit N →∞, we obtain
H2(p0q0, p0q1, p1q0, p1q1)
= H2(p0, p1) + p
2
0H2(q0, q1) + (1− p0)2H2(q0, q1)
= H2(p0, p1) +H2(q0, q1)−H2(p0, p1)H2(q0, q1).
In both cases, the trees that represent the iterated counting are the same, see Figure 1 (and compare this
with Figure 6 in Shannon’s paper [22]). The difference lies in the exponential growth of the combinatorial
quantity of interest and how the correspondent exponents are combined. In the q-case, even if you choose
the dimensions in two independent steps, the exponents do not simply add; in fact, the counting of
sequences is non-generic in this respect.
D. Maximum entropy principle
In the simplest models of statistical mechanics, one assumes that the system is composed of n particles,
each one in certain state from a finite set S = {s1, ..., sm} (in certain contexts, the elements of S are called
spins). A configuration of the system is a feasible vector x ∈ Sn; when all particles are independent, Sn
is the sets of all configurations.
We have in mind a new type of statistical mechanics, where a configuration of the n particle system is
represented by a flag of vector spaces V1 ⊂ V2 ⊂ ... ⊂ Vm = Fnq .
In the classical case of independent particles, the total energy of a configuration x just depends on
its type (ki)1≤i≤m, where ki is the number of appearances of the symbol si in x. In fact, the mean
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q0
q1
p0
q0
q1
p1
Fig. 1. Decision tree for the recursive reasoning leading to equations (40) and (41).
(internal) energy is
∑m
i=1
ki
n
Ei, where Ei ∈ R is the energy associated to the spin si. Setting Ei+1 = 0,
E˜i = Ei − Ei+1 and ri =
∑i
j=1 kj , one can write
∑n
i=1
ri
n
E˜i instead of
∑m
i=1
ki
n
Ei.
Now we plan to move beyond independence, so it is convenient to see the energy as a “global” function
that depends on the type of the sequence. We assume now that the energy associated to a flag of vector
spaces V1 ⊂ V2 ⊂ ... ⊂ Vm = Fnq just depends on its type (k1, ..., km) and is of the form
m∑
i=1
ki
n
Ei =
n∑
i=1
ri
n
E˜i =
n∑
i=1
(dimVi)
n
E˜i (42)
where ri =
∑i
j=1 kj , as before.
In general, if n > 1, the equations
n∑
i=1
ki
n
Ei = 〈E〉 (43)
n∑
i=1
ki = n, (44)
where 〈E〉 ∈ R is a prescribed mean energy, do not suffice to determine the type (k1, ..., km) and an
additional principle must be introduced to select the “best” estimate: the principle of maximum entropy
[10]. This principle —attributed to Boltzmann and popularized by Jaynes— states that, between all the
types that satisfy (43) and (44), we should select the one that corresponds to the greatest number of
configurations of the system. This means that we must maximize
W (k1, ..., km) :=
[
n
k1, k2, ..., km
]
q
(45)
under the constraints (43) and (44). The maximization of W (k1, ..., km) is equivalent to the maximization
of 2 logqW (k1, ..., km)/n
2; as n→∞, the latter quantity approaches H2(g1, ..., gm), with gi := limn ki/n.
The maximum entropy principle says that the best estimate to (g1, ..., gm) corresponds to the solution to
the following problem
max H2(g1, ..., gm)
subject to
m∑
i=1
giEj = 〈E〉
m∑
i=1
gi = 1.
This is different from usual presentations of the maximum entropy principle in the literature concerning
non-extensive statistical mechanics. Usually the constraints are written in terms of escort distributions
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derived from (g1, ..., gm); these have proven useful in several domains, e.g. the analysis of multifractals.
However, it is not clear for us how to derive them from combinatorial facts.
IV. DYNAMICAL MODEL
A. The q-binomial distribution
Let Z be a random variable that takes the value 1 with probability ξ ∈ [0, 1] and the value 0 with
probability 1− ξ (Bernoulli distribution). Its characteristic function is
E(eitZ) = ξeit + (1− ξ). (46)
LetWn be a random variable with values in {0, ..., n}, such that k has probability Bin(k|n, ξ) :=
(
n
k
)
ξk(1−
ξ)n−k, where ξ ∈ [0, 1]. The binomial theorem implies that Bin(·|n, ξ) is a probability mass function,
corresponding to the so-called binomial distribution. The theorem also implies that
(E
(
eitZ
)
)n = (ξeit + (1− ξ))n
=
n∑
k=0
(
n
k
)
eitkξk(1− ξ)n−k
= E
(
eitWn
)
,
(47)
which means that Wn = Z1 + ... + Zn (in law), where Z1, ..., Zn are n i.i.d. variables with the same
distribution than Z [7, Ch. I, Sec. 11]. The collection {Wn}n≥1 is an N-valued markovian stochastic
process.
There is a well known combinatorial interpretation for all this: if you generate binary sequences of
length n by tossing n times a coin that gives 1 with probability ξ and 0 with probability 1 − ξ, any
sequence with exactly k ones has probability ξk(1− ξ)n−k and there are (n
k
)
of them. Therefore, if Y is
the sum of the outputs of all the coins (the number of ones in the generated sequence), the probability of
observing Y = k is
(
n
k
)
ξk(1− ξ)n−k.
There is also a q-binomial theorem, known as the Gauss binomial formula [13, Ch. 5]:
(x+ y)(x+ yq) · · · (x+ yqn−1) =
n∑
k=0
[
n
k
]
q
q(
k
2)ykxn−k. (48)
Let us write (x + y)nq instead of (x + y)(x + yq) · · · (x + yqn−1): the q-analog of (x + y)n. Then (48)
implies that
Binq(k|n, x, y) :=
[
n
k
]
q
q(
k
2)ykxn−k
(x+ y)nq
(49)
is a probability mass function for k ∈ {0, ..., n}, with parameters n ∈ N, x ≥ 0 and y ≥ 0. Moreover, the
factorization
n−1∏
j=0
(x+ yeitqj)
(x+ yqj)
=
n∑
k=0
[
n
k
]
q
eitkykxn−kq(
k
2)
(x+ y)nq
(50)
shows that a variable Yn with law Binq(n, x, y) can be written as the sum of n independent variables
X1, ..., Xn, such that Xi takes the value 0 or 1 with probability x/(x + yq
i−1) and yqi−1/(x + yqi−1),
respectively. Again, {Yn}n≥1 is an N-valued markovian stochastic process. When q → 1, each Xi becomes
a Bernoulli variable with parameter y/(x+ y) and Y has a Bin(n, y
x+y
) distribution. Equation (50) also
implies that
E(Y ) =
n−1∑
j=0
yqj
x+ yqj
= n−
n−1∑
j=0
x
x+ yqj
. (51)
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Provided that x 6= 0, one can write the mass function of the q-binomial as follows:
Binq(k|n, θ) :=
[
n
k
]
q
q(
k
2)θk
(−θ; q)n , (52)
where θ = y/x ≥ 0. We adopt here the classical notation (−θ; q)n instead of (1+ θ)nq .6 Strictly speaking,
this is the q-binomial distribution found in the literature [14]. For this simplified distribution, one has
E(Y ) =
n−1∑
j=0
θqj
1 + θqj
= n−
n−1∑
j=0
1
1 + θqj
, (53)
Var(Y ) =
n−1∑
j=0
θqj
(1 + θqj)2
. (54)
The statistical estimation of θ is addressed in the Appendix.
Set cn(θ) :=
∑n−1
j=0
1
1+θqj
; this sequence is monotonic in n and convergent to certain c(θ). We do not
include q in the notation, since it is fixed from the beginning.
B. A stochastic process associated to the q-binomial distribution
While
(
n
k
)
counts the number of {0, 1}-sequences of length n with k ones, the coefficient [n
k
]
q
counts
the number of k dimensional subspaces in Fnq . The vector (Z1, ..., Zn) is a random binary sequence, but
its q-analog (X1, ..., Xn) cannot be identified in an obvious way with a vector space. This motivates the
introduction of an associated stochastic process {Vi}i∈N such that, for each n ∈ N, Vn gives a vector space
in Fnq and the law of {Xi}i∈N∗ can be recovered from that of {Vi}i∈N.
To simplify the notation, we write F instead of Fq. Let Gr(k, n) be the set of k-dimensional vector
subspaces of Fn and define the total n-th Grassmannian by
Gr(n) :=
n⋃
i=0
Gr(i, n). (55)
Definition 1 (Grassmannian process): Let 〈0〉 = F0 →֒ F1 →֒ F2 →֒ .... →֒ Fn →֒ ... be a sequence of
linear embeddings; note that it induces embeddings at the level of Grassmannians, that will be implicit
in what follows. Define V0 := F0, the trivial vector space; for each n ≥ 0, let Vn+1 be a random variable
taking values in Gr(n+ 1) with law defined by
P (Vn+1 = v|Vn = w,Xn+1 = 0) = δw(v), (56)
P (Vn+1 = v|Vn = w,Xn+1 = 1) = [V ∈ Diln+1(w)]|Diln+1(w)| . (57)
The (n+1)-dilations of w, Diln+1(w), are defined as { v ∈ Gr(n+1) : w ⊂ v, v 6⊂ Fn, dimV −dimW =
1 }. We shall refer to {Vn}n∈N as the Grassmannian process associated to the q-binomial process.
Proposition 4: Let v be a subspace of Fn such that dim(v) = k. Then,
P (Vn = v) =
θkqk(k−1)/2
(−θ; q)n . (58)
Proof: We prove this by recurrence. For n = 1, it is straightforward; for instance,
P (V1 = 〈0〉) = P (V1 = 〈0〉|V0 = 〈0〉)
= P (V1 = 〈0〉|V0 = 〈0〉, X1 = 0)P (X1 = 0) ,
= P (X1 = 0)
6The notation can be misleading, because the terms 1 and θ do not commute inside (1 + θ)nq .
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because 〈0〉 it is not a dilation of itself.
Suppose the formula is valid up to n ≥ 1. Let v′ be a subspace of Fn+1 of dimension k. When v′ is
contained in Fn,
P (Vn+1 = v′) = P (Vn+1 = v′|Vn = v′, Xn+1 = 0)P (Xn+1 = 0)P (Vn = v′)
= 1 · 1
1 + θqn
θkqk(k−1)/2
(−θ; q)n =
θkqk(k−1)/2
(−θ; q)n+1 .
If v′ 6⊂ Fn,
P (Vn+1 = v′) =
∑
w∈Gr(n)
P (Vn+1 = v′|Vn = w,Xn+1 = 1)P (Yn = w)P (Xn+1 = 1)
=
∑
w∈Gr(k−1,n):w$V
1
|Diln+1(w)|
(
θk−1q(
k−1
2 )
(−θ; q)n
)
θqn
(1 + θqn)
=
θkq(
k−1
2 )qn
|Diln+1(v ∩ Fn)|(−θ; q)n+1 .
The formula F (U) + F (V ) = F (U + V ) + F (U ∩ V ) entails that v ∩ Fn has dimension k − 1. Any
w ∈ Gr(k − 1, n) such that w ⊂ v must be contained in v ∩ Fn and have the same dimension, implying
that w = v ∩ Fn; this explain the last equality above.
Finally, let w be a k − 1 dimensional subspace in Fn; to dilate it into a v ∈ Gr(k, n + 1)r Gr(k, n),
one must pick a vector x outside Fn: there are qn+1 − qn of those. However, since w+ 〈x〉 has qk points
and w just qk−1, there are qk − qk−1 choices of x that give the same dilation v. Therefore, the number of
different dilations is
qn+1 − qn
qk − qk−1 = q
n−(k−1). (59)
In particular, the quantity |Diln+1(v ∩ Fn)| equals qn−(k−1).
Corollary 1:
P (dimVn = k) =
[
n
k
]
q
θkqk(k−1)/2
(−θ; q)n . (60)
Proof: This is a consequence of Proposition 4 and the fact that
[
n
k
]
q
counts the number of k
dimensional subspaces of Fn.
Proposition 5: Let {Yn}n∈N∗ denote a q-binomial process, Yn ∼ Binq(n, θ), and {Vn}n∈N its associated
Grassmannian process. Let v be a subspace of Fn of dimension k = n− d, for d ∈ J0, nK. 7 Then,
P (Vn = v) =
q−
1
2
(d−( 1
2
−logq θ))2+ 12 ( 12−logq θ)2−n
2
2
H2(d/n)
(−θ−1; q−1)n . (61)
Proof: We shall rewrite the various factors in (58). In the first place,
(−θ; q)n =
n−1∏
i=0
θqi(1 +
1
θqi
) = θnqn(n−1)/2(−θ−1; q−1)n. (62)
Note also that n2H2(d/n) = n
2 − k2 − d2, which implies
q(
k
2) = qk
2/2q−k/2 = q(n
2−n2H2(d/n)−d2)/2q(d−n)/2. (63)
Finally, θk = θn−d. Replace all this in (58) and simplify to obtain
P (Vn = v) =
q−
d2
2
+d( 1
2
−logq θ)q−
n2
2
H2(d/n)
(−θ−1; q−1)n . (64)
Complete the square in the exponent to conclude.
7The discrete interval Ja, bK is defined as Z ∩ [a, b] (in the real line).
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C. Asymptotics
Let us define a function µ : N→ (0,∞) by
µ(d) :=
q−
1
2
(d−( 1
2
−logq θ))2+ 12 ( 12−logq θ)2(q−(d+1); q−1)∞
(q−1; q−1)∞(−θ−1; q−1)∞ , (65)
and introduce the notation µ(Ja, bK) :=
∑b
d=a µ(d).
The asymptotic formula in Proposition 2, combined with Proposition 5, implies that
P (Vn ∈ Gr(n− d, n)) =
[
n
n− d
]
q
P
(
Vn = Fn−dq
)→ µ(d), (66)
for each fixed d ∈ N.
Proposition 6:
∞∑
d=0
µ(d) = 1. (67)
Therefore, there is a well defined function ∆ : [0, 1)→ N that associates to each p ∈ [0, 1) the smallest
d such that µ(J0, dK) ≥ p; explicitly
∆(p) =
∞∑
k=0
[p > µ(J0, kK)]. (68)
The sum is finite for every p ∈ [0, 1). Note that ∆ is left continuous. This function plays an important
role in the proof of Theorem 1.
We prove now a lemma that will be useful in the proof of Proposition 6.
Lemma 3: For every n ∈ N and every d ∈ [0, n],
(q−(n−d+1); q−1)∞
q−(n+1); q−1)∞
≤ 1. (69)
Moreover, for every n ∈ N and every d ∈ J0, 2√nK,
1− c(q)q−(
√
n+1)2 ≤ (q
−(n−d+1); q−1)∞
q−(n+1); q−1)∞
, (70)
where c(q) = 2(q−1; q−1)∞.
Proof: For any k ∈ N, q−k(n+1) ≤ q−k(n−d+1), which in turn implies that
1
q−(n+1); q−1)∞
=
∞∑
k=0
q−k(n+1)
(q−1; q−1)k
≤
∞∑
k=0
q−k(n−d+1)
(q−1; q−1)k
=
1
(q−(n−d+1); q−1)∞
. (71)
To prove the second inequality, first remark that
1
(q−(n−d+1); q−1)∞
− 1
(q−(n+1); q−1)∞
=
∞∑
k=0
q−k(n+1)(qkd − 1)
(q−1; q−1)k
(72)
≤ (q−1; q−1)−1∞
∞∑
k=0
q−k(n+1)qkd (73)
≤ (q−1; q−1)−1∞
∞∑
k=0
q−k(
√
n+1)2 . (74)
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The first inequality is implied by the trivial bound x−1 ≤ x and the fact that {(q−1; q−1)k}k decreases with
k; the second, from the inequality d ≤ 2√n. The geometric series ∑∞k=0 q−k(√n+1)2 equals q−(√n+1)2(1−
q−(
√
n+1)2)−1, that is upper-bounded by 2q−(
√
n+1)2 , because q ≥ 2. Hence, we have
1
(q−(n−d+1); q−1)∞
− 1
(q−(n+1); q−1)∞
≤ 2(q−1; q−1)−1∞ q−(
√
n+1)2 = c(q)q−(
√
n+1)2 . (75)
Finally, note that 1
(q−(n−d+1);q−1)∞
= 1+ (positive term), therefore it is also true that
1
(q−(n−d+1); q−1)∞
− 1
(q−(n+1); q−1)∞
≤ c(q)q
−(√n+1)2
(q−(n−d+1); q−1)∞
. (76)
Proof of Proposition 6: To simplify notation, set A(d) = −1
2
(d − (1
2
− logq θ))2 + 12(12 − logq θ)2.
Recall from (34) that [
n
n− d
]
q
=
qn
2H2(d/n)/2(q−(d+1); q−1)∞(q−(n−d+1); q−1)∞
(q−1; q−1)∞(q−(n+1); q−1)∞
. (77)
This and (61) give
1 =
n∑
d=0
P (Vn ∈ Gr(n− d, n)) (78)
= (−θ−1; q−1)−1n
n∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
(q−(n−d+1); q−1)∞
(q−(n+1); q−1)∞
(79)
≤ (−θ−1; q−1)−1n
n∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
(80)
At the end we have used the inequality (69). In turn, (80) implies that
(−θ−1; q−1)∞ ≤
∞∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
(81)
We shall see that in fact this is an equality. Using this time (70), we obtain
1 ≥
⌊2√n⌋∑
d=0
P (Vn ∈ Gr(n− d, n))
≥ (−θ−1; q−1)−1n
⌊2√n⌋∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
(1− c(q)q−(
√
n+1)2).
This is
⌊2√n⌋∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
≤ (−θ
−1; q−1)n
1− c(q)q−(√n+1)2 . (82)
In the limit, ∞∑
d=0
qA(d)(q−(d+1); q−1)∞
(q−1; q−1)∞
≤ (−θ−1; q−1)∞. (83)
The proposition is proved.
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V. GENERALIZED INFORMATION THEORY
A. Typical subspaces
The results of the previous section point to the following definition.
Definition 2 (Refinement of a law): Let π : (A,A)→ (B,B) be a surjection of measurable spaces and p
a probability measure on (B,B). The law has a refinement with respect to π (or π-refinement) whenever
there exists a probability distribution p˜ on (A,A) such that π∗p˜ = p, where π∗p˜ denotes the image law
(the push-forward of p˜, its marginalization).
In applications, p is the law of a (B,B)-valued random variable X and p˜, the law of a (A,A)-valued
random variable Y . When B ⊂ C,
Ep˜(eitpi(Y )) = Ep(eitX). (84)
For us, there are four fundamental examples:
1) The probability measure Ber(ξ)×n on {0, 1}n, that assigns to every sequence with k ones the
probability ξk(1 − ξ)n−k, is a refinement of the law Bin(n, ξ) with respect to the surjection π1 :
{0, 1}n → {0, 1, ..., n}, (x1, ..., xn) 7→
∑
i xi.
2) The previous example generalizes to the so-called multinomial distribution. Let S = {s1, ..., sm} be
a finite set and µ any probability law on S; set pi := µ({si}). The law µ⊗n assigns to a sequence x
in Sn the probability
∏m
i=1 p
ai(x)
i , where ai(x) denotes the number of appearances of the symbol si
in the sequence x. Let T = { (k1, ..., km) ∈ Nm :
∑m
i=1 ki = n }; there is a surjection π2 : Sn → T
given by x 7→ (a1(x), ..., am(x)). Denote by ν the marginalization of µ⊗n under this map, given
explicitly by ν({(k1, ..., km)}) =
(
n
k1,...,kn
)∏m
i=1 p
ki
i . Then µ
⊗n is a π2-refinement of ν.
3) The probability measure
∏n−1
i=1 Ber(
θqi
1+θqi
) on {0, 1}n is a refinement of the law Binq(n, θ) under
the application π1 introduced above, see (50).
4) The probability measure on Gr(n) defined by (58), that we denote Grass(n, θ), is also a refinement
of Binq(n, θ) w.r.t. the surjection π3 : Gr(n)→ {0, 1, ..., n}, V 7→ dimV .
Let us consider for a moment the binomial case 1. For Wn ∼ Bin(n, p), Chebyshev’s inequality
reads P
(
|Wn − pn| > n 12+ξ
)
≤ p(1 − p)/n2ξ, which goes to 0 as long as ξ > 0. In other words, the
measure Bin(n, p) concentrates on the interval In,ξ = Jnp− n 12+ξ, np+ n 12+ξK ∩ J0, nK, in the sense that
P (Wn ∈ Icn)→ 0 as n→∞, and therefore the measure Ber(ξ)×n concentrates on π−11 (In,ξ), that can be
regarded as a set of “typical sequences”. Moreover, the different type classes π−1(t), for t ∈ In,ξ, have
cardinality exp{nH1(p) + o(n)}. An analogous argument shows that the measure Binq(n, θ) concentrates
on the interval Jn,ξ = Jk
∗
n − nξ, k∗n + nξK ∩ J0, nK for any ξ > 0, and hence Grass(n, θ) concentrates on
π−13 (Jn,ξ). However, there is a difference: while Bin(k|n, p) goes to 0 for any value of k, and in fact on
needs more than
√
n different types k to accumulate asymptotically a prescribed probability pε := 1− ε,
the values of Grass(k|n, θ) = P (Vn ∈ Gr(k.n)) tend to the constant value µ(d), independent of n. In
the limit, only a finite number of different types k are necessary to accumulate probability pε, and the
corresponding type classes differ in size. The following theorem reflects this particular situation.
We are ready to prove the main result of this article, which extends Theorems 3 and 4 of Shannon’s
seminal article [22] to this setting.
Theorem 1: Let {Yn}n∈N∗ denote a q-binomial process, Yn ∼ Binq(n, θ); {Vn}n∈N its associated
Grassmannian process; and δ ∈ (0, 1) an arbitrary number. Let ε > 0 be such that pε := 1 − ε is a
continuity point of ∆. Define An =
⋃d(An)
k=0 Gr(n−k, n) as the smallest set of the form
⋃∆
k=0Gr(n−k, n)
such that P (Vn ∈ Acn) ≤ ε. Then, there exists n0 ∈ N such that, for every n ≥ n0,
1) An =
⋃∆(pε)
k=0 Gr(n− k, n);
2) for any v ∈ An such that dim v = k,∣∣∣∣∣ logq(P (Vn = v)
−1)
n
− n
2
H2(k/n)
∣∣∣∣∣ ≤ δ. (85)
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The size of An is optimal, up to the first order in the exponential: let s(n, ε) denote min{ |Bn| : Bn ⊂
Gr(n) and P (Vn ∈ Bn) ≥ 1− ε }; then
lim
n
1
n
logq |An| = lim
n
1
n
logq s(n, ε) = lim
n
n
2
H2(∆(pε)/n) = ∆(pε). (86)
The set An correspond to the “typical subspaces”, in analogy with typical sequences.
Proof: Let us denote by Pn (A) the quantity P (Vn ∈ A).
Given any η > 0, there exists n(η) ∈ N such that, for every n ≥ n(η) and every d ∈ J0,∆(pε)K,
|Pn (Gr(n− d, n))− µ(d)| < η
∆(pε) + 1
, (87)
because Pn (Gr(n− d, n))→ µ(d) for each d.
Since pε is a continuity point of ∆, a piece-wise constant function, there exists ξ > 0 such that
∆(1− ε− ξ) = ∆(1− ε) = ∆(1 − ε+ ξ). Remark now that, for every n ≥ n(ξ),
∆(pε)∑
d=0
Pn (Gr(n− d, n)) >
∆(pε)∑
d=0
µ(d)− ξ ≥ 1− ε, (88)
because µ(J0,∆(pε)K) =
∑∆(pε)
d=0 µ(d) ≥ 1− ε+ ξ. This is a direct consequence of ∆(pε) = ∆(1− ε+ ξ).
Analogously, for each n ≥ n(ξ),
∆(pε)−1∑
d=0
Pn (Gr(n− d, n)) <
∆(pε)−1∑
d=0
µ(d) +
∆(pε)
∆(pε) + 1
ξ
< 1− ε− ξ
∆(pε) + 1
< 1− ε,
(89)
because µ(J0,∆(pε)− 1K) < 1− ε− ξ: if this is not the case, ∆(1− ε− ξ) ≤ ∆(ε)− 1. The inequalities
(88) and (89) imply the part 1 of the theorem whenever n ≥ n(ξ).
We suppose now that n > n(ξ). Let v be an element of An of dimension k, and set d = n − k. The
formula in Proposition 5 can be stated as
− logq P (Vn = v)
n
=
g(d, n)
n
+
n
2
H2(d/n), (90)
where we have set g(d, n) = 1
2
(d − (1
2
− logq θ))2 − 12(12 − logq θ)2 + logq(−θ−1; q−1)n. Since d belongs
to the interval J0,∆(pε)K, independent on n, and (−θ−1; q−1)n → (−θ−1; q−1)∞, there exists n0 ≥ n(ξ)
such that, for every n ≥ n0 and every d ∈ J0,∆(pε)K, g(d, n)/n < δ, which proves part 2 of the theorem.
For n big enough, ∆(pε) belongs to the interval [n/2, n]. The inequalities in Lemma 2 imply that[
n
n−∆(pε)
]
q
≤ |An| ≤
∆(pε)∑
k=0
[
n
n− k
]
q
≤ (∆(pε) + 1)
[
n
n−∆(pε)
]
q
. (91)
Therefore,
lim
n
1
n
logq |An| = lim
n
1
n
logq
[
n
n−∆(pε)
]
q
= ∆(pε), (92)
where the second equality comes from (36).
For any ε, we show now how to build iteratively a set Bn of minimal cardinality such that Pn (Bcn) ≤ ε:
start with Bn = ∅ and then add vector subspaces of Fnq one-by-one, picking at each time any of the vector
subspaces of highest dimension in Bcn, until you attain Pn (B
c
n) ≤ ε. Let d(Bn) be such that the last
space included in Bn has dimension n− d(Bn). It is easy to prove that d(Bn) < 2√n, as a consequence
of Chebyshev’s inequality (the interval [n − 2√n, n] accumulates probability pε when n is big enough).
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This construction gives in fact the smallest possible set, because the function fn : [0, n] → R, x 7→
θxqx(x−1)/2/(−θ, q)n is strictly convex and has attains its minimum at x0 = 12 − logq θ; therefore, all the
subspaces are included in Bn in decreasing order of probability, and the probability of the last space
included is bounded bellow by θn−2
√
nq(n−2
√
n)(n−2√n−1)/2/(−θ, q)n, which is much bigger that (−θ, q)−1n ,
the maximum of fn on [0, x0], when n is big enough.
Two versions of Bn only differ in the particular subspaces of dimension n − d(Bn) they include, but
they coincide on
⋃d(Bn)−1
k=0 Gr(n−k, n). In what follows, Bn denotes any of the possible sets. Remark also
that Bn ⊂ An; even more, d(An) = d(Bn) (a strict inequality between the two contradicts the minimality
of either Bn or d(An)). It is also true in general that
pε ≤ Pn (Bn) =
d(An)∑
k=0
Pn (Bn ∩Gr(n− k, n))
≤ Pn (Bn ∩Gr(n− d(An), n)) +
d(An)−1∑
k=0
Pn (Bn ∩Gr(n− k, n)) .
(93)
We restrict ourselves again to the case in which pε is continuity point of ∆, in such a way that
∆(pε) = d(An) = d(Bn). Under these hypotheses, we are able to lower-bound uniformly the term
Pn (Bn ∩Gr(n−∆(pε), n)) using (93), and deduce from this that |Bn| grows like |An|. In fact, we have
that
∆(pε)−1∑
k=0
Pn (Bn ∩Gr(n− k, n)) ≤
∆(pε)−1∑
k=0
Pn (Gr(n− k, n)) < 1− ε− ξ
∆(pε) + 1
, (94)
where we have used again the bound in (89). Inequalities (93) and (94) imply that
ξ
∆(pε) + 1
< Pn (Bn ∩Gr(n−∆(pε), n)) . (95)
When n > n0, the part (2) entails that, for every x ∈ Gr(n − ∆(pε), n), Pn (x) ≤ q−n2H2(∆/n)/2+nδ or
equivalently Pn (x) qn
2H2(∆/n)/2−nδ ≤ 1. Then,
|Bn| ≥ |Bn ∩Gr(n−∆(pε), n)|
≥
∑
x∈Bn∩Gr(n−∆(pε),n)
Pn (x) qn
2H2(∆(pε)/n)/2−nδ
≥ qn2H2(∆(pε)/n)/2−nδPn (Bn ∩Gr(n−∆(pε), n))
> qn
2H2(∆(pε)/n)/2−nδ ξ
∆(pε) + 1
(96)
We deduce that
lim inf
n
1
n
logq |Bn| ≥ lim
n
n
2
H2(∆(pε)/n)− δ (97)
On the other hand, since Bn ⊂ An, it is clear that
lim sup
1
n
logq |Bn| ≤ lim
n
1
n
logq |An| = lim
n
n
2
H2(∆(pε)/n). (98)
Since δ > 0 is arbitrarily small, (97) and (98) imply that limn
1
n
logq |Bn| exists and equals ∆(pε). The
theorem is proved.
Remark 1: The definition of An still makes sense when pε is a discontinuity point of ∆. In this case, there
exists ξ > 0 such that∆(pε)+1 = ∆(pε+ξ) and ∆(pε) = ∆(pε−ξ) . Inequality (88) can be easily adapted
to show that
∑∆(pε)+1
k=0 Gr(n−k, n) ≥ 1−ε, which implies that d(An) ≤ ∆(pε)+1; by (89), d(An) ≥ ∆(pε).
Of course, part 2 in the Theorem still makes sense. We also have that Bn ⊂ An and d(An) = d(Bn). The
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problems appear in the comparison of |Bn| and |An|; it is possible that Pn (Bn ∩Gr(n−∆(pε), n)) goes
to zero very fast when n→∞, and (97) is not valid any more. However, we can still adapt the bounds
in (96) to prove
lim inf
n
1
n
logq |An| ≥ lim inf
n
1
n
logq |Bn|
≥ lim
n
1
n
logq
[
n
n− (∆(pε)− 1)
]
q
= ∆(pε)− 1,
(99)
because d(Bn) = d(An) ≥ ∆(pε) and therefore Gr(n − (∆(pε) − 1), n) ⊂ Bn. Analogously, Bn ⊂ An
and d(An) ≤ ∆(pε) + 1 lead to
lim sup
n
1
n
logq |Bn| ≤ lim sup
n
1
n
logq |An|
≤ lim
n
1
n
logq
[
n
n− (∆(pε) + 1)
]
q
= ∆(pε) + 1,
(100)
where we have used again (91).
Remark 2: In the classical case of sequences, all the typical sequences tend to be equiprobable, in the
sense of Equation 11. This is not valid for the process Vn: a typical space v ∈ An of dimension n − d
satisfy asymptotically the bounds q−n(
n
2
H2(d/n)+δ) ≤ P (Vn = v) ≤ q−n(n2H2(d/n)−δ), for any δ > 0, and
n
2
H2(d/n) = d+O(1/n).
B. Coding
Inspired by [6], we define a generalized n-to-k q-ary block code as a pair of mappings f : Gr(n) →
{1, ..., q}k and φ : {1, ..., q}k → Gr(n). For a given stochastic process Wn, such that Wn takes values
in Gr(n), we define the probability of error of this code as e(f, φ) = P (φ(f(Wn)) 6= Wn). Small k and
small probability of error are good properties for codes, but there is a trade-off between the two. Let
k(n, ε) be the smallest k such that there exists a generalized n-to-k q-ary block code (f, φ) satisfying
e(f, φ) ≤ ε.
Proposition 7: For the Grassmanian process Vn introduced above and for all ε > 0 such that pε = 1−ε
is a continuity point of ∆, one has
lim
n
k(n, ε)
n
= ∆(pε). (101)
Proof: The existence of an n-to-k q-ary block code (f, φ) such that e(f, φ) ≤ ε is equivalent to the
existence of a set Bn ⊂ Gr(n) such that P (Vn ∈ Bn) ≥ 1−ε and |Bn| ≤ qk (let Bn be the set of sequences
that are reproduced correctly...). As in the main theorem, let s(n, ε) denote the minimum cardinality of
such a set. The statement in Proposition 7 is therefore equivalent to limn
1
n
logq s(n, ε) = ∆(pε), which is
already proved.
In simpler terms, it is always possible to code all the typical subspaces An =
⋃∆(pε)
k=0 Gr(n− k, n) with
different code-words if one disposes of qn(∆(pε)+ξ) such words, for ξ positive and arbitrarily small, as long
as n is big enough. In contrast, it is asymptotically impossible if one disposes of qn(∆(pε)−ξ
′) different
code-words, for any ξ′ > 0.
VI. FURTHER REMARKS
A recent preprint [12] proposes the study of “exploding” phase spaces: statistical systems such that the
cardinality of the space of configurations grows faster than kn, the combination of n components that
can occupy k states. The total grassmannians Gr(n) = Gr(n,Fq) are an example, since their cardinality
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grows like q
n2
4
+o(n2). This can be deduced from the unimodality of the q-binomial coefficients (Lemma
2) and our asymptotic formulae, because[
n
⌊n/2⌋
]
q
≤ |Gr(n)| ≤ (n+ 1)
[
n
⌊n/2⌋
]
q
(102)
and therefore
lim
n
2
n2
logq |Gr(n)| = lim
n
2
n2
logq
[
n
⌊n/2⌋
]
q
= H2
(
1
2
,
1
2
)
=
1
2
.
(103)
In fact, the values of limn→∞ |Gr(2n+1)|q−(2n+1)2/4 and limn→∞ |Gr(2n)|q−(2n)2/4 just depend on q and
can be determined explicitly in terms of the Euler’s generating function for the partition numbers and the
Jacobi theta functions ϑ2 and ϑ3, see [16, Cor. 3.7]
A link between Tsallis entropy and the size of the effective phase space (the configurations whose
probability is non-zero) is already suggested by Tsallis in [23, Sec. 3.3.4]. There,H(ρ−1)/ρ appears naturally
as a extensive quantity when the effective phase space grows like Nρ, for ρ > 0.
Finally, we conjecture the existence of other combinatorial quantities
(
n
k1,...,ks
)
gen
that satisfy the mul-
tiplicative relations (19), but such that(
n
p1n, ..., psn
)
gen
∼ exp(f(p1, ..., ps)nβ + o(nβ)). (104)
If this is the case, the function f(p1, ..., ps) would satisfy the functional equation (??) for α = β, and
therefore be equal to KHβ , for an appropriate constant K.
APPENDIX
PARAMETER ESTIMATION BY THE MAXIMUM LIKELIHOOD METHOD
Let us suppose we make n independent trials of a variable Y with distribution Binq(n, θ), obtaining
results y1, ..., ym. The probability of this outcome is
P (y1, ..., ym|θ) =
m∏
i=1
[
n
yi
]
q
θyiqyi(yi−1)/2
(−θ; q)n . (105)
This implies that
∂ logP
∂θ
=
1
θ
(
n∑
i=1
yi −m
n−1∑
j=0
θqj
(1 + θqj)
)
. (106)
By the maximum likelihood method, the best estimate for θ, say θˆ, should maximize P and therefore
satisfy ∂ logP
∂θ
∣∣
θ=θˆ
= 0; in turn, this equation implies that the empirical mean
y¯ :=
m∑
i=1
yi (107)
should coincide with the theoretical mean
mq,n(θ) :=
n−1∑
j=0
θqj
1 + θqj
. (108)
Proposition 8: The map θ 7→ mq,n(θ) establishes a bijection between [0,∞) and [0, n).
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If this correspondence is extended by mq,n(∞) = n —which corresponds to the case x = 0— the value
of θˆ is uniquely determined by the equation mq,n(θˆ) = y¯.
Proof: Since
d
dθ
(
θqj
1 + θqj
)
=
qj
(1 + θqj)2
> 0, (109)
mq,n(θ) is strictly increasing. Moreover, mq,n(0) = 0 and limθ→∞mq,n(θ) = n.
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