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Introduction
Whilst preparing material for an Open University
course in 1997, I decided to introduce the learning
block on information systems using recent examples
of failure.1 The then current editions of Computer
Weekly yielded plenty of examples, including the over-
spend on the £2.6bn Department of Social Security sys-
tem, the failure of the Child Support Agency (CSA)
system, the London Ambulance Service system failure
and the British Gas billing system fiascos. The current
state of the industry was summarised by the editors of
the magazine as follows:
Any regular reader of the computing trade press, and
increasingly the front pages of the national newspapers,
could be forgiven for believing that computer managers
are either genetically disposed to failure, or that com-
mon sense flies out of the window as soon as big money
is allocated to a major information technology project.
This may seem an overly harsh impression. Not all
computing projects fail – only most of them. Now and
again serendipity sees a company or government depart-
ment buying and implementing a system that does half
as much as was originally intended.2
A review of the current press indicates that there has
not been any significant change over the last five years;
the CSA’s latest system is in trouble, the air traffic con-
trol system at Swanwick is in difficulties and a recent
Times editorial identified £1bn of losses with public
sector computing projects.3 A passionate critique of the
newly announced plans for a major investment in infor-
mation technology with the National Health Service
(NHS), by the ex-chief executive of the Central Com-
puting and Telecommunications Agency, commented:
To gamble with the future of the nation’s health care is
arguably unwise in any circumstances. To do so when the
chances of success are low is irresponsible.4
Without doubt all the people involved in large-scale
public sector IT projects are able, intelligent and well
intentioned. They have aspirations to improve the way
a government department or public service operates.
Yet the good intentions and high ability repeatedly
lead to failure. There are always many reasons for fail-
ure in large projects, but the fact that failures continue
to occur so frequently suggests that at least some of
the causes have not yet been identified. The thesis pre-
sented in this paper is that the ingredient that has so
far been missing is the way in which all the participants
think about the project. There are reasons, explained
later, why traditional modes of thinking are particu-
larly inappropriate to IT projects and are therefore likely
to cause significant trouble.
Modes of thinking 
The dominant, and most successful, mode of thinking
in our culture is one based upon reductionism and
positivism. Particularly for scientists and engineers,
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but also in many other disciplines, our education
teaches this mode of thinking very effectively, and it 
is widely used automatically. Complex problems are
simplified by breaking them down into smaller, more
manageable parts. It is presumed that ‘facts’ can be estab-
lished by unambiguous objective procedures and that
it is possible to control nature and organisations. This
mode of thinking also presumes the perspective of an
external observer with a privileged understanding.
It has proved extremely successful in the design and
production of technical artefacts, and it also forms the
basis of scientific management, where planning is
separated from execution and quantitative targets are
used for assessing performance. This mode of thinking
has been referred to as a mechanical mode of thinking,
largely due to its roots in Newtonian physics, but also
because of its unconscious and persistent use of mech-
anical metaphors; the levers of government, policy
instruments, driving through change, stepping up a gear
and so on. This mechanical mode of thinking fosters
a mechanical perspective on people and organisations,
so they are often treated instrumentally.
By way of contrast, I wish to introduce another
mode of thinking based on systems. Systems thinking
simplifies problems by going up a level of abstraction;
thus it discards detail but maintains connections
between issues and agents. It is therefore a holistic mode
of thinking. Its roots lie in biology and cybernetics,
so it has feedback loops, non-linearity and adaptive
behaviour built in. The development of systems think-
ing over the last 50 years has seen it slowly emerge
from its biological and engineering roots to become
successfully applied to human activities through a
range of so-called soft systems approaches. In this pro-
cess it has become pluralist, recognising the validity of
different perspectives on situations, and participatory,
dropping the perspective of an external observer.
A more detailed explanation of systems thinking is
available in a recent Demos publication.5
Systems thinking and mechanical thinking are 
not competitors, they have application in overlapping
domains. It is useful to distinguish two types of prob-
lem, referred to as messes and difficulties. Mechanical
thinking is of most use in difficulties where the nature 
of the problem is agreed and the type of solution
required known. In contrast, systems thinking is most
useful in messes where the precise nature of the prob-
lem is disputed, as are the types of solutions – and 
it is usually a problem unbounded in the number of
people, amount of resources and time required to
make progress. A key feature of areas where system
thinking is useful is that they are complex.
The world has become more complex as technologies
have reduced the costs of communication. As a result
agents and agencies that used to act independently
now find it easier and quicker to exchange data 
and information and therefore have greater influence
on each other. This is what I mean by an increase in
complexity, an increase in the interactions between
autonomous units that means they collectively behave
non-linearly and unpredictably. Reductionism does
not help in grappling with this type of complexity
because, in breaking the problem into parts, it misses
the interactions which are key. The mechanical pre-
sumption of linearity and simple cause–effect relations
also breaks down.
Complex adaptive systems
One straightforward way into systems thinking is via
the concept of a complex adaptive system. It is a system
because the whole is in some sense greater than the sum of
the parts. Another way of saying this is that the system
displays emergent properties that are not manifest in
the parts. The system is complex in the sense used earlier;
it is comprised of a large number of autonomous inter-
acting components or sub-systems. And it is adaptive
because the system responds to changes in its environ-
ment so as to preserve some essential structure.
Complex adaptive systems behave differently from
machines. For example, when throwing a rock, its trajec-
tory and landing place can be calculated using Newton’s
laws of motion. But these calculations are of no use if
throwing a bird. Even though the bird is subject to the
same laws of physics it does not behave mechanically.
Attempts to make the bird behave like a rock, for example
by tying its wings and weighting it with a brick,
destroy the essential features of the complex adaptive
system – they kill the bird. A better strategy for getting
a bird to a given location is to place an attractor there,
such as a bird table with the right food on it.
Organisations can be regarded as complex adaptive
systems in that they are composed of autonomous
interacting agents and will adapt to changes in their
environment so as to preserve their essential struc-
ture. From a systems perspective it is a combination 
of the adaptive responses and the unpredictability of
the system that accounts for most of the unintended
consequences of managing large organisations.
People can also be regarded as complex adaptive
systems. At a biological level this is obvious. However
an individual’s way of thinking can also be regarded as 
a complex adaptive system. The attitudes, experiences,
beliefs and accumulated understandings that constitute
an individual’s thinking have evolved to cope with the
environments in which the individual finds itself.
Experience shows that it is hard for an individual to
change the way he/she thinks and they are unlikely to
do so until they become convinced of the failure or
inadequacy of their existing mode of thinking.
One of the disadvantages of thinking in terms of
complex adaptive systems is that it retains the
perspective of being an external observer, whereas
modern system thinking emphasises participation and
pluralism. Basically a systems approach emphasises what
many people have known, namely that solutions that
work are those to which all the key participants sub-
scribe. Any perspective excluded from the solution
becomes a source of friction, dissent and failure. Thus
finding solutions to organisational problems requires
sensitivity to different perspectives.
Information systems and
thinking
There are three ways in which the conventional
approach to IT projects, using mechanical thinking,
can cause or contribute to failure.
1 IT experts are extremely good at linear, reductionist
positivist thinking, and not so good at constructing
social solutions and appreciating other perspect-
ives. So there is an inherent mismatch between the
mode of thinking required to develop robust social
solutions and the thinking required to develop
robust technical solutions.
2 Large IT projects are not just about computing 
and technology, they are also about organisational
change, and as such run into all the politics, turf
wars, adaptive responses and resistances familiar to
managers of organisational change. The IT project
is rarely well co-ordinated with the organisational
change, and the participants have a double learning
task; new technology and new management.
3 Large IT projects are presumed to require a strong
command and control ethos; one person or com-
mittee decides what should be done, so all the other
participants are treated instrumentally. This causes
genuine disaffection and also ignores the experience
of those responsible for delivery.
Although there are many other reasons for failure in
IT projects, these three are grounded in the mode of
thinking used in the project.
A systems approach
Systems thinking focuses on the process of discovering
a solution rather than on prescribing a particular
solution. Therefore, systems approaches all end up
emphasising the need to establish a learning system of
some sort. The aim is to work with the adaptive
responses and creative potential of the system rather
than against it. One approach is to foster innovation
and variety and then to select the changes that coin-
cide with the required direction of change. In order to
minimise the impact of failures, this requires starting
on a small scale.
At a policy level a systems approach involves:
 specifying a direction of change
 setting boundaries that must not be crossed
 allocating resources for long enough to permit learning
 granting permissions and encouraging innovation
 specifying evaluation that must be based upon end
user responses.
At an implementation level the primary focus is on
the process of improvement (not some goal or target)
and requires:
 engaging all the participants in a co-operative effort
 encouraging innovation and different approaches
within the constraints
 learning what works, and only then duplicating the
successful strategies.
At the personal level, systems practice emphasises the
need for reflection on experience as the key to develop-
ing capacity and skills in the face of complexity.
Personal reflection of this kind is severely eroded by
the time pressures of modern organisational life – and
exacerbated by multiplicity of targets.
In all these approaches, at all levels, there is a
continuous process of learning and changing the 
way in which the IT project is thought about. These
changes in thinking and approach are not easily
accomplished. Under pressure most people will revert
to the mechanistic, command and control styles with
which they are familiar – and they are likely to end 
up in the familiar failures as well. Changing one’s way
of thinking is difficult, but it is also a source of
excitement and personal satisfaction.
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