A comparação entre médias de tratamentos na análise da variância by Gomes, Frederico Pimentel
A COMPARAÇÃO ENTRE MÉDIAS DE 
TRATAMENTOS NA ANÁLISE DA VARIÂNCIA 
FREDERICO PIMENTEL GOMES 
Escola Superior de Agricultura "Luiz de Queiroz", 
Universidade de São Paulo 
ÍNDICE 
1 — O Problema a Resolver 2 
2 — O Método de Scheffé 2 
3 — O Método de Tukey 6 
4 — Propriedades dos Novos Testes 7 
5 — Agradecimento 11 
6 — Bibliografia 11 
1 — O PROBLEMA A RESOLVER 
A comparação entre médias na análise da variância é um 
problema já bem velho, mas que até recentemente não tinha 
nenhuma solução satisfatória. Com efeito, o uso do teste t não 
se justifica neste caso, a não ser para fazer algumas compara-
ções escolhidas previamente, antes de examinar os dados do ex-
perimento, ou então quando este encerra apenas dois tratamen-
tos. FISHER (1, p. 58) propôs uma solução baseada no teste t, 
mas esta solução não é exata, pois se trata apenas de um método 
empírico bastante grosseiro. BRIEGER (9, pp. 490-491) intro-
duziu também um método, igualmente baseado no teste t e em-
pírico, embora bastante razoável. DUNCAN (2 e 3) e TUKEY (4) 
estudaram posteriormente o assunto em trabalhos de grande in-
teresse. Mas foi só em 1952 que SCHEFFÉ (5) e TUKEY (6) 
lançaram as bases de dois métodos, ambos exatos, que serão de 
grande utilidade na análise estatística. 
Neste artigo explicaremos como usar os novos processos de 
Scheffé e Tukey. 
2 — O MÉTODO DE SCHEFFÉ 
Suponhamos um experimento com k tratamentos e r repe-
tições, no qual obtivemos uma estimativa s para o erro residual 
com n graus de liberdade. Então o intervalo de confiança ("con-
fidence interval") para um contraste 
Y — c ly l + c2 y~2 - f . . . + ck yk 
entre as médias de tratamentos, com probabilidade a , é da-
do por 
(2,1) c l y l - f c2 y l + ... - j - ck yk f s ^ " ^ ( ¢ , ^ ^ + . . . + 0 ^ ) 
onde F é o valor de F da tábua, para a probabilidade a (ge-
ralmente 5% ou 1%) com graus de liberdade k— 1 e n, e onde 
se exige 
cl + c 2 . . . + ck = 0. 
Se se preferir usar O = \ F em lugar de F, a fórmula (2,1) 
se transformará em 
(2,2) c l y 1 + c2 y2 + . . . + ck yk +
 s 0 ( c,* -f c 2 2 + ... + ck*) 
No caso da comparação de duas médias yi e yj temos 
,o«n ~ + | / 2 (k~—1) F 
(2,3) yi — yj ± s V — -— 
r 
ou 
(2,4) yi - y"j ± s ú V 2 (k 1} 
r 
pois então 
c, 2 - f c 2 2 + ... + ck 2 = 2 . 
Por exemplo, para k = 8 tratamentos, r = 6 repetições, 
a = 5%, s = 7,2, com 35 graus de liberdade, achamos # = 1,51, 
logo 
yi - yj ± 7,2 X 1,51 
D 
isto é, 
yi — yj ± 16,6. 
Suponhamos que yi = 184,5 e yj = 161,3 são duas médias 
quaisquer obtidas (podem ser a maior e a menor, por exemplo). 
Temos 184,5 — 161,3 = 23,2 e o intervalo de confiança será da-
do por 23,2 ± 16,6, isto é, terá extremos 6,6 e 39,8, logo temos 
95% de probabilidade de que a verdadeira diferença entre es-
sas médias esteja entre 6,6 e 39,8. 
Toda diferença entre duas médias maior que 16,6 será sig-
nificativa ao nível de 5%. 
No experimento que estamos discutindo as médias foram, 









Vemos, pois, que a maior média (184,5) difere significati-
vamente das três menores (165,5; 162,3 e 161,3). O mesmo acon-
tece com a segunda média da tabela acima (182,2). Já a tercei-
ra (177,8) difere significativamente apenas das duas menores 
(162,3 e 161,3). 
Suponhamos, agora, que queremos comparar a maior mé-
dia com a média de todos os outros tratamentos. Consideramos 
a função linear 
1 1 1 
Y = y l y2 y3 . . . yÒ 
7 7 7 
1 
= y l (y2 + y3 . . . +
 y 8 ) 
7 
A estimativa do contraste Y é, no caso em questão, 
1 
Y z=z 184,5 (182,2 + 177,8 + . . . + 161,3) 
7 
= 13,4. 
E, de acordo com (2,2), o intervalo de confiança será dado 
por 
13,4 ± 7,2 X 1,51 V-1{1 + 7 X ^ ) 
ou 
13,4 ± 12,5. 
Temos, pois, uma probabilidade de 95% de que o verdadei-
ro valor da diferença esteja entre 13,4 — 12,5 = 0,9 e 13,4 + 
-f- 12,5 = 25,9. Como a diferença obtida (13,4) é maior do que 
12,5, ela é significativa ao nível de 5% de probabilidade. 
Qualquer outra comparação que interesse poderá ser estu-
dada do mesmo modo. Por exemplo, poderemos compaiar os 
quatro tratamentos de maior média com os outros quatro. Te-
mos 
1 _ 
Y = (yi + y 2 + Y3 + (y3 + y« - f y 7 + y«) = 14;9. 
4 4 
O intervalo de confiança é dado por 
14,9 ± 7,2 X 1,51 / 1 - ( 4 / ^ + 4 X - j L ) 
ou 
14,9 ± 8,3. 
A verdadeira diferença estará, pois, entre 14,9 — 8,3 -- 6,6 
e 14,9 + 8,3 = 23,2 com 957o de probabilidade. Qualquer dife-
rença semelhante calculada (diferença entre as médias de qua-
tro dos tratamentos e a média dos quatro restantes) c signifi-
cativa ao nível de 5% se exceder 8,3. No caso vertente a diferen-
ça foi 14,9 "> 8,3 e é, pois, significativa. 
3 — O MÉTODO DE TUKEY 
Este método se baseia na amplitude total "estudentizada" 
("studentized range") e se aplica de preferência ao caso da 
comparação de duas médias, escolhidas entre as k médias de 
tratamentos, todos com o mesmo número de repetições. Supo-
nhamos, pois, que temos ainda k tratamentos e r repetições, e 
uma estimativa s para o erro residual, com n graus de liberda-
de. Então o intervalo de confiança para uma diferença yi — yj 
entre duas médias de tratamentos é dada por 
s 
yi — yj ± q 
onde q é valor da amplitude total "estudentizada" para o nível 
« de probabilidade (geralmente 5% ou 1%), para o caso de k 
tratamentos e n graus de liberdade para a estimativa do erro. 
Tábuas de q podem ser encontradas em DIXON e MASSEY 
(7). Aí, porém, aparecem incorreções, que foram corrigidas por 
MAY (8). As incorreções são de pouca monta na tábua referen-
te a a = 5%, mas são bem ponderáveis no caso de a = 1%. 
Suponhamos s = 7,2, k = 8 tratamentos, r = 6 repetições, 
a = 5%, como anteriormente, e teremos : 
7,2 
yi — yj ± 4,56 = yi — yj ± 13,4. 
Para y l = 184,5, yj = 161,3, temos 184,5 — 161,3 = 23,2 e 
o intervalo de confiança terá os extremos 23,2 — 13,4 = 9,8 e 
23,2 -|- 13,4 = 36,6. Note-se que este intervalo é menor do que 
obtido pelo método de Scheffé. Isto se deve a termos, no caso 
do método de Tukey, uma hipótese menos geral. Para a compa-
ração de médias duas a duas o processo de Tukey, baseado na 
amplitude total "estudentizada", é, pois, preferível. Mas o mé-
todo de Scheffé, aplicável sempre que caiba o teste F, é de uso 
muito mais generalizado. 
Se as médias são as mesmas do capítulo anterior, vemos pe-
lo método de Tukey que a mais elevada (184,5) diferirá signi-
ficativamente, ao nível de 5%, de todas es médias que forem in-
feriores a 184,5 — 13,4 = 171,1. Difere significativamente, pois, 
como antes, de 165,5; 162,3 e 161,3. O verdadeiro valor da dife-
rença 184,5 — 165,5 = 19,0 estará, portanto, com 95% de proba-
bilidade, entre 19,0 — 13,4 = 5,6 e 19,0 + 13,4 = 32,4. 
4 — PROPRIEDADES DOS NOVOS TESTES 
Tanto o teste de Tukey como o de Scheffé só devem ser 
postos em prática quando o valor de F (ou de i'J ) obtido na 
análise da variância fôr significativo, pois, se isto não se der, 
nenhuma das diferenças entre médias poderá ser significativa. 
A recíproca, porém, não é verdadeira, isto é, o fato de o F (ou 
i) ) da análise da variância ser significativo não exige que ha-
ja duas médias diferindo significativamente, mas sim que haja 
um contraste entre as médias de tratamentos que seja signifi-
cativo. Este contraste poderá ser de natureza bastante comple-
xa e talvez sem nenhum interesse prático. 
Suponhamos, por exemplo, um experimento com k = 3 
tratamentos, r = 5 repetições, s2 = 1,70, com 12 graus de liber-
dade. Sejam 10, 8 e 8 as médias dos três tratamentos. A análise 
da variância é, então, a que damos abaixo 
Para julgar a diferença entre duas médias o método de 
Scheffé nos dá então o valor 
• , / 2 X 2 | / "4 
s // V = 1,304 X 1,97 1/ - 2,30, 
5 5 
e, no caso do método de Tukey, 
1,304 
3,77 - 2,20, 
ambas ao nível de 5% de probabilidade. 
Como a maior diferença entre as médias é igual a 2, não po-
de ser significativa. No entanto a função linear. 
2 _ 1 l 2yl — "y2 — 73 
Y = —— y l — y2 y3 = 
V 3 K 3 / 3 / 3 
que é um contraste, pois a soma dos coeficientes é nula, nos dá 
4 1 1 
c,2 + co* + cs» = + + = 2, 
3 3 3 
e, pois, o intervalo de confiança pelo método de Scheffé será 
Y = 2,30. 
E como os valores observados nos dão 
2 X 10 — 8 — 8 
Y = = 2,31, 
1 /3 -
vemos que a diferença entre a maior média e as outras duas é 
significativa ao nível de 5%, o que justifica o resultado obtido 
na análise da variância. 
Um caso semelhante a este ocorreu com um experimento de 
adubação de cana com adubos verdes realizado pela Usina Mon-
te Alegre, em Piracicaba. O experimento, em quadrado latino 
de 6 x 6, teve a seguinte análise da variância. 
As médias dos tratamentos foram : 
Para julgar a diferença entre duas dessas médias o método 
de Tukey nos dá, ao nível de 5%, o valor 
Como a diferença entre a maior média e as duas menores 
excede este número, conclui-se que a crotalaria é significativa­
mente superior à ervilha e ao lupino, ao nível de 5%. 
Se usarmos, porém, o método de Scheffé, teremos 
Logo, por este critério, nenhuma das diferenças entre mé-
dias seria significativa. Podemos, porém, grupar os tratamentos 
em três grupos, I, II e III, conforme indicado acima. Então a 
comparação entre os grupos I e III seria dada pela função 
1 _ 427,2 + 424,8 
y l (y5 + y6) = 520,5 = 94,5, 
2 2 
para a qual o método de Scheffé nos dá 
1 / "5 t 1 Í T 
]f 2549 1,64 1/ — | l f — -| 1 = 87,28. 
6 l 4 4 Í 
O grupo I é, pois, significativamente superior ao grupo III, 
ao nível de 5%. Já os grupos I e II não diferem significativa-
mente entre si, como o leitor poderá verificar. 
E' interessante salientar que os grupos II e III diferem si-
gnificativamente, ao nível de 5% de probabilidade, se utilizar-
mos o teste t. Mas este teste não é valido numa comparação 
como esta, e o teste exato de Scheffé mostra que a diferença 
entre as médias desses dois grupos, igual a 47,0 e corresponden-
te ao contraste 
1 1 
(y2 + y3 + y4) (y5 + y6). 
3 2 
só seria significativa ao nível de 5% se excedesse o valor 
- 1 /~s i T~ 
/ 2549 1,64 \ — (3;< \- 2 X — ) =- 69,0. 
6 9 4 
No caso de não ser o mesmo o número de repetições para 
todos os tratamentos, as fórmulas (2,1) e (2,2) devem ser modi-
ficadas. Com efeito, se o primeiro tratamento tem rl repetições, 
o segundo, r2 repetições, e assim por diante, as novas fórmulas 
serão: 
_ _ _ 1 / c , 2 c>2 ck 2 
(4.1) c l y l + c 2 y 2 - h . . . + c k y k ± s | / ( k - 1 ) F ( — •{ — -f,H ) 
rl r2 rk 
ou 
l / c72~ "~c~J ck 2 
(4.2) c l y l - f - c 2 y 2 + . . . + c k y k ± s , > | / (k-1) ( H | ... H ) 
rl r2 rk 
Convém assinalar também que no caso de as médias de tra-
tamentos serem correlacionadas, o método de Tukey conduz a 
uma fórmula um pouco diferente da que vimos acima. Com 
efeito, sendo Q O coeficiente de correlação entre dois trata-
mentos quaisquer, sempre o mesmo para qualquer par conside-
rado, então o intervalo de confiança é dado por 
s q -m r 
y i - y j ± \ 
l / T 
Tal é o caso, por exemplo, quando se tem um experimento 
em blocos incompletos equilibrados. 
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