We obtain a complete characterization of surjective additive operators acting on the Cartesian product of several matrix spaces over an antinegative semiring without zero divisors, which map primitive matrix k-tuples to primitive matrix k-tuples.
Introduction
A non-negative matrix is called primitive if some power of it has only positive entries, or, equivalently, it is irreducible and its spectral radius is the only eigenvalue of maximal modulus, or, equivalently, the greatest common divisor of lengths of all circuits in the associate directed graph is equal to 1. An alternative definition of primitivity arises in the asymptotic analysis of the homogeneous positive systems with discrete time of the form x(t + 1) = Ax(t), t = 0, 1, . . .
Here a non-negative vector x(0) represents the initial state. In this context the primitivity of A can be equivalently restated as the property that any positive initial condition x(0) produces a state evolution which becomes strictly positive within a finite number of steps. Such systems are described by the following equation, see [13] : Here A 1 , . . . , A k are n × n non-negative matrices and initial conditions x(i 1 , i 2 , . . . , i k ), i 1 , . . . , i k ∈ Z, i 1 + · · · + i k = 0 are non-negative n × 1 vectors. Positive discrete homogeneous multidimensional dynamical systems have been used to model diffusion processes, water pollution, etc., see [7, 8] . An entry of the vector x(i 1 , . . . , i k ) typically represents a quantity, such as pressure, concentration or density at a particular site along a stream. It can be seen that at each time-step the conditions of a site are determined by its previous conditions and the conditions of the site directly upstream from it, see [8, 15] for the detailed exposition. To investigate the systems of type 2, we need the following concept: Definition 1.1. Let A i ∈ M n (R + ), i = 1, . . . , k, where R + denotes the set of non-negative real numbers, and h i , i = 1, . . . , k be some non-negative integers. Let A denote the k-tuple (A 1 , A 2 , . . . , A k ) and η denote the k-tuple (h 1 , h 2 , . . . , h k ). The η-Hurwitz product, which is denoted by A η , is the sum of all matrices which are products of h i copies of A i , i = 1, . . . , k. (1, 0, 0) = A and (A, B) (2, 2) It can be directly checked, see for example [13] and references therein, that the solution of (2) can be represented as a sum of Hurwitz products (A 1 , . . . , A k ) (h 1 ,...,h k ) with a fixed sum h 1 + · · · + h k = t, where the initial condition determines the condition after t time-steps.
Example 1.2. (A, B, C)
It is natural to ask for necessary and sufficient conditions on the matrix tuple (A 1 , . . . , A k ) in order that the solutions of (2) are eventually (i.e., for all (h 1 , . . . , h k ) with h 1 + · · · + h k sufficiently large) strictly positive for each appropriate sequence of initial values. As for the system (1) , where the analogous question is answered in terms of primitivity, in this case primitivity for matrix tuples is needed. Primitivity for the matrix tuple A = (A 1 , . All aforesaid notions can be introduced not only for non-negative matrices but also for matrices over arbitrary antinegative semirings without zero divisors.
The notion of a semiring can be defined as follows.
Definition 1.4.
A semiring S consists of a set S and two binary operations, addition and multiplication, such that:
• S is an Abelian monoid under addition (identity denoted by 0);
• S is a semigroup under multiplication (identity, if any, denoted by 1);
• multiplication is distributive over addition on both sides;
• s0 = 0s = 0 for all s ∈ S.
In this paper we will always assume that there is a multiplicative identity 1 in S which is different from 0.
We need the following special class of semirings: Definition 1.5. A semiring is called antinegative if the zero element is the only element with an additive inverse.
Standard examples of semirings, which are not rings, are antinegative semirings, these include non-negative reals and integers, max-algebras, Boolean algebras, and some others. Definition 1.6. A binary Boolean semiring, B, is a set {0, 1} with the operations:
We will not use the term "binary" in the sequel.
The detailed and self-contained information about semirings, semi-modules over them and their properties can be found in the monographs [9, 10] and references therein.
An important issue in dealing with primitive matrices or matrix k-tuples is to find the complete list of matrix operators which map primitive matrices to primitive matrices or primitive matrix k-tuples to primitive matrix k-tuples. If such transformations exist then they allow us to simplify the system without loosing its main property, namely, primitivity. In this paper we deal with such transformations.
Following Frobenius, Schur and Dieudonné, many authors have studied the problem of determining the maps on the n × n matrix algebra M n (F) over a field F that leave certain matrix relations, subsets, or properties invariant. For a survey of problems and results of this type see [12, 14] .
In the last decades much attention has been paid to Preserver Problems for matrices over various semirings, where completely different technique is necessary to obtain the classification of operators with certain preserving properties, see [14, Section 9 .1] and references therein for the more details.
Linear operators on certain antinegative semirings without zero divisors that strongly preserve primitivity were characterized by Beasley and Pullman in [4, 5] .
In this paper we consider operators on
, which preserve primitive ktuples. It turns out that the solution of this problem requires new tools and ideas, in particular, our technique is based on primitive assignments, cycle matrices, and edge-minimal primitive k-tuples.
Let us note that operators T : M n (S) → M n (S), which act on the single copy of M n (S) and not on the Cartesian product, preserving primitive matrix k-tuples, obviously preserve primitivity, so their characterization is a direct consequence from the results obtained in [4, 5] . To see this it is sufficient to consider primitive matrix k-tuples of the form (A, A, . . . , A) . Thus their images are primitive matrix k-tuples of the form (T (A), T (A) , . . . , T (A)). Hence, T (A) is primitive.
Our paper is organized as follows: in Section 2 we collect some basic facts, definitions and notations, in Section 3 we characterize surjective additive transformations T :
preserving the set of primitive matrix k-tuples, in Section 4 we extend this result to matrices over arbitrary antinegative semirings without zero divisors.
Here M m,n (B) denotes the set of m × n matrices with entries from the Boolean semiring B.
Preliminaries
In this paper, unless otherwise is stated, S will denote any antinegative semiring without zero divisors and M n (S) will denote the n × n matrices with entries from S. Further, we denote by M k n (S) the Cartesian product of M n (S) with itself, k times, i.e.,
The notions of primitivity and exponent for square matrices are classical. Two classical examples of primitive matrices are presented below. The matrix I n is the n × n identity matrix, J m,n is the m × n matrix of all ones, O m,n is the m × n zero matrix. We omit the subscripts when the order is obvious from the context and we write I , J , and O, respectively. The matrix E i,j , called a cell, denotes the matrix with exactly one non-zero entry, that being a one, in the (i, j ) entry. Let R i denote the matrix whose ith row is all ones and is zero elsewhere, and C j denote the matrix whose j th column is all ones and is zero elsewhere. We let |A| denote the number of non-zero entries in the matrix A. For α a sequence of integers of length j and β a sequence of integers of length k, we denote by A[α|β] the j × k-submatrix of A which lies on the intersection of the rows indexed by α and the columns indexed by β. A monomial matrix is a matrix which has exactly one non-zero entry in each row and each column.
Example 2.6. The notion of primitive k-tuples generalizes the notion of primitivity. Indeed, the k- 
We will use the notion of irreducible matrices and below we present the following two equivalent definitions of irreducibility, see [6] for details:
or the sum of the first n powers of A has no zero entries. A is reducible if it is not irreducible.
(2) Equivalently, a matrix A is reducible if there is a permutation matrix P such that
In order to describe the form of operators under consideration we need the following notions. 
Definition 2.10. An operator T : M m,n (S) → M m,n (S) is called a (U, V )-operator if there exist invertible matrices U and V of appropriate orders such that T (X)
, where X t denotes the transpose of X. Definition 2.11. An operator T is called a (P , Q, B)-operator if there exist permutation matrices P and Q, and a matrix B with no zero entries, such that 
Matrices over the binary Boolean semiring
is a matrix tuple with only one non-zero coordinate, and this is a matrix with only one non-zero entry, which is 1. We shall call this cell E In this section we assume that T :
is surjective. We begin with some facts about such operators that are basic for our investigation. 
T (O) = O, and hence T is a linear bijective operator.

A k-tuple E is a cell in M k n (B) if and only if T (E) is a cell in
M k n (B), that is T is bijective on the set of cells. 3. If T preserves the set X ⊆ M k n (B) then T preserves the set M k n (B) \ X, that is T strongly preserves the set X.
Proof
By additivity we have T (A) = T (A + O) = T (A) + T (O) for any
The bijectivity of T follows from the fact that any surjective operator on a finite set is injective, and M k n (B) is finite. 
By the previous part T is bijective. Let us assume that T (A) is a cell and
(B) it follows that T (A) /
∈ X. That is, T strongly preserves X.
We need the following three lemmas to investigate the properties of primitive matrix tuples. In these three lemmas let S be an arbitrary antinegative semiring without zero divisors.
Lemma 3.2. Let K ∈ M n (S) be an irreducible matrix. Then the number of non-zero off-diagonal entries in K is greater than or equal to n. Moreover, if this number is equal to n, then the off-diagonal entries in K constitute a monomial matrix.
Proof. Let K be an irreducible matrix. We write K = D + P , where D is a certain diagonal matrix and P is a matrix with zero diagonal. Let P i,j denote the permutation matrix which corresponds to the transposition (i, j ), i.e., P i,
with no non-zero off-diagonal entry, say the ith row, then
, so that K is reducible. Thus, K must have a non-zero off diagonal entry in each row and each column. Hence |P | n. Further, if K is irreducible and |P | = n then P is a monomial matrix. 
and assume that at least one of the following two conditions is true:
Then the k-tuple (A 1 , A 2 has exactly n non-zero off diagonal entries then I ) is a monomial matrix. Since any power of a monomial matrix is a monomial matrix, in particular, it is not primitive, we must have that the matrix k i=1 A i has a non-zero diagonal entry. Since
, the first part of the theorem is proved. Also it follows that the matrices A i , i = 1, . . . , k, altogether contain at least n off-diagonal cells. This concludes the proof.
Below we assume that graph or digraph is an oriented graph. All corresponding informations about graphs and their relations with matrices can be found in [6] and references therein. Proof. It follows from the proof of Lemma 3.2, that A dominates a permutation matrix P . Assume that P is not a full-cycle matrix. Since P is a permutation matrix, it follows that the graph of P is disconnected. Thus the graph of A is disconnected. Hence, A is not primitive. A contradiction.
Definition 3.7. For matrices
the concatenation of matrices A 1 , . . . , A k , i.e., the matrix with ith row equal to (a (1) i,1 , . . . , a (1) i,n , a (2) i,1 , . . . , a (2) i,n , . . . , a Proof. This follows directly from Lemma 3.1.
Definition 3.12. Let σ : {1, 2, . . . , n} → {1, 2, . . . , n} be a bijection (permutation). We define the permutation matrix P σ corresponding to σ by the formula
We note that in this case (A 1 , A 2 , . . . , A k ) be a matrix k-tuple. Consider a multidigraph G r with the adjacency matrix A r , 1 r k. We color all the arcs in G r by a certain color r and then consider the union ∪ k r=1 G r , the k-colored multidigraph with the same vertex set. Definition 3.13. We call this k-colored multidigraph the digraph associated with the matrix tuple (A 1 , A 2 
, . . . , A k ).
A useful tool in determining when a matrix k-tuple is primitive is called the cycle matrix. (A 1 , A 2 , . . . , A k ) have cycles C 1 , C 2 , . . . , C l . The cycle matrix M is defined to be a k × l matrix of integers such that the (i, j ) entry is the number of arcs in cycle C j that correspond to that part of the digraph associated with A i , i.e., the arcs colored color i.
Definition 3.14. Let the digraph associated with the matrix tuple
The usefulness of this matrix is contained in the following result of Olesky, Shader and van den Driessche, see [13] . Proof. Without loss of generality we can consider the following three cases: both cells are diagonal, the first cell is diagonal and the other one is off-diagonal, both cells are off-diagonal. If the first cell is diagonal then we can transform it to E (1) 11 by the equal permutations of rows and columns within the components of the matrix k-tuple and/or permuting the components. If the first cell is off-diagonal, then we can transform it to E Therefore, the general situation splits into the following three cases including their subcases. Each time we are going to find an edge minimal primitive k-tuple F, such that both k-distinct cells are dominated by F. 
The two cells are a loop and an arc. Without loss of generality we may assume that either they are:
Subcase 1: E (1) 1,1 and E (1) i,i+1 . Here, let
Subcase 2: E (1)
1,1 and E (2) i,i+1 for some i < n. Here, let (1) i,i+1 for some i < n. Here, let
Subcase 3: E (1)
1,2 and E (2) 1,3 . Here, let
Subcase 4: E (1)
1,2 and E (2) i,i+1 for some i < n. Here let
In all cases and subcases, F is an edge-minimal primitive k-tuple. 
Proof. Since T is bijective, and by Lemma 3.22, T (D k ) = D k , it remains to show that two diagonal cells from different coordinates cannot be mapped into two in the same coordinate. Suppose, without loss of generality, that T (E (1)
is an edge-minimal primitive k-tuple, while its image cannot be edge-minimal primitive k-tuple since deleting the loop E (1) 2,2 from the image will not change the primitivity of the image. 
. Then, without loss of generality, we may assume that T (E (1)
i,j . Now if C is any n-cycle dominating E 1,2 , and G is any other cell dominated by C. Say (k) for any r = 1, . . . , k, for otherwise, suppose that T (G (r) ) ∈ M n (B) (k) . Then, if r / = 1, k, we consider the matrix k-tuple
if r = k, we consider
and if r = 1, we consider
In all three cases the tuple A i , i = 1, 2, 3, is primitive, but the image of neither A 1 , A 2 , nor A 3 is primitive.
To prove this, we are going to apply Theorem 3.15. k must also be primitive, and Lemma 3.1, item 2, implies that B i has no more than n non-zero off diagonal entries. Since B i is primitive and hence irreducible, it contains at least n non-zero off diagonal entries. Therefore, B i has exactly n off diagonal cells and these cells must form an n-cycle. Now, since T (D (r) ) = D (r) the image of A 1 , A 2 , and A 3 each consist of a single diagonal cell in each of the first k − 1 coordinates plus n off diagonal cells, at least two of which are in the kth component. Therefore, corresponding graph has exactly k cycles. k − 1 cycle of them consist of 1 edge and are colored by different colors. The kth cycle consists of n edges, at least two of which are of kth color. Therefore all three cycle matrices of the images of
where l 2, and the symbol * denotes some unknown entries, which do not effect to the value of the determinant. Thus by Theorem 3.15 the corresponding k-tuples are not primitive, a contradiction.
It follows that, if E i,j is any cell such that T (E (r)
i,j ) = X (k) , for a certain cell X, then E i,j cannot be in the same cycle with E 1,2 , i.e., either i = 1 or j = 2. Note that if there is some m / = 2 such that T (E (r) 1,m ) = X (k) then, by the above argument using E (r) 1,m in place of E (1) 1,2 we have that every cell such that T (E (r) i,j ) ∈ M n (B) (k) must have i = 1 or j = m. Therefore, only the following off diagonal cells can be transformed to M n (B) (k) : either all of them have non-zero entry only in the first row of any component, or all of them have non-zero entry only in the first column of any component. In any case, the total number of such cells is k(n − 1). It follows that there are at most k(n − 1) off diagonal cells whose images lie in M n (B) (k) , a contradiction since k < n, the set M n (B) has n(n − 1) off-diagonal cells and T is bijective on the set of cells by Lemma 3.1, item 2. This contradiction establishes the lemma. The following theorem of Beasley and Pullman [5] will be used in the sequel. Let K = J \I denote the matrix with all off-diagonal entries equal to 1 and all diagonal entries equal to 0. Now we are able to prove the characterization theorem. 
Proof. Since a permutation of the components preserves primitive k-tuples, we may assume that
ThenT r preserves primitivity, and Theorem 3.26 applies. That is, T (X (r) (r) for any r, 1 r k. We have to show now that either X is transposed in all components or not and (r) and
Without loss of generality we may assume that r = 1 and P 1 = I that is, T (X (1) 
. . , n, since there is no permutation matrix P s such that
n,1 . Let
where (p, q) / = (n, 1). This matrix cannot be primitive since it has exactly n off diagonal entries and they do not form a full cycle, a contradiction. Thus, either X is transposed in all components or X is not transposed in all components. Now we suppose that there exists r, s such that (r) ) we have that the non-diagonal entries of the mth row of each of the matrices in this k-tuple are all zero. Hence, it is not primitive.
The other case, i.e., transposition in both components, is analogous to the first one. Therefore, we have that
Definition 4.4. Let T be an additive operator on M n (S). We say that its pattern T is an additive operator on M n (B) defined by the rule T (E i,j ) = T (E i,j ) and T (O) = T (O).
Remark 4.5. It is easy to see that if S is antinegative and zero-divisor-free, then for any A ∈ M n (S) we have that T (A) = T (A).
Moreover, the following statement is true: Let us apply the above lemmas and Theorem 3.27 to obtain the characterization result over any antinegative semiring without zero divisors. Proof. The proof follows from Theorem 3.27 by the fact that the matrix tuple being primitive depends only on the location of the non-zero entries and absence of zero divisors and zero sums in a basic semiring.
