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1 Introduction
The understanding of the asymptotic behaviour of dynamical systems is one of the most
important problems of modern mathematical physics. One way to treat this problem for a
system having some dissipativity properties is to analyse the existence and structure of its
global attractor, which in the autonomous case, is an invariant compact set which attracts
all the trajectories of the system, uniformly on bounded sets. This set has, in general, a
very complicated geometry which reﬂects the complexity of the long-time behaviour of
the system (see, for instance, Cholewa & Dlotko [6], Chueshov [7], Robinson [17], Temam
[22], and the references therein).
However, non-autonomous systems are also of great importance and interest as they ap-
pear in many applications to natural sciences. On some occasions, some phenomena are
modeled by nonlinear evolutionary equations which do not take into account all the rel-
evant information of the real systems. Instead some neglected quantities can be modeled
as an external force which in general becomes time-dependent (sometimes periodic, quasi-
periodic or almost periodic due to seasonal regimes).
In the ﬁnite-dimensional framework (i.e. for non-autonomous ordinary diﬀerential equa-
tions in RN ) the long-time behaviour of non-autonomous dynamical systems has been
widely studied by means of the theory of skew-product ﬂows (see the pioneering works by
Miller [15], Sell [20]). However, most of the progress in the inﬁnite-dimensional context,
i.e., for non-autonomous partial diﬀerential equations and specially for systems appearing
in mathematical physics, has been done during the last two decades.
The ﬁrst attempts to extend the notion of global attractor to the non-autonomous case
led to the concept of the so-called uniform attractor (see Chepyzhov and Vishik [5]). It
is remarkable that the conditions ensuring the existence of the uniform attractor parallel
those for autonomous systems. To this end, non-autonomous systems are lifted in [23] to
autonomous ones by expanding the phase space. Then, the existence of uniform attractors
relies on some compactness property of the solution operator associated to the system.
However, one disadvantage of this uniform attractor is that it needs not be “invariant”
unlike the global attractor for autonomous systems. At the same time, the theory of pull-
back (or cocycle) attractors has been developed for both the non-autonomous and random
dynamical systems (see Crauel et al. [9], Langa and Schmalfuss [12], Kloeden and Schmal-
fuss [11], Schmalfuss [19]), and has shown to be very useful in the understanding of the
dynamics of non-autonomous dynamical systems. In this case, the concept of pullback (or
cocycle or non-autonomous) attractor provides a time-dependent family of compact sets
which attracts families of sets in a certain universe (e.g. the bounded sets in the phase
space) and satisfying an invariance property, what seems to be a natural set of condi-
tions to be satisﬁed for an appropriate extension of the autonomous concept of attractor.
Moreover, this cocycle formulation allows to handle more general time-dependent terms in
the models not only the periodic, quasi periodic or almost periodic ones (see for instance
Caraballo and Real [1], and Caraballo et al. [2] for non-autonomous models containing
2
hereditary characteristics).
In order to prove the existence of the attractor (in both the autonomous and non-
autonomous cases) the simplest, and therefore the strongest, assumption is the compact-
ness of the solution operator associated with the system, which is usually available for
parabolic systems in bounded domain. However, this kind of compactness does not hold in
general for parabolic equations in unbounded domains and hyperbolic equations on either
bounded or unbounded domain. Instead we often have some kind of asymptotic compact-
ness. In this situation, there are several approaches to prove the existence of the global
(or non-autonomous) attractor. Roughly speaking, the ﬁrst one ensures the existence of
the global (resp. non-autonomous) attractor whenever a compact attracting set (resp. a
family of compact attracting sets) exists. The second method consists in decomposing
the solution operator (resp. the cocycle or two-parameter semigroup) into two parts: a
compact part and another one which decays to zero as time goes to inﬁnity. However, as
it is not always easy to ﬁnd this decomposition, one can use a third approach which is
based on the use of the energy equations which are in direct connection with the con-
cept of asymptotic compactness. This third method has been used by  Lukaszewicz and
Sadowski in [14] (and later also in [16]) to extend to the non-autonomous situation the
corresponding one in the autonomous framework (see Rosa [18]), but related to uniform
asymptotic compactness. Our aim in this paper is to consider the case without uniformity
properties and show how the pullback theory works in this situation. In this sense, it is
worth mentioning that the compact case has been treated in Flandoli & Schmalfuss [10] in
the random case, so our results can be considered as natural complements (as it happens
in the deterministic autonomous case).
The content of the paper is as follows. In Section 2 we introduce the concept of asymp-
totically compact non-autonomous dynamical system, and prove a general result ensuring
the existence of a minimal pullback attractor under assumptions of asymptotic compact-
ness and existence of a family of absorbing sets. Then, we apply our theory to prove the
existence of a pullback attractor for a 2D Navier-Stokes model in an unbounded domain
in which the external force needs not be bounded, neither almost periodic nor translation
compact. It is enough that this term satisﬁes an appropriate integrability condition.
2 Pullback attractors for asymptotically compact non-autonomous dynami-
cal systems
We suppose given a nonempty set Ω and a family {θt}t∈R of mappings θt : Ω → Ω
satisfying
i) θ0ω = ω for all ω ∈ Ω,
ii) θt(θτω) = θt+τω for all ω ∈ Ω, t, τ ∈ R.
The operators θt are called the shift operators.
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Consider also a metric space X with distance d(·, ·), and a θ-cocycle φ on X, i.e., a
mapping φ : R+ × Ω×X → X, satisfying
a) φ(0, ω, x) = x for all (ω, x) ∈ Ω×X,
b) φ(t+ τ, ω, x) = φ(t, θτω, φ(τ, ω, x)), for all t, τ ∈ R+, (ω, x) ∈ Ω×X.
The θ-cocycle φ is said to be continuous if for all (t, ω) ∈ R+×Ω, the mapping φ(t, ω, ·) :
X → X is continuous.
Let P(X) denote the family of all nonempty subsets of X, and S the class of all families
D̂ = {D(ω); ω ∈ Ω} ⊂ P(X).
We consider given a nonempty subclass D ⊂ S.
Definition 1 The θ-cocycle φ is said to be pullback D-asymptotically compact (D-a.c.) if
for any ω ∈ Ω, any D̂ ∈ D, and any sequences tn → +∞, xn ∈ D(θ−tnω), the sequence
φ(tn, θ−tnω, xn) possesses a convergent subsequence.
Definition 2 A family B̂ = {B(ω); ω ∈ Ω} ∈ S is said to be pullback D-absorbing if for
each ω ∈ Ω and D̂ ∈ D, there exists t0(ω, D̂) ≥ 0 such that
φ(t, θ−tω,D(θ−tω)) ⊂ B(ω) for all t ≥ t0(ω, D̂).
We denote by dist(C1, C2) the Hausdorﬀ semi-distance between C1 and C2, deﬁned as
dist(C1, C2) = sup
x∈C1
inf
y∈C2
d(x, y), for C1, C2 ⊂ X.
Definition 3 A family Ĉ = {C(ω); ω ∈ Ω} ∈ S is said to be pullback D-attracting if
lim
t→+∞
dist(φ(t, θ−tω,D(θ−tω)), C(ω)) = 0 for all D̂ ∈ D, ω ∈ Ω.
Definition 4 A family Â = {A(ω); ω ∈ Ω} ∈ S is said to be a global pullback D-attractor
if it satisfies
(1) A(ω) is compact for any ω ∈ Ω,
(2) Â is pullback D-attracting,
(3) Â is invariant, i.e.
φ(t, ω, A(ω)) = A(θtω) for any (t, ω) ∈ R+ × Ω.
Remark 5 Observe that Definition 4 does not guarantee the uniqueness of pullback D-
attractor (see Caraballo and Langa [3] for a discussion on this point).
Definition 6 For each D̂ ∈ S and ω ∈ Ω, we define the omega-limit set of D̂ at ω (in
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the pullback sense) as
Λ(D̂, ω) =
⋂
s≥0

⋃
t≥s
φ(t, θ−tω,D(θ−tω))

 . (1)
Obviously, Λ(D̂, ω) is a closed subset of X that can be eventually empty. It is easy to
see that for each y ∈ X, one has that y ∈ Λ(D̂, ω) if and only if there exist a sequence
tn → +∞ and a sequence xn ∈ D(θ−tnω) such that
lim
tn→+∞
d(φ(tn, θ−tnω, xn), y) = 0. (2)
Our ﬁrst aim is to prove the following result on the existence of global pullback D-
attractor.
Theorem 7 Suppose the θ−cocycle φ is continuous and pullback D-asymptotically com-
pact, and there exists B̂ ∈ D which is pullback D-absorbing. Then, the family Â defined by
A(ω) = Λ(B̂, ω), ω ∈ Ω, (3)
is a global pullback D-attractor which is minimal in the sense that if Ĉ ∈ S is a family
such that C(ω) is closed and lim
t→+∞
dist(φ(t, θ−tω,B(θ−tω)), C(ω)) = 0, then A(ω) ⊂ C(ω).
Remark 8 First, notice that Theorem 7 generalises Theorem 3.5 in Flandoli & Schmal-
fuss [10].
On the other hand, if the universe D is inclusion closed (i.e., if D̂′ ∈ S, D̂ ∈ D and
D′(ω) ⊂ D(ω) for all ω ∈ Ω, imply that D̂′ ∈ D) and B̂ ∈ D satisfies that B(ω) is closed
for any ω ∈ Ω, then the assumptions in Theorem 7 imply that the ones in Theorem 1.8.1
from Chueshov [8] are also fulfilled. Conversely, given D̂ ∈ D and ε > 0, let us denote by
D̂ε the family of subsets in X formed by the ε−neighborhoods of D(ω) :
Dε(ω) = {x ∈ X : dist(x,D(ω)) ≤ ε}.
If we assume that D satisfies that for any D̂ ∈ D there exists ε > 0 such that D̂ε ∈ D (what
happens very often in applications, see for instance the example in Section 3), then the
assumptions in Theorem 1.8.1 from Chueshov [8] also imply the ones in our Theorem 7.
Consequently, in this situation, we can claim that Theorem 1.8.1 in Chueshov [8] and
Theorem 7 are equivalent, although it seems that our result fits better to analyse problems
in unbounded domains.
Remark 9 If the universe D contains the families of fixed bounded sets (i.e. for any
bounded C ⊂ X it follows that Ĉ = {C(ω) ≡ C, ω ∈ Ω} ∈ D) then, Theorem 7 implies
that, the global pullback D−attractor Â (whose existence is guaranteed by this theorem)
5
is formed by a family of compact sets which pullback attracts the bounded subsets of X,
which implies the existence of the pullback attractor Â0 in the sense of Crauel et al. [9]
(which is a family of compact sets, invariant and pullback attracting the bounded subsets
of X), and is given by
A0(ω) =
⋃
C⊂X
C bounded
Λ(C, ω).
Furthermore, by the minimality of Â0 it follows that A0(ω) ⊂ A(ω) for any ω ∈ Ω
1 .
In order to prove Theorem 7, we ﬁrst need the following results.
Proposition 10 If B̂ ∈ S is a pullback D-absorbing family, then
Λ(D̂, ω) ⊂ Λ(B̂, ω) for all D̂ ∈ D, ω ∈ Ω. (4)
If in addition B̂ ∈ D, then
Λ(D̂, ω) ⊂ Λ(B̂, ω) ⊂ B(ω) for all D̂ ∈ D, ω ∈ Ω.
Proof. Let us ﬁx D̂ ∈ D, ω ∈ Ω, and y ∈ Λ(D̂, ω). There exist a sequence tn → +∞, and
a sequence xn ∈ D(θ−tnω) such that
φ(tn, θ−tnω, xn)→ y (5)
As B̂ is pullback D-absorbing, for each integer k ≥ 1 there exists a tnk ∈ {tn} such that
tnk ≥ k and
φ(tnk − k, θ−(tnk−k)(θ−kω), D(θ−(tnk−k)(θ−kω))) ⊂ B(θ−kω) (6)
In particular, as xnk ∈ D(θ−tnkω) = D(θ−(tnk−k)(θ−kω)), we obtain from (6)
yk = φ(tnk − k, θ−tnkω, xnk) ∈ B(θ−kω). (7)
But then
φ(tnk , θ−tnkω, xnk) = φ((tnk − k) + k, θ−tnkω, xnk)
= φ(k, θ−kω, φ(tnk − k, θ−tnkω, xnk))
= φ(k, θ−kω, yk),
and consequently by (5), φ(k, θ−kω, yk) → y, with yk ∈ B(θ−kω). Thus, y belongs to
Λ(B̂, ω).
Finally, observe that if ŷ belongs to Λ(B̂, ω), then there exist a sequence t̂n → +∞
and a sequence x̂n ∈ B(θ−t̂nω) such that φ(t̂n, θ−t̂nω, xn) → ŷ. But, as B̂ is pullback D-
absorbing, there exists t0(B̂, ω) ≥ 0 such that φ(t̂n, θ−t̂nω, xn) ∈ B(ω) for all t̂n ≥ t0(B̂, ω),
and consequently ŷ belongs to B(ω). ⊔⊓
1 We thank Pedro Mar´ın-Rubio for having pointed out this fact.
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Remark 11 As a straightforward consequence of Proposition 10, we have that if B̂ ∈ D
is pullback D-absorbing, then
⋃
D̂∈D
Λ(D̂, ω) = Λ(B̂, ω), (8)
so that, under the assumptions in Theorem 7, we have
A(ω) = Λ(B̂, ω) =
⋃
D̂∈D
Λ(D̂, ω), ω ∈ Ω.
Proposition 12 If φ is pullback D-asymptotically compact, then for D̂ ∈ D and ω ∈ Ω,
the set Λ(D̂, ω) is nonempty, compact, and
lim
t→+∞
dist(φ(t, θ−tω,D(θ−tω)),Λ(D̂, ω)) = 0. (9)
Proof. Let us ﬁx D̂ ∈ D and ω ∈ Ω. If we consider a sequence tn → +∞, and a sequence
xn ∈ D(θ−tnω), then from the sequence φ(tn, θ−tnω, xn) we can extract a convergent
subsequence φ(tµ, θ−tµω, xµ) → y. By its construction, y belongs to Λ(D̂, ω), and thus
this set is nonempty.
We know that Λ(D̂, ω) is closed, and consequently in order to prove its compactness it is
enough to see that for any given sequence {yn} ⊂ Λ(D̂, ω), we can extract a convergent
subsequence. First, observe that as yn ∈ Λ(D̂, ω), there exist tn ≥ n and xn ∈ D(θ−tnω)
such that
d(φ(tn, θ−tnω, xn), yn) ≤
1
n
. (10)
As φ is pullback D-a.c., from the sequence φ(tn, θ−tnω, xn) we can extract a convergent
subsequence φ(tµ, θ−tµω, xµ)→ y, and consequently, from (10), we also obtain yµ → y.
Finally, if (9) does not hold, there exist ε > 0, a sequence tn → +∞, and a sequence
xn ∈ D(θ−tnω), such that
d(φ(tn, θ−tnω, xn), y) ≥ ε for all y ∈ Λ(D̂, ω). (11)
But from the sequence φ(tn, θ−tnω, xn) we can extract a convergent subsequence
φ(tµ, θ−tµω, xµ)→ y ∈ Λ(D̂, ω), which contradicts (11). ⊔⊓
Proposition 13 If the θ-cocycle φ is continuous and pullback D-asymptotically compact,
then for any (t, ω) ∈ R+ × Ω and any D̂ ∈ D, one has
φ(t, ω,Λ(D̂, ω)) = Λ(D̂, θtω). (12)
Proof. Let (t, ω) ∈ R+ × Ω and D̂ ∈ D be ﬁxed, and y ∈ Λ(D̂, ω). We now show that
φ(t, ω, y) ∈ Λ(D̂, θtω), and, consequently, we obtain that φ(t, ω,Λ(D̂, ω)) ⊂ Λ(D̂, θtω).
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We already know that there exist a sequence tn → +∞ and a sequence xn ∈ D(θ−tnω) such
that φ(tn, θ−tnω, xn)→ y. But φ(t, ω, φ(tn, θ−tnω, xn)) = φ(t+tn, θ−(t+tn)(θtω), xn), and, as
φ is continuous, it follows that φ(t+ tn, θ−(t+tn)(θtω), xn)→ φ(t, ω, y), with t+ tn → +∞,
and xn ∈ D(θ−tnω) = D(θ−(t+tn)(θtω)), and therefore φ(t, ω, y) ∈ Λ(D̂, θtω).
Now, we prove Λ(D̂, θtω) ⊂ φ(t, ω,Λ(D̂, ω)). For y ∈ Λ(D̂, θtω) there exist a sequence
tn → +∞ and a sequence xn ∈ D(θ−tn(θtω)) such that
φ(tn, θ−tn(θtω), xn)→ y. (13)
If tn ≥ t, we have
φ(tn, θ−tn(θtω), xn) = φ(t+ (tn − t), θ−(tn−t)ω, xn)
= φ(t, ω, φ(tn − t, θ−(tn−t)ω, xn)). (14)
But, as φ is pullback D-a.c., tn − t → +∞, and xn ∈ D(θ−tn(θtω)) = D(θ−(tn−t)ω), one
can ensure that there exists a subsequence {(tµ, xµ)} ⊂ {(tn, xn)} such that
φ(tµ − t, θ−(tµ−t)ω, xµ)→ z ∈ Λ(D̂, ω),
and then, by (14) and (13), we have y = φ(t, ω, z) ∈ φ(t, ω,Λ(D̂, ω)). ⊔⊓
Now, we can prove our Theorem.
Proof of Theorem 7. The compactness of each A(ω) follows from Proposition 12. Also,
by this Proposition and the fact that
⋃
D̂∈D
Λ(D̂, ω) ⊂ A(ω), we obtain
lim
t→+∞
dist(φ(t, θ−tω,D(θ−tω)), A(ω)) = 0 for any D̂ ∈ D.
Now observe that, by Proposition 13,
A(θtω) =
⋃
D̂∈D
Λ(D̂, θtω) =
⋃
D̂∈D
φ(t, ω,Λ(D̂, ω)) = φ(t, ω,
⋃
D̂∈D
Λ(D̂, ω)).
and, as φ is continuous and
⋃
D̂∈D
Λ(D̂, ω) is compact,
φ(t, ω,
⋃
D̂∈D
Λ(D̂, ω)) = φ(t, ω,
⋃
D̂∈D
Λ(D̂, ω)).
Consequently, we have the invariance property φ(t, ω, A(ω)) = A(θtω).
Now, let Ĉ ∈ S be a family such that C(ω) is closed and
lim
t→+∞
dist(φ(t, θ−tω,B(θ−tω)), C(ω)) = 0.
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Let y be an element of A(ω), then y = lim
n→∞
φ(tn, θ−tnω, xn),for some sequences tn → +∞,
xn ∈ B(θ−tnω), and consequently y ∈ C(ω) = C(ω). Thus, A(ω) ⊂ C(ω). ⊔⊓
Remark 14 Observe that if in Theorem 7 we assume that B(ω) is closed for all ω ∈ Ω,
and the family D is inclusion-closed, then it follows that the pullback D-attractor Â belongs
to D, and hence it is the unique pullback D-attractor which belongs to D. This situation
appears very often in applications, in particular, in our example in Section 3.
Remark 15 Note that we do not assume any structure (neither measurable nor topo-
logical) on the set of parameters Ω. Consequently, this result can be applied to both non-
autonomous and random dynamical systems. In particular, our concept of pullback asymp-
totic compactness is different from the one used by Cheban and his collaborators (see, e.g.
[4]), since they require a metric structure on the space Ω.
3 Application to non-autonomous 2D-Navier-Stokes equations in unbounded
domains
Let O ⊂ R2 be an open set, not necesarily bounded, with boundary ∂O, and suppose
that O satisﬁes the Poincare´ inequality, i.e., there exists a constant λ1 > 0 such that
λ1
∫
O
φ2 dx ≤
∫
O
|∇φ|2 dx for all φ ∈ H10 (O). (15)
Consider the following 2D−Navier-Stokes problem (for further details and notations see
Lions [13] and Temam [21]):


∂u
∂t
− ν∆u +
2∑
i=1
ui
∂u
∂xi
= f(t)−∇p in (τ,+∞)×O,
div u = 0 in (τ,+∞)×O,
u = 0 on (τ,+∞)× ∂O,
u(τ, x) = u0(x), x ∈ O,
To set our problem in the abstract framework, we consider the following usual abstract
spaces:
V =
{
u ∈ (C∞0 (O))
2 ; div u = 0
}
,
H = the closure of V in (L2(O))2 with norm |·| , and inner product (·, ·) where for u, v ∈
(L2(O))2,
(u, v) =
2∑
j=1
∫
O
uj(x)vj(x) dx,
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V = the closure of V in (H10 (O))
2 with norm ‖·‖ , and associated scalar product ((·, ·)),
where for u, v ∈ (H10 (O))
2,
((u, v)) =
2∑
i,j=1
∫
O
∂uj
∂xi
∂vj
∂xi
dx.
It follows that V ⊂ H ≡ H ′ ⊂ V ′, where the injections are continuous and dense.
Finally, we will use ‖·‖∗ for the norm in V
′ and 〈·, ·〉 for the duality between V and V ′.
Consider the trilinear form b on V×V×V given by b(u, v, w) =
∑2
i,j=1
∫
O ui
∂vj
∂xi
wj dx, u, v, w ∈
V, deﬁne B : V × V → V ′ by 〈B(u, v), w〉 = b(u, v, w), u, v, w ∈ V, and denote
B(u) = B(u, u).
Assume now that u0 ∈ H , f ∈ L
2
loc(R;V
′). For each τ ∈ R we consider the problem:


u ∈ L2(τ, T ;V ) ∩ L∞(τ, T ;H) for all T > τ,
d
dt
(u(t), v) + ν((u(t), v)) + 〈B(u(t)), v〉 = 〈f(t), v〉, for all v ∈ V,
in the sense of scalar distributions on (τ,+∞)
u(τ) = u0.
(16)
It follows from the results in [21] that problem (16) has a unique solution, u(·; τ, u0), that
moreover belongs to C0([τ,+∞);H).
In order to construct the non-autonomous dynamical system generated by (16), we con-
sider Ω = R, θtτ = τ + t and deﬁne
φ(t, τ, u0) = u(t+ τ ; τ, u0), τ ∈ R, t ≥ 0, u0 ∈ H. (17)
From the uniqueness of solution to problem (16), it follows that
φ(t+ s, τ, u0) = φ(t, s+ τ, φ(s, τ, u0)), τ ∈ R, t, s ≥ 0, u0 ∈ H. (18)
Also, it is a standard task to prove that for all τ ∈ R, t ≥ 0 the mapping φ(t, τ, ·) : H → H
deﬁned by (17), is continuous. Consequently, the mapping φ deﬁned by (17) is a continuous
θ-cocycle on H .
Moreover, it can be proved that φ is weakly continuous, and more exactly the following
result holds true. As the proof is identical to that of Lemma 8.1 in [14] but for our
particular φ given by (17), we omit it.
Proposition 16 Let {u0n} ⊂ H be a sequence converging weakly in H to an element
u0 ∈ H. Then
φ(τ, t− τ, u0n) ⇀ φ(τ, t− τ, u0), weakly in H, for all τ ≥ 0, t ∈ R, (19)
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φ(· − τ, τ, u0n)⇀ φ(· − τ, τ, u0), weakly in L
2(τ, T ;V ), for all τ < T. (20)
From now on, we denote σ = νλ1. Let Rσ be the set of all functions r : R → (0,+∞)
such that
lim
t→−∞
eσtr2(t) = 0, (21)
and denote by Dσ the class of all families D̂ = {D(t); t ∈ R} ⊂ P(H) such that D(t) ⊂
B(0, r
D̂
(t)), for some r
D̂
∈ Rσ, where B(0, rD̂(t)) denotes the closed ball in H centered
at zero with radius r
D̂
(t).
Now, we can prove the following result:
Theorem 17 Suppose that f ∈ L2loc(R;V
′) is such that
∫ t
−∞
eσξ‖f(ξ)‖2∗ dξ < +∞ for all t ∈ R. (22)
Then, there exists a unique global pullback Dσ-attractor belonging to Dσ for the cocycle φ
defined by (17).
Proof.- Let t ∈ R, τ ≥ 0 and u0 ∈ H be ﬁxed, and denote
u(r) = u(r; t− τ, u0) = φ(r − t+ τ, t− τ, u0), for r ≥ t− τ.
Taking into account that b(u, v, v) = 0, it follows
d
dr
(
eσr|u(r)|2
)
+ 2νeσr‖u(r)‖2 = σeσr|u(r)|2 + 2eσr〈f(r), u(r)〉, (23)
in (C∞0 (t− τ,+∞))
′
, and consequently, by (15),
eσt|u(t)|2 ≤ eσ(t−τ)|u0|
2 +
1
ν
∫ t
t−τ
eσξ‖f(ξ)‖2∗ dξ for all τ ≥ 0. (24)
Let D̂ ∈ Dσ be given. From (24), we easily obtain
|φ(τ, t− τ, u0)|
2 ≤ e−στr2
D̂
(t− τ) +
e−σt
ν
∫ t
−∞
eσξ‖f(ξ)‖2∗ dξ, (25)
for all u0 ∈ D(t− τ), t ∈ R, τ ≥ 0.
Denote by Rσ(t) the nonnegative number given for each t ∈ R by
(Rσ(t))
2 =
2e−σt
ν
∫ t
−∞
eσξ‖f(ξ)‖2∗ dξ, (26)
and consider the family B̂σ of closed balls in H deﬁned by
Bσ(t) = {v ∈ H ; |v| ≤ Rσ(t)}. (27)
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It is straightforward to check that B̂σ ∈ Dσ, and moreover, by (21) and (25), the family
B̂σ is pullback Dσ-absorbing for the cocycle φ.
According to Theorem 7 and Remark 14, to ﬁnish the proof of the theorem we only have
to prove that φ is pullback Dσ-asymptotically compact.
Let us ﬁx D̂ ∈ Dσ, t ∈ R, a sequence τn → ∞, and a sequence u0n ∈ D(t − τn). We
must prove that from the sequence {φ(τn, t− τn, u0n)} we can extract a subsequence that
converges in H .
As the family B̂σ is pullback Dσ-absorbing, for each integer k ≥ 0 there exists a τD̂(k) ≥ 0
such that
φ(τ, t− τ − k,D(t− τ − k)) ⊂ Bσ(t− k) for all τ ≥ τD̂(k). (28)
Observe now that for τ ≥ τ
D̂
(k) + k it follows from (28) that
φ(τ − k, t− τ,D(t− τ)) ⊂ Bσ(t− k). (29)
It is not diﬃcult to conclude from (29), by a diagonal procedure, the existence of a
subsequence {(τn′ , u0n′ )} ⊂ {(τn, u0n)}, and a sequence {wk; k ≥ 0} ⊂ H, such that for
all k ≥ 0 and wk ∈ Bσ(t− k),
φ(τn′ − k, t− τn′ , u0n′ ) ⇀ wk weakly in H. (30)
Observe that, by Proposition 16,
w0 = weak − lim
n′→∞
φ(τn′, t− τn′ , u0n′ )
= weak − lim
n′→∞
φ(k, t− k, φ(τn′ − k, t− τn′ , u0n′ ))
= φ(k, t− k, (weak − lim
n′→∞
φ(τn′ − k, t− τn′ , u0n′ ))),
i.e.,
φ(k, t− k, wk) = w0, for all k ≥ 0. (31)
Then, by the lower semi-continuity of the norm,
|w0| ≤ lim inf
n′→∞
|φ(τn′, t− τn′ , u0n′ )|. (32)
If we now prove that also
lim sup
n′→∞
|φ(τn′, t− τn′ , u0n′ )| ≤ |w0|, (33)
then we will have
lim
n′→∞
|φ(τn′, t− τn′ , u0n′ )| = |w0|,
and this, together with the weak convergence, will imply the strong convergence in H of
φ(τn′ , t− τn′ , u0n′ ) to w0.
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In order to prove (33), we consider the Hilbert norm in V given by
[u]2 = ν‖u‖2 −
σ
2
|u|2,
which by (15) is equivalent to the norm ‖u‖ in V.
Then, it is immediate that for all t ∈ R, τ ≥ 0 and all u0 ∈ H,
|φ(τ, t− τ, u0)|
2 = |u0|
2e−στ (34)
+ 2
∫ t
t−τ
eσ(ξ−t)
(
〈f(ξ), φ(ξ − t+ τ, t− τ, u0)〉 − [φ(ξ − t+ τ, t− τ, u0)]
2
)
dξ,
and, thus, for all k ≥ 0 and all τn′ ≥ k,
|φ(τn′, t− τn′, u0n′ )|
2 = |φ(k, t− k, φ(τn′ − k, t− τn′ , u0n′ ))|
2 (35)
= e−σk|φ(τn′ − k, t− τn′ , u0n′ )|
2
+ 2
∫ t
t−k
eσ(ξ−t)〈f(ξ), φ(ξ − t+ k, t− k, φ(τn′ − k, t− τn′ , u0n′ ))〉 dξ
− 2
∫ t
t−k
eσ(ξ−t)[φ(ξ − t+ k, t− k, φ(τn′ − k, t− τn′, u0n′ ))]
2 dξ.
As by (29),
φ(τn′ − k, t− τn′, u0n′ ) ∈ Bσ(t− k) for all τn′ ≥ τD̂(k) + k, k ≥ 0,
we have
lim sup
n′→∞
(
e−σk|φ(τn′ − k, t− τn′, u0n′ )|
2
)
≤ e−σkR2σ(t− k) k ≥ 0. (36)
On the other hand, as φ(τn′ − k, t − τn′ , u0n′ ) ⇀ wk weakly in H , by Proposition 16 we
have
φ(· − t+ k, t− k, φ(τn′ − k, t− τn′ , u0n′ )) ⇀ φ(· − t+ k, t− k, wk), (37)
weakly in L2(t− k, t;V ).
Taking into account that, in particular, eσ(ξ−t)f(ξ) ∈ L2(t−k, t;V ′), we obtain from (37),
lim
n′→∞
∫ t
t−k
eσ(ξ−t)〈f(ξ), φ(ξ − t+ k, t− k, φ(τn′ − k, t− τn′ , u0n′ )〉 dξ
=
∫ t
t−k
eσ(ξ−t)〈f(ξ), φ(ξ − t+ k, t− k, wk)〉 dξ. (38)
Moreover, as
(∫ t
t−k e
σ(ξ−t)[v(ξ)]2 dξ
)1/2
deﬁnes a norm in L2(t−k, t;V ) which is equivalent
to the usual one, we also obtain from (37),
∫ t
t−k
eσ(ξ−t)[φ(ξ − t+ k, t− k, wk)]
2 dξ (39)
≤ lim inf
n′→∞
∫ t
t−k
eσ(ξ−t)[φ(ξ − t+ k, t− k, φ(τn′ − k, t− τn′ , u0n′ ))]
2 dξ.
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Then, from (35), (36), (38) and (39), we easily obtain
lim sup
n′→∞
|φ(τn′ , t− τn′ , u0n′ )|
2 ≤ e−σkR2σ(t− k) (40)
+ 2
∫ t
t−k
eσ(ξ−t)
(
〈f(ξ), φ(ξ − t+ k, t− k, wk)〉 − [φ(ξ − t+ k, t− k, wk)]
2
)
dξ.
Now, from (31) and (34),
|w0|
2 = |φ(k, t− k, wk)|
2 = |wk|
2e−σk (41)
+ 2
∫ t
t−k
eσ(ξ−t)
(
〈f(ξ), φ(ξ − t+ k, t− k, wk)〉 − [φ(ξ − t+ k, t− k, wk)]
2
)
dξ.
From (40) and (41), we have
lim sup
n′→∞
|φ(τn′, t− τn′ , u0n′ )|
2 ≤ e−σkR2σ(t− k) + |w0|
2 − |wk|
2e−σk
≤ e−σkR2σ(t− k) + |w0|
2,
and thus, taking into account that
e−σkR2σ(t− k) =
2e−σt
ν
∫ t−k
−∞
eσξ‖f(ξ)‖2∗ dξ → 0,
when k → +∞, we easily obtain (33) from the last inequality. ⊔⊓
Conclusions and final remarks
We have introduced the concept of pullback asymptotic compactness and proved the
existence of a minimal pullback attractor under very general conditions. In fact, this pull-
back asymptotic compactness and the existence of a family of absorbing sets ensure that
pullback attractors exist. Although in the framework of random (and non-autonomous)
dynamical systems one often imposes (even in the compact case) that the attractor be-
longs to the universe of attracted sets, it is not necessary in our analysis and, in this
sense, our assumptions are much more general. Despite the fact that we cannot prove the
uniqueness of the pullback attractor under our general assumptions, we are able to prove
that our pullback attractor is minimal.
Needless to say that our theory could be applied to other interesting models, but we only
considered one of them to show how it works.
There are some other interesting problems to be treated as, for example, the ﬁnite-
dimensionality of the pullback attractor, but this will be the topic of another paper.
Acknowledgement. We would like to thank the referee for helpful comments and sug-
gestions. We also express our thanks to Pedro Mar´ın-Rubio for his interesting comments
on the topic of this paper.
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