A Hybrid Intelligent Approach for Network Intrusion Detection  by Panda, Mrutyunjaya et al.
Procedia Engineering 30 (2012) 1 – 9
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2012.01.827
Available online at www.sciencedirect.com
 
 
Procedia 
Engineering  
          Procedia Engineering  00 (2011) 000–000 
www.elsevier.com/locate/procedia 
 
International Conference on Communication Technology and System Design 2011 
A Hybrid Intelligent Approach for Network Intrusion 
Detection  
Mrutyunjaya Pandaa, Ajith Abrahamb, Manas Ranjan Patrac, a* 
aDepartment of ECE, Gandhi Institute for Technological Advancement, Bhubaneswar-54, India 
bMachine Intellegence Reseacrh Labs (MIR Labs), WA, USA 
 c Department of Computer Science, Berhampur University, India 
 
Abstract 
Intrusion detection is an emerging area of research in the computer security and networks with the growing usage of 
internet in everyday life. Most intrusion detection systems (IDSs) mostly use a single classifier algorithm to classify 
the network traffic data as normal behaviour or anomalous. However, these single classifier systems fail to provide 
the best possible attack detection rate with low false alarm rate. In this paper, we propose to use a hybrid intelligent 
approach using combination of classifiers in order to make the decision intelligently, so that the overall performance 
of the resultant model is enhanced. The general procedure in this is to follow the supervised or un-supervised data 
filtering with classifier or clusterer first on the whole training dataset and then the output is applied to another 
classifier to classify the data. We use 2-class classification strategy along with 10-fold cross validation method to 
produce the final classification results in terms of normal or intrusion. Experimental results on NSL-KDD dataset, an 
improved version of KDDCup 1999 dataset show that our proposed approach is efficient with high detection rate and 
low false alarm rate. 
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1. Main text  
With the development of the internet and its wide application in all domains of everybody’s life, 
intrusion detection is becoming a critical process in computer network security. Intrusion detection 
systems (IDS) attempts to recognize and notify the users’ activity as either normal or anomaly (or 
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intrusion) by comparing the network connection records to the known intrusion patterns obtained from 
the human experts. As traditional methods can not detect the unknown intrusion patterns efficiently 
because of the problems faced by a human analyst during analyzing a faster and complex network, we 
concentrate on data mining based intelligent decision technology to make effective decisions to this 
effect. As demonstrated in [1], [2], Data Mining based intrusion detection falls into two categories: (1) 
misuse detection and (2) anomaly detection. IDS that employ misuse detection build the intrusion patterns 
by learning from the labeled data with a drawback of not bale to identify the novel attacks that are not 
present in the training data. In contrast, anomaly detection are capable of identifying the new or unseen 
intrusions, that are not available in the training data and learn the model from the behaviour of the normal 
activities.  
Until now, a great deal of time and resources have been invested in IDS and various machine learning 
approaches such as: Support vector machines (Chen et al., 2005 [3], Mukkamala et al., 2003 [4]), 
Bayesian belief networking (Panda and Patra, 2009 [5]), Artificial neural network (Zhang et al., 2003 
[6]), data mining methods (Wu and Yen, 2009 [7] and hybrid intelligent system ( Peddabachigari et al., 
2007 [8]) are investigated to model the IDS. However, it seems that none of them is able to detect all kind 
of intrusion attempts efficiently in terms of detection rate and false alarm rate. Hence, the need is to 
combine different classifiers as a hybrid data mining strategy to enhance the detection accuracy of the 
model built in order to make efficient intelligent decisions in identifying the intrusions. The rest of the 
paper is organized as follows. In Section 2, we discuss briefly .about the existing literature in this area of 
research. Section 3 introduces the various intelligent decision technologies used in this paper, followed by 
an analysis to the NSL-KDD, a benchmark intrusion detection dataset in Section 4. The proposed 
methodology adopted in this paper is explained in Section 5 with the simulation results and their analysis 
in Section 6. Finally, we conclude the paper with conclusion and future direction of research in Section 7. 
2. Review of Related Research 
In early days, Ilgun et al. [9] used rule based methods as expert systems to design IDS, where the 
knowledge of human experts is encoded into a set of rules. Lee and Stolfo [10] use the data mining 
approach to derive association rules and frequent episodes from sample data, rather than from human 
experts so that a predictive model can be constructed. The drawback of such frameworks is to produce the 
large number of association rules and thereby, increase the complexity of the system. In order to consider 
this limitation, association rule mining with multiple minimum support along with various interestingness 
measures in identifying the activities that match the defined characteristics of normal or intrusion is 
proposed by Panda and Patra [11]. In [12], Tavallaee et al. investigated and reviewed the current state of 
experimental practice along with their common pitfalls in the area of anomaly based intrusion detection. 
Chou et al. [13] presented an information theoretic feature selection algorithm on both high and low 
dimensional feature spaces  with correlation analysis; thus verifying the performance of the IDS using a 
combination of k-nearest neighbor, fuzzy clustering  and Damper-Shafer theory. A rough set based 
parallel genetic algorithm hybrid model is considered to address the important features in building an IDS 
is considered by Mahmud et al. in [14]. Panda and Patra [15] presented the effectiveness of hybrid 
clustering approach using COBWEB and FFT clustering in detecting novel attacks. Wang et al. [16] 
implemented a new Meta learner fuzzy aggregation approach to intrusion detection using artificial neural 
networks and fuzzy clustering and clamed that their approach provides better detection rate and stability 
in comparison to the back propagation neural network, Decision Tree and Naïve Bayes. Zhang and Feng 
[17] used support vectors and ant colony to build an intrusion detection model. PCA-ICA ensembled 
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intrusion detection system by pareto-optimal optimization to obtain the optimal weight for the ensemble 
system by Gu et al. [18] and concluded of outperforming the standard SVM, PCA SVM and ICA SVM. 
Panda and Patra used a hybrid NBDT by combining Naïve Bayes with Decision tree along with AdaBoost 
to produce the best detection rate with false positive rate in designing IDS. A hybrid intelligent approach 
for automated alert clustering and filtering in intrusion alert analysis is presented by Siraj et al. [19] in 
terms of classification accuracy and processing time. 
3. Intelligent Decision Technologies  
A novel aspect of our work is the use of intelligent decision techniques using data filtering through a 
supervised or unsupervised feature selection algorithm to select significant features followed by a 
classifier to model the network intrusion detection system. In particular, we investigate the combination 
of Decision trees, principal component analysis, SPegasos (Stochastic variant of Piramol estimated sub-
gradient solver in SVM), END, Random Forest and Grading for this purpose, which are briefly discussed 
below. 
3.1. Decision Trees 
In this, the target concept is represented in the form a tree, where the tree is built by using the principle 
of recursive partitioning. In this, attributes are selected as a partitioning attribute or as a node based on the 
information gain criteria and then the process continues repeatedly for every child node until all attributes 
are considered and a decision tree is constructed. Some pruning techniques may further be considered so 
that the size of the tree is reduced and the overfitting is thereby avoided [20]. 
3.2. Principal Component Analysis(PCA) 
PCA is an unsupervised feature selection based on multivariate statistics and its basic idea is to seek a 
projection that represents the data in a best possible way in a least-square sense to provide dimensionality 
reduction. Many researchers pointed out that PCA, which is also known as Karhunen-Loeve 
transformation in pattern recognition is not found suitable in feature extraction in classification process 
for the non inclusion of discriminatory information in calculating the optimal rotation of the feature axes.. 
However, Skurichina and Duin [21] advocate for the usage of PCA for better accuracy, we use PCA to 
determine its feasibility and to observe its suitability to increment the classification accuracy and diversity 
in detecting network intrusions. 
3.3. Stochastic variant of Piramol estimated sub-gradient solver in SVM (SPegasos) 
SPegasos implements the stochastic variant of the Pegasos (Primal Estimated sub-GrAdient SOlver for 
SVM) method of Shalev-Shwartz et al. [22]. This implementation globally replaces all missing values and 
transforms nominal attributes into binary ones. It also normalizes all attributes, so the coefficients in the 
output are based on the normalized data. In this, hinge loss (SVM) is minimized for optimizing the 
performance of the proposed intrusion detection system. 
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3.4. END 
END (Ensembles of Balanced Nested Dichotomies for Multi-class Problems) is a Meta classifier for 
handling multi-class datasets with 2-class classifiers by building an ensemble of nested dichotomies. 
More details about this can be obtained from Dang et. al [23].  
3.5. Grading 
In this type of Meta classifier, the base classifiers are graded to enhance the performance of IDS. We 
use “graded” predictions (i.e., predictions that have been marked as correct or incorrect) as meta-level 
classes. For each base classifier, one Meta classifier is learned whose task is to predict when the base 
classifier results in error. Hence, the way stacking viewed as a generalization of voting, grading may be 
viewed as a generalization of selection by cross-validation and therefore fills a conceptual gap in the 
space of meta-classification schemes. More details about this can be found from Seewald and Fuernkranz 
[24]. 
3.6. Random Forest 
Random forest as suggested by Breiman [25] is an ensemble of unpruned classification or regression trees, 
induced from bootstrap samples of the training data, using random feature selection in the tree induction 
process. Prediction is made by aggregating the predictions of the ensemble by majority voting for 
classification. It yields generalization error rate and is more robust to noise. However, similar to most 
classifiers, RF can also suffer from the curse of learning from an extremely imbalanced training data set. 
As it is constructed to minimize the overall error rate, it will tend to focus more on the prediction 
accuracy of the majority class, which often results in poor accuracy for the minority class. 
4. Intrusion Detection Dataset 
We use NSL-KDD dataset, developed by Tavallaee et al. [26], an enhanced version of KDDCup 1999 
benchmark intrusion detection dataset because of the inherent problems. The first important limitation in 
the KDDCup 1999 dataset is the huge number of redundant records in the sense that almost 78% training 
and 75% testing records are duplicated, as shown in Table 1 and Table 2; which cause the learning 
algorithm to be biased towards the most frequent records, thus prevent it from recognizing rare attack 
records that fall under U2R and R2L categories. At the same time, it causes the evaluation results to be 
biased by the methods which have better detection rates on the frequent records. It is also stated that 
though the NSL-KDD dataset still suffers from some of the problems discussed and may not be a perfect 
representative of existing real networks, it can be applied an effective benchmark dataset to detect 
network intrusions. In this NSL-KDD dataset, the simulated attacks can fall in any one of the following 
four categories. 
 
 Probing Attack: this is a type of attack which collect information of target system prior to initiating 
an attack. Some of the examples are Satan, ipsweep, nmap attacks. 
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 DoS Attack: Denial of Service (DoS) attack results by preventing legitimate requests to a network 
resource by consuming the bandwidth or by overloading computational resources. Examples of this 
are Smurf, Neptune, Teardrop attacks. 
 User to Root (U2R) Attack: In this case, an attacker starts out with access to a normal user account 
on the system and is able to exploit the system vulnerabilities to gain root access to the system. 
Examples are eject, load module and Perl attacks. 
  Root to Local (R2L) Attack: In this, an attacker who doesn’t have an account on a remote machine 
sends packet to that machine over a network and exploits some vulnerabilities to gain local access 
as a user of that machine. Some examples are ftp_write, guess password and imap attacks. 
 
 
Table 1: Redundant Records in KDD 1999 Training Dataset 
 
 
 
 
 
 
 
Table 2: Redundant Records in KDD 1999 Testing Dataset 
 
 
 
 
 
 
As there are still some critiques of attack taxonomies and performance measures, we concentrate on 
anomaly based intrusion detection systems with 2-class classifications, i.e., anomalous and normal, rather 
than identifying the detailed information of the attacks.  
5. Proposed Methodology 
The framework for the proposed approach is shown in Fig 1 below. In this, we propose to use 
combining classifier strategy in order to make intelligent decisions. In this, the data filtering is done after 
adding supervised classification or unsupervised clustering to the training dataset. Then the filtered data is 
applied to the final classifier methods to obtain the final decision; which is then verified by using 10-fold 
cross validation method to understand the suitability of the proposed approach.  
 
 
 
Fig 1. The proposed Hybrid Intelligent IDS 
 
 Original 
Records 
Distinct 
Records 
Reduction 
Rate 
Normal 972,781 812,814 16.44% 
Anomaly 3,925,650 262,178 93.32% 
Total 4,898,431 1,074,992 78.05% 
 Original 
Records 
Distinct 
Records 
Reduction 
Rate 
Normal 60,591 47,911 20.92% 
Anomaly 250,436 29,378 88.26% 
Total 311,027 77,289 75.15% 
Intelligent Decision 
Techniques  (RBF, 
Spegasos) 
NSL-KDD 
Training 
Dataset 
Supervised/ Un-
supervised Data 
Filtering (DT, 
PCA) or base 
classifier 
Testing by 10-
fold cross 
validation 
Intelligent 
Decisions 
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The advantage of applying such a methodology is as follows. At first, the combination strategy 
produce a similarity score or probability produced by each classifier , the distribution of which reveals 
how confident it is in making an intelligent decision. Secondly, the approach will learn from synthesized 
feature vectors of several classifiers and can make a better decision than a any individual strategy. 
Further, we use some Meta learning strategies using base classifier to enhance the performance of the 
proposed system using Grading and END. 
5.1. Performance Evaluation 
The following are some of the performance measures considered to evaluate the efficacy of the 
proposed IDS. 
 The true positive rate (TPR) is the proportion of examples which were classified as class x, 
among all examples which truly have class x, i.e. how much part of class were captured. It is 
equivalent to detection rate or sensitivity. In case of information retrieval, it is called as recall. 
 The false positive rate (FPR) , which is also known as false alarm rate is the proportion of 
examples which were classified as class x, but belong to a different class, among all examples 
which are not of class x. 
 Precision is another information retrieval term, which is often paired with recall. It is defined 
as the proportion of examples which truly have class x among all those which were classified 
as class x. 
 F-value combines the TPR and precision into a single utility function after obtaining their 
harmonic mean. 
 Building time is the time taken by the classifier to build the model in seconds. 
6. Experimental Results and Discussions 
We conduct all our experiments in an IBM PC of 2.66GHz CPU with 40GB HDD and 512 MB RAM 
in Java Environment. In order to make intelligent decisions with various intelligent decision technologies, 
NSL-KDD Dataset; a new intrusion detection benchmark dataset having 25192 training instances with 
10-fold cross validation for testing is used for building an efficient Network intrusion detection system.  
From Table 3, it is evident that hybridization of Random forest with nested dichotomies and END, the 
intrusion detection rate is 99.5% with extremely low false alarm rate of 0.1%, which is quite encouraging 
in comparison to all other categories. It is also faster than all others taking only 18.13 seconds to build the 
model, provides low root mean squared error of 0.045. Further, high F-value, high precision rate and 
recall rate with 99.7%, 99.9% and 99.9% respectively shows the combination strategy a good choice for 
making intelligent decisions. In comparison to all, the combination of data filtering by decision tree (J48) 
with classification by radial basis function neural network (RBF) presents low performance with only 
90.7% intrusion detection rate, high false alarm rate with 5.6% and more importantly more error prone 
with root man squared error of 0.25. 
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                                                   Table 3. Comparison of Result 
Experiment Number/ 
Performance 
Matrices 
1 2 3 4 5 6 
Filter-  
Decision 
Tree(J48)  
Classifier- 
RBF 
Filter- 
Decision 
Tree(J48)  
Classifier-
SPegasos 
Filter- 
PCA 
Classifier-
SPegasos 
SPegasos Grading+ 
SPegasos 
+J48 
END+ 
Nested 
Dichotomies 
+Random 
Forest 
Detection 
Rate (%) 
Normal 94.4 98.5 98.3 98.5 99.6 99.9 
Attack 90.7 96.3 95.7 96.3 99.5 99.5 
False 
positive 
rate (%) 
Normal 9.3 3.7 4.3 3.7 0.5 0.5 
Attack 5.6 1.5 1.7 1.5 0.4 0.1 
F-Value 
(%) 
Normal 93.2 97.6 97.3 97.6 99.6 99.8 
Attack 92 97.2 96.8 97.2 99.5 99.7 
Time taken to build 
the model in Seconds 
52.61 122.27 177.63 90.5 156.42 18.13 
Precision 
(%) 
Normal 92.1 96.8 96.3 96.8 99.6 99.6 
Attack 93.4 98.2 98 98.2 99.5 99.9 
Recall (%) Normal 94.4 98.5 98.3 98.5 99.6 99.9 
Attack 90.7 96.3 95.7 96.3 99.5 99.9 
Root Mean Squared 
Error 
0.25 0.16 0.17 0.16 0.068 0.045 
8  Mrutyunjaya Panda et al. / Procedia Engineering 30 (2012) 1 – 9
Mrutyunjaya Panda,et.,al./ Procedia Engineering 00 (2011) 000–000 
 
 
7. Conclusions and Future Scope 
In this paper, we investigated some novel hybrid intelligent decision technologies using data filtering 
by adding supervised or un-supervised methods along with a classifier to make intelligent decisions in 
order to detect network intrusions. We use a variant of KDDCup 1999 dataset, NSL-KDD to build our 
proposed IDS. The performance comparison amongst different hybrid and combination of classifiers were 
made in order to understand their effectiveness in terms of various performance measures. Finally, we 
conclude that our proposed hybridization of END with nested dichotomies and random forest of 10 trees 
with out of bag error of 0.06 results almost 100% intrusion detection rate with 0% false alarm rate, which 
makes the approach as most efficient. In future, we will concentrate on 5-class classification with cost 
based strategy with more decision technology methods to make intelligent decisions while detecting 
network intrusions. 
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