A b str a c t: T his study presents a novel hybrid Turkish text sum m arization system that com bines structural and semantic features. T h e system uses 5 structural features, 1 o f w hich is newly proposed and 3 are semantic features whose values are extracted from Turkish W ikipedia links. T h e features are com bined using the weights calculated by 2 novel approaches. T h e first approach makes use o f an analytical hierarchical process, w hich depends on a series o f expert judgm ents based on pairwise com parisons o f the features. T h e second approach makes use o f the artificial bee colony algorithm for autom atically determ ining the weights o f the features. T o confirm the significance o f the proposed hybrid system, its perform ance is evaluated on a new Turkish corpus that contains 110 docum ents and 3 hum an-generated extractive sum m ary corpora. T h e experim ental results show that exploiting all o f the features by com bining them results in a better perform ance than exploiting each feature individually. K e y w ords: Turkish text sum m arization, latent semantic analysis, analytical hierarchical process, artificial bee colony algorithm , Turkish W ikipedia
Introduction
Automatic document summarization (ADS) is a process where a computer summarizes a document. In this process, a document is entered into the computer and a summarized document is returned. The summarized document is extremely useful in allowing users to quickly understand the main theme o f the whole document and it effectively saves their searching time.
ADS can perform extractive and abstractive summarization tasks. Extractive summarization techniques involve selecting the most important existing sentences, whereas abstractive summarization techniques involve generating novel sentences from given documents. The abstractive summarization approaches require a deeper understanding o f the documents. The existing abstractive summarization works have been quite limited and can be categorized into 2 types: methods using prior knowledge [1, 2] and methods using natural language generation systems [3, 4] . In contrast to the abstractive summarization approaches, extractive summarization approaches are more practical. Most o f them represent documents with some structural and semantic sentence features that indicate sentence importance using a sentence score function. Studies [5] [6] [7] represent documents with structural features such as the term frequency, sentence position, and title words, and combine them to get an effective sentence score function. Studies [8] [9] [10] represent documents with semantic sentence features based on latent semantic analysis (LSA), probabilistic latent semantic analysis [11] , and nonnegative matrix * Correspondence: adogrusoz@dogus.edu.tr factorization (NM F) [12] , which analyze the relationships between a set o f sentences and terms by producing a set o f topics related to the sentences and the terms.
Algorithms for text summarization based on machine learning algorithms [13, 14] consist o f 2 phases: the training phase and the test phase. The training phase extracts important features from the training corpus and then generates rules using a learning algorithm. The test phase applies these rules on the test corpus and produces the corresponding summaries.
In recent years, optimization-based methods have also been proposed. The authors in [15] defined text summarization as a maximum coverage problem, whereas the authors in [16] formalized it as a knapsack problem.
In [17] , document summarization was modeled as a nonlinear 0-1 programming problem that covers the main content o f the given documents through sentence assignment.
In contrast to other languages, automatic text summarization has not been extensively studied for the Turkish language. This is partly due to the nonexistence o f standard text summarization test collections in Turkish. The previous research about Turkish summarization has been carried out in [18] [19] [20] [21] [22] [23] [24] , where in [18 21] , structural features were used, and [22] [23] [24] have used semantic features. In this study, we propose a new hybrid Turkish text summarization system that combines the structural and semantic sentence features. The system employs 5 structural features, 1 o f which is newly proposed and 3 are semantic features whose values are extracted from Turkish W ikipedia links. The features are combined using the weights calculated by 2 novel approaches. The first approach makes use o f an analytical hierarchical process (AH P) [25] , which is a manual process that depends on a series o f expert judgments based on pairwise comparisons o f the features. The second approach makes use o f the artificial bee colony (A B C ) algorithm for automatically determining the weights of the features. The ABC algorithm, described in [26] , imitates the foraging behavior o f honey bees for numerical optimization and classification. In order to see the performance o f the proposed hybrid system, we put together a Turkish corpus that contains 110 documents and derived 3 human-generated extractive summary corpora.
The performance analysis o f the algorithms is conducted on the human-generated extractive summary corpora.
As a performance measure, we use the F-measure score that determines the coverage between the manually and automatically generated summaries. We supplement the above metric with the ROUGE evaluation toolkit [27] , which is based on the n-gram cooccurrence between the manually generated and automatically generated summaries.
The main contribution o f this work is the proposed hybrid text summarization system, which integrates the structural and semantic features' scores into an overall sentence score function using the methods based on the AHP and ABC algorithm. Additional contributions include the proposal o f a new structural feature based on the text categorization and a modification o f the semantic document features based on the LSA, which uses Turkish W ikipedia as a basis for detecting syntactically related words. The final contribution is the com position o f a Turkish corpus that contains 110 news documents and human-generated summary data sets generated by 3 analysts rather than the 1 analyst used in the previous Turkish data sets. To confirm the significance of our contributions, algorithmic results are presented in detail and discussed.
The remaining parts o f the paper are organized as follows: Section 2 explains the sentence features used in the extractive summarization. Section 3 outlines how the sentence features are combined via the proposed hybrid system. Section 4 presents the data corpus and the evaluation data set. Section 5 presents the experimental results, and finally, Section 6 gives the concluding remarks.
T he framework for the proposed hybrid system
The proposed hybrid system combines the structural and semantic features based on the weights calculated by either the AHP or the A B C algorithm. Using the combined sentence score function, it then ranks the sentences in the document and extracts the highest scored sentences to generate a summary.
A detailed description o f the 2 types o f sentence features is presented below.
f i -Structural features
The structural features included in our model principally depend on the structural analysis of the sentences in the document. These features are the ' f n : Length', ' f i2 : Position' , ' f i3 : Title' , ' f i4 : Frequency', and ' f i5 :
Class relevance' features. A detailed explanation o f these features is given below.
The use o f this feature is motivated by the idea that sentences are important if the number o f words in them is within a certain range. After the stop words are eliminated and the stemming is applied using Zemberek [28] , each sentence is given a length score, which is the number o f words contained in the sentence. After the stop words are eliminated and the stemming is applied, each sentence is given a frequency score by summing the frequencies of the constituent words. f i 5 -Class relevance: This sentence feature is a novel sentence feature that applies the text classification task for summary generation. In order to obtain this feature, first o f all, each document to be summarized is classified using the multinomial naive Bayes algorithm. The classifier is trained with the 1150 documents obtained from the study [29] . This data set contains 5 different classes (economy, magazine, health, political, and sports) of documents and there are 230 documents in each class. Additionally, from this data set, the most frequent unigram, bigram, and trigram word combinations in each class are stored in 5 separate dictionaries. For the document to be summarized, we count the matching unigram, bigram, and trigram words in each sentence using the N-gram word dictionary of its class. If a sentence in the document to be summarized contains these frequent N-gram words in the dictionary for the class o f the document, we assume that this sentence is important for the summary generation. Therefore, we assign a sentence score to each sentence according to the number of matches between its N-gram words and the related frequent N-gram word dictionary. The above procedure is applied after the stop words are eliminated and the stemming is performed on both the text categorization and the summarization data sets.
f 2-Sem antic features
The semantic features included in our model consist o f 3 LSA-based text summarization features: ' f 21:
Relevance to each top ic' , ' f 22: Relevance to overall top ic' . and ' f 23: Relevance to other sentences' . These features use 3 main steps: creation o f the input matrix, singular value decomposition, and sentence selection.
..1 . Creation o f input matrix
In order to extract the above features for text summarization, a document is represented as an m x n termsentence matrix A = [a1j , a 2j,...a nj ], where each entry aij is obtained by multiplying a local and a global weighting factor as follows:
is the number o f times that term t j occurs in the sentence, N is the total number o f sentences in the document, and ni is the number o f sentences that contain term t ij .
In this study, when the matrix A is created, instead o f considering the words individually, we detect syntactically related words in the documents and treat them as a single word. For example, Mustafa Kemal Ataturk (the founder o f the Turkish Republic), is considered as a single term. In order to find these syntactically related words, we use Turkish W ikipedia (Vikipedi). The main purpose o f mining Vikipedi is to extract information by analyzing web links. There are several successful studies that use W ikipedia as an external knowledge resource to enrich text mining applications. In [30, 31] , a novel method called explicit semantic analysis (ESA) was presented to get better performance for text classification systems with W ikipedia. In their approach, they use a semantic interpreter to represent each text document as a weighted vector o f W ikipedia concepts. They then add these W ikipedia concepts to a traditional bag o f words approach as new features.
Their results show that the ESA with W ikipedia improves the correlation o f the com puted semantic relatedness score with humans. The study in [32] presented a single-document summarization m ethod that maps document sentences to semantic concepts in W ikipedia and selects sentences based on the frequency o f the m apped-to concepts. Their results indicate that the W ikipedia-based summarization m ethod is com petitive with the stateof-the-art single document summarization. The study in [33] worked on categorization through syntactically related word associations and the study in [34] used syntactically related words for topic segmentation and link detection. The underlying motivation o f these approaches comes from the observation that syntactically related word associations may be used to represent the gist o f the semantic content of a document.
Although there are numerous studies using the English W ikipedia in semantic analysis, there are a limited number o f studies using Vikipedi [35] [36] [37] . The study in [35] employed Vikipedi to discover missing links in a Vikipedi article. The study in [36] integrated semantic information into the suffix tree clustering algorithm using Vikipedi. In [37] , knowledge-based word sense disambiguation methods were compared for Turkish texts, using Turkish W ordNet as a primary knowledge base and Vikipedi as an enrichment resource. In another study [24] , an automatic Turkish document summarization system was built. In that study, the NMF-based summarization algorithm was used with syntactically related word associations.
W ikipedia contains many different types o f semantic relationships, such as synonymy, polysemy, categor ical information, and hyperlinks, between articles. In our study, we only use the semantic relationship of words that cooccur literally. W ikipedia has 2 important characteristics: the dense web link structure and the concept identification by the web links, called uniform resource locaters (URLs). Articles are strongly connected to each other by this dense structure o f web links. Almost every concept (article/page) has its own URL as an identifier (i.e. consecutive words that occur in a single URL represent a single concept or entity). In order to find these concepts or entities, all URLs are searched in Vikipedi and the syntactically related words in the links, such as Recep Akdag (name of a person), Anayasa Mahkemesi (Constitutional Court), Saglik Bakanligi (Ministry of Health), and Domuz Gribi (swine flu), are selected. This modification provides semantic integration between consecutive words. In this work, all o f the semantic features are extracted after the syntactically related word detection phase and we show that the performance of this modification shows promising results.
... Singular value decomposition
Given the m xn dimensional term-sentence matrix A with rank r < min(m, n ) , the singular value decomposition 
..3 . Sentence selection
The features f 21, f 22, and f 23, extracted by the SVD, are the scores assigned to each sentence o f a given document. The details o f these features are described below. For a top ick , row V^ = [vk,1, v k 2, ...,v k n] o f matrix V T is considered [8] . The elements o f this row specify the weights of topick in n s e n te n c e s . In our hybrid system, the sen ten cei with the maximum v k}i element is selected. This means that the sen ten cei matches the topick better than others. After detecting the sentence with the maximum value, we assign a sentence score to the detected sentence using the below formula:
ri where ri is the row order of V T that emphasizes the importance o f the sentence extracted from topic ri .
The aim of this feature is to detect the sentences that are related to the most important topics. f 22 -Relevance to overall topics: This feature assigns a numerical value to each sentence in a document based on the study in [9] . According to this study, after performing the SVD on A , the right singular vector matrix V T and the diagonal matrix S is obtained. Next, a modified latent vector spaceB is constructed:
Using the modified latent vector space B , each sentence is given a sentence score using Eq. (4):
The study in [9] points out that a higher Sk value indicates that the sentence is more related to all of the important topics extracted from the document. Hence, it can be said that the aim o f this feature is to detect the sentences that are related to all o f the important topics.
f 23 -Relevance to other sentences: Based on the study in [10] , the feature f 23 applies a process of dimension reduction to A , by considering only the first k largest original singular values in S . The result of the dimension reduction is a matrix A k = UkSk , where k < min(m, n ) .
After the dimension reduction process is applied, for each document, a sentence relationship map is established with links between the sentence vectors of the corresponding columns o f A k . The links are invalid if the sentences have a high similarity, which is com puted as the inner product between the sentence vectors of the corresponding columns of A k (in this study, to decide whether a link should be considered as a valid link, we set the similarity threshold value as 0.02). The similarity between a pair o f sentences S\ and Sj is defined in Eq. (5):
For the final phase, f 23 gives a sentence score to each sentence by counting the number of valid links that it has.
Com bining sentence features via the hybrid system
In our proposed hybrid system, to generate a summary o f a given document, first, all o f the structural and semantic feature scores are normalized using z-score normalization [39] , which converts the scores to a common scale with an average o f 0 and a standard deviation o f 1. After the normalization, the features of the sentence S are combined by the following linear model:
where wij denotes the weight of feature fij .
In the above, the weights are determined by 2 different approaches. The first approach employs an AHP, which is a manual process, whereas, in the second approach, the weights are automatically learned by the ABC optimization algorithm. A detailed explanation of these approaches is given below.
Finding the optim al weight o f the features with the A H P
The AHP was developed by Saaty [25] and compares criteria, or alternatives with respect to a criterion, in a pairwise fashion. It has been adopted for solving mathematical psychology and multicriteria decision making problems. It has also been used for combining classifiers in [40] , where an AHP-based combined classifier produced a more robust classification performance.
In this section, we describe how the optimal weights o f the features can be determined using the AHP.
As a first step, we analyze each normalized sentence feature in a hierarchal structure, as shown in Figure 1 .
Next, we ask 3 linguistics experts to construct pairwise comparison matrices that indicate how many times more important one feature is with respect to another. A pairwise comparison matrix, P = [pij ]kxk, with k being the number of features that will be compared, has the characteristic that p ij = 1 /pji , p ii = 1. The experts specify the matrices using the graphical comparison module embedded in the Expert Choice software [41] . This According to Figure 1 , there will be 3 pairwise comparison matrices in all: the 1st is the main feature matrix with respect to the goal (between f i and f 2), which is shown in Table 1 ; the 2nd is the subcriteria matrix under f i ( f n , f i2 , f i 3 , f i4 and f i5) that is given in Table 2 ; and the 3rd is the subcriteria matrix under f 2 ( f 2 i, f 22 and f 23) that is given in Table 3 . All o f the weighting factors in Figure 3 satisfy the condition shown in Eq. (7):
Finding the optim al weight o f the features with the A B C algorithm
Swarm intelligence is a research branch that models the population o f the interacting agents or swarms that are able to self-organize. An ant colony, a flock o f birds, or an immune system is a typical example o f a swarm system. The A B C algorithm is another example of swarm intelligence. It was proposed in [26] and has been applied in the area of numerical optimization problems [42, 43] . More recently, this approach has found its way into the domain o f classification [45] and clustering [45, 46] studies, where the experimental results show that the use o f the A BC algorithm can successfully be applied in these areas. In this section, we consider the automatic determination o f the optimal weights o f the sentence features using the ABC algorithm.
In where T is the manual summary and S is the machine generated summary. Figure 3 shows the pseudo-code of the A B C algorithm. As can be seen, the A BC algorithm starts the process by generating a randomly distributed initial population of SN solutions, where SN denotes the size of the population (food source position). 
The food source that does not progress for a certain number o f cycles is abandoned. This cycle number is called the "limit" . In this case, the food source o f which the nectar is abandoned by the bees is replaced with a new food source by the scout bees.
The control parameters o f the A B C algorithm are the number o f the SN, the value o f the limit, and the maximum cycle number (M CN). In this work, we select a SN of 20, MCN o f 1000, and a limit value o f 100.
In order to find the optimal weights, we separate the corpus into a training set consisting of 88 documents and a test set consisting o f 22 documents. We perform a 5-fold cross validation. Table 4 shows the optimal weights o f each feature that allows us to reach the highest average o f the precisions (Eq. (8)) calculated during the training. 
D ata corpus and the evaluation data set
We construct a data corpus that contains 110 documents collected from online Turkish newspapers. Table 5 shows the attributes o f the data corpus. Table 6 shows the attributes o f the manual summarization results and the compression ratios for each assessor. The average compression ratio o f the 3 assessors is 33%. We also analyze the degree o f disagreement among the 3 assessors. Table 7 shows the number o f sentences that are selected by 1, 2, and 3 assessors. As evidenced by these results, only 169 sentences are selected by all 3 assessors. The disagreement among the 3 assessors is more than we expected.
Experim ental results
Performance analysis is conducted on each individual sentence feature and the proposed hybrid system using the prepared Turkish data set. W hile analyzing the performance, the manually generated summaries are compared with the automatically generated summaries. The precision (P ), recall (R ), and F-measure (F) metrics that enable the evaluation o f the sentence coverage among the manually and automatically generated summaries are chosen for the evaluation results. Assuming that T is the manual summary and S is the automatically generated summary, the measurements P, R, and F are defined as follows: P = I S n T I p = Is n T IF = 2PRF (10) p = n s r p =^t t f = p + p .
We supplemented the above metrics with the ROUGE evaluation toolkit that is based on the N-gram cooc currence between the manually generated and automatically generated summaries. Suppose that a number of assessors, created manually, generated a summary set (MSS). The ROUGE-N score o f a summary is calculated as follows:
A r
Z-^Se MSSZ-^gramN e S C ou n t(gram N)
where C ountmatch(gram N) is the maximum number of N-grams occurring both in the automatic summary and in the human-generated summary, and C ou n t(gra m N) is the number o f N-grams in the human-generated summary [27] . Tables 8 and 9 For the most part, for all 3 assessors, the use o f the Turkish W ikipedia leads to an increase in the performance over the performance without its use. Although the performance improvements are not very significant, which is usually the case in most of the research in this area, the obtained improvements encourage us to perform further research on the use of external resources like the Turkish W ikipedia we used to improve the text mining methods. Tables 10 and 11 measure the effects o f each feature and the proposed hybrid system on the basis o f each assessor. Considering the ordering o f the features with respect to their performances, one can say that the assessors mostly extract: 1) sentences that contain words that frequently occur in the document ( f 14) , 2) sentences that include all o f the topics o f the document ( f 22), and 3) sentences that are relatively long ( f 11). It can also be seen that the proposed structural feature ( f 15), which uses text categorization, outperforms the structural features like the position ( f 12), title ( f 13), and sentence similarity count ( f 23) for the 3 assessors and it may be considered an acceptable feature for the text summarization task.
The last 2 rows of Tables 10 and 11 show the results that exploit the effects of all o f the features by combining them with the hybrid system. The results show that exploiting all o f the features by combining them resulted in a better performance than exploiting each feature individually.
The AHP-and ABC-based hybrid systems assign a weight to each o f the features. The AHP generates the general feature weights depending on the expert judgment. This is a manual process and must be repeated for each different set o f the features by the experts. The weights are com puted automatically by the ABC method. In addition, as can be seen from Tables 10 and 11 , the ABC produces the best performance results.
Conclusion
This paper proposed a novel hybrid Turkish text summarization system that combines the structural and semantic sentence features to yield better summarization results. 
