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Abstract
If X ⊂ Y are two classes of analytic functions in the unit disk D and θ is an inner function, θ is said to be
(X,Y )-improving, if every function f ∈ X satisfying f θ ∈ Y must actually satisfy f θ ∈ X. This notion has
been recently introduced by K.M. Dyakonov. In this paper we study the (X,Y )-improving inner functions
for several pairs of spaces (X,Y ). In particular, we prove that for any p ∈ (0,1) the (Qp,BMOA)-improving
inner functions and the (Qp,B)-improving inner functions are precisely the inner functions which belong
to the space Qp . Here, B is the Bloch space. We also improve some results of Dyakonov on the subject
regarding Lipschitz spaces and Besov spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and main results
We denote by D the unit disk {z ∈ C: |z| < 1} and by H(D) the space of all analytic functions
in D. As usual, Hp (0 < p  ∞) are the classical Hardy spaces of analytic functions in D
(see [5,14]) and Apα (0 < p < ∞, α > −1), is the weighted Bergman space, that is, the set of all
f ∈ H(D) such that ∫
D
∣∣f (z)∣∣p(1 − |z|)α dA(z) < ∞,
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classical Bergman space Ap0 . General references for the theory of Bergman spaces are [6,18].
An analytic function θ in D is said to be inner, if θ ∈ H∞ and θ has a radial limit θ(ξ) of
modulus one for almost every ξ ∈ T. Here, T = ∂D is the unit circle. Every inner function has a
factorization eiγ B(z)S(z), where γ ∈ R, B(z) is a Blaschke product and S(z) is a singular inner
function, that is,
B(z) =
∞∏
k=1
|ak|
ak
ak − z
1 − akz ,
and
S(z) = exp
(
−
2π∫
0
eit + z
eit − z dμ(t)
)
,
where {ak} is a sequence of points in D which satisfies the Blaschke condition
∞∑
k=1
(
1 − |ak|
)
< ∞,
and μ is a finite positive Borel measure in [0,2π) which is singular with respect to Lebesgue
measure. If θ is an inner function, its singular set or boundary spectrum, denoted σ(θ), is the
smallest closed set E ⊂ T such that θ is analytic across T \E. We recall that σ(θ) consists of the
accumulation points of the zeros of θ and the closed support of the associated singular measure
(see [14, Chapter II]).
Since a nontrivial inner function θ is highly oscillatory near σ(θ) one would expect that mul-
tiplying by θ a function f ∈ H(D) that is smooth in some sense on T will destroy smoothness.
However, in some cases the product f θ inherits the nice properties of f and, even more, it is pos-
sible that f θ can have an added smoothness. With the intention of analyzing this phenomenon,
K. Dyakonov introduced in [11] the following notion.
Let X and Y be two classes of analytic functions in D, with X ⊂ Y . An inner function θ is
said to be (X,Y )-improving, if every function f ∈ X satisfying f θ ∈ Y must actually satisfy
f θ ∈ X.
In this paper we shall characterize the (X,Y )-improving inner functions for several pairs of
spaces (X,Y ).
For 0 < p < ∞, an analytic function f in D is said to belong to the space Qp if
sup
a∈D
∫
D
∣∣f ′(z)∣∣2g(z, a)p dA(z) < ∞,
where g denotes the Green function for the disk given by
g(z, a) = log
∣∣∣∣1 − az
∣∣∣∣, z, a ∈ D, z = a.a − z
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was shown that Q2 = B (the Bloch space) and [2] where this result was extended by showing that
Qp = B, for all p > 1, while Q1 = BMOA, the space of those f ∈ H 1 whose boundary values
have bounded mean oscillation on T (see [15]). If 0 < p < 1, Qp is a proper subspace of BMOA
and has many interesting properties (see [3,13], or the monographs [25,26]). The following chain
of embeddings holds
Qt  Qs  BMOA  B, 0 < t < s < 1.
We shall prove the following result.
Theorem 1. Suppose that 0 < p < 1 and θ is an inner function. Then the following are equiva-
lent:
(i) θ ∈ Qp .
(ii) θ is (Qp,BMOA)-improving.
(iii) θ is (Qp,B)-improving.
It is natural to ask whether an inner function belongs to Qp if and only if it is (Qp,Qq)-
improving for any q > p. Note that if q  1 and 0 < p < 1 then we would go back to Theorem 1.
The answer to this question is negative. Indeed, we shall prove the following result.
Theorem 2.
(i) There exists an inner function θ (which, of course, belongs to Q1 = BMOA) which is not
(Q1,B)-improving.
(ii) If 0 < p < 1 and q > p then any inner function in Qp is (Qp,Qq)-improving.
(iii) If 0 < p < q < 1, then there exists an inner function which is (Qp,Qq)-improving and does
not belong to Qp .
Theorems 1 and 2 will be proved in Section 4. Section 3 will be devoted to obtain several
results, of independent interest, that will be needed in the proof of Theorem 1.
In Section 5, we shall turn our attention to Lipschitz spaces and Besov spaces of analytic
functions in D.
For 0 < α  1, Λα is the Lipschitz space, consisting of those f ∈ H(D), which are continuous
in D and satisfy
∣∣f (z1)− f (z2)∣∣ C|z1 − z2|α, z1, z2 ∈ D,
for some C = C(f ) > 0.
For 1 p < ∞ and 0 < s < 1, the Besov space Bsp consists of those functions f ∈ Lp(T) for
which

Bsp (f )
def=
( π∫
dt
|t |sp+1
∫ ∣∣f (eit ξ)− f (ξ)∣∣p dξ
) 1
p
< ∞.
−π T
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‖f ‖Bsp
def= ‖f ‖Lp(T) + 
Bsp (f ). (1)
It is well known that the analytic subspace ABsp
def= Bsp ∩ H(D) coincides with the set of
functions f ∈ H(D) such that
‖f ‖ABsp
def= ∣∣f (0)∣∣p +(∫
D
∣∣f ′(z)∣∣p(1 − |z|)(1−s)p−1 dA(z)) 1p < ∞.
Furthermore, there exists positive constants C1 and C2 such that
C1‖f ‖ABsp  ‖f ‖Bsp  C2‖f ‖ABsp , for all f ∈ H(D). (2)
The following result has been proved by Dyakonov (see [11, Section 1]).
Theorem A. Let 1 p < ∞, 0 < s < 1 and max{0, s − 1
p
} < α < s. If θ ′ ∈ H(s−α)p , then θ is
(Λα ∩Bsp,Λα)-improving.
We remark that max{0, s − 1
p
} < α, implies that (s −α)p < 1, which implies the existence of
non-trivial inner functions θ satisfying the hypotheses of Theorem A.
Regarding to the membership of the derivative of an inner function to classical spaces of
analytic functions, Ahern [1, Theorem 6.1] proved the following result.
Theorem B. Suppose that 0 < q < 1. Let θ be an inner function such that θ ′ ∈ Hq , then
θ ′ ∈ Aq+1.
It is also true that
θ ′ ∈ Aq+1 ⇒ θ ′ ∈ Hq, 1
2
< q < 1. (3)
(see [1, Theorem 6.2]). However, (3) does not remain true for 0 < q  12 as the following argu-
ment shows.
Theorem 3.1 of [19] asserts that if B is a Blaschke product with sequence of zeros {ak}∞k=0
such that
∞∑
k=0
(
1 − |ak|
)1−q
, 0 < q < 1, (4)
then B ′ ∈ Aq+1. On the other hand, for 0 < q  12 , there exists a Blaschke product B whose
sequence of zeros {ak}∞k=0 satisfies (4), but B ′ /∈ Hq (see [1, p. 342] or [21, Theorems 2 and 3]).
In view of these results, it would be desirable to change the hypothesis of Theorem A, θ ′ ∈
H(s−α)p , by the weaker one, θ ′ ∈ A1+(s−α)p . This is done in our next result.
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p
} < α < s. If θ is an inner function with
θ ′ ∈ A1+(s−α)p , then θ is (Λα ∩Bsp,Λα)-improving.
We shall also prove that Theorem 1.9 of [11] remains true for 1 p < 2.
Theorem 4. Let 1  p < ∞ and 0 < s < 1
p
. For an inner function θ , the following conditions
are equivalent.
(i) θ is (ABsp ∩ BMOA,BMOA)-improving.
(ii) θ ∈ ABsp .
On the sequel, if f ∈ H(D), the notation L(f ) 
 R(f ) will be mean that there exist two
positive constants C1 and C2 which only depend on some parameters p,q, . . . such that
C1L(f )R(f ) C2L(f ).
Also, we remark that throughout the paper we shall be using the convention that the letter C will
denote a positive constant whose value may depend on some parameters p,q, . . . , not necessarily
the same at different occurrences.
2. Background on Qp spaces
Denote by |I | the length of an interval I on the unit circle T. The Carleson square S(I) is
defined as
S(I) =
{
reiθ : eiθ ∈ I, 1 − |I |
2π
 r < 1
}
.
Given p > 0 and a positive Borel measure μ in D, we say that μ is a p-Carleson measure in D
if there exists a positive constant C such that
μ
(
S(I)
)
 C|I |p, for every interval I ⊂ T. (5)
If p = 1 we have the classical Carleson measures (cf. [5]). The following characterization of Qp
spaces, was obtained by Aulaskari, Stegenga and Xiao [3].
Theorem C. Let 0 < p < ∞. A function f holomorphic in D is a member of Qp if and only if
the measure μ in D defined by
dμp(z) =
(
1 − |z|2)p∣∣f ′(z)∣∣2 dA(z)
is a p-Carleson measure.
Bearing in mind [3, Lemma 2.1], this result can be restated as follows.
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sup
a∈D
∫
D
∣∣f ′(z)∣∣2(1 − ∣∣ϕa(z)∣∣2)p dA(z) < ∞,
where ϕa(z) = a−z1−az .
Given a ∈ D and 0 < p < 1, making the changes of variables w = ϕa(z) and bearing in mind
that (ϕa)−1 = ϕa , we deduce that
∥∥f ◦ ϕa − f (a)∥∥
AB
1−p
2
2
=
(∫
D
∣∣(f ◦ ϕa)′(z)∣∣2(1 − |z|2)p dA(z)
) 1
2
=
(∫
D
∣∣f ′(w)∣∣2(1 − ∣∣ϕa(w)∣∣2)p dA(w)
) 1
2
,
so we obtain from Theorem D the following result.
Theorem E. Let 0 < p < 1. A function f ∈ H(D) belongs to Qp if and only if
sup
a∈D
∥∥f ◦ ϕa − f (a)∥∥
AB
1−p
2
2
< ∞.
Using Theorem C as a main tool, Essén and Xiao [13] characterized the inner functions that
belong to Qp spaces (0 < p < 1).
Theorem F. Let p ∈ (0,1) and let B be an inner function. Then B ∈ Qp if and only if B is a
Blaschke product with zero sequence {ak}∞k=1, such that the measure μak,p defined as
dμak,p =
∞∑
k=1
(
1 − |ak|2
)p
δak
is a p-Carleson measure. Here, as usual, δak denotes the point mass at ak .
We shall denote by 
 the pseudo-hyperbolic metric in D

(z,w) =
∣∣∣∣ z − w1 − zw
∣∣∣∣.
It is well known that if z,w ∈ D then

(z,w) = 
(ϕ(z),ϕ(w)), whenever ϕ is a conformal self-map of D. (6)
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there exists a positive constant δ such that
∏
j =k

(aj , ak) δ, k = 1,2, . . . . (7)
We also say that {ak}∞k=0 is an interpolating sequence or an uniformly separated sequence.
Although Theorem 1 is stated for general inner functions, the class of interpolating Blaschke
products will play a very important role in its proof because a Qp-inner function is a finite
product of interpolating Blaschke products. This fact follows easily from Theorem F and the
next result of McDonald and Sundberg [20].
Theorem G. Let {ak}∞k=1 be a sequence in D. Then the measure dμak =
∑∞
k=1(1 − |ak|2)δak is
a Carleson measure if and only if {ak} is a finite union of uniformly separated sequences.
We recall that a Blaschke product which is a finite product of interpolating Blaschke products
is called a Carleson–Newman Blaschke product.
3. Preliminary results
We shall denote by P+ and P− the orthogonal projections from L2(T) onto H 2 and onto
H¯ 20 = L2(T) H 2, respectively.
Theorem 5. Suppose that 1 p < ∞, 0 < s < 1, h ∈ H∞ and f ∈ Bsp . Then the following are
equivalent:
(i) f h ∈ Bsp .
(ii) f h ∈ Bsp .
(iii) P−(f h) ∈ Bsp .
Moreover, if f ∈ H(D),
∥∥f h− f (0)h(0)∥∥
Bsp
+ ∥∥f − f (0)∥∥
Bsp

 ∥∥f h− f (0)h(0)∥∥
Bsp
+ ∥∥f − f (0)∥∥
Bsp

 ∥∥P−(f h)∥∥Bsp + ∥∥f − f (0)∥∥Bsp , (8)
where the constants in (8) only depend on ‖h‖H∞ .
The equivalences (i) ⇔ (ii) ⇔ (iii) in Theorem 5, follow from [11, Lemmas 4.2 and 4.3]. We
shall prove (8), which also implies the just mentioned equivalences.
Proof. Let f ∈ Bsp and let h ∈ H∞. We shall write

∗Bsp (f h) =
( π∫
dt
|t |sp+1
∫ ∣∣f (ξ)∣∣p∣∣h(eit ξ)− h(ξ)∣∣p dξ
) 1
p
.−π T
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∥∥f h− f (0)h(0)∥∥
Lp(T)

∥∥f (h− h(0))∥∥
Lp(T)
+ ∣∣h(0)∣∣∥∥f − f (0)∥∥
Lp(T)

∥∥f (h− h(0))∥∥
Lp(T)
+ ‖h‖H∞
∥∥f − f (0)∥∥
Lp(T)

∥∥f h− f (0)h(0)∥∥
Lp(T)
+ ∣∣h(0)∣∣∥∥f − f (0)∥∥
Lp(T)
+ ‖h‖H∞
∥∥f − f (0)∥∥
Lp(T)

∥∥f h− f (0)h(0)∥∥
Lp(T)
+ 2‖h‖H∞
∥∥f − f (0)∥∥
Lp(T)
. (9)
Analogously, it can be proved that
∥∥f h− f (0)h(0)∥∥
Lp(T)

∥∥f h− f (0)h(0)∥∥
Lp(T)
+ 2‖h‖H∞
∥∥f − f (0)∥∥
Lp(T)
. (10)
We also note that

Bsp
(
f h− f (0)h(0))= 
Bsp (f h)
 ‖h‖H∞
Bsp (f )+ 
∗Bsp (f h)
= ‖h‖H∞
Bsp
(
f − f (0))+ 
∗Bsp (f h)
 ‖h‖H∞
Bsp
(
f − f (0))+ 
Bsp (f h)+ ‖h‖H∞
Bsp (f )
= 2‖h‖H∞
Bsp
(
f − f (0))+ 
Bsp(f h− f (0)h(0)). (11)
In the same form, we can prove that

Bsp
(
f h− f (0)h(0)) 2‖h‖H∞
Bsp(f − f (0))+ 
Bsp(f h− f (0)h(0)). (12)
So, bearing in mind (9)–(12), we deduce that
∥∥f h− f (0)h(0)∥∥
Bsp
+ ∥∥f − f (0)∥∥
Bsp

 ∥∥f h− f (0)h(0)∥∥
Bsp
+ ∥∥f − f (0)∥∥
Bsp
. (13)
Now we shall prove the other equivalence in (8). It follows from (2) and from the proof
of [11, Lemma 4.2], that there exists a positive constant C such that
∥∥P+(gh)∥∥Bsp  C‖h‖H∞‖g‖Bsp , for all g ∈ ABsp. (14)
On the other hand,
f h− f (0)h(0) = P+
((
f − f (0))h)+ P−(f h). (15)
Consequently, (14) and (15) imply that
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Bsp

∥∥P+((f − f (0))h)∥∥Bsp + ∥∥P−(f h)∥∥Bsp
 C‖h‖H∞
∥∥f − f (0)∥∥
Bsp
+ ∥∥P−(f h)∥∥Bsp . (16)
It follows also from (14) and (15) that
∥∥P−(f h)∥∥Bsp  C‖h‖H∞∥∥f − f (0)∥∥Bsp + ∥∥f h− f (0)h(0)∥∥Bsp . (17)
Finally, we deduce from (16) and (17) that
∥∥f h− f (0)h(0)∥∥
Bsp
+ ∥∥f − f (0)∥∥
Bsp

 ∥∥P−(f h)∥∥Bsp + ∥∥f − f (0)∥∥Bsp ,
which, together with (13), gives (8). This finishes the proof. 
The following result is basic to obtain a proof of Theorem 1.
Lemma 1. Suppose that 0 < p < 1, f ∈ Qp and B is an interpolating Blaschke product with
sequence of zeros {ak}∞k=1. Then the following are equivalent.
(i) fB ∈ Qp .
(ii) supa∈D
∑∞
k=1 |f (ak)|2(1 − |ϕa(ak)|2)p < ∞.
Proof. Let f ∈ Qp and let B be an interpolating Blaschke product with zeros {ak}∞k=1. Bearing in
mind (6), we have that for each a ∈ D, B ◦ϕa is an interpolating Blaschke product with sequence
of zeros {ϕ−1a (ak)}∞k=1 = {ϕa(ak)}∞k=1. Consequently, using Theorem 8 of [9], we deduce that
P−
(
(f ◦ ϕa) · (B ◦ ϕa)
) ∈ B 1−p22 ⇔
∞∑
k=1
|f ◦ ϕa(ϕ−1a (ak))|2
(1 − |ϕa(ak)|2)2 1−p2 −1
< ∞
⇔
∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p < ∞.
Indeed, Theorem 8 of [9] asserts that
∥∥P−((f ◦ ϕa) · (B ◦ ϕa))∥∥
B
1−p
2
2


( ∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p
)1/2
. (18)
So putting together, (2), (8) and (18), we have that
sup
a∈D
∥∥f ◦ ϕa − f (a)∥∥
AB
1−p
2
2
+ sup
a∈D
∥∥(f · B) ◦ ϕa − fB(a)∥∥
AB
1−p
2
2

 sup
a∈D
∥∥f ◦ ϕa − f (a)∥∥
B
1−p
2
2
+ sup
a∈D
∥∥(f · B) ◦ ϕa − fB(a)∥∥
B
1−p
2
2

 sup∥∥f ◦ ϕa − f (a)∥∥ 1−p
2
+ sup∥∥P−((f ◦ ϕa) · (B ◦ ϕa))∥∥ 1−p
2a∈D B2 a∈D B2
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 sup
a∈D
∥∥f ◦ ϕa − f (a)∥∥
B
1−p
2
2
+ sup
a∈D
( ∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p
)1/2

 sup
a∈D
∥∥f ◦ ϕa − f (a)∥∥
AB
1−p
2
2
+ sup
a∈D
( ∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p
)1/2
, (19)
which together with Theorem E proves the equivalence between (i) and (ii). The proof is fin-
ished. 
Next, we shall prove that Lemma 1 remains true for Carleson–Newman Blaschke products.
Theorem 6. Suppose that 0 < p < 1, f ∈ Qp and B is a Carleson–Newman Blaschke product
with sequence of zeros {ak}∞k=1. Then the following are equivalent.
(i) fB ∈ Qp .
(ii) supa∈D
∑∞
k=1 |f (ak)|2(1 − |ϕa(ak)|2)p < ∞.
(iii) ∑∞k=1 |f (ak)|2(1 − |ak|2)pδak is a p-Carleson measure.
Proof. Let f ∈ Qp and let B be a Carleson–Newman Blaschke product with zeros {ak}∞k=1.
Then B =∏ni=1 Bi , where for each i = 1,2, . . . , n, Bi is an interpolating Blaschke product
with zeros {ai,k}∞k=1, such that
{ak}∞k=1 =
n⋃
i=1
{ai,k}∞k=1. (20)
(i) ⇒ (ii). If fB ∈ Qp , Corollary 1 of [12] or Corollary 5.4.1 of [25], implies that
fBi ∈ Qp, i = 1, . . . , n,
which, together with Lemma 1 and (20), gives that
sup
a∈D
∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p < ∞.
(ii) ⇒ (i). Since supa∈D
∑∞
k=1 |f (ak)|2(1 − |ϕa(ak)|2)p < ∞, Lemma 1 and (20) give that
fBi ∈ Qp, i = 1, . . . , n. (21)
Now, we observe that
∣∣(f B)′(z)∣∣=
∣∣∣∣∣
n∑
j=1
(f Bj )
′(z)
n∏
i=1,i =j
Bi(z) − (n− 1)f ′(z)
n∏
i=1
Bi(z)
∣∣∣∣∣

n∑∣∣(f Bj )′(z)∣∣+ (n− 1)∣∣f ′(z)∣∣, z ∈ D. (22)
j=1
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Finally, we note that (ii) ⇔ (iii) is a direct consequence of Lemma 2.1 of [3]. 
Next we recall a result of Dyakonov, which follows from Theorem 1 of [7] and its proof.
Theorem H. If f ∈ BMOA and θ is an inner function. Then the following conditions are equiv-
alent:
(i) f θ ∈ BMOA.
(ii) supz∈(θ,ε) |f (z)| < ∞, for every ε, 0 < ε < 1.
(iii) supz∈Ω(θ,ε) |f (z)| < ∞, for some ε, 0 < ε < 1.
(iv) supz∈Ω(θ,ε)\Ω(θ,ε0) |f (z)| < ∞, for some ε, 0 < ε < 1, and whenever 0 < ε0 < ε.
If θ is an inner function, here and all over the paper, for 0 < ε < 1, we let Ω(θ, ε) be the level
set of order ε of θ , that is,
Ω(θ, ε) = {z ∈ D: ∣∣θ(z)∣∣< ε}.
The following generalization of part (a) in Theorem 1.11 of [11] will also be used in the proof
of Theorem 1.
Lemma 2. Let θ be an inner function. If there are N ∈ {1,2, . . .} and ε ∈ (0,1) such that
inf
z∈Ω(θ,ε)\Ω(θ,ε0)
N∑
k=1
∣∣θ(k)(z)∣∣(1 − |z|2)k > 0,
whenever 0 < ε0 < ε, then θ is (BMOA,B)-improving.
Proof. Let f ∈ BMOA such that f θ ∈ B. Since f ∈ B and θ ∈ H∞, for each k = 1,2, . . . ,N
there exists Mk = Mk(f, θ) such that
sup
z∈D
∣∣f (z)∣∣∣∣θ(k)(z)∣∣(1 − |z|2)k Mk,
so
sup
z∈D
∣∣f (z)∣∣ N∑
k=1
∣∣θ(k)(z)∣∣(1 − |z|2)k M,
where M =∑Nk=1 Mk .
Now an argument similar to that of the proof of part (a) in Theorem 1.11 of [11], which uses
Theorem H, gives that f θ ∈ BMOA. This finishes the proof. 
Now we recall a result of V.A. Tolokonnikov [23] which, in particular, gives an interesting
characterization of Carleson–Newman Blaschke products.
Lemma A. For a function f ∈ H∞, the following properties are equivalent:
1414 J.A. Peláez / Journal of Functional Analysis 255 (2008) 1403–1418(i) f = f1∏nk=1 Bk , where f−11 ∈ H∞ and Bk , k = 1,2, . . . , n, are interpolating Blaschke
products.
(ii) There exists δ > 0 such that
n∑
k=0
∣∣f (k)(z)∣∣(1 − |z|2)k  δ, for all z ∈ D. (23)
Corollary 1. If B is a Carleson–Newman Blaschke product then B is (BMOA,B)-improving.
Proof. Let B =∏nk=1 Bk a Carleson–Newman Blaschke product, where each Bk , k = 1,2, . . . , n,
is an interpolating Blaschke product. Then, by Lemma A, there exists δ > 0 such that
n∑
k=0
∣∣B(k)(z)∣∣(1 − |z|2)k  δ, for all z ∈ D.
So, if η < δ and z ∈ Ω(B,η), we have that
0 < δ − η
n∑
k=1
∣∣B(k)(z)∣∣(1 − |z|2)k,
which together with Lemma 2 asserts that B is (BMOA,B)-improving. 
4. Proof of the main results
Proof of Theorem 1. (ii) ⇒ (i). Let θ be an inner function such that θ /∈ Qp . Since 1 ∈ Qp and
1 · θ ∈ BMOA, we have that θ is not (Qp,BMOA)-improving.
(i) ⇒ (ii). Let θ be a Qp-inner function. Suppose that f ∈ Qp and f θ ∈ BMOA.
It follows from Theorems F, G and [3, Lemma 2.1], that θ is a Carleson–Newman Blaschke
product whose sequence of zeros {ak}∞k=1, satisfy that
sup
a∈D
∞∑
k=1
(
1 − ∣∣ϕa(ak)∣∣2)p < ∞. (24)
Next, we observe that Theorem H implies that
sup
k
∣∣f (ak)∣∣< ∞,
which, together (24), gives that
sup
a∈D
∞∑
k=1
∣∣f (ak)∣∣2(1 − ∣∣ϕa(ak)∣∣2)p < ∞. (25)
Finally, (25) and Theorem 6 give that f θ ∈ Qp .
(iii) ⇒ (ii). It follows from the inclusion BMOA ⊂ B.
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the equivalence (i) ⇔ (ii) that θ ∈ Qp , and in particular θ is a Carleson–Newman Blaschke
product.
Next, Corollary 1 asserts that θ is (BMOA,B)-improving. Consequently, θ is (Qp,B)-
improving. This finishes the proof. 
We recall that given an space X of analytic functions in D, a sequence A = {ak} ⊂ D is said
to be an X-zero set, if there exists a function in X which vanishes precisely on A.
Proof of Theorem 2. (i) follows from part (b) of Theorem 1.11 in [11], where it is proved
that any inner function θ in the little Bloch space which is not a finite Blaschke product is not
(BMOA,B)-improving.
(ii) follows from Theorem 1.
(iii) Bearing in mind that Qq ⊂ AB
1−q
2
2 and the results in [22], where AB
1−q
2
2 = Dq , we note
that there are Blaschke sequences which are not Qq -zero sets. Let {ak} be such a sequence and let
B be the associated Blaschke product. Since Qp ⊂ Qq , we have that B /∈ Qp . Now, suppose that
there is f ∈ Qp such that fB ∈ Qq and f ≡ 0. Write f = FB1 where B1 is the Blaschke product
with the zeros of f . Since Qs spaces, 0 < s  1, have the f -property (see [12, Corollary 1] or
[25, Corollary 5.4.1]), we see that F ∈ Qp and FB ∈ Qq . Notice that {ak} is the zero set of FB,
but this is in contradiction with the fact that {ak} is not a Qq -zero set. Thus we have proved that
the only function f ∈ Qp satisfying fB ∈ Qq is f ≡ 0. It follows that B is (Qp,Qq)-improving.
This finishes the proof. 
5. Proof of Theorems 3 and 4
Some new concepts and a few preliminary results will be needed in the proof of both theorems.
Given an inner function θ and a positive number ε < 1. We consider the system Γε = Γε(θ) of
the so-called Carleson curves associated with θ and ε. See [14, Chapter VIII] for a construction
of Γε and [9, p. 818] for some interesting properties of Γε .
In particular, we shall use the following fact:
For z ∈ Γε ∩ D, η < |θ(z)| < ε,
where η = η(ε) is some positive number depending only on ε.
In particular, Γε ∩ D ⊂ Ω(θ, ε). (26)
In connection with Γε(θ), an interpolating Blaschke product Bθ, is constructed in [4, p. 225].
This product Bθ, appears in our following result.
Theorem 7. Suppose that 1 p, p − 2 < α < p − 1 and 0 <  < 1. If θ is an inner function and
Bθ, is its associated interpolating Blaschke product, then the following are equivalent:
(i) θ ′ ∈ Apα .
(ii) B ′ ∈ Apα .θ,
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∞∑
k=0
(
1 − |ak|
)α−p+2
< ∞.
(iv) ∫
Γε
|dz|
(1−|z|)p−α−1 < ∞.
Proof. (i) ⇔ (iii) follows from Theorem 6 of [17].
(ii) ⇒ (iii) is a minor modification of Theorem 5 of [16].
(iii) ⇒ (ii) is consequence of Theorem 3.1 of [19].
(iii) ⇔ (iv) follows from the proof of (2) ⇔ (3) of Theorem 3 in [4]. This finishes the
proof. 
The following result can be found as Theorem 9 of [9].
Theorem I. Let θ be an inner function and f ∈ H 2. Suppose that for some p ∈ [1,∞), s > 0
and ε ∈ (0,1) ∫
Γε
|f (z)|p
(1 − |z|)sp |dz| < ∞.
Then P−(θf ) ∈ Bsp .
We shall also need the next theorem, which follows from the results of [7,8,10].
Theorem J. Let 0 < α  1. Given f ∈ Λα and an inner function θ , f θ ∈ Λα if and only if∣∣f (z)∣∣= O((1 − |z|)α), z ∈ Ω(θ, ε),
for some (or any) ε ∈ (0,1).
Proof of Theorem 3. Let s, α and p be as in the statement. Take θ an inner function with
θ ′ ∈ A1+(s−α)p and take f ∈ Λα ∩ Bsp with f θ ∈ Λα . We have to prove that f θ ∈ Bsp .
Bearing in mind Theorem J and (26), we have that for some ε ∈ (0,1),∫
Γε
|f (z)|p
(1 − |z|)sp |dz| C
∫
Γε
|dz|
(1 − |z|)p(s−α) < ∞,
where the last inequality follows from Theorem 7. So, by Theorem I, we deduce that P−(f θ) ∈
Bsp , which together with Theorem 5 gives that f θ ∈ Bsp . This finishes the proof. 
Proof of Theorem 4. Let s and p be as in the statement.
(i) ⇒ (ii). It can be proved following the lines of [11, Theorem 1.9].
(ii) ⇒ (i). Take θ an inner function with θ ′ ∈ ABsp . Let f ∈ BMOA ∩ ABsp such that f θ ∈
BMOA.
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Γε
|dz|
(1 − |z|)ps < ∞. (27)
Then, it follows from Theorem H, (26) and (27) that∫
Γε
|f (z)|p
(1 − |z|)sp |dz|C
∫
Γε
|dz|
(1 − |z|)ps < ∞, 0 < ε < 1.
Consequently, arguing as in the final part of proof of Theorem 3, we have that f θ ∈ ABsp . The
proof is finished. 
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