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Abstract A brief overview is given of the problem of high temperature su-
perconductivity in the cuprates, with an emphasis on theoretical ideas.
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What does it mean to say that we have “solved” the cuprate problem? To
understand this point, let us consider the classic case of 3He. In the late 1960s,
it had been predicted that 3He would be a p-wave superfluid mediated by
exchange of spin fluctuations [1]. Indeed, several years later, this was discovered
to be the case, although two superfluid phases were found, which were denoted
as A and B. Shortly thereafter, Anderson and Brinkman were able to show
that the existence of the A phase could be attributed to the feedback on the
spectrum of spin fluctuations from the energy gap due to pairing [2]. At that
point, one might have decided to declare victory and move on. But as we now
know, the situation is not nearly so straightforward as that. Because of the
simplicity of this system (a single spherical Fermi surface with a small ratio
of Tc to EF ), one can to a good approximation determine the potential for
Cooper pairing from knowledge of the Landau parameters of the normal state.
When one does this, one finds that a variety of interactions contribute to the
pairing potential, including density, spin, and transverse current fluctuations
[3]. This is also reflected in microscopic theories. At the time heavy fermion
superconductors were discovered and theorists began to migrate out of the 3He
field in the early 1980s to tackle that problem, a number of theories existed
which stressed different parts of the interaction. To this date, no resolution
has occurred to pick out one of these over the others. So, can we truly say we
have ‘solved’ the problem of 3He?
When considering cuprates, other complicating factors enter which do not
occur in 3He. Cuprates have a lattice, thus breaking translational symmetry.
Different types of atoms are involved, with multiple orbitals per atom. When
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addressing band theory results, a minimum of four orbitals is needed to prop-
erly describe the low energy sector. Even then, it has been argued that by
concentrating on the low energy subspace (a single anti-bonding band of hy-
bridized Cu 3dx2−y2 and O 2px and 2py states), one is throwing out the baby
with the bathwater. For instance, the theory of Varma [4], which advocates the
existence of orbital currents flowing within the primitive unit cell, specifically
requires considering at least three energy bands in the microscopic theory.
Add to this the importance of lattice interactions (known to be particularly
important because of the presence of polaronic-like effects) and the existence
of spin-orbit coupling, and the problem becomes complex, especially due to the
large Coulomb interaction associated with the copper sites, as realized early
on by Anderson [5].
In fact, the wealth of theoretical ideas that have emerged when thinking
about the cuprate problem has been a boon to condensed matter physics. No
matter its pros and cons, the resonating valence bond (RVB) theory of An-
derson [5] has had a profound influence on physics, leading to a revival in the
study of quantum spin liquids. The prediction of stripe formation in cuprates
and their subsequent observation has led to a revolution in techniques designed
to probe such states, including neutron scattering and scanning tunneling mi-
croscopy [6]. The latter (STM) has really acted to highlight the importance of
inhomogeneity in the physics of the cuprates, particularly for underdoped com-
pounds [7]. And the existence of non-Fermi liquid like behavior as predicted by
a number of theories and first revealed by transport measurements, has led to
astonishing advances in such techniques as angle resolved photoemission that
can directly probe the single-particle spectral function [8].
But perhaps the most important development has been to focus our at-
tention on the problem of strong correlations. For classic superconductors,
it only took a few years between the advent of the weak coupling theory of
Bardeen, Cooper and Schrieffer [9] to the development of a full strong cou-
pling theory [10]. This amazing development can be attributed to something
known as Migdal’s theorem. In classic superconductors, pairing is mediated by
exchange of phonons. Since the energy of the phonons is much smaller than
the Fermi energy, one has a controlled perturbation expansion in the small
ratio h¯ωD/EF . In fact, for most properties, one can stop at lowest order when
calculating the self-energy (unless polaronic effects are important). Therefore,
the only diagram series that has to be summed is the particle-particle lad-
der one due to repeated scattering of electrons by phonons which defines the
pairing instability [11]. Moreover, this small ratio also has the beneficial effect
of reducing the repulsive contribution coming from the Coulomb interaction
when scaling it from EF down to h¯ωD [12]. But the price one pays is that this
same ‘retardation’ effect limits Tc [13].
For pairing due to electron-electron interactions, though, all bets are off.
The collective degrees of freedom such as spin fluctuations are composed of
the very same electrons one is trying to pair (as opposed to the electron-ion
case, where electrons and phonons can be treated to a good approximation as
separate entities). One can certainly try to invoke a modified Migdal theorem
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by exploiting the small ratio of collective energies such as h¯ωsf to EF , but
there is no rigorous grounds for doing so [14]. Back in the early days of 3He,
it was realized that vertex corrections could be as large as the leading order
term in a perturbation expansion [15].
One can attempt to bypass these difficulties by a variety of techniques. For
instance, one can try to use dressed Greens functions in the expansion (the so-
called fluctuation exchange or FLEX approximation) [16], but this leads to the
suppression of correlation gaps [17] in clear contradiction to experiment, which
shows a large Mott-Hubbard gap and a prominent pseudogap. Or instead, one
can attempt to dress interaction vertices in such a way as to satisfy certain self-
consistency conditions [18]. More commonly, one can try a large N expansion,
whereN represents the number of degrees of freedom [14]. Unfortunately, it has
been recently realized that this 1/N expansion breaks down at third order for
the nematic [19] and antiferromagnetic spin fluctuation [20] problems, casting
doubt that a well defined perturbation expansion exists.
Perhaps the most popular approach of late has been dynamical mean field
theory (DMFT) [21]. This is formally based on an expansion in powers of 1/d
(where d is the dimensionality) and is related to earlier attempts to understand
the physics of 3He [22]. The most common variants are to expand about the
infinite d limit in either real space or momentum space. Although convergence
can be demonstrated in several model cases, it is not known at this time how
effective the convergence is for models relevant to the cuprates. Insight on
this will be gained once larger clusters are studied. Certainly, this approach
has given us insights into the nature of correlations in the cuprates, including
the existence of a pseudogap, and interestingly those clusters which emphasize
singlet formation look reminiscent of the RVB theory of Anderson [23].
This brings us to more exact techniques. Obviously, quantum Monte Carlo
would in some sense provide a ‘solution’ to the problem, assuming that the
starting point for such simulations, typically the single band Hubbard model,
is correct (a point which is not generally accepted!). But this has turned out to
be a truly difficult undertaking due to the infamous sign problem that occurs
when simulating fermions, and which restricts one from going to too low a
temperature. One can avoid this by invoking fixed node approximations, or
starting with a variational wave function, but these by definition introduce bias
in the simulation. Such simulations have led to contradictory results. That is,
at this point in time, we do not know definitively whether the single band
Hubbard model is or is not superconducting [24].
An alternate to quantum Monte Carlo is the density matrix renormaliza-
tion group (DMRG) technique [25]. This is in some sense exact in one dimen-
sion, and has given some insights as well into two dimensions (by simulating
strips). For instance, DMRG studies find a tendency towards stripe formation
[26]. Recently, other real space renormalization group techniques have been de-
veloped specifically for two dimensions, including PEPS (projected entangled
pair states) [27] and MERA (multiscale entanglement renormalization ansatz)
[28] which attempt to preserve certain correlations during coarse graining, but
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the general efficacy of these methods for the cuprate problem has yet to be
demonstrated.
Ultimately, the goal is to determine the source of pairing, but even this has
been the source of much controversy. For instance, in 1987, spin fluctuation
theories predicted the existence of dx2−y2 symmetry for the pairs [29], but
just as in the 3He case, this did not prove to be definitive, despite claims
one might see in the popular literature [30]. Within a year, RVB theories also
found this ground state. Moreover, in both cases, the functional form predicted,
cos(kxa)− cos(kya), turned out to be in remarkable agreement with what was
later observed by photoemission [31]. Anderson has suggested that a way to
differentiate might be in the frequency dependence of the pair interaction
[32], in that RVB theories assume an ‘instantaneous’ pair interaction (the
superexchange J which does not develop dynamics until energies of order the
Coulomb repulsion U), whereas spin fluctuation theories have their dynamics
set by the scale of the spin fluctuations (which is order J itself). There are
two issues with this, though. First, both contributions can be present, though
typically the ‘instantaneous’ contribution is the sub-dominant one [33]. Even
in RVB theories, the claim of an instantaneous nature does not quite ring
true, since attempts to go beyond the ‘mean field’ RVB approach typically
invoke gauge fluctuations (referring to the constraints involved with no double
occupancy) which introduce significant low energy dynamics [34].
An alternate to all of the above is to look directly at the question of the
condensation energy, that is, where the energy savings is coming from in form-
ing the superconducting state [35]. This has a long history predating BCS
theory, and the answer to this question depends on what energy scale one is
looking at. For instance, in classic superconductors with an isotope coefficient
of 1/2, it can be easily demonstrated that the entire energy savings is coming
from the ion kinetic energy [36]. In BCS theory, though, one projects to a low
energy subspace where this effect is absorbed into the definition of the elec-
tron potential energy (i.e., the ions are integrated out). The net condensation
energy comes from a near cancellation between a lowering of the potential
energy and a raising of the kinetic energy [37], the latter being due to particle-
hole mixing. Surprisingly, this simple picture might not apply to the cuprates.
Evidence from both infrared conductivity [38] and photoemission [39] indicate
that at least for underdoped cuprates, the kinetic energy is actually lowered
below Tc. This occurs because superconductivity is a coherent state which
emerges over much of the doping range from an incoherent normal state. The
energy savings due to coherency is such that it can overwhelm the loss of ki-
netic energy due to particle-hole mixing, leading to a net gain. Of course, one
expects the potential energy to be lowered as well. Studies of inelastic neutron
scattering (INS) data [40] find that the exchange energy is lowered below Tc, as
expected in spin fluctuation based pictures. In all cases where lowering of the
energy has been detected, the values determined are far in excess of the actual
condensation energy. So, either the results are incomplete (for instance, only
a small range of momentum and energy have been used in the INS analysis),
or other equally large ‘energy raising’ contributions are lurking around.
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We conclude with a discussion of the phase diagram. Early on, RVB the-
ories predicted a rather novel phase diagram, consisting of crossing lines as
a function of doping [34]. Below a temperature T ∗ which decreases linearly
with doping, a ‘spin gap’ phase was predicted due to d-wave spin singlet for-
mation. Below a temperature Tcoh which increases linearly with doping, the
doped charge degrees of freedom become phase coherent. Only below both
lines, which cross at optimal doping, does one get superconductivity, whereas
above both lines, one has a ‘strange metal’. A similar phase diagram, where
Tcoh is instead the phase stiffness temperature of the pairs, was proposed by
Emery and Kivelson [41]. Interestingly, a recent photoemission study claims
to see such a phase diagram [42].
This can be contrasted with a ‘quantum critical’ phase diagram [43], where
a long range (or quasi-long range) ordered phase is suppressed to zero with
doping. Its ‘mirror’ phase at higher dopings is a quantum disordered analogue,
typically a Fermi liquid. The former defines T ∗ and the latter Tcoh which in-
stead of crossing (like in the RVB scenario) touch at zero temperature near
optimal doping. In this case, the superconducting dome ‘screens’ this singu-
larity, being generated by pairing due to critical fluctuations associated with
the ordered phase. Above these lines, one has a quantum critical phase (ana-
logue of the ‘strange metal’) characterized by a linear T resistivity. A variety
of experimental data, including ironically photoemission, have given support
for such a phase diagram.
Though both scenarios seem radically different, they do have a point in
common in that the nature of the pseudogap phase below T ∗ determines the
origin of the superconducting state. In the RVB approach, the superconduct-
ing state is simply a charged version of the singlet ‘spin gap’ phase. In the
quantum critical approach, the pairing is mediated by critical fluctuations as-
sociated with the pseudogap phase. Therefore the nature of the pseudogap
phase is key. A variety of phenomena are associated with this phase, includ-
ing evidence for nematic distortions (where x-y symmetry is spontaneously
broken), stripes (both charge and spin varieties), and orbital currents. Many
of these effects are quite subtle, yet the pseudogap itself is very large, with
a magnitude that strongly increases with underdoping. The jury is still out
on its origin, although the present author has his bet on spin singlet forma-
tion. Regardless, magnetic correlations definitely play a prominent role in the
entire doping range superconductivity is observed [44]. Whether this means
RVB, spin fluctuations, orbital currents, or some combination thereof, such
magnetic correlations are the likely source of d-wave pairing. But building a
rigorous strong coupling theory has certainly proven to be a challenge. Per-
haps ideas from string theory and black hole physics will help in this regard
[45]. But then again, perhaps not!
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