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“The problem is not the problem.  
The problem is your attitude about the problem.  




Puji dan syukur kepada Tuhan Yang Maha Esa atas berkat yang telah 
diberikan dalam mengerjakan laporan Skripsi yang berjudul “Implementasi Word 
Embedding Untuk Klasifikasi Berita Penyandang Disabilitas Menggunakan 
Logistic Regression” dapat diselesaikan dengan baik dan tepat waktu. 
Penulis juga mengucapkan terima kasih kepada: 
1. Dr. Ninok Leksono M.A, selaku Rektor Universitas Multimedia Nusantara 
yang memberikan inspirasi bagi penulis untuk berprestasi, 
2. Dr.Eng. Niki Prastomo, S.T., M.Sc., selaku Dekan Falkutas Teknik dan 
Informatika Universitas Multimedia Nusantara, 
3. Marlinda Vasty Overbeek, S.Kom., M.Kom. sebagai Ketua Program Studi 
Informatika atas dukungan selama proses pengerjaan laporan Skripsi hingga 
selesai, 
4. Dennis Gunawan, S.Kom., M.Sc. yang telah sabar membimbing, menerima 
penulis dengan baik untuk berkonsultasi, dan mengajarkan penulis tata cara 
menulis karya ilmiah dengan benar, 
5. Para dosen yang telah memberikan ilmu dan arahan kepada penulis selama 
masa perkuliahan, 
6. Orang tua serta keluarga yang telah menemani, memberikan dukungan, dan 
semangat dari awal masa perkuliahan hingga tersusunnya laporan Skripsi 
ini, 
vii 
7. Aaron Effendi, Albert Wijaya, Devira Paramitha, Steven Wijaya, Steve 
Manumpil, dan Vanessa Ardelia sebagai teman seperjuangan yang 
menemani penulis untuk menyelesaikan penulisan laporan Skripsi, 
8. Teman-teman terdekat atas bantuan, semangat, dan hiburan di kala penulis 
merasa kesulitan dalam menyusun laporan Skripsi ini. 
Semoga Skripsi ini dapat bermanfaat, baik sebagai sumber informasi maupun 
sumber inspirasi, bagi para pembaca. 
 
Tangerang,  18 Juni 2021 
 
 
















IMPLEMENTASI WORD EMBEDDING UNTUK KLASIFIKASI 
BERITA PENYANDANG DISABILITAS MENGGUNAKAN 
LOGISTIC REGRESSION 
ABSTRAK 
Banyaknya penyandang disabilitas menjadi perhatian bagi beberapa orang, 
organisasi, bahkan negara. Di Indonesia masih kurang peka akan keberadaan kaum 
disabilitas, ini disebabkan karena kurangnya informasi yang tidak terdokumentasi 
di media massa. Pemberitaan berita sangatlah penting untuk membangun kesadaran 
masyarakat mengenai peyandang disabilitas. Mengkategorikan sebuah berita 
dengan jumlah banyak membutuhkan banyak waktu dan tenaga, maka 
dibutuhkannya pembelajaran mesin yang dapat mengkategorikan berita secara 
otomatis. Salah satu metode pembelajaran mesin yaitu Logistic Regression yang 
dapat menghasilkan probabilitas kategorisasi dan menggunakan FastText sebagai 
pre-trained model word embedding untuk membantu Logistic Regression 
memahami konteks dari sebuah teks. Penelitian ini dimulai dari proses scraping, 
data preprocessing, pembuatan model word embedding FastText, dan 
menggunakan model FastText untuk mengubah kata menjadi vector sehingga dapat 
digunakan untuk melatih model Logistic Regression. Hasil terbaik yang didapat 
dalam penelitian ini dengan data yang di-augmentation sehingga jumlah data 
menjadi hampir dua kali lipat daripada sebelumnya. Model FastText Skip-gram 
yang mempunyai 300 dimensi vector digunakan oleh Logistic Regression 
mempunyai hasil terbaik dengan nilai Precision: 77,78%, Recall: 77%, f1-score: 
76,24%, dan Accuracy: 76,31%. 
Kata Kunci: Data Augmentation, Disabilitas, FastText, Klasifikasi Berita, Logistic 








WORD EMBEDDING IMPLEMENTATION TO CLASSIFY 
DISABILITY NEWS USING LOGISTIC REGRESSION 
ABSTRACT 
A large number of people with disabilities is a concern for several people, 
organizations, and even countries. In Indonesia, is still not paying attention really 
well to the existence of disabled people, which is caused by the lack of 
undocumented information in mass media. News is important to build public 
awareness about persons with disabilities. Categorizing a lot of news takes so much 
time and effort, so machine learning is needed that can categorize news 
automatically. Logistic Regression is a machine learning method that can generate 
categorization probabilities and uses FastText as a pre-trained word embedding 
model to help Logistic Regression understand the context of a text. This research 
starts from scraping, preprocessing data, creating a FastText word embedding 
model, and using the FastText model to convert words into vectors so it can be used 
to train the Logistic Regression model. The best results obtained in this study are 
with augmented data so the data is almost doubled from before. The FastText Skip-
gram model that has 300-dimensional vector used by Logistic Regression produces 
the best results with Precision: 77.78%, Recall: 77%, F1 Score: 76.24%, and 
Accuracy: 76.31%. 
Keywords: Data Augmentation, FastText, Logistic Regression, News 
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