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Abstract
The behaviour of real zeroes of the Hurwitz zeta-function
ζ(s, a) =
∞∑
r=0
(a + r)−s
for real positive a is investigated. It is shown that ζ(s, a) has no real zeroes (s = σ,a) in the region
a > −σ2πe + 14πe log(−σ) + 1 for large negative σ . In the region 0 < a < −σ2πe the zeroes are asymp-
totically located at the lines σ + 4a + 2m = 0 with integer m. If N(p) is the number of real zeroes
of ζ(−p,a) with given p, then
lim
p→∞
N(p)
p
= 1
πe
.
As a corollary we have a simple proof of Inkeri’s result that the number of real roots of the classical
Bernoulli polynomials Bn(x) for large n is asymptotically equal to 2nπe .
 2005 Elsevier Inc. All rights reserved.
Keywords: Hurwitz zeta-function; Bernoulli polynomials
* Corresponding author.
E-mail addresses: a.p.veselov@lboro.ac.uk (A.P. Veselov), j.p.ward@lboro.ac.uk (J.P. Ward).
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.12.046
A.P. Veselov, J.P. Ward / J. Math. Anal. Appl. 305 (2005) 712–721 7131. Introduction
The classical Hurwitz zeta-function ζ(s, a) is defined for any a, which is not a negative
integer or zero, as the analytic continuation in s of the series
ζ(s, a) =
∞∑
r=0
(a + r)−s . (1)
When a = 1 it reduces to the Riemann zeta-function
ζ(s) =
∞∑
k=1
k−s .
It is well known (see, e.g., [4, vol. 1, p. 27]) that in the special cases when s is a negative
integer this function (as a function of the parameter a) reduces, up to a factor, to a Bernoulli
polynomial: explicitly when s = −m, m = 0,1,2,3, . . . ,
ζ(−m,a) = −Bm+1(a)
m + 1 .
The Bernoulli polynomials Bk(a) can be defined through the generating function
zeza
ez − 1 =
∞∑
k=0
Bk(a)
k! z
k
giving
B0(a) = 1, B1(a) = a − 12 , B2(a) = a
2 − a + 1
6
,
B3(a) = a3 − 3a
2
2
+ a
2
, . . . .
Bernoulli polynomials possess many interesting properties and arise in various areas of
mathematics (see [4,8]).
Inkeri [6] proved a remarkable fact that the number N(n) of real roots of the Bernoulli
polynomials Bn for large n asymptotically equals 2nπe . More precise estimates for N(n)
have been found by Delange [1,2].
In this paper we investigate the behaviour of the real zeroes of the Hurwitz zeta-function
ζ(σ, a) for positive real a. As a corollary we have a simple proof of Inkeri’s result. Our
approach is different from [1,2,6] and we believe is more elementary. It is based on the
remarkable Hurwitz representation [5] of ζ(s, a) on the interval 0 < a  1 and Re(s) =
σ < 0:
ζ(s, a) = 2Γ (1 − s)
(2π)1−s
∞∑
r=1
sin(2πra + 12πs)
r1−s
, (2)where Γ is the Euler gamma-function (see, e.g., [4, vol. 1, p. 26]).
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Our main observation is that for a large negative σ the first term in this formula gives a
good approximation for ζ(σ, a) on a much wider interval: 0 < a < − σ2πe . More precisely,
we prove that
ζ(σ, a)
Q(σ)
= sin
(
2πa + 1
2
πσ
)
+ o(1) as σ → −∞ provided 0 < a < − σ
2πe
, (3)
where Q(s) = 2Γ (1−s)
(2π)1−s . We show also that in the region a > − σ2πe + 14πe log(−σ) + 1 the
Hurwitz zeta-function has no real zeroes for large negative σ .
Our results are illustrated in Fig. 1 which shows the behaviour of the real zeroes of
ζ(σ, a). Since 12πe is a small number, we have chosen different scales on the axes to make
the picture more illuminating.
Note that ζ(s,1) coincides with the Riemann zeta-function ζ(s), which has real ze-
roes at negative even numbers s = −2,−4,−6, . . . . Also, using the well-known identity
ζ(s,1/2) = (2s − 1)ζ(s), we see that the only real zeroes of ζ(s, a) with a = 12 are
s = 0,−2,−4, . . . . As we have mentioned above, when s is a non-positive integer ζ(s, a)
reduces to a Bernoulli polynomial. We have used this fact to compute numerically the cor-
responding values of ζ(s, a) and to draw the picture in the regions II and IV. When s = 1,
the Hurwitz zeta-function has a simple pole with the residue 1 and for σ = Re(s) > 1 it is
given by the convergent series with positive elements and therefore has no zeroes.
2. Asymptotic behaviour of the Hurwitz zeta-function ζ (σ ,a) for large negative σ
For the theory of the Hurwitz zeta-function we refer to the classical books [4,8] as well
as the books [3,7] containing some recent results and applications.
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ries (1) in the complex domain Re(s) > 1 and can be extended to the whole of the complex
s-plane through the formula
ζ(s, a) = −Γ (1 − s)
2π i
(0+)∫
∞
(−z)s−1e−az
1 − e−z dz.
Here the integral is taken over a curve starting at ‘infinity’ on the real axis, encircles the
origin in a positive direction and returns to the starting point (see [4]). By using an alter-
native integral formulation for ζ(s, a) it can be shown that ζ(s, a) is analytic everywhere
except for the simple pole at s = 1 (see [4,8]).
The Hurwitz zeta-function obviously satisfies the functional relation:
ζ(s, a) = ζ(s, n + a) +
n−1∑
r=0
(r + a)−s , n = 1,2, . . . . (4)
Since each term in this relation is analytic, we can assume this relation is true for the whole
of the complex s plane, except for s = 1.
In this paper we restrict ourselves to the case when s is real: s = σ ∈ R and a is real and
positive. Denote as before
Q(s) = 2Γ (1 − s)
(2π)1−s
.
From Hurwitz’s representation (2) of the ζ(s, a) we see that
ζ(σ, a)
Q(σ)
= sin
(
2πa + 1
2
πσ
)
+ o(1) when σ → −∞
in the interval 0 < a  1. Our first theorem claims that this is actually true in a much larger
region.
Theorem 1. Let σ = −p,p  0 and 0 < a < αp for some positive α; then the Hurwitz
zeta-function satisfies the inequality∣∣∣∣ζ(−p,a)Q(−p) − sin(2πa −
1
2
πp)
∣∣∣∣< C1p−1/2(2πeα)p + C22−p, (5)
where C1,C2 are constants, which do not depend on p. In particular, in the region 0 < a <
1
2πep we have the asymptotic behaviour
ζ(−p,a)
Q(−p) = sin
(
2πa − 1
2
πp
)
+ o(1) when p → ∞.
Proof. Let us represent a as n + b with n integer and 0 < b  1. It follows from the
functional relation (4) that
∣∣∣ζ(σ, a) − ζ(σ, b)
∣∣∣=
∣∣∣ζ(σ,n + b) − ζ(σ, b)
∣∣∣ 1
n−1∑
(r + b)−σ .∣ Q(σ) Q(σ) ∣ ∣ Q(σ) Q(σ) ∣ |Q(σ)|
r=0
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n−1∑
r=0
(r + b)−σ  S(p,n),
where S(p,n) = 1p + 2p + · · · + np. Note that
S(p,n) = np
(
1 +
(
1 − 1
n
)p
+
(
1 − 2
n
)p
+ · · · +
(
1 − n − 1
n
)p )
.
Since 1 − x < e−x for x < 1 we have
1 − 1
n
< e−1/n, 1 − 2
n
< e−2/n, . . . 1 − n − 1
n
< e−(n−1)/n
and therefore
S(p,n) < np
(
1 + e−p/n + e−2p/n + · · · + e−(n−1)p/n)= np
(
1 − e−p
1 − e−p/n
)
.
Also, from the Stirling formula for the Γ -function, we have the following asymptoti-
cally exact inequality Γ (1 + p) > (2πp)1/2ppe−p and therefore
1
Q(−p) =
(2π)1+p
2Γ (1 + p) <
(
2πe
p
)p
π√
2πp
.
Thus for a large p,
∣∣∣∣ζ(−p,a)Q(−p) −
ζ(−p,b)
Q(−p)
∣∣∣∣<
(
2πen
p
)p
π√
2πp
(
1 − e−p
1 − e−p/n
)
< (2πeα)p
π√
2πp
1
(1 − e− 1α )
(6)
since n
p
< a
p
< α by assumption.
Now from Hurwitz’s formula (2) it follows that
ζ(−p,b)
Q(−p) =
∞∑
r=1
sin(2πrb − 12πp)
r1+p
= sin
(
2πb − 1
2
πp
)
+ sin(4πb −
1
2πp)
21+p
+ sin(6πb −
1
2πp)
31+p
+ · · · .
Therefore∣∣∣∣ζ(−p,b)Q(−p) − sin
(
2πb − 1
2
πp
)∣∣∣∣=
∣∣∣∣ζ(−p,b)Q(−p) − sin
(
2πa − 1
2
πp
)∣∣∣∣<
∞∑
r=2
r−p−1.
Since
1 1 1 1
(
1 1
(
2
)p 1(2)p )21+p
+
31+p
+
41+p
+ · · · =
2p 2
+
3 3
+
4 4
+ · · ·
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n
)p < 1
n
if p > 4 and n 3, we easily deduce that
∞∑
r=2
1
r1+p
<
(
ζ(2) − 3
4
)
2−p.
Thus for p > 4,∣∣∣∣ζ(−p,b)Q(−p) − sin
(
2πa − 1
2
πp
)∣∣∣∣<
(
ζ(2) − 3
4
)
2−p. (7)
The estimates (6) and (7) imply the theorem. 
By a slight modification of the previous arguments, we can prove the following result.
Theorem 2. In the region
a >
p
2πe
+ 1
4πe
logp + 1,
ζ(−p,a) is negative if p is sufficiently large.
Proof. From the same functional relation (4) we have
ζ(−p,a)
Q(−p) <
ζ(−p,b)
Q(−p) −
(a − 1)p
Q(−p) .
Now assuming that p is sufficiently large, we can use Stirling’s inequality Γ (1 + p) <√
2πp(p
e
)pe
1
12p , so
Q(−p) = 2Γ (1 + p)
(2π)1+p
<
√
2πp
π
(
p
2πe
)p
e
1
12p .
However, we know from the Hurwitz formula, that when p → ∞,
ζ(−p,b)
Q(−p) = sin
(
2πb − 1
2
πp
)
+ o(1).
Therefore if (a−1)
p
Q(−p) > 1 and p large enough, then ζ(−p,a) < 0. But as we have shown
(a − 1)p
Q(−p) >
(
2πe(a − 1)
p
)p√
π
2p
e
− 112p ,
which is greater than 1 if
a − 1 > p
2πe
(
2p
π
) 1
2p
e
1
12p2 = p
2πe
e
{ (log 2p−logπ)2p + 112p2 }.
Now, using the inequality ex < 1+x+x2 for sufficiently small x, we find that to guarantee
that (a−1)
p
Q(−p) > 1 it is enough to demand that
a >
p
2πe
+ 1
4πe
logp + 1.This implies the theorem. 
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Let us now fix σ = −p and consider ζ(−p,a) as a function of a. It follows from
Theorem 2 that the zeroes of this function for large p are located in the interval 0 < a <
p
2πe + 14πe logp + 1. For given p let N(p) be the number of real zeroes of ζ(−p,a), and
A(p) be the largest of these zeroes.
Theorem 3. For p sufficiently large
p − 1
2πe
− 1
2
< A(p) <
p
2πe
+ 1
4πe
logp + 1, (8)
p − 1
πe
− 1 < N(p) < p − 1
πe
+ 1
2
logp + 2πe + 2. (9)
The zeroes of ζ(−p,a) on the interval 0 < a < p−12πe are simple and close to the half-integer
lattice: a = p4 + l2 , l ∈ Z.
Proof. Let us introduce the function Zp(a) = ζ(−p,a)Q(−p) . From Theorem 1 it follows that
Zp(a) = sin
(
2πa − 1
2
πp
)
+ o(1)
on the interval Ip: 0 < a < p2πe when p → ∞. Actually this is true also for the kth deriv-
ative of Zp(a) but on a smaller interval Ip−k . Indeed, from the definition of the Hurwitz
zeta-function we see that
∂
∂a
ζ(s, a) = (−s)ζ(s + 1, a).
From the property of the Γ -function Γ (p + 1) = pΓ (p) it follows that
Q(−p) = 2Γ (1 + p)
(2π)1+p
= p
2π
Q(−p + 1).
Thus the derivative of Zp(a) is equal to
Z′p(a) = 2πZp−1(a)
= 2π sin
(
2πa − 1
2
π(p − 1)
)
+ o(1) = 2π cos
(
2πa − 1
2
πp
)
+ o(1)
on the interval Ip−1. Similarly we have for the kth derivative of Zp(a)
Z(k)p (a) = sin(k)
(
2πa − 1
2
πp
)
+ o(1)
on the interval Ip−k.
In particular, on the interval Ip−1 the function Zp(a) (and its derivative) tend to
sin(2πa − 12πp) (and its derivative) when p → ∞ which ensures that for large p all the
roots of ζ(−p,a) on this interval are simple and located near the points a = p4 + l2 , l ∈ Z.
This implies the last statement of the theorem and the lower estimates of (8) and (9).
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The upper estimates for A(p) follow directly from Theorem 2. To prove the upper esti-
mates for N(p), we need the following simple lemma. 
Lemma. If a function f (x) (with a continuous nth derivative) on some interval (a, b) has
the property that the sign of the nth derivative is constant throughout the interval, then f
has no more than n roots on this interval.
Now we apply this lemma to the function Zp(a) on the interval Jp:
(p−1
2πe ,
p
2πe +
1
4πe logp + 1
)
to estimate the number of roots there. The idea of this calculation is clear
from Fig. 2 (in which κ ≡ 12πe ).
Using the fact that
Z(n)p (a) = (2π)nZp−n(a),
we differentiate Zp(a) many times until we have a negative function and then apply the
lemma. As one can see from Fig. 2 if n > [y], then Z(n)p (a) will be negative in the interval
Jp and, as such, cannot have more than n simple roots in this interval. Now y is the solution
to the equation
κ
(
(p − y) + 1
2
log(p − y)
)
+ 1 = κ(p − 1)
or
−y + 1
2
log(p − y) + (κ−1 + 1)= 0.
We claim that the solution to this equation for large p satisfies the inequality
y <
1
2
logp + 2πe + 1.
Indeed the function F(y) = −y + 12 log(p − y) + (2πe + 1) is monotonically decreasing
and
F
(
1
2
logp + 2πe + 1
)
1 1
(
1
)= −
2
logp − 2πe − 1 +
2
log p −
2
logp − 2πe − 1 + (2πe + 1)
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2
log
(
1 − 1
2p
logp − 2πe + 1
p
)
< 0
for large p. Thus according to the lemma Zp(a) has no more than 12 logp + 2πe + 1 roots
on the interval
(p−1
2πe ,
p
2πe + 14πe logp+1
)
. Since on the interval
(
0, p−12πe
]
we have no more
than p−1
πe
+ 1 zeroes, this proves Theorem 3.
As we have already mentioned, when p = −σ = m, m ∈ Z+, the Hurwitz zeta-function
reduces to certain polynomials related in a simple way to the Bernoulli polynomials:
ζ(−m,a) = −Bm+1(a)
m + 1 . (10)
Theorem 3 applied to these special values of p gives some estimates on the real positive
roots of the Bernoulli polynomials but because of their well-known symmetry properties:
Bm(1 − a) = (−1)mBm(a) (11)
we can immediately extend this result for all real roots of Bm(a). In particular, if N(m)
is the number of all real roots of Bm(a) and A(m) is the largest of these roots, then from
Theorem 3 it follows that for a large m,
m
2πe
−
(
1
πe
+ 1
2
)
< A(m) <
m
2πe
+ 1
4πe
logm +
(
1 − 1
2πe
)
, (12)
2m
πe
−
(
2
πe
+ 2
)
< N(m) <
2m
πe
+ logm +
(
4πe + 3 − 4
πe
)
. (13)
Corollary (K. Inkeri).
lim
m→∞
N(m)
m
= 2
πe
, lim
m→∞
A(m)
m
= 1
2πe
.
Remark. H. Delange in [1,2] has found sharper estimates for A(m) and N(m). In particu-
lar, he showed that the additional logarithmic terms exist in both upper and lower bounds.
This should be true also for the real zeroes of the Hurwitz zeta-function but it does not
follow from our elementary arguments.
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