Abstract A new interpolation-based decoding principle for interleaved Gabidulin codes is presented. The approach consists of two steps: First, a multi-variate linearized polynomial is constructed which interpolates the coefficients of the received word and second, the roots of this polynomial have to be found. Due to the specific structure of the interpolation polynomial, both steps (interpolation and root-finding) can be accomplished by solving a linear system of equations. This decoding principle can be applied as a list decoding algorithm (where the list size is not necessarily bounded polynomially) as well as an efficient probabilistic unique decoding algorithm. For the unique decoder, we show a connection to known unique decoding approaches and give an upper bound on the failure probability. Finally, we generalize our approach to incorporate not only errors, but also row and column erasures.
Introduction
During the last years, random linear network coding (RLNC) has been attracting a lot of attention as a powerful means for spreading information in networks from sources to sinks [1, 12, 13] . Kötter and Kschischang [14] used subspace codes for error control in RLNC. A subspace code is a non-empty set of subspaces of the vector space of dimension n over a finite field and each codeword is a subspace itself, compare [2, 4, 5, 14, 33, 38, 39] . Silva, Kschischang and Kötter [32] showed that lifted Gabidulin codes provide almost optimal subspace codes for RLNC. Gabidulin codes are the rank-metric analogs of Reed-Solomon codes and were introduced by Delsarte [3] , Gabidulin [6] and Roth [26] . A lifted Gabidulin code is a special subspace code, where each codeword is the row space of a matrix [ I C T ], I denotes the identity matrix and C is a codeword in matrix representation of a Gabidulin code.
Interleaved Gabidulin codes can be seen as s parallel codewords of Gabidulin codes. When applied to RLNC, they can be advantageous compared to usual Gabidulin codes since only one identity matrix is appended to s Gabidulin codewords which reduces the relative "overhead". Independently from this application, it is remarkable that they can be decoded beyond the usual bounded minimum distance (BMD) decoding capability with high probability.
In this contribution, a new interpolation-based approach for decoding interleaved Gabidulin codes of length n, interleaving order s and elementary dimensions k (i) , ∀i ∈ [1, s] , is presented 1 . Our decoding principle relies on constructing a multivariate linearized polynomial which interpolates the s elementary received words. We prove that the evaluation polynomials (of q-degree less than k (i) ) of any interleaved Gabidulin codeword in rank distance less than (sn − s i=1 k (i) + s)/(s + 1) are roots of this multi-variate polynomial. Due to the structure of the multi-variate interpolation polynomial, its roots can be found by simply solving a linear system of equations. This idea is related to the "linear-algebraic" decoding methods by Guruswami and Wang for folded/derivative Reed-Solomon codes [9, 11] and Mahdavifar and Vardy for folded Gabidulin codes [19] . This paper is structured as follows. In Section 2, we give notations and definitions. Section 3 explains the basic principle of our decoder and shows how the two main steps-interpolation and root-finding-can each be accomplished by solving a linear system of equations. Our decoder is first applied as a (not necessarily polynomial-time) list decoding algorithm in Section 4.1 and second, as a unique decoding algorithm with a certain failure probability in Section 4.2. Finally, in Section 5, we show how our algorithm can be generalized to error-erasure decoding and conclude the paper in Section 6.
Preliminaries and Known Approaches

Definitions and Notations
Let q be a power of a prime, and let Fq be the finite field of order q and by F q m its extension field of degree m. We use F s×n q to denote the set of all s×n matrices over 
If a 0 , a 1 , . . . , a n−1 are linearly independent over Fq, then qvan s (a) has rank min{s, n}, see e.g. [16, Lemma 3.15] .
A linearized polynomial, see [16, 22, 23] , over F q m has the form
= deg q f (x) the q-degree of f (x). For all α 1 , α 2 ∈ Fq and all a, b ∈ F q m , it holds that f (α 1 a + α 2 b) = α 1 f (a) + α 2 f (b). The (usual) addition and the non-commutative composition f (g(x)) convert the set of linearized polynomials into a non-commutative ring with the identity element
In the following, all polynomials are linearized polynomials and L q m [x] denotes the ring of linearized polynomials. Further, for some g = (g 0 g 1 . . . g n−1 ) and some a(x) ∈ L q m [x], we denote a(g) = (a(g 0 ) a(g 1 ) . . . a(g n−1 )).
Throughout this paper, we use linearized Lagrange interpolation. Let the el-
denote the unique linearized polynomial of q-degree less than n such that a(g i ) = a i , ∀i, which can be calculated by:
where L i (x) denotes the i-th linearized Lagrange basis polynomial of q-degree n − 1 (see [29] ), which is defined as the minimal subspace polynomial of G \ g i = {g 0 , . . . , g i−1 , g i+1 , . . . , g n−1 }, i.e.:
For a given basis of F q m over Fq, there is a bijective mapping for each vector x ∈ F n q m on a matrix X ∈ F m×n q . Let rk(x) denote the (usual) rank of X over Fq and let Rq (X) and Cq (X) denote the row and column space of X over Fq. The right kernel of a matrix is denoted by ker(x) = ker(X). The rank-nullity theorem states that for an m × n matrix, if dim ker(x) = t, then dim Cq (X) = rk(x) = n − t. Throughout this paper, we use the notation as vector (e.g. from F n q m ) or matrix (e.g. from F m×n q ) equivalently, whatever is more convenient.
The minimum rank distance d of a block code C over F q m is defined by
For linear codes of length n ≤ m and dimension k, the Singleton-like upper bound [3, 6, 26] implies that d ≤ n − k + 1. If d = n − k + 1, the code is called a maximum rank distance (MRD) code.
Further, B (τ ) (a) denotes a ball of radius τ in rank metric around a word a ∈ F n q m and S (τ ) (a) denotes a sphere in rank metric of radius τ around the word a.
(Interleaved) Gabidulin Codes
Gabidulin codes [3, 6, 26] are special MRD codes and are considered as rank-metric analogs of Reed-Solomon codes. Interleaved Gabidulin codes consist of s horizontally or vertically arranged codewords of (not necessarily different) Gabidulin codes. Vertically interleaved Gabidulin codes were introduced by Loidreau and Overbeck in [17, 24] and rediscovered by Silva, Kschischang and Kötter [31, 32] as the Cartesian product of s transposed codewords of Gabidulin codes. Later, Sidorenko and Bossert introduced horizontally interleaved Gabidulin codes [27, 28] . We consider vertically interleaved Gabidulin codes. However, if one requires matrices with the dimensions of a horizontally interleaved Gabidulin code, we can simply transpose all codewords.
. . , k (s) ≤ n, and interleaving order s is defined by
IGab[s; n, k
) and the fixed elements g 0 , g 1 , . . . , g n−1 ∈ F q m are linearly independent over Fq. 
Note that c
and it is an MRD code.
In general, for arbitrary k (i) , the minimum rank distance of IGab[s; n, k
, which is not necessarily an MRD code.
Known Approaches for Decoding Interleaved Gabidulin Codes
So far, there are two approaches for decoding interleaved Gabidulin codes: [17] and [27] . Both are probabilistic unique decoding algorithms up to the radius τ = s(n − k)/(s + 1) (for
and return the unique solution with high probability. In the following, we shortly summarize the two principles and prove a relation between them. It is important to remark that the approach from [27] was originally described for horizontally interleaved Gabidulin codes, i.e., where an interleaved codeword is defined by (f
, but in the following, we describe it for vertically interleaved Gabidulin codes as in Definition 1.
Let s×n q m of rank t is equi-probable. For the explanation of the two known decoding principles, we assume that we know the actual rank of the error t, which enables us to directly set up the corresponding system of equations with the appropriate size. A straight-forward algorithmic realization would therefore solve this system of equations for every t, where (d − 1)/2 + 1 ≤ t ≤ τ , but this principle can easily be improved.
A Decoding Approach based on the Received Word
We show the main properties of the algorithm from [17] in the following; for details the reader is referred to [17, 24, 25] . For some t ≤ τ , the main step of the decoding algorithm from [17] is to solve a homogeneous linear system of equations
for λ = (λ 0 λ 1 . . . λ n−1 ), where the (
) and the received words:
and "qvan" defines the q-Vandermonde matrix as in (1) . If the right kernel of R R has dimension one, the closest interleaved codeword can be reconstructed, see [17] and [24, Algorithm 3.2.1]. When R R has rank less than n−1, the codeword cannot be reconstructed in most cases. Thus, the decoding failure is at most the probability that rk(R R ) is less than n − 1.
The first 
code. This is due to the fact that t ≤ τ ≤ n − max i {k (i) } − 1, and hence, k
Therefore, the right kernel of R R can also be expressed in terms of the elementary error words:
The rank of G R is n − t − 1 and the rank of the lower s submatrices of E R is t ≤ τ . Hence, the overall rank is rk(R R ) = rk(E R ) ≤ n − 1. For s ≤ t, the probability that rk(R R ) < n − 1 is upper bounded in [17, Eq. (6) ], [24, Eq. (12) ] as follows:
A Syndrome-Based Decoding Approach
The approach from [27, 28] is a generalization of key equation-based decoding of Gabidulin codes [6, 26] . Denote s syndrome vectors of length n − k (i) by:
where H (i) is a parity-check matrix of the elementary Gab[n,
Further, we define s modified syndromes by the following coefficients:
and denote the corresponding polynomials by
. Then, a key equation for the row space of the whole error matrix holds as follows:
. . .
where Γ = (Γ 0 Γ 1 . . . Γ t ) and
If rk(S) = t, we obtain a unique solution of the error span polynomial Γ(x) (except for a scalar factor) and we can reconstruct the s error vectors, compare [27] .
Hence, the probability of failure for the approach from [27] can be upper bounded by the probability that S from (8) has rank less than t, which is bounded in [27, Theorem 5] for s ≤ τ by:
This bound improves the bound from [17] and in general we can use P f < 4/q m as simplified upper bound on the failure probability of both cases.
Connection Between the Two Known Approaches
Lemma 1 (Relation Between Decoding Matrices) Let k
)) is a (t + 1) × n parity check matrix of a Gab[n, n − t − 1] code and is a (t + 1) × n submatrix of
, consisting of the lowermost t + 1 rows of H (0) . Multiplying R R by H T and comparing the result to (9) gives:
means that every entry is taken to the q-power i.
Based on (10), we first prove the if part. Calculate by Gaussian elimination
e., such that the ranks sum up). Notice that E R does not necessarily consist of the s lower submatrices of E R from (6). These elementary row operations do not change the rank and we obtain from (10)
Then, also rk E R · H T < t and therefore rk(S) < t. Second, let us prove the only if part. Due to Sylvester's rank inequality
Clearly, rk(H) = t+1. Hence, if rk(S) < t, then rk R R ≤ n−t−1+rk S < n−1.
Thus, both approaches have the same fraction of correctable error matrices when
This means that the tighter bound on the failure probability from [27] can also be used to bound the failure probability of [17] .
However, for arbitrary k (i) , it is not clear if the matrix on the RHS of (10) has the same rank as S since the q-powers of each submatrix differ.
Principle of Interpolation-Based Decoding
Guruswami and Sudan [10, 34] introduced polynomial-time list decoding of ReedSolomon and Algebraic-Geometry codes based on interpolating bivariate (usual) polynomials. For linearized polynomials, however, it is not clear how to define mixed terms (i.e., monomials containing more than one indeterminate) and how to design a list decoding algorithm for Gabidulin codes, see also [35] . When a bivariate linearized polynomials is defined without mixed terms, we can decode an Gab[n, k] code up to (n − k)/2 = (d − 1)/2 , which was done in [18] .
Our decoding approach for interleaved Gabidulin codes is based on interpolating a multi-variate linearized polynomial without mixed terms.
Interpolation
Step
, and g 0 , g 1 , . . . , g n−1 ∈ F q m , which are linearly independent over Fq, be given.
Find an (s + 1)-variate linearized polynomial of the form
which satisfies for given integers n, τ, k
• Q(g j , r
(1)
Denote the coefficients of the univariate linearized polynomials by
A solution to Problem 1 can be found by solving a linear system of equations, which is denoted by
Lemma 2 There is a non-zero Q(x, y 1 , . . . , ys), fulfilling the conditions of Problem 1 if
Proof The number of linearly independent equations is at most the number of interpolation constraints (i.e., the number of rows of R in (12)), i.e., n, and has to be less than the number of unknowns (given by the length of q) in order to guarantee that there is a non-zero solution:
For the special case
, this gives τ < s(n − k + 1)/(s + 1). The unique decoding approaches from [17, 27] (see Section 2) have maximum decoding radius τu = (sn − s i=1 k (i) )/(s + 1) . A comparison to the maximum value of τ , given by Lemma 2, provides the following corollary and shows that our decoding radius is at least the same as τu.
and let τ be the greatest integer fulfilling (13) 
The following theorem shows that the evaluation words of the interleaved Gabidulin code are a root of any valid interpolation polynomial.
, and let r
Let t = rk e
(1)T e (2)T . . . e (s)T ≤ τ , where τ satisfies (13) . Let Q(x, y 1 , . . . , ys) = 0 be given, fulfilling the interpolation constraints from Problem 1. Then,
Proof Define r (i) (x) and
. Since all polynomials are linearized,
Lemma 12 in the appendix shows that the row spaces fulfill
Because of the interpolation constraints, we obtain R(g) = 0 and hence, rk (F (g)) = rk(
the dimension of the root space of F (x) in F q m has to be at least n − τ , which is only possible if its q-degree is at least n − τ . However, deg q F (x) ≤ n − τ − 1 due to the interpolation constraints and therefore F (x) = 0.
The interpolation step can be accomplished by solving the linear system of equations based on the matrix R from (12) , which requires cubic complexity in F q m with Gaussian elimination. Instead of this, it seems that the efficient linearized interpolation from [40] can be used and the complexity of the interpolation step can be reduced to O(s 2 n(n − τ )) operations over F q m .
Root-Finding
Step Given Q(x, y 1 , . . . , ys), fulfilling the constraints of Problem 1, the task of the rootfinding step is to find all tuples (f
The important observation is that this is a linear system of equations over F q m in the coefficients of
. This is similar to the root-finding step of Guruswami and Wang for folded/derivative Reed-Solomon codes [9, 11] and to Mahdavifar and Vardy for folded Gabidulin codes [19] . Recall for this purpose that (a + b)
[
for any a, b ∈ F q m and any integer i.
Therefore, given Q(x, y 1 , y 2 ), we can calculate the coefficients of all possible pairs
(2) (x) of q-degree less than two by the following linear system of equations:
In order to set up (15) in general, we can use more than one Q(x, y 1 , . . . , ys). Namely, we can use all polynomials corresponding to different basis vectors of the solution space of the interpolation step. This also decreases the probability that the system of equations for the root-finding step does not have full rank (see also Section 4.2). In order to calculate the dimension of the solution space of the interpolation step, denoted by d I , we need the rank of the interpolation matrix.
Lemma 3 Let rk e
(1)T e (2)T . . . e (s)T = t ≤ τ , where τ satisfies (13) . Then, for the interpolation matrix from (12), rk(R) ≤ n − τ + t holds.
Proof The first k (i) columns of R contain the generator matrices of the Gabidulin codes Gab[n, k (i) ]. For calculating the rank of R, we can subtract the codewords and their q-powers from the s right submatrices such that these submatrices only depend on the error. Hence, the rank of R depends on rk(qvan n−τ (g)), which is n − τ , and on the rank of the error matrix, which is t. Hence, rk(R) ≤ n − τ + t.
The dimension of the solution space of the interpolation step is therefore:
and for
, denote the interpolation polynomials corresponding to different basis vectors of the solution space of the interpolation step. We denote the following matrices:
(17) The linear system of equations for finding the roots of Q(x, y 1 , . . . , ys), where k = max i {k (i) }, is:
where Q is an ((n − τ )d I ) × sk matrix and where we assume that f
and 
can be found recursively with complexity at most O(s 3 k
2 ) operations in F q m .
Proof The complexity of calculating q-powers is negligible (compare e.g., [8] ). The solution of (19) 
0,1 for f 1 with complexity at most O(s 3 ) operations. We continue this until we obtain all coefficients of f (1) (x), . . . , f (s) (x), where for f j , we first have to calculate (j − 1) · s · d I multiplications over F q m and solve a d I × s linear system of equations. Hence, the overall complexity for the root-finding step is upper bounded by
2 ) operations over F q m .
Decoding Approaches
The decoding principle from the previous section can be used as a list decoding algorithm, returning all codewords of the interleaved Gabidulin code in rank distance at most τ from the received word, where τ satisfies (13) (described in Subsection 4.1), or as a probabilistic unique decoding algorithm (described in Section 4.2).
A List Decoding Approach
Our decoding approach for interleaved Gabidulin codes can be seen as a list decoding algorithm, consisting of solving two linear systems of equations.
Lemma 5 (Maximum List Size) Let r (i) , ∀i ∈ [1, s], be given and let τ satisfy (13). Then, the list size I , i.e., the number of codewords from IGab[s; n, k
T , is upper bounded by:
Proof The list size can be upper bounded by the maximum number of solutions of the root-finding step (19) . There exists an integer i ∈ [1, s] such that Q i (x) = 0, since Q(x, y 1 , . . . , ys) = 0. Note that Q 0 (x) = 0 and
T is a full-rank matrix. Hence, let i ∈ [1, s] be such that Q i (x) = 0 and let j be the smallest integer such that q i,j = 0. Consider the submatrix of Q, which consists of the columns corresponding to the coefficients of f (i) (x). For some h ∈ [1, s], this submatrix contains at least one k
on the diagonal. Therefore, rk(Q) ≥ min i {k (i) } and the dimension of the solution space is at most
It is not clear whether the list size can really be that large. Finding the actual list of codewords out of the solution space of (19) further reduces the list size. When I > 1, the system of equations for the root-finding step (19) cannot have full rank. The following lemma estimates the average list size. For most parameters, this value is almost one (see Example 2). The proof proceeds similar to McEliece's proof for the average list size in the Guruswami-Sudan algorithm [20] .
. . e (s)T ) = t ≤ τ and let τ satisfy (13) . Then, the average list size, i.e., the average number of codewords (c
is upper bounded by
Proof Let R be a random variable, uniformly distributed over all matrices in F s×n q m and let r be a realization of R, i.e., the s elementary received words written as rows of a matrix. Let c ∈ IGab[s; n, k
(1) , . . . , k (s) ] be the fixed transmitted codeword. Then, P (rk(r − c) ≤ τ ) = P (rk(r) ≤ τ ), which is the probability that a random sm × n matrix over Fq has rank at most τ . Let IGab * [s; n, k Let us further consider another random variable X, which depends on R:
where r ∈ F s×n q m . Denote by 1(..) the indicator function, then the expectation of X is given by:
Therefore,
The average list size is I = E[X] + 1 due to the transmitted codeword.
Unfortunately, it is not clear if it is possible that I = 1 and still, the system of equations for the root-finding step (19) does not have full rank. Thus, Lemma 6 does not bound the probability that the rank of Q is not full; this is done in Lemma 9. Theorem 2 summarizes the properties of our list decoding algorithm and Algorithm 1 shows the steps of the decoder in pseudocode.
Theorem 2 (List Decoding of Interleaved Gabidulin Codes) Let the interleaved Gabidulin code IGab[s; n, k
, and let the elementary received words r
Then, we can find a basis of the affine subspace, containing all tuples of polynomials (f (1) (x) , . . . , f (s) (x)), such that their evaluation at g is in rank distance
T with overall complexity at most O(s 3 n 2 ).
The complexity of finding the basis of the list is quadratic in n, but the complexity for finding explicitly the whole list can be exponential in n. The dimension of the solution space of (19) is (sk−rk(Q)) over F q m , which results in q m(sk−rk Q) possible solutions. If the rank of Q is not full (i.e., less than sk), we have to examine all these solutions and check if they correspond to a valid codeword. Therefore, the complexity of our list decoder depends on the rank of the matrix Q, but not on the "real" list size. It is not clear if there is a connection between the real list size and the rank of Q, going beyond the fact that if the real list size is greater than one, the rank of Q cannot be full.
Therefore, this is not a polynomial-time list decoder, although in most cases a unique solution can be found with quadratic time complexity. 2 Define R as in (12) (11), where q is calculated in Line 3
Root-finding step:
6 Define Q as in (17), (19) 7 Determine affine solution space of Q · f = q 0 of dimension (sk − rk(Q)) 8 Determine all vectors in this solution space and save them in set
List of evaluation words L
A Probabilistic Unique Decoding Approach
In this section, we apply our decoding approach to probabilistic unique decoding. Since the list size might be greater than one, there is not always a unique solution.
We accomplish the interpolation step as before and declare a decoding failure as soon as the rank of the root-finding matrix Q is not full (see (19) ). We upper bound this probability and call it failure probability. The failure probability is actually the fraction of non-correctable error matrices. We show a relation to the approaches from [17, 27] . The upper bound as well as simulation results show that the failure probability is quite small. Therefore, we can use our decoder as probabilistic unique decoder which basically consists of solving two structured linear systems of equations and has overall complexity at most O(s 3 n 2 ), where s n is usually a small fixed integer.
It is important to observe that we always set up the system of equations for the interpolation step (Problem 1) with maximum possible τ , but-in contrast to solving the systems of equations from (4) and (8)-we also find the unique solution (if it exists) if t < τ without decreasing the size of the matrix, since the rank of the matrix R from (12) is not important.
Recall the notations from (17) and denote additionally the d I × (s + 1) matrix
For any matrix A with entries in F q m it holds that rk(A [i] ) = rk(A) for any integer i. The matrix Q (19) contains a lower block triangular matrix, providing Lemma 7.
Lemma 7 (Rank of Root-Finding Matrix) Let Q be defined as in (19) and Q 
This is equivalent to the decoding radius of joint decoding and slightly different to (13) , which is the maximum decoding radius when we consider our algorithm as a list decoder (see Section 4.1). Let us show a connection between the probability that Q does not have full rank and that the matrix R R from [17] , see (5), does not have full rank.
Lemma 8 (Connection Between Matrices of Different Approaches) Let Q 0 be defined as in (20) and R R as in (5) 
Proof If rk(Q 0 ) < s, then by linearly combining the d I ≥ s dimensional basis of the solution space of the interpolation step, there exists a non-zero interpolation polynomial Q(x, y 1 , . . . , ys), which fulfills Problem 1 and has the coefficients q 0,0 = q 1,0 = · · · = q s,0 = 0. Since Q(x, y 1 , . . . , ys) = 0 (Lemma 2), the interpolation matrix without the first column of each submatrix (i.e., the columns corresponding to q 0,0 , q 1,0 , . . . , q s,0 ), denoted by R, does not have full rank.
Moreover R
Combining the last two lemmas, we obtain the following theorem.
, consists of random elements uniformly distributed over F q m . Let R R be as in (5) and S as in (8) 
Therefore, for τ ≥ s:
0 ). The first inequality of (22) follows from Lemma 7 and the second from Lemma 8. Hence, we can bound P rk(Q) < sk) by the failure probability from [17] . Due to Lemma 1, the failure probability from [17] is the same as the one from [27] for
The assumption of random received vectors and the restriction τ ≥ s follow from [24, Theorem 3.11] . We conjecture that τ ≥ s is only a technical restriction and that the results hold equivalently for τ < s.
Alternatively, we can bound the failure probability as follows. Assume, the matrix Q
[0] 0 consists of random values over F q m . This assumption seems to be reasonable, since in [17] and [27] it is assumed that r 0 are obtained from a linear system of equations, where each q i,0 is multiplied with the coefficients of a different r (i) .
Lemma 9 (Alternative Calculation of Failure Probability) Let
s,0 for j = 1, . . . , d I be random elements uniformly distributed over F q m . Then,
by the probability that a random (d I × s)-matrix over F q m has rank less than s:
2 )
Lemma 9 does not have the technical restriction τ ≥ s as Theorem 3 and the bounds from [17, 27] . Theorem 4 summarizes our results, Algorithm 2 summarizes the steps of our decoder in pseudocode and Example 2 illustrates the failure probability. 
, and let the given elementary received words r
, consist of random elements uniformly distributed over F q m . Then, with probability at least
we can find a unique solution f
T with overall complexity at most O(s 3 n 2 ). Interpolation step:
2 Define R as in (12) 3 (11) where q is calculated in Line 3
6 Define Q as in (17), (19) 
else Output: "decoding failure"
The maximum decoding radius for unique as well as for list decoding according to (13) and (21) is τ = 3 whereas a BMD decoder guarantees to correct all errors of rank at most τ 0 = 2.
In order to estimate the failure probability, we first simulated 10 7 random error matrices (e P rk(Q) < sk = P rk(S) < τ = P rk(R R ) < n − 1 = 6.12 · 10
As a comparison, the average list size calculated with Lemma 6 is I < 1+6.104·10
−5 , the upper bound from Theorem 3 (and therefore the upper bound from (7), [17] ) gives
and the bound from Lemma 9 gives
Second, in order to estimate the performance compared to BMD decoding, we simulated 10
7 transmissions over a q-ary symmetric rank channel, which is defined in analogy to the usual q-ary symmetric channel such that
Fig . 1 shows the block error probability of the transmission of the IGab[s = 2; n = 7,
] code over such a symmetric rank channel. The result is dominated by the probability of t > τ , where all four shown decoders always fail. The list decoder only fails when t > τ . However, Fig. 1 shows that the failure probability for t ≤ τ is almost negligible compared to the probability that t > τ .
From the simulation results, we conjecture that rk(Q) < sk if and only if rk(S) < τ and rk(R R ) < n − 1, i.e., that Lemma 8 holds in both directions.
Compared to the unique decoding approaches from [17, 27] , our unique decoder achieves the same asymptotic time complexity and at most the same failure probability. The main advantage of our approach is that it can directly be used as a list decoder if an application can take advantage of that.
Error-Erasure Decoding
Applications like random linear network coding provide additional side information about the occurred error, see e.g. [32] . Such information can be used to declare erasures and thus, to increase the decoding performance. In comparison to classical erasure decoders in Hamming metric, we distinguish two types of erasures in rank metric: row erasures and column erasures. This section provides a generalization of our approach to interpolation-based error-erasure decoding of interleaved Gabidulin codes over F q m with n = m. We consider the most general form of row and column erasures as in [7, 32] and show how the additional information can be incorporated into our decoding algorithm from the previous sections. failure prob. for t ≤ τ Fig. 1 Simulation results for a IGab[s = 2; n = 7, k (1) = 2, k (2) = 2] code over F 2 7 with 10 7 transmissions over a q-ary symmetric rank channel.
Notice that in this section, we consider only n = m. On the one hand, this simplifies the notations, but on the other hand, Lemma 10 only holds for n = m.
We show that the presented error-erasure list decoding approach is able to reconstruct all codewords of an IGab[s; n, k
from the received word, where (i) denotes the rank of the row erasures and γ the rank of the column erasures (see also following description).
Row and Column Erasures and the Generalized Key Equation
. . . β ⊥ [n−1] ) denote (ordered) normal bases of F q m over Fq, which are dual to each other (see, e.g., [21] ). Consider an IGab[s; n, k
. . . β ⊥ [n−1] ) as in Definition 1. The parity-check matrices of the ele-
We assume that side information of the channel is given in form of:
, row erasures (in [32] called "deviations") and • γ column erasures (in [32] called "erasures"), such that the interleaved error matrix can be rewritten by:
e (2) . . .
where has to be common for all i ∈ [1, s] . This model of errors and erasures is slightly more general than the one in [15, Eq. (19) ], where all a (i,R) are equal. Based on the known matrix B (C) , we can calculate the following basis of the row space of the column erasures prior to the decoding process:
Further, we define the linearized polynomials Γ (C) (x), Λ (i,R) (x) and Λ (i,E) , ∀i ∈ [1, s], as linearized polynomials of smallest q-degree such that:
Therefore, Γ (C) (x) and Λ (i,R) (x), ∀i ∈ [1, s], can be calculated in the beginning of the decoding process since a (i,R) , ∀i ∈ [1, s], and B (C) are known. In the following, let p(
as in [30, 31] . The following lemma shows that for n = m, the full q-reverse is closely related to the transpose of the associated evaluated matrix of p(x).
, deg q p(x) < m, and its full q-reverse p(x) with p i = p Based on this lemma, we can establish a (transformed) key equation, incorporating errors and row/column erasures, which is important for the proof of Lemma 11. . . . . . . If k (i) = k, and (i) = , ∀i ∈ [1, s], we obtain τ < s(n − k + 1 − − γ)/(s + 1).
The interpolation and root-finding procedure is straight forward to the errorsonly approach from Section 3. The error-erasure list decoder therefore returns all Λ The unique decoder can be modified in a similar way and returns with high probability the unique solution if
With this principle, our interpolation-based decoding algorithm can be applied to (unique or list) error-erasure decoding of interleaved Gabidulin codes. For interpolation-based error-erasure decoding in Hamming metric it is more common to puncture the code at the erased positions and interpolate an (interleaved) code of smaller length and same dimension(s) as the original code, whereas we interpolate a code of same length as the original code, but higher dimension(s).
Conclusion and Outlook
This paper considers decoding approaches for interleaved Gabidulin codes. First, we have described two known decoding principles [17, 27] and have proven a relation between them. Second, we have shown a new approach for decoding interleaved Gabidulin codes based on interpolating a multi-variate linearized polynomial. The procedure consists of two steps: an interpolation step and a root-finding step, where both can be accomplished by solving a linear system of equations. Our decoder can be used as a list decoder or as a probabilistic unique decoder. To our knowledge, it is the first list decoding algorithm for interleaved Gabidulin codes. The complexity of the unique decoder as well as finding a basis of all solutions of the list decoder is quadratic in the length of the code; however, for the list decoder, finding the explicit list might require exponential time complexity. The output of both decoders is a unique decoding result with high probability. Further, we have derived a connection to the two known approaches for decoding interleaved Gabidulin codes. This relation provides an upper bound on the failure probability of our unique decoder. Finally, we have generalized our decoding principle such that it incorporates also row and column erasures.
For future work, it should be possible to apply re-encoding in order to reduce the complexity and to use subspace evasive subsets for the elimination of the valid solutions of the list decoder, similar to [11] .
