Under very general conditions, the total quadratic variation of a jump-di¤usion process can be decomposed into di¤usive volatility and squared jump variation. We use this result to develop a new option valuation model in which the underlying asset price exhibits volatility and jump intensity dynamics. The volatility and jump intensity dynamics in the model are directly driven by model-free empirical measures of di¤usive volatility and jump variation. Because the empirical measures are observed in discrete intervals, our option valuation model is cast in discrete time, allowing for straightforward …ltering and estimation of the model. Our model belongs to the a¢ ne class enabling us to derive the conditional characteristic function so that option values can be computed rapidly without simulation. When estimated on S&P500 index options and returns the new model performs well compared with standard benchmarks. JEL Classi…cation: G12
Introduction
State-of-the-art derivative valuation models assume that price changes in the underlying asset are driven by a di¤usive component as well as a jump component. 1 The volatility of the di¤usive component is typically assumed to be stochastic and the jump intensity is sometimes assumed to be constant. The econometric literature has developed powerful model-free methods for detecting statistically signi…cant jumps and for separating the daily total di¤usive volatility from the total quadratic variation via the use of high-frequency observations. 2 Our contribution is to combine these insights and develop a new derivative valuation model that directly uses the observable realized di¤usive volatility and realized jump variation to model dynamics in the di¤usive volatility and in the jump intensity. We cast our model within the broad class of a¢ ne discrete time models which implies that volatility and jump intensity …ltering is straightforward and that derivative valuation can be done without relying on simulation-based methods. We develop a stochastic discount factor for the model that enables us to compute European option values using Fourier inversion of the conditional characteristic function.
The development of rigorous statistical foundations for the use of intraday returns to construct daily realized volatility measures is arguably one of the most successful branches of …nancial econometrics. For early references, see Andersen and Bollerslev (1998) , Barndor¤-Nielsen and Shephard (2002) , Andersen, Bollerslev, Diebold, and Labys (2003) , and Zhang, Mykland, and Aït-Sahalia (2005) . For an early application of realized volatility in …nance, see for example Bakshi, Cao and Chen (1997) .
The …nance literature has recently developed models that use daily total quadratic variation from intraday data to specify and estimate daily models of option valuation which outperform models estimated only on daily returns. See for example Stentoft (2008) , Corsi, Fusari and La Vecchia (2013), and Christo¤ersen, Feunou, Jacobs and Meddahi (2014).
However, we are the …rst to develop an option valuation model with separate dynamics for observable realized di¤usive volatility and realized jump variation.
The econometric literature has shown that decomposing total quadratic variation into its di¤usive and jump variation parts leads to improved forecasts of future volatility. See for example Andersen, Bollerslev, and Diebold (2007) , and Busch, Christensen, and Nielsen (2011). 3 Our goal is to assess if the improvements found in the volatility forecasting literature carry over to option valuation. We …nd that they do.
When estimating the new model on returns, realized di¤usive volatility, and realized jump variation we …nd that it outperforms standard benchmark models in the literature including the Heston and Nandi (2000) a¢ ne GARCH model which is a special case of our model. The general model also outperforms a special case that models only the total quadratic variation dynamic, as well a special case that assumes the entire quadratic variation is attributable to the jump component.
When estimating the new model on S&P500 index options as well as returns and realized variation measures and evaluating the option …t then the model again performs well. The option implied volatility root mean squared error of the new model is 17% below that of the a¢ ne GARCH model. The improvement in option …t arises in virtually all the moneyness, maturity and market volatility categories that we consider.
One key advantage of our approach is that we avoid the …ltering issues that arise in related discrete time jump models, for example, Maheu and McCurdy (2004) , Christo¤ersen, Jacobs, and Ornthanalai (2012) , and Ornthanalai (2014) who either rely on particle …ltering or ignore the impact of estimated state variables when constructing the likelihood. More generally, we argue that using high-frequency information to discern between daily jumps and di¤usive volatility is likely to lead to a much more accurate identi…cation of the two components than relying only on daily returns, or only on daily returns and options.
The remainder of the paper proceeds as follows: In Section 2 we brie ‡y review the theory for separating di¤usive volatility from jumps and we show the two time series for the S&P500 index which is the underlying asset in our empirical study. In Section 3 we develop the physical return process. Section 4 estimates the physical process on returns, realized bipower and jump variation measures. In Section 5, we derive an option valuation formula for the model. In Section 6 we estimate the model on options and analyzes its …t. Finally, Section 6 concludes. The proofs of our propositions are relegated to the appendices.
Daily Returns and Realized Variation Measures
In this section we …rst brie ‡y review the key theoretical results that allows us to separate daily di¤usive volatility and jump variation using intraday data. We then construct empirical measures of realized di¤usive volatility and realized jumps and plot the daily realized variation series along with daily returns.
Separating Volatility and Jumps: Theory
Barndor¤-Nielsen and Shephard (2004) assume the stock price follows a jump-di¤usion process of the form
where dq t is a Poisson jump process with intensity J ; and J t is the normally distributed log jump size with mean J and standard deviation J . Under this very general assumption about the instantaneous return process, Barndor¤-Nielsen and Shephard (2004) show the following limit result as the sampling frequency goes to in…nity
where RV t denotes realized variance measuring total quadratic variation, and RBV t denotes bipower variation measuring di¤usive volatility. These quantities will be de…ned in detail below. We can now de…ne realized jump variation using
which provides the decomposition of total quadratic variation that we need.
The next step in our analysis is to construct empirical measures of RV t , RBV t , and RJV t .
Separating Volatility and Jumps: Empirics
Our empirical investigation begins by constructing a grid of one-minute equity index prices each day from which we compute …ve series of overlapping …ve minute log-returns. Each day we can compute …ve realized variance measures from the sum of squared …ve-minute returns. The …ve overlapping realized variance series are then averaged to obtain a single market microstructure robust measure of total quadratic variation as follows
where R t+(i+5j)=m denotes the j th period 5-min intraday return, and m denotes the number of 1-minute returns available on day t + 1. Following Hansen and Lunde (2005) the RV t+1 computed above is …nally rescaled so that the average value of RV t+1 is equal to the sample variance of daily log-returns.
is the daily log return computed from closing prices.
Di¤usive volatility is computed using realized bipower variation de…ned from
Then, in order to ensure the empirical version of the theoretical relationship in equation (1) holds, namely,
and also in order to ensure that RJV t+1 0, we use the following de…nitions, Figure 1 that the RV t , RBV t , and RJV t series share broadly similar patterns including the fact that their largest values occur during the 2008 …nancial crises. This commonality suggests that when RV t is high then both RBV t and RJV t are high and vice versa. Note also that RBV t is an order of magnitude larger than RJV t . shows strong evidence of persistence as well. To be sure, the autocorelations for realized jump variation are lower at short lags than for realized variance and bipower variation, but they are very persistent. It is thus clear that the realized jump measure requires a dynamic speci…cation of its own and likely one that is di¤erent from the dynamic speci…cation of bipower variation. Building a dynamic return model with such features is our next task.
A New Dynamic Model for Asset Returns
The goal of this section is to build a model for end-of-day t option valuation that incorporates the information in the R t , RBV t , and RJV t series computed at the end of the day. We want to build a model in which state variables are explicitly …ltered using our observables and in which option valuation can be done without Monte Carlo simulation.
The Asset Return Process
Consider …rst the following generic speci…cation of daily log returns
where r denotes the risk-free rate, and the …rst innovation, z t+1 , denotes a heteroskedastic Gaussian innovation
The second innovation, y t+1 ; denotes a compound jump process
where the number of Gaussian jumps per day is Poisson distributed n t+1 P s (h y;t ) :
Note that this general framework allows for dynamic volatility via h z;t and dynamic jump intensity via h y;t . These dynamics still need to be speci…ed and crucially for us they need to be linked with the daily realized bipower and jump variation measures.
Finally, note that in our timing convention, h z;t denotes the expected "di¤usive"variance for day t + 1 constructed at the end of day t. Similarly, h y;t denotes the expected number of jumps on day t + 1 constructed at the end of day t.
Incorporating Realized Bipower and Jump Variation
Each day the realized bipower variation provides new information about di¤usive volatility, h z;t . However, RBV t+1 is measured with error and we therefore specify the following measurement equation
where we have introduced a measurement error variable
which has a correlation with the di¤usive return shock, " 1;t+1 , de…ned in equation (3).
The innovation term inside the brackets in equation (6) is constructed to have zero mean ensuring that
Note also that equation (6) allows for a nonlinear impact of " 2;t+1 on RBV t+1 via .
Our daily realized jump variation measure constructed from intraday data is naturally linked with the sum of squared daily jump variation in the model as follows:
This relationship implies that
where we have used the second moment of the Poisson distribution.
Volatility and Jump Dynamics
We are now ready to specify the dynamics of the expected volatility and jump intensity. In the empirical sections below, we will focus on a special case of our modeling framework in which we simply pose that
h y;t+1 = ! y + b y h y;t + a y RJV t+1 :
Note that in this speci…cation, h z;t+1 and h y;t+1 are both univariate AR(1) processes, which we can write as
The dynamics in (7) (8) imply that RBV t+1 and RJV t+1 are both univariate ARM A(1; 1)
processes. We will refer to this as the BPJVM model.
The General Case
Our dynamic modelling framework is more general than the BPJVM model. De…ne the bivariate processes h t (h z;t ; h y;t ) 0 , and
The general dynamic vector process is then of the form,
where the parameter vector and matrices are
; a = a z a z;y a y;z a y ! :
Note that by construction h t+1 is a vector autoregressive process of order one, V AR (1),
and RV M t+1 is a vector autoregressive moving average model, V ARM A(1; 1). In particular, note that the expected value of the vector h t+1 is
Below we will focus on the BPJVM version of the model in which a z;y = a y;z = b z;y = b y;z = 0.
Expected Returns and Risk Premiums
It is clear from equation (2) that the one-day-ahead conditionally expected log returns in the model is simply
The jump compensator parameter, , in our model is itself a particular function of other parameters = e + 1 2 2 1:
This functional form ensures that conditionally expected total return is
which in turn ensures that z and y can be viewed as compensation for di¤usive volatility and jump exposure, respectively. Substituting equation (2) into (10), taking expectations, and solving for yields equation (9) . The parameter will therefore not be estimated below but instead simply set to is value implied by equation (9).
Conditional Second Moments
From the model above, it is relatively straightforward to derive the following one-day-ahead conditional second moments
Note that the model allows for two types of leverage e¤ects: One via the return covariance with bipower variation and another via the return covariance with jumps.
Physical Parameter Estimates
Above we have laid out the general framework for incorporating bipower variation and realized jump variation when modeling return dynamics. In this section we develop a likelihoodbased estimation method that enables us to estimate the physical parameters using daily observations on returns, as well as the realized variation measures from Figure 1 . We also develop two special cases of the general model and we brie ‡y describe the Heston and Nandi (2000) benchmark GARCH model as well.
Deriving the Likelihood Function
When deriving the conditional quasi-likelihood function note …rst that the contribution to the total conditional likelihood by day t + 1 can be obtained by summing over the number of jumps occurring on that day. We can write
with the number of jumps drawn from the Poisson distribution,
Separating out the days with exactly zero jumps, we get
In order to save on notation, de…ne the variable vectors
and the corresponding conditional …rst and second moments
Then we can write the marginal likelihood for returns and bipower variation when n t+1 = 0 as
and when n t+1 > 0 we have
The log-likelihood is now de…ned by
Conditional Moments
The likelihood function above requires that we derive the …rst two moments conditional on time and on the number of jumps, n t+1 . For the conditional …rst moments we have
For the conditional second moments we have
From these moments we can easily construct the t vectors and t matrices in equation (12) needed for the likelihood function in equation (13) .
Before turning to estimation of the new model we de…ne three special cases of interest which we also estimate below.
The Heston-Nandi GARCH Model as a Special Case
First, by setting h y;t = 0, and = 1, we obtain one of the standard GARCH(1,1) models in the literature.
Speci…cally, note that = 1 implies that " 1;t+1 = " 2;t+1 and the realized variance therefore becomes irrelevant. We then get
which is exactly the Heston and Nandi (2000) a¢ ne GARCH(1,1) model.
The RVM Model as a Special Case
Second, we can shut down the separate jump variation by setting h y;t = 0 in the new model.
We then get
This is exactly the autoregressive RV model in Christo¤ersen, Feunou, Jacobs, and Meddahi (2014). We will refer to this as the RVM model below.
The RJM Model as a Special Case
Third, we can shut down the bipower variation channel by setting h z;t = 0. We then get
and furthermore we set
Note that in this case the entire quadratic variation is assumed to be driven by jumps so that each day has at least one jump. We will refer to this as the RJM model below. Table 1 contains the maximum likelihood estimation results for the physical return processes Note that volatility persistence is very high in the RVM and BPJVM models and considerably lower in the GARCH and RJM model. Unconditional volatility and volatility persistence is de…ned in the GARCH model as
Parameter Estimates and Model Properties
in the RVM model as
in the JVM model as
and in the BPJVM model as
:
Persistence for the two variance components in the BPJVM model are thus equal to the RVM and JVM cases.
When comparing model …t, we are faced with the challenge that the GARCH model is only …t to returns, the RVM and RJM models are …t to returns and RV, and the general BPJVM model is …t to returns, BPV and RJV. In Figure 3 we plot the daily conditional volatility computed as the square root of h t+1 for each model. Note that the volatility spikes are much more dramatically in the RVM, JVM and BPJVM models than in the GARCH model. It is interesting and perhaps surprising that the JVM model is able to produce a spot volatility time path which is quite similar to that from the RVM and BPJVM models. This is partly because the RJM model is …t to returns and RV and not returns and RJV.
In Figure 4 we plot the daily conditional volatility of variance computed as the square root of
for the BPJVM model. The variance of variance expressions for the other models are similar.
Note from Figure 4 that the conditional volatility of variance is relatively low and almost constant in the GARCH model whereas in the other models it tends to be large when volatility is high thus matching the empirical evidence. Note that the volatility of volatility is slightly lower in the RJM than in the RVM and BPJVM models.
In Figure 5 we plot the conditional correlation of returns and variance, which are computed for the BPJVM model using
where the terms in the denominator can be obtained from equations (11) and (14) . The conditional correlation expressions for the other models are similar. Figure 5 shows that the di¤erences across models are quite large from this perspective. The GARCH model implies a correlation of almost negative one. The other models imply correlations around 0:2: The RJM and the BPJVM models imply some time series variation in the correlation whereas the RJM model does not. Figure 6 presents evidence on the di¤erent models'ability to forecast one-day ahead realized variance. The ex-post realized variance is on the vertical axis and the model-predicted variance is on the horizontal axis. The corresponding regression …t is 49% for the GARCH model, 85% for the JVM model and 87% for the RVM and BPJVM models. 5 The slope coe¢ cient on the volatility forecast, which ideally should be 1, is 2:5 in the GARCH model, The properties we have investigated above are likely to have important implications for the models'ability to …t large panels of options. This is the task to which we now turn.
Option Valuation
In this section we show how the physical model developed above can be used for option valuation. We …rst derive the moment generating function of the physical process and show that it is a¢ ne. We then de…ne a pricing kernel which implies that the risk-neutral moment generating function is of the same form as its physical counterpart. This in turn implies that we can compute option prices using Fourier inversion. Empirical results from estimating the model jointly on returns, realized measures and options follow.
The Physical Moment Generating Function
Using the vector notation h t (h z;t ; h y;t ) 0 de…ned above, and further de…ning the coe¢ cients v (v z ; v y ) 0 , Appendix B shows that we can write the physical moment generating function
where we have further de…ned
Note that the physical MGF is of an exponentially a¢ ne form which will greatly facilitate option valuation below.
Risk Neutralization
We follow Christo¤ersen, Elkamhi, Feunou, and Jacobs (2010) and assume an exponential pricing kernel of the form
= exp 1;t " 1;t+1 + 2;t " 2;t+1 + 3;t P n t+1 j=0 x j In order to ensure that the model is a¢ ne under Q, it is necessary and su¢ cient to impose the following conditions
Appendix C shows that the risk-neutral probability measure for the BPJVM model is
where " 1;t+1 and " 2;t+1 are bivariate Gaussian under Q, and where h y;t = e 3 + 1 Hence we have the risk premiums
where and 3 are additional parameters to be estimated. Below we will use the notation = and report estimates of instead of .
By the nature of the model, risk-neutralization of the JVM model is slightly di¤erent from the other models. Appendix D provides the details.
Computing Option Values
Above we have shown that the risk-neutral distribution is of the same form as physical distribution. The risk-neutral MGF will therefore be of the form shown in Appendix B but with risk-neutral parameters used instead of their physical counterparts. We can therefore write the one-period risk-neutral conditional MGF as
Call option values can now be computed via standard Fourier inversion techniques
where Q t;t+M denotes the risk-neutral M -period MGF (see Appendix B) corresponding to the one-day MGF in equation (18) . Put option values can be computed from put-call parity.
Armed with the quasi-closed form option-pricing formula in equation (19) we are now ready to embark on a large-scale empirical investigation of the four models.
Fitting Options and Returns
From OptionMetrics we obtain Wednesday closing mid-quotes on SPX options data starting on January 2, 1996 and ending on August 28, 2013 which was the last date available at the time of writing.
We apply some commonly-used option data …lters to the raw data. We restrict attention to out-of-the-money options with maturity between 15 and 180 calendar days. We omit contracts that do not satisfy well-known no-arbitrage conditions. We use only the six strikes with highest trading volume for each maturity quoted on Wednesdays. Finally, we convert puts to calls using put-call parity so as to ease the computation and interpretation below. Table 2 provides descriptive statistics of the resulting data set consisting of 21,283 options.
The top panel shows the contracts sorted by moneyness de…ned using the Black-Scholes delta.
The persistent "smile" pattern in implied volatility is readily apparent from the top panel.
The middle panel sorts the contracts by maturity and shows that there is not a persistent maturity pattern in implied volatilities: The term-structure of implied volatility is roughly ‡at on average. The bottom panel sorts by the VIX level. Table 2 shows that roughly half the contracts have a Delta above 0:6, a time-to-maturity between 30 and 90 days and are recorded on days when the VIX is between 15 and 25.
Joint estimation is performed by following Trolle and Schwartz (2009) who assume that the vega-weighted option errors, e j , are i.i.d. Gaussian. We can then de…ne the option likelihood, ln L O , and the joint likelihood, ln L; as follows
where ln L P denotes the log of likelihood function of the physical process de…ned in equation (13) . We now estimate all physical parameters and risk premia by maximizing the joint likelihood function, ln L. Table 3 contains the parameter estimates and log likelihoods for our four models. We again calibrate the ! parameters by targeting the unconditional model variance to the sample variance of returns. As in Table 1 , the physical parameters tend to be estimated precisely whereas some of the risk premium parameters continue to be di¢ cult to pin down. A sequential estimation procedure in which only risk premia are estimated from options may lead to more precise estimates. We leave this for future work.
The log-likelihoods reported in Table 3 are from joint estimation on returns and options for the GARCH model; from returns, RV and options for the RVM and JVM models; and from returns, BPV, RVJ and options for the BPJVM model. They are therefore not directly comparable.
The option errors at the bottom of the 
Exploring the Results
In Table 4 we decompose the overall IV RM SE …t in Table 3 by moneyness, maturity and VIX level following the layout of Table 2 . The top panel of Table 4 shows that the BPJVM model performs the best in all but one moneyness category, namely deep out-of-the-money calls where RVM is best. The BPJVM model performs particularly well for deep in-themoney calls (corresponding to deep out-of-the-money puts) which have proven notoriously di¢ cult to …t in the literature. The middle panel of Table 4 shows that the BPJVM model performs the best in all maturity categories including one virtual tie with the JVM model, namely for maturities between 30 and 60 days. The bottom panel shows that the BPJVM model is best in …ve of six VIX categories and virtually tied in the sixth when VIX is between 15 and 20%.
All together, Table 4 shows that the overall improvement in option …t by the BPJVM model evident in Table 3 is not due to any particular subset of the data set. The superior …t is obtained virtually everywhere. 
Appendix A: A Special Case of the Likelihood Function
In this section, we compute a special case of the likelihood function used to …t BPJVM model to the observed returns and RV only. Denote
Using the methodology from the general case, we have
Appendix B: Physical MGF for the BPJVM Model
In this section, we derive the closed-form MGF for the BPJVM model under the physical measure. Using the vector notation h t (h z;t ; h y;t ) 0 and further de…ning the coe¢ cients v (v z ; v y ) 0 , we can write the physical moment generating function as
We further de…ne
Then, we can write
Where the expectations can be computed explicitly as
Therefore, we have the following expression
Substituting the above back to the original MGF, we get
which shows that the physical one-step-ahead moment generating function is exponentially a¢ ne.
We conjecture that the multi-step moment generating function is also of the a¢ ne form.
First, de…ne
From this we can compute where A and C are 2-by-1 vector-valued functions.
Appendix C: Risk Neutralization of the BPJVM Model
In this appendix, we derive the risk-neutralization of the BPJVM model. We assume an exponential pricing kernel of the following form
E t h exp 1;t " 1;t+1 + 2;t " 2;t+1 + 3;t P n t+1 j=0 x j t+1 i = exp 1;t " 1;t+1 + 2;t " 2;t+1 + 3;t P n t+1 j=0 x j We need to impose the no-arbitrage condition In order to obtain an a¢ ne model under the Q measure, we set 3;t to a constant, i.e. 3;t = 3 :Under the Q measure we have " 1;t+1 = " 1;t+1 ( 1;t + 2;t ) ; " 1;t+1
iid Q N (0; 1)
We thus see that under the Q measure, " 1;t+1 and " 2;t+1 follow a bivariate standard normal distribution with correlation :
The realized bipower variation equation can be written as follows
In order to ensure that the model is a¢ ne under Q, it is necessary and su¢ cient to …x
which yields the condition
Using the no-arbitrage condition above implies that 
Hence under the risk-neutral measure, we have
with the following parameter mappings h y;t = e 3 + 1 
Appendix D: Risk Neutralization of the RJM Model
In this appendix, we derive the risk-neutralization of the RJM model. We use the following particular form of the pricing kernel to ensure the a¢ ne structure is preserved under the risk-neutral measure.
which can be written as
with the notation
(e 4 1) h y;t ! We need to impose the no-arbitrage condition
which gives us the following parameter restriction To determine the risk-neutral distribution of the shocks, we consider 
with the following parameter mappings
Thus we can re-write the returns equation under the risk-neutral measure as
where 2 is a parameter to be estimated. Notes: We use 21,283 S&P500 index option contracts from OptionMetrics. The contracts have been subjected to standard filters as described in the text. The top panel reports the contracts sorted by moneyness defined using the Black-Scholes delta. The second panel reports the contracts sorted by days to maturity (DTM). The third panel reports the contract sorted by the VIX level on the day corresponding to the option quote. Notes: Using daily returns, daily realized variation measures and options we estimate our four models using a joint maximum likelihood criterion. The table reports the joint likelihood value as well as its decomposition into the various components. Option errors are reported using implied volatility root mean squared errors (IVRMSE) and vega-weighted root mean squared errors (VWRMSE) as defined in the text. The sample is from January 2, 1996 through August 28, 2013. Standard errors are reported in parentheses. Physical variance targeting is used to fix the ω parameters. Notes: We use the parameter values in Table 2 to fit our four models to the 21,283 S&P500 index option contracts from OptionMetrics. The top panel reports IVRMSE for contracts sorted by moneyness defined using the Black-Scholes delta. The second panel reports IVRMSE for contracts sorted by days to maturity (DTM). The third panel reports the IVRMSE for contract sorted by the VIX level on the day corresponding to the option quote.
