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Abstract. In this report we extend some ideas already developed by [8, 11,
12] to the case where the singular perturbation is given by a derivative of the
Dirac’s δ.
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1. Introduction
Since the seminal papers by Laskin (see [7] and the reference therein) fractional
quantum mechanics has received and increasing interest from a theoretical point of
view, and only recently some applications have been proposed in optics [9, 14] and
in the framework of nonlinear Schro¨dinger equations [2, 4, 5]. In fact, most of the
current studies on fractional quantum mechanics are mainly focused on the math-
ematical aspects; the difficulties come from the fact that the fractional Laplacian
(−∆)α/2 is a nonlocal operator. Therefore, analysis of some simple toy models
would be very useful; recently, one-dimensional fractional Laplacian perturbed by
a one (or more) Dirac’s delta has been discussed [8, 11, 12].
In this short report we show how the main ideas can be extended to the case
of a more singular perturbation of the one-dimensional fractional Laplacian, e.g.
the n-th derivative of the Dirac’s delta with n ≥ 1; the price we have of pay is to
request that the power α of the fractional Laplacial must be greater than 2n + 1.
Hence this method does not apply to the standard Laplacian (corresponding to
α = 2) when n is bigger or equal than 1. This problem does not occur for the
Dirac’s delta, corresponding to n = 0, because it is infinitesimally bounded with
respect to the Laplaclian (see Theorem KLMN and Example 3 by §X.2 [13]). In
fact, one could extend the result to α ≤ 2n + 1, even for n ≥ 1, by means of a
suitable renormalization procedure as done, for example, by [3] in order to define
the three-dimensional Laplacian perturbed by a Dirac’s delta.
In Section 2 we give the main result, and in Section 3 we apply it to the case of
n = 0 and n = 1. In fact, the result when n = 0 coincides with the one already
given by [11, 12] up to a normalization pre-factor.
Date: October 9, 2018.
I’m very grateful to Diego Noja and Sandro Teta for useful discussions. This work is partially
supported by Gruppo Nazionale per la Fisica Matematica (GNFM-INdAM).
1
ar
X
iv
:1
80
1.
01
69
4v
1 
 [m
ath
-p
h]
  5
 Ja
n 2
01
8
2 ANDREA SACCHETTI
2. Main result
Let us consider the one-dimensional fractional eigenvalue problem Hψ = Eψ,
ψ ∈ L2(R, dx),
Hψ := (−∆)α/2 ψ + V0δ(n)ψ ; (1)
where δ(n) is the n-th derivative of the Dirac’s delta with strength V0 ∈ R. The
fractional Laplacian operator is defined for any α > 0 by means of the Fourier
transform F of ψ, that is
F
[
(−∆)α/2 ψ
]
(p) = |p|αφ(p), φ = Fψ , (2)
and the n-th derivative of the Dirac’s delta is defined as usual∫
R
δ(n)f(x)dx = (−1)n d
nf(0)
dxn
for any test function f and its Fourier transform is given by F (δ(n)) = (ip)n. Here
φ(p) = [Fψ] (p) =
∫
R
e−ipxψ(x)dx
and
ψ(x) =
[F−1φ] (x) = 1
2pi
∫
R
eipxφ(p)dp .
Laplacian fractional operators may have equivalent definitions provided that
α ∈ (0, 2) [6]; furthermore, when α is restricted to such an interval then properties
of regularity to the equation (−∆)α/2u = f occurs. In these paper we don’t restrict
α to the interval (0, 2), indeed definition (2) makes sense even for α large enough
provided that φ rapidly decreases when p goes to infinity; in fact, we will assume
α larger that 2n+ 1.
If we consider the Fourier transform of both sides of the eigenvalue equation
Hψ = Eψ we have that it takes the form
|p|αφ+ V0F
(
δ(n)
)
? F(ψ) = Eφ
that is
|p|αφ+ in V0
2pi
∫
R
(p− q)nφ(q)dq = Eφ . (3)
In order to solve such an equation we set
Kh = −in(−1)n−h V0
2pi
(
n
h
)∫
R
qn−hφ(q)dq , h = 0, 1, 2, . . . , n ; (4)
hence it follows that (3) has solution
φ(p) =
n∑
h=0
Kh
ph
|p|α − E . (5)
We should remark that φ ∈ L2 when E < 0 and α > n + 12 ; furthermore the
integrals in Kh converge for any h = 0, . . . , n when α > 2n + 1. Therefore, by
substituting (5) inside (4) we have that
Kh =
n∑
k=0
ah,kKk (6)
3where (see §A.1)
ah,k := ah,k(E) = −in(−1)n−h V0
2pi
(
n
h
)∫
R
qn+k−h
|q|α + |E|dq (7)
= −in(−1)n−h
(
n
h
)
|E|n+k−h+1−αα V0[1 + (−1)
n+k−h]
2α sin
(
pi n+k−h+1α
) .
Then (6) can be seen as a linear system
∑n
k=0
[
ah,k − δkh
]
Kk = 0 which has no
identically zero solution provided the associated matrix has determinant equal to
zero. In fact, the eigenvalue equation is finally given by
det
[
ah,k(E)− δkh
]
= 0 . (8)
Once one has obtained the solutions Eˆ to equation (8) then the eigenvectors ψ(x)
are given by the inverse Fourier transform of (5), that is
ψ(x) =
n∑
h=0
Kˆh
1
2pi
∫
R
ph
|p|α + |Eˆ|e
ipxdp
=
n∑
h=0
Kˆh
1
2piih
dh
dxh
Fα(x) (9)
where
Fα(x) :=
∫
R
1
|p|α + |Eˆ|e
ipxdp
and where {Kˆh}nh=0 is a solution to the linear system
∑n
k=0
[
ah,k(Eˆ)− δkh
]
Kk = 0
under the normalization condition
∫
R |φ(p)|2dp = 2pi where φ(p) is given by (5),
that is
2pi =
n∑
h,k=0
KˆhKˆkMh+k,α(Eˆ)
where we define
Mh+k,α(E) :=
∫
R
ph+k
[|p|α + |E|]2 dp . (10)
For an explicit expression of Fα(x) and Mm,α(E) see, respectively, §A.3 and §A.2.
We can collect all these results within the following statement.
Theorem 1. Let us consider the eigenvalue equation Hψ = Eψ, where H is for-
mally defined in L2(R, dx) by (1), with α > 2n + 1. Then, the real and negative
eigenvalues are solutions to equation (8), where ah,k are defined by (7), with asso-
ciated normalized eigenvectors (9).
3. Examples
3.1. Dirac’s δ: n = 0. In such a case we assume that α > 1 and the eigenvalues
Eˆ are the real and negative solutions to the equation
a0,0 − 1 = 0 where a0,0 = − V0
α sin
(
pi
α
) |E| 1−αα .
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Figure 1. Here we plot the eigenvalue Eˆ = Eˆ(α). Point line
corresponds to the eigenvalue in the Dirac’s delta case (11), for
α > 1. Full line corresponds to the eigenvalue in the case (13) of
the derivative of the Dirac’s delta, for α > 3.
This equation has solution when V0 < 0 and it is given by (see point line in Figure
1)
Eˆ = −
[
− V0
α sin
(
pi
α
)] αα−1 . (11)
Concerning the normalized eigenvector we have that φ(p) = Kˆ0
1
|Eˆ|+|p|α where
Kˆ0 is such that |Kˆ0|2M0,α(Eˆ) = 2pi; that is
Kˆ0 =
[
2pi
M0,α(Eˆ)
] 1
2
=
[
−V0 α
α− 1 |Eˆ|
] 1
2
,
by §A.2. Hence, by §A.3, the normalized eigenvector is given by (see Figure 2)
ψ(x) = Kˆ0
1
2pi
Fα(x)
=
[
−V0α
(α− 1)|Eˆ|
] 1
2
1
|x|H
2,1
2,3
[
|Eˆ| |x|α
∣∣∣∣ (1, 1), (1, α2 )(1, α), (1, 1), (1, α2 )
]
. (12)
Remark 1. In fact, this result has been already given by [11], eqns. (35) and (36),
with a slightly different normalization coefficient, which coincides with the one given
by (12) when α = 2.
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Figure 2. Here we plot the normalized eigenvectors (12) for
different values of α (point line corresponds to α = 1.5, full line
corresponds to α = 2 and broken line corresponds to α = 2.5).
3.2. Derivative of the Dirac’s δ: n = 1. In such a case we assume that α > 3.
One has that a0,0 = a1,1 = 0 and that
a0,1 = i
V0
α sin
(
3pi
α
) |E|(3−α)/α and a1,0 = −i V0
α sin
(
pi
α
) |E|(1−α)/α
Hence (6) takes the form {
K0 = a0,1K1
K1 = a1,0K0
and the real and negative eigenvalues Eˆ are the solutions to the equation a0,1a1,0 =
1, that is (see full line in Figure 1)
Eˆ = −
[
|V0|
α
[
sin
(
3pi
α
)
sin
(
pi
α
)]1/2
]α/(α−2)
(13)
We may remark that the eigenvalue equation has solutions Eˆ := Eˆ(V0) for any
V0 ∈ R, and in particular that Eˆ(−V0) = Eˆ(V0).
Concerning the normalized eigenvector we have that φ(p) = Kˆ0+pKˆ1|p|α+|Eˆ| and where
Kˆ0 = c and Kˆ1 = a1,0(Eˆ)c where c is a normalization constant given by
c =
√
2pi
[
M0,α(Eˆ) + |a1,0(Eˆ)|2M2,α(Eˆ)
]−1/2
Hence the eigenvector ψ(x) is given by (see Figure 3)
ψ(x) =
c
2pi
F 0α(x) +
c
2pii
a1,0(Eˆ)F
1
α(x) (14)
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Figure 3. Here we plot the normalized eigenvectors (14) for
different values of α (full line corresponds to α = 3.5, broken line
corresponds to α = 4 and point line corresponds to α = 5.5).
where F 0α(x) is an even function defined by Fα(x) for x ≥ 0, and where F 1α(x) is an
odd function defined as F 1α(x) =
dFα
dx for x > 0, i.e. (see §A.3):
F 1α(x) :=
2pi
|E|x2H
2,2
3,4
[
|E|xα
∣∣∣∣ (1, α), (1, 1), (1, α/2),(1, α), (1, 1), (1, α/2), (2, α)
]
, x > 0 .
Appendix A. Some integrals
A.1. Integral (7). In previous expressions we consider the integral
Jm,α(E) :=
∫
R
qm
|q|α + |E|dq = [1 + (−1)
m]|E|m+1−αα Jˆm,α
where
Jˆm,α :=
∫ +∞
0
wm
wα + 1
dw .
Recalling that
I(z,y)(p) :=
∫
py
pz + 1
dp =
p1+y
y + 1
F
([
1,
y
z
+
1
z
]
,
[
1 +
y
z
+
1
z
]
,−pz
)
where F ([a, b] , [c] ; z) is the hypergeometric function. Then
Jˆm,α = lim
p→+∞
p1+m
m+ 1
F
([
1,
m+ 1
α
]
,
[
1 +
m+ 1
α
]
,−pα
)
7Now, recalling formula (15.3.7) by [1] which holds true when |arg(−z)| < pi, it
follows that
F ([a, b] , [c] ; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a) (−z)
−aF
(
[a, 1− c+ a] , [1− b+ a] ; z−1)+
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b) (−z)
−bF
(
[b, 1− c+ b] , [1− a+ b] ; z−1) ,
hence
p1+m
m+ 1
F
([
1,
m+ 1
α
]
,
[
1 +
m+ 1
α
]
,−pα
)
=
=
p1+m
m+ 1
Γ
(
m+1
α + 1
)
Γ
(
m+1
α − 1
)
Γ2
(
m+1
α
) p−αF ([1, 1− m+ 1
α
]
,
[
2− m+ 1
α
]
; (−p)−α
)
+
+
p1+m
m+ 1
Γ
(
m+1
α + 1
)
Γ
(
1− m+1α
)
Γ2 (1)
p−(m+1)F
([
m+ 1
α
, 0
]
,
[
m+ 1
α
]
; (−p)−α
)
.
Therefore
Jˆm,α =
1
m+ 1
Γ
(
m+1
α + 1
)
Γ
(
1− m+1α
)
Γ2 (1)
=
pi
α sin
(
pim+1α
)
from which follows that
Jm,α(E) = |E|
m+1−α
α
[1 + (−1)m]pi
α sin
(
pim+1α
)
provided that α > m+ 1.
A.2. Integral (10). Now we consider the integral
Mm,α(E) :=
∫
R
qm
[|q|α + |E|]2 dq = [1 + (−1)
m]|E|m+1−2αα Mˆm,α
where
Mˆm,α :=
∫ +∞
0
wm
[wα + 1]
2 dw .
Observing that∫
py
(pz + 1)2
dp = +
1
z
py+1
pz + 1
− y + 1− z
z
∫
py
pz + 1
dp
then
Mˆm,α = −m+ 1− α
α
Jˆm,α = −m+ 1− α
α
pi
α sin
(
pim+1α
)
under the conditions α > m+ 1.
A.3. Integral (9). Now we consider the integral
Fα(x) :=
∫
R
1
|p|α + |E|e
ipxdp
This function is an even parity function, i.e. Fα(−x) = Fα(x). By (B12) by [11]
it follows that
Fα(x) =
2pi
|E| |x|H
2,1
2,3
[
|E| |x|α
∣∣∣∣ (1, 1), (1, α/2)(1, α), (1, 1), (1, α/2)
]
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where H denotes the Fox’s special function. Here we recall that the Fox’s special
functions are defined as follows [10]
Hm,np,q
[
z
∣∣∣∣ (a1, A1), · · · , (ap, Ap)(b1, B1), · · · , (bq, Bq)
]
:=
[M−1Θ] (z)
where M−1 denotes the inverse Mellin’s transform and where
Θ(s) =
Πmj=1Γ(bj +Bjs)Π
n
`=1Γ(1− a` −A`s)
Πqj=m+1Γ(1− bj −Bjs)Πn`=n+1Γ(a` +A`s)
Finally, we recall the following formula concerning the derivative of the H-function
(see formula (1.83) by [10]):
d
dx
{
xsHm,np,q
[
zxh
∣∣∣∣ (a1, A1), · · · , (ap, Ap)(b1, B1), · · · , (bq, Bq)
]}
=
= xs−1Hm,n+1p+1,q+1
[
zxh
∣∣∣∣ (−s, h), (a1, A1), · · · , (ap, Ap)(b1, B1), · · · , (bq, Bq), (−s+ 1, h)
]
provided that h > 0.
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