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1CHAPTER 1 Introduction
Hydrogenated amorphous silicon, or a-Si:H, is a useful, convenient, and cheap material for
use in thin-film photovoltaics. By depositing only microns of silicon, cost and energy can be
conserved with the added benefit of allowing for mechanical flexibility.
The dominant method of silicon thin-film deposition has long been PECVD, or plasma-
enhanced chemical vapor deposition, originally known as the RF glow discharge process. Re-
cently, Powerfilm, Inc. has been producing thin film amorphous silicon solar cells by this
method on a roll-to-roll process.[3] This is made possible because PECVD does not require
substrate temperatures above the glass transition temperature of polyimide polymer. NASA
has worked to raise the glass transition temperature of polyimide resins to 414◦C. [4]
Another material that is sensitive to deposition temperature is aluminum, which is found
both in microelectronic and photovoltaic processes. In addition to maintaining the temper-
ature below aluminum’s melting point, as well as the aluminum-silicon eutectic temperature
of 577◦C,[5] the deposition temperature should also remain below 450◦C to limit diffusion.[6]
It will be shown that appreciable deposition rates have been achieved below this temperature
with disilane by the use of high growth pressures.
This study is divided into four Chapters, including this Introduction, Experimental Meth-
ods, Results and Discussion, and Conclusions.
Table 1.1 below details the terminology, units, and physical constants used in this work.
Flow rate is measured in “standard cubic centimeters per minute,” or “sccm.” This unit is
calculated at standard temperature and pressure, or STP.
2Table 1.1 Experimental Parameters, Physical Constants
Parameter Also Termed Symbol Units Value
Growth Rate Deposition GR A˚/min [4, 1360]
Rate
Pressure Absolute P Torr [0.20, 12]
Pressure
Temperature Substrate T ◦C [440, 550]
Temperature
Boltzmann’s Constant kB m
2kg
s2K
1.3806503x10−23
Flow Rate Φ sccm [5, 74]
Growth Activation Ea eV
Arrhenius Parameter Energy
Background
The purpose of this section is to explain the basics of silicon thin-film photovoltaics and
how they apply to the current study. Recent literature results are given in the next Section.
This study is concerned with the fabrication of a suitable material for use in a thin film solar
cell. In any semiconductor material, an electron may be promoted to a higher energy level if
an incident photon can provide enough energy to raise it above the forbidden gap, or band gap,
and into the conduction band. The resulting electron has a higher mobility, and leaves behind
it a space in the valence band known as a “hole”. Equation 1.1 below gives the conductivity
of a semiconductor with the number density of electrons in conduction band denoted n and
that of holes in the valence band denoted p. The charge per electron is q and the mobilities
are µ. Good photovoltaic materials will generate a large number of electrons and holes, and
allow them to move to the electrical contacts without the destruction of electron-hole pairs.[7]
σ = nqµn + pqµp (1.1)
The overall efficiency with which a device can deliver electrons and holes to the electrical
contacts, per photon, is known as the External Quantum Efficiency, or simply QE. Internal
Quantum Efficiency will not be considered here. To measure QE, one must choose to count the
number of electrons, or of holes delivered to the corresponding electrical contact, and divide it
3Figure 1.1 Band Diagram of a p-i-n Photovoltaic Cell, from [1]
by the number of photons with energies larger than the band gap.[8, 9]
In a typical thin film cell made from hydrogenated amorphous silicon there are three layers.
Known as the p-i-n structure for p-type, intrinsic, and n-type, in practice this structure takes
the form of p+, n, n+. While ideally the “intrinsic” layer should be completely undoped,
in practice n-type defects are formed in the growing film at a level of around 1016 per cubic
centimeter. The purpose of the layer is to provide a thick layer for maximum absorption of
light, minimum recombination of electron-hole pairs, and a maximum electric field with which
to separate the electrons and hole pairs. Desirable properties of the unintentionally doped layer
are described below. The p+ layer, which is typically exposed to incident light, is useful so
long as its conductivity and doping are high and its bandgap is large enough to avoid absorbing
photons destined for the i-layer. Further details on the design of thin film photovoltaic cells is
outside the scope of this study. The interested reader is directed to Prof. VL Dalal’s paper of
1980.[1]
Desirable Properties
The chief advantage of amorphous silicon is its high absorption coefficient compared to
crystalline silicon.[10] This allows a very thin, and even a flexible, semiconductor layer to
absorb as much light as a much thicker piece of single-crystal silicon. The chief disadvantage
is the profusion of defects. These defects manifest themselves as localized energy states within
the forbidden gap, which, unlike the continuous states in the conduction and valence bands,
4do not allow electrons or holes to move. While thermal energy will eventually promote an
electron or hole in to their respective bands, recombination of an electron-hole pair is likely to
happen while the charge carrier is waiting at a defect.
Pure amorphous silicon, or a-Si, can contain so many defects that traditional n- and p-type
dopants are unable affect the band diagram such that an electric field is generated. This is
the result of the glassy microstructure of the material. However, Spear and Le Comber[11]
discovered that alloying silicon with hydrogen would “passivate” defects by satisfying broken
chemical bonds. This allowed effective doping, leading to stronger electric fields within a
device along with higher energy conversion efficiencies.[8] Both doped an undoped material is
improved by hydrogen content. Nickel et al.[12] measured the electron spin resonance, which
describes defects, as a function of hydrogen content in polycrystalline silicon.
The form of silicon used for thin film photovoltaics, then, is always hydrogenated amor-
phous silicon, known as a-Si:H. Any method used to produce amorphous silicon must allow
for the inclusion of hydrogen. Hydrogen content includes “concentrated” hydrogen and “dis-
tributed” hydrogen, as measured by Nuclear Magnetic Resonance spectroscopy. As deposition
temperatures increase to 300◦C and higher, distributed hydrogen increases, while total hy-
drogen and concentrated hydrogen decreases. The density of defect states, as measured by
electron spin resonance seems to decrease to a minimum near 300◦C.[8]
Hydrogen content and bonding configuration is measured by infrared absorption.[8] Com-
mon vibrational modes include 2000 cm−1, corresponding to a stretching of a silicon-hydrogen
bond, and one at 2090 cm−1, signifying that two hydrogen atoms are bonded to one silicon
atom. In the latter case, bending modes exist at 845 and 890 cm−1. The former case is known
as the “monohydride” case, with the latter known as the “dihydride” case. In each situation,
a “wagging” mode vibration occurs at 630 cm−1. The absorption coefficients at 2090, 890,
and 845 cm−1 each decrease linearly with deposition temperature as one approaches 400◦C.
Infrared absorption results from this study are given on page 57.
While the optical absorption coefficient is an interesting property, for photovoltaic purposes
the optical bandgap, the slope of the optical absorption edge, and the photoconductivity ratio
5under broadband illumination are more useful. The optical bandgap is measured in two ways.
The first, known as the E04 energy, is the photon energy in electron-volts below which the
absorption coefficient drops below 104 cm−1. The second, and more precise measurement was
invented by Jan Tauc[13]. By plotting the square root of the product of the absorption coeffi-
cient and the photon energy against the photon energy, the top of the optical absorption edge
is seen to resemble a straight line. This line, shown in Figure 2.6 on page 32, is extrapolated to
the abscissa. The photon energy at the intercept is known as Tauc’s gap, or Egopt , the optical
bandgap.
However, at lower energies, within the forbidden gap itself, there continues to be absorption
of photons, and creation of electron-hole pairs which may give rise to a current. At these
energies the logarithm of the Quantum Efficiency is plotted against the photon energy. This
plot was invented by Franz Urbach of Eastman Kodak’s Research Laboratories.[14] The inverse
slope is known as the Urbach Energy, expressed in millielectron-volts. A low inverse slope
indicates a steep decline in defect states within the bandgap.
In an ideal semiconductor material, the conduction band and valence band are the only
possible locations for electrons and holes; everything between is forbidden. However, especially
in amorphous semiconductors, there are many possible states available. A graph of the density
of these states versus energy for such semiconductors would show an exponential dependence.
In other words, there is a continuous distribution of states which is low within the bandgap
which becomes large at the edges of the bands. This gives rise to the Urbach Energy, which
depends on deposition conditions.[8]
No discussion of amorphous silicon would be complete without mentioning the Staebler-
Wronski Effect. Staebler and Wronski[15] discovered a reversible change in the photoconduc-
tivity and dark conductivity of hydrogenated amorphous silicon. Exposure to light just above
the band gap energy, around 600-900 nm, caused a decrease in the conductivity both with and
without illumination. This phenomenon could be reversed by annealing above 150◦C.
6Growth Methods
Another advantage of using amorphous silicon is the ease of growth. In traditional Czochral-
ski growth, silicon single crystals are slowly pulled from a rotating crucible of molten silicon.
But to achieve the necessary level of purity, metallurgical grade silicon must first be converted
into a silicon chloride gas for use with gas chromatography. The purified silicon chlorides are
then deposited by thermal CVD on a silicon rod which is later melted. The process used in
this study therefore uses fewer steps than does Czochralski growth. While the price of single
crystal solar cells may fluctuate with the price of leftover wafers from the electronics industry,
thin film silicon solar cells conserve the supply of purified silicon.[16]
One simple method allowing for highly uniform silicon deposition is Atmospheric Pressure
Chemical Vapor Deposition, or APCVD. The precursor gas is diluted in nitrogen or other
diluent gases such that the total pressure is near the ambient pressure. Gas phase diffusion
is highly limited due to low mean free path lengths. Low pressure CVD, or LPCVD, requires
additional pumping apparatus to achieve base pressures of a microtorr or less in the reactor.
The advantage of reduced pressure is a higher growth rate due to increased diffusion.[6]
Another common method used to deposit amorphous silicon thin films is known as PECVD,
originally known as glow discharge (GD). A plasma discharge can be created between two
capacitor plates using a DC or RF electric field, or within the coils of an inductor. A more
complex method utilizes a large pair of electromagnets and a microwave generator to create
an electron-cyclotron resonance plasma. The advantage of each plasma method is that highly
reactive non-equilibrium species can form in the gas phase by the use of electrical energy. The
substrate is heated only for the sake of surface diffusion, rather than supplying the energy
needed to drive the chemical reaction.[6]
Growth Model
Mathematical models for chemical vapor deposition are based on thermodynamics, statis-
tical mechanics, and chemistry. The central feature of all purely thermal CVD processes is
an endothermic reaction whereby one or more gases are chemically converted into a solid. In
7contrast to condensation reactions or physical deposition processes, growth proceeds prefer-
entially on the hottest surfaces. These surfaces supply the necessary energy to incorporate a
molecule into the solid, whether that molecule is the original species introduced into the reac-
tor or a product of gas-phase High temperature surfaces also allow for rapid surface diffusion
of adsorbed species, allowing them time to reach energetically preferred sites such as atomic
steps. Equation 1.2 below gives the temperature dependence of surface diffusion.[6]
Rdiff = an1ν exp
(−Ea
kBT
)
(1.2)
Therefore temperature plays a dominant role in controlling the rate of growth in the low
temperature limit. The growth rate over a range of temperatures is typically shown on an
Arrhenius plot. By converting Boltzmann’s constant into electron-volts per Kelvin, familiar
units in the semiconductor field, one can calculate the slope of the Arrhenius plot in terms
of electron-volts. One must take care not to confuse it with the “Activation Energy” of the
conductivity of a semiconductor which increases exponentially versus temperature.
The rate of a chemical reaction depends on the rate of collisions and on the energy of
those collisions. Equation 1.3 describes the rate of a decomposition reaction which requires
only one reactant.[17] In most of the experiments in this work, the concentration of disilane is
held constant by flowing the gas through the reactor at a constant rate. But contrary to the
simplicity of equation 1.3, the actual reaction involves surface adsorption, surface diffusion,
and evolution of hydrogen gas from the surface. Purnell and Walsh[18] found the overall
reaction order for monosilane decomposition to be 1.5. This behavior appears in the pressure
dependence of the reaction rate.
Si2H6 → SiH4 + SiH2
Rate = k [Si2H6]
n (1.3)
The transport of reactants to the surface depends on gas-phase transport. Increased pres-
sures will increase the number of reactant molecules per unit volume, although at increasingly
8high pressures, diffusion of reactants and products may be limited by shortened mean free
paths. Useful relations include equation 1.4, the ideal gas law, and the equation for flux on a
surface, Equation 1.5 from [6]. Equation 1.5 can be derived from the Hertz-Knudsen Equation.
It relates the number of incident molecules per square meter per second to the pressure in
Pascals, the temperature in Kelvins, and the mass of one molecule.
P = nRT (1.4)
F =
P√
2pimkT
(1.5)
FSi2H6
FO2
=
√
mO2√
mSi2H6
(1.6)
One practical application of this equation is a comparison of the rate at which contami-
nants strike the growth surface compared to the rate at which the material grows. Equation
1.6 can be used for this purpose. The base pressure of the reactor was typically 1.1x10−6
Torr, and occasionally as low as 2.3x10−7 Torr. Assuming a pernicious species such as OH−,
the exposed 1” by 1” square will receive approximately 14,000 collisions per second. During
growth at 10 Torr in pure disilane, 6.6x10ˆ10 collisions per second will occur. Although po-
tential contaminants in the reactor are overwhelmed in terms of collisions, the probability of
a disilane molecule reacting with the surface can be extremely low. Buss, Ho, et al. found
that the probability of a disilane molecule reacting with with a surface held at 710◦C is in the
range of 1x10−3. Furthermore, this probability increases exponentially with temperature.[19]
Extrapolating from their data, the “Reactive Sticking Coefficient” may be on the order of 10−5
at 450◦C.[19]
Observable Behavior
The expected growth rate is the product of the incoming flux from Equation 1.5 above and
the temperature dependence factor. However, the functional form of equation 1.2 for surface
diffusion is identical. The empirical results under most conditions will be indistinguishable.
9This is shown in Equation 1.7 below. In practice, the square-root of the absolute temperatures
is ignored since it is insignificant compared to the Arrhenius behavior. The exponent of pressure
is the reaction order, n. In this work Ea will be termed the “growth Arrhenius parameter” to
distinguish it from various thermodynamic activation energies and from the activation energy
for a sample’s conductivity versus temperature. Ideally, the growth Arrhenius parameter
would match the thermodynamic activation energy for a particular reaction; because there are
multiple reactions, this is not always the case.
GR = A
Pn√
2pimkT
exp
(−Ea
kbT
)
(1.7)
The activation energy for deposition from monosilane is in the range of 1.5 eV[8] to 1.6
eV[20, 21, 22, 23]. This means that slight variations in temperature across a substrate will
cause large, exponential changes in the growth rate, and possibly in the material properties as
well. Literature values for disilane deposition are given on page 14 in the Literature Review.
However, this reaction will proceed only if sufficient reactants are supplied; products must
also be carried away. This occurs through the gas-phase concentration gradient at the surface
of a growing film. Claassen and Bloem[24] provided simple modeling equations to describe
diffusion limitations in CVD from silane. Hydrogen dilution may prevent hydrogen produced
at the surface from diffusing quickly back into the gas phase. Under typical monosilane depo-
sition conditions of 700◦C, more than 30% hydrogen dilution is required to noticeably retard
deposition. Inert gases may also slow diffusion of reactants and products. Equation 1.7,
then, describes surface processes given fast diffusion of reactants as well as products. The
growth Arrhenius parameter is a useful diagnostic tool to differentiate between parallel chem-
ical reactions.[6] A sudden reduction in this parameter at high growth rates, for instance, may
indicate that the mass transfer limit has been reached.
The growth Arrhenius parameter, Ea, can be given in two different units, both having the
dimension of energy. The first is electron-volts per molecule, and the second is kilocalories per
mole.[25] In this work, Ea is given in eVs.
1eV/molecule = 23.061kcal/mole
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Also left out of equation 1.7 is the effect of flow rate. This is because fluid flow can be very
complex. The molar flow rate must be sufficient to maintain the desired gas phase composition
over time. On the other hand, the flow must not create turbulence, which can lead to dust
formation.
In a hot wall reactor in particular, the flow rate has significant effects. A low flow rate
allows the gas to deposit on the walls before it reaches the substrate. A very high flow rate
may allow too little time for gas to react with the substrate. Eversteyn, Severin, et al.[26]
found that the flow rate may be optimized to provide a constant deposition rate along the
reactor. The effects of flow rate and sample position in this study are given on page 36.
Literature Review
In contrast to the Background section, this section presents the less fundamental results of
CVD research. The most important researchers cited in this work include include J.H. Purnell,
M. Bowrey, R. Walsh, B.A. Joyce, R.R. Bradley, B.A. Scott, J.M. Jasinski, R.D. Estes, W.E.
Spear, P.G. Le Comber, M.S. Gordon, P. Ho, M. A. Ring, and H. E. O’Neal.
Early Work
Early investigations on disilane were hampered by the necessity of generating it from mag-
nesium silicide and hydrogen chloride gas.[27, 28] Prior to those studies, early work on monosi-
lane CVD used monosilane generated from magnesium silicide and ammonium chloride.[23] By
contrast, this study has benefited from commercial, UHP grade disilane. Precursor gases are
described further on page 21.[29]
Purnell and Walsh[18] conducted a pioneering study of the decomposition products of
silane pyrolysis in the 1960’s. Using gas chromatography, they identified the production of
hydrogen gas and higher silanes as the end products of the reaction. The solid films left in their
reaction vessels were only found to be useful as a standardized coating for the repeatability
of measurements. Later, Farrow[30] detected the formation of disilane from silane by mass
spectrometry.
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Bowrey and Purnell[31] studied the decomposition of disilane, and measured the production
of silane as well as higher silanes. While silane production was linear with time, the production
rate of higher silanes dropped off over time. Silane production was found to occur more rapidly,
and always linearly, within increasing disilane pressure. Hydrogen followed the same trend.
They determined that the solid product if deposited at 311◦C, had an empirical chemical
formula of around SiH2, corresponding to a very high hydrogen content.
Gau et al.[28] pioneered the use of higher silanes in pyrolytic chemical vapor deposition
of hydrogenated amorphous silicon. They prepared higher silanes from MgSi2 and HCl,
removed the monosilane, and kept the remainder. The final mixture included disilane through
pentasilane, and above, diluted in argon. At pressures of 50 Torr, under static conditions,
they achieved growth rates of hundreds of angstroms per minute above 400◦C. Their growth
Arrhenius parameter was approximately one electron-volt. They calculated a Tauc’s bandgap,
Egopt of 1.55-1.60 eV. Infrared absorption peaks included a large peak covering both the 2090
and 2000 cm−1 modes.
Ellis and Gordon, et al.,[32] also deposited silicon from a range of higher silanes. Hydrogen
contents were as high as 15 molar percent. They also observed infrared absorption at 2090 and
2000 cm−1.
Hegedus et al.[33] later deposited silicon from disilane and measured defect densities.
Their methods included Space Charge Limited Current (SCLC), steady-state capacitance-
temperature (CT), and photoconductivity versus wavelength measurements. They found a
minimum level of mid-gap defect states at a deposition temperature of 440◦C. They calculated
an Urbach energy of about 50 meV, again at 440◦C.
Chemistry
The table below gives many of the common silanes. All but silane and disilane are unstable
radicals; however none are charged species. Equations 1.8and1.9 below give two common
decomposition reactions. Reactions involving the silyl radical are also possible. A great deal of
theoretical work has gone into modeling silicon hydride reactions, including potential energy
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calculations[34] and Rice-Ramsperger-Kassel-Marcus calculations[35]. Gordon et al.[34] found
that reaction 1.8 faces a relatively small potential barrier compared to reactions involving
disilene, silyl, and silylsilylene. Roegnick et al.[35] modeled the thermodynamic activation
energy for such reactions as a function of pressure up to 104Torr.
SiH4 → SiH2 +H2 (1.8)
Si2H6 → SiH4 + SiH2 (1.9)
Table 1.2 Silicon Hydrides
Formula Alternate Formula Name
SiH4 Silane
SiH3 Silyl
SiH2 Silylene
SiH Silicon Monohydride
Si2H6 H3SiSiH3 Disilane
Si2H5 H3SiSiH2 Disilanyl
Si2H4 H2SiSiH2 Disilene
Si2H4 H3SiSiH Silylsilylene
Gallagher[36] pointed out that the silyl radical may be dominant in plasma discharges and
argued that 98% of silicon grown from a low-power silane plasma is formed from this radical.
He argued that since silyl, unlike silylene, will tend not to react with silane, its concentration
will increase over time. However, in the absence of plasma, silyl will not dominate. According
to Gordon’s calculations, the decomposition of disilane to two silyl radicals leads to the highest
likely energy state of the system.[34]
One possible mechanism for these reactions is “insertion”. In such a reaction, which is well
known in hydrocarbons, one hydrogen atom will momentarily bond to two silicon atoms. The
silicon-silicon bond may then break. In another variation described by Purnell and Walsh,[18]
two hydrogen atoms, each attached to one silicon atom, may bond to one another and sever
their silicon-hydrogen bonds. Both reactions are shown in Figure 1.2 below.
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Bowrey and Purnell[31] found that silylene may insert into a silicon-hydrogen bond to
form higher silanes, but not into a silicon-silicon bond. Vanderwielen et al.[37] argued that in
decomposition, the fission of a silicon-hydrogen bond was the initial step, and Gordon agreed.
The least likely reaction was found to be the fission of the silicon-silicon bond due to the energy
required.[34]
Figure 1.2 Transition state of an insertion reaction
One hazard in any type of chemical vapor deposition from silicon hydrides is the formation
of “dust”. This dust, consisting of solid silicon hydrides, is described qualitatively on page 39.
Veprˇek et al.[38] measured dust formation in pure monosilane plasma discharges using light
scattering. They correlated the formation of dust with the onset of higher silane formation.
Equation 1.10 is an example of how pure silane, under the right conditions, may form higher
silanes by the mechanism of insertion reactions. Veprˇek et al. hypothesize that silanes with
five or more silicon atoms will tend to form rings and branches. These large molecules become
stable nuclei which grow to macroscopic proportions rather than decompose.
2SiH4 → SiH4 + SiH2 +H2 → Si2H6 +H2 (1.10)
The cause of these reactions, however, is another question. As silicon hydride decomposition
is endothermic, heat energy must come from a heterogeneous source, such as the reactor walls,
or from heat energy in the gas itself. Jasinski and Estes[39] performed an elegant experiment to
determine if a surface is required. In the method they used, two laser beams entered a vacuum
chamber filled to 20 Torr with silane, silicon tetrafluoride, and cyclopropane for temperature
calibration. Where they intersected, the gas was strongly heated. Reaction 1.10, among others,
occured and resulted in brownish-yellow dust formation. They did not rule out heterogeneous
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decomposition, but purely homogeneous decomposition was demonstrated.
Since the same types of atoms also occur in the solid, we may consider insertion reactions
and other reactions at the surface. Weerts, de Croon, and Marin[40] measured products of the
deposition reaction using quick pulses of reactants. The products included only excess reactants
and hydrogen. Where the surface was previously treated with deuterium, no deuterated silanes
were found. This indicates that etching of the surface is uncommon or does not occur. More
importantly, they found that the extent of the reaction at low temperatures, where the surface
is coated in hydrogen, is too large to be explained by the theory that vacant silicon surface sites
are necessary for deposition. The alternate explanation is that silanes must undergo insertion
reactions in order to react with the surface.
In this study, mass spectrometry was not performed, so no gas-phase products were iden-
tified. The validity or applicability of equation 1.9 was not tested.
Growth Rates and Recent Work
For comparison, we may consider growth rates from monosilane pyrolysis at similar tem-
peratures and pressures to those used in this study. Scott, Estes, and Jasinski[22] achieved
growth rates of 15 A˚/min with 5% silane in argon at 465◦C at a total pressure of 800 mTorr.
Their work showed that increasing the residence time of the gas in the reactor allowed homo-
geneous (gas-phase) reactions to occur, leading to the production of higher silanes. Equation
1.11 below gives the residence time as the ratio of reactor volume to flow rate. The quoted
growth rate was achieved with a residence time of six seconds. Residence times used in this
study are discussed on page 21.
τ =
V
Φ
(1.11)
The most recent work on the topic of disilane CVD was carried out by Dan Pates at
Iowa State University. [2] He constructed some of the equipment used in this study. He used
disilane diluted to 10% in hydrogen gas to deposit highly boron doped films, undoped films,
p-i-n photovoltaic cells, and diodes under hot-wall conditions. Adjusting for a temperature
15
calibration described on page 24, he found an Arrhenius parameter for the growth rate as a
function of temperature of 1.7 eV at 500 mTorr pressure between 485◦C and 537◦C under
plug flow conditions. This value is in the range for monosilane pyrolysis.[2] In Figure 1.3,
the catalytic effect of boron can be seen. Pates’ data shows that slight addition of diborane
increases the growth rates while reducing the growth Arrhenius parameter.
Figure 1.3 Effect of Diborane on Growth Rates, from [2]
Giunta, et al.[41] found an activation energy value of 1.99 eV for disilane pyrolysis. Hirose,[42]
however, found a value of 1.2 eV in his gas-phase molecular beam epitaxy experiments, which
are discussed further below. This lower value may, in fact, be explained by the absence of
gas-phase reactions. This would be consistent with the findings of Scott, Estes, and Jasinski,
described above.[22]
Disilane has been shown to be useful in microelectronic applications as a precursor for CVD
of gate electrodes in MOSFET transistors. Chen, et al.[43] found that, in thermal CVD from
disilane diluted in nitrogen, the growth rate rose exponentially with increasing temperature,
then leveled off around 640◦C in their experiments. Above that temperature, the growth
rate was a tremendous ˜2000 A˚/min. The constancy of the growth rate, and the surface
morphology, between 700◦C and 740◦C resulted in superior thickness control compared to
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Table 1.3 Literature Values
Reference Growth Dilution Pressure
Arrhenius Parameter
[43] approx. 2 eV unknown /N2 Hundreds of Torr
[41] 1.91 eV 6% /He atmospheric
This Work 1.86 eV 10% /H2 2 Torr
[2] 1.7 eV 10% /H2 0.5 Torr
This Work 1.7 eV 10% /H2 0.2 Torr
[42] 1.2 eV Pure microTorr
monosilane. While these temperatures are not of interest to this study, their data does provide
an estimate of the growth Arrhenius parameter of 2.08 eV.
Table 1.3 below gives a range of literature values and the conditions under which they were
obtained.
Growth Rate Pressure Dependence
Few researchers have reported the effect of pressure on the growth rate of their films from
monosilane, and no papers were found on the effect of pressure on deposition from disilane.
In one of the earliest studies on silane CVD, carried out by Joyce and Bradley,[23] an expo-
nential dependence of the growth rate on pressure was found. Their study was carried out at
temperatures high enough for epitaxial growth above 1000◦C, and at up to 1.5 Torr pressure.
Similar results at lower temperatures are given on page 50. This behavior contradicts the
theory given in equation 1.7. A possible explanation is the action of homogeneous reactions in
the gas phase, leading to the formation of higher silanes. This was studied by Scott, Plecenik,
and Simonyi[44]; by preheating monosilane to 625◦C and depositing on substrates at 100◦C to
400◦C. They showed that pre-heating the gas may increase the growth Arrhenius parameter.
Unfortunately, they did not include plots of growth rates versus pressure. Hot-wall experi-
ments in this study are somewhat similar to their experimental methods, and plots of growth
rates versus pressure are provided.
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Surface Hydrogen
The deposition of silicon from silicon hydrides leaves behind a surface covered in hydrogen.
This takes the form of monohydride (one hydrogen atom per silicon atom) and dihydride (two
hydrogens bonded to one silicon atom). [45][42]
Gas-source molecular beam epitaxy (GSMBE) experiments with have yielded useful results
for the temperature range used in this study. Hirose[42] used a Quadrupole Mass Filter to
observe hydrogen desorption from the silicon growth surface. It was found that hydrogen,
which may bond singly or in pairs to each silicon surface atom, formed one monolayer of
singly bonded hydrogen below 390◦C. Above this temperature, the equilibrium concentration
of hydrogen atoms drops steadily until approaching zero above 600◦C. This lack of surface
hydrogen corresponds with a leveling-off of the growth rate versus temperature.[46][47]
Microstructure
Silicon CVD is carried out at temperatures hundreds of degrees lower than its melting
point. It is a non-equilibrium material, and so can take on several microstructures, depending
on deposition conditions.[8] Nucleation and growth of crystallites will be controlled both by
the deposition temperature, which allows for surface diffusion. On the other hand, growth may
occur so rapidly that nucleation has little time to occur.
Bisaro, et al.[48] noticed that the deposition temperature and total pressure controlled
the crystal orientation of the crystallites in a silicon film. But later, instead of considering
total deposition pressure, Joubert, et al.[49] correlated the deposition temperature and silane
partial pressure to the crystal orientation of the silicon grains. At high temperatures and low
pressures, random orientations were found. Under such conditions, epitaxy on clean single-
crystal silicon substrates might be expected. At the temperatures and pressures used in this
study, the films were completely amorphous. In between, however, there existed a region of
conditions that fostered a ¡100¿ texture, and another fostering a ¡110¿ texture. A very small
region of conditions lead to a ¡311¿ orientation. Crystalization of the film lead to surface
roughness.
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Voutsas and Hatalis[46] later refined this model further to a correlation between deposition
rate, deposition temperature, and the structure of the film. Again, the conditions used in
this study utilized low deposition temperatures and high deposition rates, leading to fully
amorphous films. The same authors[47] followed up with a study utilizing disilane instead of
silane. They used the technique of post-annealing partially crystalline films in order to make
nuclei and small grains grow large enough to be easily measured. They found that the largest
grain sizes, corresponding the lowest number of crystal nuclei in their films, occured around
460-470◦C. These temperatures were investigated in this study.
Diagram of References
While the references for this document are fully listed at the end of this document, modern
technology allows for an intuitive method of communicating not only the works cited here,
but also how those works cite each other. Figure 1.4 below is stored as a vector graphic. As
such, readers using an electronic format may magnify the diagram to see the details. The
advantage of this diagram is that the most significant papers can be identified by the number
of citations, indicated by connecting lines. The diagram is arranged chronologically with the
newest publications at the top. Each shape contains bibliographical information including the
authors, the abbreviated publication title, the volume number, the page number, and the year.
Research Objective
The goal of this study is to produce hydrogenated amorphous silicon, or a-Si:H, and char-
acterize its material properties. Growth rates high enough for practical uses at relatively low
substrate temperatures are desired.
Very little detailed literature describes CVD from disilane. Growth rates, pressure depen-
dences, and temperature dependences are scarce, and the literature that does exist fails to
describe the experimental conditions precisely. Also, optical and electronic properties relevant
to photovoltaic energy conversion have not been thoroughly correlated with growth conditions.
It may be said that plasma-based CVD processes have been extremely well studied and
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allow for a great deal of flexibility. However, plasma systems are highly complex, not only in
their construction, but also in their use. Purely thermal deposition from disilane is potentially a
much simpler method for depositing thin films at relatively low temperatures with completely
arbitrary geometries. And in addition, all CVD processes incorporate thermal effects. An
understanding of disilane deposition may lead to increased understanding of CVD processes in
general.
Firstly, this study may serve as a starting point for future research. Practical parameters
such as growth rates versus temperature, pressure, flow rate, and gas composition establish a
platform upon which future researchers can build.
The goals of this research include the determination of growth rates and materials properties
as functions of temperature and pressure and reactor conditions. Specifically, high photocon-
ductivity, a low defect density within the bandgap, and a smooth sample surface are desired for
use as the undoped or ”intrinsic” layer of a p-i-n photovoltaic cell. A sufficiently high growth
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rate reduces opportunities for contamination during growth.
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CHAPTER 2 Experimental Methods
Gaseous Precursors
Three gaseous precursors were used in this study, specifically 10% disilane in hydrogen gas
and pure liquid disilane sourced from Voltaix, Inc. Pressurized disilane in gas form is only avail-
able diluted to 15% or less.[50] Although its boiling point at atmospheric pressure is -14.5◦C,
at higher pressures it can liquefy, resulting in a mixture that varies with temperature.[51]
Dopant gas was in the form of precisely 0.974% diborane in hydrogen from Voltaix, Inc.
Using hydrogen as the diluent gas may be preferred over noble gas because it is a product of
the reaction. This simplifies modeling and analysis. Also, maintaining a high partial pressure
of hydrogen may result in amorphous silicon films with a higher hydrogen content. This tends
to improve photovoltaic properties.
LPCVD Reactor Design
The reactor used in this study, known as Reactor 3, or R3, is shown schematically in Figure
2.1. Its many gas lines and many ports make it versatile. Hot-wall and cold-wall CVD, hotwire
CVD and ECR plasma all available. Two pieces of equipment were used in this study. The
first is an isothermal, or hot wall, plug flow, tube-type chamber. The second is a cold-wall
chamber. At the bottom of the reactor, a turbomolecular pump can be seen with a gate valve
above it. A throttle valve, at the center of the illustration, separates the hot-wall tube from
the main reactor. Gas supply is available at the far end of the tube, at the upper-right-hand
corner where the magnets are located, an also at the front of the reactor near the viewing
ports. This allows for many creative possibilities.
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Figure 2.1 Reactor 3
Operationally, it is necessary to adjust all valves manually throughout each experiment.
These include the throttle valve and the gate valve, along with various source gas valves. Flow
rates are controlled by Mass Flow Controllers. In this study, 10% disilane and 100% disilane
source gases were each used. Automated temperature control took the form of PID controllers,
or Proportional-Integral-Derivative controllers. The hot-wall and cold-wall equipment each had
one PID controller. All vacuum pumps operated at all times; they were utilized by opening
the necessary valves. These included a mechanical, or roughing, pump, in parallel with a
turbomolecular pump. The turbomolecular pump was backed by a second mechanical pump.
The mechanical pump was used to pump down the reactor from atmospheric pressure after
sample loading. During all experiments, only the turbomolecular pump was used to allow
outflow of gas. While not in use, the turbomolecular pump maintained the base pressure
between 0.2 and 1.1 microTorr.
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Figure 2.2 Hot-wall CVD Reactor
Reactor Design, Hot-Wall Conditions
The hot-wall system consists of a tube furnace surrounding the the long tube at the back
of the reactor. It is shown in cross-section in Figure 2.2. The gas supply line can be seen at
the left-hand side of the Figure, with a throttle valve at the right-hand side.
Under hot-wall conditions, samples were loaded into a quartz boat designed for silicon wafer
batch processing. The boat had 25 slots, with the 10th slot located at the precise center of
the hot zone of the reactor. This location was used for all experiments except those in which
the position was intentionally varied. Corning 7059 glass substrates were too thick to fit in the
narrow slots; instead they were leaned against a quarter-piece of a 3” diameter silicon wafer.
The reactor tube was designed to fit inside a standard Thermolyne tube furnace. The
interior diameter of the tube was approximately 6 cm. This required that 2” by 2” glass slides
be split into halves by scoring. Stainless steel sheets were approximately 1.5” by 1.5”, and
typically fit into the reactor with no problems.
Reactor Design, Cold-Wall Conditions
The cold-wall system consisted of a cartridge-type substrate heater shown schematically
in Figure2.3, loaded vertically into the main chamber of R3. Figure 2.3 includes a fine-wire
thermocouple which was used for temperature calibrations discussed on page 24.
The substrate heater consists of a stainless steel block heated from within by resistive car-
tridge rods inserted into deep-drilled holes. The substrates, including full sheets of 7059 glass,
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Figure 2.3 Cartridge-type Substrate Heater
stainless steel sheets, and double-side-polished silicon wafer pieces, were bolted to the surface
using a plate designed for that purpose. Thermal gradients necessarily arise within the stain-
less steel block as well as between the rough block and the smooth substrates. Measurement
of these gradients is described on page 24, and results are given on page 36.
Equipment Calibrations
The dominant experimental parameters include the temperature, pressure, flow rate, gas
composition, and wall temperature. Above all, accurate knowledge of the temperature is
required due to the Arrhenius behavior of the growth rates. While a constant temperature
offset of tens of degrees may not acutely affect the computed Arrhenius parameter, an offset
which itself changes with temperature will completely invalidate any such calculation.
All pressures were read from an MKS Baratron 222AHS-B-100 gauge designed to read
up to 100 Torr. The scale was electronically tared prior to each run. Disilane flow rate was
calculated using multiple assumptions. First, the volume of the reactor was calculated from
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Figure 2.4 Example of a Flow Calibration with reactor volume known
from hydrogen calibration
the time needed for hydrogen to flow through a mass flow controller designed to flow 100 sccm
of hydrogen at room temperature. The ideal gas law was used to calculate the volume from
the pressure readings. The same steps were then carried out in reverse to calculate the flow
rate of pure disilane at several electronic setpoints. These data were then fitted linearly. The
result is Figure 2.4 below. Gas composition was not measured directly.
In all cases, the temperatures were calibrated by Type-K thermocouples while varying
both pressure and set-point temperatures. The results were recorded as the difference between
the Type-K control thermocouple for each piece of equipment and the calibration thermocou-
ple. The settings of the furnace controllers were adjusted arbitrarily to achieve the desired
thermocouple temperatures.
In the isothermal case, a 30 inch long thermocouple probe was inserted through a rubber
O-ring at the end of the reactor such that it was balanced in the center of the cylindrical
tube. The O-ring allowed for base pressures very close to typical reactor conditions. Position,
temperature, and pressure were each systematically varied. The flow rate of the gas (up to 74
sccm) was quickly found to have no effect.
In the cold wall case, a fine-wire thermocouple sheathed in stainless steel was used in
conjunction with a thin 1.5” by 1.5” stainless steel block. A hole from the edge to the center
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of the block allowed for the thermocouple to be force-fitted in. The block was attached to the
substrate heater in the same manner as a typical sample as shown in Figure2.3. In another
variation on the same experiment, a 2” by 2” slide of Corning 7059 glass was interposed between
the block and the substrate heater in order to estimate the surface temperature of the glass.
What the isothermal and cold wall equipment have in common is a logarithmic dependence
of the temperature offsets on the gas pressure. In the isothermal case, thermal gradients
levelled off versus pressure at around 2 Torr. In the cold wall case with a glass substrate,
however, higher temperature operation requires pressures as high as 8 Torr to minimize the
pressure dependence of temperature.
The roughness of the substrate heater surface allowed for significant intrusion of gas between
the heater and the substrate. In the case of vacuum, or specifically a few microtorr, the
temperature difference between the heater core and the steel block was as high as thirty
degrees, and as high as seventy-six degrees with Corning 7059 glass. However, in a thermal
CVD system, this presents the complicated possibility of solid amorphous silicon growing
behind the substrate, thereby gradually improving thermal conduction during a deposition.
This solid will quickly grow until the space is filled, as evidenced by the backsides of many
samples on stainless steel sheets. Short of grinding the substrate heater and the deposition mask
for perfect flatness, the problem must be avoided. The solution was to deposit at sufficiently
high total pressures, where thermal gradients are minimized.
A necessary precaution with either piece of equipment is to pre-heat a substrate in a non-
depositing gas such as hydrogen at a high pressure prior to exposing it to the CVD precursor.
Without this precaution, a sample may heat up by seventy degrees Celsius throughout a run.
Twenty minutes in hydrogen was found to be more than sufficient time for equilibration.
Sample Fabrication
As discussed on page 21, the temperature of the substrate heater used for cold-wall experi-
ments is controlled by a PID control. The programming of the PID controller is such that the
reading of the control thermocouple is kept within proportional limits of around 2%. However,
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the PID controller was programmed only to maintain the temperature at the minimum of this
limit and not in the center. Therefore the PID controller was adjusted arbitrarily to achieve a
control thermocouple temperature. This was, in turn, calibrated precisely to an in-situ ther-
mocouple during calibration runs described on page 24. Fine control was afforded by adjusting
the voltage level on a variable transformer between 120V and 140V. This varied the power
input available.
Many safety precautions were taken. Before each day’s experiments, the cylinder pressure
and line pressure of each cylinder were logged before any gas flow equipment was switched on.
Built-in safety devices include a flow shut-off circuit which disabled the Mass Flow Controllers
when the pressure in the main reactor chamber exceeded 1 Torr. It was necessary to temporarily
disable this safety feature for high-pressure runs.
To reduce contamination, water vapor was excluded from the reactor to the extent possible.
This primarily involved purging the reactor repeatedly with nitrogen gas. In each purge, several
Torr of nitrogen was admitted into the reactor, was then pumped out to below one Torr by a
mechanical pump, and was finally removed by a turbomolecular pump. This method allowed
the purging of both the mechanical pump and the turbomolecular pump. The time during
which the reactor was open, and the amount of time when the substrate heater was out of the
reactor, were both minimized. Fresh substrates were occasionally left in the reactor overnight
to allow for a longer pumping time.
Substrates were cleaned in a common procedure. First, a set of up to twelve substrates,
placed in a polyethylene holder, were cleaned in boiling acetone for fifteen minutes. The
substrates were then removed and placed in a beaker filled with methanol. This beaker was
placed in an ultrasonic cleaner for fifteen minutes. The methanol was replaced with fresh
methanol for storage. The samples were kept in this beaker of methanol inside an airtight
container until they were used. Prior to loading a substrate in the reactor, the methanol was
blown off with high-pressure nitrogen gas.
Pressures were maintained within 2% limits at all times throughout each experiment. No
experimental parameters were varied during an experiment. Substrate temperatures were
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allowed to equilibrate for 20 minute or more.
Hot-Wall Experiments
Initial experiments under hot-wall conditions involved 21.1 sccm of 10% disilane in hydrogen
mixed with 1.0 sccm of 1% diborane gas in hydrogen, later followed by experiments with 74 sccm
of 10% disilane in hydrogen with no diborane. Either case constituted a very low flow velocity,
with very little likelihood of turbulent flow. Gas was admitted to the hot-wall tube from the
far end, and proceeded past the substrate, through the throttle valve, to the turbomolecular
pump. To achieve high pressures at the same flow rate, the throttle valve could be partially
closed. This was necessary for flow above 1 Torr due to a safety circuit which prevents gas
flow when the main chamber exceeds this pressure.
Later experiments involved pure disilane at flow rates between 15 and 34 sccm. These were
carried out after a thorough temperature calibration, described on page 24. This allowed for
variation of the pressure between runs at the same substrate temperature.
Cold-Wall Experiments
Early cold-wall experiments were carried with 21.1 sccm of 10% disilane and 1 sccm of dibo-
rane, with later experiments utilizing 74 sccm of 10% disilane. After a temperature calibration
described in 2, experiments with pure disilane were carried at flow rates below 10 sccm.
In some cases at pressures as high as 10 Torr, static conditions were used. This was achieved
in a multi-step procedure. First, gas was admitted into the hot-wall chamber, which was at
room temperature. This was used a reservoir to store gas until its pressure reached a level
much larger than the experimental pressure. This pressure was chosen according to the ideal
gas equation and the known volumes of each chamber of the reactor. Meanwhile, the sample
was heated in hydrogen or nitrogen gas in the main chamber. The sample temperature was
allowed to equilibrate for 20 minutes or more. Finally, the hydrogen or nitrogen gas was vented,
and disilane was admitted. As it expanded, the pressure quickly dropped to near the desired
level. The disilane pressure was adjusted to the correct value within one minute. To maintain
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a constant pressure throughout the reaction, it was necessary to slowly vent off gas created
due to thermal expansion and the increase in the molar quantity of gas due to decomposition.
Later cold-wall experiments incorporated a low amount of flow. It was found that the gate
valve attached to the turbomolecular pump could not control a flow of more than 10 sccm
at 10 Torr pressure, but that flow rates less than this could be stabilized. The pressure was
controlled by monitoring both the pressure gauge in the hot-wall chamber and the pressure
gauge attached to the backing pump which received gas from the turbomolecular pump.
Sample Preparation
Three types of substrates were used in this study. These included square sheets of polished
stainless steel and 2” by 2” square slides of Corning 7059 glass. Each had advantages and
disadvantages for measurements, described on page 32. The opaque nature of stainless steel
and silicon wafers made reflection measurements very simple, as no preparation was required.
Raman spectroscopy on these samples was equally simple. Growth rates were determined
rapidly when using stainless steel and silicon wafers.
Electrical and optical characterization, however, was impossible on a conductive, opaque
substrate. In these cases Corning 7059 glass was used. This is a borosilicate glass with barium
substituted for sodium, a notorious contaminant in silicon. It strain point of 593◦C places no
restriction on its use at the temperatures explored in this study.[52]
However, purely thermal chemical vapor deposition presents a complication in the use of
transparent substrates. Whereas in plasma CVD the solid film grows only where it exposed
to the plasma, a film will grow everywhere in thermal CVD. The backsides of every substrate
used in this study accumulated a greater or lesser degree of solid silicon. In hot wall, plug flow
experiments each substrate stood vertically in a horizontal tube; the film grew faster on the
incident side of the substrate, but there was always a film on the backside of the substrate.
In cold wall experiments, where each substrate was bolted to a heated block, disilane gas was
only partly excluded from the rear of the substrate.
For stainless steel and silicon substrates this presented no difficulty; reflective measure-
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ments could be performed on both the front and back sides immediately. But for transparent
substrates, a mask-and-etch process was performed.
In this procedure, the front side of a fresh film was coated with a syrupy mixture of black
wax and the solvent Tetrachloroethylene, or TCE. After allowing a few hours for drying, the
entire sample was dipped in an etchant designed for p+ doped silicon. Known as the HNA
etch, it consists of Hydrofluoric acid, Nitric acid, and Acetic acid. In contrast to potassium
hydroxide, KOH, this mixture contains no alkali metals. It works by first etching the native
oxide layer on a silicon film while simultaneously oxidizing freshly exposed silicon. Although
the glass substrate was technically vulnerable to attack, the etch time could be kept short due
to the small thickness of each film and the high etch rate.
Other equipment used inside the reactor was cleaned in a KOH solution as needed. The
advantages to this procedure are than KOH does not attack glass, quartz, or stainless steel. To
remove alkali ions, each part was subsequently dipped in dilute nitric acid before being rinsed
and dried in an oven. The quartz wafer boat used for hotwall experiments, described on page
21, was subjected to the etch for longer periods of time. This was made necessary because
previous research had resulted in silicon deposits with extremely high levels of boron. These
films could not be etched in KOH over the course of many days. Inevitably, the surface of the
quartz boat was roughened by exposure to hydrofluoric acid, but only after half an hour of
exposure.
Infrared absorption measurements were carried out on thin films deposited on quarters of
100 mm diameter Float-Zone-purified low-boron-doped p-type silicon wafers. Because infrared
radiation is smaller than silicon’s band gap, both the thin film and the solid substrate were
transparent to the rays. Thusly, absorption of silicon-hydrogen bonds could be measured in
transmission.
Electronic properties required that electrical contacts be placed over each film, and that a
non-conductive substrate be used. To that end, 500 A˚ of chromium metal was deposited on
films through a mask with two wide holes. Between these holes, a rectangle of exposed silicon
of 20 mm by 1 mm remained. These chromium contacts were protected from abrasion by a
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silver-bearing paste which was dried and heat-cured.
Depletion under Static Conditions
Under static conditions of no gas flow, the reactant gas will gradually deplete and be
displaced by products of the reaction. While the rate of the reaction is proportional to the
partial pressure of the reactant, the partial pressure of the reactant must change continuously
over time. In other words, the rate of the reaction is proportional both to the quantity of
precursor (or its partial pressure at constant volume) and to the rate at which that quantity
changes. A mathematical model was developed to fit the data.
R = c
dQ
dt
R = fQ
Q ∝ cdQ
dt
Q = a · exp (kt)− b · exp (−kt) (2.1)
Q = −b · exp (−kt) (2.2)
R = kbc · exp (−kt)
d =
∫
R+ C0
d = k (bc) · exp (−kt)− k (bc) (2.3)
Equation 2.3 is the result of a differential equation describing the quantity Q as a function
of time in the reactor with no flow of gas. According to CVD theory, the growth rate is
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proportional to the total pressure because more frequent collisions with the surface cause faster
growth. But at the same time, conservation of mass requires that the reaction consume gas
in the reactor as it proceeds. The resulting function for the quantity of gas in the reactor is a
pair of exponentials. By applying boundary conditions, we arrive at a two-parameter function
describing the thickness d of the film, equation 2.3. Its features include a zero intercept and a
linear asymptote through the origin.
By using non-linear curve fitting program in Origin Pro 7.5, equation 2.3 was successfully
fitted to the data shown in Figure 3.24 on page 55. The derivative was calculated to estimate
the overall reaction rate, or the total consumption of gas over time. The asymptote of each
function was calculated to find the initial rate of gas consumption. The film growth rate was
then compared to the molar reaction rate to find the necessary degree of gas flow to maintain
a constant, if not quite 100%, concentration of disilane gas in the reactor. This amount of gas
flow was linearly scaled up to allow for deposition at higher pressures. Further experiments
were carried out with at least double this amount of gas flow, which amounted to only 5.0
sccm of disilane.
Material Characterization
Optical properties were measured by a Perkin-Elmer Lambda 9 spectrophotometer. The
absorption, transmission, and reflection of films were measured in various ranges between 400
nm and 2500 nm. The reflection or transmission of each sample was measured. Equation
2.4 represents the conservation of optical energy. At long wavelengths, silicon will not absorb
light and only transmission and reflection occur. The height of each peak is limited by the
maximum transmittance of the Corning 7059 glass substrate due to the difference between its
refractive index and that of air. This limit is approximately 92%. If this is not reached at
long wavelengths, then diffuse reflection due to scattering may explain the difference. Such
reflections occur in textured or rough films.
I = T +R+A (2.4)
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Figure 2.5 Interference Fringes for Thickness Determination
t =
λ1λ2
2 (λ1n2 − λ2n1) (2.5)
Equation 2.5 is based on constructive and destructive interference of light reflecting off of
each surface of the thin film. It is applied to pairs of wavelengths of peaks and troughs in Figure
2.5. The model used to calculate sample thickness requires a knowledge of the refractive index.
The refractive index, in turn, was modeled according to the optical bandgap of the material,
Egopt , or Tauc’s gap. Ferlauto et al.[53] provided this model along with reference data at
wavelengths as long as 1000 nm. To extend the usefulness of this curve, thick samples were
prepared by PECVD with the required bandgaps. The thickness was calculated based on short
wavelengths, and the long-wavelength limit of the refractive index was chosen such that the
same thickness could be calculated at long wavelengths. The refractive index versus wavelength
at a bandgap of 1.6 eV was then fitted to find equation 2.6.
n = 1.697x1012λ−4 − 91.409x103λ−2 + 3.6739 (2.6)
The E04 energy is the photon energy where the absorption coefficient reaches 104cm−1.
Tauc’s gap was calculated in accordance with Figure 2.6. The square root of the product
of the absorption coefficient in cm−1 and the photon energy was plotted against the photon
energy. A linear region was found and extrapolated to the abscissa.
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Figure 2.6 Tauc’s Plot for determination of Tauc’s Band Gap
The conductivity activation energy Eσ of samples deposited on 7059 glass was measured
by heating the sample to 210◦C and then allowing it cool. The current through the sample was
measured in 10◦C increments until it reached 100◦C. By this method the conductivity was not
determined; however, the exponential activation energy for the conductivity was calculated.
The photoconductivity was measured under conditions of 1 Sun simulated sunlight at 100V
inside a light-tight box. After a brief exposure to light, the light was extinguished. Each sample
was measured again after ten minutes in darkness. Each conductivity was calculated. The ratio
between the two was then found.
Photoconductivity was measured versus wavelength in order to measure the Urbach energy.
Each sample was biased at 15 volts in order to induce current to flow. In a darkened room,
the each sample was illuminated with both a constant ELH lamp and a monochromatic beam
which was chopped by a rotating disk at a rate of 13.5 Hz. The lamp served the purpose of
creating enough free carriers into the sample to maintain the quasi Fermi levels at constant
values. The monochromatic beam then provided specific photon energies. The current output
was converted to a voltage by a current sensitive preamplifier. A Stanford Research Systems
lock-in amplifier, coupled to the rotating chopper wheel, measured the resulting voltage due to
the monochromatic beam. The monochromatic beam wavelength was varied between 600 nm
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and 1300 nm to probe the sub-band-gap absorption of each sample. The result was compared to
well-characterized reference cells to compute the normalized quantum efficiency, or the number
of carriers generated per incoming photon. Equation 2.7 was then used to calculate the Urbach
Energy.
EUr =
∆E
2.303 ·∆log10 (NQE) (2.7)
The infrared absorption was measured using a Bruker IFS 66v/S spectrometer. Thin films
deposited on silicon wafers were measured in transmission under vacuum and compared to
a reference piece of silicon wafer. The optical density was measured from 400 to 4000cm−1.
Raman spectroscopy was performed using a Renishaw inVia microscope. Each sample was
illuminated with a 480 nm laser. The anti-Stokes emission resulting from this illumination was
then plotted.
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CHAPTER 3 Results
Experimental results are given in this chapter. Many categories of experiments were under-
taken, but not every possible permutation was performed. In addition to varying temperature,
pressure, and flow rate, three pieces of equipment and three source gases were employed. After
the section on Qualitative Observations, each section corresponds to a different set of experi-
ments, and they are arranged chronologically. The experiments gained in sophistication over
time.
Calibration Results
A number of a priori and other assumptions were tested in this study. The first assumption
is a known and constant gas composition. The other is that the temperature is very close to
the setpoint temperature. This Section presents results of calibrations which were described
on page 24.
In plug flow, the gas is modeled as a cylindrical ”plug” which reacts as it flows down a
tube. If the gas begins to react before it reaches the substrate, the substrate will receive a
lesser concentration of disilane and a greater concentration of hydrogen gas. This reduces the
growth rate.[26] Changing the position of the substrate or increasing the flow rate to obtain
fresher gas are both effective. Flow rate results are shown in Figure 3.1.
Figure 3.2 shows a quick comparison of growth rates at different positions in the wafer
boat. The wafer boat was centered in the hot-wall reactor, but contained 25 slots. Slot 10 was
located at the exact center of the hot zone, and was used for all other experiments. Temperature
calibration showed a wide area in the center of the hot zone over which the temperature was
invariant; experiments presented in Figure 3.2 took place in this temperature invariant zone.
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Figure 3.1 Effect of Flow Rate with Pure Disilane
Hot-Wall Temperature Calibrations
Gas temperatures in the hot-wall reactor were calibrated with a long thermocouple probe.
Since the probe was inserted through a small rubber O-ring, it was possible to measure tem-
peratures at low pressures. Gas flow was found to have no measurable effect. Figure 3.3
below shows an approximately logarithmic relationship between the temperature offset from
the setpoint and the pressure. At low pressures, the gas temperatures were much lower than
the setpoint. At higher pressures, the temperature offset became constant. The largest tem-
perature offsets occured at larger setpoint temperatures.
This curve could not be easily fitted by common functions, so an alternative view of the
same data was plotted. This is shown in Figure3.4. For each pressure, the temperature
offset depended very linearly on the setpoint temperature. This plot was used to correct
for temperature offsets, thereby enabling series of experiments to be carried out at constant
temperature while varying the pressure.
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Figure 3.2 Effect of Substrate Position with Pure Disilane
Cold-Wall Temperature Calibrations
As described on page 24, thermal gradients in rarefied gas may exist between a substrate
heater and the substrate material. Both Corning 7059 glass substrates and stainless steel
substrates were used in temperature calibrations. The results for 7059 are given in Figure 3.5.
It can be seen that at the base pressure of the reactor, approximately one microTorr or less, the
growth surface is far colder than the control thermocouple would indicate. By extrapolation,
the offset is 100K at an indicated temperature of 500◦C. Higher pressures allow better heat
conduction, but there is a noticeable change in the slope of the calibration curve. This plot
provides a linear equation for the measured surface temperature of a 7059 slide at the base
pressure of the reactor.
By magnifying the previous Figure, we see in Figure 3.6 that the slope in the 10 Torr
calibration curve changes slope with increasing setpoint temperature. The change in slope is a
more serious problem than a constant-temperature offset: a deviation in the slope introduces
errors into the calculation of Arrhenius parameters. The Figure provides an equation for the
calibration curve at 10 Torr. This curve was extrapolated to a true temperature of 484◦C.
A significant result is shown in Figure 3.7. Just as in the hot-wall case, heat transfer
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Figure 3.3 ∆T as a function of Pressure
through a rarefied gas depended on gas pressure. Where the true temperature approached the
hot-wall setpoint at a few Torr, the true temperature in the cold-wall case only approaches a
constant above 10 Torr.
Figure 3.8 shows the calibration curves for stainless steel substrates. In this case, the tem-
perature offsets are much less severe, yet they are pressure-dependent. This indicates that the
gap between the substrate heater and the substrate is still important despite a thinner sub-
strate with a higher thermal conductivity. It can be inferred that the possibility of tightening
the substrate heater bolts with greater force allowed for a minimization of the gap between
the substrate and the heater.
Qualitative Observations
Not all data gathered in an investigation is quantifiable or consistent. Experimental con-
ditions leading to undesirable results are typically not pursued in a quantitative manner. This
section is devoted to such data.
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Figure 3.4 ∆T as a function of Setpoint Temperature
In hot wall, plug flow experiments using both 10% and 100% disilane, dust formation
constituted a barrier to exploring high growth temperatures and high pressures. In general,
pressures above 1 Torr at flow rates of 74 sccm lead to varying amounts of dust. Dust at 1
Torr could take the form of scattered particles incorporated into the film itself, or, at 5 or 10
Torr, could take the form of tens of micrometers of a fluffy orange or black substance. Such
samples were not unlike moth’s wings.
One sample created from 10% disilane at 5 Torr, 550◦C, and 74 sccm flow rate slowly
flaked off of its substrate over the course of several days. Other samples above 3 Torr were
diffuse rather than reflective, or were black and/or speckled. Deposition at 2 Torr, 550◦C, and
74 sccm was of marginal quality, leading to samples which resembled amorphous silicon, but
tended have dust incorporated into the solid film.
Dust production was greater in experiments with pure disilane. This is a clear indication
that insertion reactions, leading to higher silanes, are occurring under the conditions used
in this study. Table 3.1 summarizes experimental conditions leading to dust formation. In
addition, samples grown on Corning 7059 substrates are listed as “rough” if they were not at
least 91% transparent; others are labeled “smooth”.
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Figure 3.5 ∆T as a function of Setpoint Temperature, 7059 substrate
Table 3.1 Conditions Leading to Dust from Pure Disilane, 74 sccm
450◦C 475◦C 500◦C 525◦C
0.3 Torr Rough
0.5 Torr Smooth Good Good
0.7 Torr Smooth Good Good
0.9 Torr Rough Good Dust Dust
1.1 Torr Smooth Good
1.3 Torr Rough Dust
In contrast to plug flow experiments, static and low-flow-rate experiments did not result
in dust formation. In fact, films tended to be far more reflective, suggesting a very smooth
surface.
During cold wall experiments, polished stainless steel substrates were sometimes bolted to
the substrate heater tightly enough to flex the substrate. Upun removal from the reactor, the
deposited films, being more reflective and smoother than the highly polished stainless steel,
showed this flexure clearly. Removing the stress did not cause any flaking of the film.
One hazard of purely thermal chemical vapor deposition is a tendency toward the growth
of solid deposits on the walls of the reactor. Hot-wall experiments lead to relatively innocuous
deposits of smooth, solid silicon which had a slight tendency to flake off. In cold-wall experi-
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Figure 3.6 ∆T as a function of Setpoint Temperature, 7059 substrate
ments above a few Torr, however, the deposits on the walls of the reactor tended to be porous,
pungent, and occasionally took on a fluorescent green color. This is because in a cold-wall
reactor, the walls are heated indirectly by infrared radiation from the substrate heater and by
conduction through the gas. The lower-temperature walls are not hot enough to provide for
surface diffusion to create a solid film.
Boron Doped Samples
This section presents results of in-situ doping experiments using diborane. Experiments
were performed under both hot-wall and cold-wall conditions. In all cases, diluted disilane was
used. Films were deposited from a mixture of 21.1 sccm of 10% disilane in hydrogen and 1.0
sccm of 1% diborane in hydrogen. Each flow rate was controlled by a mass flow controller.
The ratio of diborane to disilane was 0.005.
Hot-Wall Experiments
The effect of increasing deposition pressure was found to follow the power law given in 3.1.
However, as Figure 3.9 shows, the growth rates actually drop with increasing pressure. In a
43
Figure 3.7 ∆T as a function of Pressure, 7059 substrate
cold-wall system depletion might lead to a leveling-off of the growth rate. The cause for the
reduction is depletion on the hot walls of reactor, which had much more surface area than the
substrate. The same effect was seen by Scott, Plecenik, and Simonyi.[44] This was remedied
by increasing the flow rate to 74 sccm.
Because experiments with diborane were carried out before a full calibration of the hot-
wall equipment, the deposition temperatures were not the same at each pressure; the actual
temperature in Figure 3.9 varied over a range of limited to 6◦C. Figure 3.10 shows the optical
bandgap as a function of deposition pressure; no clear trend is seen.
GR = 112.71 · P 0.7130 (3.1)
Cold-wall Experiments
Cold-wall experiments utilized a higher flow rate of 74 sccm and stainless steel substrates.
They were carried out prior to the temperature calibration of the cold-wall equipment. These
calibrations were not carried out at 900 millitorr; temperatures in this subsection are therefore
given as setpoint temperatures which will be higher than the actual temperatures. However,
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Figure 3.8 ∆T as a function of Setpoint Temperature, Stainless Steel Sub-
strate
later calibration showed no deviation in the temperature offset as the setpoint was increased;
in other words, the temperature errors were constant and therefore contribute relatively little
error into the calculation of the Arrhenius parameter.
Due to the catalytic effect of diborane, the growth rate depended very weakly on temper-
ature. Figure 3.11 shows that the growth Arrhenius parameter (calculated from equation 3.2)
between 450 and 550◦C was 0.83 eV, which matches Pates’[2] results from hot-wall experi-
ments. Two experiments with very close results were performed at 550◦C; this may not be
apparent in Figure 3.11.
GR = 17.043 · exp
(−9616.88
kBT
)
(3.2)
Disilane Diluted in Hydrogen
In this section, results are presented for undoped silicon thin films. All such experiments
with diluted disilane were performed under hot-wall conditions. As each sample was deposited
on stainless steel substrates, neither optical nor electronic properties could be measured. Film
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Figure 3.9 Growth Rates at 485◦C Follow a Power Law until 0.5 Torr;
depletion occurs at 0.7 Torr and 21 sccm
thicknesses were determined and Raman spectroscopy was performed.
Growth Rates
Figure 3.12 gives a comparison of results from this study and from the work of Pates[2] be-
tween 432◦C and 537◦C. It was possible to apply the hot-wall temperature calibration retroac-
tively to Pates’ data and to the results of this study. Linear regression analysis gives growth
Arrhenius parameters of 1.6±1.2 eV for Pates’ data; similar data from this study was flawed at
550◦C. Figure 3.12 shows that small additions of diborane drastically reduce the temperature
dependence of growth, while simultaneously increasing the growth rate.
The trend of growth rates versus pressure is given in Figure 3.13. In each case, a power-law
trend is seen. The same experiment with pure disilane did not give the same results, however.
Table 3.2 gives the power law dependence for each curve in Figure 3.13. The uncertainty in
the reaction order is large; apart from the curve from experiments with diborane, they could
each be first order reactions.
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Figure 3.10 Tauc’s Gap shows little dependence on deposition pressure at
485◦C
Figure 3.11 Growth Rates follow an Arrhenius dependence with an Arrhe-
nius parameter of 0.83 eV
Table 3.2 Power Law Fit Curves for 10% disilane with and without dibo-
rane
Temperature (C) Diborane Power Law Reaction Order Uncertainty
500 Yes GR = 112.71 · P 0.7130 ±0.064
500 No GR = 24.99 · P 0.8251 ±2.452
525 No GR = 72.79 · P 1.0623 ±0.120
550 No GR = 200.85 · P 0.8189 ±1.371
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Figure 3.12 Growth rates of films grown with diborane follow a weaker
Arrhenius dependence; large amounts of diborane have no ad-
ditional effect (from [2])
Figure 3.13 Growth Rates follow a power law of the same order regardless
of boron doping. The order of the reaction is seen to change
with temperature.
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Microstructure
Raman spectroscopy provides no evidence of crystallinity at the highest temperatures em-
ployed in this study. The peak expected for amorphous silicon at 480 cm−1 was found in all
cases, while no peak near 520 cm−1 was seen. Figure 3.16 represents the highest temperature
and a pressure lower than most employed in this study. Films grown at lower temperatures
and higher pressures can be assumed to be purely amorphous.
Figure 3.14 Raman peak at 480 cm−1 indicating amorphous structure
Figure 3.15 Raman peak at 480 cm−1 indicating amorphous structure
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Figure 3.16 Raman peak at 480 cm−1 indicating amorphous structure
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Pure Disilane
Results from experiments utilizing pure disilane are given in this section. Both hot-wall
and cold-wall experiments were carried out; in no case was diborane used.
Hot-Wall
Growth Rates
Growth rates followed power law dependences on pressure and had Arrhenius dependences
on temperature. However, the Arrhenius parameters were unusually high. It can be seen in
Figure 3.17 below that the regression curves are excellent fits to the data at 475 and 500◦C.
Data at 450 and 525◦C seem to follow the same trend.
Figure 3.17 Pressure Dependence for Pure Disilane
It is seen that depletion is not a factor in these results. Early experiments with diborane
and diluted disilane (see Figure 3.9) showed that depletion resulted in a limit in growth rates
above a certain value, followed by a steep reduction at higher pressures. At 525◦C, in fact, the
growth rate reached 1360 A˚/min; at this rate an experiment of ten minutes was sufficient to
grow a film of 1.36 microns thickness. Rates of this magnitude are at the limit of practicality,
and higher rates were not pursued.
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The results in Figure 3.18 were surprising. The unexpectedly high growth Arrhenius param-
eters are given in table 3.3. Scott, Plecenik, and Simonyi[44] found that the growth Arrhenius
parameter did increase when the gas was preheated. However, the results of this study indi-
cate a much higher increase in this parameter than their results showed. This may be due to
a greater rate of heat input driving reactions to higher rates.
Figure 3.18 Growth Rates follow an Arrhenius dependence, but with a
much higher slope.
Table 3.3 Arrhenius Parameters
Growth
Pressure Arrhenius Parameter Uncertainty
0.7 Torr 3.31 eV ±0.68 eV
0.9 Torr 3.30 eV ±0.47 eV
1.1 Torr 3.64 eV ±0.58 eV
Optical Properties
The first optical measurement performed on transparent samples is transmittance versus
wavelength from 800 nm to 2500 nm. At the long-wavelength end of this infrared spectrum,
photons are not absorbed by the material. The maximum transmittance at these long wave-
lengths for hot-wall samples from pure disilane is given in Figure 3.20. Of the six samples,
only three are smooth enough to pass 91-92% of the incident light.
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Figure 3.19 Growth rates from pure disilane are not ten times the rate
from 10% disilane in hydrogen
For hot-wall samples, Tauc’s bandgap, as determined from Tauc’s plot, ranged from 1.5
eV to 1.61 eV. The E04 point, or where the absorption coefficient reaches 104cm−1, occurred
between 1.66 and 1.72 eV. In Figure 3.21 below, results from experiments at 450◦C are found
at higher pressures, while results at 475◦C are found at lower pressures. At each pressure
other than 1.1 Torr, the two points refer to the same sample. The E04 point could not be
measured for the 450◦C grown at 1.1 Torr because the calculated optical absorption coefficient
was greater than 104cm−1 over the relevant range. Data points for rough samples are not
plotted.
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Figure 3.20 Maximum transmittance
Figure 3.21 Tauc’s Bandgap and the E04 energy
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Electronic Properties
For samples deposited at 450 and 475◦C, the electronic absorption within the bandgap was
probed. Figures 3.22 and 3.23 are Urbach plots of normalized Quantum Efficiency. The Figure
of merit here is the slope of these plots; a high slope indicates that the exponential band tails
in the density of states are sharp, and that little sub-band-gap absorption occurs. The curves
at 450◦C do not extend as deep into the bandgap as do the curves at 475◦C; samples grown at
a lower temperature were not as thick and generated less total current to be measured. Table
3.4 summarizes the Urbach Energies. These energies are higher than those of device-quality
films.
Figure 3.22 Urbach Plots, Hot-Wall with Pure Disilane at 450◦C
Table 3.4 also gives the conductivity Activation Energy, Eσ, and the ratio of photoconduc-
tivity in simulated sunlight to dark conductivity. The Activation Energies show no clear trend
with temperature or pressure. The conductivity ratios are low, with the best results found at
475◦C and 0.5 Torr pressure.
Cold-Wall
Cold-wall experiments were carried out at very high total pressures. As the available flow
rates were too low to achieve such pressures instantaneously, a strategy was used to store gas
a higher pressure in a secondary chamber, then release it into the primary chamber. This is
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Figure 3.23 Urbach Plots, Hot-Wall with Pure Disilane at 475◦C
Table 3.4 Electronic Properties, Hot-Wall, Pure Disilane
Temperature Pressure Urbach Conductivity Activation
Energy Ratio Energy
(◦C) (Torr) (eV) (unitless) (eV)
450 0.9 91.2 0.821
450 1.1 ≈49-81 587.78 0.828
450 1.3 82.5 0.747
475 0.2 90.5 0.641
475 0.5 66.87 1263.5 0.766
475 0.7 ≈91.2-119.4 48.725 0.644
500 1.1 N/A 0.782
described on page 28, and allowed for static conditions to be used. However, it was found
that static conditions lead to depletion of the precursor gas. Experimental methods were then
improved to allow for a low rate of flow throughout the experiment.
Growth Rates
Figure 3.24 shows the results of three experiments under static conditions and their de-
viation from linear behavior. A mathematical model was developed to fit the data, and is
described on page 55.
By using non-linear curve fitting program in Origin Pro 7.5, this equation was fitted to
the data. The derivative was calculated to estimate the overall reaction rate, or the total
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Table 3.5 Pressure dependencies under hot-wall and cold-wall conditions
Temperature (C) Power Law Reaction Order Uncertainty
Cold-Wall 476 GR = 3.823 · P 0.644 ±0.592
Hot-Wall 475 GR = 4.344 · P 0.8546 ±0.102
Hot-Wall 500 GR = 6.235 · P 1.440 ±0.153
consumption of gas over time. The asymptote of each function was calculated to find the initial
rate of gas consumption. The film growth rate was then compared to the molar reaction rate to
find the necessary degree of gas flow to maintain a constant, if not quite 100%, concentration
of disilane gas in the reactor. This amount of gas flow was linearly scaled up to allow for
deposition at higher pressures. Further experiments were carried out with at least double this
amount of gas flow, which amounted to only 5.0 sccm of disilane.
R (t) = kbc · exp (−kt) (3.3)
Figure 3.24 Depletion in a Static Reactor
Figure 3.25 shows the dependence of the growth rate on pressure. These results benefit
from 5.0 sccm of fresh disilane and a temperature calibration. Table 3.5 gives the fit curves.
The Further investigation of this curve was made impossible by the total depletion of the
precursor gas in the gas cylinder; the point at 6.45 Torr represents the last experiment that
was possible.
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Figure 3.25 For pure disilane, growth rates follow similar power laws in
hot-wall (475, 500◦C) and cold-wall conditions (476◦C)
Optical Properties
Cold-wall samples were more consistently transparent than were the hot-wall samples. In
Figure 3.27, five of six samples transmitted more than 91% of the incident light. Optical
bandgaps did not vary significantly with deposition time or temperature. Figures 3.28 (which
corresponds to Figure 3.24) and 3.29 (corresponding to Figure 3.26) show the bandgap data.
Infrared absorption showed clear peaks between 620 and 660 cm−1for all samples except
for the reference sample, and also showed strong peaks at 2000 cm−1. No peaks were seen
between 800 and 900 cm−1. This indicates a total lack of undesirable dihydride bonding.
Electronic Properties
The photoconductivity and dark conductivity of cold-wall samples was measured. These
results are given in Table 3.6. The ratios are not as high as those for photovoltaic-quality
films. There is a clear decrease in the photoconductivity ratio with deposition time under
static conditions. Figure 3.33 shows a comparison between Urbach plots obtained from hot-
wall and cold-wall samples. It is seen that there is little difference between the samples despite
a large difference in the deposition pressure and rate. Figure 3.34 compares Urbach plots
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Figure 3.26 Growth Rate Arrhenius Plot for pure disilane indicating an
Arrhenius parameter of 1.98 eV
measured at multiple temperatures. Again, no trend is seen in the slope of the graph.
Table 3.6 Photoconductivity Ratios of cold-wall samples grown at 8 Torr
Temperature (C) Time (min) Ratio
455C 35.5 500
455C 45 392
455C 60 153
440C 92 648
469C 20 386
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Figure 3.27 Tauc’s Gap with Depletion, Pure Disilane
Figure 3.28 Tauc’s Gap with Depletion and Pure Disilane, showing no
trend
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Figure 3.29 Tauc’s Band Gap versus Deposition Temperature, showing no
trend
Figure 3.30 Infrared Optical Density
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Figure 3.31 Infrared absorbance at 2000 cm−1, and none at 2090 cm−1
Figure 3.32 Infrared Optical Density
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Figure 3.33 Urbach plots at very different pressures and growth rates have
similar Urbach energies of 75 meV
Figure 3.34 Urbach plots from cold-wall samples show little variation with
temperature
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CHAPTER 4 Conclusions
Smooth thin films of hydrogenated amorphous silicon were produced at medium deposition
temperatures by the pyrolysis of disilane gas. The Arrhenius parameter and pressure depen-
dencies for the deposition rate were calculated for samples grown from 10% disilane with and
without diborane. This data was also calculated for pure disilane. deposited under hot-wall
and cold-wall conditions. The growth rate followed an Arrhenius dependence on temperature
in all cases. For pure disilane under cold-wall conditions, good-quality films were grown with
an Arrhenius parameter of 1.98 eV, which is in excellent agreement with Giunta et al.[41] who
found a value of 1.99 eV. Barring conditions leading to precursor depletion, rates followed a
power-law dependence on pressure. Power law relations had orders of 0.63 to 1.4, but with
significant uncertainties. This matches the reaction orders found for deposition from pure
silane.
Diborane was found to reduce the Arrhenius parameter for growth, increase the deposition
rate, but not to affect the pressure dependence. Depositions from diluted disilane under hot-
wall conditions were found to match both CVD theory and common literature values. The
growth rate was power law function of pressure over a wide range of temperatures, and growth
Arrhenius parameters were within the expected range.
When pure disilane was deposited under cold-wall conditions at the same temperatures, the
pressure dependence followed a less steep power law dependence, and followed an Arrhenius
dependence which was within the range of literature values.
Less common results were found in experiments with pure disilane in a hot-wall configu-
ration. The power law dependence can be attributed to chemical kinetics. The reaction order
seemed to increase with increasing temperature, and the Arrhenius parameter increased with
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pressure. The Arrhenius parameter ranged from about 2.9 eV to 3.6 eV; these values, and the
range over which they vary, are out of proportion with literature values.
It might be hypothesized that pure disilane would cause deposition at ten times the rate
of 10% disilane. It was shown that hot-wall growth rates from pure disilane (at 34 sccm) fell
short of this goal when the temperature was below around 530◦C. Whether growth rates from
pure disilane would exceed ten times the rate from 10% disilane is not known. This comparison
shows that growth from pure disilane is very efficient because pure disilane reached high growth
rates despite a disadvantage in flow rate. This confirms the conclusion that the anomalous
behavior is not being caused by depletion of the source gas, although other chemical reactions
are possible.
The electronic properties of films grown from pure disilane under hot-wall conditions were
poor. These included wide band tails within the band gap and low photoconductivity ratios.
The band gaps of films deposited at 450 and 475◦C were in the range of 1.5 to 1.6 eV.
Films grown under cold-wall conditions were more likely to be smooth than were films
grown under hot-wall conditions. Band gaps of films deposited under cold-wall conditions fell
in a narrower distribution despite having been deposited at a wider range of temperatures
between 440 and 469◦C. Such films displayed strong infrared absorption at 2000 cm−1 but no
measurable infrared absorption at 2090 cm−1, nor between 800 and 900 cm−1. This indicates
the presence of hydrogen incorporation in the film and a lack of the undesirable dihydride
bonding configuration.
Future Work
In this study, a wide range of experimental conditions was explored, leading to a relatively
sparse data set. Future studies might focus more strongly on a particular set of conditions,
or continue along paths suggested by this work to achieve growth at lower temperatures or to
improve the electrical properties. Investigations into the anomalous results from pure disilane
under hot-wall conditions may also be fruitful.
Further investigation of higher pressures with the cold-wall equipment may yield very high
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growth rates at low substrate temperatures. In the work of Scott, Plecenik, and Simonyi, the
precursor gases were preheated, then deposited on a low-temperature substrate. In this study,
the hot-wall experiments were essentially carried out in this manner, though unintentionally.
Future work may involve the use of two substrate heaters: one to support the substrate,
and one to pre-heat the gas. This strategy is very similar to the method of hot-wire CVD, but
at far lower temperatures. The temperature of the pre-heating device might be finely tuned to
control which radicals may form. The flow rate might be adjusted to minimize the period of
time during which the fresh precursor is heating; at a sufficient flow rate, chain reactions will
be suppressed. Such an experiment could be readily performed with the equipment available in
this study. Of course, mass spectrometry would be useful for exploring the reaction products.
Experimental methods and measurements may be improved in multiple ways. In the prepa-
ration of transparent samples, future workers might remove the backside deposits with a KOH
solution in a pipette rather than with hydrofluoric, nitric, and acetic acids which slightly etch
the substrate.
A variety of diluent gases might be explored. In addition to commercially available mixtures
of hydrogen, helium, and nitrogen, pure disilane might be mixed with monosilane at various
ratios. Also, mass spectrometry on diborane mixtures may lead to an explanation of the effects
of diborane on the growth rate and Arrhenius parameter. Bock et al.[54] carried out theoretical
calculations showing that silylene and diborane may react exothermically to form silylborane.
This reaction is shown in equation 4.1. Future experiments might compare boron doping at
various levels of hydrogen dilution. Formation of silylboranes might be more likely with a
minimum of hydrogen.
SiH2 +B2H6 → SiH3BH2 +BH3 (4.1)
SEM and profilometry would be indispensable in identification and quantification of sur-
face roughness. Both smooth and rough samples were created under hot-wall and cold-wall
conditions, and the reasons are not known.
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