Lift-dominated pointed aircraft configurations are considered in the transonic range. To make the approximations more transparent, two-dimensionally cambered untwisted lifting wings of zero thickness with aspect ratio of order one are treated. An inner expansion, which starts as Jones's theory, is matched to a nonlinear outer transonic theory as in Cheng and Barnwell's earlier work. To clarify issues, minimize ad hoc assumptions existing in earlier studies, as well as provide a systematic expansion scheme, a deductive rather than inductive approach is used with the aid of intermediate limits and matching not documented for this problem in previous literature. High-order intermediate-limit overlap-domain representations of inner and outer expansions are derived and used to determine unknown gauge functions, coordinate scaling and other elements of the expansions. The special role of switchback terms is also described. Non-uniformities of the inner approximation associated with leading-edge singularities similar to that in incompressible thin airfoil theory are qualitatively discussed in connection with separation bubbles in a full NavierStokes context and interaction of boundary-layer separation and transition. Nonuniformities at the trailing edge are also discussed as well as the important role of the Kutta condition. A new expression for the dominant approximation of the wave drag due to lift is derived. The main result is that although wave drag due to lift integral has the same form as that due to thickness, the source strength of the equivalent body depends on streamwise derivatives of the lift up to a streamwise station rather than the streamwise derivative of cross-sectional area. Some examples of numerical calculations and optimization studies for different configurations are given that provide new insight on how to carry the lift with planform shaping (as one option), so that wave drag can be minimized.
Introduction
Performance of high-speed airplanes and missiles is closely related to our ability to accurately predict and reduce drag. The transonic regime is quite challenging because † Deceased 17 April 1999.
of the strong nonlinearities in the flow and the occurrence of shock waves. Many commercial aircraft, as well as high-speed fighters, operate in this Mach number range. Other flight vehicles such as hypersonic aircraft and spacecraft accelerate through the same regime. However short the duration of exposure, the drag encountered during transonic flight is critical to overall mission performance, fuel expended and cost.
In the 1970s, a revolution occurred in computing nonlinear transonic and other high-speed flows with computational algorithms and computers. From this pioneering effort, computational fluid mechanics (CFD) has been an asset and workhorse for the aerospace engineer and designer in obtaining transonic flow patterns around realistic shapes. In spite of CFD's power, challenges still exist to predict drag and other quantities, such as pitching and hinge moments, rapidly enough for the phase of aircraft development known as conceptual design. Typical CFD calculations require significant amounts of pre-processing, a large portion of which involves grid generation. Conceptual design optimization also requires the study of hundreds to thousands of airplane geometry and related parametric variations as well as the interplay of physical intuition and compromises based on aerodynamic reasoning and systems impacts. Conflicting demands exist between quick response and pre-processing. Because the latter cannot yet be adapted to quickly restructure the grid for rapidly changing parameter sets, CFD's role is emphasized in later phases of preliminary and advanced design than the conceptual one. Alternatively, it is used to anchor a selected small subset of the conceptional (basepoint) design aerodynamic predictions using other methods.
Recent reviews, assessments and surveys of CFD approaches currently used in industry to estimate drag as well as other forces and moments are typified by Cosner (2000) and Lee-Rausch et al. (2003) . As an alternate to CFD, empirical methods have been employed in conceptual design. One such application is the use of algebraic fairings to estimate zero-lift transonic drag rise, a salient performance obstacle. Such fairings of are of limited value because their validity is restricted to their supporting datasets and they do not apply physical ideas in a self-consistent way based on first principles. At the other extreme, large-scale CFD, with careful application and study, is capable of providing excellent, high-accuracy results for a family of shapes for which there are wind-tunnel and flight tests to benchmark and, even in some cases, calibrate them. However, it provides limited design direction based on gasdynamic ideas for rapid-response, optimal aerodynamic shaping. Mathematical shaping guidance is possible from modern optimization techniques such as adjoint methods, stimulated annealing and control theory, but is implicitly restricted to small perturbations around an initial iterate. Such methods currently require highend workstations, which, with the exception of computer-aided design platforms, is atypical in today's conceptual design environment, but perhaps not in the future. Accordingly, the question of global optimality is a challenge in such techniques. New approaches such as continuation may be a possibility in this connection.
To provide an important complement to the aforementioned existing conceptual aerodynamic design 'toolbox', traditional asymptotic methods in a modern computational setting are attractive. Transonic application of combined asymptotics and numerics that stem from this idea is based on concepts that derive from the early work of Jones (1946) , who published a paper giving a formula for the lift and induced drag of 'low aspect ratio pointed wings below and above the speed of sound'. Related work on the equivalence and area rule appear in Oswatitisch & Keune (1955) Whitcomb (1956) , which correlate the aerodynamic characteristics of a full aircraft configuration to that of a body of revolution having the same cross-sectional area distribution along its length as the full airplane's. In Malmuth (1993) , the area rule and equivalence rule have been systemized into a combined asymptotic and numerical method that can be used as a conceptual design tool. This approach reduces the three-dimensional drag shaping optimization problem to one in one less space dimension and is capable (in principle) of systematic refinement. It is an example of how intuitive concepts based on systematic asymptotic approximation procedures combined with modern computational methods can be used to provide a rapid-response complement to the previously mentioned tools in a preliminary configuration environment. In addition, the shaping concepts are intuitive, being based on shape smoothing to remove shocks of an 'equivalent' body of revolution as contrasted to that of the complete airplane.
The work presented here, and earlier in the references cited below, represents an extension of Jones's ideas to the transonic range with emphasis on a special concept, wave drag due to lift. In this connection, it is reassuring that, under suitable circumstances, Jones's formula for the lift and induced drag not only continues to hold, but is even valid for wings whose aspect ratio is order one. Under these circumstances, shock waves and associated wave drag generally appear.
The basic ideas of how this type of flow behaves are set out in the papers by Cheng & Hafez (1973a,b) and the report of Barnwell (1975) . The principal result is that the lift produces a flow that looks, in the outer region, like the flow past an equivalent axisymmetric body. This physical effect shows up in the inner and outer expansions used by Barnwell. Cheng & Hafez used similar ideas to define the apparent body and general equivalence rule in a series of papers. Cramer (1979) also studied the problem (with zero thickness as is done here). He discusses thickness effects and essentially verified the results of Cheng & Hafez. In this paper and Malmuth et al. (1987) , we have also considered wing-like configurations with zero thickness and aspect ratio O(1) as in figure 1. Thickness effects can be incorporated relatively easily (see Cole & Cook 1988) , where the angle of attack α is O(δ), where δ is the wing-thickness ratio. † This analysis is an approximation of the case α δ. Inner and outer expansions are defined in essentially the same manner † The thickness theory applied in Malmuth et al. (1987) is applicable away from the nose. Studies of local corrections and uniformly valid approximations valid for two-dimensional airfoils as contrasted to the three-dimensional wings considered here are given in Rusak (1993 Rusak ( , 1994 .
as Barnwell, although the asymptotic matching is carried out in a different way using intermediate limit process expansions which, in our opinion, provides greater clarity. A special new result of the paper is the formula for transonic wave drag due to the lift associated with the outer expansion.
To show the implications of this work and in contrast with previous strictly analytical effort, this paper will describe the modern computational implementation of this concept to provide a tool for rapid conceptual design with particular emphasis on planform shaping to avoid wave drag due to lift. Several computations and an optimization are carried out to show the effect of planform and longitudinal distribution of lift on the transonic wave drag and give hints on how effective planform design can reduce it in the reduced-dimension equivalent body of revolution analogue. Of other significant importance is the fact that the combined asymptotic method provides a method of segregating out wave drag due to lift as contrasted to induced drag. This can provide a framework to deal with trade-offs between the two sources of drag.
Basic equations and boundary conditions
The problem is studied in the framework of inviscid aerodynamics. Since entropy increases across the shock waves are of third order in the flow perturbation, the full potential equation can be used as a starting point. The flow is thus, to this approximation, isentropic, i.e.
where p is the static pressure, ρ is the density, γ is the specific heat ratio and '∞' subscripts signify free-stream values. The potential equation is an expression of the continuity equation
where q is the velocity. Φ is the velocity potential such that q = ∇Φ. Equations (2.2) and (2.1) imply that
3) and a is the local speed of sound γp/ρ. The total enthalpy integral can be written as a
where U is the free-stream speed, M ∞ is the Mach number at infinity and M = U/a is the local Mach number. The boundary condition of flow tangency to the surface can be written as
on B(x, y, z) = 0, which defines the surface. We consider here an untwisted wing of zero thickness specified by an angle of attack α and a camber function m(x). The chord of the wing c = 1 and the span 2b is O(1). Thus 6) where f (x) = m(x) − x and m(1) = 1. For a straight trailing edge at y = 0, the trailing vortex sheet lies in the plane y = 0, x > 1. The planform is specified by (±z LE (x), z LE (1)) = b. Cheng & Hafez (1973a) considers the breakdown of the expansions associated with separation at the leading edges. Rigorous consideration of this effect is beyond the scope of this analysis since this flow is actually one involving the interaction of viscous boundary-layer separation and non-parallel flow transition in a reattaching separation bubble. Even an inviscid flow model in which a single rectilinear vortex is introduced into the flow by inductive ad hoc procedures needs to be checked against deductive solutions of the full unsteady Navier-Stokes equations derived from first principles. † The solution of the unit problem presented here should therefore be regarded as one significant component of a more general problem that accounts for this local breakdown region. Another viewpoint is that it is for the case when δ = o(α) as α → 0, in which the thickness at the leading edge is not zero. For δ = 0, this component represents an outer expansion that should be matched with the local leading-edge flow. The matching might involve intermediate expansions. Inviscidly, this leading-edge neighbourhood acts like the local leading-edge singularities of thinairfoil and slender-wing theory to dominant order. Possible non-uniformities occur in the higher approximations. In both these examples, the solution ignoring this non-uniformity gives reasonably accurate approximations since the square-root singularity in many cases is weak in an appropriate parameter space. In other cases, such as blunt leading edges, this approximation is not so elastic and the local breakdown regions are more important.
Another boundary condition that must be satisfied is the 'Kutta condition' at a trailing edge where the flow is locally subsonic. This condition implies that the pressure loading at a trailing edge is zero. In approximations such as the inner expansion, which follows, each term satisfies this condition. Another interpretation of this condition is that unphysical pressure jumps are not allowed in the inner solutions.
Inner expansion and far field (r * → ∞)
The approximation in general is based on α → 0, M ∞ → 1 and in the usual transonic way (K = (1−M 2 ∞ )/ε 1 (α) is the transonic similarity parameter, fixed, where ε 1 (α) is the parameter of outer expansion, defined later). In the inner expansion, the observer remains a fixed distance O(1) from the wing, and distances are measured from the wing surface.
The inner limit process thus has
where
The form of the inner expansion for the potential is thus
(3.2) † Actually, an infinite cascade of eddies may occur in such a leading-edge bubble as contrasted to a single vortex.
The presence of the overbar denotes the possibility of logarithmic switchback terms introduced into the inner expansion for purposes of matching with the outer expansion. Anticipating the result, we note here that
Note also that the velocity components of the inner expansion are
Substituting the assumed expansion into the full potential equation, we obtain the equations for the first two approximations (in divergence forms, as follows from (2.2)) and the corresponding conditions of tangent flow to the wing surface
∂ ∂z is the inner transverse gradient, ∇ * ϕ 1 is the inner transverse velocity perturbation,
∂z 2 is the inner transverse Laplacian and, heuristically †, 6) so that the term involving K does not appear in the inner equations to this order, since these terms are to dominant order O(αε 1 ) = o(α 2 ). The first equation (3.4) can be thought of as the Prandtl-Glauert equation of linearized theory, but with M ∞ close to unity. The second equation (3.5) shows how, in the inner representation, either compression ϕ 1 x < 0 or expansion ϕ 1 x > 0 provides an effective volume source and can cause stream tube divergence. We note the expression for the x component of the mass flux vector,
The x derivative of the quadratic form in (3.7) is almost the right-hand side of (3.5); the additional term
, which is related to † In this connection, From (5.5) ff., ε 1 = α 2 log(1/ √ ε 1 ), equation (3.6) follows from a study of inequalities and can also be verified by solution of this identity by rapidly converging Picard iterations.
the dominant approximation of the left side of the continuity equation ∇ * · (ρq) = 0 in the inner approximation.
The inner expansion is the driver of the entire procedure. But, as is now shown, it is not valid as r * = y * 2 + z 2 tends to infinity. On physical grounds, we would expect the transonic flow far away, which, in general, contains shock waves, to be described by an equation of mixed elliptic-hyperbolic type. The Laplace equation (3.4) is, of course, always elliptic.
Furthermore, we show that the second term α 2 ϕ 2 becomes much greater than the first, αϕ 1 , as r * → ∞. The general symmetry of the solution ϕ 1 , ϕ 2 is
We now study the behaviour of these solutions near infinity in r * . The solution for ϕ 1 can be represented by a dipole sheet (or vortices) or, most directly, by the use of the complex variable
(3.8) The complex potential for the wing, which is flat in a cross-plane x = const., and for the trailing vortex sheet is
(3.9)
The transverse components of velocity perturbation ∇ * ϕ 1 = (v 1 , w 1 ) are found from
(3.10)
The first approximation to the pressure distribution and the lift can be found from
Equation (3.10) shows the leading-edge singularity at ξ = z LE , whose ramifications were discussed after (2.6). In accord with the remarks in § 1, resolution of this nonuniformity is a subject for future investigation. However, as in thin-airfoil theory, this effect will be localized in the dominant approximation but may have other consequences in the higher orders. Thus the lift up to a station x is given by 12) where
Also,
(3.13)
From (3.9),
Thus the total lift is
These results are, of course, the same as those of Jones's theory. The pressure loading depends on (cf. (3.15))
The Kutta condition [ϕ 1 x ] w = 0 at the straight trailing edge x = 1, z LE = b can be satisfied by controlling the planform and camber so that z LE (1) = 0, f (1) = 0. Otherwise, the theory has a local non-uniformity at the trailing edge, which has to be accounted for by a local asymptotic expansion.
The far-field behaviour of ϕ 1 follows from (3.9) as ξ → ∞, (3.19) so that
The dominant term is a dipole potential where the dipole strength D 1 (x) is equal to the lift l 1 (x) up to the station x (cf (3.16)),
An unyawed symmetric planform has been assumed. For more general planforms, we can use
The potential problem for ϕ 2 can be thought of as describing the flow past a thin wing with thickness and a volume distribution of sources. Thus the far-field contains a source term like log r * and a particular solution due to the right-hand side of (3.5). From (3.21), the right-hand side has a term Taking account of the particular solution, the far-field of ϕ 2 is
Thus there is a non-uniformity as r
, roughly when r * log 2 r * ∼ 1/α. This shows the need for an outer expansion. An expression for the source strength S 2 (x) can be found from the boundary-value problem for ϕ 2 , but g 2 (x) is undetermined from an inner problem. g 2 (x) must be found by matching with the outer nonlinear boundary-value problem. The presence of shock waves in the outer flow is reflected in g 2 .
Outer expansion and near field (r → 0)
The first few terms of the outer expansion necessary to match with ϕ 1 , ϕ 2 are considered in what follows. The limit process associated with this expansion is the typical transonic expansion necessary to give the small disturbance equation (Cole & Cook 1986 ). The representative point runs to infinity as α → 0, M ∞ → 1. More precisely, if µ = sin −1 (1/M ∞ ) is the Mach angle of the Mach waves, then the vertical and lateral scales y, z are such that
since K = O(1) is fixed in the transonic limit considered here. We consider an outer limit in which the flow pattern is invariant by rescaling all the lengths to the expanding vertical and lateral length-scales. From the just-mentioned orders of magnitude, this invariant picture is achieved in an outer limit in which the strained coordinates √ ε 1 (y, z) ≡ỹ,z are held fixed to keep the flow field in view to the observer in the rescaled frame as α → 0, in accord with the aforementioned Mach wave scaling. The flow variables are functions of the scaled independent variables (x,ỹ,z, K) in this limit. Accordingly, the general form of the expansion for the potential is
where ε 1 , ε 2 , ε 3 are found from matching and ε 3 ε 2 ε 1 , where τ 1 τ 2 signifies τ 1 = o(τ 2 ) hereinafter. In order to match, it is necessary to obtain a right-hand side term similar to that in (3.5), 1 2 (γ + 1)(ϕ 2 x ) x . φ 2 can be made to match with the dominant dipole of inner ϕ 1 , and this forcing term then appears in the right-hand side of the equation for φ 3 . φ 1 is termed a 'switchback' type of function (that needs to be inserted for matching), and turns out to be the axisymmetric flow produced by an equivalent body of revolution. This forcing term can be made to appear in this way by adjusting the relative orders of magnitude of the gauge functions ε 1 , ε 2 , ε 3 .
Some details are now shown.
The full potential equation (2.3) takes the form
Thus, choosing ε 1 ε 3 = ε 2 2 , we have
Here, φ 1 satisfies the usual nonlinear transonic small-disturbance Karman-Guderley (K-G) equation, φ 2 satisfies a linear variational equation and φ 3 a forced variational equation. All the equations are of conservation type and can be written as
Heuristically anticipating matching, we anticipate that the near-field behaviour r → 0 of these solutions, obtained from∇ 2 φ 1 = RHS, where i = 1, 2, 3, is given by 
The foregoing structure is obtained from anticipated matching with the source and dipole representing homogeneous solutions of the first-and second-order problems and correction particular solutions from the forcing terms in the dominant part of the recursive procedure based on the right-hand-side structure previously outlined. The source strength S 3 and doublet strength D 2 are found by matching with the inner solution. The source strength S 1 is found in a special way in the matching. The functions G 1 (x), G 3 (x) are found when the boundary-value problems defined by the singular behaviour asr → 0 in (4.9)-(4.11) are solved (numerically).
Asymptotic matching
A matching limit, intermediate to the inner and outer limits, is defined by a class of functions η(α) such that
is held fixed in this limit. Thus
In the intermediate limit, the representative physical radius again runs to infinity as α → 0, M ∞ → 1, but not as fast as in the outer limit. For matching, the inner-and outer-limit expansions must read the same in the intermediate coordinate.
Thus
where ↔ denotes 'matches to'. Note that, in the matching,
Note also that
Writing these out using the near-field expansions of this section and the far-field expansion of the previous section, we have
Comparison of these two expansions shows that they match in an intermediate region with the choices
In summary,
where ε 1 (α) is defined implicitly by the relationship above and S 1 (x) is chosen by an internal switchback in the outer expansion. Note that the first member of the above equation giving ε 1 (α) agrees with that anticipated by Cramer (1979) . The switchback functions in the inner expansion are
The principal physical result of the matching is the source distribution for the apparent body that generates the first axisymmetric outer potential φ 1 (x,r),
(5.8)
This body depends only on the longitudinal distribution of lift l 1 (x). A correction axisymmetric flow is provided by the source S 3 ,
which generates the axisymmetric part of φ 3 (x,r, θ). φ 3 (x,r, θ) can be decomposed into ϕ 3 (x,r, θ) = Ω 3 (x,r) + Ψ 3 (x,r) cos 2θ (5.10) using the form of φ 2 , ϕ 2 (x,r, θ) = ψ 2 (x,r) cos θ.
Then, for Ω 3 (x,r),
By considering the omitted terms, an overlap domain can be shown to exist for matching to this order. Also, consideration of higher-order terms in both expansions shows that the matching can be continued. Thus the outer expansion reads
It can thus be noted that the collection of terms φ 1 , φ 2 , φ 3 that can be computed individually satisfy together the small disturbance (K-G) equation
We remark that, as in the discussions by Cheng & Hafez, the gauge function analytical orders are close to each other. Further analysis is required to assess their importance with respect to wave drag due to lift. These studies should examine the question of the numerical order of magnitude of the coefficients of these gauge functions. In many engineering applications, the magnitude of these coefficients can be small enough to offset the closeness of the gauge functions, allowing an accurate estimation from the dominant orders.
Wave drag
There is, of course, induced drag associated with the trailing vortex system; the drag in dominant order, associated with ϕ 1 , is just that of Jones's theory. From the point of view of induced drag, the wing considered here, which is flat spanwise, is an optimum. The spanwise circulation distribution (cf. (3.15) ) is elliptical. The wave drag is connected to the shock-wave system in the outer flow field. It could be calculated from the entropy increase in the wave system. For small disturbances to a free-stream, we have the result for the wave drag D w ,
where [S] s is the jump in specific entropy across a shock. The integral is taken over all the shocks in the system. Using the expression for the entropy jump in transonic small disturbance theory (cf. Cole & Cook (1986, p. 165 ff.) for a discussion of wave drag), we have
Consider the differential conservation form associated with (5.14),
Integrating this divergence form over all space outside a small cylinder,
around the x-axis enables the entropy jump of (6.2) to be related to radial momentum flow. Equation (6.3) is not conserved across shocks, so that shock jumps appear such as [
where the square brackets signify jumps. LetD
If we consider the dominant term in (6.4), theñ
From (4.9), (6.6) This wave drag due to lift 'area rule' formula is exactly that of a slender body in transonic flow (cf. Cole & Cook 1986, p. 161) , except with the new interpretation of S 1 (x) given by (5.5). Higher-order terms in the drag formula can be found.
Applications and remarks
Several applications have been made of the theory in its present form. For flat wings, f (x) = −1 and l 1 (x) is given by (3.16) to get πz for the equivalent body is
(cf. (5.5)). Equation (4.3), which, for axisymmetric flow, reads
is solved numerically with a small disturbance code NLWAVE for various K using (4.9) as the boundary condition. It is similar to that given in Krupp & Murman (1972) , except that the source strength is given by (5.5) and (3.16) instead of that related to streamwise derivatives of the cross-sectional area for axisymmetric bodies at zero angle of attack treated in Krupp & Murman (1972) . NLWAVE uses the successive line over-relaxation scheme (SLOR) with global iterative streamwise sweeps and their type-dependent switch for elliptic (subsonic), hyperbolic (supersonic), parabolic (sonic) and shock points developed by Murman and the first author. Jameson operators are also used to weight current and previous time iterations for nonlinear source terms in the finite-difference discretization of (7.1). A new version of the usual SLOR scheme is included in NLWAVE. Therein, the Neumann boundary condition associated with (4.9),
is treated by using the local inner expansion corresponding to (4.9) for the boundary pointsr = σ, where σ is a small constant. During the iterative scheme, the second term in the inner expansion is obtained from (4.9) written in the form atr = σ,
logr, where i indicates the previous SLOR iterate and i + 1 the current one. This value of G 1 (x) is used to compute the dominant term of the wave-drag coefficient. Although the far-field boundary conditions at the outer edges of the computational domain could have used the doublet ideas in Krupp & Murman (1972) , the extent of these boundaries justified a simpler approach involving homogenous Neumann data. On a modern PC, the SLOR iterations converge rapidly for non-pathological or 'bumpy' lift distributions l 1 (x). Pathologies and non-uniformities of the theory can occur for special classes of pointed wing tips and reentrant corners (largely of academic interest) where the theory herein could be improved with local solutions. Typical cases involving of the order of 1000 SLOR iterations require less than 1 min on an AMD Athlon, 524 MB RAM, 1.1 GHz Processor, Windows 2000 operating system. More iterations are required for near-sonic and thicker equivalent lift bodies in which the shock patterns become complex and take longer to converge as well as resolve. Once adequate convergence is obtained, C D w is calculated from (6.6). NLWAVE results are plotted as C D w versus M ∞ for two different angles of attack in figure 2. Substantial drag due to lift is evident. The planform shape and the distribution of l 1 (x) which is typical appears in figure 3 .
Another set of calculations incorporates a parabolic body of revolution (thickness ratio 0.057) and adds the source strength of this body to S 1 (x). A series of planforms with semi-span z LE (x) given by
and shown in figure 4 was considered for various µ, M ∞ = 0.995, α = 0.2 rad. The idea is to optimize the L/D figure of merit C D w /AR (where AR denotes aspect ratio) by a choice of planform. Here,
where S is the planform area and b is the wing span. A minimum drag occurs for µ = 2.5. The planform shape and curve of C D w versus µ appears in figure 5. Also shown in figure 6 for µ = 1.2, 2, 10 are isobars which make evident the shock wave that occurs. The wave drag for small µ is large because of the small sweep and for large µ because of rapid changes of l 1 near the wing tip. These preliminary studies are meant to show the relative effectiveness of various planforms and the utility of the theory in this article to select them.
It would be very useful to extend this work to give efficient ways of calculating the higher-order terms in the wave drag. It is also possible to incorporate the effects of wing thickness δ ∼ (α 2 log(1/ √ ε 1 )) into the formulation in a more systematic way.
First steps in this direction are given in Malmuth et al. (1987) and Cole & Cook (1988) . In summary, the analysis given herein provides a new result for the transonic drag due to lift of zero-thickness untwisted two-dimensionally cambered wings. Intermediate limits and matching provides an effective tool to determine the unknown scales and switchback terms to uniquely and deductively determine inner and outer rep-resentations. The formula for the wave drag is identical to that due to thickness except for a new interpretation of the equivalent body or source distribution factor S 1 (x) in (6.6). This changes the boundary conditions for the Karman-Guderley solution that determines the inner behaviour given by the function G 1 (x) in (6.6). Dramatic influence of the planform shape on shock drag has been demonstrated by the numerical studies shown here. Optimum planforms can be determined by the methods illustrated. In addition, our analysis can be extended to more arbitrary shapes including twist and thickness. Interesting optima are possible with these generalizations and should be studied in the future.
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