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Introduc¸a˜o
Neste trabalho de conclusa˜o de curso, faremos um estudo de propriedades dos espac¸os
vetoriais de dimensa˜o infinita. Para tanto, inicialmente estudaremos alguns resultados
importantes da teoria dos espac¸os vetoriais de dimensa˜o finita, e num segundo momento,
verificaremos a validade destes, quando passamos a considerar espac¸os de dimensa˜o in-
finita. Esse e´ o contexto deste trabalho, comparar algumas propriedades dos espac¸os
vetoriais de dimensa˜o finita com as dos espac¸os de dimensa˜o infinita.
Durante todo o trabalho realc¸aremos os conceitos e resultados abordados atrave´s de
exemplos, com o objetivo de tornar mais claro ao leitor o assunto apresentado. Tambe´m
tivemos a preocupac¸a˜o de demonstrar com detalhes a maioria dos teoremas, afim de que
a leitura deste material seja auto-suficiente para a compreensa˜o do conteu´do abordado.
Por fim, apresentaremos um breve resumo deste trabalho.
A definic¸a˜o de espac¸os vetoriais, subespac¸os, bem como os conceitos e propriedades
ba´sicas sobre a teoria dos espac¸os vetoriais, sera˜o vistos no primeiro cap´ıtulo deste tra-
balho. Neste tambe´m, e´ demonstrado o primeiro teorema de eˆnfase do trabalho, no qual
afirmamos que todo espac¸o vetorial admite uma base de Hammel.
No segundo cap´ıtulo estudaremos uma classe de espac¸os vetoriais que nos permitira´
um maior aprofundamento no estudo de propriedades de espac¸os vetoriais de dimensa˜o
infinita, os chamados espac¸os normados.
O cap´ıtulo seguinte, sera´ dedicado ao estudo das transformac¸o˜es lineares, aplicac¸o˜es
entre espac¸os vetoriais que preservam as duas operac¸o˜es alge´bricas dos espac¸os vetoriais.
Uma classe importante destas aplicac¸o˜es sa˜o as limitadas, sendo este um crite´rio simples
para a continuidade destas aplicac¸o˜es, como veremos com mais detalhes no desenvolvi-
mento deste cap´ıtulo. Ale´m disso, demonstraremos que para espac¸os com dimensa˜o finita,
todas as transformac¸o˜es lineares sa˜o cont´ınuas.
Para finalizar, no quarto cap´ıtulo vamos apresentar algumas propriedades que diferem
quanto ao fato da dimensa˜o do espac¸o vetorial considerado na transformac¸a˜o linear ser de
dimensa˜o finita ou infinita. Dentre elas, podemos destacar a bijetividade destas aplicac¸o˜es.
Se por um lado, para espac¸os vetoriais de dimensa˜o finita basta analisar apenas um dos
conceitos, injetividade ou sobrejetividade, por outro lado, quando a dimensa˜o e´ infinita,
isto na˜o sera´ o suficiente.
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Cap´ıtulo 1
Espac¸os Vetoriais
Neste cap´ıtulo, definiremos espac¸os vetoriais e apresentaremos uma se´rie de exemplos,
afim de tornar clara ao leitor essa estrutura. Ale´m disso, discutiremos algumas de suas
propriedades, como a existeˆncia de bases para estes espac¸os de qualquer dimensa˜o. Ao
longo deste trabalho, K denotara´ o corpo R dos nu´meros reais ou o corpo C dos nu´meros
complexos.
1.1 Espac¸os Vetoriais
Definic¸a˜o 1.1.1. Seja V um conjunto na˜o vazio, sobre o qual esta˜o definidas as operac¸o˜es
de adic¸a˜o e multiplicac¸a˜o por escalar, isto e´,
∀u, v ∈ V ⇒ u + v ∈ V e ∀u ∈ V, α ∈ K⇒ αu ∈ V.
O conjunto V com essas duas operac¸o˜es e´ um Espac¸o Vetorial sobre um corpo K, se para
quaisquer u, v,w ∈ V e α, β ∈ K, as seguintes propriedades sejam satisfeitas:
1. u + v = v + u (adic¸a˜o e´ comutativa),
2. (u + v) + w = u + (v + w) (adic¸a˜o e´ associativa),
3. existe um u´nico elemento 0 ∈ V tal que u + 0 = 0 + u = u (elemento zero),
4. para cada u ∈ V existe um u´nico elemento (−u) ∈ V com u + (−u) = 0 (inverso
aditivo),
5. (αβ)u = α(βu) (multiplicac¸a˜o de escalares e´ associativa),
6. (α + β)u = αu + βu (multiplicac¸a˜o escalar e´ distributiva sob a adic¸a˜o escalar),
7. α(u + v) = αu + αv (multiplicac¸a˜o escalar e´ distributiva sob a adic¸a˜o vetorial),
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8. 1u = u (onde 1 e´ identidade multiplicativa no corpo K).
Exemplo 1.1.1. F(I,R)e´ o conjunto de todas as func¸o˜es reais definidas em um intervalo
I,
F(I,R) = {f : I → R; f e´ func¸a˜o}.
Sejam f e g func¸o˜es deste conjunto, definem-se a soma f + g : I → R por
(f + g)(x) = f(x) + g(x), x ∈ I
e o produto de f ∈ F(I,R) por α ∈ R como a func¸a˜o α.f : I → R dada por
(α.f)(x) = α[f(x)], x ∈ I.
Com estas operac¸o˜es, o conjunto F(I,R) e´ um espac¸o vetorial sobre R, onde a func¸a˜o
nula e´ o vetor nulo desse espac¸o.
Exemplo 1.1.2. Seja Pn o conjunto dos polinoˆmios com coeficientes reais, de grau menor
ou igual a n (incluindo o zero), ou seja,
Pn = {p(x) = anxn + . . . a1x+ a0; ai ∈ R e n ≥ 0}.
O conjunto Pn e´ um espac¸o vetorial sobre R, onde as operac¸o˜es sa˜o soma de polinoˆmios
e multiplicac¸a˜o destes por nu´meros reais. Especificamente, sejam p(x) = arx
r + . . . + a0
e q(x) = bmx
m + . . . + b0 dois elementos de Pn. Vamos assumir que r ≤ m. Definimos
enta˜o a soma
(p+ q)(x) = bmx
m + . . .+ br+1x
r+1 + (ar + br)x
r + . . .+ (a0 + b0).
Ale´m disso, se α ∈ R, o produto escalar de α ∈ R por p(x) sera´, por definic¸a˜o o polinoˆmio
(α.p)(x) = (αar)x
r + . . .+ (αa0).
Exemplo 1.1.3. Seja R∞ o conjunto das sequeˆncias infinitas u = (α1, α2, ..., αn, ...), de
nu´meros reais. O elemento zero de R∞ e´ a sequeˆncia 0 = (0, 0, ..., 0, ...), formada por
infinitos zeros , e o inverso aditivo da sequeˆncia u = (α1, α2, ..., αn, ...) e´
−u = (−α1,−α2, ...,−αn, ...).
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As operac¸o˜es de adic¸a˜o e multiplicac¸a˜o por um nu´mero real sa˜o definidas por:
u + v = (α1 + β1, α2 + β2, ..., αn + βn, ...)
λu = (λα1, λα2, ..., λαn, ...), ∀λ ∈ R.
Com estas operac¸o˜es, R∞ e´ um espac¸o vetorial.
1.2 Subespac¸os Vetoriais
Em muitas ocasio˜es, e´ importante estudar dentro de um espac¸o vetorial V, subconjuntos
W que continuem sendo espac¸os vetoriais. Tais conjuntos sa˜o chamados de Subespac¸os
Vetoriais de V, o qual definiremos a seguir.
Definic¸a˜o 1.2.1. Seja V um espac¸o vetorial. Um Subespac¸o Vetorial (ou simplesmente
um subespac¸o) de V e´ um subconjunto W ⊂ V com as seguintes propriedades:
1. 0 ∈ W ;
2. ∀u, v ∈ W ⇒ (u + v) ∈ W ;
3. ∀u ∈ W,α ∈ K⇒ αu ∈ W .
Observe que um subespac¸o W em um espac¸o vetorial V, e´ ele pro´prio um espac¸o veto-
rial. Dado que, das propriedades 2 e 3 da definic¸a˜o de subespac¸o, as operac¸o˜es de adic¸a˜o
de vetores e de multiplicac¸a˜o de vetor por escalar em V, ficam naturalmente definidas em
W.
Podemos destacar dois exemplos de subespac¸os de um espac¸o V, chamados de triviais.
O conjunto {0}, com o u´nico elemento 0, e o espac¸o inteiro V.
Exemplo 1.2.1. Consideremos o conjunto F(I,R) definido no exemplo 1.1.1. Seja
C(I,R) o conjunto formado pelas func¸o˜es reais definidas em um intervalo I, tal que essas
func¸o˜es sejam cont´ınuas,
C(I,R) = {f : I → R; f e´ cont´ınua}.
Temos que C(I,R) e´ um subespac¸o de F(I,R).
De fato, o vetor nulo do espac¸o F(I,R) e´ a func¸a˜o nula, que e´ uma func¸a˜o cont´ınua e
portanto pertence a C(I,R). Ale´m disso, se f e g sa˜o func¸o˜es reais cont´ınuas, a soma
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(f + g)(x) sera´ uma func¸a˜o real cont´ınua e se α ∈ R, o produto escalar de α por f(x),
sera´ a func¸a˜o real (αf)(x) que tambe´m e´ uma func¸a˜o cont´ınua.
Do mesmo modo, tambe´m sa˜o subespac¸o de F(I,R), o conjunto Ck(I,R) das func¸o˜es k
vezes continuamente deriva´veis no intevalo I, onde k ∈ N, o conjunto L1(I,R) das func¸o˜es
integra´veis em um intervalo I e o conjunto Pn(I,R) dos polinoˆmios de grau menor ou igual
a n.
Observe que se considerarmos o conjunto formado apenas por polinoˆmios de grau n,
este na˜o sera´ um subespac¸o vetorial de F(I,R), pois a soma de dois polinoˆmios de grau
n pode ter grau menor que n.
Exemplo 1.2.2. Considere Pn0 como o conjunto dos polinoˆmios com coeficientes reais,
de grau menor ou igual a n, onde p(0) = 0. Note que Pn0 e´ um subconjunto de Pn definido
no exemplo 1.1.2.
Geometricamente, os elementos do subespac¸o Pn0 caracterizam-se pelo fato, de seus gra´ficos
intersectarem a origem do sistema cartesiano. Como exemplo, podemos observar o gra´fico
das func¸o˜es polinoˆmiais p1(x) = x
3 − 3x e p2(x) = −x que sa˜o elementos de Pn0.
Figura 1.1: Gra´fico de p1(x) e p2(x).
Exemplo 1.2.3. Seja V = Mn(R), o conjunto das matrizes reais quadradas de ordem n,
com a soma e o produto escalar usuais, e W e´ o subconjunto das matrizes triangulares
superiores. W e´ um subespac¸o vetorial de V.
De fato, a soma de matrizes triangulares superiores ainda e´ uma matriz triangular supe-
rior, assim como o produto de uma matriz triangular por um escalar real.
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1.3 Base de Hammel
Nesta sec¸a˜o iremos apresentar um dos conceitos mais importantes no estudo da estrutura
de espac¸o vetorial, o de base. O qual, sera´ bastante u´til nos estudos seguintes desse tra-
balho. Iniciaremos com a seguinte definic¸a˜o:
Definic¸a˜o 1.3.1. Sejam W um subespac¸o vetorial do espac¸o vetorial V e A um sub-
conjunto de V. Dizemos que W e´ um subespac¸o gerado por A, ou que A e´ um conjunto
gerador para W, se tivermos
W = {u ∈ V ; u =
n∑
i=1
kiei onde ki ∈ K, ei ∈ A ∀i = 1, 2, . . . , n}.
Em outras palavras um subespac¸o de W e´ gerado por A se todo elemento de W e´
combinac¸a˜o linear de elementos de A.
Exemplo 1.3.1. Considere R2 como espac¸o vetorial sobre R. O conjunto {(1, 0), (0, 1)}
e´ conjunto gerador de R2, pois se (a, b) ∈ R2, enta˜o
(a, b) = a(1, 0) + b(0, 1) com a, b ∈ R.
Da mesma forma o conjunto {(1, 0), (−2,−1), (2, 2)} tambe´m e´ um gerador de R2.
Exemplo 1.3.2. Seja P(R) o conjunto dos polinoˆmios com coeficientes em R. O conjunto
{1, x, x2, . . . , xn . . .} e´ um conjunto gerador de P(R) visto como um espac¸o vetorial sobre
R.
De fato, qualquer elemento de P(R) e´ da forma
p(x) = α0(1) + α1(x) + α2(x
2) + . . .+ αn(x
n),
para algum n ∈ N e α0, α1, . . . , αn coeficientes reais.
O conjunto {2, 1 + x, 1 + x2, . . . , 1 + xn, . . .} tambe´m e´ um conjunto gerador do mesmo
espac¸o vetorial.
Em geral, um espac¸o vetorial possui muitos conjuntos geradores, sendo que vai nos
interessar o conjunto gerador que seja o “menor poss´ıvel”, onde cada elemento de V se
escreva de maneira u´nica como combinac¸a˜o linear dos elementos deste conjunto gerador.
Para tanto, precisamos nos valer da seguinte definic¸a˜o:
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Definic¸a˜o 1.3.2. Seja V um espac¸o vetorial sobre um corpo escalar K. Dizemos que um
conjunto {eα}α∈J ⊂ V e´ Linearmente Independente (ou L.I.) se para todo conjunto I ⊂ J
finito, ∑
i∈I
kiei = 0⇒ ki = 0, ∀i ∈ I.
Observac¸o˜es:
i) Mesmo que o conjunto {eα}α∈J seja um subconjunto infinito de V, consideremos
somente combinac¸o˜es lineares de quantidades finitas de vetores deste conjunto, uma
vez que somas infinitas na˜o fazem sentido neste momento.
ii) Se A = {e1, e2, . . .} e´ um subconjunto L.I. de um espac¸o vetorial V , enta˜o nenhum
vetor de A pode ser escrito como combinac¸a˜o linear de outros vetores deste subcon-
junto, pois, se tivermos, por exemplo,
ei = k1e1 + k2e2 + . . .+ ki−1ei−1
teremos
k1e1 + k2e2 + . . .+ ki−1ei−1 + (−1)ei = 0,
com o coeficiente de ei na˜o nulo, o que contradiz o fato de A ser linearmente inde-
pendente.
iii) Um conjunto X e´ chamado de linearmente dependente (ou L.D.) se na˜o for linear-
mente independente, ou seja algum dos vetores v ∈ X e´ combinac¸a˜o linear de outros
elementos de X.
Exemplos de conjuntos Linearmente Independente:
Exemplo 1.3.3. Os monoˆmios 1, x, . . . , xn em Pn sa˜o L.I., pois
p(x) = α0 + α1x+ . . .+ αnx
n
e´ o vetor nulo em Pn somente quando p(x) = 0 para todo x ∈ R, ou seja
α0 = . . . = αn = 0, pois um polinoˆmio na˜o nulo de grau m tem no ma´ximo m ra´ızes reais.
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O que nos permite concluir, que o conjunto {1, x, . . . , xn, . . .} ⊂ P(R) e´ um conjunto in-
finito L.I. no espac¸o vetorial dos polinoˆmios com coeficientes reais.
Exemplo 1.3.4. O conjunto X = {e¯1, . . . , e¯n, . . .} ⊂ R∞, onde
e¯n = (0, . . . , 0, 1︸︷︷︸
n
, 0, . . .)
e´ a sequeˆncia infinita cujo n-e´simo termo e´ 1 e os demais sa˜o iguais a zero, e´ um conjunto
infinito L.I..
De fato, se A = {e¯1, . . . , e¯n} e´ um subconjunto finito de X, para que
α1e¯1 + . . .+ αne¯n = (α1, α2, . . . , αn, 0, 0, . . .) = 0,
devemos ter α1 = . . . = αn = 0.
Definic¸a˜o 1.3.3. Uma base de Hammel para V e´ um conjunto de elementos de V line-
armente independentes, B = {eα}α∈J tal que todo elemento v ∈ V pode ser escrito como
combinac¸o˜es lineares finitas de elementos de B, ou seja, existe I ⊂ Jfinito e {ki}i∈I ⊂ K
tais que
v =
∑
i∈I
kiei.
Note que, se V e´ espac¸o vetorial sobre K e B = {vα}α∈J uma base de Hammel, enta˜o
todo vetor v ∈ V pode ser escrito como combinac¸a˜o linear de elementos de B de maneira
u´nica. Suponhamos por absurdo que o vetor v possa ser escrito de duas maneiras distintas,
isto e´,
v = α1v1 + α2v2 + . . .+ αnvn e v = β1v1 + β2v2 + . . .+ βnvn
onde αi, βi ∈ K. Observe que, mesmo a base B sendo infinita, podemos exprimir v como
combinac¸o˜es lineares dos mesmos elementos de B, completando com coeficientes zero os
mu´ltiplos dos vi que aparecem apenas numa das duas expreso˜es. Assim,
α1v1 + α2v2 + . . .+ αnvn = β1v1 + β2v2 + . . .+ βnvn
ou seja,
v1(α1 − β1) + v2(α2 − β2) + . . .+ vn(αn − βn) = 0
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como B = {v1, v2, . . . , vn} e´ uma base de Hammel para V, segue que,
(α1 − β1) = (α2 − β2) = . . . = (αn − βn) = 0.
Logo,
(α1 = β1), (α2 = β2), . . . , (αn = βn)
contradizendo a hipo´tese. Portanto, todo vetor v ∈ V se exprime de modo u´nico como
combinac¸a˜o linear de elementos da base.
Veremos a seguir, alguns exemplos de base de Hammel de alguns espac¸os vetoriais.
Exemplo 1.3.5. Uma base para o espac¸o vetorial M(m×n), das matrizes de ordem m×n
e´ formada pelas matrizes eij cujo ij-e´simo elemento (na intersec¸a˜o da i-e´sima linha e da
j-e´sima coluna) e´ igual a 1 e os demais elementos sa˜o iguais a zero. Para o caso M(2×1),
temos que o conjunto
B =
{
e11 =
[
1
0
]
, e21 =
[
0
1
]}
e´ uma base para M(2× 1).
De fato, B e´ um conjunto L.I., pois para α1, α2 ∈ K teremos,
α1
[
1
0
]
+ α2
[
0
1
]
=
[
0
0
]
somente se α1 = α2 = 0.
Ale´m disso, toda matriz
[
a
b
]
∈M(2× 1), pode ser escrita como
a
[
1
0
]
+ b
[
0
1
]
.
Exemplo 1.3.6. Os monoˆmios {1, x, . . . , xn} formam uma base para o espac¸o vetorial
Pn dos polinoˆmios de grau menor ou igual a n.
O conjunto {1, x, . . . , xn, . . .} dos monoˆmios de graus arbitra´rios, constitui uma base in-
finita para o espac¸o vetorial P(R) de todos os polinoˆmios reais.
Exemplo 1.3.7. Os vetores e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1) constituem uma base
{e1, . . . , en} de Rn, chamada de base canoˆnica. Pore´m, o conjunto X = {e¯1, . . . , e¯n, . . .} ⊂
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R∞, onde e¯n = 0, . . . , 0, 1, 0, . . .), e´ um conjunto infinito L.I., conforme vimos no exemplo
1.3.4, mas na˜o e´ uma base de Hammel para R∞, pois na˜o gera este espac¸o, ou seja,
os elementos de R∞ na˜o podem ser escritos como uma soma finita de combinac¸o˜es de
elementos de X. Por exemplo, o elemento (1, 1, 1, . . .) ∈ R na˜o e´ combinac¸a˜o linear finita
de vetores e¯n.
Entretanto, embora na˜o exibamos explicitamente uma base de Hammel para o espac¸o
R∞, o teorema que discutiremos na pro´xima sec¸a˜o, nos garantira´ que existe uma base de
Hammel para este espac¸o.
Definic¸a˜o 1.3.4. Dizemos que um espac¸o vetorial e´ de dimensa˜o finita se existe uma
base finita para V. Caso contra´rio dizemos que a dimensa˜o de V e´ infinita.
Observac¸a˜o: No caso de V ser um espac¸o de dimensa˜o finita, podemos associar ao
espac¸o um nu´mero natural bem definido que sera´ chamado de dimensa˜o do espac¸o. Para
isso, enunciaremos antes um resultado que justificara´ esta relac¸a˜o.
Teorema 1.3.1. Seja V um espac¸o vetorial de dimensa˜o finita. Enta˜o duas bases quais-
quer de V teˆm o mesmo nu´mero de elementos.
A demonstrac¸a˜o deste resultado pode ser encontrada em qualquer livro conceituado
de a´lgebra linear. Indicamos ao leitor o livro [6].
Podemos enta˜o apresentar a seguinte definic¸a˜o.
Definic¸a˜o 1.3.5. Chama-se dimensa˜o de um espac¸o vetorial V de dimensa˜o finita ao
nu´mero de elementos de qualquer uma das bases para V.
Notac¸a˜o: dim V.
1.4 Existeˆncia de bases
Na sec¸a˜o anterior definimos, a partir de conjunto gerador e conjunto L.I., a ide´ia de base
e dimensa˜o de um espac¸o vetorial. A questa˜o que se coloca agora e´ a seguinte: Seja V
um espac¸o vetorial qualquer, existe uma base de Hammel para este espac¸o? E se existir,
ela e´ facilmente encontrada? No exemplo 1.3.6, constru´ımos uma base B para P(R) a
partir de uma base de Pn dada. Pore´m, no exemplo seguinte (exemplo 1.3.7), vimos que
na˜o e´ poss´ıvel fazer o mesmo para R∞. O que queremos agora e´ analizar se mesmo na˜o
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apresentando uma base para este espac¸o, podemos garantir sua existeˆncia. Para tanto,
iremos utilizar o chamado Lema de Zorn, e relembrar alguns conceitos relacionados.
Definic¸a˜o 1.4.1. Seja E um conjunto na˜o vazio, e R uma relac¸a˜o sobre este conjunto,
enta˜o:
1. A relac¸a˜o R e´ chamada de relac¸a˜o de ordem parcial sobre E, se e somente se, R e´
reflexiva, anti-sime´trica e transitiva, isto e´, sa˜o verdadeiras as setenc¸as:
(a) (∀x)(x ∈ E ⇒ xRx)
(b) (∀x, y ∈ E)(xRy e yRx⇒ x = y)
(c) (∀x, y, z ∈ E)(xRy e yRz ⇒ xRz)
2. Um conjunto parcialmente ordenado e´ um conjunto sobre o qual se define uma certa
ordem parcial.
3. Os elementos x e y de uma ordem parcial (E,R) sa˜o compara´veis se xRy ou yRx,
caso contra´rio sa˜o incompara´veis.
4. Se dois elementos quaisquer de E forem compara´veis mediante R, enta˜o R sera´
chamada relac¸a˜o de ordem total sobre E. Dizemos que E e´ conjunto totalmente
ordenado.
5. Um conjunto totalmente ordenado e´ chamado de cadeia.
6. Seja A um subconjunto na˜o vazio do conjunto parcialmente ordenado E. Um ele-
mento m ∈ A e´ um elemento maximal de A quando se verifica:
(∀x ∈ A)(m ≤ x⇒ m = x).
A seguir, enunciamos o importante Lema de Zorn, cuja demonstrac¸a˜o pode ser encon-
trada em ([3], p.105).
Lema 1.4.1 (Lema de Zorn). Seja E um conjunto parcialmente ordenado tal que toda
cadeia tenha pelo menos uma cota superior, enta˜o E tem um elemento maximal.
A partir deste resultado, podemos demonstrar o teorema de nosso interesse.
Teorema 1.4.2 (Base de Hammel). Todo espac¸o vetorial admite uma base de Hammel.
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Demonstrac¸a˜o. Considere o conjunto B cujos elementos sa˜o subconjuntos de vetores line-
armente independentes de V. Note que B e´ na˜o vazio, pois, por exemplo, se v ∈ V e´ na˜o
nulo enta˜o o conjunto {v}, formado pelo elemento v e´ L.I..
Consideremos a relac¸a˜o de ordem dada pela inclusa˜o de conjuntos em B, isto e´, C ≤ D,
se C ⊆ D. Suponha que {In}n∈N seja uma cadeia em B, enta˜o
⋃
n
In ∈ B pois dado um
conjunto finito {e1, ..., en} ⊂
⋃
n
In, enta˜o certamente existe n0 tal que
{e1, ..., en} ⊂ In0
Como In0 e´ formado por vetores linearmente independentes, podemos concluir que
⋃
n
In
e´ um conjunto de vetores linearmente independentes. Pelo Lema de Zorn, existe um
elemento maximal em B, digamos IM .
Afirmamos que IM e´ uma base de Hammel, efetivamente:
Dado e /∈ IM , suponha que para qualquer combinac¸a˜o linear da forma
ke+ k1e1 + ...+ knen = 0
com {e1, ..., en} ⊂ IM , teriamos k = 0. Enta˜o como {e1, ..., en} sa˜o vetores linearmente
independentes, teriamos que k = ki = 0, e consequentemente IM
⋃{e} seria linearmente
independente. O que contradiz o fato de IM ser o elemento maximal. Portanto, existem
e1, ..., en ∈ IM e k, k1, . . . , kn ∈ K com k 6= 0 tal que
ke+ k1e1 + ...+ knen = 0
ou seja,
e = −1
k
n∑
i=1
kiei.
Isto mostra que todo elemento e de V pode ser escrito como combinac¸a˜o linear de ele-
mentos de IM .
Usando-se a mesma ide´ia da demonstrac¸a˜o anterior, podemos mostrar o seguinte re-
sultado:
Proposic¸a˜o 1.4.1. Seja A um conjunto L.I. em um espac¸o vetorial V. Enta˜o existe uma
base de Hammel C de V tal que A ⊆ C.
Observe que, para espac¸os com dimensa˜o infinita, precisaremos de um conjunto infinito
de vetores para gerar o espac¸o, onde cada vetor do espac¸o, e´ uma combinac¸a˜o linear finita
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daquela “base infinita”, ou seja, para cada vetor, podemos escolher uma quantidade finita
de vetores da “base”para com eles escrever o vetor dado. O que nem sempre e´ fa´cil de se
encontrar. Embora o teorema anterior afirme que exista. Por exemplo, considere o espac¸o
vetorial c00 de todas as sequeˆncias de elementos de R que se anulam a partir de uma certa
ordem n,
c00 = {v = (xi)i∈N ∈ R∞;xi = 0 para algum i ≥ n}.
Neste espac¸o, as operac¸o˜es de soma e multiplicac¸a˜o de escalares, sa˜o definidas de
modo natural. Enta˜o, B = {e¯1, . . . , e¯n, . . .} e´ uma base de Hammel para c00, pois e´ um
conjunto L.I. neste espac¸o vetorial sobre R, e cada vetor de c00 pode ser escrito como uma
combinac¸a˜o linear finita de elementos de B. Agora, seja c0 o espac¸o vetorial de todas as
sequeˆncias de elementos de R convergindo para zero,
c0 = {v = (xi)i∈N ∈ R∞; (xi)i∈N converge a zero}.
Para este espac¸o vetorial de dimensa˜o infinita o conjunto B = {e¯1, . . . , e¯n, . . .} na˜o
forma uma base de Hammel, pois, embora seja um conjunto L.I. em c0, este na˜o gera o
espac¸o vetorial c0, dado que existem vetores de c0 que na˜o podem ser escritos como uma
soma finita de combinac¸o˜es de elementos de B, por exemplo, o vetor (1, 1
2
, 1
3
, 1
4
, . . .) ∈ c0 e
na˜o pode ser escrito como combinac¸a˜o linear finita de elementos de B.
Para finalizar esta sec¸a˜o apresentaremos outros exemplos de bases para espac¸os de
dimensa˜o infinita.
Exemplo 1.4.1 (O conjunto dos Polinoˆmios). P(R) e´ o espac¸o de todos os polonoˆmios
(de qualquer grau) com coeficientes reais. Uma base para este espac¸o de dimensa˜o infinita
e´ o conjunto {1, x, x2, ..., xn, ...}.
De fato, B = {1, x, x2, ..., xn, ...} e´ um conjunto linearmente independente infinito de
P(R), pois dado um subconjunto finito F de B,
F = {(xn1 , . . . , xnk); ni ∈ N}
e coeficientes αn1 , . . . , αnk reais, teremos
p(x) = αn1x
n1 + . . .+ αnkx
nk = 0
para todo x ∈ R, somente quando αn1 = . . . = αnk = 0 . Ale´m disso, todos os polinoˆmios
de P(R) podem ser escritos como uma soma finita de combinac¸o˜es lineares de elementos
de B.
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Exemplo 1.4.2 (O conjunto dos Polinoˆmios Trigonome´tricos). Chamaremos de Polinoˆmio
Trigonome´trico de grau n qualquer func¸a˜o Tn(x) da forma abaixo
Tn(x) = a0 +
n∑
k=1
[ak cos(kx) + bksen(kx)] ,
para algum n natural, e coeficientes reais.
O conjunto T (R) de todos os polinoˆmios (de qualquer grau) constitu´ıdos dessa forma, e´ um
espac¸o vetorial de dimensa˜o infinita sobre R, onde as operac¸o˜es sa˜o soma de polinoˆmios
e multiplicac¸a˜o destes por nu´meros reais. O conjunto
B = {1, sen(x), cos(x), sen(2x), cos(2x), ..., sen(kx), cos(kx), ...},
e´ uma base para este espac¸o.
Vamos verificar que B e´ realmente uma base de Hammel para T (R).
E´ imediato que o conjunto B gera o espac¸o T (R). Para provar que B e´ um conjunto L.I.
recorremos as seguintes afirmac¸o˜es:
Afirmac¸a˜o 1: Para todo x ∈ R temos,
sen(k0x)sen(kx) =
1
2
[cos((k0 − k)x)− cos((k0 + k)x)] .
De fato, pelas propriedades trigonome´tricas,
cos(k0x+ kx) = cos(k0x) cos(kx)− sen(k0x)sen(kx). (1.1)
Da mesma forma,
cos(k0x− kx) = cos(k0x) cos(−kx)− sen(k0x)sen(−kx).
Como cos(u) e´ uma func¸a˜o par e sen(u) e´ uma func¸a˜o impar, para todo u real, segue que,
cos(k0x− kx) = cos(k0x) cos(kx) + sen(k0x)sen(kx). (1.2)
Subtraindo as equac¸o˜es 1.2 e 1.1, temos,
cos(k0x− kx)− cos(k0x+ kx) = cos(k0x) cos(kx) + sen(k0x)sen(kx)
− cos(k0x) cos(kx) + sen(k0x)sen(kx).
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Logo,
sen(k0x)sen(kx) =
1
2
[cos((k0 − k)x)− cos((k0 + k)x)] .
Afirmac¸a˜o 2: Para todo x ∈ R e k ∈ {1, 2, . . . , n}, com k 6= k0, temos
pi∫
−pi
sen(k0x)sen(kx)dx = 0.
Efetivamente, pela afirmac¸a˜o 1,
pi∫
−pi
sen(k0x)sen(kx)dx =
pi∫
−pi
1
2
[cos((k0 − k)x)− cos((k0 + k)x)] dx
=
1
2
 pi∫
−pi
cos((k0 − k)x)dx−
pi∫
−pi
cos((k0 + k)x)dx
 .
Dessa forma,
pi∫
−pi
sen(k0x)sen(kx)dx =
1
2
[
−sen((k0 − k)x)
k0 − k
∣∣∣∣pi
−pi
+
sen((k0 + k)x)
k0 + k
∣∣∣∣pi
−pi
]
.
Como (k0 − k) e (k0 + k) sa˜o nu´meros inteiros,
1
2
[
−sen((k0 − k)x)
k0 − k
∣∣∣∣pi
−pi
+
sen((k0 + k)x)
k0 + k
∣∣∣∣pi
−pi
]
= 0,
logo,
pi∫
−pi
sen(k0x)sen(kx)dx = 0, k 6= k0.
Afirmac¸a˜o 3: Para todo x ∈ R e k ∈ {1, 2, . . . , n}, temos,
pi∫
−pi
sen(k0x) cos(kx)dx = 0.
A igualdade acima, vem do fato de (sen(k0x) cos(kx)) ser uma func¸a˜o impar.
Apo´s estas afirmac¸o˜es, voltemos ao nosso problema inicial, provar que B e´ L.I.. Primeira-
mente, considere uma combinac¸a˜o linear finita C de elementos de B e coeficientes reais.
21
Seja f(x) = C, enta˜o f(x) e´ da forma
f(x) = a0 +
n∑
k=1
[ak cos(kx) + bksen(kx)] ,
para algum n ∈ N. Suponha f(x) = 0 para todo x real, enta˜o,
f ′(x) = −a1sen(x) + b1 cos(x)− . . .− nansen(nx) + nbn cos(nx) = 0, ∀x ∈ R
ou seja,
f ′(x) =
n∑
k=1
[
a¯ksen(kx) + b¯k cos(kx)
]
,
onde, a¯k = −kak e b¯k = kbk, para todo k ∈ {1, 2, . . . , n}. Vamos mostrar que a¯k = 0 e
b¯k = 0 para todo k ∈ {1, 2, . . . , n}, e portanto ak e bk sera˜o iguais a zero.
Suponha que exista pelo menos um k ∈ {1, 2, . . . , n} tal que a¯k 6= 0 ( ou b¯k 6= 0).
Seja k0 o menor natural tal que a¯k0 6= 0 ( ou b¯k0 6= 0).
Nos restringiremos ao caso em que a¯k0 6= 0, sendo o caso onde b¯k0 6= 0 ana´logo.
Segue que, para este k0, teremos
sen(k0x) ·
n∑
k=1
[
a¯ksen(kx) + b¯k cos(kx)
]
= 0,
assim,
n∑
k=1
[
a¯ksen(k0x)sen(kx) + b¯ksen(k0x) cos(kx)
]
= 0.
Ainda,
n∑
k=1
 pi∫
−pi
a¯ksen(k0x)sen(kx)dx+
pi∫
−pi
b¯ksen(k0x) cos(kx)dx
 = 0.
Segue das afirmac¸o˜es 2 e 3 que,
pi∫
−pi
a¯k0sen(k0x)sen(k0x)dx = 0.
Entretanto,
pi∫
−pi
sen2(k0x)dx > 0,
pois a func¸a˜o sen2(k0x) e´ uma func¸a˜o cont´ınua positiva.
Logo, a¯k0 = 0, contradizendo a hipo´tese de que a¯k0 6= 0. Assim, a¯k = 0 para todo
k ∈ {1, 2, . . . , n} e portanto, ak = 0 para todo k. Da mesma forma bk = 0 para todo
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k ∈ {1, 2, . . . , n}.
Para finalizar, como f(x) = 0, segue que a0 = 0 e portanto todos os coeficientes reais de
f(x) sa˜o nulos.
Logo, B e´ um conjunto linearmente independente, e assim B e´ uma base para T (R).
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Cap´ıtulo 2
Espac¸os Normados
Este cap´ıtulo sera´ dedicado a introduc¸a˜o do conceito de espac¸os normados, o qual rela-
ciona conceitos alge´bricos e me´tricos. Para tanto, primeiro introduziremos um conceito
auxiliar, a norma, depois empregaremos este conceito a um espac¸o vetorial para obter uma
me´trica d, e consequentemente um espac¸o normado. O fato e´ que analizando espac¸os ve-
toriais como espac¸os normados, nos possibilitara´ a introduc¸a˜o de uma se´rie de conceitos e
propriedades que dara˜o continuidade ao nosso estudo. Entre eles, esta´ o conceito de base
de Schauder que analisaremos no final deste cap´ıtulo.
2.1 Espac¸os Normados
Definic¸a˜o 2.1.1 (Norma). Seja V um espac¸o vetorial sobre K. Uma norma em V e´ uma
aplicac¸a˜o ‖ · ‖ : V → R+ tal que para quaisquer u, v ∈ V e α ∈ K se tenha:
i) ‖u‖ ≥ 0 e ‖u‖ = 0⇐⇒ u = 0;
ii) ‖αu‖ = |α|‖u‖;
iii) ‖u + v‖ ≤ ‖u‖+ ‖v‖.
Um Espac¸o Normado V e´ um espac¸o vetorial no qual esta´ definido uma norma. A
seguir, veremos alguns exemplos de espac¸os normados.
Exemplo 2.1.1. Consideremos o espac¸o euclideano Rn . Vamos mostrar que, a aplicac¸a˜o
x ∈ Rn 7−→ ‖x‖ = (
n∑
k=1
|xk|2) 12 ∈ R
e´ uma norma em Rn, em que x = (x1, x2, . . . , xn).
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O primeiro e o segundo axioma da definic¸a˜o de norma sa˜o triviais, conforme o leitor pode
ver abaixo:
i) ‖x‖ =
(
n∑
k=1
|xk|2
) 1
2
≥ 0 (por definic¸a˜o de mo´dulo).
Ale´m disso,
‖x‖ =
(
n∑
k=1
|xk|2
) 1
2
= 0 ⇐⇒ xk = 0 ∀k ∈ {1, . . . , n}
ou seja,
‖x‖ = 0 ⇐⇒ x = 0.
ii) ‖λ · x‖ =
(
n∑
k=1
|λ · xk|2
) 1
2
=
(
λ2
n∑
k=1
|xk|2
) 1
2
= |λ|
(
n∑
k=1
|xk|2
) 1
2
.
Logo,
‖λ · x‖ = |λ|‖x‖.
Para provar o terceiro axioma da definic¸a˜o de norma, vamos utilizar a desigualdade de
Cauchy-Schawarz. Suporemos o leitor familiarizado com esse resultado, que pode ser en-
contrado em ([5], p.14).
iii) Considere em Rn o produto interno usual. Enta˜o por definic¸a˜o, para quaisquer
x, y ∈ Rn, temos
‖x+ y‖2 = 〈x+ y, x+ y〉
= 〈x, x〉+ 〈x, y〉+ 〈y, x〉+ 〈y, y〉
= ‖x‖2 + 2〈x, y〉+ ‖y‖2
≤ ‖x‖2 + 2|〈x, y〉|+ ‖y‖2,
aplicando a desigualdade de Cauchy-Schawarz, obtemos
|〈x, y〉| ≤ ‖x‖‖y‖,
assim,
25
‖x+ y‖2 ≤ ‖x‖2 + 2‖x‖‖y‖+ ‖y‖2
≤ (‖x‖+ ‖y‖)2.
Extraindo a raiz quadrada em ambos os lados da desigualdade acima, chegamos ao
resultado desejado. Logo,
‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Portanto, como as condic¸o˜es da definic¸a˜o de norma sa˜o satisfeitas, e Rn e´ um espac¸o
vetorial, acabamos de provar que Rn e´ um espac¸o normado com esta norma.
Observac¸a˜o: Podemos verificar que Rn tambe´m e´ um espac¸o normado com qualquer
uma das normas seguintes:
a) ‖x‖∞ = max
1≤k≤n
|xk|, se x = (x1, x2, ..., xn) ∈ Rn;
b) ‖x‖1 = |x1|+ . . .+ |xn|, se x = (x1, x2, ..., xn) ∈ Rn.
As notac¸o˜es ‖x‖∞ e ‖x‖1, explicam-se por analogia com o que se passa no exemplo que exa-
minaremos adiante em 2.1.4. Da mesma forma, a norma acima poderia ter sido chamada
de ‖x‖2.
Exemplo 2.1.2. Sejam a, b ∈ R, com a ≤ b. Seja C([a, b]) o conjunto de todas as func¸o˜es
cont´ınuas de [a, b] em R,
C([a, b]) = {f : [a, b]→ R; f e´ cont´ınua},
que e´ um subespac¸o vetorial de F(I,R) definido em 1.1.1.
Para cada f ∈ C([a, b]), fac¸amos
‖f‖1 =
b∫
a
|f(t)|dt.
Vamos verificar que ‖ · ‖1 e´ norma em C([a, b]).
Sejam f, g ∈ C([a, b]) e λ ∈ R. Enta˜o,
i) ‖f‖1 =
b∫
a
|f(t)|dt ≥ 0. (por definic¸a˜o de mo´dulo)
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Ale´m disso, como f e´ cont´ınua em [a, b] e |f(t)| ≥ 0 para todo t ∈ [a, b],
‖f‖1 =
b∫
a
|f(t)|dt = 0 ⇐⇒ |f(t)| = 0 ∀t ∈ [a, b]
conforme podemos verificar no apeˆndice. Assim,
‖f‖1 =
b∫
a
|f(t)|dt = 0 ⇐⇒ f(t) = 0.
ii) ‖λ · f(t)‖ =
b∫
a
|λ · f(t)|dt = |λ|
b∫
a
|f(t)|dt.
Logo,
‖λ · f(t)‖ = |λ|‖f(t)‖.
iii) ‖f(t) + g(t)‖ =
b∫
a
|f(t) + g(t)|dt ≤
b∫
a
(|f(t)|+ |g(t)|)dt.
Segue da propriedade de integral,
b∫
a
(|f(t)|+ |g(t)|)dt =
b∫
a
|f(t)|dt+
b∫
a
|g(t)|dt.
Logo,
‖f(t) + g(t)‖ ≤ ‖f(t)‖+ ‖g(t)‖.
Portanto, como as condic¸o˜es da definic¸a˜o de norma sa˜o satisfeitas temos que o espac¸o
vetorial C([a, b]), com a norma ‖ · ‖1 e´ um espac¸o normado.
Exemplo 2.1.3. Podemos estabelecer outro tipo de norma no espac¸o vetorial C([a, b]),
definido no exemplo anterior. Para cada f ∈ C([a, b]), fac¸amos,
‖f‖∞ = sup
t∈[a,b]
|f(t)|.
E´ imediato que os axiomas i) e ii) da definic¸a˜o de norma sa˜o satisfeitos. Quanto ao axioma
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iii), note que
|(f + g)(t)| = |f(t) + g(t)| ≤ |f(t)|+ |g(t)| ∀t ∈ [a, b]. (2.1)
Ale´m disso, para todo t ∈ [a, b],
|f(t)| ≤ sup
t∈[a,b]
|f(t)| e |g(t)| ≤ sup
t∈[a,b]
|g(t)|,
segue que,
|f(t)|+ |g(t)| ≤ sup
t∈[a,b]
|f(t)|+ sup
t∈[a,b]
|g(t)| ∀t ∈ [a, b]. (2.2)
Logo, de (2.1) e (2.2),
sup
t∈[a,b]
|(f + g)(t)| ≤ sup
t∈[a,b]
|f(t)|+ sup
t∈[a,b]
|g(t)| ∀t ∈ [a, b].
Portanto, ‖ · ‖∞ e´ uma norma em C([a, b]), e assim, C([a, b]) e´ um espac¸o normado com
esta norma.
Observe que o espac¸o normado C([a, b]) definido pela norma ‖ · ‖1 e´ distinto do espac¸o
normado C([a, b]) definido pela norma ‖ · ‖∞. Se considerarmos, por exemplo a func¸a˜o
f(x) = x2, definida no intervalo [0, 2] , teremos que geometricamente a ‖f‖1 representara´
toda a´rea sob a curva, ja´ a ‖f‖∞ representara´ apenas o ponto de ma´ximo da func¸a˜o no
intevalo [0, 2] (Veja a figura 2.1).
Figura 2.1: Representac¸a˜o gra´fica de ‖f‖1 e ‖f‖∞.
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No exemplo a seguir, consideraremos espac¸os constitu´ıdos por func¸o˜es reais ou com-
plexas, definidas em um certo conjunto T . Estes espac¸os se tornam espac¸os vetoriais, se
a soma e o produto escalar sa˜o definidos por
(x+ y)(t) = x(t) + y(t), (λx)(t) = λx(t) ∀t ∈ T.
Em particular, se T = {1, 2, . . . , n}, obtemos os espac¸os das n-uplas de reais ou com-
plexos, e se T = N, obtemos espac¸os vetoriais de sequeˆncias.
Exemplo 2.1.4. Fixemos p ∈ [1,+∞). Seja lP o conjunto de todas as sequeˆncias (xn)n∈N
de elementos de K = R ou C, tais que
∞∑
n=0
|xn|p converge. Considere a soma e a multi-
plicac¸a˜o por escalar definidas de modo usual. Para p ≥ 1 e (xn)n∈N ∈ lp, fac¸amos
‖x‖ =
( ∞∑
n=0
|xn|p
) 1
p
∈ R,
enta˜o lp e´ um espac¸o normado com esta norma.
Os axiomas i) e ii) da definic¸a˜o de norma, sa˜o de fa´cil verificac¸a˜o. Quanto ao axioma
iii), como o caso em que p = 1 e´ imediato, nos restringiremos ao caso em que p > 1.
Para demontra´-la vamos utilizar as desigualdades de Ho¨lder e de Minkowski, as quais sa˜o
provadas a seguir.
Inicialmente, vamos estabelecer a seguinte desigualdade auxiliar:
se 0 < α < 1 e a, b ≥ 0, enta˜o
aαb1−α ≤ αa+ (1− α)b.
De fato, podemos nos restringir ao caso em que 0 < a < b. Consideremos a seguinte
aplicac¸a˜o deriva´vel
t ∈ [a, b] 7−→ t1−α ∈ R.
Pelo teorema do valor me´dio, existe t ∈ (a, b) tal que
b1−α − a1−α = (1− α)t−α(b− a).
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Como t > a, temos t−α < a−α, enta˜o
b1−α − a1−α < (1− α)a−α(b− a).
Multiplicando ambos os lados desta u´ltima desigualdade por aα, obtemos
aαb1−α ≤ αa+ (1− α)b,
como deseja´vamos.
Provemos a desigualdade de Ho¨lder. Seja q ∈ R tal que 1
p
+1
q
= 1. Se n ∈ N,
n∑
k=0
xk,
n∑
k=0
yk ∈
K, enta˜o
n∑
k=0
|xkyk| ≤
(
n∑
k=0
|xk|p
) 1
p
(
n∑
k=0
|yk|q
) 1
q
.
Vamos considerar o caso em que
n∑
k=0
|xk|p > 0 e
n∑
k=0
|yk|q > 0,
pois, se algum desses termos for nulo, a desigualdade e´ claramente satisfeita.
Para cada 0 ≤ k ≤ n, fac¸amos
ak =
|xk|p
n∑
i=0
|xi|p
e bk =
|yk|q
n∑
i=0
|yi|q
.
Fazendo α = 1
p
e aplicando a desigualdade que provamos anteriormante, temos
|xk|(
n∑
i=0
|xi|p
) 1
p
|yk|(
n∑
i=0
|yi|q
) 1
q
≤ 1
p
|xk|p
n∑
i=0
|xi|p
+
1
q
|yk|q
n∑
i=0
|yi|q
para cada k = 0, 1, . . . , n.
Como a desigualdade acima, vale para cada k = 0, 1, . . . , n, ela tambe´m e´ va´lida para o
somato´rio, com k variando de 0 ate´ n,
n∑
k=0
 |xk|( n∑
i=0
|xi|p
) 1
p
|yk|(
n∑
i=0
|yi|q
) 1
q
 ≤
n∑
k=0
1p |xk|pn∑
i=0
|xi|p
+
1
q
|yk|q
n∑
i=0
|yi|q

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ou seja,
1(
n∑
i=0
|xi|p
) 1
p
(
n∑
i=0
|yi|q
) 1
q
n∑
k=0
|xkyk| ≤ 1
p
1
n∑
i=0
|xi|p
n∑
k=0
|xk|p + 1
q
1
n∑
i=0
|yi|q
n∑
k=0
|yk|q
≤ 1
p
+
1
q
= 1.
Logo,
n∑
k=0
|xkyk| ≤
(
n∑
k=0
|xk|p
) 1
p
(
n∑
k=0
|yk|q
) 1
q
como queriamos demonstrar.
A seguir, provemos a desigualdade de Minkowski.
Se n ∈ N,
n∑
k=0
xk,
n∑
k=0
yk com xk, y − k ∈ K, enta˜o
(
n∑
k=0
|xk + yk|p
) 1
p
≤
(
n∑
k=0
|xk|p
) 1
p
(
n∑
k=0
|yk|p
) 1
p
.
Quando
n∑
k=0
|xk + yk|p = 0, a desigualdade acima e´ claramente satisfeita.Vamos considerar
o caso em que
n∑
k=0
|xk + yk|p > 0. Temos
n∑
k=0
|xk + yk|p =
n∑
k=0
(|xk + yk|p−1|xk + yk|) .
Aplicando a desigualdade triangular,temos que |xk + yk| ≤ |xk|+ |yk|, e
n∑
k=0
|xk + yk|p ≤
n∑
k=0
|xk + yk|p−1|xk|+
n∑
k=0
|xk + yk|p−1|yk|
≤
(
n∑
k=0
|xk|p
) 1
p
(
n∑
k=0
|xk + yk|(p−1)q
) 1
q
+
(
n∑
k=0
|yk|p
) 1
p
(
n∑
k=0
|xk + yk|(p−1)q
) 1
q
,
sendo a u´ltima desigualdade va´lida pela desigualdade de Ho¨lder.
Como (p− 1)q = p, vem
n∑
k=0
|xk + yk|p ≤
(
n∑
k=0
|xk + yk|p
) 1
q
( n∑
k=0
|xk|p
) 1
p
+
(
n∑
k=0
|yk|p
) 1
p
 .
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Multiplicando ambos os lados da desigualdade acima por
(
n∑
k=0
|xk + yk|p
)− 1
q
,
obtemos a desigualdade desejada.
Apo´s estes resultados, podemos demonstrar o axioma iii). Primeiramente, observe que se
x = (xn)n∈N e y = (yn)n∈N ∈ lp, enta˜o,
‖x‖ =
( ∞∑
n=0
|xn|p
) 1
p
= lim
N→∞
(
N∑
n=0
|xn|p
) 1
p
<∞
e
‖y‖ =
( ∞∑
n=0
|yn|p
) 1
p
= lim
N→∞
(
N∑
n=0
|yn|p
) 1
p
<∞.
Pela desigualdade de Minkowski,
TN =
(
N∑
n=0
|xn + yn|p
) 1
p
≤
(
N∑
n=0
|xn|p
) 1
p
+
(
N∑
n=0
|yn|p
) 1
p
ou seja,
TN =
(
N∑
n=0
|xn + yn|p
) 1
p
≤ ‖x‖+ ‖y‖.
Logo, a seqeˆncia TN e´ limitada e como seus termos sa˜o na˜o negativos, ela e´ uma sequeˆncia
mono´tona na˜o decrescente. Portanto, a sequeˆncia TN e´ convergente, ou seja, o limite de
TN existe
lim
N→∞
TN = lim
N→∞
(
N∑
n=0
|xn + yn|p
) 1
p
= ‖x+ y‖.
Como TN ≤ ‖x‖+ ‖y‖, para todo N ∈ N, enta˜o
lim
N→∞
TN ≤ ‖x‖+ ‖y‖,
ou seja,
‖x+ y‖ ≤ ‖x‖+ ‖y‖.
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2.2 Base de Schauder
Para o espac¸o de dimensa˜o finita Rn, o conjunto dos n vetores canoˆnicos linearmente in-
dependentes formam uma base (chamada base de Hammel) deste espac¸o vetorial. Pore´m,
para certos espac¸os de dimensa˜o infinita, o espac¸o c0, por exemplo, o correspondente
conjunto de infinitos vetores canoˆnicos na˜o e´ uma base de Hammel, pois existem vetores
pertencentes a este espac¸o que na˜o podem ser escritos como uma combinac¸a˜o linear finita
dos vetores canoˆnicos. Por outro lado, cada vetor x ∈ c0 pode ser aproximado por com-
binac¸o˜es lineares finitas destes elementos, formando assim um outro tipo de base, a Base
de Schauder, a qual definimos abaixo.
Definic¸a˜o 2.2.1. Uma base de Schauder de um espac¸o normado V e´ uma sequeˆncia
(xn)
∞
n=1 em V em que, a cada vetor x ∈ V , associa-se uma u´nica sequeˆncia de escalares
(αn)
∞
n=1 ⊂ K de forma que
x =
∞∑
n=1
αnxn := lim
N→∞
N∑
n=1
αnxn.
Dessa forma, se B = (xn)∞n=1 e´ uma base de Schauder de um espac¸o normado V, dado
um vetor x de V , x pode na˜o ser uma combinac¸a˜o linear de elementos de B, mas deve
ser uma “combinac¸a˜o linear infinita”no sentido de que cada vetor de V e´ aproximado por
combinac¸o˜es lineares finitas de B.
Note que o conceito de base de Hammel faz sentido em qualquer espac¸o vetorial,
mesmo que este na˜o seja um espac¸o normado. No entanto, para bases de Schauder, e´
necessa´rio que estejamos tratando de espac¸os normados, pois queremos que cada vetor v
do espac¸o seja “aproximado”por combinac¸o˜es lineares finitas. Assim, para podermos falar
em “aproximado”, precisamos de alguma noc¸a˜o de distaˆncia, que neste caso e´ a norma.
De fato,
x =
∞∑
n=1
αnxn
se
lim
N→∞
‖x−
N∑
n=1
αnxn‖ = 0.
Exemplo 2.2.1. A base de Schauder do espac¸o lp(R), 1 < p <∞ e´ dada por
B = {e¯1, . . . , e¯n, . . .} ⊂ R∞, onde
e¯n = (0, . . . , 0, 1︸︷︷︸
n
, 0, . . .)
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e´ a sequeˆncia infinita cujo n-e´simo termo e´ 1 e os demais sa˜o iguais a zero.
De fato, para qualquer elemento x ∈ lp(R) da forma x = (x1, x2, ...) temos
x = x1e¯1 + x2e¯2 + ...
pois,
lim
k→∞
‖x− (x1e¯1 + x2e¯2 + ...+ xke¯k)‖ = lim
k→∞
(
∞∑
i=k+1
|xi|p)
1
p = ( lim
k→∞
∞∑
i=k+1
|xi|p)
1
p
e como x ∈ lp(R), enta˜o
‖x‖pp =
∞∑
i=1
|xi|p <∞
pelo que
∞∑
i=k+1
|xi|p e´ o resto de uma se´rie convergente, logo tende para zero quando
k →∞, e assim provamos que cada elemento x ∈ lp(R), pode ser escrito como combinac¸a˜o
linear (infinita) de elementos de B. Vamos provar que esta maneira de escrever e´ u´nica.
Suponhamos por absurdo que o vetor x possa ser escrito de duas maneiras distintas, isto
e´,
x =
∞∑
n=1
αne¯n e x =
∞∑
n=1
βne¯n
onde αi, βi ∈ R, enta˜o ∞∑
n=1
αne¯n =
∞∑
n=1
βne¯n
ou seja,
∞∑
n=1
(αn − βn)e¯n = 0.
Segue que, ∥∥∥∥∥
∞∑
n=1
(αn − βn)e¯n
∥∥∥∥∥ =
( ∞∑
n=1
|αn − βn|p
) 1
p
= 0.
Logo, |αn − βn| = 0 para todo n ∈ N, e enta˜o αn = βn para todo n natural. Portanto,
todo vetor x ∈ V se exprime de modo u´nico.
Exemplo 2.2.2. O conjunto B = {e¯1, . . . , e¯n, . . .} ⊂ R∞, tambe´m e´ base de Schauder
para o espac¸o c0 de todas as sequeˆncias de elementos de R convergindo para zero, com a
norma ‖ · ‖∞.
De fato, para qualquer elemento x ∈ c0 da forma x = (x1, x2, ...) temos
x = x1e¯1 + x2e¯2 + ...+ xke¯k
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pois,
lim
k→∞
‖x− (x1e¯1 + x2e¯2 + ...+ xke¯k)‖ = lim
k→∞
‖
∞∑
i=k+1
xie¯i‖ = lim
k→∞
(
sup
k+1≤i≤∞
|xi|
)
.
Como x e´ uma sequeˆncia de elementos de R convergindo para zero, enta˜o quando k →∞
os xi tendem a` zero. Logo,
lim
k→∞
(
sup
k+1≤i≤∞
|xi|
)
= 0.
Portanto todo elemento x ∈ c0, pode ser escrito como combinac¸a˜o linear (infinita) de
elementos de B. Vamos provar sua unicidade.
Suponhamos por absurdo que o vetor x possa ser escrito de duas maneiras distintas, isto
e´,
x =
∞∑
n=1
αne¯n e x =
∞∑
n=1
βne¯n
onde αi, βi ∈ R, enta˜o ∞∑
n=1
αne¯n =
∞∑
n=1
βne¯n
ou seja,
∞∑
n=1
(αn − βn)e¯n = 0.
Segue que, ∥∥∥∥∥
∞∑
n=1
(αn − βn)e¯n
∥∥∥∥∥ = sup1≤n≤∞ |αn − βn| = 0.
Logo, |αn − βn| = 0 para todo n ∈ N, e assim αn = βn para todo n natural. Portanto,
todo vetor x ∈ V se exprime de modo u´nico.
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Cap´ıtulo 3
Transformac¸o˜es Lineares
No presente cap´ıtulo vamos estudar aplicac¸o˜es entre espac¸os vetoriais que preservam as
duas operac¸o˜es alge´bricas destes espac¸os. Estas aplicac¸o˜es entre espac¸os vetoriais e, em
particular, espac¸os normados, e´ chamada de transformac¸o˜es lineares. No caso do espac¸o
de chegada ser R ou C enta˜o a aplicac¸a˜o e´ chamada de funcional. Uma classe muito
importante das transformac¸o˜es lineares sa˜o as limitadas, visto que estas podem tirar par-
tido da estrutura vetorial. Tambe´m veremos que como as transformac¸o˜es lineares sa˜o
func¸o˜es, o conceito de continuidade aplica-se a estas. Um fato importante e´ que para
transformac¸o˜es lineares, continuidade e limitac¸a˜o tornam-se conceitos equivalentes como
estudaremos com mais detalhes.
3.1 Definic¸a˜o e exemplos
Definic¸a˜o 3.1.1 (Transformac¸a˜o Linear). Sejam X e Y espac¸os vetoriais sobre o mesmo
corpo de escalares K. Uma aplicac¸a˜o T : X → Y sera´ dita transformac¸a˜o linear se, para
todo x, y ∈ X e α escalares tivermos,
T (x+ y) = Tx+ Ty
T (αx) = α(Tx).
Note que as condic¸o˜es da definic¸a˜o de transformac¸a˜o linear, mostram que T preserva
as duas operac¸o˜es do espac¸o vetorial. Ale´m disso, sa˜o equivalentes a
T (αx+ βy) = αTx+ βTy.
As transformac¸o˜es lineares T : X → X do espac¸o vetorial X em si mesmo sa˜o chamadas
de operadores lineares. No caso do espac¸o de chegada ser R ou C enta˜o a transformac¸a˜o
linear tambe´m e´ chamada de funcional linear.
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Denotaremos por D(T ), o domı´nio da transformac¸a˜o linear.
Exemplo 3.1.1 (Operador identidade). O operador IX : X → X definido por IX(x) = x
para todo x ∈ X chama-se operador identidade. Temos D(IX) = X.
Exemplo 3.1.2 (Operador diferenciac¸a˜o). Seja X = P([0, 1]) o espac¸o vetorial de todos
os polinoˆmios em [0, 1] e o operador T : X → X, dado por
Tp(t) = p′(t),
onde p′(t) designa a derivada do polinoˆmio p. O operador T e´ linear.
De fato, para quaisquer p, q ∈ X e escalares α e β, temos
T (αp+ βq) = (αp+ βq)′
= αp′ + βq′
= αTp+ βTq.
Exemplo 3.1.3 (Operador integrac¸a˜o). Seja X = C([0, 1]) o espac¸o vetorial das func¸o˜es
reais cont´ınuas definidas em [0, 1]. Se definirmos T : X → X, por
Tx(t) =
t∫
0
x(s)ds, t ∈ [0, 1]
enta˜o T e´ um operador linear.
De fato,
T (αx+ βy)(t) =
t∫
0
(αx+ βy)(s)ds
=
t∫
0
(αx)(s)ds+
t∫
0
(βy)(s)ds
= α
t∫
0
x(s)ds+ β
t∫
0
y(s)ds
= αTx(t) + βTy(t),
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o que mostra que
T (αx+ βy)(t) = αTx(t) + βTy(t) ∀t ∈ [0, 1]
e portanto,
T (αx+ βy) = αTx+ βTy.
Exemplo 3.1.4. Uma matriz real A = (aij) com m linhas e n colunas define uma trans-
formac¸a˜o linear T : Rn → Rm pela fo´rmula, T (x) = Ax, onde x = (xj) tem n componentes
e T (x) = (yi) tem m componentes e estes sa˜o escritos na forma de colunas por causa da
conversa˜o da multiplicac¸a˜o de matrizes, escrevendo T (x) = Ax, temos
y1
y2
...
ym
 =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn


x1
x2
...
xn
 .
Exemplo 3.1.5. Se k ∈ R, enta˜o Tk : R→ R dada por
Tk(x) = kx, ∀x ∈ R,
e´ um funcional linear. O gra´fico de Tk e´ uma reta passando pela origem (0, 0) ∈ R2 e com
inclinac¸a˜o k.
3.2 Transformac¸o˜es Lineares limitadas e cont´ınuas
Vamos agora analisar em espac¸os normados, uma classe de transformac¸o˜es importantes,
as tranformac¸o˜es lineares limitadas, a qual esta´ encapsulada um crite´rio simples para a
continuidade de transformac¸o˜es lineares.
Definic¸a˜o 3.2.1 (Transformac¸a˜o limitada). Sejam X e Y espac¸os vetoriais normados e
T : X → Y uma transformac¸a˜o linear. Dizemos que T e´ limitada se existe uma constante
c tal que para todo x ∈ X,
‖Tx‖ ≤ c‖x‖. (3.1)
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Exemplo 3.2.1. O operador truncamento T : lp → lp, definido por
T (x1, x2, . . .) = (x2, x3, . . .)
e´ limitado.
De fato, seja (xn)n∈N ∈ lp, enta˜o pela definic¸a˜o de norma no lp temos
‖x‖ =
( ∞∑
n=1
|xn|p
) 1
p
∈ R,
e
‖T (x)‖p = ‖
∞∑
n=2
en−1xn‖p
=
∞∑
n=2
|xn|p
≤ |x1|p +
∞∑
n=2
|xn|p =
=
∞∑
n=1
|xn|p = ‖x‖p.
Segue que,
‖Txn(t)‖p ≤ ‖xn‖p ∀x ∈ X,
ou seja,
‖Txn(t)‖ ≤ ‖xn‖ ∀x ∈ X.
Portanto, T e´ limitado.
Exemplo 3.2.2 (Operador diferenciac¸a˜o). Seja X = P([0, 1]) o conjunto dos polinoˆmios
definidos em [0, 1]. Definimos T : X → X por T (x) = x′. Este operador na˜o e´ limitado.
De fato, seja xn o polinoˆmio xn(t) = t
n. Enta˜o
‖xn‖ = sup{|xn(t)|, t ∈ [0, 1]} = 1 ∀n ∈ N
e,
‖Txn‖ = sup{|x′n(t)|, t ∈ [0, 1]} = n, ∀n ∈ N.
Disto segue que,
‖Txn(t)‖ = n‖xn‖.
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Como n ∈ N e´ arbitra´rio, na˜o existe c tal que para todos n ∈ N tenhamos
‖Txn(t)‖ ≤ c‖xn‖.
Portanto, T na˜o e´ limitada.
Note que, o conceito de transformac¸a˜o limitada difere do conceito de func¸a˜o limi-
tada, onde uma func¸a˜o limitada e´ aquela cujo conjunto imagem e´ limitado. No caso das
transformac¸o˜es lineares, so´ a transformac¸a˜o nula tem o conjunto imagem limitado. A
motivac¸a˜o do termo transformac¸a˜o linear limitada deve-se ao fato que tal transformac¸a˜o
leva conjuntos limitados em conjuntos limitados.
Da definic¸a˜o de transformac¸a˜o limitada surge a seguinte pergunta: Qual e´ o menor
valor poss´ıvel de c tal que (3.1) seja verdadeira para todo x ∈ X?
Desconsideremos o caso x = 0. Dividindo (3.1) por ‖x‖ temos
‖Tx‖
‖x‖ ≤ c ∀x 6= 0.
Tomando o supremo sobre X \ 0 obtemos
sup
x∈X\0
‖Tx‖
‖x‖ ≤ c
assim, este supremo e´ a constante mais pequena tal que (3.1) se verifica. Esta constante
e´ denotada por ‖T‖ e e´ chamada norma de T , isto e´,
‖T‖ = sup
x∈X\0
‖Tx‖
‖x‖ ≤ c
A seguir veremos que toda transformac¸a˜o linear definida em um espac¸o normado X de
dimensa˜o finita e´ limitada. Antes, pore´m, vamos enunciar um resultado que utilizaremos
para este fim, cuja demonstrac¸a˜o pode ser encontrada em ([5], p. 72).
Lema 3.2.1. Seja {x1, x2, . . . , xn} um conjunto de vetores linearmente independente em
um espac¸o normado X (de qualquer dimensa˜o). Enta˜o existe um nu´mero c > 0 tal que
para toda escolha de escalares α1, α2, . . . , αn teremos
‖α1x1 + α2x2 + . . .+ αnxn‖ ≥ c(|α1|+ |α2|+ . . .+ |αn|) (c > 0).
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Teorema 3.2.2 (Dimensa˜o finita). Se um espac¸o normado X tem dimensa˜o finita, enta˜o
toda transformac¸a˜o linear em X e´ limitada.
Demonstrac¸a˜o. Seja dimX = n e {e1, e2, ..., en} uma base para X. Tomamos x =
∑
λjej
e consideremos alguma transformac¸a˜o linear T em X.
Como T e´ linear,
‖Tx‖ = ‖
n∑
i=1
λiTei‖ ≤
n∑
i=1
|λi|‖Tei‖ ≤ max
1≤i≤n
‖Te1≤i≤n‖
n∑
i=1
|λi|
Para a u´ltima soma aplicamos o Lema 3.2.1 e obtemos,
n∑
i=1
|λi| ≤ 1
c
‖
n∑
i=1
λiei‖ = 1
c
‖x‖
ao mesmo tempo,
‖Tx‖ ≤ δ‖x‖ onde δ = 1
c
max
1≤i≤n
‖Te1≤i≤n‖
Logo, T e´ limitada.
Definic¸a˜o 3.2.2 (Transformac¸a˜o Cont´ınua). Seja X e Y espac¸os vetoriais normados e
T : X → Y uma transformac¸a˜o linear. T e´ cont´ınua em um x0 se para todo E > 0, existe
δ > 0 tal que
‖Tx− Tx0‖ < E , ∀x ∈ X satisfazendo ‖x− x0‖ < δ.
Dizemos que T e´ cont´ınua se T for cont´ınua para todo x ∈ X.
Exemplo 3.2.3. O operador identidade IX e´ cont´ınuo.
De fato, dado E > 0, tome δ = E enta˜o,
‖Tx− Tx0‖ = ‖x− x0‖ < δ = E
sempre que ‖x− x0‖ < δ.
Exemplo 3.2.4. O funcional Tk : R → R dado por Tk(x) = kx, para todo x real e´
cont´ınuo.
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De fato, dado E > 0, tome δ = E|k| enta˜o,
‖Tkx− Tkx0‖ = ‖kx− kx0‖ = |k|‖x− x0‖ < |k| · δ = E
sempre que ‖x− x0‖ < δ.
A seguir, vamos estudar a relac¸a˜o entre transformac¸o˜es lineares limitadas e trans-
formac¸o˜es lineares cont´ınuas.
Teorema 3.2.3 (Continuidade e Limitac¸a˜o). Sejam X e Y espac¸os normados e
T : X → Y uma transformac¸a˜o linear. Enta˜o
a) Se T e´ cont´ınua num ponto x0 ∈ X, enta˜o T e´ limitada;
b) Se T e´ limitada, enta˜o T e´ cont´ınua.
Demonstrac¸a˜o. (a) Suponhamos que T e´ cont´ınua em x0 ∈ X. Enta˜o dado E = 1, existe
δ > 0 tal que
‖T (x)− T (x0)‖ < 1 se ‖x− x0‖ < δ, x ∈ X.
Dado x ∈ X, defina x1 = x0 + δ2‖x‖x. Note que ‖x1 − x0‖ = δ2 < δ e enta˜o da equac¸a˜o
acima temos
‖T (x1)− T (x0)‖ = ‖T (x1 − x0)‖ = ‖T ( δx
2‖x‖)‖ =
δ
2‖x‖‖T (x)‖ < 1
ou seja,
‖Tx‖ ≤ 2
δ
‖x‖ ∀x ∈ x.
Portanto ‖Tx‖ ≤ c‖x‖ onde c = 2
δ
, ou seja, T e´ uma transformac¸a˜o linear limitada.
(b) Para T = 0, a continuidade e´ clara. Suponhamos que T e´ na˜o nulo. Como T e´
limitada existe c > 0 tal que
‖T‖ = sup
x∈X\0
‖Tx‖
‖x‖ ≤ c.
Enta˜o,
‖Tx‖ ≤ ‖T‖‖x‖, ‖T‖ 6= 0.
Seja x0 ∈ X um elemento qualquer. Vamos mostrar que T e´ cont´ınua em x0
Como X e´ um espac¸o normado, x− x0 ∈ X, ∀x ∈ X e enta˜o segue que
‖Tx− Tx0‖ = ‖T (x− x0)‖ ≤ ‖T‖‖x− x0‖.
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Portanto,dado E > 0, e tomando δ = E‖T‖ teremos
‖Tx− Tx0‖ < E , ∀x ∈ X,
sempre que ‖x− x0‖ < δ, e assim, T e´ uma transformac¸a˜o linear cont´ınua.
Teorema 3.2.4. Transformac¸o˜es lineares entre espac¸os normados de dimensa˜o finita sa˜o
todas cont´ınuas.
Demonstrac¸a˜o. Seja X um espac¸o normado de dimensa˜o finita, enta˜o pelo Teorema 3.2.2,
toda transformac¸a˜o em X e´ limitada. Portanto, pelo teorema anterior (3.2.3), toda trans-
formac¸a˜o em X e´ cont´ınua.
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Cap´ıtulo 4
Resultados para espac¸os de dimensa˜o
infinita
O objetivo deste cap´ıtulo, e´ comparar propriedades de transformac¸a˜o linear considera-
das importantes em espac¸os vetoriais de dimensa˜o finita, quando os espac¸os considerados
passam a ser de dimensa˜o infinita. Mostraremos que muitas delas na˜o sa˜o mais va´lidas,
quando na˜o temos dimensa˜o finita, por exemplo a continuidade destas aplicac¸o˜es. Outra
propriedade que difere, e´ sobre definir de maneira u´nica uma transformac¸a˜o linear a partir
dos valores desta nos elementos da base. Veremos como fica esta questa˜o para espac¸os de
dimensa˜o infinita.
4.1 Continuidade de Transformac¸o˜es Lineares
Embora transformac¸o˜es lineares em espac¸os vetoriais normados de dimensa˜o finita sejam
sempre cont´ınuas, conforme vimos no cap´ıtulo anterior, o mesmo na˜o vale para espac¸os
vetoriais normados de dimensa˜o infinita. De fato, se X e´ um espac¸o vetorial normado
de dimensa˜o infinita e Y e´ um espac¸o vetorial normado de dimensa˜o maior ou igual a 1,
podemos sempre construir uma aplicac¸a˜o linear T : X → Y que na˜o e´ limitada. Para
tanto, utilizaremos um resultado que garante que para definir uma transformac¸a˜o linear,
basta defin´ı-la na base de Hammel, o qual discutiremos mais a frente (Teorema 4.3.2).
Enta˜o, seja B uma base de Hammel para X, B′ ⊂ B um subconjunto enumera´vel de vetores
e y ∈ Y um vetor na˜o nulo qualquer. Definiremos uma aplicac¸a˜o linear T : X → Y em B
por
Txn = n‖xn‖y se xn ∈ B′
e
Tx = 0 se x ∈ B\B′.
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T na˜o e´ limitada, pois
‖Txn‖ = n‖y‖‖xn‖
para todo n ∈ N. Logo na˜o existe uma constante c > 0 tal que
‖Tx‖ ≤ c‖x‖ ∀x ∈ X.
Em particular, vemos que se X e´ um espac¸o vetorial normado de dimensa˜o infinita, sempre
existem funcionais lineares que na˜o sa˜o cont´ınuos, pois podemos tomar Y = R.
Exemplos de transformac¸o˜es lineares entre espac¸os de dimensa˜o infinita que na˜o sa˜o
cont´ınuas
Exemplo 4.1.1. Seja X = P([0, 1]) o conjunto dos polinoˆmios definidos em [0, 1]. A
transformac¸a˜o linear T : X → X dada por T (x) = x′, na˜o e´ cont´ınua.
De fato, no exemplo (3.2.2) vimos que T na˜o e´ limitada. Logo, pelo Teorema de Con-
tinuidade e Limitac¸a˜o (3.2.2), T na˜o e´ cont´ınua.
Exemplo 4.1.2. Considere o espac¸o normado (c00, ‖ · ‖∞) das sequeˆncias de elementos
de R que se anulam a partir de uma certa ordem, munido da norma ‖ · ‖∞. O operador
linear T : c00 → c00, definido por
T
(
N∑
n=1
λnen
)
:=
N∑
n=1
nλnen,
na˜o e´ cont´ınuo.
De fato, suponha por absurdo que T seje cont´ınuo, enta˜o pelo teorema de Continuidade
e Limitac¸a˜o, T e´ limitada, assim existe k ∈ R tal que
‖T (x)‖ ≤ k‖x‖, ∀x ∈ c00.
Em particular temos que
‖T (eN)‖ = N‖eN‖, ∀N ∈ N.
Como, ‖eN‖ = 1, temos ‖T (eN)‖ = N . Mas, N e´ um nu´mero arbitra´rio, logo na˜o existe
k tal que para todos os N ∈ N tenhamos
‖T (eN)‖ ≤ k.
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Portanto, T na˜o e´ limitada, e assim T na˜o e´ cont´ınua.
4.2 Nu´cleo e Imagem
Vamos analisar dois importantes subespac¸os associados a uma transformac¸a˜o linear T. O
nu´cleo e a imagem de T.
Definic¸a˜o 4.2.1 (Imagem de T). A imagem de T : X → Y e´ um subconjunto Im(T ) ⊂ Y ,
formado por todos os vetores w = Tx ∈ Y que sa˜o imagens de elementos de X pela trans-
formac¸a˜o T.
Definic¸a˜o 4.2.2 (Nu´cleo de T). O nu´cleo da transformac¸a˜o linear T : X → Y e´ o con-
junto dos vetores x ∈ X tais que Tx = 0 e sera´ denotado por N(T ).
Definic¸a˜o 4.2.3. Dado um operador linear T : X → Y , dizemos que T e´ injetora se para
pontos diferentes no domı´nio temos imagens diferentes, isto e´, se para quaisquer u, v ∈ X
com u 6= v, tivermos T (u) 6= T (v).
Proposic¸a˜o 4.2.1. Uma transformac¸a˜o linear e´ injetora se e somente se N(T ) conter
apenas o vetor nulo.
Demonstrac¸a˜o. (⇒) Seja T injetora. Enta˜o para qualquer v ∈ N(T ) temos
T (v) = 0 = T (0). Segue que v=0 e assim N(T ) = {0}.
(⇐) Seja N(T ) = {0} e u, v ∈ X. Suponha T (u) = T (v), enta˜o
T (u)− T (v) = T (u− v) = 0,
ou seja, (u− v) ∈ N(T ). Logo u− v = 0 e portanto T e´ injetora.
Definic¸a˜o 4.2.4. A transformac¸a˜o linear T : X → Y sera´ sobrejetora se a imagem de T
coincidir com Y, ou seja T (X) = Y .
Isto significa que para qualquer vetor w ∈ Y podemos encontrar um vetor v ∈ X, tal
que T (v) = w.
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A seguir, demonstraremos um resultado ba´sico para espac¸os de dimensa˜o finita, co-
nhecido como Teorema do nu´cleo e da imagem, do qual decorre o objeto de estudo desta
sec¸a˜o, que e´ provar que para espac¸os com dimensa˜o finita, a transformac¸a˜o linear
T : X → X e´ injetora se e somente se ela e´ sobrejetora.
Teorema 4.2.1 (Nu´cleo e Imagem). Sejam X, Y espac¸os vetoriais de dimensa˜o finita.
Para toda transformac¸a˜o linear T : X → Y , tem-se
dimX = dimN(T ) + dimIm(T ).
Demonstrac¸a˜o. A demonstrac¸a˜o deste teorema decorre da seguinte afirmac¸a˜o, que provare-
mos a seguir: Se {Tu1, . . . , Tun} e´ uma base de Im(T) e {v1, . . . , vm} e´ uma base de N(T)
enta˜o B = {u1, . . . , un, v1, . . . , vm} e´ uma base de X.
De fato, se tivermos
α1u1 + . . .+ αnun + β1v1 + . . .+ βmvm = 0 (4.1)
enta˜o aplicando o operador T a ambos os membros desta igualdade e como v1, . . . , vm
pertencem ao nu´cleo de T, obtemos
α1Tu1 + . . .+ αnTun = 0.
Por hipo´tese, Tu1, . . . , Tun sa˜o L.I., enta˜o α1 = . . . = αn = 0. Assim, a igualdade (3.2)
se reduz a
β1v1 + . . .+ βmvm = 0.
Como v1, . . . , vm sa˜o L.I., conclu´ımos que β1 = . . . = βm = 0. Logo, u1, . . . , un, v1, . . . , vm
sa˜o L.I..
Vamos provar que B gera o espac¸o X e portanto e´ uma base para X.
Consideremos um vetor w ∈ X. Como Tw ∈ Im(T ), podemos escrever
Tw = α1Tu1 + . . .+ αnTun,
pois, {Tu1, . . . , Tun} e´ uma base de Im(T). Segue que,
T [w − (α1u1 + . . .+ αnun)] = 0.
Ou seja, o vetor w− (α1u1 + . . .+ αnun) pertence ao nu´cleo de T, logo pode ser expresso
como combinac¸a˜o linear dos elementos da base v1, . . . , vm. Temos enta˜o
w − (α1u1 + . . .+ αnun) = β1v1 + . . .+ βmvm,
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portanto,
w = α1u1 + . . .+ αnun + β1v1 + . . .+ βmvm.
Teorema 4.2.2. Seja X um espac¸o vetorial de dimensa˜o finita n e T : X → X uma
transformac¸a˜o linear. Enta˜o T e´ injetora se e somente se T e´ sobrejetora.
Demonstrac¸a˜o. Do teorema anterior (4.2.2) resulta que
n = dimX = dimN(T ) + dimIm(T ).
Logo, N(T ) = {0} se e somente se dimIm(T ) = n, ou seja, Im(T ) = X.
Os exemplos a seguir ilustram que a hipo´tese de a dimensa˜o de X ser finita e´ essencial
para a validade do teorema acima.
Exemplo 4.2.1. Considere o espac¸o vetorial P(R) dos polinoˆmios sobre R e seja
T : P(R)→ P(R), p 7→ (Tp)(t) = p′(t)
a tranformac¸a˜o linear dada pela derivac¸a˜o. Observe que T na˜o e´ injetora pois todo
polinoˆmio constante pertence ao N(T). Por outro lado, T e´ sobrejetora pois todo polinoˆmio
de P(R) tem uma primitiva.
Exemplo 4.2.2. Considere o operador shift S : R∞ → R∞ definido por
S((x1, x2, x3, . . .)) = (0, x1, x2, x3, . . .).
Temos que S e´ injetivo, pois N(S) = {0}. Pore´m, S na˜o e´ sobrejetivo, uma vez que a
sequeˆncia (xn)n∈N, onde x1 = 1 e xi = 0, para todo i ≥ 2 na˜o e´ imagem de nenhuma
sequeˆncia de R∞ por meio do operador S.
Exemplo 4.2.3. O operador truncamento T : R∞ → R∞ definido por
T ((x1, x2, x3, . . .)) = (x2, x3, . . .),
e´ sobrejetivo, pois, dada uma sequeˆncia (yn)n∈N, podemos tomar x = (0, y1, y2, . . .) para
termos que
T (0, y1, y2, . . .) = (y1, y2, y3, . . .).
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Por outro lado T na˜o e´ injetivo, uma vez que
N(T ) = {(x1, 0, 0, . . .); x1 ∈ R} 6= {0}.
4.3 Unicidade da extensa˜o de uma Transformac¸a˜o
Linear definida nos vetores de uma base
Definic¸a˜o 4.3.1. (Igualdade, Restric¸a˜o, Extensa˜o)
1. Duas transformac¸o˜es lineares T1, T2 : X → Y dizem-se iguais, e escrevemos T1 = T2,
se T1(x) = T2(x) para qualquer x ∈ X.
2. A restric¸a˜o da transformac¸a˜o linear T : X → Y a um subconjunto B ⊂ X, deno-
tada por T |B, e´ a transformac¸a˜o linear T |B : B → Y tal que T |B(x) = T (x) para
qualquer x ∈ B.
3. Uma transformac¸a˜o linear T˜ : M → Y e´ uma extensa˜o da transformac¸a˜o linear
T : X → Y se T˜ : M → Y e´ tal que T˜ |X = T , isto e´, T˜ (x) = T (x) para qualquer
x ∈ X. Assim, T e´ a restric¸a˜o de T˜ a X.
Teorema 4.3.1. Sejam X um espac¸o vetorial de dimensa˜o finita,Y um espac¸o vetorial
qualquer. Enta˜o se T : {e1, . . . , en} → Y e´ uma func¸a˜o (note que T na˜o e´ transformac¸a˜o
linear pois {e1, . . . , en} e´ apenas um conjunto) existe uma u´nica transformac¸a˜o linear
T˜ : X → Y tal que T˜ (ei) = T (ei).
Demonstrac¸a˜o. Dado x =
n∑
i=1
λiei, defina T˜ (x) =
n∑
i=1
λiT (ei). Enta˜o T˜ e´ transformac¸a˜o
linear, e T˜ (ei) = T (ei) por definic¸a˜o.
Vamos provar que T˜ e´ u´nica.
Suponha que exista outra transformac¸a˜o linear L : X → Y tal que
L(ei) = T (ei).
Enta˜o,
L
(
n∑
i=1
λiei
)
=
n∑
i=1
λiL(ei)
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=
n∑
i=1
λiT (ei)
= T˜
(
n∑
i=1
λiei
)
,
ou seja, L = T˜ . Portanto, T˜ e´ u´nica.
Usando-se a mesma ide´ia da demonstrac¸a˜o anterior, podemos mostrar o seguinte re-
sultado:
Teorema 4.3.2. Sejam X um espac¸o vetorial de dimensa˜o infinita e Y um espac¸o vetorial
qualquer. Enta˜o se T : B → Y e´ uma func¸a˜o, onde B e´ base de Hammel para X, existe
uma u´nica transformac¸a˜o linear T˜ : X → Y tal que T˜ (e) = T (e), ∀e ∈ B.
A questa˜o que se coloca agora e´ a seguinte: Sera´ que existe uma u´nica transformac¸a˜o
linear T˜ : X → Y que estende T quando B for uma base de Schauder?
Vamos analizar a situac¸a˜o em que D ⊆ X e´ uma base de Schauder.
Sejam X um espac¸o vetorial de dimensa˜o infinita em que D ⊆ X e´ uma base de
Schauder para o mesmo, e T : D → Y e´ uma func¸a˜o onde Y e´ um espac¸o vetorial
qualquer. Pela proposic¸a˜o 1.4.1, existe uma base de Hammel B de X tal que D ⊆ B (Note
que T esta´ definida so´ em D).
Defina
˜˜
T : B → Y de forma que ˜˜T estenda T , isto e´,
˜˜
T (v) =
{
T (v), se v ∈ D
qualquer vetor de Y, se v /∈ D.
Pelo teorema anterior, existe T˜ que estende
˜˜
T , e portanto, em particular estende T .
Pore´m, esta extensa˜o de T na˜o e´ u´nica, pois para v /∈ D podemos definir inumeras func¸o˜es.
Logo, existem inumeras transformac¸o˜es lineares que estendem T : D → Y .
Por exemplo, considere a func¸a˜o T : D = {e1, . . . , en . . .} → C0, onde D ⊆ C0 e´ uma
base de Schauder para C0, e T (en) = nen. Vamos mostrar que existem transformac¸o˜es
lineares T˜1, T˜2 : C0 → C0, onde T˜1 6= T˜2, que sa˜o extenso˜es de T.
Seja x0 = (1,
1
2
, 1
3
, . . .), que e´ um elemento de C0. Temos que x0 /∈ D e D ∪ {x0} e´ um
conjunto L.I.
De fato, para que
N∑
n=1
λnen + βx0 = 0
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devemos ter β = 0 e λi = 0. Pois,
N∑
n=1
λnen + βx0 = (λ1, λ2, . . . , λN , 0, 0, . . .) + (β,
β
2
,
β
3
, . . .)
= (λ1 + β, λ2 +
β
2
, . . . , λN +
β
N
,
β
N + 1
,
β
N + 2
. . .).
Como, λi = 0 para todo i ∈ {1, 2, . . . , N} (pois D e´ base de Schauder) e N e´ um
nu´mero natural maior que zero temos que β = 0. Logo,D ∪ {x0} e´ um conjunto L.I.
Assim pela proposic¸a˜o 1.4.1, existe uma base de HammelH de C0 tal queD∪{x0} ⊆ H.
Defina,
˜˜
T 1 : H → C0 tal que
˜˜
T 1(v) =

T (v), se v ∈ D
e1, se v = x0
0, se v ∈ H \ D ∪ {x0}.
Pelo teorema 4.3.2 existe T˜1 : C0 → C0 que estende ˜˜T 1, e portanto, em particular
estende T .
Agora defina,
˜˜
T 2 : H → C0 tal que
˜˜
T 2(v) =

T (v), se v ∈ D
e2, se v = x0
0, se v ∈ H \ D ∪ {x0}.
Da mesma forma, pelo teorema 4.3.2 existe T˜2 : C0 → C0 que estende ˜˜T 2, e portanto,
em particular estende T .
Logo, T˜1, T˜2 : C0 → C0, estendem T , mas T˜1 6= T˜2, pois T˜1(x0) 6= T˜2(x0), como
queriamos demonstrar.
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Considerac¸o˜es Finais
Quando estudamos propriedades de espac¸os vetoriais de dimensa˜o finita, temos a ide´ia
intuitiva de que, a generalizac¸a˜o destas para espac¸os cuja dimensa˜o e´ infinita e´ trivial.
Contudo, depois de analizarmos, notamos que muitas delas perdem sua efica´cia quando
passamos a considerar espac¸os com dimensa˜o infinita.
Ao longo deste trabalho, observamos uma se´rie de resultados que comprovam esta
discordaˆncia entre estes espac¸os, pelo fato de a dimensa˜o ser finita ou na˜o. Por exemplo,
a continuidade e limitac¸a˜o das transformac¸o˜es lineares, onde, para espac¸os de dimensa˜o
finita, todas as aplicac¸o˜es sa˜o limitadas e portanto cont´ınuas. Ja´ para espac¸os de dimensa˜o
infinita, nem sempre temos a continuidade destas transformac¸o˜es, tendo em vista que
va´rias transformac¸o˜es lineares na˜o sa˜o limitadas.
Enfim, este trabalho proporcionou um conhecimento matema´tico, ate´ enta˜o na˜o obtido
com as disciplinas de graduac¸a˜o. Espera-se que este possa ser u´til como material de
consulta ou de estudo.
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Apeˆndice
Segue abaixo a demonstrac¸a˜o do resultado utilizado no exemplo 2.1.2.
Resultado. Seja h : [a, b] → R, uma func¸a˜o cont´ınua e na˜o negativa, ou seja, h ≥ 0
para todo x ∈ [a, b]. Enta˜o,
b∫
a
h(x) = 0 se e somente se h(x) = 0 para todo x ∈ [a, b].
Demonstrac¸a˜o. (⇒) Suponha que h(x0) > 0 para algum x0 ∈ [a, b].
Seja E = h(x0)
2
.
Como h e´ cont´ınua em x0, existe δ > 0 tal que, |x− x0| < δ implica
|h(x)− h(x0)| < E .
Assim, para todo x ∈ [x0 − δ, x0 + δ] temos
h(x) ∈
[
h(x0)
2
,
3h(x0)
2
]
,
ou seja,
h(x) ≥ h(x0)
2
, ∀x ∈ [x0 − δ, x0 + δ].
Segue que,
x0+δ∫
x0−δ
h(x)dx ≥
x0+δ∫
x0−δ
h(x0)
2
dx =
h(x0)
2
· 2δ > 0.
Note que,
b∫
a
h(x)dx =
x0−δ∫
a
h(x)dx+
x0+δ∫
x0−δ
h(x)dx+
b∫
x0+δ
h(x)dx
≥
x0+δ∫
x0−δ
h(x)dx > 0.
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Conclusa˜o,
b∫
a
h(x)dx > 0,∀x ∈ [a, b].
Absurdo, pois, por hipo´tese
b∫
a
h(x)dx = 0 para todo x ∈ [a, b]. Portanto, h(x) = 0 para
todo x ∈ [a, b].
(⇐) E´ trivial.
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