In this paper, we propose a novel regression analysis approach, called maximal correlation regression, by exploiting the ideas from the Hirschfeld-Gebelein-Rényi (HGR) maximal correlation. We show that in supervised learning problems, the optimal weights in maximal correlation regression can be expressed analytically with the relationships to the HGR maximal correlation functions, which reveals theoretical insights for our approach. In addition, we apply the maximal correlation regression to deep learning, in which efficient training algorithms are proposed for learning the weights in hidden layers. Furthermore, we illustrate that the maximal correlation regression is deeply connected to several existing approaches in information theory and machine learning, including the universal feature selection problem, linear discriminant analysis, and the softmax regression. Finally, experiments on real datasets demonstrate that our approach can obtain performance comparable to the widely used softmax regression based-method.
I. INTRODUCTION
To apply deep learning to supervised learning problems, the typical routine is to generate nonlinear features of data from the hidden layers in neural networks, and then apply the generated features to a linear classifier such as the softmax regression. As such, the neural networks are designed to generate the features that fit the empirical distributions of data through the softmax functions with appropriately designed weights and bias. However, it is generally difficult to rigorously analyze the optimal weights and bias for softmax regression, due to the intrinsic exponential structure of the softmax function. A recent progress in [1] shows that for weakly dependent data and labels, designing the input features and weights to minimize the log loss in softmax regression is equivalent to selecting the optimal normalized functions for the data and labels such that their Pearson correlation coefficient is maximized. In addition, it is further shown that such optimal functions coincide with the Hirschfeld-Gebelein-Rényi (HGR) maximal correlation problem [2] - [4] between the data and labels, which provides an information quantification of features regarding to machine learning tasks. However, to obtain such information quantification, the weakly dependent assumption between The associate editor coordinating the review of this manuscript and approving it for publication was Jinjia Zhou . data and labels is required, which is often not held for general problems. In this paper, we exploit this idea to propose a novel regression analysis approach, called maximal correlation regression, which retains the theoretical properties of the HGR maximal correlation functions, while being applicable to general data sets with comparable performance to softmax regression.
Specifically, let variables X and Y be the data and label, and P XY , P X , and P Y be the empirical joint and marginal distributions of X , Y from some training data set (x i , y i ), for i = 1, . . . , n. Then, the main idea of the maximal correlation regression is to approximate the conditional distribution P Y |X by the function
where f (x) ∈ R k is the input feature, 1 and g(y) and b(y) can be viewed as the weights and bias 2 associated to the input feature for different values that Y can take as in the softmax regression. As such, P
can be viewed as substituting the 1 In practice, f (x) could be given by the problem or generated by some parametrized model, such as neural networks, by taking x as the input to the model. 2 Though the function P
Y |X (y|x) can be equivalently expressed as P Y (y) f T (x)g(y) + b (y) , with the new bias b defined as b (y) b(y) + 1, we adopt the current formulation to simplify the exposition. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ softmax function in the softmax regression to the factoring function for approximating the empirical posterior distribution P Y |X . Unlike the softmax function, there might exist x, y such that P
Y |X (y|x) < 0. Therefore in maximal correlation regression, instead of the log loss, we apply a variational chisquared loss to measure the performance of using P
to approximate P Y |X . Then, we train the weights g(y), bias b(y), and the parameters of the model generating f (x), on the training data to minimize the chi-squared loss. The P
with the trained parameters is then applied to predict the label Y from future observed X according to the maximum a posteriori (MAP) decision rule. The detailed algorithms and the theoretic properties of the maximal correlation regression are presented in Section II. More importantly, we show that the features and weights selected from the maximal correlation regression coincide with the HGR maximal correlation, which demonstrates the information-theoretic optimality of maximal correlation regression. We emphasize that while the P
could take negative values that makes it less interpretable as a probability distribution, our formulation indeed provides more information-theoretic insights to interpret and understand the underlying information structure of machine learning models.
The maximal correlation regression is also deeply connected to several existing approaches. In Section III, we demonstrate that the feature extracted by maximal correlation regression is also the optimal feature that achieves the minimum error in inferring attributes of Y . In addition, we draw the connection between Fisher's linear discriminant analysis (LDA) [5] - [8] and maximal correlation regression, which provides interpretations from the perspective of the feature space. Furthermore, we show that when the data and label are weakly correlated, the maximal correlation regression is approximately equivalent to the softmax regression, while these two methods can generate quite different features and weights for general data. Finally, the experimental results for real data are presented in Section IV. We show that the performance of maximal correlation regression is comparable with, and sometimes better than, the widely used softmax regression. This demonstrates the maximal correlation regression as a practical algorithm in real world problems.
Notations: Throughout this paper, we use X , X, P X , and x to represent a random variable, the range, the probability distribution, and the value of X . In addition, for any k-dimensional function f (·) of X , we use µ f to denote the mean of f (X ), f cov(f (X )) to denote its covariance matrix, and ''˜'' to denote the corresponding centered function; e.g.,f (X ) = f (X ) − µ f . Finally, we use · and · F to denote the 2 -norm and the Frobenius norm, respectively.
II. MAXIMAL CORRELATION REGRESSION
Let the variables X and Y with ranges X and Y be the data and label, and the (x i , y i ), for i = 1, . . . , n, be the data samples in a training set. We denote P XY , P X , and P Y as the joint distribution, marginal distributions of X , and Y , respectively.
Since the label Y is typically discrete with |Y| n, in the sequel we assume that P Y is known from the training set, and take Y = {1, . . . , |Y|} without loss of generality.
A. THE REGRESSION APPROACH
The main idea of the maximal correlation regression is to approximate the conditional distribution P Y |X by a function P
defined as follows. Definition 1: Given k-dimensional functions f (·) and g(·) of X and Y , and a scalar function b(·) of Y , we define the function P
Note that P
Y |X (y|x) can in general take negative values, the traditional cross entropy is not valid to measure the difference between P Y |X and P
Y |X . Thus, we adopt a variational chi-squared divergence 3
to measure the difference between P Y |X and P
Y |X , whose operational meaning will become clear later when connecting to HGR maximal correlation and softmax regression. Note that L(f , g, b) ≥ 0, where the inequality holds with equality if and only if P
Y |X (y|x) = P Y |X (y|x), for all x, y. Then, the maximal correlation regression is introduced as follows.
Definition 2 (Maximal Correlation Regression):
Given the input feature f (X ) ∈ R k , the maximal correlation regression (MCR) models P Y |X with the parameterized function P
Unlike the softmax regression, the optimal parameters g * and b * in MCR have analytical expressions, which are established as follows.
Proposition 1: For a given feature f (X ), we have, for all y ∈ Y,
Proof: See Appendix A. Note that in (4), the covariance matrix f , mean µ f , and the conditional expectation E f (X ) Y = y can be estimated from the training data by the sample averages. Therefore, the parameters g * and b * can be efficiently computed from training samples, which is summarized in Algorithm 1.
Algorithm 1 Parameter Estimation in MCR
1: Intput: n samples of the feature and label pair {(f (x i ), y i )} n i=1 . 2: Compute the mean and normalize:
Then, for a new data sample x, we can predict the corresponding label y by the maximum a posteriori (MAP) decision ruleŷ(x) given bŷ
which completes the label prediction by MCR.
B. MCR WITH DEEP LEARNING
In Section II-A, the feature f is given in the regression problem. In general, this f can be generated from some models f θ f (·; θ) parametrized by θ , e.g., deep neural networks with θ as the weights and biases of the hidden layers, and the loss L(f θ , g, b) shall be optimized jointly over g, b and θ . In such cases, we shall train the optimal g, b and θ from the training samples by the stochastic gradient descent (SGD) algorithm with backpropagation [9] . Note that the quantity L(f θ , g, b) cannot be directly estimated from the training samples, since P Y |X (y|x) is generally unknown. The following result shows that we can equivalently optimize another quantity, called H-score [1] , which can be estimated from training samples.
where θ H and g H are the optimal parameters that maximize the H-score H (f θ , g), defined as
and where µ f * E[f (X ; θ * )].
Proof: See Appendix B. Note that the H-score can be efficiently estimated from data samples, via, e.g., [10, Algorithm 1]. Then, we can set the negative H-score −H (f θ , g) as our loss function, and use SGD to train the optimal parameters θ H and g H . A neural Algorithm 2 Parameter Retrieval for MCR
network architecture designed for this jointly training process is provided in Appendix C.
After obtaining the θ H and g H from training, using Proposition 2, we can retrieve the corresponding optimal parameters θ * , g * and b * from data samples. The computation details are as summarized in Algorithm 2.
Then, for a new observation x, the corresponding label can be predicted by the MAP decision ruleŷ(x) given bŷ
C. THEORETICAL PROPERTIES
We now demonstrate that optimizing the parameters of MCR is equivalent to solving a low-rank approximation problem of some normalized joint probability matrix. For simplicity of exposition, we assume X is also discrete with the range X = {1, . . . , |X|}. In addition, the following equivalent representations forf andg will be useful in our analysis [1] :
Then, the following result characterizes the low-rank approximation structure of MCR.
Proposition 3: For the given f , g and b, we have
whereB ∈ R |Y|×|X| is the canonical dependence matrix (CDM) [11] of P XY , whose (y, x)-th entry is
and where the matrices Y and X are as defined in (9) .
≥ 0, where the inequality holds with equality if and only if
Therefore, to minimize the loss L(f , g, b), the µ g and b shall be set as in (12) . Then, the MCR is reduced to the
, where we use a rank-k matrix Y X T to approximate the CDMB. From the Eckart-Young-Mirsky theorem [12] , the optimal Y and X correspond to the top k left and right singular vectors ofB, respectively. The correspondence will be useful in obtaining the key connection between MCR and HGR maximal correlation. In addition, it is shown in [1] that the optimalf andg can be computed by the alternating conditional expectation (ACE) algorithm 4 [13] , [14] :
Note that the computation of g * in Proposition 1 can be interpreted as one step of the ACE algorithm. Moreover, when both g and b are set to optimal [cf. (4)], the resulting loss L(f , g * , b * ) for a given f can be written as
The single-sided H-score can be used to characterize the accuracy of label prediction in MCR, as illustrated by the following theorem. Theorem 1: For a given f , let ACC(f ) denote the prediction accuracy of (5) by MCR, and let ACC * denote the accuracy of the MAP prediction based on the true posterior distribution P Y |X , then we have (15) and
where we have defined p min min y∈Y P Y (y) and p max max y∈Y P Y (y).
Proof: See Appendix E.
D. RELATION TO HGR MAXIMAL CORRELATION
The (generalized) Hirschfeld-Gebelein-Rényi (HGR) maximal correlation [15] , defined as
is a normalized measure of the dependence between two random variables in the k-dimensional functional spaces. In particular, the functions f and g that achieve the maximum value of (17), called maximal correlation functions, have been shown to take important roles in information theory [11] , [15] and machine learning [10] , [16] .
With the correspondences as defined in (9), it is shown in [15] that the matrices Y and X defined for the maximal correlation functions, also correspond to the top k right and left singular vectors of the CDM matrixB, respectively. Therefore, the features and weights selected from the MCR approach coincide with the maximal correlation functions, which provides the operational meaning of MCR.
III. CONNECTIONS TO EXISTING APPROACHES
In this section, we demonstrate the key connections between MCR and several existing approaches in information theory and machine learning.
A. UNIVERSAL FEATURE SELECTION
As we now illustrate, the feature f extracted by MCR can be interpreted as selecting the optimal feature of X that minimizes the error of inferring attributes of Y , which can be formalized as the universal feature selection problem [1] .
In particular, given n i.i.d. samples {x i } n i=1 of data X , the goal of universal feature selection is to select feature f to infer an attribute of Y , where the attribute is assumed to have some uniform prior, but the precise statistical model between this attribute and Y is unknown. Then, it has been shown in [1] that, in a local analysis regime, the inference error based on the samples {f (x i )} n i=1 decays exponentially in n as n → ∞, and the corresponding error exponent averaged over the uniform prior is proportional to the single-sided H-score H Y (f ).
To illustrate the connection between MCR and universal feature selection, note that in the MCR approach with deep learning, we have (18) where the first two equalities follows from Proposition 2, and the last equality follows from the property of H-score [1] . Therefore, the optimal θ * of MCR in Section II-B maximizes the single-sided H-score H Y (f θ ) over the parameters θ of the deep neural network, which equivalently minimizes the error probability in universal feature selection. As a result, the feature f θ * extracted by the MCR approach is also the optimal universal feature among the parameterized functions f (·; θ ) that minimizes the average inference error.
B. LINEAR DISCRIMINANT ANALYSIS
From the perspective of the feature space, the feature extracted by the MCR approach can also be interpreted as the optimal feature that maximizes the class separability, which means that the features for different labels are best separated.
Therefore, the MCR approach is closely related to Fisher's linear discriminant analysis (LDA) [5] .
In particular, for the given data X , LDA computes the optimal linear transformation f of X to maximize the class separability, which is typically measured by the average intra-class distance or inter-class distance; see, e.g., [17, Chapter 10] for a discussion. Specifically, the singlesided H-score (14) is one of the commonly used measures, which is typically represented in the form
where S t f is referred to as the total scatter matrix (or mixture scatter matrix), and S b cov(E[f (X )|Y ]) is referred to as the between-class scatter matrix. The operational meaning of H Y (f ) in measuring the class separability can be characterized as follows.
Proposition 4: Given X and Y , a functional of f :
Proof: See Appendix F.
Note that E E f (X ) Y 2 of (20a) corresponds to the average inter-class distance, and E f (X ) − E[f (X )|Y ] 2 of (20b) corresponds to the average intra-class distance, which demonstrates the effectiveness of H Y (f ) in measuring the class separability. Therefore, it follows from (18) that the optimal feature f θ * in the MCR approach coincides with the optimal feature in the parameterized model f θ that maximizes the class separability. In addition, unlike the original LDA where f is restricted to be linear, our MCR approach with deep learning generalizes the idea of maximizing class separability in extracting non-linear features.
C. THE SOFTMAX REGRESSION
In softmax regression, given a k-dimensional feature f of X , the conditional probability P Y |X is modeled by the softmax function in the form
where g and b represent the weights and bias, respectively.
In addition, when f can also be designed by some parameterized family, computing the optimal choice of (f , g, b) is equivalent to training a neural network, as shown in Figure 1 .
Using n labeled samples {(x i , y i )} n i=1 of (X , Y ), the optimal parameters (f , g, b) that maximize the log-likelihood FIGURE 1. A neural network for classification [1] , where f is the feature generated by the last hidden layer, and g, b are the weights and bias in the last layer. function are given by 5
Then, it is shown in [1] that, when the statistical dependence between X and Y is rather weak, the optimal feature and weights (f ,ḡ) in softmax regression is approximately equivalent to the optimal (f * , g * ) that minimizes L(f , g, b) in MCR. In particular, suppose that for all x, y, the difference between the joint distribution P XY (x, y) and the product distribution P X (x)P Y (y) is within some small quantity > 0. Then, both the difference betweenf T (x)ḡ(y) and f * T (x)g * (y), and the difference between the corresponding probability modelsP
(y|x), can be expressed as higher-order terms of the . Therefore, our analyses in MCR can provide useful insights in understanding the much more complex feature extraction schemes in deep neural networks.
IV. EXPERIMENTS
To illustrate the performance of the MCR approach in practice, we design experiments on the MNIST [18] dataset, CIFAR-10 [19] , and CIFAR-100 [19] , which are among the most commonly used datasets in verifying deep learning algorithms. In particular, the performance of MCR is compared with classical deep learning method, referred to as the SL (Softmax and Log loss) method, where the feature is generated by the same network f θ , while the posterior probability P Y |X is modeled by the softmax function and then optimized via minimizing the log loss.
A. MNIST
The MNIST dataset of handwritten digits is one of the most common toy datasets in computer vision, which has a training set of 60,000 examples, and a test set of 10,000 examples. To extract the feature from MNIST, we adopt a simple two-layer convolutional neural network (CNN) as depicted in Figure 2 . In particular, we set the feature dimension to k = 10.
Then, both the MCR and the classical SL model are trained for 100 epochs using ADADELTA [20] , where the learning rate is set to 1.0 with a decay factor of 0.95, and the mini-batch size is set to 32. With the entire 60,000 images of the training set used for training, both the MCR and the SL achieve a test accuracy of 98.9%. We then investigate the performance of two methods, while using only a small part of samples in the training set for training. Specifically, we train the two models on the first n samples of the training set, where n is set to 200, 400, 800, 1000, 1600, and 2000, respectively. Then, the resulting test accuracies for MCR and SL are shown in Table 1 , where for each n, the mean and the standard deviation (std) of the test accuracies over 10 repeated experiments are reported. As shown in the table, compared with the classical SL method, our MCR approach has better performance, especially when the number of training samples is small.
To obtain further insights, we consider the feature f θ extracted by these two methods on the test set. In particular, Figure 3 shows the extracted features with n = 1000 samples used for training, where the t-SNE [21] is used to obtain the two-dimensional visualized data from the extracted ten-dimensional features f θ . The visualization results demonstrate the features extracted by the MCR approach have better class separability, which verifies our discussion in Section III-B. 
B. CIFAR-10
We further conduct experiments on the CIFAR-10 dataset [19] , which consists of 50,000 training images and 10,000 testing images in 10 classes.
In particular, we use ResNet-18 [22] to generate the feature f θ with the dimension k = 512 and follow the training settings in [22] , which have been tuned on the classical SL model. We use SGD with a weight decay of 5 × 10 −4 and a momentum of 0.9 and train both the MCR model and SL model up to 350 epochs. During the training process, the learning rate starts from 0.1 and is divided by 10 at epoch 150 and 250. In addition, the simple data augmentation [22] is adopted: 4 pixels are padded on each side, and a 32 × 32 crop is randomly sampled from the padded image or its horizontal flip.
Then, with the mini-batch size set to 64, 128, 256, and 512, respectively, Table 2 summarizes the results for both approaches, where the average and standard deviation of the test accuracies over 10 repeated experiments are reported.
In addition, Figure 4 shows the training and test accuracy for both methods during the training process, for an experiment with the mini-batch size 128. These results demonstrate that MCR can obtain comparable performance in label prediction. Also, it is worth emphasizing that in training MCR, we adopt the same hyperparameter settings as those for the classical SL model, which have been carefully tuned to guarantee the performance. In practice, the performance of MCR can be further improved via tuning the hyperparameters.
C. CIFAR-100
With settings similar to CIFAR-10, we conduct studies on the CIFAR-100 dataset [19] , which contains 100 classes. Again, we use the ResNet-18 to generate the k = 512 dimensional feature from input images and adopt the training settings that have been tuned on the SL model. Specifically, both the MCR model and the SL model are trained using SGD with a weight decay of 5 × 10 −4 and a momentum of 0.9 up to 200 epochs. During the training, the learning rate starts from 0.1 and is divided by 5 at epoch 60, 120, 160. For data augmentation, in addition to the padding, cropping and flipping operation as in CIFAR-10, the image is also randomly rotated by an angle ranging from −15 • to 15 • . Then, with the mini-batch size set to 64, 128, 256, and 512, respectively, Table 2 summarizes the results for both approaches, where the mean and standard deviation of the test accuracies over 10 repeated experiments are reported. The training and test accuracies for both methods during the training process in an experiment with the mini-batch size 128 are also plotted in Figure 5 . Though the hyperparameters have not been further optimized for the MCR method, the results indicate that MCR can obtain performance comparable with the classical SL method. In particular, from Table 2 , MCR has better performance when the mini-batch size is set to 256 or 512. In addition, Figure 5 shows that, MCR has a smaller gap between the training accuracy and test accuracy than the classical SL method, which suggests that MCR can be less over-fitting.
APPENDIX A PROOF OF PROPOSITION 1
First, we have, for all y ∈ Y, ∂ ∂b(y ) P
Y |X (y|x) = P Y (y )δ y,y , and ∇ g(y ) P
Y |X (y|x) = P Y (y)f (x)δ y,y , where δ y,y is the Kronecker delta:
As a result, we obtain ∂ ∂b(y )
Then, since the optimal parameters g * and b * satisfy, for each y ∈ Y, ∂ ∂b(y) = 0 and ∇ g(y) L(f , g, b) = 0,
we have
Substituting (23) into (24), we obtain
which implies (4a). Finally, (4b) is readily obtained from (23).
APPENDIX B PROOF OF PROPOSITION 2
It is convenient to first establish the following result. Lemma 1 : For all f , g, and b , we have
where χ 2 (P XY , P X P Y ) is the chi-squared divergence from the joint distribution P XY to the product distribution P X P Y , i.e.,
Using Lemma 1, we establish Proposition 2 as follows. Note that we have, for all θ , g and b,
where to obtain (25) we have used the fact that 
It remains only to establish Lemma 1.
Proof of Lemma 1:
We have
where to obtain the penultimate equality we have used the facts that 
APPENDIX C NEURAL NETWORK ARCHITECTURE FOR OPTIMIZING THE H-SCORE
A neural network architecture designed for jointly optimizing θ and g is shown in Figure 6 . In particular, given a single to g(1) , . . . , g(|Y|). Then, with the loss function being −H (f θ , g), the optimal parameters θ H and g H can be obtained via training this network.
APPENDIX D PROOF OF PROPOSITION 3
From the definition (11) of CDM, we have
In addition, we can equivalently express the H-score as [1] H (f , g) = 1 2
Therefore, it follows from Lemma 1 that
.
APPENDIX E PROOF OF THEOREM 1
The accuracy ACC * of the MAP predictor based on the true posterior distribution P Y |X is given by
To prove the first inequality of (15), we define the matrix B ∈ R |Y|×|X| with entries
then we have
which proves the first inequality. The second inequality immediately follows, since
To prove (16) In addition, we define the set X ⊂ X as =P XY (x, y * (x)).
Furthermore, let Y and X be the corresponding matrix representations forf and g * as defined in (9) 
where to obtain (31) we have used thatP XY (x, y) = P X (x)P Y (y)(1 +f T (x)g * )), to obtain (35) we have used the fact that a 2 + b 2 ≥ (a+b) 2 2 , and to obtain (36) we have used Cauchy-Schwarz inequality.
Finally, from (4a) we have
which implies that
As a result,
APPENDIX F PROOF OF PROPOSITION 4
The ''if'' part of the claim follows immediately from the fact that
For the ''only if'' part of the claim, to prove (a) we have Therefore, from the second equality of (14), we have H Y (Af (X ) + a) = H Y (f (X )).
To prove (b), note that (20a) can be readily obtained from (14) . For (20b), note that from the law of total covariance we have where to obtain the last equality we have used the fact that tr(cov(f (X )|Y ))
