Accurate forecasts of electricity spot prices are essential to the daily operational and planning decisions made by power producers and distributors. Typically, point forecasts of these quantities suffice, particularly in the Nord Pool market where the large quantity of hydro power leads to price stability. However, when situations become irregular, deviations on the price scale can often be extreme and difficult to pinpoint precisely, which is a result of the highly varying marginal costs of generating facilities at the edges of the load curve. In these situations it is useful to supplant a point forecast of price with a distributional forecast, in particular one whose tails are adaptive to the current production regime. This work outlines a methodology for leveraging published bid/ask information from the Nord Pool market to construct such adaptive predictive distributions. Our methodology is a non-standard application of the concept of errordressing, which couples a feature driven error distribution in volume space with a nonlinear transformation via the published bid/ask curves to obtain highly non-symmetric, adaptive price distributions. Using data from the Nord Pool market, we show that our method outperforms more standard forms of distributional modeling. We further show how such distributions can be used to render "warning systems" that issue reliable probabilities of prices exceeding various important thresholds.
Introduction
Forecasting electricity spot prices is a central concern for the operation of electricity producers and consumers. Typically the focus has been on deriving point forecasts, while probabilistic forecasts are more difficult and have been given less attention [21, 16, 24] . Precise and realistic forecasts of the electricity price distribution offer considerably more detail, which is beneficial to operators in the electricity sector. For example, deriving an optimal bidding strategy and generation plan requires understanding the full range of potential price outcomes. In this paper we discuss one method for constructing such price distributions which uses newly available data on bidding behavior.
Electricity is not a storable commodity, and the power system requires a constant balance between consumption and production. In addition, the demand for electricity depends on weather conditions and industrial production, which varies with the seasons, the weekdays and the holidays. Thus, the electricity market exhibits a unique price dynamic compared to other commodities, with seasonality at the daily, weekly and annual levels. In particular, unforeseen short-lived positive and negative price spikes are common occurrences in the electricity market. These features provide strong motivations for the use of distributional forecasts of electricity prices over point forecasts.
Rather than estimating the full distribution, prediction of intervals (quantiles) have more commonly been used to study the variability in electricity prices [21] . The prediction intervals have typically been estimated by bootstrapping [e.g., 19, 11, 1] , or as quantiles of the error distribution, either from empirical prediction errors [e.g., 13, 20] or from some (semi)parametric model [e.g., 17, 20, 22, 4] . Other approaches for probabilistic electricity price forecasts are based on variants of GARCH models for describing conditional price densities, [see e.g., 7, 3] . Recently, methods have built on modifications and/or expansions of quantile regressions [e.g., 9, 15, 12, 6, 10] . For a more thorough review of state of the art of probabilistic forecasts of electricity prices see [16] .
Electricity spot prices are determined in an auction process on the power exchange. For a given delivery hour, the ask curve consists of all submitted offers to sell electricity at given volume and price. Similarly, the bid curves are all the demand orders from different agents, each with its own quantity and price. The hourly electricity spot price is then defined (modulo technical, system-level considerations) as the point where the bid and ask curves intersect. The bid and ask curves have since year 2012 been publicly available at Nord Pool for the system as a whole, and the price is referred to as the system price.
In this paper we combine published bid/ask curves and point predictions to compute probabilistic forecasts for hourly day-ahead spot electricity prices. Modeling a time dependent bidding structure of supply and demand data at an electricity exchange directly is a difficult task [23] . Instead our approach uses the error in volume predictions to form the basis for describing the variability, as the volume distribution is a more well-behaved distribution than that of the price distribution. Probabilistic prices and volumes are coupled by a forecast of bid/ask curves, which are themselves relatively stable in shape day-to-day. The bid/ask curves contain information on the (aggregated) range in bidding and asking from market players and not just the points where supply and demand are matched. Hence, our approach is able to make more accurate forecasts of extreme spikes and sudden changes from one hour to the next. Our methodology can be seen as a new form of "error dressing" [18] by using the curves to translate residual behavior of market volume forecasts into price uncertainties.
The remainder of the paper is organized as follows. A description of background data from the Nord Pool market is given in section 2, illustrated through data plots and simple empirical analysis. This motivates the indirect probabilistic forecast model for electricity spot prices in section 3, the so-called bid/ask model. Also, section 3 describes two probabilistic benchmark models and a set-up for probabilistic forecast verification. Results from the bid/ask model are given in section 4, including comparison to the two benchmark models. The final Section 5 contains some concluding discussion.
Background data
The electricity market is made up of a large number of players that have differing levels of volume and marginal cost requirements. The market is settled via an auction process where the electricity price is determined from equilibrium between aggregated supply and demand. In a day-ahead market, different buyers bid their desired volume and maximum price they would be willing to pay, delivered at a certain hour the next day. All accumulated offers from these buyers form the bid curve, which then represents the relationship between price and volume for a given delivery hour for the buyers. Likewise, the ask curve contains all prices that the suppliers are willing to sell at a certain amount of electricity. The electricity price is then calculated from the intersection of accumulated supply and demand. The bid/ask curves are published shortly after the spot market is settled in the Nordic power exchange Nord Pool. Furthermore, agents submit their bids and offers for delivery of electricity each hour of the next day before noon. Thus, all prices in a day-ahead market are decided at the same time using the same available information. Nord Pool's major power source is hydro power, which is highly flexible, but has low marginal production costs. Roughly speaking, the hydro power producers can choose between producing today or storing the water. In addition, there is a smaller number of units that can be started quickly but with high marginal cost. The result is that the ask curve is mostly flat with a steep increase in the end of the curve. The left panel of Figure 1 shows a typical behavior of the bid/ask curves at Nord Pool. The slope of the ask curve is relatively flat around the point where the two curves intersect. Shifts in the bid curve will in those situations have minor effect on prices. In contrast, the right panel shows a rather extreme situation. The bid curve crosses the ask curve at a large volume where the slope of the ask curve is steep, due to the high marginal cost for producing this amount of electricity. The probability of high price spikes for equivalent shift in volume is much higher in such extreme situations as small changes in volume result in dramatic price changes.
The algorithm for coupling all submitted demands and supplies to derive the system area price is complex (see https://www.nordpoolspot.com/) and not fully disclosed to market participants in order to prevent gaming. Furthermore, the final construction of these curves depends on a number of additional elements, such as block bids, cross-system flows and the curve starting point. All of these additional factors affect the absolute location of the curves, and considerable day-to-day variability is evident. However, the relative shape of the curves is often similar from day to day. Also, in practice, the two curves are step-functions, see Figure 1 , as not all prices are traded each day.
Throughout our exposition, we assume that a high-quality point forecast of electricity spot-price is available to the researcher and the goal is to "error dress" this point forecast, i.e. create a distributional forecast that is in some manner centered on the point forecast. In our examples, we use a model developed by the authors in collaboration with Norsk Hydro ASA over the past two decades for point forecasts. The specifics of this model are suppressed but are also not of particular relevance. The error dressing methodology discussed here would function equally well with any other high-quality forecast. We note, however, that simplistic "straw man" point forecasts (e.g. a persistence forecast) introduce too much error and therefore it is necessary to discuss the performance of our proposed methodology in the context of a high-quality point forecast.
The upper panel in Figure 2 shows a time series plot of the hourly system prices for electricity in Nord Pool from January 2016 to April 2017, illustrating several features of electricity price market, such as spikes and seasonal variations. The large price spikes from beginning of year 2016 is in particular prominent. The lower panel in Figure 2 shows hourly price residuals, computed as the differences between the observed price and our corresponding day-ahead price prediction for each hour. The variations in mean and volatility are less severe for these price residuals than for the time series of prices, but the spikes are still visible.
The bid and ask curves describe the relation between price and volume. For a given price estimate, we may use the ask (or the bid) curve to compute the corresponding volume estimate. Hence, instead of defining a separate model, the volume is modeled indirectly by using the curves to transform price estimates to volume estimates, as described in section 3. Unlike the electricity prices, the dynamic of electricity volume in the upper row of Figure  3 has a structured pattern with systematic daily, weekly and seasonal variations and little evidence of sudden spikes. The distributionally stable behavior of the volume residuals is even more clear in Figure 4 , which shows the empirical distribution and a Q-Q plot of volume residuals at hour 9. A rather simple Gaussian distribution is thus appropriate for modeling the volume residuals at a specific hours. The clear auto-correlation in the lower row of Figure 4 , due to intra-day dependencies, will be considerably smaller when considering only one hour at a time in the Gaussian model for volume distribution.
While volume residuals are distributionally well-behaved, they are not homoscedastic. In particular, as the forecasted price rises, the spread of volume error diminishes. We capture this behavior by constructing a descriptive feature of the curve. In particular, for a given ask curve, we compute the corresponding change in volume as we increase the price estimate by a certain amount. These changes in volume will be smaller if the price estimate is close to the steep end of the ask curve. The upper panel of Figure 6 shows the absolute changes in volume as we increase the price estimates by 50e, illustrating that spread of the (positive) volume error are smaller for small changes in volume. A decrease of 50e from the price estimates, does not, on the other hand, show such a pattern in the change of volume except for a few cases, see the lower panel of Figure 6 . Figure 4: The empirical distribution and qq-plot of volume residuals at hour 9, using data from Nord Pool from January 2016 to April 2017.
Methodology

Indirect model of electricity prices using bid/ask curves and volume uncertainty
Let p th and v th be the electricity price and the volume, respectively, at day t and hour h. The functions above define how the prices and volumes are related through the bid/ask curves. Let D t = {p th , v th , b th , s th }, for hours h = 1, . . . , 24, be the set of prices, volumes and bid/ask curves at day t, and let X t be all necessary auxiliary information (such as weather predictions) at time t for hours h = 1, . . . , 24. Furthermore, denote by T t all the data given up to time t, this is T t = {{D s } s<t , {X s } s<t }.
Denote byp th the price forecast for day t and hour h, generated by a point forecasting model the day before t, given the data T t . The volume predictions may then be indirectly computed asv th = s th (·) is the inverse sell curve. This gives us historic volume residuals e sh =v sh − v sh for days s < t and for hours h = 1, . . . , 24.
Our approach for computing the distribution F th for the hourly prices p th ∼ F th , given data T t contains of two steps. First, we compute the distribution G th of the volume error th . Here, G th will be estimated from historic residual e sh =v sh − v sh for s < t and all hours h = 1, . . . , 24. The volume residuals are relatively symmetric and well-behaved (see Figure  4 ) and thus G th may typically be a rather simple distribution, such as Gaussian. However, due to the heteroscedasticity displayed in Figure 6 , the variance of the distribution is set to react to where the forecasted pricep th lands on the bid curve.
In particular, define ∆ Figure 7 we used a moving window of 500 neighbors, which illustrates that this moving sample variance of the volume distribution decreases as ∆ 
Benchmark models
The performance of our model is compared to that of two benchmark models. The distribution of these two benchmark models is estimated based on the empirical price residuals r th =p th − p th for day t and hour h.where |N t | is the number of observations up to day t. Here, the electricity prices are error dressed directly, while our proposed approach uses electricity volume residuals and then translate volume forecasts to price uncertainty by the bid/ask curves.
The other benchmark model is given by p th =p th + r * th , where r * th = {r sh } is the set of all historical price residuals r s,h for h = 1, . . . , 24 and s < t. The estimated spread of the distribution of these two benchmarks are thus constant up to day t. The first mentioned benchmark is referred to as the "Gaussian benchmark model", while the other as the "Empirical benchmark model".
Forecast validation and verification
We aim to assess and compare reliability (calibration) and sharpness of the models [8] . A calibrated model gives a precise estimate of outcome uncertainty while sharpness addresses the concentration of the forecast distribution.
A popular reliability assessment tool is the probability integral transform (PIT), often displayed graphically by histograms. If observations follow the estimated predictive distributionF , the PIT will be uniformly distributed [2] F ∼ U ([(0, 1)] ).
Continuous ranked probability score (CRPS) measures the difference between the forecast and observed CDFs [8] ,
where p is the realized observed price. To assess of the reliability in the tail of the predictive distribution, we apply the quantile score, see e.g. [5] , [8] and references therein, given as s Q (F , p|τ ) = (p −F −1 (τ ))(τ − 1 {p≤F −1 (τ )} ), for a specific probability level τ ∈ (0, 1).
The predictive power is evaluated by a cross validation in time, so that the training data set consist of only observations that occurred prior to the 24 hours that forms the validation data set. This scheme is repeated for every day during the observation period. The forecast accuracy is then computed by averaging over all validation data sets.
Results
This section shows results from the aforementioned bid/ask model to predict probabilistic forecasts of hourly day-ahead spot electricity prices. The results from the bid/ask model are then compared to that of the Gaussian and the Empirical benchmark models.
For predicting probabilistic spot prices for a specific day t and hour h based on the bid/ask model, we used the most recently available bid curve for hour h, which usually means the previous day's curve at hour h. The predictive volume error distribution is assumed to follow a Gaussian distribution, with a mean and standard deviation as described in Section 3. The standard deviations with price estimates satisfying ∆ + m,th > ∆ 0 , i.e. τ th in (3.3), are estimated by computing the sample standard deviations based on all historic volume errors e sh for hour h the last 120 days. The standard deviations γ th s in (3.3) are estimated by a moving sample standard deviation based on all historic volume errors where ∆ + m,sh ≤ ∆ 0 for s < t and all hours h = 1, . . . , 24. In particular, we sort the set of {∆ + m,sh }, s ≤ t and h = 1, . . . 24, in an ascending order. For a given ∆ + m,th , we find the window of the 100 neighbors of the sorted ∆ + m,sh s and compute the sample standard deviations of the volume errors that corresponds to these 100 neighbors. Similar approaches were used for computing the sample mean µ.
Several other values for the number of neighbors were tested, but a window of 100 neighbors gave the best prediction performance (in the sense of lowest value of CRPS and quantile scores). By inspection of Figure 7 , we used the threshold ∆ 0 = 6150. In addition, we set m = 50 and used the previous day's ask curves to estimate the volume changes ∆ + m,th . Using other values of ∆ 0 and m did not improve the predictive performance. Figure 8 shows probabilistic forecasts from the bid/ask model for two different time periods. The extreme high prices at 21 January 2016 in the upper row are captured by the uncertainty bands, although the price point forecast was by no means near such high prices. Also, the plot in lower row illustrates that the dipping prices are within the 95 % uncertainty band.
We validate the models following Section 3.3 and start by comparing histograms of all PIT values for the bid/ask model and the two benchmark models (Gaussian and Empirical) in Figure 9 . The Gaussian benchmark model's average over all 24-hours prediction intervals have far to high variance, as the histogram forms a clear hump in the middle of its plot. The Empirical model have on average also under confident predictions, but much less severe than than the Gaussian model.
In contrast, Figure 9 shows that the PIT values of the bid/ask model's average over all 24-hours prediction intervals are quite well calibrated. The leftmost column indicates that the variance in the left tail distribution is a bit to small, while the upper side of the distribution has a good fit. We are only taking into account the absolute volume changes in the upper right bid curve when estimating the standard deviation in the volume error. Thus, we might in some cases underestimate the standard deviation in the left tail of the price distribution as the absolute volume changes are different for the lower part than for the upper part of the bid curve. Table 4 displays the average CRPS and quantile scores for the cross-validation predictions, comparing the bid/ask model to that of the two benchmark models. The bid/ask model performs better than the benchmark models. In order to investigate the significance of the scores for the bid/ask model and the empirical model in Table 4 , we perform a permutation test following the procedure in [14] .
This permutation test proceeds by assuming that the two populations of CRPS scores come from the same distribution under the null-hypothesis. For each hour we randomly assign one score to the Empirical model and the other to the bid/ask model. We make 10 000 samples of synthetic data sets by randomly pairwise re-assigning the scores from the two models each hour and compute the difference in mean between the two re-assigned populations. The 0.025 and 0.975 quantile of these differences in means are -0.01515 and 0.01551, while the observed population is 0.04644, which is far away from any values in the permutation data set. The magnitude of the difference in CRPS in Table 4 is not large, however. This shows that the results could not have come from sampling variability only.
Conducting a similar permutation test for the quantile score at probability level τ = 0.1 gave a similar clear conclusion, but the difference between the quantiles scores at τ = 0.9 is not significant. However, the bid/ask model is better to capture the probability of the extreme prices. Figure 10 displays reliability plot of the forecast probabability of exceeding prices of 50e, where the range of the forecasted exceedance probabilities were divided into 10 equally sized bins. Prices exceeding 50e is a quite extreme situation and happens in 1.14% during all hours in our data set. The performance of the bid/ask model and the Empirical benchmark model seems to be equally successful when including all outcomes of the exceedance probabilities (see the black dots in Figure 10 ). In order to zoom into the tail of this highly skew distribution of the exceedance probabilites, only the forecasted exceedance probabilities greater than 10% are considered in the plotted red dots. Here, we clearly see that the probabilistic forecasts of extreme situations from the bid/ask model is considerably better calibrated than the Empirical benchmark model. Precise and reliable exceedance probabilities can be important for a warning system to forecast hours or periods with potentially extreme prices.
There is still some work in progress for estimating proper probabilistic forecast in all situations. The bid/ask model can sometimes for regular prices give to high probabilistic forecasts variances if the price predictions are at the steep end of the bid curve, all though the CRPS in Table 4 and the PIT plot in Figure 9 show that the overall fit is good.
Gaussian Empirical Bid/Ask crps 1.60 1.05 1.00 s Q (τ = 0.1) 0.72 0.36 0.27 s Q (τ = 0.9) 0.78 0.45 0.43 Table 1 : Mean scores of CRPS and quantile scores for the 90 % and 10 % for the two benchmark models (Gaussian and Empirical) and the bid/ask model.
Conclusion
In this paper, we presented a method for computing probabilistic forecasts for hourly dayahead spot electricity prices. Our methodology addressed the heavy tailed nature of electricity price distributions by incorporating a new source of data, namely published bid/ask curves. As we have detailed, the curves themselves are unsuited to direct modeling, and are best used as a system for error dressing an existing point forecast of electricity prices. We then focused modeling on the easier task of forecasting the distribution of volume errors that result from a given point forecast. By deriving a feature that described the proximity a given price forecast is to the "kink" in the ask curve we were able to handle residual error heteroscedasticity in a parsimonious manner. Our error dressing system outperforms other distributional forecasting methods, especially when modeling tail events. The methodology outlined here is intended to be incorporated into a much larger marketmodeling system and a number of practical additions have not been addressed. Chief amongst these is cross-border trade of electricity. In particular, Nord Pool trades electricity with other systems operating in the Netherlands, Germany, Poland, among others. Each of these markets have similar price resolution systems and are themselves connected to even more European markets further South and East. Many (but not all) of these systems supply their own bid/ask data. An important additional feature to develop is a coupled error dressing system that models these markets jointly and thereby adjusts prices accounting for the potential of cross-border flow.
In addition, one element that has yet to be investigated is the forecast of the bid and ask curves themselves. In practice, we have found that while the curve as a whole can shift greatly, the relative structure of the curve is reasonably consistent day-to-day. This in part motivated our use of the bid/ask curves in the context of error dressing (which recenters the system around the point forecast). However, a more involved probabilistic model of curve evolution may yield refined price distributions. Finally, the spot market settles all hours in the following day simultaneously. At present we focused on marginal error dressing methodologies which modeled each hour's volume error individually. In practice, these residuals are clearly likely to be correlated. Extending the model into a multivariate forecasting system should prove straightforward.
