Temperature-corrected oxygen measurements were performed by using multi-mode diode laser correlation spectroscopy at temperatures ranging between 300 and 473 K. e experiments simulate in situ monitoring of oxygen in coal-combustion exhaust gases at the tail of the �ue. A linear relationship with a correlation coe�cient of −0.999 was found between the evaluated concentration and the gas temperature. Temperature effects were either auto-corrected by keeping the reference gas at the same conditions as the sample gas, or recti�ed by using a predetermined effective temperature-correction coe�cient calibrated for a range of absorption wavelengths. Relative standard deviations of the temperature-corrected oxygen concentrations obtained by different schemes and at various temperatures were estimated, yielding a measurement precision of 0.6%.
Introduction
e effective detection of oxygen is of great interest in various �elds such as breath gas analysis [1, 2] , automobile engine combustion control [3] [4] [5] , and industrial process control [6, 7] . Speci�c requirements in different applications lead to a diversi�cation of oxygen sensors, including the commonly employed galvanic, resistive, paramagnetic, and optical sensors. Over the last few decades man-made air pollution has attracted particular attention due to its implications for environment and health. Coal combustion in industry constitutes a major pollution source, not least in China where coal is used as the major source of energy. Besides the analysis of combustion-generated pollutants such as SO 2 [8] and NO [9] , quantitative detection of oxygen in the exhaust gas is necessary to provide normalizing reference. However, corrosion due to the presence of acidic gases in the coal-combustion exhaust prohibits the employment of certain oxygen sensors [10, 11] . Among the oxygen sensing techniques mentioned above, laser absorption spectroscopy is particularly attractive for application in coal-combustion emission monitoring because of the advantage of noncontact and in situ detection.
Recently, we have reported on a novel multimode diode laser-based correlation spectroscopy (MDL-COSPEC) technique used for oxygen sensing [12] , which was further developed for molecular and atomic gas detections [13, 14] . Compared with gas sensors based on tunable diode laser absorption spectroscopy, this type of sensors has the merit of robustness and low cost, achieved by the employment of multimode diode lasers. ese measurements were performed at room temperature in a laboratory, and good repeatability was obtained by utilizing a dual-beam correlation scheme. Additionally, the oxygen sensor presented a high linearity in the whole concentration range from 0 to 100%.
In coal-combustion emission monitoring applications, however, the exhaust gases are commonly analyzed at the tail of the �ue with typical temperatures in the range from room temperature up to around 400 K. Under these conditions, the temperature effects on the gas volume and the absorption line pro�le have to be taken into account for accurate evaluation of the oxygen concentration. In this paper, oxygen sensing measurements were performed at temperatures between 300 and 473 K to simulate the �ue environment, and the effect of temperature on the concentration evaluation was investigated. Temperature correction methods using three different detection schemes are presented. With the effective temperature corrections, accurate and precise oxygen measurements were realized by utilizing an MDL-COSPEC-based oxygen sensor.
Fundamental Considerations

Multimode Diode Laser Correlation Spectroscopy.
In the COSPEC technique various broadband light sources, such as black body radiation [15] , light emitting diodes [16] , or broadband lasers [17] can be employed. e principle of COSPEC in combination with MDLs has been described previously [12, 13] and is only brie�y outlined here. In MDL-COSPEC, the multimode laser radiation is split into two beams which pass through the sample and reference gases, respectively, and are simultaneously detected. e degree of correlation between the pro�le and magnitude of the absorption signal for the sample and reference gases is used as the characteristics for target gas identi�cation. Moreover, the reference gas-which has typically a wellcalibrated concentration of the target gas-is also used for calibration. In thin gases (i.e., when the absorbance is far less than 1) and given that the absorption line shapes of both sample and reference are consistent, the ratio between the path-integrated concentrations equals to the ratio between the absorption signal magnitudes of the sample and reference gases, thereby the target gas concentration can be retrieved.
Temperature
Effects. e analysis in MDL-COSPEC is based on the absorption equation de�ned by the BeerLambert law. According to that, the absorption coefficient is expressed as
where and are the absorption line strength and normalized line shape function, respectively, of the particular transmission probed, is the gas temperature, is the probing frequency, and is the absorbing gas number density.
e temperature effects mainly derive from three aspects. Firstly, the relation between the gas mole fraction and the number density is dependent on the gas temperature according to =
where is the total pressure and is the Boltzmann constant. Secondly, the line strength is dependent on the temperature, which is illustrated in Figure 1 that shows the HITRAN-calculated absorption line intensity of oxygen around 760 nm at 300 K and 473 K, respectively [18] . irdly, concerning the line shape, both the Doppler (Gaussian) and collision (Lorentzian) line widths are dependent on temperature [18] . Figure 2 shows an example of temperature dependence of the wavelength modulation spectroscopy (WMS) 2f signal, where the signal magnitude differences are due to changes of gas volume and absorption line, the latter involving both line intensity alteration and line shape broadening. e sample signals correspond to the absorption of atmospheric oxygen �lled in a sample gas cell with an optical path length of 52 cm at normal pressure and temperatures of 300 and 473 K, respectively. e reference signal corresponds to oxygen in open air with an optical path length of 220 cm at room temperature (300 K). As the absorption signal depends on temperature in a complicated fashion, straight utilization of (2) is rather cumbersome in the case that the sample and (a) Both sample and reference cells were purged with nitrogen gas and heated to the same temperature conditions; (b) the sample cell was purged with nitrogen gas, and oxygen in open air at room temperature was used as a reference gas; (c) a three-zone sample gas cell was employed with both end sections sealed with nitrogen gas, and oxygen in open air at room temperature was used as a reference gas.
reference gas temperatures are different, whereas for practical reasons it is much simpler to correct the temperature effects by using a precalculated temperature-correction coefficient. In MDL-COSPEC, the gas concentration is retrieved from the interaction of multiple DL modes with multiple gas absorption lines, by the use of an effective temperaturecorrection coefficient which represents a holistic quantity derived from several probed absorption lines. Figure 3 shows the experimental arrangement for oxygen measurement by the MDL-COSPEC technique. An MDL (Rayscience, RSLD-760-10S) with an emission spectrum around 760 nm, where oxygen displays A band (
Experimental Setup
transitions, was used. e emission spectrum width corresponds to the multimode gain pro�le and was approximately 1.5 nm, while the maximum output power of the MDL was 10 mW. e wavelength of the MDL was tuned over the absorption features by a combination of quasi random tuning of injection current and laser temperature. In order to improve sensitivity, the WMS technique was employed [19] [20] [21] . e injection current was swept by a 24 Hz saw tooth waveform on which a 20 kHz sinusoidal waveform was superimposed. e laser temperature was randomly varied between 20 and 25 ○ C by a temperature controller to cover a wide wavelength range (∼3 nm). e MDL radiation was split into two beams which were transmitted through the sample and reference gases, respectively. Both beams were simultaneously detected by two identical detectors (orlabs, DET10A) and the signals were recorded by a 14 bit DAQ card (National Instrument, NI PCI-6133). A LabVIEW-based multiple-channel lock-in soware was used to demodulate the recorded signals at a frequency of 2 (40 kHz) with a time constant of 0.1 ms. F 4: Concentration measurement evaluated by scheme A by using atmospheric oxygen as a sample gas at 9 different temperatures between 300 and 473 K.
e sample cell was heated in the temperature range between room temperature and 473 K to simulate the temperature conditions at the tail of �ue. �ecause of the nonuniform heating, the temperature of the cell was measured by three E-type thermocouples having a precision of 0.1 K placed at the middle and at both ends of the cell. As for the maximum cell temperature, the three thermocouples yielded 474.7, 472.1, and 472.3 K, respectively. Since the gradient was relatively small and for the sake of simplicity, the average value from the three thermocouples was used as the effective temperature. A gas bag with an adjustable volume connected to the gas cell by a Te�on tube was employed to maintain a normal pressure in the gas cell. �o gas �ow is expected between the cell and the nonheated bag.
ree different measurement schemes were employed to simulate in situ oxygen monitoring at the tail of �ue, as shown in the measurement section of Figure 3 : (a) the optical path outside the sample and reference cells were purged with nitrogen gas, and the reference cell was heated to the same conditions as that of the sample cell in order to automatically compensate for temperature effects; (b) the optical path outside the sample cell was purged with nitrogen gas, and oxygen in open air at room temperature was used as a reference gas; (c) a three-zone sample gas cell having both end sections sealed with nitrogen gas was employed, and oxygen in open air at room temperature was used as a reference gas. For all three measurement schemes, purging with nitrogen is equivalent to the use of optical �bres outside the gas cell to avoid redundant room oxygen absorption. e detailed measurement procedures are described in the following section.
Results and Discussion
4.1. Scheme . In order to compensate for temperature effects-including gas volume expansion, absorption line strength, and linewidth change-the reference cell was heated to the same conditions as that of the sample cell, which is shown in Figure 3(a) . Atmospheric oxygen with a mole fraction of 20.9% was �lled in the sample cell, and the reference cell was �lled with a standard gas of 99.9% oxygen. e optical path outside the gas cell was purged by nitrogen to remove interference from room oxygen. e concentration measurements were performed at 9 different temperatures between 300 and 473 K, as it is shown in Figure 4 . e evaluated relative standard deviation of 0.5% indicates that the temperature effects were perfectly compensated by using the correlation scheme.
Scheme .
In this scheme, the oxygen in open air was used as the reference gas, and the temperature in�uence was addressed by introducing an effective temperature-correction coefficient ( ) according to
where ( ) is the mole fraction of the target gas at temperature , and ( ) is the evaluated mole fraction without taking into account the temperature in�uence. Atmospheric oxygen was used as the sample gas and measured at 9 different temperatures. e optical path outside the sample cell was purged by nitrogen gas to eliminate the in�uence of room oxygen. As shown in Figure 5 (a), the evaluated ( ) decreases when the temperature increases. A linear �t results in a correlation coefficient of −0.999, indicating a linear dependence of ( ) on . With the further consideration that ( ) equals ( ) at the initial room temperature 0 , the effective temperature-correction coefficient can be described by a temperature dependent linear function
where is a constant representing the slope of the temperature-correction function. Since the mole fraction of the sample gas is kept constant, that is, ( ) = ( 0 ), according to (3) the temperature-correction function can be obtained by normalizing the evaluated mole fraction to its initial value at room temperature
Figure 5(b) shows the normalized results corresponding to Figure 5 (a). A linear �t according to (4) gives the expression for the effective temperature-correction coefficient
Although (6) was obtained by using atmospheric oxygen at room temperature as a sample gas, it is applicable to any concentration. To verify its validity, we performed a measurement by using a standard gas mixture of 5.1% oxygen in buffering nitrogen gas as sample gas and employed (6) to correct the evaluated concentrations. Figure 5(c) shows the evaluated concentration results before and aer the temperature correction. e relative standard deviation of 0.5% indicates that the temperature effects were well corrected. It should be noted that (6) was obtained by using room oxygen in air at 0 of 300 K as the reference gas. In order to make it applicable at any reference gas temperature, (4) can be rewritten as
where indices S and R denote the sample and reference gas temperatures. Equation (6) can accordingly be extended to
When the sample and reference temperatures are equal, that is, = , such as in the case of scheme A, the effective temperature-correction coefficient equals to one, and the temperature effects will be automatically corrected. It is worth noting that by employing (8) it is not required to evaluate a new effective temperature-correction coefficient for every particular reference cell temperature.
In the last scheme, oxygen in open air was used as the reference gas, which was analogous to scheme B, whereas the room oxygen in�uence was removed by subtracting the redundant room oxygen absorption signal from the total sample signal instead of purging the sample cell with nitrogen gas. e redundant room oxygen absorption signal was obtained through soware processing by multiplying the reference signal with the optical path length ratio between the redundant room oxygen in the sample path and that in the reference path. In order to eliminate the temperature in�uence on the room oxygen near the heating zone, a sample cell divided into three zones with both end sections sealed with nitrogen gas was employed. Measurements were performed at 9 different temperatures by using atmospheric oxygen as a reference and a standard gas mixture of 5.1% oxygen in buffering nitrogen gas as a sample gas. Figure 6 shows the measurement results before and aer temperature correction by using (6) . e relative standard deviations of 0.3% and 0.6% indicate that (6) was quite accurate and the temperature effects were well corrected. Figure 7 combines the normalized measurement results by schemes B and C. e relative differences between the normalized concentrations and the effective temperaturecorrection coefficient are all less than 2%, further strengthening the argument that the effective temperature-correction coefficient is independent of the measurement scheme and the target gas concentration. e measurement precision using temperature correction was estimated from the maximum relative standard deviation to be 0.6%.
4.4.
Discussion on the ree Schemes. All three measurement schemes described above are designed for practical applications and present different advantages and disadvantages.
For scheme A, a reference gas cell containing a wellcalibrated concentration of oxygen is placed in the �ue, with the sample laser beam passing in the direct vicinity. e temperature conditions in the sample and the reference path are approximately the same; hence, despite of any nonuniformity in the temperature �eld along the cell, the reference cell can track the sample gas temperature condition and automatically correct for temperature effects. However, the reference gas cell leads to additional maintenance requirements, thus increasing the measurement complexity and cost.
For scheme B, oxygen in open air is used as the reference gas and the temperature effects are corrected by a precalculated effective temperature-correction coefficient, which scales down the complexity compared with scheme A. However, due to the nonuniform measurement temperature conditions, it is rather difficult in practical applications to obtain the accurate effective temperature in the �ue, which could greatly decrease the measurement accuracy.
Scheme C is similar to scheme B, however, large area nitrogen purging is no longer needed due to the employment of a three-zone sample gas cell and the utilization of a signal subtraction approach to eliminate room air in�uence. is makes scheme C more practical if the measurement environment is open to the ambient atmosphere, thus maintaining a nearly constant oxygen concentration. In real-world applications, the employment of optical �bres to guide the light outside the sample gas could be a more practical means to avoid redundant room oxygen absorption, thereby schemes B and C becoming identical. Because of the linear dependence of the evaluated concentration with temperature, the effective temperature-correction coefficient can be simply retrieved by only performing measurements at room temperature and another elevated temperature. Moreover, it is straightforward to extend the effective temperature-correction coefficient to any other temperature by using (7) .
e prerequisite of both schemes B and C is that gas absorption lines which are probed and have the same effective temperature dependence. Using single-mode sources, for example, DLs of Fabry-Perrot type, reliable probing is hampered by the wavelength and intensity instabilities of the mode, which is prone to mode hops. Oppositely, for MDLs the multimode emission spectrum can cover tens of gas absorption lines, as shown in Figure 1 . e variation of wavelength and mode intensity distribution of such a laser mainly follows the shi in gain pro�le, while the temperature dependence of the gas absorption changes gradually and slightly line by line. A good match between the MDL gain curve and the absorption band of the gas, as well as the use of effective temperature coefficients calibrated for a wavelength range rather than for speci�c lines, guarantees the good measurement accuracy and high reproducibility of this technique.
Conclusions
A straightforward temperature correction method for oxygen monitoring by MDL-COSPEC technique was developed. Measurements were performed at atmospheric pressure and at temperatures between 300 and 473 K using three different measurement schemes to simulate the condition of the �ue tail. In the �rst scheme, the reference gas cell was kept at the same conditions as the sample gas for real-time tracking of the sample signal change due to temperature alterations, thereby insuring that the temperature effects were well autocorrected. In the second and the third schemes, oxygen in open air and at room temperature was used as reference, with the difference being in the means of eliminating the in�uence of redundant room oxygen. In the second scheme the room oxygen in the sample path was purged by nitrogen gas, whereas in the third scheme the signal derived from room oxygen was eliminated from the original sample signal by soware processing. e evaluated concentration without temperature correction was found to be linearly dependent on the temperature. e effective temperaturecorrection coefficient was obtained by normalizing the evaluated mole fraction at various temperatures to its initial value at room temperature (300 K). Temperature effects in both schemes were well corrected by the precalculated effective temperature-correction coefficient. e maximum relative standard deviation of the measurement results with temperature correction was estimated to be 0.6% yielding the measurement precision. is study opens up for the utilization of a temperature-corrected oxygen sensor for in situ gas monitoring of coal-combustion exhaust.
