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a b s t r a c t
We have derived the predictive distributions of future responses and the regressionmatrix
in the multivariate linear regression model, under the singular or nonsingular matrix
variate elliptically contoured distribution with noninformative prior, with respect to the
Hausdorff measure. The predictive distributions are also derived under the singular or
nonsingular matrix variate normal distribution with normal–inverse Wishart conjugate
prior as a particular case of the matrix elliptically contoured distribution. The predictive
distributions are singular or nonsingular matrix-T distributions introduced by Diaz-
Garcia and Gutierrez-Jaimez [J.A. Diaz-Garcia, R. Gutierrez-Jaimez, Distribution of the
generalized inverse of a randommatrix and its applications, J. Statist. Plann. Inference 136
(2006) 183–192], both in the noninformative and conjugate prior cases. The first result
gives inference robustness with respect to departures from the underlying distribution
assumption in the direction of elliptically contoured distributions, even in the singularly
distributed case.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
For a given set of observed data, the distributions of future responses and regression matrix from a statistical model is
knownas thepredictive distribution. Predictive inference for themultivariate normal regressionmodels has been considered
by various statisticians. Geisser [1] and Guttman and Hougaard [2] considered the classical approach, Zellner and Chetty [3]
and Kibria et al. [4] considered the Bayesian method, while Fraser and Haq [5], Haq [6] and Kibria [7] considered the
structural approach. Most of these researchers have assumed either multivariate normal or Student-T errors for their
analysis. When noninformative prior is used in Bayesian analysis, the predictive distributions are of the same type as the
posterior distribution of the regression parameters.
The assumption of normality and independency for the error variables may not be appropriate in many practical
situations, specially when the underlying distributions have heavier tails. For such cases, matrix-T errors with multivariate
linear model have been considered by Kibria and Haq [8] and Khan [9] among others. The predictive distribution remains
the same by change in the error distribution from normal to multivariate t (see, e.g. Zellner [10]) or from normal to elliptical
distribution (see, e.g. Fraser and Ng [11]). The class of elliptically contoured distribution includes various distributions, such
as the multivariate normal, matrix-T , multivariate Student-T , multivariate Cauchy, Pearson types II and VII, logistic, and
scale mixture distributions. The traditional multivariate regression model has been discussed extensively under different
class of elliptically contoured distributions by Anderson and Fang [12], Fang and Li [13], Fang and Zhang [14], Gupta and
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Varga [15] and Kubokawa and Srivastava [16]. These distributions have been considered by Chib and Tiwari [17], Kibria and
Haq [18], Kibria [7], Ng [19,20] and Kim and Mallik [21] in the context of predictive distribution for the future responses.
In the area of Bayesian inference, the nonsingular multivariate linear model has been considered using both
noninformative and informative priors, by, among others, Box and Tiao [22] and Press [23]. The application of the random
singular matrix in Bayesian analysis has been demonstrated by Uhlig [24] and Diaz-Garcia and Ramos-Quiroga [25]. Let X
be an m × n sample matrix of n individuals with m variables, if there exist dependencies among rows or columns, then
X does not have a density with respect to the Lebesgue measure. However, it is found that X has a density on a subspace
M ⊆ Rmn with respect to a measure known as the Hausdorff measure, which coincides with the Lebesgue measure when
it is defined onM. More details on this kind of problems can be found in Uhlig [24], Srivastava [26] and Diaz-Garcia et al.
[27–33]. They proposed some expressions for the singular matrix variate distributions including the singular matrix variate
normal distribution and the singular matrix variate elliptically contoured distribution.
In this paper, we consider a multivariate regression model in which the responses have a singular or nonsingular
multivariate elliptically contoured distribution. LetLn,m denote the set ofm×n realmatrices,Ln,m(q) the subset ofmatrices
in Ln,m with rank q. The matrix H1 ∈ Ln,m(m) such that H1H ′1 = Im is denoted by H1 ∈ Vn,m which is known as the Stiefel
manifold (see, e.g. Farrell [34], Mathai [35] and Muirhead [36]). The symbol S+m (q) stands for the set of m × m positive
semidefinite symmetric matrices with q distinct positive eigenvalues. A > 0 and A ≥ 0 mean that A is positive definite and
positive semidefinite, respectively. Finally, the symbolD(m) denotes the set ofm×m diagonal matrices.
Suppose thatY ∈ Ln,m, which is elliptically contoureddistributed asY ∼ Em×n(µ,Σ, In, g)withΣm×m of rank r ≤ m, the
distribution of Y is called a generalizedmatrix variate elliptically contoured distribution, denoted by Y ∼ E rm×n(µ,Σ, In, g),
whose p.d.f with respect to the Hausdorff measure is given by
dFY (Y ) =
r∏
i=1
λ
−n/2
i g
{
tr[Σ+(Y − µ)(Y − µ)′]} (dY ), (1.1)
for some function g , where A+ stands for the Moore–Penrose inverse of A, λi is the nonzero eigenvalue of Σ , while (dY ) is
the Hausdorff measure (see, e.g. Diaz-Garcia and Gonzalez-Farias [30] and Diaz-Garcia et al. [28]). Without loss of generality
the symmetric generalized inverse A−(AA−A = A) has been replaced by the Moore–Penrose inverse A+ here and hereafter.
Let Y ∼ E rm×n(µ,Σ, In, g) and YY ′ ∈ S+m (q), then the distribution of S = YY ′ is called a generalizedWishart distribution
denoted by S ∼ GW rm(q,Σ, g), whose p.d.f. with respect to the Hausdorff measure (dS) is given by
dFS(S) = pi
qn/2|C |(n−m−1)/2
Γq(
1
2n)
(
r∏
i=1
λ
n/2
i
)g{tr(Σ+S)}(dS), (1.2)
where S = H1CH ′1, with H1 ∈ Vq,m, C = diag(c1, . . . , cq) ∈ D(q), c1 > · · · > cq > 0 (see equation (15) in Diaz-Garcia and
Gonzalez-Farias [30] or equation (10) in Diaz-Garcia and Gutierrez-Jaimez [32]).
If S ∼ GW rm(q,Σ, g), then the distribution of U = S+ is referred to as the generalized inverse Wishart distribution
denoted by U ∼ GIW k,rm (q,Σ+, g), whose p.d.f. with respect to the Hausdorff measure (dU) is given by
dFU(U) = pi
qk/2|L|−(k+3m−2q+1)/2
Γq(
1
2k)
(
r∏
i=1
λ
k/2
i
) g{tr(Σ+U+)}(dU), (1.3)
where U = H1LH ′1 with L = diag(l1, . . . , lq), l1 > · · · > lq > 0, H1 ∈ Vq,m, U+ = H1L−1H ′1 (see, equation (2.11) in
Ip et al. [37]).
Consider a multivariate regression model with errors having a distribution belong to a family of the matrix variate
elliptically contoured distribution (1.1). We shall derive the predictive distributions of the future responses and regression
matrix from the multivariate linear regression model with noninformative prior, with respect to the Hausdorff measure.
We shall show that the predictive distribution of future responses and regression matrix are obtained as singular matrix-T
distributions with appropriate parameters and degrees of freedom. This distribution has been introduced by Diaz-Garcia
and Gutierrez-Jaimez [31] recently.
When T is nonsingular, this distribution has been studied by various authors, including Box and Tiao [22], Press [23] and
Gupta and Nagar [38]. Let T ∈ Ln,m which has the matrix variate T -distributionMT m×n(µ,Σ,Θ, v), with Σm×m of rank
r ≤ m orΘn×n of rank k ≤ n. This is called the matrix variate singular T -distribution denoted by T ∼MT r,km×n(µ,Σ,Θ, v),
whose p.d.f. with respect to the Hausdorff measure (dT ) is given by
dFT (T ) =
Γr
[ 1
2 (v + k+ r − 1)
] r∏
i=1
λ
(v+r−1)/2
i
pi rk/2Γr
[ 1
2 (v + r − 1)
] k∏
j=1
δ
r/2
j
∣∣Σ + (T − µ)Θ+(T − µ)′∣∣−((v+k+r−1)/2) (dT ), (1.4)
where λi and δj are the nonzero eigenvalues of Σ and Θ , respectively (see, equation (14) in Diaz-Garcia and Gutierrez-
Jaimez [31]).
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The singular or nonsingular matrix variate normal distribution may be regarded as a special case of the matrix variate
elliptically contoured distribution. Therefore, under noninformative prior the assumption of normality is robust to deviation
in the direction of elliptically contoured distribution as far as inference about the prediction distributions are concerned.
The organization of the paper is as follows. In Section 2, we derive the predictive distributions of the future responses
and regression matrix under singular or nonsingular matrix variate elliptically contoured distribution with noninformative
prior. In Section 3, we derive the predictive distributions of the future responses and regression matrix under singular or
nonsingular matrix variate normal distribution with singular normal–inverse Wishart conjugate prior. Finally, in Section 4,
we give some concluding discussions.
2. Predictive distribution under elliptically contoured distribution with noninformative prior
Consider the multivariate linear regression model given by
Y = BX + E, (2.1)
where Y ∈ Ln,m is the matrix of observations, X ∈ Ln,p(s) is a known regression matrix, B ∈ Lp,m is the unknown
parametric matrix, and E is a matrix of random errors having generalized matrix variate elliptically contoured distribution
as E ∼ E rm×n(0,Σ, In, g), for some function g , with Σ ≥ 0, and rank(Σ) = r . The p.d.f. of Y with respect to the Hausdorff
measure (dY ) is given by
dFY (Y ) ∝
r∏
i=1
λ
−n/2
i g{tr[Σ+(Y − BX)(Y − BX)′]}(dY ), (2.2)
where λi is the nonzero eigenvalue ofΣ .
The Bayesian approach to the prediction problem can be described as follows. Suppose that n = n1+n2, n1 > 2m−r+s
and Y is partitioned as Y = (Y1, Y2), where Y1 ∈ Ln1,m, representing n1 observed vector each ofm component, and interest
is on Y2, an unobservedm×n2matrix of future observations. The regressionmatrix X is similarly partitioned as X = (X1, X2),
where X1 ∈ Ln1,p and X2 ∈ Ln2,p.
The joint p.d.f. of (Y1, Y2) is given by
f (Y1, Y2|B,Σ)(dY1)(dY2) ∝
r∏
i=1
λ
−(n1+n2)/2
i g
{
tr[Σ+S(B)]} (dY1)(dY2), (2.3)
where S(B) = (Y1−BX1)(Y1−BX1)′+(Y2−BX2)(Y2−BX2)′, (dY1) and (dY2) are Hausdorffmeasures. The Bayesian predictive
distribution of Y2 is defined as
dF(Y2|Y1) ∝
∫ ∫
dF(Y2, B,Σ |Y1)
∝
[∫ ∫
f (Y1, Y2|B,Σ)pi(B,Σ)(dB)(dΣ)
]
(dY2) (2.4)
where pi(B,Σ)(dB)(dΣ) is the joint prior distribution of the parameters (B,Σ), prior to observing Y2. With Σ ≥ 0 and
rank(Σ) = r ≤ m, it is chosen as a noninformative prior given by
pi(B,Σ)(dB)(dΣ) ∝
r∏
i=1
λ
−(2m−r+1)/2
i (dB)(dΣ), (2.5)
(see, e.g. Box and Tiao [22] and Diaz-Garcia and Gutierrez-Jaimez [31]). Thus, the posterior joint distribution of (Y2, B,Σ)
given Y1 is proportional to
dF(Y2, B,Σ |Y1) ∝
r∏
i=1
λ
−(n1+n2+2m−r+1)/2
i × g{tr[Σ+S(B)]}(dB)(dΣ)(dY2). (2.6)
Let
Bˆ = Y1X ′1(X1X ′1)−, and S = (Y1 − BˆX1)(Y1 − BˆX1)′, (2.7)
where A− stands for a generalized inverse of A, such that AA−A = A. Then it can be verified by some algebra computations
that
S(B) = S + (Y2 − BˆX2)H(Y2 − BˆX2)′ + (B− B∗)A(B− B∗)′, (2.8)
where
A = X1X ′1 + X2X ′2,
B∗ = (Y1X ′1 + Y2X ′2)A+,
H = In2 − X ′2A+X2,
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in which In2 is the n2 × n2 identity matrix. It is seen from the p.d.f. (1.3) that Eq. (2.6) takes the form of generalized inverse
Wishart distribution for Σ given B and Y = (Y1, Y2), i.e. Σ |(B, Y ) ∼ GIW k,mm (r, S(B), g), where k = n1 + n2 + r − m.
Thus, integrating the density function given by (2.6) with respect to Σ yields the conditional marginal density of B given
Y = (Y1, Y2) as
p(B|Y )(dB) ∝
∣∣∣L˜∣∣∣−(n1+n2+r−m)/2 (dB), (2.9)
where L˜ = diag(l˜1, . . . , l˜f ), while l˜1, . . . , l˜f are nonzero eigenvalues of S(B), f = rank(S(B)). If S(B) > 0, then the conditional
marginal density (2.9) becomes
p(B|Y )(dB) ∝ ∣∣G+ (B− B∗)A(B− B∗)′∣∣−(n1+n2+r−m)/2 (dB), (2.10)
where G = S+(Y2− BˆX2)H(Y2− BˆX2)′. It follows from expression (1.4) that (2.10) is amatrix variate singular T -distribution,
i.e.
B|Y ∼MT s,tp×m(B∗,G, A+, v), (2.11)
where v = n1 + n2 + r − m − s − t + 1, t = rank(G). Here the degree of freedom v follows from (2.9) that n1 + n2 +
r −m = v + s+ t − 1.
Theorem 2.1. Suppose G = S + (Y2 − BˆX2)H(Y2 − BˆX2)′ > 0, then the predictive distribution of Y2 given Y1 is a matrix variate
singular T -distribution given by
Y2|Y1 ∼MT s˜,t˜m×n2(BˆX2, S,H+, v˜), (2.12)
where v˜ = n1 + n2 + r −m− s− s˜− t˜ + 1, s˜ = rank(S), t˜ = rank(H).
Proof. It follows from (2.10) that the conditional distribution of (Y2, B) given Y1 is obtained as
dF(Y2, B|Y1) ∝
∣∣G+ (B− B∗)A(B− B∗)′∣∣−(n1+n2+r−m)/2 (dB)(dY2), (2.13)
which is recognized a matrix variate singular T -distribution for B. Thus integrating (2.13) with respect to B yields the
predictive distribution of Y2 given Y1 as
dF(Y2|Y1) ∝ |G|−(n1+n2+r−m−s)/2(dY2)
∝ |S + (Y2 − BˆX2)H(Y2 − BˆX2)′|−(n1+n2+r−m−s)/2(dY2), (2.14)
which is the matrix variate singular T -distribution given by (2.12). The proof is completed. 
When r = m and s = rank(X) = p, the predictive distribution (2.14) reduces to
dF(Y2|Y1) ∝ |S + (Y2 − BˆX2)H(Y2 − BˆX2)′ |−(n1+n2−p)/2(dY2), (2.15)
which is the same as the predictive density function f (Y2|Y1) given by equation (7) in Ng [19] or equation (2.15) in Kibria [7].
3. Predictive distribution under normal distribution with conjugate prior
For the singular or nonsingular matrix variate normal distribution, as a particular case of matrix variate elliptically
contoured distribution, the joint p.d.f. of (Y1, Y2) given by (2.3) reduces to
f (Y1, Y2|B,Σ)(dY1)(dY2) ∝
r∏
i=1
λ
−(n1+n2)/2
i etr
{
−1
2
Σ+S(B)
}
(dY1)(dY2), (3.1)
where the etr{.} stands for exp{tr(.)}.
3.1. Natural conjugate prior
To characterize our beliefs regarding the parameters, we use the natural conjugate prior joint distribution of (B,Σ),
known as the generalized normal–inverse Wishart distribution, given by
pi(B,Σ)(dB)(dΣ) ∝
r∏
i=1
λ
−(v+p)/2
i etr
{
−1
2
Σ+[(B− B0)G+(B− B0)′ +W ]
}
(dB)(dΣ), (3.2)
where the quantities v(> r + 1), G(≥ 0), W (≥ 0) and B0 are hyperparameters to be assessed. By specifying these
hyperparameters, the entire joint prior distribution is determined. In fact, it can be verified that if the choice of prior is
noninformative type, e.g.pi(B,Σ) ∝∏ri=1 λ−v/2i , then the posterior distribution of (B,Σ) under normally distributedmodel
will be of the form (3.2).
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Now the posterior joint distribution of (Y2, B,Σ) given Y1 is
dF(Y2, B,Σ |Y1) ∝
r∏
i=1
λ
−(n1+n2+v+p)/2
i etr
{
−1
2
Σ+[S(B)+W + (B− B0)G+(B− B0)′]
}
(dY2)(dB)(dΣ)
∝
r∏
i=1
λ
−(n1+n2+v+p)/2
i etr
{
−1
2
Σ+[S +W + K + (Y2 − BˆX2)H(Y2 − BˆX2)′]
}
(dY2)(dB)(dΣ), (3.3)
where K = (B− B∗)A(B− B∗)′ + (B− B0)G+(B− B0)′, while S(B), S, Bˆ,H, A and B∗ are defined as in the previous section.
It can be verified by some algebra computations that
K = (B− B˜)U(B− B˜)′ + (B∗ − B0)P(B∗ − B0)′, (3.4)
where
B˜ = (Y1X ′1 + Y2X ′2 + B0G+)U+,
U = A+ G+ ≥ 0, P = AU+G+ ≥ 0. (3.5)
Let
Q = S +W + (Y2 − BˆX2)H(Y2 − BˆX2)′ + (B∗ − B0)P(B∗ − B0)′, (3.6)
then (3.3) can be rewritten as
dF(Y2, B,Σ |Y1) ∝
r∏
i=1
λ
−(n1+n2+v+p)/2
i etr
{
−1
2
Σ+[Q + (B− B˜)U(B− B˜)′]
}
(dY2)(dB)(dΣ). (3.7)
It is recognized that (3.7) takes the generalized inverseWishart distribution forΣ . Assuming that Q + (B− B˜)U(B− B˜)′ > 0,
then integrating (3.7) with respect toΣ yields
dF(Y2, B|Y1) ∝
∣∣∣Q + (B− B˜)U(B− B˜)′∣∣∣−(n1+n2+v+p−3m+2r−1)/2 (dB)(dY2), (3.8)
and the marginal density of B given Y = (Y1, Y2) is the same form given by
dF(B|Y ) ∝
∣∣∣Q + (B− B˜)U(B− B˜)′∣∣∣−(n1+n2+v+p−3m+2r−1)/2 (dB), (3.9)
which shows that
B|Y ∼MT s1,t1p×m(B˜,Q ,U+, v1), (3.10)
where v1 = n1 + n2 + v + p− 3m+ 2r − s1 − t1, t1 = rank(Q ), s1 = rank(U). The degree of freedom v1 is obtained from
(3.8) where n1 + n2 + v + p− 3m+ 2r − 1 = v1 + s1 + t1 − 1. Now assuming that Q > 0, then by integrating (3.8) with
respect to B, we obtain the predictive density dF(Y2|Y1) given by
dF(Y2|Y1) ∝ |Q |−(n1+n2+v+p−3m+2r−1−s1)/2(dY2)
∝ |S˜ + (Y2 − BˆX2)H(Y2 − BˆX2)′|−(n1+n2+v+p−3m+2r−1−s1)/2(dY2), (3.11)
where S˜ = S +W + (B∗ − B0)P(B∗ − B0)′, which shows that
Y2|Y1 ∼MT s2,t˜m×n2(BˆX2, S˜,H+, v2), (3.12)
where v2 = n1 + n2 + v + p− 3m+ 2r − s1 − s2 − t˜, s2 = rank(S˜), t˜ = rank(H).
3.2. Generalized natural conjugate prior
In what followswe attempt to obtain the predictive distributions under the generalized natural conjugate prior of (B,Σ)
pi(B,Σ)(dB)(dΣ) ∝
r∏
i=1
λ
−v/2
i exp
{
−1
2
[tr(Σ+W )+ vec ′(B− B0)′F−vec(B− B0)′]
}
(dB)(dΣ), (3.13)
introduced by Diaz-Garcia and Ramos-Quiroga [25] equation (13), where the quantities v(> r + 1), W (≥ 0), F ∈ Spm+ (pr)
and B0 are hyperparameters.
It follows from Theorem 1 of Diaz-Garcia and Ramos-Quiroga [25] that under the generalized natural conjugate prior
(3.13), the posterior joint distribution of (B,Σ) is
dF(B,Σ |Y ) ∝
r∏
i=1
λ
−(n+v)/2
i exp
{
−1
2
[trΣ+(W + S(B))+ vec ′(B− B0)′F−vec(B− B0)′]
}
(dB)(dΣ). (3.14)
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The marginal posterior density of Bmay be obtained by integrating (3.14) with respect toΣ as
dF(B|Y ) ∝
∏
α
(n+v−3m+2r−1)/2
i exp
{
−1
2
vec ′(B− B0)′F−vec(B− B0)′
}
(dB), (3.15)
or
dF(B|Y ) ∝ |K |−(n+v−3m+2r−1)/2 exp
{
−1
2
vec ′(B− B0)′F−vec(B− B0)′
}
(dB) (3.16)
if K > 0, where K = V +W + (B − Bˆ∗)XX ′(B − Bˆ∗)′, αi’s are nonzero eigenvalues of K , V = (Y − Bˆ∗X)(Y − Bˆ∗X)′, Bˆ∗ =
YX ′(XX ′)+.
It is seen that the marginal density (3.16) can be rewritten as
dF(B|Y ) ∝ |Q + (B− B˜)U(B− B˜)′|−(n+v−3m+2r−1)/2 exp
{
−1
2
vec ′(B− B0)′F−vec(B− B0)′
}
(dB), (3.17)
where Q , B˜ and U are same as defined in Section 3.1.
The conditional distribution of (Y2, B) given Y1 is then proportional to (3.17)
p(Y2, B|Y1)(dB)(dY2) ∝ |Q + (B− B˜)U(B− B˜)′|−(n+v−3m+2r−1)/2
× exp
{
−1
2
vec ′(B− B0)′F−vec(B− B0)′
}
(dB)(dY2). (3.18)
Thus the predictive density dF(Y2|Y1) can be obtained as
dF(Y2|Y1) ∝
[∫
p(Y2, B|Y1)(dB)
]
(dY2)
∝
[∫
|Q + (B− B˜)U(B− B˜)′|−(n+v−3m+2r−1)/2
× exp
{
−1
2
vec ′(B− B0)′F−vec(B− B0)′
}
(dB)
]
(dY2). (3.19)
Unfortunately, it is not easy to integrate with respect to B from (3.19) to obtain an analytic form for the predictive density
dF(Y2|Y1).
Remark 3.1. It is seen that if F = Σ ⊗ G, then the generalized natural conjugate prior (3.13) reduces to the natural
conjugate prior (3.2). Thus the conditional posterior joint distributions (3.3) and (3.7) can be obtained from theposterior joint
distribution (3.14) by taking F = Σ ⊗ G. However, the marginal posterior distribution (3.9) and the predictive distribution
(3.11) cannot be obtained as special cases from the corresponding posterior distributions (3.16) and (3.19), respectively.
4. Discussions
In the analysis of the classical multivariate linear regression model, it is usually assumed that the covariance matrix is
nonsingular. This assumption of nonsingularity limits the number of characteristics that may be included in the model. In
this paper, we relax the restriction of nonsingularity and consider the case when the covariance matrix may be singular.
We have derived the prediction distributions of future responses and regression matrix from the multivariate linear
regression model under a singular or nonsingular matrix variate elliptically contoured distribution with noninformative
prior, and under singular or nonsingular matrix variate normal distribution with normal–inverse Wishart conjugate prior,
respectively. The predictive distributions are obtained as singular or nonsingular matrix-T distributions with appropriate
degrees of freedom, with respect to the Hausdorff measure.
It is seen that under noninformative prior, the prediction distributions of future responses and regression matrix are
the same for all members from the class of elliptically contoured distributed models, which give inference robustness with
respect to departures from independent sampling from the matrix normal or dependent but uncorrelated sampling from
matrix-T distributions. Hence predictive inferences are unaffected by departures from the distribution assumption in the
direction of elliptically contoured distributions, even in the singularly distributed cases. This result also coincides with that
of Ng [19], where the author obtained the predictive distribution of future responses for elliptically contoured distribution
under both classical and improper Bayesian approaches. It is also to be noted that the corresponding results in the literature,
such as Zellner and Chetty [3], Zellner [10], Haq and Kibria [39], Kibria and Haq [18], Khan [9], Ng [19] and Kibria [7] follow
as some special cases of the general results in this paper.
Acknowledgment
This research was supported by a research grant from The Hong Kong Polytechnic University Research Committee. The
first author’s research was also partially supported by The Research Project Foundations (No. 60702030 and No. 10871072)
1446 J.S. Liu et al. / Journal of Multivariate Analysis 100 (2009) 1440–1446
of The Science of China. The authors are indebted to two anonymous referees for their useful comments which have led to
improvements in this paper.
References
[1] S. Geisser, Bayesian estimation in multivariate analysis, Ann. Math. Statist. 36 (1965) 150–159.
[2] I. Guttman, P. Hougaard, Studentization and prediction problems in multivariate multiple regression, Comm. Statist. Theory Methods 14 (1985)
1251–1258.
[3] A. Zellner, V.K. Chetty, Prediction and decision problems in regression models from the Bayesian point of view, J. Amer. Statist. Assoc. 60 (1965)
608–616.
[4] B.M.G. Kibria, L. Sun, J.V. Zidek, N. Le, Bayesian spatial prediction of random space-time fields with application to mapping PM2.5 exposure, J. Amer.
Statist. Assoc. 97 (2002) 112–124.
[5] D.A.S. Fraser, M.S. Haq, Structural probability and prediction for the multivariate model, J. Roy. Statist. Soc. Ser. B 31 (1969) 317–331.
[6] M.S. Haq, Structural relationships and prediction for the multivariate models, Statist. Hifte 23 (1982) 218–227.
[7] B.M.G. Kibria, The matrix-t distribution and its applications in predictive inference, J. Multivariate Anal. 97 (2006) 785–795.
[8] B.M.G. Kibria, M.S. Haq, The multivariate linear model with matrix-t error variables, J. Appl. Statist. Sci. 9 (2000) 266–277.
[9] S. Khan, Distributions of sum of squares and productsmatrices for the generalizedmultilinearmatrix t model, J. Multivariate Anal. 83 (2002) 124–140.
[10] A. Zellner, Bayesian and non-Bayesian analysis of the regression model with multivariate Student-t error terms, J. Amer. Statist. Assoc. 71 (1976)
400–405.
[11] D.A.S. Fraser, K.W. Ng,Multivariate regression analysiswith spherical error, in: V.P.R. Krishnaiah (Ed.),Multivariate Analysis, North-Holland Publishing
Co, New York, 1980, pp. 369–386.
[12] T.W. Anderson, K.T. Fang, Inference in multivariate elliptically contoured distribution based on maximum likelihood, in: K.T. Fang, T.W. Anderson
(Eds.), Statistical Inference in Elliptically Contoured and Related Distribution, Allerton Press, New York, 1990, pp. 201–216.
[13] K.T. Fang, R. Li, Bayesian statistical inference on elliptical matrix distributions, J. Multivariate Anal. 70 (1999) 66–85.
[14] K.T. Fang, Y.T. Zhang, Generalized Multivariate Analysis, Springer, New York, 1990.
[15] A.K. Gupta, T. Varga, Elliptical Contoured Models in Statistics, Kluwer Academic Publishers Chapman, London, 1993.
[16] T. Kubokawa, M.S. Srivastava, Robust improvement in estimation of a mean matrix in an elliptically contoured distribution, J. Multivariate Anal. 76
(2001) 138–152.
[17] S. Chib, R.C. Tiwari, S.R. Jammalamadaka, Bayes prediction in regressions with elliptical errors, J. Econometrics 38 (1988) 349–360.
[18] B.M.G. Kibria, M.S. Haq, Predictive inference for the elliptical linear model, J. Multivariate Anal. 68 (1999) 235–249.
[19] V.M. Ng, A note on predictive inference for multivariate elliptically contoured distributions, Comm. Statist. Theory Methods 29 (2000) 477–483.
[20] V.M. Ng, Robust Bayesian inference for seemingly unrelated regression with elliptical errors, J. Multivariate Anal. 83 (2002) 409–414.
[21] H.M. Kim, B.K. Mallik, A note on Bayesian spatial prediction using the elliptical distribution, Statist. Probab. Lett. 64 (2003) 271–276.
[22] G.E.P. Box, G.C. Tiao, Bayesian Inference in Statistical Analysis, Addison-Wesley Publishing Company, Reading, MA, 1973.
[23] S.J. Press, Applied Multivariate Analysis: Using Bayesian and Frequentist Methods of Inference, second edn, Robert E. Krieger Publishing Company,
Malabar, Florida, 1982.
[24] H. Uhlig, On singular Wishart and singular multivariate beta distributions, Ann. Statist. 22 (1994) 395–405.
[25] J.A. Diaz-Garcia, R. Ramos-Quiroga, Generalised natural conjugate prior densities: Singular multivariate linear model, Int. Math. J. 3 (12) (2003)
1279–1287.
[26] M.S. Srivastava, Singular Wishart and multivariate beta distributions, Ann. Statist. 31 (2003) 1537–1560.
[27] J.A. Diaz-Garcia, R. Gutierrez-Jaimez, Proof of the conjectures of H. Uhlig on the singular multivariate beta and the Jacobian of a certain matrix
transformation, Ann. Statist. 25 (1997) 2018–2023.
[28] J.A. Diaz-Garcia, R. Gutierrez-Jaimez, K.V. Mardia, Wishart and pseudo-Wishart distributions and some applications to shape theory, J. Multivariate
Anal. 63 (1997) 73–87.
[29] J.A. Diaz-Garcia, G. Gonzalez-Farias, Singular randommatrix decomposition: Jacobians, J. Multivariate Anal. 93 (2005) 296–312.
[30] J.A. Diaz-Garcia, G. Gonzalez-Farias, Singular randommatrix decompositions: Distributions, J. Multivariate Anal. 94 (2005) 109–122.
[31] J.A. Diaz-Garcia, R. Gutierrez-Jaimez, Distribution of the generalized inverse of a random matrix and its applications, J. Statist. Plann. Inference 136
(2006) 183–192.
[32] J.A. Diaz-Garcia, R. Gutierrez-Jaimez, Wishart and Pseudo-Wishart distributions under elliptical laws and related distributions in the shape theory
context, J. Statist. Plann. Inference 136 (2006) 4176–4193.
[33] J.A. Diaz-Garcia, A note about measures and Jacobians of singular randommatrices, J. Multivariate Anal. 98 (2007) 960–969.
[34] R.H. Farrell, Multivariate Calculus: Use of the Continuous Groups, Springer, New York, 1985.
[35] A.M. Mathai, Jacobians of Matrix Transformations and Functions of Matrix Argument, World Scientific, New York, 1997.
[36] R.J. Muirhead, Aspects of Multivariate Statistical Theory, Wiley, New York, 1982.
[37] W.C. Ip, H. Wong, J.S. Liu, InverseWishart distribution based on singular elliptically contoured distribution, Linear Algebra Appl. 420 (2007) 424–432.
[38] A.K. Gupta, D.K. Nagar, Matrix Variate Distributions, Chapman & Hall /CRC, Washington, D.C, 2000.
[39] M.S. Haq, B.M.G. Kibria, Predictive inference for linear andmultivariate linearmodelswithMA(1) error processes, Commun. Stat., A 26 (1997) 331–353.
