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Abstract
Capsule network was introduced as a new architecture of neural networks, it encoding
features as capsules to overcome the lacking of equivariant in the convolutional neural
networks. It uses dynamic routing algorithm to train parameters in different capsule layers,
but the dynamic routing algorithm need to be improved. In this paper, we propose a novel
capsule network architecture and discussed the effect of initialization method of the coupling
coefficient cij on the model. First, we analyze the rate of change of the initial value of
cij when the dynamic routing algorithm iterates. The larger the initial value of cij , the
better effect of the model. Then, we proposed improvement that training different types
of capsules by grouping capsules based different types. And this improvement can adjust
the initial value of cij to make it more suitable. We experimented with our improvements
on some computer vision datasets and achieved better results than the original capsule
network.
Keywords: Capsule networks; Algorithm optimization; Computer vision
1. Introduction
In recent years, the rise of deep learning has brought great success in the research of
computer vision, and has created outstanding achievements in computer vision such as image
classification(Krizhevsky et al., 2012); Simonyan and Zisserman (2014); Szegedy et al. (2015);
Zeiler and Fergus (2014); (He et al., 2016), image detection(Girshick, 2015); (Ren et al.,
2015); (He et al., 2017); (Szegedy et al., 2013); (Girshick et al., 2014); (Redmon et al.,
2016); (Liu et al., 2016) and image segmentation(Long et al., 2015); (Ronneberger et al.,
2015). especially convolutional neural networks (CNN) have achieved remarkable progress
on computer vision tasks. Although the stacking of convolutions filters and non-linearity
units can make the network have better learning ability, CNN is not essentially the viewpoint
invariant. This means that the spatial relationship between different features is usually not
learned when using CNN.
In order to address these limitations, Hitton and Sabour proposed capsule networks(Sabour
et al., 2017).The capsule networks enhances its representative ability by encapsulating
information in an activation vectors called a capsule. The scalar output neurons of traditional
neural networks are replaced by vector output capsules in the capsule network, which are
collections of neurons. A capsule represents an object, or part of an object, and the activity
vector of the capsule encodes the instantiation parameters of this part.
The proposed model that achieves state-of-the-art performance on MNIST(LeCun et al.,
1998) and is better than convolutional networks in identifying highly overlapping numbers.
The capsule network uses dynamic routing algorithm to train the network between capsule
layers. The two core parameters of the dynamic routing algorithm are weight matrix Wij
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and coupling coefficients cij . The matrix Wij is an affine transformation matrix for learning
the transformation of objects in different directions. The coupling coefficients cij is the
connection weight coefficient between the capsule of the layer below and the capsule of the
layer above.
In the original capsule networks, multiply all the capsules on the layer below and coupling
coefficients cij to get a capsule on the layer above. Such an algorithm has some disadvantages.
First, in the original model, the capsules are divided into 32 groups, because the convolution
kernels used to extract features are different, so the type of each group can be regarded as
different.Second, some types of capsules on the layer below may have a less contribution
to the classification task, and all of the layer below participating in the calculation may
have some effect on the task. Finally, all the capsule on the layer below are involved in
the calculation, and different types of capsules may have some conflicts or other effects.
Therefore, I proposed to make different types of capsules use dynamic routing algorithms,
and then classify the object according to the obtained capsules on the layer above.
To this end, in this paper, we explore the architecture of the original model, and proposed
a variant of the capsule networks, called the Grouping Capsules Networks(G-CapsNet). We
propose the new architecture of capsule networks achieved different types of capsules are
grouped for training, and propose a discussion on the method of coupling coefficients cij
initialization. More specifically, we make the following contributions in the paper:
1. We proposed different initialization methods for the coupling coefficients cij and different
initialization methods have different effects on the model.
2. We discussed the reasons for the results in 1.
3. We proposed a novel capsule networks architecture called the Grouping Capsules
Networks(G-CapsNet). This new capsule networks architecture allows different types
of capsules are grouped for training and reduce the effect of coupling coefficient cij
initialization methods on the results.
2. Related work
2.1. Capsule Networks
The capsule networks is a new neural network model proposed by Hitton, which aims to
solve some shortcomings of convolutional neural networks. The idea of capsule originated
with a paper published by Hitton in 2011, it showed how to use neural networks to learn the
characteristics of the entire vector of output instantiation parameters(Hinton et al., 2011).
However, it did not cause a big trend, and it only entered the public’s field of vision in 2017.
In 2017, Hitton and Sabour proposed the original structure of the capsule networks, which
uses dynamic routing algorithms to train parameters between capsule layers(Sabour et al.,
2017) They want the length of the output vector of the capsule to represent the probability
of the entity being present. In order to make the capsules more nonlinear, a non-linear
squashing function is used to ensure that the shorter capsules are shrunk to a length of
almost zero and the longer capsules are shrunk to a length slightly below one.
vj =
||sj ||2
1 + ||sj ||2
sj
||sj || (1)
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Where the vj in the Equation 1 is the vector output of capsule j, and sj is the weighted
sum of all of its corresponding input capsules. The total input of capsule sj is the weighted
sum of all “prediction vectors” uˆj|i from the capsules in the lower layer, and is produced by
multiplying the output ui of the capsules by a weight matrix Wij .
sj =
∑
i
cijuˆj|i , uˆj|i =Wijui (2)
Where the cij in the Equation 2 is the coupling coefficient determined by the dynamic
routing algorithm. The coupling coefficients cij is capsule i for all the capsules in the upper
layer sum to 1 and are determined by a “routing softmax” whose initial logits priors bij that
capsule i should be coupled to capsule j.
cij =
exp(bij)∑
k exp(bik)
(3)
The logits priors bij uses dynamic routing algorithm to learn in the process of capsule
network training and then iteratively refined by measuring the agreement between the current
output vj of each capsule j in the upper layer and the prediction uˆj|i made by capsule i.
In convolutional capsule layers, each capsule outputs a local grid of vectors to each type
of capsule in the layer above using different transformation matrices for each member of the
grid as well as for each type of capsule.
Procedure 1 Algorithm1.
Input: uˆj|i, r, l
Output: vj
for all capsule i in layer l and capsule j in layer (l + 1): bij ← 0.
for r iterations do
for all capsule i in layer l: ci ← softmax(bi)
for all capsule j in layer (l + 1): sj ←
∑
i cijuˆj|i
for all capsule j in layer (l + 1): vj ← squash(sj)
for all capsule i in layer l and capsule j in layer (l + 1): bij ← bij + uˆj|i.vj
end
The process of original dynamic routing can be described as Algorithm 1.
2.2. Related Work
After the capsule network was proposed based on the dynamic routing algorithm, various
improvements of dynamic routing algorithm appeared. Hinton then proposed a new method
for training capsule networks. They discussed matrix capsules and applies EM (expectation
maximization) routing to classify images at different angles(Hinton et al., 2018). After that,
the calculation of the amount of the capsule network has become a research direction of the
capsule networks. Wang improved the calculation method of dynamic routing pair, proposed
a new dynamic routing and other calculation methods, improved the initialization and update
strategy of the coupling coefficient, made the dynamic routing algorithm converge faster,
and in a simple unsupervised Experiments were carried out in the task of learning, and a
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better experimental result was obtained than the capsule of the initial version(Wang and
Liu, 2018). Shahroudnejad proposed an analysis of the structure and effect of the capsule
networks, and gave the potential interpretability of the capsule networks, and showed that
the capsules were combined in different structures, giving the capsule networks a better
explanation(Shahroudnejad et al., 2018). Rawlinson proposed that the supervised capsule
network could not be stacked very deeply, which would result in classification equivalence.
To solve this problem, a sparse capsule network was proposed and a sparse unsupervised
capsule network was trained to classify the experimental SVM layer. The effect on affNIST
has been greatly improved(Rawlinson et al., 2018). Zhang proposed to improve the existing
dynamic routing algorithm under the idea of weighted kernel density, and proposed two
different optimization strategies for fast routing methods, which improved the time efficiency
by 40%, but performance has not decreased(Zhang et al., 2018). Lu proposed an Affine
Transformation Capsule Net (AT-CapsNet) which leverage both of the length and orientation
information of digit capsules by adding a single-layer perceptron substitutes for the operation
of computing length of vectors(Lu et al., 2018). Li introduced a psychological theory which is
called Cognitive Consistency to optimize the routing algorithm of Capsule Networks to make
it more close to the working pattern of the human brain(Li and Wang, 2019). Ferrarini aims
to fill this shortcoming that Capsule Networks has low tolerance to imbalanced data and
proposes two experimental scenarios to assess the tolerance to imbalanced training data and
to determine the generalization performance of a model with unfamiliar affine transformations
of the images(Ferrarini et al., 2019). Peer added a bias parameter to the routing-by-agreement
algorithm. And they proved that without such a term the representation of activation vectors
is limited and this becomes a problem for deeper capsule networks(Peer et al., 2019).
With the development of capsule networks, many improved capsule networks models have
been proposed. Deliège proposed the HitNet that a neural network with capsules embedded
in a Hit-or-Miss layer, extended with hybrid data augmentation and ghost capsules. They
tried to train to hit or miss a central capsule by tailoring a specific centripetal loss function
and show how their network is capable of synthesizing a representative sample of the images
of a given class by including a reconstruction network(Deliège et al., 2018). Rosario proposed
the Multi-Lane Capsule Networks (MLCN), which are a separable and resource efficient
organization of Capsule Networks. It is composed of a number of (distinct) parallel lanes, each
contributing to a dimension of the result, trained using the routing-by-agreement organization
of Capsule Networks(Rosario et al., 2019). Amer introduce a deep parallel multi-path version
of Capsule Networks called Path Capsule Networks. It show that a judicious coordination of
depth, max-pooling, regularization by DropCircuit and a new fan-in routing by agreement
technique can achieve better or comparable results to Capsule Networks, while further
reducing the parameter count significantly(Amer and Maul, 2019). Peer introduce a new
routing algorithm called dynamic deep routing. It overcomes the routing-by-agreement
algorithm does not ensure the emergence of a parse tree in the network, allows the training
of deeper capsule networks and is also more robust to white box adversarial attacks than
the original routing algorithm(Peer et al., 2018). Ribeiro present group equivariant capsule
networks that a framework to introduce guaranteed equivariance and invariance properties
to the capsule networks. They present a generic routing by agreement algorithm defined
on elements of a group and prove that equivariance of output pose vectors, as well as
invariance of output activations, hold under certain conditions. They present a new capsule
4
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routing algorithm based of Variational Bayes for a mixture of transforming gaussians. The
Bayesian approach addresses some of the inherent weaknesses of EM routing such as the
’variance collapse’ by modelling uncertainty over the capsule parameters in addition to the
routing assignment posterior probabilities(Ribeiro et al., 2019). Phaye proposed frameworks
customize the Capsule Networks by replacing the standard convolutional layers with densely
connected convolutions. This helps in incorporating feature maps learned by different layers
in forming the primary capsules. This improvement has been added a deeper convolution
network which leads to learning of discriminative feature maps and uses a hierarchical
architecture to learn capsules that represent spatial information which makes it more efficient
for learning complex data(Phaye et al., 2018). Rajasegaran introduced DeepCaps, a deep
capsule networks architecture which uses a novel 3D convolution based dynamic routing
algorithm. And they proposed a class-independent decoder network, which strengthens the
use of reconstruction loss as a regularization term(Rajasegaran et al., 2019).
3. Methodology
3.1. Problem Formulation
In the original capsule networks, the cij is called the coupling coefficient and the bij are the
logits priors. All bij is initialized to 0, cij is the softmax of all the capsules in the layer above
calculated by bij , so the probability of capsules in the layer above being activated at the
beginning is equal. Since the category of the capsules in the layer above is 10, each cij is
initialized to 0.1.
cij =
exp(bij)∑
k exp(bkj)
(4)
The new initialization of cij is Equation 4.
Procedure 2 Algorithm2.
Input: uˆj|i, r, l
Output: vj
for all capsule i in layer l and capsule j in layer (l + 1): bij ← 0.
for r iterations do
for all capsule i in layer l: cj ← softmax(bj)
for all capsule j in layer (l + 1): sj ←
∑
i cijuˆj|i
for all capsule j in layer (l + 1): vj ← squash(sj)
for all capsule i in layer l and capsule j in layer (l + 1): bij ← bij + uˆj|i.vj
end
The process of the new initialization of cij can be described as Algorithm 2.
From the Eq. 2, sj is the weighted sum of all of its corresponding input capsules in the
lower layer. If cij is the softmax of all the capsules in the layer below calculated by bij , This
makes it logically more reasonable. Because the number of capsules in the lower layer is 1152
in the original capsule networks, each cij is initialized to approximately 0.0008. After the
capsule network is trained, different cij initialization methods make the experimental results
different. The experimental results are shown in Table 1.
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Table 1: Experimental results of Algorithm1 and Algorithm2
Model MNIST F-MNIST K-MNIST SVHN CIFAR-10 SMALLNORB AFFNIST
CapsNet 99.65 93.02 98.30 93.65 76.05 89.70 99.66
CapsNet-c 99.61 92.45 97.44 91.94 72.82 82.71 99.51
We tested our experiments in seven datasets(MNIST(LeCun et al., 1998), F-MNIST(Xiao
et al., 2017), K-MNIST(Clanuwat et al., 2018), SVHN(Netzer et al., 2011), CIFAR-10(Krizhevsky
et al. (2009)), SMALLNORB(Huang and LeCun, 2005) and AFFNIST(Tieleman (2013)))
and the experiments results are shown in Table 1. From the Table 1, We have gotten a
significant drop in the experimental results of the seven image datasets if the initialization of
cij is changed. First, I think this result is because the initialization of cij is different. The cij
is initialized to 0.1 in the original capsule networks, but cij is initialized to 0.0008 in the our
capsule networks. The value of cij initialization in our method is too small, and the dynamic
routing algorithm is an iterative calculation process. If the base of a variable is large, it will
change even more faster during the iteration. The initial value of cij in the original networks
is larger than our method, so it changes faster during the iteration. The experimental results
of the original capsule networks are better under the same number of iterations.
Through the experimental results, I propose that in the appropriate range, under the same
network configuration, the larger the value of cij initialization, the better the experimental
results.
3.2. Capsule grouping
In the original capsule networks, there are 32 different types of capsules on the PrimaryCap-
sules layer. Different types of capsules are characterized by different convolution kernels,
and the same type of capsules are extracted from the same convolution kernels. Because
each capsule is different in type, some capsules may be useless (or less contributing) to the
classification. In the Figure 1, the number represented by the digit capsule is 7. It is a
combination of many different types of capsules, but some capsules look similar to it, others
are quite different. The type of capsule to which the similarity is larger, the greater the
contribution to the judgment of the digit capsule category. Therefore, different types of
capsules are grouped and trained, so that the capsule type with greater similarity to capsule
j is trained, and its capsule is closer to capsule j after training. We train different types of
capsules in groups so that the capsule type that is more similar to digit capsule is trained to
be closer to the digit capsule.
6
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Figure 1: Combination of different types of capsules
Therefore, we propose a new capsule network architecture in the Figure 2, in which each
type of capsule is trained using a dynamic routing algorithm, so that there are only 36 capsules
of each type. When using our method to initialize cij , it is initialized to approximately 0.028,
and it approximately 34 times larger than the original network. The larger the base, the
faster the update will be during the iteration, and the faster the update rate is the better
result of the experiment. Similar to bagging in ensemble Learning(Breiman, 1996), different
types of capsule grouping training make the network model more robust and enhance network
generalization ability.
Figure 2: Grouping Capsule Network Architecture
In the Figure 2, our proposed capsule network architecture is similar to the original
capsule network structure in the front and the end. The most significant difference is in the
dynamic routing algorithm. In our networks architecture, after the PrimaryCaps layer, we
group capsules by different capsule types. Then train them separately using dynamic routing
algorithms, each type will get a digit capsule which represents the activation probability of
7
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different types of digit capsules. Finally, different types of digit capsules are combined into a
total digit capsule and calculate its length.
Procedure 3 Algorithm3.
Input: uˆj|i, r, l
Output: vj
for all capsule i in layer l and capsule j in layer (l + 1): bij ← 0.
for r iterations do
for m types do
for all capsule i of type m in layer l: ci ← softmax(bi)
for all capsule j of type m in layer (l + 1): sjm ←
∑
i cijuˆj|i
for all capsule j of type m in layer (l + 1): vjm ← squash(sjm)
end
vj ← squash(
∑
m vjm)
for all capsule i of in layer l and capsule j in layer (l + 1): bij ← bij + uˆj|i.vj
end
Procedure 4 Algorithm4.
Input: uˆj|i, r, l
Output: vj
for all capsule i in layer l and capsule j in layer (l + 1): bij ← 0.
for r iterations do
for m types do
for all capsule i of type m in layer l: cj ← softmax(bj)
for all capsule j of type m in layer (l + 1): sjm ←
∑
i cijuˆj|i
for all capsule j of type m in layer (l + 1): vjm ← squash(sjm)
end
vj ← squash(
∑
m vjm)
for all capsule i of in layer l and capsule j in layer (l + 1): bij ← bij + uˆj|i.vj
end
The process of our capsule networks architecture can be described as Algorithm 3 and
Algorithm 4.(Two different methods of initializing cij)
4. Experiment
4.1. Datasets and Implementation
We test our new capsule networks architecture with several commonly used datasets in com-
puter vision(MNIST(LeCun et al., 1998), F-MNIST(Xiao et al., 2017), K-MNIST(Clanuwat
et al., 2018), SVHN(Netzer et al., 2011), CIFAR-10(Krizhevsky et al. (2009)), SMALL-
NORB(Huang and LeCun, 2005) and AFFNIST(Tieleman (2013))) and compare its perfor-
mance with the original capsule network architecture. For CIFAR-10, SMALLNORB and
SVHN, we resized the images to 32× 32× 3 and shifted by up to 2 pixels in each direction
with zero padding and no other data augmentation/deformation is used. For AFFNIST, We
8
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trained on MNIST with digit placed randomly on a black background of 40× 40 pixels and
tested this network on the AFFNIST. And for other datasets, original image sizes are used
throughout our experiments.
We used pytorch libraries for the development of Experiment. For the training procedure,
we used Adam optimizer with an initial learning rate of 0.001, which is reduced 5% after each
epochs(Kingma and Ba, 2014). We set the batchsize is 128 that train with 128 images each
time. The models were trained on GTX-1080Ti and training 100 epoch for every Experiment.
All experiments were run three times and the results were averaged.
4.2. Experimental result
For the original cij initialization method(Initialize cij to 0.1), the experimental results of the
new capsule network(Algorithm3) is OurNet and the original capsule networks(Algorithm1)
is CapsNet are shown in Table 2.
Table 2: Experimental results of Algorithm1 and Algorithm3
Model MNIST F-MNIST K-MNIST SVHN CIFAR-10 SMALLNORB AFFNIST
CapsNet 99.65 93.02 98.30 93.65 76.05 89.70 99.66
OurNet 99.68 93.21 98.33 93.86 76.25 89.17 99.61
From the Table 2, On the five datasets(MNIST, F-MNIST, K-MNIST, SVHN and
CIFAR-10), after grouping different types of capsules for training, the experimental results
are significantly improved compared with the original capsule networks. For the datesets of
AFFNIST and SMALLNORB, the experimental results have declined. It is considered that
after the capsules are grouped by different types, the learning of affine transformation ability
between different types is reduced. Therefore, for the dataset with high affine transformation
capability, the results of new network architecture are not as good as the original capsule
network architecture.
For the new cij initialization method(The new network architecture cij is initialized
to approximately 0.028 and the original capsule network architecture cij is initialized to
approximately 0.0008), the experimental results of the new capsule network(Algorithm4) is
OurNet-c and the original capsule networks(Algorithm2) is CapsNet-c are shown in Table 3.
Table 3: Experimental results of Algorithm1, Algorithm2 and Algorithm4
Model MNIST F-MNIST K-MNIST SVHN CIFAR-10 SMALLNORB AFFNIST
CapsNet 99.65 93.02 98.30 93.65 76.05 89.70 99.66
CapsNet-c 99.61 92.45 97.44 91.94 72.82 82.71 99.51
OurNet-c 99.67 93.13 98.32 93.81 76.17 87.49 99.59
From the Table 3, if the cij is a new initialization method, the experimental results of
the new network architecture are better than the original capsule network. At the same time,
it is better than the original capsule network using the original cij initialization method.
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Figure 3: Reconstructed images of different types of digit capsules
The Figure 3 reconstructed images of different types of capsules. The real.png is the
reconstruction of final digit capsule and others are different types of capsules. We select
some representative reconstruction in Figure 4.
Figure 4: Some Obvious Reconstructed images From Figure 3
Form the Figure 4, We get the final digit capsule reconstructed image is smoother than
the original image, better robust, and has the ability to denoise. For different types of
reconstruction, The last two reconstruction look more like the original image and has distinct
edges and corners. It shows the more similar the capsule type to the final digit capsule, the
more obvious its characteristics.
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The Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10, Figure 11, Figure 12,
Figure 13 and Figure 14 shows the trends of accuracy and loss during the training of five
datasets MNIST, K-MNIST, F-MNIST, SVHN and CIFAR-10. Lines b and line o in the
Figure represent the experimental results of original capsule network and our improved
capsule network, respectively. Lines bc and line oc in the Figure represent the experimental
results of original capsule network and our improved capsule network with initialize the value
of cij using Algorithm 2 and Algorithm 4, respectively.
Figure 5: mnist-acc Figure 6: mnist-loss
Figure 7: kmnist-acc Figure 8: kmnist-loss
Figure 9: fmnist-acc Figure 10: fmnist-loss
11
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Figure 11: svhn-acc Figure 12: svhn-loss
Figure 13: cifar-acc Figure 14: cifar-loss
5. Conclusion and Future work
This paper we proposed a novel capsule network architecture called the Grouped Capsules
Networks(G-CapsNet). First, we discuss the initialization method of the coupling coefficient
cij in dynamic routing in the original capsule network. We consider sj is the weighted sum
of all of its corresponding input capsules in the lower layer and cij is the softmax of all
the capsules in the layer below calculated by bij is more reasonable. But its experimental
results are not good. Then we analyzed the value of cij initialization and proposed to train
different types of capsules. This improvement can adjust the value of cij initialization to
make it more suitable. Finally, we experimented on some computer vision datasets, the
experimental results show that our improvement is effective and has achieved better results
than the original capsule network.
Future work we will continue to research the algorithm improvement and model improve-
ment of the capsule networks, and conduct in-depth research on the direction of algorithm
optimization and model optimization.
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