In this paper, we discuss convergence of the extrapolated iterative methods for solving singular linear systems. A general principle of extrapolation is presented. The semiconvergence of an extrapolated method induced by a regular splitting and a nonnegative splitting is proved whenever the coe cient matrix A is a singular M -matrix with 'property c' and an irreducible singular M -matrix, respectively. Since the (generalized, block) JOR and AOR methods are respectively the extrapolated methods of the (generalized, block) Jacobi and SOR methods, so the semiconvergence of the (generalized, block) JOR and AOR methods for solving general singular systems are proved. Furthermore, the semiconvergence of the extrapolated power method, the (block) JOR, AOR and SOR methods for solving Markov chains are discussed.
Introduction
Let us consider a system of n equations where M is nonsingular, then a linear stationary iterative formula for solving the system (1.1) can be described as follows: where T = M −1 N is the iteration matrix. The convergence of the iterative method (1.3) has been investigated in many papers and books. It is well known that for nonsingular systems the iterative method (1.3) is convergent if and only if the spectral radius (T ) is less than 1. But for the singular systems we have 1 ∈ (T ) and (T )¿1, so that man can require only the semiconvergence of the iterative method (1.3), which means that for every x 0 the sequence deÿned by (1.3) converges to a solution to Eq. (1.1). By [2] the iterative method (1.3) is semiconvergent if and only if the following three conditions are satisÿed:
• (T ) = 1.
• Elementary divisors associated with = 1 ∈ (T ) are linear, i.e., rank(I − T ) 2 = rank(I − T ); or equivalently index(I − T ) = 1:
• If ∈ (T ) with | | = 1, then = 1, i.e.,
#(T ) ≡ max{| |; ∈ (T ); = 1} ¡ 1;
where (T ) denotes the spectrum of T . In this case, the associated convergence factor is then #(T ). We call a matrix T is semiconvergent provided it satisÿes the three conditions above. For ! ∈ C the extrapolated method of (1.3) can be deÿned by where
is the iteration matrix and ! is called the extrapolated parameter (cf. [9] ). Clearly, if ! = 0 then T 0 = I and the extrapolated method (1.4) has no meaning. Thus, in the following we will assume ! = 0 to be true. Now, we split A into
We assume throughout D in Eq. (1.6) is always nonsingular. But we do not in general assume that D is diagonal, or that C L and C U are triangular. Associated with the splitting (1.6) the generalized Jacobi iteration matrix J can be expressed as
For any ! = 0 and ∈ C the generalized AOR method [6] (GAOR method [17] ) for solving Eq. (1.1) is deÿned as
where
is the GAOR iteration matrix. When the matrix D in the splitting (1.6) is (block) diagonal, and C L ; C U are, respectively, strictly (block) lower and strictly (block) upper triangular matrices, the GAOR method is the (block AOR -BAOR) AOR method. When ( ; !) is equal to (!; !); (1; 1); (0; !) and (0; 1) the (generalized, block) AOR method reduces respectively to the (generalized, block) SOR, Gauss-Seidel, JOR [7, 20] and Jacobi iterative methods with the iteration matrices L ! ; L; J ! and J .
It is easy to check that the (generalized, block) JOR method is an extrapolated method of the (generalized, block) Jacobi method with the extrapolated parameter ! and, for = 0, the (generalized, block) AOR method is an extrapolated method of the (generalized, block) SOR method with the relaxation factor and the extrapolated parameter != , namely
Because of these the JOR method is also called the extrapolated Jacobi method (cf. [3] ) and the AOR method is called the extrapolated SOR (ESOR) method (cf. [12] ). Furthermore, for = 1 the AOR method is called the extrapolated Gauss-Seidel (EGS) method (cf. [12] ). The extrapolated method for solving the nonsingular systems has been discussed in many papers. In this paper, we discuss convergence of the extrapolated iterative methods for solving singular linear systems. In Section 2 a general principle of extrapolation is presented. The semiconvergence of an extrapolated method induced by a regular splitting and a nonnegative splitting is proved whenever the coe cient matrix A is a singular M -matrix with 'property c' and an irreducible singular M -matrix, respectively. In Section 3, the semiconvergence of the (generalized, block) JOR and (generalized, block) AOR methods, which are respectively the extrapolated methods of the (generalized, block) Jacobi and (generalized, block) SOR methods, for solving general singular systems are proved. In Section 4 the semiconvergence of the extrapolated power method, the (block) JOR, AOR and SOR methods for solving Markov chains are discussed.
For convenience we shall now brie y explain some of the terminology used in the next sections. We write B¿C (B ¿ C) if b ij ¿c ij (b ij ¿ c ij ) holds for all entries of B = (b ij ) and C = (c ij ), calling B nonnegative if B¿0. These deÿnitions can be applied immediately to vectors by identifying them with n × 1 matrices. We denote the spectrum and the spectral radius of B by (T ) and (B), respectively. Moreover, and s = (C).
A singular M -matrix B is said to have 'property c' if it can be split into (1.7) and the matrix T = C=s is semiconvergent.
A general principle of extrapolation
For the nonsingular systems the convergence of the extrapolated method has been discussed in many papers and books. For the singular systems it follows from Eq. (1.5) that
with ∈ (T ! ) and ∈ (T ). Moreover, for and satisfying Eq. (2.1) we have
Since
the number = 1 as the eigenvalue of T ! has same multiplicity with = 1 as the eigenvalue of T and
Now we have proved the following statement. When #(T ) = 1 we have 0 ¡ ! ¡ 1. Then for | | ¡ 1 one gets
While for | | = 1 with −16a ¡ 1 we derive a 2 + b 2 = 1 and
For the case when #(T ) ¡ 1 we have | |6#(T ) ¡ 1 and, therefore,
This shows that, in any case,
holds.
On the other hand, by Lemma 2.1 we obtain
Now, the semiconvergence follows immediately.
This result extends the extrapolation theorem given in [9] to the singular systems. Here it is not necessary to assume that the iterative method (1.3) is semiconvergent.
Then A is singular. For More speciÿcally More speciÿcally; the inequality (2:3) is true.
In Theorem 2.2 we need the hypothesis that T satisfy (T ) = 1 and index(I − T ) = 1. In the next theorems the conditions ensuring this hypothesis are given. The required result follows directly from Theorem 2.2.
Deÿnition 2.7 (Neumann and Plemmons [13]). A matrix B ∈ R
n×n is called weak semipositive if there exists a vector x ¿ 0 such that Bx¿0.
The following result is proved by [ Using this lemma we prove the semiconvergence of a nonnegative splitting. Theorem 2.9. Let A be an irreducible singular M-matrix. Further; assume that the splitting (1:2) is nonnegative. Then the extrapolated method (1:4) is semiconvergent provided
Proof. Since A is an irreducible singular M -matrix, it holds a ii ¿ 0; i = 1; : : : ; n:
Let D = diag(a 11 ; : : : ; a nn ). Then
is also irreducible and satisÿes (J ) = 1. By the Perron-Frobenius theorem (cf. [19, Theorem 2.1]) there exists x ¿ 0 such that
and, consequently,
which means that the matrix M −1 A is weak semipositive. Since T ¿0 it follows that M −1 A = I − T is a regular splitting. By Lemma 2.8 we obtain (T ) = 1 and index(I − T ) = 1: Now, the required result follows from Theorem 2.2, immediately. Remark 2.10. As
the result here is much better than that given in [5, Proposition 2] ; where the splitting (1:2) is assumed to be weak regular.
Semiconvergence of the JOR and AOR methods
In this section we discuss the semiconvergence of the (generalized, block) JOR and (generalized, block) AOR methods.
In order to derive the semiconvergence we ÿrst introduce a lemma. Proof. Since D is a nonsingular M -matrix and C L ¿0; C U ¿0, it follows that the splitting
is a regular splitting. By (ii) the GAOR method is semiconvergent provided
Proof. By [2, Theorem 6-4.16] if A is an irreducible singular M -matrix then it has also the 'property c'. Thus, we assume that A is a singular M -matrix with 'property c'. Since
it is shown that the splitting
is regular. Hence (i) follows by Theorem 2.6, immediately. In order to prove the semiconvergence of the GAOR method, we notice that
Thus, the splitting
is a regular splitting for 0 ¡ 61 and (L) ¡ 1. Clearly, Eq. (3.2) gets the GSOR iteration matrix
Further, the GAOR method is an extrapolated method of the GSOR method with the extrapolated parameter != so that by Theorem 2.6 the GAOR method is semiconvergent provided
which is equivalent to
Now, we consider the case when 0 ¡ ! ¡ 1. If ! ¡ then (!; ) satisÿes Eq. (3.3) as 2=[1 + #(L )]¿1, so that the GAOR method is semiconvergent. While if !¿ then the splitting
is a regular splitting. By Lemma 3.1 and [2, Theorem 7-6.20] we derive that (L ; ! ) = 1 and index(I − L ; ! ) = 1. Moreover, the GAOR iteration matrix satisÿes that
and all of whose diagonal entries are at least 1 − ! ¿ 0. With the completely same technique in the proof of [3, Theorem 3.4] we can prove that, in this case, #(L ; ! ) ¡ 1. Now we have shown that the GAOR method is semiconvergent for 0 ¡ ! ¡ 1, 0 ¡ 61 and (L) ¡ 1. Combining this with (3.3) we can derive (ii).
For the BJOR and BAOR methods we have the following result. (ii) the BAOR method is semiconvergent provided
and 0 ¡ 61:
Proof. Since the block diagonal matrix D is nonsingular, it is a nonsingular M -matrix. Further, we have
Therefore, the matrix L = D −1 C L ¿0 is strictly triangular so that (L) = 0. By Theorem 3.2 we derive the required result.
As the special cases of the BJOR and BAOR methods we can obtain the simeconvergence of the JOR and AOR methods.
Theorem 3.4. Let A be a singular M-matrix with 'property c' and a ii = 0; i=1; : : : ; n; in particular; let A be an irreducible singular M-matrix. Then (i) the JOR method is semiconvergent provided
(ii) the AOR method is semiconvergent provided
and 0 ¡ 61;
(iii) the extrapolated Gauss-Seidel method is semiconvergent provided
Proof. We have known that if A is an irreducible singular M -matrix then it has also the 'property c'. Furthermore, the irreducibility of A insures that a ii = 0; i = 1; : : : ; n. While, if a ii = 0; i = 1; : : : ; n, then the diagonal matrix D is nonsingular. From Theorem 3.3 we have proved the statements (i) and (ii). By [2, it can derive #(L)61 so that the statement (iii) is a special case of (ii). When =! from the semiconvergence of the (generalized, block) AOR method we derive directly the semiconvergence of the (generalized, block) SOR method. (iii) If a ii = 0; i = 1; : : : ; n; then the SOR method is semiconvergent provided 0 ¡ ! ¡ 1. (ii) The BAOR method is semiconvergent provided
and 0 ¡ ¡ 2:
Remark 3.8. The optimum AOR method; when the matrix J is weakly 2-cyclic consistently ordered and possesses real eigenvalues with (J ) = 1; was analyzed in [8] .
Extrapolated power method, JOR, AOR and SOR methods for solving Markov chains
As a special case of the singular systems, in the recent years one is interested in using iterative methods to compute the stationary probability distribution of a Markov chain. That is, the problem is to solve the homogeneous system of equations This iterative method is called the power method in [2] . The extrapolated power method is now given by It is clearly that A = I − P T is a singular M -matrix. Furthermore, since P is row stochastic, it follows by [11, p. 133, 5.13.4] or [16, Corollary 3.5 ] that A has 'property c'. Now from Theorem 3.2 we can derive the following semiconvergence, immediately. Similarly, from Theorems 3.2, 3.3 and Corollary 3.5 we can derive the semiconvergence of (B)AOR, (B)SOR, (B)JOR methods.
