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Abstract. We give a polynomial upper bound for the length of the shortest word of minimal rank 
in a transitive n-state unambiguous automaton whose transition monoid does not contain the null 
relation. In particufar, in an n-state synchronizing unambiguous automaton there is a synchronizing 
word of length less than jn”. 
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1. Introduction 
The synchronization problem for a deterministic finite state automaton consists in 
the search of an input-sequence (called a synchronizing word) such that the state 
attained by the automaton when this sequence is read does not depend on the initial 
state of the automaton. If such a sequence xists, the automaton itself is said to be 
synchronizing. 
For instance, su pose we are dealing with a sequential transducer. In general, an 
error, even small, at the beginning of the input-sequence could affect the whole 
result of the transduction. On the contrary, if in the input-sequence appears a 
synchronizing word, then nothing that happened before has an in 
subsequent part of the output-sequence. 
* This work has been supported by the Italian National Research Council (C.N.R.). 
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For evident reasons of economy, it is useful to have synchronizing words as short 
as possible: this motivated a large number of papers devoted to the study of bounds 
for the length of the shortest synchronizing word of a synchronizing automaton. It 
is known that any deterministic synchronizing n-state automaton has a synchronizing 
word of length o(n3) [8,13], while there exist deterministic n-state automata whose 
shortest synchronizing word has length (n - 1)2 [4]: it has been conjectured that 
this bound is optimal. On the contrary, Kfoury [7] showed that it is recursively 
undecidable whether a probabilistic automaton is synchronizing: the proof is based 
on a theorem of Paterson [ 101, stating that it is undecidable whether a monoid of 
matrices with integer entries contains the null matrix. A survey of the synchronization 
problem with several references can be found in [9]. 
In this paper, we deal with unambiguous automata. These objects (or, equivalently, 
the representations by (0, l)-matrices [3,5,12]) have a great interest in the theory 
of codes (see, for instance, [I]). Indeed, the languages recognized by unambigu JUS 
automata coincide with the languages enerated by rational codes [ 121. So, it is not 
surprising if there are strong connections between the synchronization properties 
of the unambiguous automata nd those of the codes generating their languages [3]. 
We consider the problem of finding a “short” word of minimal rank in an 
unambiguous automaton (here the rank of a word is simply the linear rank of the 
associated transition relation). Since a synchronizing word is a word of rank 1, this 
problem can be seen as a generalization of the synchronization problem. This 
problem is also related with the problem considered by Restivo [ 111 on minimal 
incompletable words. Indeed, a word is incompletable in a set T if and only if it 
has rank 0 in a trim automaton recognizing T. 
In general, the length of the shortest word of minimal rank in a nondeterministic 
automaton is not polynomially bounded by the number of states of the considered 
automaton [6]. On the other side, Berstel and Perrin [2] conjectured ths’. such a 
bound exists when only unambiguous automata are taken into account. We show 
that this is true for transitive unambiguous automata recognizing complete sets. 
More precisely, we prove that if the minimal rank of words in a transitive n-state 
unambiguous automaton is a positive integer r, then there exists a word of minimal 
rank of length less than in23 (the exact bound we find is $n3 - m2+$n -2~ n + 1). 
In particular, for a synchronizing automaton verifying the previous conditions, there 
is a synchronizing word of length less than fti3. 
The paper is organized as follows: in the next section, we recall some definitions 
and basic results relative to the objects we are dealing with, namely unambiguous 
relations, unambiguous automata, codes. In Section 3, we establish a property of 
the miminal ideal of the monoids of unambiguous relations which we use in Section 
4, to prove the main result of the paper, announced above. In the last section, we 
focus our attention on synchronizing codes: we show, in particular, that a synchroniz- 
ing rational maximal code. has a synchronizing pair of length less than $n3, where 
fl is the number of states of an unambiguous automaton recognizing the language 
generated by the considered code. 
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Monoids of unambiguous relations 
Let Q be a finite set. By unambiguous relation on Q we mean any Q x Q-matrix 
with integer coefficients 0 or 1. The set of unambiguous relations on Q will be 
denoted by (0, 1) QxQ. For all m E (0, l}QxQ and all q E Q the symbols rnqt and m+, 
denote respectively the row and the column of m corresponding to the in 
0 and IQ denote respectively the null relation and the identity relation on Q. 
A multiplicative monoid M of Q x Q-matrices with integer coefficients uch that 
M z (0, l}QxQ is said to be a monoid of unambiguous relations on Q. M is transitive 
if, for all p, q E Q, there exists an m E M such that rnpq = 1. 
The rank of a relation m E (0, llQxQ is the minimal r such that one can factorize 
m = cl for two matrices c and 1 with integer coefficients 0or 1 and respectively with 
r columns and r rows. The minimal rank of a monoid of unambiguous relations is 
the minimum of the ranks of its elements. 
Unambiguous automata 
Let A* be the free monoid generated by a finite set A. A is called alphabet and 
its elements are letters. The elements of A* are called words. In particular, the neutral 
element of A*, denoted by A, is the empty word. The length of a word w E A* is the 
integer 1 WI inductively defined by 
IAI = 0, Iwal=lwl+l (wEA*,aEA). 
For any subset X of A*, we denote by X* the submonoid of A* generated by X. 
An n-state unambiguous automaton is a quadruple % = (A, Q, 4, 1) where A is an 
alphabet, Q is a set with n elements (the set of states), 4 is a monoid morphism 
of A* onto a monoid of unambiguous relations on Q and. 1 E Q is a fixed state 
which plays simultaneously the role of initial and final state. ‘The monoid of 
unambiguous relations #(A*) is said to be the transition monoid of 5%. An unam- 
biguous automaton is transitive if its transition monoid is transitive. We shall say 
that an unambiguous automaton is complete if it is transitive and its transition 
monoid does not contain the null relation. 
The rank of a word w E A* in the automaton !!I is the rank of the unambiguous 
relation $w. A word of rank 1 is said to be a synchronizing word for 3. % is said 
to be synchronizing if there exists a synchronizing word. 
The language recognized by the unambiguous automaton % = (A, Q, 4,l) is the set 
L(%)={wEA*I(~w)~,=~}. 
Now we state and prove t-wo elementary combinatorial properties of automata 
which will be useful later. We notice that they hold for the more general class of 
nondeterministic automata. 
o&ion. Let ?l = (A, Q, 4, I) be an n-state unambiguous automaton and 
ql, q2 E Q two $xed states. 
288 A. Carpi 
(i) Suppose that there exist words u E A* such that 
Then there exists a word u E A* verifying (1) and such that lul G n - 1. 
(ii) Suppose that there exist words v E A* such lhat 
W),,, = (44, = 1 (2) 
for some q E Q. Then there exists a word v E A* verifying (2) for some q E Q and such 
that 
Ivl+(n-1). 
A similar result holds if one replaces (2) with 
I (2 1 
roof. (i): Let u = ala2.. . al (ai E A, 1 G i G I) be a word of minimal length such 
that (9u),,, = 1. Then there exist I+ 1 states pi E Q such that p. = ql, pt = q2 and 
(4’i)&_**i =l (i=l,2 ,..., 1). 
One has pi #pi for i #j. Indeed, if one supposes pi =pj (OS i < j G I), then one 
obtains 4(ala2.. . aiaj+laj+2.. . a&rz = 1 which contradicts the minimality of u. We 
deduce nW+l, that is, lulsn-1. 
(ii): Le’, 2) = ala2. . . al (a, E A, 1 G i G 1) be a word of minimal length verifying 
(2) for some q r: Q. Then there exist 1 pairs of states (pi, pi) (1 s i G 1) such that 
41= PI, 42 = p; and 
W-h),, = (Qadqpi =1, 
(4Qi)pi_,pi = (&li)p;_,p;= I (2s i C 1). 
One has piif& for all i=l,2,..., 1 and [pi, pi} # (pi, pi} for i #j. Indeed, if one 
supposes pi =p:, then one has 
(&+I&+2 l l l al),,, = (4@+*&+2 l l 9 ‘I),, = 1 
and if one supposes (pi, pi} = {pi, pJ!}, i <j, then one has 
(4 ala2 . ..UiUj+l... a,),,, = @ala2 . . . U$lj+~ . l . a&q2 = 1. 
In both cases, the minimality of Iv1 is contradicted. 
So, we have determined 1 distinct nonordered pairs of different elements of Q. 
Since Card(Q) = n, we deduce 
lvl=l+(n-1). 
e second part of the statement can be proved symmetrically. 
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Codes 
Let A be a finite alphabet. A code on A is the base of a free submonoid of A*. 
A pair (u, v) E X* x X* is said to be a synchronizing pair for X if, for all x, y E A* 
such that xuvy E X*, one has xu E X* and vy E X*. A code X is said to be synchroniz- 
ing if there exists a synchronizing pair for X. 
There are strong connections between codes and unambiguous Loutomata. We 
limit ourselves to quote some properties which will be useful for our purpose and 
refer the reader to [l] for the proofs and further details. 
2.2. Proposition. If X is a rational code, then X* is 
unambiguous automaton. 
Q, #,I) a transitive unam- 2.3. Proposition. Let X be a rational code and % = (A, 
biguo? * n automaton recognizing X*. 
(i) X is a maximal code (with respect to inclusion) tr % is complete. 
(ii) X is a synchronizing code iff 8 is synchronizing. 
recognized by a transitive 
3. Unambiguous relations of minimal rank 
Let M be a transitive monoid of unambiguous relations on Q such that OE! M 
Then the set of the relations of A4 of minimal rank constitutes the minimal ideal 
of M [3] (cf. also Cl]). 
Another characterization of the minimal ideal of M is due to Cesari [5]. Let us 
denote respectively by cu and /3 the sets of the maximal rows and columns of matrices 
of A4 Then one has the following proposition. 
3.1. Proposition (Cesari [5]). (i) F or all accw, be& mEM one has amEa and 
rnbep. 
(ii) The relations of M of minimal rank are exactly the relations of 
blal + b2a2+ - l l + bp, (3) 
with aiEa, biEp (lsisr), r>O. 
(iii) ;I;he integer is the same for all matrices of M of the form (3). 
3.2. Remark. By (ii) one derives that all the rows and columns of a relation of 
minimal rank of a monoid of unambiguous relations without 0 are maximal. 
emark. The integer r which appears in Proposition 3.1 is the minimal rank 
of M. Indeed, an idempotent relation m E M of minimal rank can be decomposed 
as 
m=b,a,+b,a,+-•+bkak (4) 
where ai and bi (1 s i s k) are resi.9ectively rows and columns of m, and k is the 
rank of m (eq. (4) is the so-called column-row decomposition f na Cl])- II-I GYV d 
Remark 3.2, we deduce k = r. 
290 A. Carpi 
Now we shall show that a relation m E M has minimal rank if and only if it 
contains a sufficiently large number of relations of the form bu with a E LY and b E fl. 
3.4. Proposition. Let M be a transitive monoid of unambiguous relations of minimal 
rank r, such that Oe M. Then a relation m E M has rank r if and only if there exist 
ai E CY, bi E p (1 G is r) and p E (0, l}QxQ such that 
m=b,a,+bza2+...+bp,+~. 
Moreover, one has p = 0 whenever (5) holds. 
(5) 
Proof. By contradiction, suppose that (5) holds for some m E M, Ui E cy, bi E 
/3(1SiQ.), pE{O,I)OxQ with p # 0. By the transitivity of M, there exist two 
relations of minimal rank ml, m2 E M such that mlpm2 f 0. Indeed, if moE M is a 
relation of rank r and p, q, p’, q’E Q are states such that pPq = 1 and ( mo)rPQI = 1, 
then one can fix rni,rnsE M such that (m&,=(m&,g=l. So one has 
mom~~m~mo # 0 and mom’,, m$mo have rank r. 
In view of Proposition 3.1 and Remark 3.3, one has 
4 = &al1 + b12412+ l l l + bb, 
m2= b2,a21+b22a22+- l . b2ra2, 
for some Uji E CY, bji E p (j = 1,2,1~ i G r) and therefore, 
where ai = aim29 b: = ntlbi (1 G i s r). By assertion (i) of Proposition 3.1 we derive 
a: E cy, bI E /3 (1 G i G r). Then, by assertion (iii) of the same proposition, we derive 
Ul$&bzh =O for all j, h = 1,2,. . . , r. This yields a contradiction since m,@m2 =
xLh=l (aljpb2h)b@2h has been supposed non-null. 
By Proposition 3.1 and Remark 3.3, any relation m E M of rank r has the form 
(5) with p = 0. Conversely, if m E M has the form (5), then, as we have seen, one 
has p= 0 and therefore, in view of Proposition 3.1, its rank is r. El 
rds of minimal ran 
In this section, we want to prove that the length of the shortest word of minimal 
rank in a complete unambiguous automaton is polynomially bounded with respect 
to the number of states of the considered automaton. More precisely, we shall prove 
the following proposition. 
sition. Let % = (A, Q, 4, 1) be a complete n-state unambiguous automaton 
and r the minimal rank of words in ?I. Then, there exists a word w E A”, of rank r, 
such that 
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In particular, for t = 1, one obtains the following statement. 
If 2I is a synchronizing complete n-state unambiguous automaton, then 
there exists a synchronizing word w such that 
I I w s$P~3- &I-$2 - 1. 
Let ‘8 be a complete unambiguous automaton. We denote respectively by cygl and 
flgl the sets of the maximal rows and maximal columns of matrices of the transition 
monoid of %. Our first goal is to find a polynomial upper bound for the minimal 
length of a word u such that +u contains a maximal row or a maximal column. We 
need the following technical emma. 
4.2. Lemma. Let !?I = (A, Q, &I) be a complete n-state unambiguous automaton. Let 
u E A* be a word and let a be a tow of #u such that a e agl. Then there exists a word 
v E A* and a tow a’ of&v such that 
a’>a and lvlslu[+$n(n-1). (697) 
A similar result holds for the columns of du. 
Proof. Let q E Q be a state such that 
(+u),* = a. 
Fix w E A* and p E Q such that (u$w),+ is a maximal row. By the transitivity of % 
there exists W’E A* such that (dww’), = 1. There exists a state q’ # q such that 
(&VW’)& = 1 and (&z&* # 0. Otherwise, indeed, one would have 
(~ww’z+ = a 
but this is impossible since, in view of Proposition 3.1, (~ww’u),+ =(+w),*(&w’u) E 
%* 
By Proposition 2.1, there exists a V’E A* such that 1 v’l s fw (n - 1) and ( &.J’)~~ =
(M’)q)q = 1 for a suitable q. E Q. So if we set v = v’u and a’ = ( #I)~~., then (6) and 
(7) are satisfied. Cl 
4.3. Proposition. Let 2X = (A, Q, 4,l) be a complete n-state unambiguous automaton. 
Then there exist two words u, v E A* such that 
(i) +u contains a tow a E cyvI 9 
(ii) +v contains a column b E & , 
. . . 
( ) in al = b, = 1, 
(iv) luvl+(n-l)*. 
roof. In view of the previous lemma, there exist two series of words ul, u2, . . . $ aI, 
VI, v2, . . . , v, E * and rows a(‘) of #ui (1 s i G t) and columns b”’ of 4Vj (1 s j s S) 
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such that 
ill = Vl = A, a0’ = (I ) Q I*, b(l) = (IQ)*1 , 
IUil G IUi-11 Cln(n - I), 
Q(i)> #--l) (2s itg t) 
9 
lVilGlVi_*l+$3(n-l), b”‘>b (i-l) (2siss), 
CPE qq, 3”’ E _& . 
One can easily verify that u(t” = br’ = 1 andlu,v@$(n-l)(t+s-2).So,toachieve 
the result, it is sufficient o show that t + s - 2 s n - 1. 
For all q E Q - {I}, either uq (I)= 0 or b(qs)= 0. Otherwise, one would have 
acr)b(s) >1, but this is i possible since a cr%(s) is a coefficient of the unambiguous 
relation d( u&. On the other side, by construction, Q(‘) and b’“) contain respectively 
at most n - t and n - s null coefficients, One deduces n - t + n -s 3 n - 1, which 
gives t+s-22n-1. 0 
The following lem a is the key result to prove Proposition 4.1. 
4.4. Lemma. In the hypotheses of Proposition 4.1, for all k = 1,2, e . . , r, there exists 
w E A* such that 
Iwl<fkn(n-1)*+(2k-l)(n-1) 
and 
4w=b,a1+b2a2+* l l +bkak+p 
fotsomeaiEagI, biEpyl, (lsisk), p~{O,l}~~‘. 
roof. By Proposition 4.3, there exist two words u, v E A* and two states p, q E Q 
such that 
(44 q*E cy?l, (bv)*, E Pw 9 luv)+(n-1)2. 
Moreover, in view of Proposition 2.1, there exists an x E A* such that 
(4& =l and lxlsn-1. 
If one sets cp = (+u),*, b = (&J)*,, then one easily checks that 
lvxul+2(n-1)2+n-1 
and 
#(vxu)=ba+p 
for a suitable cc E (0, 1) ‘“9 Hence, the statement is true for k = 1. 
Now, we suppose 2 s k s r and proceed by induction on k. By the induction 
hypothesis, there exist W’E A*, aj~rw~~, b;~&, (lsjsk-l), ~.&(0,1}~~~ such 
that 
and 
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One has $# 0 since ot5crwise the rank of w’ would be less than r. Let u, v, p, 9 
be as above and fix p’, 4% Q such that &,e4s =1. In view of Proposition 2.1, there 
exist y, y’ E A* such that 
MYI pp~=(~y’)g~q=l, IylQr-l,ly’lbn--1. 
Let us set 
w = vyw’y’u, 
Qi = a:&y’u), bi=4(vy)bi (lsisk-I), 
a& = (@),*, bk = (#d+,* 
One can easily verify that $( vy)$@(y’u) = bkak + p for a suitable F E (0, 1)QxQ and 
therefore, in view of (8), 
4w= bIal+biaz+- l l +bkak+p. 
Since, moreover, one has 
~w~=~w’~+~uv~+~y~+~y’~~4kn(n-1)*+(2k-1)(n-1), 
the proof is complete. Cl 
By the previous lemma and Proposition 3.4, we can quickly derive the main result 
of this section. 
Proof of Proposition 4.1. By Lemma 4.4, there exists a word w E A* such that 
~w~+n(n-1)2+(2r-l)(n-1) 
and 
&w=b,a,+b2a2+-+b,.a,++ 
In view of Proposition 3.4, w has minimal rank. Cl 
5. Synchronizing pairs 
In this secti&gn, we investigate synchronizing pairs for codes. Our first leimma 
furnishes a useful tool to verify whether a given pair of words is a synchrf--z:6ing 
pair for a code. 
. Let % be a rational code on an alphabet 
a transitive unambiguous automaton recognizing 
is a synchronizing pair for if and only if one has 
4(uv) = (4uMPv)P. 
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mof. Suppose that U, tr E X* verify (9). If xuoy E X*, then one has (~(xur~y))~~ = 1 
and therefore, 
(&)l, = I, (&(uu)), = I, (4YLg = 1 
for suitable p, q E Q* Since, by (9), one has (d( “IV)),,~ = (&),,( 4~) Iq, we deduce 
(@)p* = 1, (#.$, = 1 and therefore, 
Mxuh = 1, wo?YHll= 1; 
that is, xu E X* and vy E X*. We conclude that (u, v) is a synchronizing pair. 
Conversely, suppose that (9) is not verified. Then one has 
4w = w4*,w)l*+P 
for some * E (0, l}QxQ such that CC # 0. By the transitivity of a, we can find x, y E A* 
such that (+q~diy),~ = 1. Then one has 
By the unambiguity of the relation +(xuvy ), one derives (&( xuvy)), , = 1 and 
(~(xu)),~(~v~)~~ =O.Therefore xuvy E X* and either XUE X* or vyL X*. We con- 
clude that (u, v) is not a synchronizing pair. Cl 
Now we give a characterization of synchronizing pairs for complete codes. 
reposition. Let X be a rational synchronizing code and ‘2I = (A, Q, d), 1) a 
traesitive unambiguous automaton recognizing X*. A pair (u, v) E X* x X* is syn- 
chronizing if and only if ( c$u)*, E/3?, and (&I),* E LYLE. 
f. ‘8 is a synchronizing complete automaton by Proposition 2.3. If (u, v) is a 
synchronizing pair for X, then, by the previous lemma, one has 
4w = W)**W)**. 
Hence, uv has minimal rank. By Remark 3.2, we deduce (#u)*, E &, (&)p E a~[. 
Conversely, suppose that (#.&, E &I and (@),* E cyYI. Since one has 
4J(u4 = w)*,hml*+cl 
for some p E (0, l}@@ and the minimal rank tic t$ <.A*) is I, one derives by Proposition 
3.4 that p = 0. Hence, by Lemma S-1, ( u, v) is a synchronizing pair. 0 
The previous proposition shows that the set af sytichronizing pairs for a maximal 
rational code is a Cartesian product. This is not the QM, in general, when nonmaximal 
codes are taken into account: for instance, (&, 6 .s : and (ba, ab) are synchronizing 
pairs for the code X = {ab, ba} while (ab, a& im mt a synchronizing pair. 
ut last proposition gives an upper bound tc:a tlii;’ tisngth of the shortest synchroniz- 
ing pair for a maximal rational code. 
On synchronizing unambiguous automata 295 
3. sition. Let X be a rational synchronizing maximal code and ‘3 = (A, Q, 4, 1) 
a transitive unambiguous automaton recognizing X *. T&en there exists a synchronizing 
pair (u, V)E X* x X” such that 
luvl+z(n-1)2+2(n-1). 
Proof. According to Proposition 4.3, we can find words x, y E A* and states p, q E Q 
such that 
a = (4&e E a91 9 b = kb+q E BUI s a1 = b, = 1, 
lxyl< fn( n - 1)2. 
By the transitivity of a, there are two words x’, Y’E A* such that 
I I x’ sn-1, IY I ‘Sn-_l 
and 
(&‘)lp = 1, (&Y’)q* = 1. 
If one sets u = yy’ and v = x’x, then one has (@)+, 2 b and (&.& 2 a. We deduce 
that (q5u),, = (+v),~ = 1, that is, u, v E X *. Moreover, (&u)*, E &, (&I),* E cyyl and 
therefore, by Proposition 5.2, (u, v) is a synchronizing pair. Since, evidently, one has 
~uv~=~~~~‘y~y~+(n-1)~+2(n-l), 
the statement is proved. Izl 
I wotlid like to thank Prof. D. Perrin for his precious suggestions and useful 
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