Abstract. The generalized integro-exponential function is defined in terms of the exponential integral (incomplete gamma function) and its derivatives with respect to order. A compendium of analytic results is given in one section. Rational minimax approximations sufficient to permit the computation of the first six first-order functions are reported in another section.
1. Introduction. The generalized integro-exponential function plays an important role in the theory of transport processes and fluid flow, yet no unified summary of its properties exists in the literature. First introduced by Van de Hülst [12] who gave a power series and numerical tabulation for some special cases, the function was abstracted by Chandrasekhar [8] and recently reviewed by Van de Hülst [13] . In the interim, tabulated values were presented by Stankiewicz [26] and Gussmann [11] ; the latter as well as Abu-Shumays [2] and Kaplan [16] independently summarized some analytic properties. Recent work by this author [20] [21] [22] has reasserted the significant role played by this function in transport theory, and, by invoking the theory of Meijer's G-functions [18] , many general properties of this function have been unveiled which were previously unknown. These were summarized in an Appendix to [20] and in a Table in a conference proceedings [22] .
Since these summaries appeared, the problem of accurately evaluating this function numerically has arisen. For small values of the real independent variable x, power series evaluations work reasonably well with coefficients obtainable from the formulas given in [20] and [22] . For intermediate values of x, power series break down due to cancellation of significant digits when evaluating differences between large numbers, and for large values of x, asymptotic series do not do justice to the inherent accuracy available with modern computers.
The purpose of this paper is then twofold:
(1) Reiterate, derive and present a unified summary of the analytic properties of these functions only some of which can be found elsewhere;
(2) Proffer some approximations on which the numerical evaluation of a large number of these functions can be based.
2. Analysis. Let s and z be continuous (complex) variables and n and j represent nonnegative integers. Define the "generalized integro-exponential function" Ef(z) by Ei(z) = tf^Es(z),
where Es(z) is the usual* exponential integral generalized to n = s, or in terms of incomplete gamma functions Es(z) = z°-xT(l -s,z).
We have the integral representation (2.2) £°(z) = Es(z) = fX r5'exp(-z0 dt;
Ji for the case s = n this reduces to the exponential integral about which a considerable literature revolves [1] , [3] , [4] , [6] , [9] , [14] , [19] , [23] , [25] , [27] , [29] . Apply Eq. (2.1) to (2.2) , interchange the order of integration and differentiation, and obtain the integral representation (2. 3) £/(z) = -^-f (log,) V'exP(-zO dt 1(1 + 1) Ji which, when s = n, reduces to Gussmann's [11] definition En (z) = E]n(z), or that of van de Hülst [12] E[j)(z) = E{~x(z). Equation (2.3) may be integrated by parts (integrate t~s and differentiate the remaining factors) to obtain the recursion formula
defining E~\z) = exp(-z) for the casey = 0.
To obtain a unified theory of this function and its properties, start with the known identification of exp(-z) in terms of Meijer's G-function [18 H^ä,
where L0 is the negatively directed contour enclosing both the nonnegative r-axis, and the pole at t = s -1. 
;s,...,s 0,s -l,...,s -1;
* "Exponential integral" (of order s) refers to the function Es(z). Some authors [13] , [1] use this nomenclature to mean En(z), while others [18] mean £",(z), or Ei(z) = -E¡(-z) or both. The power series follows immediately from Eq. (2.7a) by evaluating the residues of the simple poles of T(-t) and the multi-poles of order; + 1 when j # w ory + 2 if s = n. The results are (2) (3) (4) (5) (6) (7) (8) (9) £/(z)=E /To (s -1 -l)J+1l\
where T(l -s)U) means the /th derivative of T(l -s) with respect to s, and
Analytic expressions for ^ln (0 < / < 8) have been obtained through the use of computer algebra [28] ; they are given in Table 1 (2.12) Ej(z)= r°Er\zt)dt, ;>0, •'i from which the name derives. The casey = 1, s = 1 has been obtained elsewhere [17] in the form of a power series; (2.12) may also be found in [2] 
where the (precomputed) constants |/" are given analytically by (2.23)
The derivation of Eq. (2.22) comes by proving its truth for the cases y = 1 and y = 2 and proceeding by induction, using the identities 
and proceeding by induction, employing the identity ' 1 2rf t i rrçii+*,n+/+/ = *n-i,n+/+/ in Eq. (2.27).
Finally, from Eq. (2.9) we have the special value (2.29) £/(0)=(^y)7+1, Re(i)>l.
Rational Minimax Approximations to E{(x)
. With the aid of the computer code REMES2 [15] , it proved possible to obtain rational minimax approximations to E{(x) for x real, 1 <y < 6, and hence EJ_n(x) with 1 <y < 7, « > 0 because of Eq. (2.22). The region 0 < x was conveniently divided into three ranges for the purpose of both evaluating the master functions and obtaining efficient fits.
3a. Small x. In this range, we evaluate E{(x) according to the power series (2.10) in the form
where Pk(x)/Q¡(x) is the (k, I) minimax fit to the infinite series plus the constant (/ =y + 1) term of the second sum in Eq. (2.10). PXj()ogx) is a polynomial in log(eY;c) of order y obtainable from Table 1 by means of computer algebra. Although no proof has been found, for 1 < y < 7, this polynomial PXJ(\og x) can be written
with the constants uJ0 given in Table 2 , and y being Euler's constant. The upper end of this range (X,j) was chosen to coincide with a point smaller than the first positive zero of E{(x) -PXj()ogx). All master function calculations were done in 120 bit double-precision arithmetic (-28 s.d.) and the approximation chosen was the lowest (A: + /) entry in the Walsh array with more than 14 s.d. accuracy. The coefficients of the (k, I) minimax fits are given in Table 3. 3b. Intermediate x. In this range, Xu < x < 10, the master functions were obtained from the power series (2.10), with an exponential weighting such that (3.5)
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. In the cases y = 5 and 6, multiple-precision (48 digit) arithmetic [7] was employed within the master functions to overcome large losses in accuracy near the upper part of the range, and again, the lowest (k + I) approximation with more than 14 digit accuracy was chosen for inclusion in Table 3 . In some cases, it was beneficial to split this range into two to obtain more efficient approximations. 3c. Large x. It proved fruitless to approximate E((x) with the asymptotic formula (2.27) in the range 10 < x. Accordingly, (k, I) minimax fits Rj(l/x) were procured such that (3.6) E{(x) = exp^x-^R^l/x), 
. where 0 < 1/x < 0.1. To evaluate the master functions, Eq. (2.12) was transformed into the integral form (3.7) E((x) = exp(-x)x-J-lfX dtexp(-t)(l + t/x)'J~lRjÁ where R x was a 19 digit rational minimax fit to xJexp(x)E{~l(x) according to Eq. (3.6) obtained especially for that purpose. The integration was a 400-point Gauss-Laguerre calculation in double-precision arithmetic [5] . To begin the bootstrap, high-precision fits to Ex(x) due to Cody and Thacher [9] in this range were employed. The fit in the Walsh table with smallest (k + I) and greatest accuracy over 14 s.d. was chosen, and is reported in Table 3 . ( 1) .100000 00000 00000
FIT TO EA1(X)-EXP(-X)*P(X)/Q(X) .996850
. 
. In all three ranges, the function E{(x) computed by rational (k, I) fits in single precision was compared with the multiple-precision master routines for 20,000 pseudo-random values of x and 1/x. The largest fractional error noted was 1.1 x io-13.
Finally, the functions E[n(x) were calculated for 1 <y < 7, 0 < n < 7 and pseudo-random values of x and 1/x according to Eq. (2.22). Comparisons were made with the same functions calculated via Eq. (2.3) using the single-precision routine DCADRE [10] . No significant discrepancies were found at the relative error level of 1 X 10 ~12, and it was observed that rational minimax methods require -150 times less computation time than does DCADRE. For the case y = 0, a pre-existant library function based on [9] was used, although better methods are known [3] . Agreement with Gussman's tabulated values [11] was total. ( 4) P02 ( 2) P03 ( 0) QOO ( 4) Q01 ( 3) Q02 ( 1) . 
. ( 3) .486899 73737 68510 QOO ( 5) .148343 42996 06228 Q01 ( 3) .545404 94731 07867 Q02 ( 1) .100000 00000 00000 
2) 1)
. For the special case / = n + 1, see Eq. (2.12).
