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Resumen
En este trabajo presentamos el estudio teo´rico de algunos modelos de
ecuaciones en derivadas parciales que aparecen en la modelizacio´n de la
dina´mica de poblaciones.
Palabras clave: Ecuacio´n log´ıstica, difusio´n degenerada, sistemas de Lotka-
Volterra.
Clasificacio´n por materias AMS: 35B32, 35J25, 92D25.
1. Introduccio´n
El estudio teo´rico (existencia, unicidad y/o multiplicidad de solucio´n, propie-
dades cualitativas de e´sta,...) de algunos modelos de la dina´mica de poblaciones
es considerado en este trabajo. Hemos dividido el art´ıculo en tres partes: en la
primera (y ma´s extensa) estudiamos modelos en los que la difusio´n es degenerada
(tambie´n llamada difusio´n lenta), una segunda donde estudiaremos un modelo
simbio´tico con difusio´n lineal y una tercera donde presentamos otros modelos
en los que los datos dependen de la edad de la poblacio´n.
En cada una de las secciones describiremos el problema que pretendemos
resolver, as´ı como los resultados principales obtenidos. Para ello nos alejaremos,
en la medida de lo posible, de detalles te´cnicos que puedan dificultar la
comprensio´n de los resultados. Tampoco escribiremos los problemas en la forma
ma´s general y abstracta posible, ni seremos estrictos a la hora de escribir las
hipo´tesis requeridas a los distintos datos que aparecen en el problema.
Por u´ltimo y con el objetivo de que no aparezca una lista interminable de
referencias, hemos so´lo citado aque´llas que creemos ma´s representativas en cada
campo, remitiendo a la bibliograf´ıa que aparece en cada uno de los trabajos
para una lista ma´s completa.
En cambio, haremos especial hincapie´ en los distintos me´todos utilizados
para la resolucio´n de los problemas, ya que ello puede dar una idea de las
dificultades de los mismos.
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2. Modelos con difusio´n degenerada
2.1. La ecuacio´n log´ıstica degenerada
Una de las ecuaciones ma´s estudiadas en dina´mica de poblaciones es
la ecuacio´n log´ıstica, introducida por el matema´tico y bio´logo holande´s P.
F. Verhulst. En esta seccio´n estudiamos la ecuacio´n log´ıstica degenerada,
tambie´n llamada ecuacio´n log´ıstica con difusio´n no lineal (lenta). Esta ecuacio´n
presenta la siguiente forma general −∆wm = a(x)w − b(x)w2 en Ω,w = 0 sobre ∂Ω, (1)
donde Ω es un dominio acotado y regular de RN , w : Ω 7→ R+, a y b son funciones
regulares definidas sobre Ω, −∆ = ∑Ni=1 ∂2/∂x2i es el operador Laplaciano1 y,
por u´ltimo, el para´metro m es un nu´mero real mayor que 1.
Cuando m = 1, (1) es la cla´sica ecuacio´n log´ıstica introducida para modelar
el comportamiento de una especie, cuya densidad de poblacio´n es w(x) (por lo
que so´lo estaremos interesados en soluciones positivas), Ω representa el ha´bitat
de la especie, del que suponemos que esta´ rodeado de regiones hostiles.
En (1), la funcio´n a = a(x) representa la tasa de crecimiento de w, siendo
positiva en regiones favorables y negativa en las desfavorables. La funcio´n
b = b(x) tiene distintas representaciones dependiendo de su signo. Donde sea
positiva actu´a como un te´rmino de competicio´n, como un control del crecimien-
to, que viene determinado por las propias limitaciones del medio. En la regio´n
donde sea negativa actu´a como un efecto de simbiosis; y, por u´ltimo, donde
b = 0, la especie so´lo esta´ afectada por su tasa de crecimiento y por la difusio´n.
La mayor novedad de (1) es sin duda el para´metro m > 1. Recordemos que
el operador −∆ mide los te´rminos de difusio´n. En el contexto de la dina´mica de
poblaciones, la difusio´n representa el movimiento espacial de la especie de zonas
de altas densidad de poblacio´n a bajas. Este movimiento es ma´s lento cuando
mayor sea m. Es por eso que para el caso m > 1 el modelo es conocido con el
nombre de difusio´n lenta, frente al caso lineal, en que m = 1.
El nuevo para´metro m fue introducido en dina´mica de poblaciones, por
Gurtin y MacCamy [31], aunque previamente hab´ıa sido utilizado para modelar
la dina´mica de fluidos que discurren a trave´s de medios porosos, cf. [52].
Para la resolucio´n de (1), realizaremos el cambio de variable wm = u, que
1Los resultados de esta seccio´n pueden ser generalizados a operadores de segundo orden








donde las aij = aji, bi son funciones regulares.
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transforma (1) en  −∆u = a(x)uq − b(x)up en Ω,u = 0 sobre ∂Ω, (3)
donde q = 1/m y p = 2/m. En realidad, nuestro estudio se centra en (3)
suponiendo que
(H) 0 < q < 1, p > q,
lo que haremos a lo largo del trabajo si bien, con el propo´sito de comparar
nuestros resultados con el caso en que hay difusio´n lineal, recuperaremos ma´s
adelante el para´metro m.
A modo de introduccio´n, diremos que la incorporacio´n de m trae consigo
varias consecuencias importantes:
a) El te´rmino no lineal en (3) es no regular. En realidad, so´lo es Ho¨lder-
continuo, lo que no hace posible la utilizacio´n de te´cnicas de linealizacio´n
directamente.
b) El Principio del Ma´ximo Fuerte2 no se satisface en general. Esto supone
una importante diferencia y novedad respecto al caso lineal m = 1. En
efecto, en el caso lineal, o bien una solucio´n es trivial, o bien es positiva
en todo el dominio. Es decir, o la especie sobrevive en todo su ha´bitat o
muere en todo el ha´bitat. En cambio, en el caso m > 1, pueden existir (y
de hecho existen) soluciones que son positivas en parte del dominio y nulas
en otras. A la zona donde la especie muere, se le conoce en la literatura
como nu´cleo muerto, cf. [25].
c) Hay una mayor riqueza de soluciones. Efectivamente, debido a que el
Principio del Ma´ximo Fuerte no se satisface, aparecen soluciones con
nuevas propiedades, lo que trae consigo resultados ma´s realistas desde
el punto de vista biolo´gico. Adema´s, podra´n probarse resultados de
multiplicidad de soluciones.
d) Se evita la pe´rdida de estimaciones “a priori” en algu´n caso concreto.
Para la explicacio´n de este punto debemos esperar al pro´ximo apartado.
Una vez vistas cua´les son las principales dificultades y diferencias de la ecuacio´n
log´ıstica degenerada frente al caso no degenerado, dividiremos nuestro estudio
en dos apartados. En el primero de ellos daremos resultados concernientes a
las soluciones cla´sicas de (1); en el segundo trataremos con soluciones de otros
tipos, cuyas definiciones sera´n all´ı detalladas.
2Este resultado asegura que si una solucio´n es positiva y no trivial, entonces es positiva en
todo Ω, cf. [51].
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2.1.1. Soluciones cla´sicas
En este apartado estudiaremos la existencia, unicidad o multiplicidad y pro-
piedades cualitativas de las soluciones cla´sicas de (1) en distintos casos, segu´n
sean los valores de a y b. Debido sobre todo al signo que tome b, el me´todo de
resolucio´n del problema sera´ distinto en cada caso.
Caso a(x) ≡ λ y b(x) ≥ 0 para x ∈ Ω: supongamos adema´s que b 6≡ 0, con un
conjunto
Ωb=0 := {x ∈ Ω : b(x) = 0}
conexo y regular. Para mostrar nuestros resultados necesitamos introducir
alguna notacio´n. Dado un dominio de D ⊂ RN y dada h ∈ L∞(Ω), denotaremos
σD1 [h] el autovalor principal de −∆ + h en D, bajo condiciones Dirichlet
homoge´neas. Si D = ∅, entonces pondremos σD1 [h] = +∞. Cuando no haya
confusio´n posible, escribiremos σ1[h] = σ
Ω





En el caso m = 1 es bien conocido (cf. [27] y [4] por ejemplo) que (1) tiene
solucio´n positiva cla´sica si y so´lo si,
λ ∈ (σ1, σΩb=01 ).
Adema´s, en este caso la solucio´n es u´nica y se denota θλ.
En el caso m > 1, en [22] y [14], hemos probado el resultado siguiente:
Teorema 11 En las condiciones precedentes, si m > 1, se cumplen las siguien-
tes propiedades:
a) (1) tiene solucio´n positiva si y so´lo si λ > 0. En tal caso, la solucio´n es
positiva en todo Ω, es la u´nica solucio´n positiva de (1) y es globalmente
atractiva. En adelante, sera´ denotada por θ[λ,m].
b) Si λ < σΩb=01 , entonces
θ[λ,m] → θλ cuando m ↓ 1.








uniformemente sobre compactos de Ω
cuando λ ↑ +∞ y
θ[λ,m] = O(λ
m/(m−1));
cuando λ ↓ 0+; por otra parte, si 2 < m,
θ[λ,m] = O(λ
m/(m−1));








uniformemente sobre compactos de Ω
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cuando λ ↓ 0+; finalmente, si m = 2,
θ[λ,m] = λ
m/(m−1)θ[1,m].
Hemos representado en la Figura 1 (superpuestos) los distintos diagramas
de bifurcacio´n en los casos m = 1 y m > 1. En esta figura, σ0 = σΩb=01 .
σ σ λ1
0
|| . ||   θ λ
θ [   , m]λ
Figura 1: Diagramas de bifurcacio´n para a(x) ≡ λ y b ≥ 0.
Para la prueba del resultado se usa principalmente el me´todo de sub-
supersolucio´n. Para la unicidad, se utiliza el cambio de variable
z = u1−1/m,
al que ya han recurrido con anterioridad otros autores (ver [49] y [9]) en un
contexto diferente.
Algunas consideraciones son tambie´n necesarias:
a) El comportamiento de la solucio´n para valores de λ cercanos a cero y a
+∞, aparte de su intere´s intr´ınseco, resulta crucial para algunos resultados
en el caso de sistemas ana´logos.
b) Para obtener los resultados de estabilidad, es u´til estudiar el signo de los
autovalores del problema linealizado de (1). Obse´rvese que la linealizada
de (1) alrededor de la solucio´n θ[λ,m] satisface
−∆ξ +M(x)ξ = σξ en Ω, ξ = 0 sobre ∂Ω, (4)
donde





Obse´rvese que M es una funcio´n que se va a infinito cerca de la frontera.
Pero gracias a que lo hace de forma controlada3 existen una teor´ıa
3De hecho, M(x) se comporta como [dist(x, ∂Ω)]γ , con γ ∈ (0, 2).
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espectral y un principio del ma´ximo para problemas de autovalores como
(4), cf. [8] y [33].
c) El comportamiento de θ[λ,m] cuando m ↓ 1 y λ ≥ σΩb=01 es ma´s delicado y
sera´ estudiado en un apartado posterior.
Caso a variable y b > 0: en este caso se pone de manifiesto una de las
caracter´ısticas fundamentales de (1) cuando m > 1, la existencia de nu´cleo
muerto. Efectivamente, en [19] probamos el siguiente resultado:
Teorema 12 Supongamos que m > 1. Se tiene entonces lo siguiente:
a) Existe una solucio´n maximal positiva y no trivial de (1) si y so´lo si el
ma´ximo de a es positivo.
b) Si el mı´nimo de a es positivo, entonces cualquier solucio´n de (1) es positiva
en todo Ω. Adema´s, so´lo existe en este caso una solucio´n positiva.
c) Si el mı´nimo de a es suficientemente pequen˜o y m ≤ 2, cualquier solucio´n
no negativa de (1) es positiva en todo el dominio.
d) Si el mı´nimo de a es cero, m > 2 y la zona donde se anula la funcio´n a
es suficientemente grande, entonces cualquier solucio´n de (1) tiene nu´cleo
muerto. Lo mismo ocurre si el ma´ximo de a es suficientemente pequen˜o4.
e) Si a cambia de signo y la zona donde es negativa la funcio´n a es
suficientemente grande, cualquier solucio´n de (1) tiene nu´cleo muerto.
Lo mismo ocurre si la parte negativa de a es suficientemente grande. En
estos casos, pueden ser deducidos resultados de multiplicidad de solucio´n
positiva pero no estrictamente positiva de (1) 5.
Caso a ≡ λ y b cambiando de signo: este es el caso en el que existe una parte
co´ncava uq y otra convexa up, pero con signo indefinido para este u´ltimo te´rmino.
Cuando b es negativa, el estudio de esta ecuacio´n fue llevado a cabo en [3],
trabajo pionero en este campo. Cuando b cambia de signo, (3) ha sido estudiado
extensivamente en el caso q = 1 y p > 1 (cf. [7], [2] y sus referencias), pero menos
en cambio en el caso en el que q y p satisfacen (H), ver [44] para algunos casos
concretos.
Para el estudio de esta ecuacio´n usaremos, adema´s de los me´todos de sub-
supersolucio´n y la teor´ıa espectral de potenciales singulares de la forma (4),
me´todos de bifurcacio´n y la teor´ıa del grado topolo´gico de Leray-Schauder
(´ındice de punto fijo), cf. [5]. En el caso p > 1 se pierden en general las
estimaciones “a priori” de las soluciones, y debemos imponer condiciones a
p y a la funcio´n b y usar la te´cnica de “blow-up” (cf. [29]) para recuperar e´stas.
Los siguientes resultados han sido obtenidos en [21] y [23]:
Teorema 13 Supongamos que a(x) ≡ λ y b cambia de signo. Se tienen los
siguientes resultados:
4Una estimacio´n de tales cantidades se da en el Teorem 2.5 de [19].
5Cf. Proposicio´n 3 de [47].
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a) En λ = 0 bifurca desde la solucio´n trivial u = 0 un continuo C de
soluciones de (3) no triviales que es no acotado.
b) Cuando p > 1,
a) La direccio´n de bifurcacio´n es supercr´ıtica 6.
b) Existe λ∗ > 0, tal que para λ ≥ λ∗ (3) no tiene solucio´n positiva.
c) Si b−(x) ≈ (dist(x, ∂B−))γ para x en un entorno de ∂B− (donde b−
es la parte negativa de b y B− es el conjunto donde b es negativa) y
p < mı´n{N + 1 + γ
N − 1 ,
N + 2
N − 2}, (5)
entonces para cualquier intervalo compacto Γ ⊂ R y para cualquier
solucio´n (λ, u) con λ ∈ Γ, existe K > 0 tal que
‖u‖∞ ≤ K.
d) Supongamos (5). Entonces, existe λ0 > 0 tal que (3) tiene solucio´n
positiva si y so´lo si
λ ∈ (−∞, λ0].
En tal caso, si λ ∈ (0, λ0), (3) tiene al menos dos soluciones positivas,
pero so´lo una linealmente asinto´ticamente estable.
c) Supongamos ahora p < 1. Entonces
a) La direccio´n de bifurcacio´n es subcr´ıtica.
b) Existe λ∗ < 0, tal que para, λ ≤ λ∗, (3) no tiene solucio´n positiva.
c) Existe λ0 < 0 tal que (3) tiene solucio´n positiva si y so´lo si
λ ∈ [λ0,+∞).
Adema´s, existe λ1 tal que λ0 ≤ λ1 < 0 y, si λ ∈ (λ1, 0), (3) tiene
al menos dos soluciones positivas. Finalmente, (3) tiene una u´nica
solucio´n para λ > 0.
d) Si p = 1, se cumple lo siguiente:
a) Si σ1[b] = 0, entonces (3) tiene solucio´n positiva si y so´lo si
λ = 0 (bifurcacio´n vertical). Adema´s, en este caso (3) tiene infinitas
soluciones.
b) Si σ1[b] > 0, entonces (3) tiene solucio´n positiva si y so´lo si λ > 0.
Adema´s, en este caso (3) tiene una u´nica solucio´n que es globalmente
estable.
c) Si σ1[b] < 0, entonces (3) tiene solucio´n positiva si y so´lo si λ < 0.
Los resultados quedan resumidos en los diagramas de bifurcacio´n que se
presentan en la Figura 2.



















σ 1 σ 1Caso p=1  y       [b]>0 Caso p=1  y       [b]=0 Caso p=1  y       [b]<0
Figura 2: Diagramas de bifurcacio´n en el caso a(x) ≡ λ y b cambiando de signo.
2.1.2. Soluciones de otro tipo: metasoluciones y soluciones “gran-
des”
Nos situamos ahora en el caso en que m = 1, a(x) ≡ λ y b ≥ 0, con Ωb=0
no vac´ıo y conexo. Como dijimos anteriormente, existe una solucio´n positiva
cla´sica si y so´lo si λ ∈ (σ1, σΩb=01 ). As´ı, cabe plantearse que´ ocurre cuando λ no
pertenece a dicho intervalo. No es dif´ıcil mostrar que si λ ≤ σ1 la u´nica solucio´n
de (1) es la trivial.
En cambio, en [28] quedo´ probado que, cuando λ ↑ σΩb=01 , la solucio´n θλ
diverge a infinito uniformemente sobre los compactos de Ωb=0, pero se estabiliza
en la parte positiva de b. Como consecuencia, se puede demostrar (ver [41]) que




esta´ bien definida y es una solucio´n positiva cla´sica del problema “singular” −∆w = λw − b(x)w2 en B+,w = +∞ sobre ∂B+, (6)





A las soluciones de (6), se les conoce con el nombre de soluciones grandes (large
solutions) (ver por ejemplo [6] y [53]) y son de intere´s entre otras cosas en
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cuestiones ligadas a la Geometr´ıa de Riemanniana y al Electromagnetismo, cf.
[37].
Usando este hecho, Lo´pez-Go´mez [41] (ver tambie´n [30]) introduce el
concepto de metasolucio´n: una metasolucio´n de (1) es una prolongacio´n por
infinito de las soluciones de (6). En otras palabras, las metasoluciones son
prolongaciones por infinito de soluciones “grandes”.
Evidentemente, puede parecer que la anterior definicio´n es artificial, pero
estas soluciones toman importancia por el hecho de que sean las soluciones
atractivas del correspondiente problema de evolucio´n cuando λ ≥ σΩb=01 , ver
[41].
Adema´s, gracias a este concepto en [14] pudimos concluir el estudio del
comportamiento de las soluciones de (1) cuando m ↓ 1 (recue´rdese el teorema 11,
c)). Ma´s precisamente, probamos lo siguiente:
Proposicio´n 14 Supongamos que λ ≥ σΩb=01 . Entonces θ[λ,m] tiende a una
metasolucio´n de (1) con m = 1 cuando m ↓ 1.
Por u´ltimo, y con el objetivo de estudiar las propiedades de atraccio´n de
las metasoluciones de (1), nos propusimos estudiar la existencia de soluciones
“grandes” de  −∆u = λu1/m − b(x)u2/m en Ω,u = +∞ sobre ∂Ω, (7)
cuestio´n abordada previamente en [36] cuando λ = 0. El siguiente resultado ha
sido demostrado en [15]:
Teorema 15 Supongamos que b ≥ 0. Entonces, (7) tiene solucio´n si y so´lo si
m < 2.
Como consecuencia de estos resultados, podemos construir metasoluciones
para (1) para todo λ ∈ R. La gran diferencia con respecto al caso m = 1 es que,
cuando m > 1, las metasoluciones son inestables.
2.1.3. Problemas de control o´ptimo en dina´mica de poblaciones
Los problemas de control o´ptimo en dina´mica de poblaciones han sido con-
siderados muy recientemente, cf. [10]. En efecto, en [38] se considera como
ecuacio´n de estado la ecuacio´n log´ıstica (1) no degenerada (m = 1) con
a(x) = h(x)− f(x),
donde h representa el grado de crecimiento intr´ınsico de la especie y f juega el
papel del control. Si llamamos uf a la solucio´n maximal de (1) para cada f
7, el





7Dicha solucio´n existe para f perteneciente a un adecuado subconjunto de L∞(Ω).
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que representa la diferencia entre el beneficio (en una posible venta de la especie)
y el coste del control. Aqu´ı, γ es un para´metro positivo que describe el cociente
entre el precio de la especie y el coste del control.
En [38], esta´ demostrada la existencia de control o´ptimo, se formula el
sistema de optimalidad y se construye una aproximacio´n del control o´ptimo.
Estos resultados han sido notablemente mejorados en [12] (ve´anse tambie´n las
referencias que all´ı se dan) .
En [17] hemos considerado como ecuacio´n de estado (1) y el mismo funcional.
Hemos obtenido los siguientes resultados:
Teorema 16 Sean h ∈ L∞+ (Ω) y C := {f ∈ L∞+ (Ω) : f ≤ h}. Entonces:




b) El beneficio es positivo, i.e., J(f) > 0.
c) Existe γ0 tal que, para γ ≤ γ0, existe un u´nico control o´ptimo. Adema´s,
el control o´ptimo puede ser caracterizado a partir de las soluciones de un
sistema de optimalidad.
La principal dificultad que encontramos en la prueba de este resultado
frente al caso m = 1 fue que para la unicidad de control o´ptimo, hizo falta
demostrar previamente que el funcional J era estrictamente co´ncavo. Para ello
usamos la diferenciabilidad de las aplicaciones f 7→ uf , f 7→ J(f), lo que
involucra funciones que explotan en la frontera. Hemos podido solventar este
inconveniente usando teor´ıa espectral para esta clase de problemas (ver (4)) y
un resultado de Krasnoselski en el que se obtiene la derivabilidad Fre´chet de
una aplicacio´n a partir de la derivabilidad Gaˆteaux con respecto al cono de
funciones positivas.
2.2. Sistemas de Lotka-Volterra degenerados
En esta seccio´n estudiamos los sistemas de Lotka-Volterra degenerados8
−∆wm = w(λ− aw ± bz) en Ω,
−∆zn = z(µ− dz ± cw) en Ω,
w = z = 0 sobre ∂Ω,
(8)
donde w, z son las densidades de poblacio´n de especies que cohabitan en
Ω manteniendo entre ellos una interaccio´n que depende de los signos que
acompan˜an a los te´rminos wz. Si ambos son negativos, las especies compiten; si
ambos son positivos, cooperan. Por u´ltimo, si el primero de ellos es positivo y
8Estudiados previamente en [11] y [46].
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el segundo negativo, la primera especie devora a la segunda, que actuara´ como
presa de la primera.
Aqu´ı, a, d, b y c son constantes positivas; las dos primeras indican la tasa
de autolimitacio´n de las propias especies, mientras que b y c son los grados
de interaccio´n entre las especies. Los para´metros reales λ y µ son las tasas de
natalidad o mortalidad, dependiendo de su signo, de cada especie. Por u´ltimo,
m > 1 y n > 1 determinan el tipo de difusio´n, siendo e´sta ma´s lenta cuanto
ma´s grandes sean.
El cambio de variable wm = u y zn = v transforma (8) en
−∆u = u1/m(λ− au1/m ± bv1/n) en Ω,
−∆v = v1/n(µ− dv1/n ± cu1/m) en Ω,
u = v = 0 sobre ∂Ω,
(9)
que es un sistema con segundo miembro Ho¨lder-continuo, pero no regular cuando
u o v esta´n cerca de 0.
Obse´rvese tambie´n que en ausencia de una especie (por ejemplo si v = 0),
la otra especie se rige por una ecuacio´n de la forma (1), por lo que un buen
entendimiento de esa ecuacio´n sera´ esencial para el estudio posterior del sistema.
En los tres modelos citados anteriormente, existen la solucio´n trivial (u, v) =
(0, 0); las semitriviales (u, 0) y (0, v); y las ma´s interesantes desde el punto
de vista biolo´gico, que son las que tienen ambas componentes no triviales.
Llamaremos estado de coexistencia a una solucio´n (u, v) de (9) con ambas
componentes positivas en todo Ω; llamaremos estado de semi-coexistencia a
aquellas soluciones (u, v) de (9) donde al menos una componente puede no ser
positiva en todo Ω, es decir, puede tener nu´cleo muerto.
2.2.1. Me´todo de sub-supersolucio´n para sistemas de segundo
miembro Ho¨lder-continuo
Uno de los me´todos ma´s usados para obtener existencia de solucio´n de
un problema como (9) es el de sub-supersolucio´n. Al intentar aplicar dicho
me´todo a nuestro sistema, nos encontramos con la necesidad de regularidad en
los te´rminos no lineales. Es por ello por lo que, en primer lugar, daremos un
resultado de existencia de solucio´n, a partir de una sub-supersolucio´n, para un
sistema de la forma 
−∆u = f(x, u, v) en Ω,
−∆v = g(x, u, v) en Ω,
u = v = 0 sobre ∂Ω,
(10)
donde f y g son funciones so´lo Ho¨lder-continuas. Es conocido 9 que si f y g
son funciones C1 y existe una pareja de sub-supersoluciones, es decir funciones
9Ver Sattinger [48] y el libro de Pao [45], donde puede ser encontrado un desarrollo
exhaustivo del me´todo de sub-supersolucio´n.
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regulares (u, u) y (v, v) con u ≤ u en Ω y u ≤ 0 ≤ u sobre ∂Ω tales que
−∆u− f(x, u, v) ≤ 0 ≤ −∆u− f(x, u, v) ∀v ∈ [v, v]
y hay similares desigualdades para (v, v), entonces existe una solucio´n (u, v) de
(10) con
u ≤ u ≤ u v ≤ v ≤ v.
De hecho, imponiendo ciertas hipo´tesis de monoton´ıa a f y g respecto a
las variables v y u respectivamente, se puede probar la existencia de solucio´n
maximal y minimal, que pueden ser aproximadas por una sucesio´n convergente.
En el caso de una ecuacio´n, Amann [1] probo´ en 1970 que este resultado
segu´ıa siendo cierto si la funcio´n era so´lo Ho¨lder-continua.
En [18] conseguimos generalizar dicho resultado a sistemas como (10),
probando lo siguiente:
Teorema 17 Supongamos que f y g son funciones Ho¨lder-continuas y que
existe una pareja (u, u) y (v, v) de sub-supersoluciones de (10). Entonces:
a) Existe una solucio´n (u, v) de (10) con u ≤ u ≤ u y v ≤ v ≤ v.
b) Si adema´s el sistema es mono´tono (ma´s precisamente, f es no decreciente
en v y g es no decreciente en u), existen una solucio´n maximal (u∗, v∗) y
otra minimal (u∗, v∗) de (10), de tal forma que para cualquier otra solucio´n
(u, v) con u ≤ u ≤ u y v ≤ v ≤ v se tiene
u ≤ u∗ ≤ u ≤ u∗ ≤ u, v ≤ v∗ ≤ v ≤ v∗ ≤ v.
Adema´s, en este caso podemos construir sucesiones un, un, v
n y vn tal
que un → u∗, un → u∗, vn → v∗ y vn → v∗ cuando n→∞10.
c) Cuando f es no decreciente en v y g no creciente en u o viceversa, se
puede construir dos sucesiones alternantes un y vn que aproximan a la
solucio´n, esto es,
u = u0 ≤ u2 ≤ · · · ≤ u2r ≤ · · · ≤ u ≤ · · · ≤ u2r−1 ≤ · · · ≤ u1 ≤ u−1 = u,
v = u0 ≤ v2 ≤ · · · ≤ v2r ≤ · · · ≤ v ≤ · · · ≤ v2r−1 ≤ · · · ≤ v1 ≤ v−1 = v.
2.2.2. Caso competitivo
En el caso en el que las dos especies compiten (ambos signos negativos en
(9)), hemos obtenido el resultado siguiente:
Teorema 18 a) (9) posee un estado de semicoexistencia si y so´lo si λ > 0
y µ > 0.
10Un resultado similar puede ser obtenido en el caso en el que f es no creciente en v y g en
u.
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b) Supongamos bc < ad, λ > b/dµ y µ > c/aλ. Entonces existe al menos un
estado de coexistencia de (9). Adema´s, en este caso cualquier estado de
semicoexistencia es de coexistencia.
c) Fijemos λ > 0. Existen µ1(λ) < µ2(λ) tal que para 0 < µ < µ1(λ)
cualquier solucio´n positiva de (9) tiene nu´cleo muerto, en concreto, la
componente v se anula en parte de Ω. Para µ > µ2(λ), cualquier solucio´n
positiva de (9) tiene nu´cleo muerto, siendo ahora la componente u la que
se anula.
d) Si λ > 0 y µ > 0, existe un u´nico estado de coexistencia si b o c es
pequen˜o.
Hemos resumido la informacio´n del teorema en la Figura 3. En dicha figura,
la parte rayada corresponde a zonas de no existencia de solucio´n. La regio´n de
semicoexistencia es el primer cuadrante. Denotamos por RC la regio´n de coe-










2µ=µ    (λ)
Figura 3: Diagrama λ− µ en el caso competicio´n.
Evidentemente, existe un ana´logo del apartado c) del resultado precedente
fijando el para´metro µ.
Estos resultados han sido extendidos a sistemas ma´s generales que (9)11 en
[50] donde, adema´s, usando el ı´ndice de punto fijo en conos, hemos obtenido
resultados de unicidad de estados de coexistencia ma´s generales.
Podemos dar una interpretacio´n biolo´gica al Teorema 18 (similares
interpretaciones pueden obtenerse en los otros casos). Fijemos la tasa de
natalidad λ > 0 de la especie u. Entonces, si la tasa de natalidad de la otra
especie es suficientemente pequen˜a (µ < µ1(λ)) e´sta no puede sobrevivir en
11Permitiendo operadores de segundo orden ma´s generales y permitiendo tambie´n que las
funciones a, b, c y d puedan anularse en parte de Ω.
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todo su ha´bitat. En cambio, si µ ∈ (c/aλ, d/bλ), ambas especies coexisten en
todo el dominio. Por u´ltimo, si la tasa es muy grande, µ > µ2(λ), ocurre que la
densidad de poblacio´n de esta especie crece mucho, y u no puede sobrevivir en
todo el dominio.
2.2.3. Caso presa-depredador
El modelo presa-depredador (positivo el signo que acompan˜a a b y negativo
el de c en (9)), es el que ma´s dificultades presenta para usar el me´todo de
sub-supersolucio´n, debido a que no es mono´tono. Usando el Teorema 17 y los
resultados obtenidos para la ecuacio´n log´ıstica degenerada, obtuvimos en [19]
varios resultados que son resumidos en el siguiente
Teorema 19 a) Si µ ≤ 0 o´ λ + b/dµ ≤ 0, entonces no existen estados de
semicoexistencia de (9).
b) Supongamos µ > 0. Entonces existe λ0(µ) < 0 tal que, para cada
λ > λ0(µ), existe al menos un estado de semicoexistencia de (9).
c) Supongamos bc < ad, λ > 0 y µ > c/a(λ + b/dµ). Entonces existe al
menos un estado de coexistencia de (9). Adema´s, en este caso cualquier
estado de semicoexistencia es de coexistencia.
d) Fijemos λ > 0. Entonces existe µ0(λ) tal que, si 0 < µ < µ0(λ), cualquier
solucio´n positiva de (9) tiene nu´cleo muerto.
e) Fijemos µ > 0. Entonces existe ε > 0 tal que para λ ∈ (λ0(µ), λ0(µ) + ε)
cualquier solucio´n positiva de (9) tiene nu´cleo muerto.
Hemos representado el resultado gra´ficamente en la Figura 4, donde hemos
usado la misma notacio´n que en la Figura 3. Ahora la regio´n de semicoexistencia
esta´ delimitada por la curva λ = λ0(µ) en el semiplano µ > 0. En esta figura,
hemos usado la notacio´n τ(λ) = ad/(ad− bc)λ.
2.2.4. Simbiosis
Es sin duda el modelo al que ma´s atencio´n hemos prestado, ya que no so´lo
hemos estudiado el modelo estacionario, sino tambie´n el evolutivo. El modelo
de simbiosis se comporta de forma muy diferente si ad > bc (simbiosis de´bil) o si
ad < bc (simbiosis fuerte). En [19] estudiamos el caso bc < ad (cuyos resultados
resumimos en la Figura 5) y en [20] estudiamos el caso bc > ad. Para decir lo
que ocurre en ambos casos en un mismo resultado, supondremos que m = n.
Teorema 20 a) Si bc < ad y λ+b/dµ ≤ 0 o´ µ+c/aλ ≤ 0 no existe solucio´n
positiva de (9).
b) Supongamos bc < ad. Fijado λ > 0 existe µ0(λ) < 0 tal que, para
µ > µ0(λ), (9) posee al menos un estado de semicoexistencia. Por otra
parte, fijado µ > 0 existe λ0(µ) < 0 tal que, para λ > λ0(µ), (9) posee al
menos un estado de semicoexistencia.











d/bµ=−        λ
Figura 4: Diagrama λ− µ para el caso presa-depredador.
c) Si bc < ad y λ, µ > 0, entonces existe una u´nica solucio´n positiva del
problema evolutivo, y al menos un estado de coexistencia de (9). Adema´s,
si m < 2 y b es suficientemente pequen˜a, existe un u´nico estado de
coexistencia de (9) que adema´s es globalmente estable. Lo mismo ocurre
si m < 2 y c es suficientemente pequen˜a. Tambie´n se tiene esto si m = 2.
Por u´ltimo, tambie´n si m > 2 y (λ, µ) pertenecen a un determinada regio´n
del cuadrante λ > 0, µ > 0.
d) Si bc = ad, m > 1 y λ, µ > 0, existe una u´nica solucio´n positiva del
problema de evolucio´n y existe al menos un estado de coexistencia de (9).
e) Supongamos bc > ad.
a) Si 1 < m < 2 y λ y µ son suficientemente grandes, entonces la
solucio´n del problema evolutivo explota en tiempo finito. Si λ y µ
son positivos y suficientemente pequen˜os, existe una solucio´n global
del problema evolutivo y al menos un estado de coexistencia de (9).
b) Si m = 2, existe una solucio´n del problema evolutivo que puede ser
no acotada.
c) Si m > 2 y λ, µ son positivas, existe una u´nica solucio´n del problema
evolutivo y existe al menos un estado de coexistencia de (9).
En el caso m = 1, es conocido (cf. [35] y [43]) que si bc > ad y λ y µ son
grandes, la solucio´n del problema de evolucio´n explota en tiempo finito. En
cambio, el resultado precedente muestra que cuando la difusio´n es muy lenta
(m ≥ 2), e´sta domina a la simbiosis fuerte, haciendo que las soluciones no
exploten en tiempo finito.
Para la obtencio´n de todos estos resultados, adema´s de usar el Teorema 17
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Figura 5: Diagrama λ− µ en el caso de simbiosis de´bil.
conocidos para sistemas con segundos miembros regulares (como el problema de
autovalores con pesos que son no acotados cerca de la frontera de Ω, el principio
del ma´ximo para sistemas cooperativos y el principio del barrido) a sistemas con
funciones Ho¨lder-continuas.
El caso de un nu´mero cualquiera de especies
El cambio tan dra´stico que se daba al pasar del caso bc > ad al caso bc < ad
llamo´ nuestra atencio´n y nos propusimos entender que´ significa esa relacio´n
cuando, en lugar de trabajar con dos especies, lo hacemos con n especies ui que
cooperan mutuamente. Tras un sencillo cambio de variable, podemos suponer
que en (9) los coeficientes a = d = 1 y por tanto tenemos un sistema de la forma






j ) en Ω
ui = 0 sobre ∂Ω,
(11)
donde i = 1, . . . , n y los aij > 0. Por un argumento de inducio´n en el nu´mero
de especies y usando resultados bien conocidos del ana´lisis matricial, obtuvimos
en [24] que la condicio´n que hace que la solucio´n explote en tiempo finito es que
Modelos en dina´mica de poblaciones 113
se tenga ρ(A) > 1, donde ρ(A) es radio espectral de la matriz
A =

0 a12 · · · a1n





an1 an2 · · · 0
 .
Es decir, el resultado anterior puede ser pra´cticamente extendido al caso de n
especies cambiando las condiciones bc > ad, bc = ad y bc < ad por ρ(A) > 1,
ρ(A) = 1 y ρ(A) < 1, respectivamente. Este resultado es nuevo en el caso m > 1
y mejora a otros en el caso m = 1, cf. [40].
3. Modelos con difusio´n lineal: sistema cooperativo de
Lotka-Volterra
En el caso no degenerado, m = 1 (difusio´n lineal), los modelos de
competicio´n y de presa-predador han recibido gran atencio´n en las dos u´ltimas
de´cadas, cf. [26] y [39] y referencias all´ı por ejemplo. En cambio, llama la
atencio´n el escaso nu´meros de trabajos existentes para el modelo simbio´tico.
Esto era debido fundamentalmente a la pe´rdida de estimaciones “a priori” que
exist´ıa en tal modelo para el caso de simbiosis fuerte bc > ad y N > 5.
En [13] realizamos un estudio exhaustivo de tal sistema, que se reescribe como12
−∆u = u(λ− au+ bv) en Ω,
−∆v = v(µ− dv + cu) en Ω,
u = v = 0 sobre ∂Ω,
(1)
mejorando los resultados anteriores (cf. Lou [42]) en el caso de simbiosis de´bil
y fuerte. Para ello usamos te´cnicas de sub-supersolucio´n, bifurcacio´n local y
global, teor´ıa espectral, ı´ndice de punto fijo y la teor´ıa algebraica de singulari-
dades.
Para mostrar los resultados ma´s importantes de [13] necesitamos introducir
alguna notacio´n. Obse´rvese que en ausencia de una especie, la otra sigue una ley
log´ıstica de la forma (1) con m = 1. Llamaremos θλ (resp. θµ) a la u´nica solucio´n
positiva de (1) con m = 1 y a(x) ≡ λ, b(x) ≡ a (resp. a(x) ≡ µ, b(x) ≡ d).
Pongamos
f(λ) = σ1[−cθλ] y g(µ) = σ1[−bθµ],
con f(λ) = σ1 si λ ≤ σ1 y g(µ) = σ1 si µ ≤ σ1.13
12En realidad, en [13] estudiamos un sistema ma´s general que e´ste.
13En la Seccio´n 4 de [13] se demuestra que estas funciones describen dos curvas decrecientes
en sus respectivas variables. Cabe destacar que estas curvas marcan el cambio de estabilidad
de las soluciones semitriviales.
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Fijemos λ > σ1 y supongamos que bc < ad (Caso b, Figura 6). No es dif´ıcil
probar que desde µ = f(λ) bifurca un continuo no acotado C de soluciones
positivas de (1) a partir de la solucio´n semitrivial (u, v) = (θλ, 0). Adema´s,
existe µ0 ∈ R tal que, para µ ≤ µ0 no existe solucio´n positiva de (1). Gracias
a que bc < ad podemos probar que las soluciones esta´n acotadas, luego por la
teor´ıa de bifurcacio´n global, existe solucio´n positiva para todo µ > f(λ).
Ana´logo resultado podemos probar fijando µ > σ1: existe solucio´n positiva
para λ > g(µ) (Caso a, Figura 6.)
Supongamos ahora que bc > ad y N ≤ 5. Fijemos λ < σ1 (Caso d, Figura 6).
Desde la solucio´n semitrivial (u, v) = (0, θµ) bifurca un continuo no acotado C de
soluciones positivas de (1) desde el valor µλ tal que λ = g(µλ). Ahora se puede
probar que existe µ0 tal que para µ ≥ µ0 no hay solucio´n positiva de (1). Ahora
gracias a que N ≤ 5 y aplicando un argumento de “blow-up”14, deducimos que
las soluciones esta´n acotadas y, por tanto, existe solucio´n positiva para µ < µλ.
Ana´logo resultado para µ < σ1 fijado: existe λµ que satisface que µ = f(λµ),
tal que desde la solucio´n semitrivial (u, v) = (θλ, 0) bifurca un continuo no
acotado C de soluciones positivas de (1), de tal forma que hay soluciones para
todo λ < λµ (Caso c, Figura 6.)
Adema´s, en la Seccio´n 10 de [13] estudiamos, con la ayuda de la teor´ıa
algebraica de las singularidades, las direcciones de bifurcacio´n en los casos
anteriores.
Hemos resumido estas afirmaciones, junto con otras relativas a la unicidad
y multiplicidad de soluciones, en el siguiente
Teorema 21 a) Supongamos que bc < ad. Entonces si
λ > g(µ) y µ > f(λ), (2)
el sistema (1) posee un estado de coexistencia.
b) Supongamos que N ≤ 5, bc > ad y
λ < g(µ) o´ µ < f(λ). (3)
Entonces (1) posee un estado de coexistencia.
c) Fijemos µ > σ1, supongamos bc < ad y denotemos Λ el conjunto de λ’s
para los que (1) tiene solucio´n (del que sabemos que es un intervalo). Si
Λ = [λ∗,∞)
con λ∗ < g(µ), entonces (1) tiene al menos dos soluciones para λ ∈
(λ∗, g(µ)). Ana´logo resultado para λ > σ1 fijado.
d) Supongamos N ≤ 5, bc > ad y fijemos µ < σ1. Asumamos ahora que
Λ = (−∞, λ∗]
14Teorema 7.4 en [13].
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Figura 6: Diagramas de bifurcacio´n para simbiosis.
con λ∗ > λµ, donde λµ es tal que µ = f(λµ). Entonces, (1) posee al menos
dos soluciones para λ ∈ (λµ, λ∗).
e) Supongamos que bc < ad, λ > g(µ) y µ > f(λ). Entonces, (1) posee un
u´nico estado de coexistencia si b o c es suficientemente pequen˜o.
En la Figura 7 mostramos las regiones de coexistencia en los casos bc < ad
y bc > ad, denotadas por A y B, determinadas por (2) y (3), respectivamente.
4. Modelos dependiendo de la edad
En esta seccio´n presentamos el estudio de un modelo en dina´mica de
poblaciones cuya estructura depende de la edad de la especie.
En 1974, Gurtin y MacCamy [32], para solventar la carencia que ten´ıa la
ecuacio´n log´ıstica de no tener en cuenta la edad de la poblacio´n, modelaron























+ µ(a, P (t))p(a, t) = 0,




β(a, P (t))p(a, t)da,
(1)





En (1), p(a, t) representa la densidad de poblacio´n de una especie en el instante
t > 0 con edad a > 0, µ(a, P ) ≥ 0 representa el grado de mortalidad de la
especie y β(a, P ) representa la media de descendencia (por unidad de tiempo)
que produce un individuo a la edad a 15.
Por otro lado, en modelos de epidemias (en los que una poblacio´n se divide
en dos subpoblaciones que interactu´an entre s´ı) tambie´n se ha usado en los
u´ltimos an˜os la dependencia de la edad, ya que aparecen para´metros como la
fuerza de la infeccio´n que claramente dependen de la edad de la poblacio´n.
Por u´ltimo, recientemente modelos de presa-depredador que se ven afectados
por una enfermedad en la presa han sido estudiados pero sin tener en cuenta la
estructura de edad.
15En realidad, este modelo rectifica a otro propuesto por Lotka y Von Foerster en los an˜os
cincuenta que no ten´ıa en consideracio´n la poblacio´n total.
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En [16], consideramos un sistema con dos especies, una presa (p) que se
ve afectada por una enfermedad cuya incidencia depende de la edad y un
depredador (Y ). Suponemos que, en ausencia de la presa, el depredador crece
de acuerdo con una ley log´ıstica
Y ′ = mY (1− Y/D)
donde m y D son las constantes positivas habituales. Por otro lado, considera-
mos que la presa esta´ afectada de una enfermedad, de tal forma que se permite
la recuperacio´n de los individuos infectados, y viene estructurada en edad.
Supondremos que la infeccio´n debilita la presa y hace crecer su susceptibilidad a
ser depredada, mientras que el depredador no esta´ afectado por la enfermedad.
En ausencia de depredadores, como estamos suponiendo que un feno´meno
contagioso afecta a las presas, dividiremos la poblacio´n de la presa en los
individuos susceptibles (s) e infectados (i), es decir:
p = s+ i.
Tanto p como s e i son funciones de las variables a (la edad) y t (el tiempo).













+ µ2(a, P (t))s = −λ(a, t; i)s+ γ(a)i,
i(a, 0) = i0(a), s(a, 0) = s0(a),
i(0, t) = q
∫ +∞
0




β(a, P (t))(s(a, t) + (1− q)i(a, t))da.
(2)
Aqu´ı, µ1 y µ2 representan las tasas de mortalidad de los infectados y de
los susceptibles respectivamente (µ1 ≥ µ2), λ es la tasa de infeccio´n 16, γ
es la tasa de recuperacio´n de los infectados y, por u´ltimo, q ∈ [0, 1] es la
transmisio´n vertical, es decir, el ratio de descendientes infectados producidos
por los infectados. Como es natural, supondremos que i(a, t), s(a, t)→ 0 cuando
a→ +∞.
16En realidad, este para´metro tiene una forma particular, ver [34].
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+ µ2(a, P (t))s = −λ(a, t; i)s+ γ(a)i−N1sY (t),
Y ′ = mY (t)− nY 2(t) + εM1I(t)Y (t) + εN1S(t)Y (t),
i(a, 0) = i0(a), s(a, 0) = s0(a), Y (0) = Y0,
i(0, t) = q
∫ +∞
0




β(a, P (t))( s(a, t) + (1− q) i(a, t) )da,
i(a, t), s(a, t)→ 0, cuando a→ +∞.
(3)
En (3), las constantes positivas M1 y N1 representan las tasas de depredacio´n
de los individuos infectados y susceptibles, respectivamente (M1 ≥ N1); ε > 0








En [16] probamos el siguiente resultado:
Teorema 22 Supongamos que β y µi, i = 1, 2, son funciones acotadas, no
negativas y lipschitzianas en la variable P y que γ es acotada y no negativa.
Entonces existe una u´nica solucio´n de (3).
Para la obtencio´n de este resultado usaremos principalmente una te´cnica de
desacoplamiento unida a un me´todo de punto fijo. En efecto, para cada Y fijo,
estudiamos un sistema similar a (2), con
µˆ1(a, P (t)) := µ1(a, P (t)) +M1Y (t),
µˆ2(a, P (t)) := µ2(a, P (t)) +N1Y (t).
Para resolver (2), usamos el me´todo de integracio´n a lo largo de las curvas
caracter´ısticas (a = t+k), lo que transforma el sistema en un sistema diferencial
ordinario. Ello nos conduce a la existencia y unicidad de solucio´n de (2), a la
que llamaremos (iY , sY )
17. Ahora, para probar que (3) tiene una solucio´n es
suficiente resolver la ecuacio´n diferencial ordinaria que define la variable Y .
Dicha ecuacio´n puede ser resuelta de forma expl´ıcita, con solucio´n wY . Basta
ahora resolver, en adecuados espacios, la ecuacio´n de punto fijo no lineal
wY = Y.
En la actualidad, estamos estudiando la existencia de soluciones estaciona-
rias (independientes del tiempo) de (3) y su estabilidad respecto al problema
17Es de destacar que (2) so´lo hab´ıa sido resuelto anteriormente en el caso µ1 = µ2.
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evolutivo. La intencio´n es dar condiciones en funcio´n de los coeficientes que
aparecen en (3) que aseguren la permanencia de las dos especies para tiempos
futuros.
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