Abstract-Breast-cancer screening using microwave imaging is emerging as a new promising technique as a supplement to X-ray mammography. To create tomographic images from microwave measurements, it is necessary to solve a nonlinear inversion problem, for which an algorithm based on the iterative Gauss-Newton method has been developed at Dartmouth College. This algorithm determines the update values at each iteration by solving the set of normal equations of the problem using the Tikhonov algorithm. In this paper, a new algorithm for determining the iteration update values in the Gauss-Newton algorithm is presented which is based on the conjugate gradient least squares (CGLS) algorithm. The iterative CGLS algorithm is capable of solving the update problem by operating on just the Jacobian and the regularizing effects of the algorithm can easily be controlled by adjusting the number of iterations. The new algorithm is compared to the Gauss-Newton algorithm with Tikhonov regularization and is shown to reconstruct images of similar quality using fewer iterations.
Nonlinear Microwave Imaging for Breast-Cancer Screening Using Gauss-Newton's Method and the CGLS Inversion Algorithm versal algorithms, thereby synthetically focusing the transmitted pulse at different locations within the breast [1] , [6] , [7] . The other major category is based on tomographic imaging using nonlinear inversion in which a forward model is created using Maxwell's equations [8] , [9] . When using the tomographic techniques, the breast is irradiated by one antenna and the response is measured by a number of receiving antennas. By alternating which antenna is transmitting the signal, illumination from all directions can be achieved. These measurements are then inserted into a forward model based on the frequency-domain form of Maxwell's equations which, in turn, can be inverted to obtain the constitutive-parameter distribution of any target inside the imaging domain. The forward model based on Maxwell's equations leads to a nonlinear ill-posed inversion problem and implies that advanced signal processing techniques are necessary to obtain an image from the measurement of the transmit-receive data.
At Dartmouth College, a Gauss-Newton iterative method using a Tikhonov regularization for solving for the updates (GN-T) is applied for solving the nonlinear imaging problem. This method involves solving a forward problem at each iteration and constructing a Jacobian matrix from the forward problem to update the values of the constitutive parameters in the imaging domain. The update values are found by solving the normal equation to an under-determined linear problem at each iteration of the GN-T algorithm. This procedure requires the explicit calculation of the matrix . Because of the ill-posedness of the underlying problem, regularization is needed for which a Tikhonov algorithm [10, Sec. 5.1] is applied. The speed of the imaging algorithm is governed primarily by two factors, one being the speed of the forward solver, and the other being the ability of the algorithm to update the values of the constitutive parameters as accurately as possible, allowing for fewer calls to be made to the forward solver [11] , [12] .
The new algorithm for updating the values of the constitutive parameters described in this paper addresses the latter of these factors. The new algorithm uses the conjugate gradient least squares (CGLS) algorithm [10, Sec. 6.3] for calculating the updates at each iteration of the Gauss-Newton algorithm. The CGLS algorithm is an iterative algorithm for solving linear equations and determines the solution of the linear problem by projecting it into a Krylov subspace. The algorithm does not need the explicit calculation of the matrix but is capable of working directly on the Jacobian matrix. Furthermore, the regularizing effects of the CGLS algorithm are governed by the 0018-926X/$25.00 © 2007 IEEE number of iterations the algorithm is allowed to run, thereby allowing for easier control over the regularizing effects than in the current GN-T algorithm.
This paper contains a brief description of the current imaging system in Section II, and an introduction to solving imaging problems using the Gauss-Newton method in Section III. This section also contains a description of the algorithm currently applied. In Section IV, the new algorithm is introduced based on the CGLS algorithm. Finally, in Section V, the new algorithm is tested and its performance is compared to that of the currently applied algorithm using a simulation, phantom measurements, and patient data.
II. IMAGING SYSTEM
The imaging system at Dartmouth College consists of 16 monopole antennas positioned in a circular array, as shown in Fig. 1 , and is designed to operate over the frequency range from 500 to 2300 MHz. The patient lies prone on top of the measurement tank with the breast to be examined suspended through an aperture in the top of the tank as seen in the schematic in Fig. 2 . The tank is filled with a coupling liquid, closely mimicking the average constitutive parameters of the breast [13] , maximizing the amount of microwave energy coupled into the breast. A more thorough description of the imaging system is found in [14] .
During the acquisition of data, the antenna array scans through seven vertical positions at 1 cm increments. At each plane, the antennas sequentially act as transmitters while the response is measured at the remaining 15 antennas. This results in 240 coherent measurements of the scattered field for each plane. Currently, the system operates by creating two-dimensional (2-D) slice images of each of the seven planes and the image reconstruction is based on the assumption that the scattering problem can be reasonably represented as a 2-D problem [11] . The validity of this assumption has been investigated in [15] , wherein it was found that although the simplification of the imaging problem to 2-D does introduce some inaccuracies in the reconstructed images, the relatively small radius of the imaging system ensures that the inaccuracies are not critical.
III. GAUSS-NEWTON'S METHOD
When reconstructing the microwave tomographic images, the distribution of the constitutive parameters in the imaging domain is represented by the complex wave number squared (1) where the time notation is assumed. In this expression, is the permittivity, is the conductivity, is the free-space permeability, and and are the angular frequency and complex unit, respectively. The vector is a position vector in the imaging domain. The distribution of the squared wave numbers is determined by solving the minimization problem (2) where is a vector of field values calculated using the forward model for a given distribution of constitutive parameters stored in the vector , and is a vector of the corresponding measurements. The two-norm of a -element vector is the square root of the sum of the squares of the elements in the vector given by (3) where indicates the complex modulus of the elements. For this implementation, the image reconstruction is performed in terms of the relative change in phase and amplitude, the so-called log-phase representation [16] , as opposed to changes in the absolute complex field values. The measured data is represented using the difference in the logarithm of the amplitude and the unwrapped phase between a measurement with an empty system and a measurement with a target, i.e., a breast, present. The measurement data is stored in a vector (4) that is twice the length of the original complex measurement vector,
. The calculated data is reconfigured in a similar way, yielding the vector (5) In this expression, denotes the known distribution of constitutive parameters when there is no target present in the system, i.e., the constitutive parameters of the coupling liquid which can easily be measured using a commercially available probe kit. At Dartmouth College, an Agilent Network Analyzer (E5071C) with an Agilent Dielectric Probe Kit (85070E) is used.
The minimization problem to be solved for reconstructing the images can now be rewritten using the new vectors as (6) The use of the logarithm of the magnitude and unwrapped phase has been shown to emphasize the large relative changes observed at the antennas on the opposite side of the breast, i.e., within the main projection of the target, effectively containing more pertinent information about the scattering problem. At the same time, the signals with higher absolute magnitude measured by the antennas close to the transmitter, in which the object-induced changes are relatively small, are given less weight [16] .
The calculation of the forward solution is based on the 2-D form of Maxwell's equations, yielding a nonlinear optimization problem for which the Gauss-Newton method is applied [17, , [18] . Hence, it is assumed that the nonlinear expression for the field as a function of the distribution of squared wave numbers can be approximated locally by a first-order Taylor expansion as (7) where is the Jacobian matrix and (8) with being the current iteration number. In this form, the minimization problem can be reformulated as a number of local linear minimization problems given by (9) The iterative Gauss-Newton method currently applied at Dartmouth College consists of five steps in each iteration.
1) The forward model is used to calculate the electric fields from the distribution of constitutive parameters and to check for termination of the algorithm. 2) Calculate the Jacobian for the current property distribution, . 3) Obtain the Newton direction [18, Sec. 1.6] by solving the linear problem (10) using the normal equation and the Tikhonov regularization algorithm. 4) Determine the Newton step [18, Sec. 1.6] satisfying (11) 5) Update the values of the constitutive parameters using
The operations listed above can be divided into two categories. Steps 1 and 2 concern the forward calculations while steps 3 through 5 concern the computation of the new values. The most time consuming part of the iterations of the GN-T algorithm is the forward calculations in steps 1 and 2 which take approximately 1 min per iteration. The computation of the update, on the other hand, takes approximately 1 s. The new CGLS-based algorithm, to be described in Section IV, focuses mainly on improving steps 3 through 5, and aims to reduce the overall time consumption by reducing the number of iterations, and thereby calls to the forward solver, needed for the algorithm to converge. A review of the current implementation of the Gauss-Newton algorithm is presented in the following section.
A. Forward Solver and Jacobian
The forward solver used in the algorithm is a hybrid-element algorithm which uses the finite-element method for representing the electromagnetic scattering problem within the heterogeneous imaging domain and a boundary-element method for representing the homogeneous area outside of the imaging domain [19] . The values of the constitutive parameters are reconstructed on a coarse mesh, in this case with 559 nodes as shown in Fig. 3(a) , which are subsequently interpolated onto a finer finite-element mesh, in this case with 3903 nodes as shown in Fig. 3(b) , for computation by the forward solver [20] .
The influence of the antennas not acting as transmitter or receiver being present in the imaging system is accounted for by representing them as electromagnetic sinks within the surrounding boundary-element zone as described in [21] , [22] . The hybrid-element approach is useful as the forward solver here in that it is quite accurate because it does not require approximate boundary conditions. Its efficiency arises from the use of bounded matrix techniques facilitated by the finite-element approach and by the fact that only the target zone requires finite-element discretization [19] . In addition, incorporation of the adjoint technique [14] effectively reduces the calculation of the Jacobian matrix to a set of simple inner product operations, reducing the overall computation time of this task to a fraction of that of the forward solution.
B. Newton Direction
The Newton direction is currently found by solving the normal equation of the under-determined matrix equation (10) . The normal equation is given in terms of the matrix as (13) where the argument of the Jacobian matrix has been omitted for improved readability. Since this problem is ill-conditioned, the Tikhonov algorithm [10, Sec. 5.1] is applied, yielding the linear equation (14) where the regularization parameter is found using the method described in [23, Eq. (16)], wherein the trace of the matrix is used as the basis of the calculation.
C. Newton Step
Although advanced algorithms exist for calculation of the Newton step size [17, Ch. 8] , the fact that these algorithms all requires multiple calculations of the forward model to determine the optimum value of means that they are not well suited for use in this algorithm where calculation of the forward model is the most time consuming operation. Instead, a simple yet effective method has been implemented in which the Newton step is set to a value determined by the iteration number. Using this method, the value of is set to 0.1 during the first three iterations and then increased gradually in each of the following iterations until it reaches a value of 0.5 after 12 iterations. The small iteration step size has the primary benefit of ensuring relatively slow changes in the phase distribution of the computed fields between iterations thus acting to reduce the possibility of inducing complex nulls in the imaging domain. The avoidance of these nulls is crucial to the stability of this approach [24] .
D. Update of Values
The values of the constitutive parameters are updated using the standard formulation (15) Depending on the noise level and degree of model mismatch, the updated values may contain high-frequency spatial variation. This is minimized by the application of a spatial-filtering algorithm that smooths the values of by averaging them with a weighted sum of the values of the neighboring nodes [25, Appendix A].
E. Termination of Algorithm
In general, the algorithm converges within 13 to 15 iterations. In practice, especially while mass processing data from numerous patient exams, the algorithm is allowed to run 20 iterations to ensure convergence is reached.
IV. GAUSS-NEWTON CGLS ALGORITHM
The new algorithm is focused on steps 3 to 5 in the Gauss-Newton algorithm, that is, determining the update at each iteration. To obtain a more efficient algorithm, the three steps have been merged into a single step based on the use of the CGLS algorithm [10, Sec. 6.3] . The new algorithm is denoted as the Gauss-Newton CGLS (GN-C) algorithm.
A. CGLS Algorithm
The CGLS algorithm is an iterative algorithm of the conjugate gradient type, and is applied for determining the update values at iteration in the GN-C algorithm by solving the linear problem (16) and thus does not work on the normal equation. The solution to this linear equation after CGLS iterations ( CGLS iterations per each Gauss-Newton iteration ) is given by
where is the -dimensional Krylov subspace defined by the Jacobian matrix and the vector of the difference between the measured and calculated fields, and the arguments of the Jacobian and the calculated solution have been omitted for improved readability. The solution after iterations is thus the least-squares solution to the original problem projected into the -dimensional Krylov subspace .
Each iteration of the CGLS algorithm is comprised of five simple steps [10, Eq. (6.14)], allowing for an efficient implementation of the algorithm. The algorithm is initialized with all elements of the update vector set to zero (18a)
In addition to the update vector, the algorithm requires the residual vector which is initialized as (18b) and an auxiliary vector initialized by (18c)
At each iteration of the CGLS algorithm, the value of the update vector is computed using It can be shown that the vectors obtained by the matrix products of the transposed Jacobian and the individual residual vectors , are orthogonal to each other [10, Sec. 6.3] . This implies that the auxiliary vector is updated by adding an orthogonal vector scaled by the ratio between the squared norms of the current and previous residuals to the previously used vector, which corresponds to adding a new dimension to the solution. This illustrates how each iteration of the CGLS algorithm adds a dimension to the Krylov subspace onto which the solution is projected as stated in (17b). It should be noted that in finite precision, the orthogonality of the residual vectors is progressively diminished as the number of iterations with the CGLS algorithm increases due to rounding errors. This implies that there is an effective upper limit on the number of dimensions which can be obtained for the Krylov subspace. . The first iterations in the CGLS algorithm correspond to a high value of the regularization parameter in the Tikhonov algorithm, whereas the results obtained as the number of iterations increases correspond to decreasing the value of the regularization parameter. In this way, the regularizing effects of the CGLS algorithm is governed by the number of iterations rather than by an explicit regularization parameter.
B. Determining the Update Values
Usually, when solving a linear problem, the desired solution is that for which the L-curve has the maximum curvature, also known as the corner of the L-curve [10, Sec. 7.5]. However, it has been found in this work that this is not necessarily the case when solving for updates in the nonlinear GN-C algorithm. Instead, the result obtained after only a few iterations of the CGLS algorithm, corresponding to an over-regularized solution, has been found to yield the best results. Further discussion on this topic is found in Section V-A.
A two-step procedure for determining the number of iterations of the CGLS algorithm, similar to that previously suggested in [25] , has been developed based on the normalized two-norm given by (20) Early in the reconstruction process, only two iterations of the CGLS algorithm are needed to determine the update values. When the relative change in , defined as (21) between two iterations is greater than 10%, the number of iterations in the CGLS algorithm is increased to 16. This is based on the assumption that as the solution gets closer to the actual distribution of the constitutive parameters, the local linearization obtained by the first-order Taylor expansion is a better approximation to the actual problem than when the solution is far from the actual distribution. It should be noted that the value of is negative as long as the value of decreases, i.e., as long as the calculated data approach the measured data.
The termination of the Gauss-Newton algorithm is also based on the normalized two-norm . The algorithm is terminated when obtains a value greater than 3% or when the value of drops below . These thresholds have been determined by trial and error and are dependent on the noise level in the system. In systems with more noise these values should be increased while a lower noise level would allow for these thresholds to be decreased.
Since the GN-C algorithm has been designed to terminate at the maximally resolved image by adjusting the number of CGLS iterations in the latter part of the GN-C algorithm, it is important to terminate the algorithm based on the norm . If a fixed number of iterations is used the optimal number of iterations might be exceeded, and a point reached where the algorithm attempts to fit the solution to the unwanted noise-component in the measured data. When the GN-C algorithm reaches the point where it starts to fit the solution to the noise component of the measured data this will usually result in the value of starts to oscillate around some fixed value. This oscillation, in turn, will cause the value of to become positive (larger than 3%) and the algorithm should therefore be terminated.
C. Safeguard
To avoid the GN-C algorithm from getting trapped in a local minimum or an oscillating mode, a safeguard based on the twonorm of the update vector has been implemented. The two-norm of the update values are not allowed to exceed one quarter of the two-norm of the vector holding the values. To prevent this, the update vector is multiplied by a scaling factor determined by for for (22) and the value of the vector is updated using
The choice of a factor of 4 between the two-norm of the update vector and the two-norm of the vector holding the values has been chosen from an observation of when the algorithm fails and a considerable margin has been added. In our experience, for most cases the two-norm of the update vector is well below the limit and in the vast majority of cases where it exceeds the limit the algorithm still performs well without the scaling. In some instances, however, the update values can behave quite erratically and the scaling is necessary. When the scaling is applied, there has been no example of the algorithm failing, even though a large number of images of both simulations, phantom measurements, and patient measurements have been reconstructed. If anything, the scaling might be too restrictive, and a more advanced analysis of the update procedure may provide the means for determining it in a more sophisticated manner, thus allowing even faster convergence of the algorithm.
D. Summary of Gauss-Newton CGLS Algorithm
Combining these steps, the GN-C algorithm has the following steps in each iteration.
1) The forward model is used to calculate the electric fields from the distribution of constitutive parameters and to calculate the value of . The value of is used to check for termination and to check for the number of iterations to be used in the CGLS algorithm; 2) Calculation of the Jacobian for the distribution ; 3) Use the CGLS algorithm to calculate the update value with or depending on the value of and update the values of the constitutive parameters using (24) As with the GN-T algorithm, the most time consuming part of the iterations is the calculation of the forward solution, taking approximately 1 min while the update step takes less than 1 s. No measurable difference has been found in the overall time consumption per Newton iteration for the GN-T and the GN-C algorithms.
V. TEST OF ALGORITHM
In this section, the performance of the GN-C algorithm is compared to the performance of the previously used GN-T algorithm using simulation, phantom measurement, and patient data.
A. Simulated Data
A simple 2-D target has been simulated and the images reconstructed using the GN-C algorithm compared with those obtained using the GN-T algorithm. The target was a circular scatterer with a radius of 2 cm and constitutive parameters and in a background medium with constitutive parameters and . The target was centered at and a schematic of the setup is shown in Fig. 4 . The 16 point-source antennas were positioned equidistantly about a 15.2 cm diameter circle concentrically surrounding the 14.0 cm diameter imaging zone and the frequency was 1000 MHz. The simulated measurement data had Gaussian noise added with an amplitude mimicking a noise floor of 100 dBm.
The images obtained using the two different algorithms are shown in Fig. 5 . The images are seen to be close to identical with the GN-C algorithm reaching a slightly higher maximum value than the GN-T algorithm. Both techniques recover the target quite well in both permittivity and conductivity. The background variation in both conductivity images is quite similar and a direct consequence of the simulated noise which is much higher than that encountered in practice. The value of the normalized two-norm of the two algorithms is shown in Fig. 6  along with for the GN-C algorithms. The GN-C algorithm was terminated after 11 iterations because the value of decreases to a value less than 0.03. The sharp decrease in for the GN-C algorithm at iteration 11 indicates that the algorithm has transitioned from performing two to sixteen iterations in the CGLS algorithm. The value of decreases more quickly in the first few iterations, and subsequently levels out. The value of for the GN-T algorithm reaches a stable level after 13 iterations, and the image does not change significantly during the last seven iterations. The final errors for each are negligibly different which is not surprising given the similarity of the final images. To quantitatively compare the reconstructed values with the actual values, transects of the images for the two pairs along the axis are shown in Fig. 7 . The results obtained with the two different algorithms are quite similar. The permittivity reconstructed using the GN-T algorithm seems to be a slightly better fit to the true value with less overshoot of the central target value while no clear difference is seen in the images of the conductivity.
In Fig. 8 , the L-curve for the CGLS algorithm for the linear update problem at the first iteration of the GN-C algorithm is plotted against the L-curve that would be obtained using Tikhonov regularization for the same problem. The solutions obtained using the CGLS algorithm are seen to follow those obtained with the Tikhonov algorithm closely, with the first iteration yielding the point in the lower right part of the curve. The solution after two iterations, which is used to update the values of the constitutive parameters in the GN-C algorithm is indicated by the circle in the plot. This is quite far from the solution closest to the point where the L-curve has its maximum curvature, the solution which is considered to be optimal when dealing with linear problems [10, Sec. 7.5 ]. This point is achieved after 25 CGLS iterations and is marked with a " " in Fig. 8 . The update vectors and obtained after 2 and 25 CGLS iterations, respectively, are shown in Fig. 9 . In this figure, the elements of the vectors have been assigned to the corresponding coordinate positions, yielding images showing the spatial distribution of the updates. It is seen that the updates found using two iterations recover the shape of the circular target nicely and has virtually no spatial oscillations in the updates. The updates found using 25 iterations, corresponding to the point on the L-curve with maximum curvature, still detects the target but with many more spatial oscillations present in the update values. The center of the recovered object also has a reduced property artifact. The solution is therefore not suitable for updating the vector.
B. Fatty Breast Phantom
To illustrate the details in the new algorithm and the impact on the image quality when the algorithms are applied to reconstruct tomographic images from measured data, phantom data was acquired at 1100 MHz. A schematic representation of the phantom is shown in Fig. 10 . The phantom consisted of a 10 cm diameter thin-walled plastic cylinder filled with a glycerin-water mixture with constitutive parameters and simulating a primarily fatty breast. Inside the breast phantom, two smaller cylinders were positioned with liquids simulating fibroglandular tissue and a tumor. The 28 mm diameter tumor inclusion had constitutive parameters and while the 21 mm diameter fibroglandular inclusion was approximated by a liquid with and . The center of the tumor was positioned approximately 3 cm from the center of the breast with its center at while the fibroglandular inclusion had its center at , which is approximately 4 cm from the breast center. The coupling liquid had a relative permittivity of and a conductivity of . The results of the inversion with the GN-C and the GN-T algorithms are shown in Fig. 11 . The perimeter of the breast phantom is readily visible in both cases, with a higher degree of artifacts outside the phantom for the GN-C images. Both the size and contrast of the two inclusions are reconstructed better with the GN-C algorithm than with the GN-T algorithm. In contrast, the amplitude of the artifacts within the recovered breast phantom are significantly elevated in the GN-C algorithm compared to that of the GN-T algorithm. The fibroglandular inclusion is localized well in the GN-C images while it appears to blur with the surrounding background in the associated GN-T images. This further illustrates that the increased spatial resolution of the GN-C algorithm comes at the expense of a higher level of the artifacts. By adjusting the number of iterations of the CGLS algorithm in the latter part of the GN-C algorithm, the balance between spatial resolution and artifacts can be adjusted with fewer iterations yielding lower spatial resolution and more iterations yielding higher level of the artifacts.
The normalized two-norm for the GN-C and GN-T algorithms as function of the iteration number are shown in Fig. 12 . As was observed for the simulation case, it is readily seen that the value of declines much faster for the GN-C than for the GN-T algorithm.
C. Patient Measurements
Imaging the breast with the 2-D imaging system poses inherent challenges. For the planes closest to the chest wall, the possibility of artifacts arises due to the proximity of higher water content tissue associated with the pectoral muscles and the rib cage. For the planes closest to the nipple, the breast is more conical than cylindrical, posing different challenges for this system. It is therefore of interest to examine the performance of the new algorithm close to the chest wall, at the middle of the breast, and close to the anterior part of the breast. Fig. 15 .
The corresponding images obtained using the GN-C algorithm are shown in Figs. 14 and 16 , respectively. The results shown for the GN-T algorithm were reconstructed in 20 iterations while the GN-C algorithm reached convergence after 10 iterations for all three planes of the left breast and after 11 iterations for plane 1, 9 iterations for plane 4, and 11 iterations for plane 7 of the right breast.
The patient in this case was 36 years old, had scattered-density breasts and was imaged with an 80:20 glycerin:water coupling fluid. The tumor was distributed over roughly a 4 cm diameter zone located near the anterior of the right breast at a 7 clock-face orientation, viewing the patient en face. The images for the two methods are quite similar providing a level of confidence for the overall approach. In general, the breast properties are lower than those of the background medium, with the complete perimeter of the breast in plane 1 not entirely visible-most likely due to the breast cross section being either larger than the imaging zone or positioned too close to the antenna array. The conductivity images for plane 1 are quite homogeneous within the breast perimeter. The permittivity images show scattered zones of slightly elevated properties, corresponding to scattered fibroglandular zones. The differences between the GN-C and GN-T algorithm images are minimal for this plane.
The full outline of the breast is more obviously discerned at the fourth imaging plane. Both the permittivity and conductivity images display elevated zones throughout the breast cross section associated with fibroglandular tissue. The elevated zones for the right breast appear to be more concentrated in the lower left quadrant, suggesting some influence from the tumor. This feature seems to be accentuated more by the GN-C algorithm. Likewise, a crescent-shaped feature to the right of the permittivity image of the left breast is also more accentuated in the GN-C images. While this is most likely due to the presence of fibroglandular tissue, it may be an example of the GN-C algorithm overshooting the recovered property values similar to the simulation case above. Of less importance but still noticeable is that the recovered background distribution (i.e., outside the breast perimeter) is more uneven for the GN-C algorithm.
The images for plane 7 also provide useful information about the patient. Obviously the overall breast cross section is smaller than for the previous planes. In addition, similar to that of plane 4, the recovered background distribution is fairly uneven-more so in the GN-C images than in the GN-T counterpart. For the most part, both left breast conductivity images show minimal variation within the breast. The corresponding permittivity images show an elevated zone to the right which may be associated with the higher properties of the nipple and concentrations of fibroglandular tissue. The elevated zone in the GN-C image is more localized with a higher central value than that for the GN-T image which appears partially blurred into the surrounding background distribution which is slightly elevated compared with the overall breast properties. The plane 7 images of the right breast all show localized property-enhanced zones in the lower left quadrant associated with the tumor location. The overall breast outline is vaguely visible within the background because of the limited breast/coupling liquid contrast there. The reconstructed tumor zones are more readily distinguished in the GN-C images because the recovered properties are higher.
In addition to the patient data presented in this paper, a number of other reconstructions of patient data have been carried out, and in general the GN-C algorithm is better able to extract internal features at the cost of overall enhanced image artifacts. The increased artifact level is a result of the GN-C algorithm, in the process of extracting all available information from the measurement data, includes an increased amount of the signal noise in the reconstructed image. The enhanced artifacts affects the reconstructed images in two ways. First, the calculated signal changes because of the artifacts. If the reconstruction algorithm is not terminated, this may lead to the algorithm attempting to fit the reconstructed image to a solution in which the noise, and thereby the artifacts, are dominant, yielding unpredictable results and useless images. Second, the enhanced artifacts inside the breast may be interpreted as tumors, thereby causing a false cancer-detection. It is therefore of great importance to terminate the GN-C algorithm as described in Section IV-B.
As mentioned earlier, a significant advantage of the GN-C algorithm is the number of iterations required to reconstruct the images. Given the fact that the time needed to complete one iteration is the same for both algorithms, the use of the GN-C algorithm reduced the overall time consumption by 45% to 55%.
VI. CONCLUSION
A new algorithm for determining the update values of the constitutive parameters in an iterative Gauss-Newton algorithm for microwave imaging of the breast has been derived. The algorithm is based on the use of the CGLS algorithm for solving the linear problem arising when solving for the image update values. The algorithm has been implemented as a two-stage procedure in which the first iterations of the Gauss-Newton algorithm are used to extract a coarse estimate of the distribution of constitutive parameters in the imaging domain while the latter set are used for extraction of finer details.
When compared to the previously used inversion algorithm, it appears to detect small objects more reliably at the cost of increased image artifacts. The artifacts can potentially be problematic in breast screening by increasing the number of false cancer detections. Further research is currently being pursued with the aim to reduce the level of the artifacts without sacrificing the increased spatial resolution.
Finally, the GN-C has been shown to use fewer iterations to converge, thus reducing the time-consumption by as much as 55%.
