A popular approach to forecasting macroeconomic variables is to utilize a large number of predictors. Several regularization and shrinkage methods can be used to exploit such highdimensional datasets, and have been shown to improve forecast accuracy for the US economy.
Introduction
Forecasts of macroeconomic variables, in particular key indicators such as GDP growth, inflation and interest rates, are necessary inputs for government budget planning, central bank policy making and business decisions. Forming forecasts based on lags of other macroeconomic variables is an approach that dates back at least as far as efforts by Mitchell and Burns (1938) and Burns and Mitchell (1946) to find leading indicators of the business cycle. The use of time series approaches for macroeconomic forecasting gained impetus in the 1970s and 1980s as forecasts from univariate ARIMA models (Box & Jenkins, 1970) and vector autoregressions (VARs) (Sims, 1980) were shown to outperform structural macroeconomic models (for a discussion of this history see Diebold, 1997, and references therein) . During this era, the information sets used to form forecasts typically contained only a small number of variables.
This situation changed in the early 2000s as researchers began to compose high-dimensional macroeconomic datasets. Two of the earliest and most widely used examples are the US dataset containing 149 variables measured at a monthly frequency featured in Stock and Watson (2002) (hereafter referred to as the 'Stock and Watson data') , and the Euro area dataset containing 447 variables measured at a monthly frequency featured in Forni, Hallin, Lippi and Reichlin (2003) .
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In both studies, utilising a large number of predictors in a dynamic factor modelling (DFM) framework (see Geweke, 1977; Sargent & Sims, 1977) leads to improved forecasts of industrial production relative to standard benchmarks. A key factor in the popularity of this approach is its simplicity; principal components provide consistent estimates of the dynamic factors and can subsequently be used in auxiliary predictive regressions. There is an extensive literature that establishes how the DFM, when used with a large number of predictors, yields good forecasts for macroeconomic variables such as output and inflation for a number of different economies (see Eickmeier & Ziegler, 2008 , for an overview).
Despite its success, the DFM is by no means the only framework for forecasting with a large number of predictors. Advances from the statistics and machine learning literature have also been exploited in the macroeconomic context. For example, De Mol, Giannone and Reichlin (2008) consider both ridge regression and the LASSO (see Tibshirani, 1996) for the Stock and Watson data and obtain forecasts that have a similar performance to those obtained from a DFM. Bai and Ng (2008) use least angular regression or LARS (Efron, Hastie, Johnstone & Tibshirani, 2004) to select a set of 'targeted predictors'. Forecasts are then produced using either these targeted predictors on their own, or alternatively by using the principal components of the targeted predictors. Bai and Ng (2008) show that at least for some periods of the data, methods based on LARS produces better forecasts of CPI, personal income, retail sales, industrial production and total employment compared to the case where principal components are formed using the full information set. Methods that account for model uncertainty such as bootstrap aggregation or 'bagging' (see Breiman, 1996; Bühlmann & Yu, 2002; Lee & Yang, 2006) have been successful in forecasting inflation by Inoue and Kilian (2008) . Finally, in the class of multivariate forecasting there has been a focus on "big" VARs estimated using Bayesian techniques. Examples include Kadiyala and Karlsson (1997) , and more recently Bańbura, Giannone and Reichlin (2010) , Carriero, Kapetanios and Marcellino (2011) and Koop (2013) who utilize shrinkage priors including the so-called Minnesota prior of Doan, Litterman and Sims (1984) and Litterman (1986) .
Although the literature on macroeconomic forecasting with a large number of predictors is vast, it is possible to make some general conclusions. First, somewhat unsurprisingly, there is no single method that dominates all alternatives for every series at every horizon. Second, the benefit from expanding the information set beyond 20-40 variables is often small, a conclusion particularly supported by Bai and Ng (2008) , Bańbura et al. (2010) and Koop (2013) . Third, forecasts based on principal components are highly competitive. In a thorough empirical study Panagiotelis et al.: 13th September 2018 Stock and Watson (2012) conclude that "it will be difficult to improve systematically upon DFM forecasts using time-invariant linear functions of the principal components of large macro datasets like the one considered here.".
Since these conclusions have been formed on the basis of using only US data, it is worthwhile questioning whether the same results can be found for other economies with vastly different characteristics to the US. A major contribution of this paper is to introduce an extensive Australian macroeconomic data set comparable in size to that of the US, comprising 151 quarterly Australian macroeconomic variables which naturally divide into 12 categories of macroeconomic activity. To the best of our knowledge, such a dataset has not been analysed previously, and since Australia is a small open economy it provides an interesting point of contrast with the excessively mined Stock and Watson US data. A notable exception is Eickmeier and Ng (2011) who focus on New Zealand, a small open economy similar to Australia. Eickmeier and Ng (2011) find that adding international predictors assisted substantially in forecasting New Zealand GDP. We investigate here if this conclusion is also applicable to Australia by adding to the predictor set another 185 international variables.
Using these variables we undertake an empirical comparison of the aforementioned approaches, including the dynamic factor model, in the context of forecasting Australian macroeconomic variables. We focus our attention on forecasting three key variables, namely Gross Domestic Product (GDP) growth, Consumer Price Index (CPI) inflation and the overnight IBR (interbank rate). The IBR is closely related to the 'cash rate', the main monetary policy instrument targeted by the Australian central bank. We use the IBR here as the cash rate series only begins in August 1990. The two series are essentially identical over the period for which they are both available.
To investigate the value of expanding the number of predictors, we consider information sets of increasing sizes similar to Bańbura et al. (2010) and Koop (2013) . To facilitate this analysis, we complement tabulated results with a set of scatter plots which assist in effectively visualising a large amount of information.
The rest of the paper is organised as follows. In Section 2, we provide the details of the Australian macroeconomic data set. Section 3 describes the alternative forecasting approaches we implement in this paper. Section 4 introduces the measures of forecast accuracy we use and Section 5 gives the main empirical results.

An Australian Macroeconomic Data Set
The Australian macroeconomic data set compiled for this study comprises 151 variables collected from the Australian Bureau of Statistics (ABS) and the Reserve Bank of Australia (RBA). The series IDs assigned by either the ABS or the RBA are recorded in Table 5 . The variables naturally divide into 12 categories shown in Table 6 . Each variable consists of 123 quarterly observations spanning the period Q4 1984 to Q2 2015. Variables which are observed at a monthly frequency are aggregated to quarterly by averaging over the 3 months in a quarter (as in Koop, 2013) . Each variable is transformed to stationary (similar to Stock & Watson, 2012) , with the transformations listed in Table 7 .
The complete data set is available from the Australian Macro Database (AMD) at http:// ausmacrodata.org/research.php. This link provides two files. The first contains the variables as used in this paper. Hence, the file contains all the variables observed over the above mentioned This allows us to investigate the impact of utilizing information sets of differing sizes.
The motivation for considering these nested sets is similar to that of Bańbura et al. (2010) and Koop (2013) . Tables 8-12 provide a detailed description of each variable, along with the transformation applied to achieve stationarity, as well as the category to which each variable belongs.
To further illustrate, the smallest of the information subsets I 3 (see Table 8 ) contains real GDP growth, CPI inflation and IBR (the interbank overnight cash rate equivalent to the Federal funds rate in the US). These are widely considered as three of the more important variables in macroeconomic forecasting and they have been used in many simple DSGE models (see for example An & Schorfheide, 2007; Bańbura et al., 2010; Christiano, Eichenbaum & Evans, 1999) . The information subset I 13 (see Table 9 ) includes in addition to the three variables in I 3 , the Australian versions of those variables modelled in: the small VAR of Bańbura et al. (2010 (the total number of persons employed); the medium VAR of Koop (2013) (the industrial production index, private dwelling approvals and the S&P ASX AllOrds stock price index); and the monetary model of Christiano et al. (1999) (the commodity price index of Australia, M1 and total credit). Since Australia, in contrast to the US, is a small open economy we also include in this set, terms of trade, import and export volumes (Dungey & Pagan, 2009 ).
The set I 23 (see Table 10 ) contains the remaining 10 variables which are mostly aggregate information, e.g., consumption, labour, money, exchange rates. These variables account for other aspects of the economy not accounted for in I 13 . In general, the variables chosen in this scenario are analogous to those selected by Koop (2013) who refer to these as "medium" scale models.
Combining the variables included in the preceding information subsets with an additional 20 variables leads to the information set I 43 (see Table 11 ). It consists of the majority of aggregate variables in the information set. Koop (2013) refers to these as "medium-large" scale models.
Finally, we consider the largest information set I 151 (see Table 12 ) by adding the remaining 108 variables which are mostly disaggregate variables.
International Data
We have also compiled an international data set containing 134 economic variables from China, the Euro Area, Japan and the US which together account for almost half of Australia's total trade and an additional 51 commodity prices. These international variables combined with the Australian data leads to an extended information set I 336 (see Table 13 ). In a recent paper, Bjørnland, Ravazzolo and Thorsrud (2017) investigate the marginal predictive power of a global factor extracted from real GDP growth rate of 33 countries for forecasting real GDP growth in each country. Australia and New Zealand are two countries where this global factor does not reduce the root mean squared error relative to the autoregressive benchmark. However, Eickmeier and Ng (2011) compile a more "supervised" international data set for New Zealand (in the sense that the countries are selected judiciously to have relevance to the New Zealand economy), and they find that including the international data does improve forecasts. We therefore follow Eickmeier and Ng (2011) in assembling our international data set.
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Forecasting Methods
We investigate a wide range of forecasting methods applied to the Australian macroeconomic data set described in the previous section. These techniques include univariate benchmarks such as a naïve forecast and the AR model, and some more advanced approaches for forecasting high-dimensional data sets such as the dynamic factor model, ridge regression and least angle regression as well as multivariate Bayesian VARs.
Let x t be a K-vector with elements x i,t : i ∈ I K , where x i,t is the value of macroeconomic variable i at time t, after it has (i) been transformed to stationarity, (ii) centered by subtracting the mean, and (iii) standardised by dividing by the standard deviation. Also define z t := x t , x t−1 , . . . , x t−p+1 as a Kp-vector containing all the information (including lagged information) available at time t. Finally define y t as the target variable which will be an element of x t .
All methods that we consider provide forecasts which are linear combinations of the predictors, allowing us to use the following general form
is an one-step-ahead forecast of the target variable using forecasting method M and θ M := θ 1, ,θ 2, , . . . ,θ K, whereθ i, is the weight placed on the th lag of the ith variable in information set I K . This can also be expressed in terms of the stacked form aŝ
is a Kp-vector. Note that Equations (3.1) and (3.2) specify a one-step-ahead forecast. Although our focus is on GDP growth, CPI inflation and IBR, we produce forecasts of all predictors in I k so that they can subsequently be used as inputs to form multistep ahead forecasts in a recursive fashion. Marcellino, Stock and Watson (2006) provide some justification for using iterated forecasts rather than direct forecasts as do Hsu, Hung and Chang (2008) , in the context of LARS. For our data, direct forecasts were not appreciably better than iterated forecasts and are thus not considered in what follows. For the DFM producing forecasts in an indirect fashion would also require the specification of a forecasting model for the factors. Since our results will be sensitive to the choice of forecasting model for the factors we
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follow what is typically implemented in the literature and employ a direct forecasting method for the DFM instead. We discuss this further in Section 3.2.
Benchmarks
Two benchmark models are used to facilitate the empirical evaluation undertaken in this paper.
The first benchmark we consider is the sample mean which in this setting forms a natural naïve benchmark. Since the data are mean corrected,ŷ naive t+1 = 0 implyingθ naive = 0. It is worth noting that for macroeconomic variables of interest such as GDP and the interbank overnight cash rate which usually require first-differencing for stationarity, the sample mean forecast is equivalent to assuming a random walk model with drift for the original variable.
The second benchmark we consider is the standard AR(p) model. Recalling that y t = x j,t , in the general framework of Equation (3.2),θ
The non-zero weights are found as estimates of an AR(p) model. It is worth noting that AR(p) forecasts only utilize the information in the target series and therefore form a natural benchmark against the univariate forecast procedures which extract information from a large number of predictors. We select p by minimising the BIC with a maximum lag of p = 4. These are denoted as "AR" in the results that follow.
Dynamic Factor Model (DFM)
The dynamic factor model assumes that r D unobserved dynamic factors can summarize the information set of the predictors x t where r D K. More precisely we assume that x t admits the approximate factor structure 
Ridge Regression
Ridge regression is a method that shrinks the estimates of regression coefficients towards zero relative to the least squares solution. It can be motivated by adding a penalty on the L 2 norm of the coefficients to the usual sum of squared errors objective function, or in a Bayesian context by assuming a conjugate Gaussian prior on the coefficients. In our context, ridge regression implies that the forecasts weights have the following closed form
where r R ≥ 0 is a parameter the controls the amount of shrinkage on the ridge coefficients and
It is worth noting some similarities between the dynamic factor modelling approach, which is effectively a principal components regression, and ridge regression. Principal components analysis considers a rotated version of the predictor space and shrinks the coefficients corresponding to smaller eigenvalues to be exactly zero. When ridge regression is considered in this rotated space, coefficients are shrunk by a factor of d 
is close to zero for small d i , ridge regression shrinks the coefficients corresponding to smaller eigenvalues towards zero to a greater degree than coefficients corresponding to large eigenvalues, but in contrast to principal components regression, ridge regression does not shrink any of these coefficients exactly to zero.
Least Angle Regression (LARS)
Least angle regression is a shrinkage and variable selection method proposed by Efron et al. (2004) and is motivated by the forward selection and the forward stagewise methods for selecting regression models (e.g., Hastie, Tibshirani & Friedman, 2009) . A comprehensive formulation of the technical details underlying the LARS algorithm can be found in Efron et al. (2004) , but we summarise the main features here. The LARS algorithm is initialised at a null model that includes no predictors. In our context, the dependent variable is y t and the set of potential predictors is z t−1 , although in the following discussion, the time index t and t −1 will be dropped for convenience. Let S k be the set of predictors included at step k of the LARS algorithm. At step k of the algorithm, the coefficients of the predictors are updated in an equiangular fashion towards the least squares solution of a regression of y on z i : z i ∈ S k , with the residual given by e k . This proceeds until the correlations between e k and the z i : z i ∈ S k are equal to the correlation between e k and some z i S k . The algorithm proceeds to step k + 1, we define S k+1 = {S k , z i } and the coefficients are now updated in the direction of the least squares solution of a regression of
It is worth noting that the selection process of the LARS algorithm actually delivers a ranking of the predictors. This is a great advantage when forecasting with a handful of economic variables as practitioners can get a feel for which variables are more important than the others.
Moreover, at no further computational cost, the LARS algorithm can be used to implement forward stagewise selection. In practice, the LARS algorithm often provides a solution to the LASSO objective function
where a minor modification to the LARS algorithm guarantees equivalence. The total level of shrinkage is controlled by the number of variables selected which we denote as r L . This implies that for LARS the forecasts in Equation 
Bagging LARS
Bootstrap aggregation or bagging (e.g., Breiman, 1996) is a prevalent device for improving the accuracy and stability of statistical learning algorithms. Rather than training the parameters once, bootstrap samples are taken, the parameters are trained on each bootstrap sample and are then averaged.
In macroeconomic forecasting, bagging has been used in conjunction with pretest methods for variable selection whereby variables are included only if their corresponding t-statistics exceed some hard threshold (see Inoue & Kilian, 2008; Stock & Watson, 2012 , for more details).
Rather than follow Inoue and Kilian (2008) and Stock and Watson (2012) we use bagging in conjunction with LARS rather than the pretest method for three main reasons. First, for K = 151, the number of predictors is larger than the number of observations, a scenario that cannot be handled by the pretest methods but can be handled by LARS. Second, pretest methods can select predictors that are highly correlated with one another, which as Bai and Ng (2008) point out, can be avoided by LARS. Selecting highly correlated predictors reduces the benefit from bagging since model averaging is most effective when the predictors carry distinct information.
Third, bagging with LARS has a computational cost of the same order as ordinary least squares.
In the empirical evaluation that follows we refer to forecasts generated from bagging LARS as "BagL" or "Bag-LARS". If we letθ LARS b be the coefficients obtained in the manner described in Section 3.4 but for bootstrap sample b then by the linearity of our forecastŝ
where B is the total number of bootstrap samples. Given the similarities between LASSO and LARS our approach is similar to Bach (2008) .
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A Bayesian VAR
The multivariate forecast method we focus on is a Bayesian VAR (see for example, Bańbura et al., 2010; Carriero et al., 2011; Koop, 2013) . Unlike the conventional VARs that only include a small number of variables (typically less than ten), such Bayesian VARs can allow for quite a large number of predictors. For instance, the BVAR of Bańbura et al. (2010) contains 131 predictors.
In the previous sections we have let x t be the K-dimensional vector the elements of which are the macroeconomic variables in the information set I K . Thus, a multivariate VAR(p) can be expressed as
where e t+1 is a vector of errors distributed independently N (0, Σ) across t and {A i ; i = 1, 2, . . . , p} are K × K autoregressive coefficient matrices. As in the previous sections trends and means are assumed to have been properly removed.
, the model (3.5) can be alternatively expressed as
We employ a normal-inverted Wishart prior proposed by Kadiyala and Karlsson (1997) 
where the parameters v 0 , S 0 , A 0 , Ω 0 are hyper-parameters set as follows. The values of A 0 and Ω 0 are set according to the Minnesota prior (Litterman, 1986) :
where The prior given in (3.6) together with the likelihood given in 3.5 lead to the conditional posteriors which are also normal-inverted Wishart,
where
Due to conjugacy, Σ can be integrated out analytically leading to a multivariate t distribution for vec(A) | X with posterior (Zellner, 1971 ).
The Bayesian VAR also generates forecasts that are linear combinations of the predictors. To express this in the form of Equation 3.2 we isolate a single element of x t , namely y t = x j,t , and the weights on the predictors for a one-step-ahead forecast are given bŷ
where a j denotes the jth column of A
Setting Regularisation Parameters
The levels of regularization in the dynamic factor modelling approach, the ridge regression, LARS and Bayesian VAR depend on a parameter denoted r D , r R and r L and r B respectively.
In the case of the dynamic factor model we employ the maximum eigenvalue ratio estimator of Ahn and Horenstein (2013) 
, where λ k is the k th eigenvalue of Z Z , while the number of lags used to form Z is determined by minimising BIC. For ridge and LARS we use cross-validation, a choice supported by the conclusion in Bergmeir, Hyndman and Koo (2015) that cross validation is valid when statistical learning methods are applied to purely autoregressive models. The default setting of 10-fold cross validation was used in the R-packages, glmnet (version 2.0.5) and lars (version 1.2) for estimating ridge and LARS respectively. As an
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alternative, for LARS we also implemented the C p -type selection criterion proposed by Efron et al. (2004) . However, its performance was inferior to that of cross validation and therefore we do not report the results. Finally, for selecting the shrinkage parameter of the Bayesian VAR we follow Bańbura et al. (2010) and Koop (2013) . All forecast approaches make use of a maximum of 4 lags of the predictors which includes 4 lags of the dependent variable as well.
For all methods, regularisation parameters are re-evaluated for every rolling window.
Forecast evaluation
We consider h = 1 to 4-steps ahead forecasts for each of the six information sets described in Section 2. We should reemphasise that all the estimation and calculations that follow are based on the variables after transformation to stationarity. The forecast evaluation begins using a training window of 10 years, i.e., 40 observations. Each model is estimated within this window from which h = 1 to 4−steps-ahead forecasts are generated. The window is then rolled forward one quarter at a time until the end of the sample (similar to Stock & Watson, 2012) . Sample means, sample variances and models are re-estimated and forecasts are generated with each step. This results in 75 − h out-of-sample forecasts for each forecast horizon h, which are used to evaluate the forecast performances of the competing models.
We consider two measures of forecasting accuracy: RMSE (root mean squared error) and MASE (mean absolute scaled error) (see Hyndman & Koehler, 2006 , for further details). As mentioned in Section 3, each variable is standardised using the sample mean and variance of each estimation window before the methods are applied. The RMSE and MASE vary in nature in that the former is a scale dependent measure while the latter is a scale independent measure. We calculate both forecast error measures on the standardised variables.
An important issue to be aware of is the stability of forecast performance over time. In the context of macroeconomic data, even when a useful predictor or method is found for a certain subsample of data, its performance may deteriorate in the future due to a structural break.
Rerunning all selection algorithms over the running window may mitigate this to some extent.
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Each entry shows the RMSE of the forecast approach relative to the naïve benchmark. K denotes the number of variables included in the information set as defined in Section 2. The entries in bold show the minimum RMSE achieved by each alternative approach using information sets of varying sizes. Our interest here is to assess the value added to forecasting key Australian macroeconomic variables by increasing the size of the information set and by also including international variables. The results based on the MASE are presented in qualitatively similar for both measures and therefore the discussion that follows refers to both sets of results.
Most entries in Table 1 are close to 1. This indicates that in general the competing forecasting approaches do not forecast the three target variables more accurately than the naïve approach.
In most cases the competing methods at best match the naïve benchmark or only slightly outperform it. Hence, it seems that in particular with Australian GDP using a random walk with drift is sufficient.
All competing methods perform considerably better than the naïve benchmark in forecasting the IBR for at least h = 1 and for some cases 2-steps ahead. Interestingly the AR benchmark
performs remarkably well for h =1-step ahead for both CPI inflation and IBR. For both these variables at least for very short horizon forecasting, information from the additional predictors does not seem to assist. Using only their own past information suffices.
In contrast to the general perception from forecasting US macroeconomic variables, the dynamic factor model performs poorly with forecasting Australian macroeconomic variables independent of the size of the information set and whether international variables are included or not.
The DFM is considerably less accurate than the naïve benchmark and the other competing methods for both forecasting GDP growth and CPI inflation. In most cases it seems that its best performance comes from using the smallest possible information set of K = 3. We should note that beside the results we present here, for which the number of factors for the DFM is selected by the Ahn and Horenstein (2013) maximum eigenvalue ratio test and the number of lags selected using the BIC, as specified in Section 3.7, we also experimented with: using other model selection criteria such as the AIC and HQ in combination with the Ahn and Horenstein (2013) maximum eigenvalue ratio test; setting the number of factors to 1, 3, 5 and 8; and including the international variables with a smaller (K = 13) set of Australian variables. The results we present here are the best for the variations of the DFM we experimented with.
In an effort to investigate the effect of the information set sizes, we discover some interesting findings. The results for Ridge show that there are considerable improvements in accuracy going from K = 3 to K = 13, with minor improvements after that. For LARS there does not seem to be any differences stemming from the information set used. As expected, bagging LARS shows some improvements (although minor) in some cases. There is a substantial improvement in the accuracy of the BVAR by increasing the information set from K = 3 to K = 13, and some marginal improvements after that.
With regards to forecast stability we can draw a number of conclusions from the results of the Giacomini and Rossi (2009) test summarised in Table 3 . First, for the forecasts from the naïve and AR benchmarks the null that forecasting performance is stable is rarely rejected. Of the regularisation methods, LARS in general seems to provide the most stable forecasts. This suggests that when a predictor loses its forecasting power after a structural change, LARS as a hard thresholding method will eventually drop this predictor as the rolling window moves forwards. Looking at the key variables, forecast stability is highest for the interbank rate, followed by GDP growth, followed by CPI inflation. This may be explained by changes in monetary and wages policy that ensure that good predictors of inflation change rapidly over time. Overall, the results do suggest that overfitting and a lack of forecast stability may be contributing factors to the failure to outperform a naïve benchmark. Table 4 , although results for multi-step ahead forecasts led to similar conclusions. In general, we find that the performance of all methods, relative to naïve forecasts, deteriorates during the post-GFC period, for all three variables of interest with very few exceptions mostly for IBR.
It is conventional in the literature to report the forecast accuracy for one measure of real economic activity (usually the growth rate of GDP), one measure of inflation (usually the CPI inflation) and one interest rate. This is what we do in Tables 1-2 . However, the data set contains horizontal axis shows the percentage reduction in the error measure achieved by the forecasting approach relative to the naïve benchmark. The further to the right the point, the larger the error measure for the naïve benchmark; i.e., the harder the variable is to forecast.
1 RMSE results are similar hence we do not present them here to save space. All RMSE results are available upon request
Macroeconomic forecasting for Australia using a large number of predictors
The scatter plots confirm and generalise some of the conclusions we have drawn so far. For example, it seems very challenging to forecast Australian macroeconomic variables more accurately than a simple benchmark such as the naïve with large cloud of points gathering above the horizontal axis, especially for the GDP category and for h ≥ 2. From these, the points associated to the DFM (cyan solid circles) seem to be mostly identified as the ones with the largest loss compared to the naïve clustering well above the horizontal axis.
Despite the cloud of points above the horizontal axis there are also clouds of points that gather below the horizontal axis for each of the three categories of interest. An interesting question is whether concentrating on these "forecastable" variables, for example components of GDP growth or disaggregate variables of prices or interest rates can help in more accurately forecasting the aggregates. 
Panagiotelis et al.: 13th September 2018
The colors indicate the 12 categories the variables belong to and the shapes identify the competing forecast approaches implemented. The vertical axis denotes the percentage deviation in RMSE for the competing approaches relative to the naïve benchmark. The horizontal axis denotes the MASE of the naïve benchmark.
Discussion and Conclusion
The dataset comprising a large number of Australian macroeconomic variables provides an alternative empirical platform for research on macroeconomic forecasting to the oft-analysed US data of Stock and Watson (2002) . Our results point to an important feature of this data set that distinguishes it from its US and European counterparts.
We find that for forecasting Australian key macroeconomic indicators simple methods that ignore information in the predictor set such as the naïve sample mean or the univariate autoregressive model compete well with, or in most cases do better than, alternative more complex methods that deliver forecasts as linear combinations of large sets of predictors. The alternatives we explore include methods that select a subset of predictors, such as LARS, or methods that use all predictors, such as ridge regression, VARs or dynamic factor models. This leads us to conclude that the signal in what are supposedly related macroeconomic variables used for forecasting key indicators is very weak. Moreover, it also possible that the relationship between the target variables and these predictors are extremely non-linear or unstable. Hence, this data set provides a good and challenging laboratory for future research on forecasting when signals are weak or relationship between variables is highly non-linear and unstable.
From an Australian perspective, forecast stability tests show that the reduced form relationships between the key macroeconomic variables and domestic macro variables have been too unstable to lead to useful forecasts. The sample mean is the best forecast for the GDP growth rate and forecasts from univariate autoregressive models are best for CPI inflation and inter-bank rate.
Moreover, the addition of a judiciously chosen set of macroeconomic variables from Australia's major trading partners and data related to Australia's major exports to the set of predictors does not improve the forecasting performance over the naïve benchmarks. This is in sharp contrast to Eickmeier and Ng (2011) results for New Zealand, where the addition of international predictors produces significantly better forecasts than univariate benchmarks. This may be due to difference in the main export commodities in two countries (minerals in Australia versus agricultural products in New Zealand) coupled with relatively lower degree of penetration of New Zealand exports in the international export markets, which makes New Zealand exports more responsive to economic conditions in a small number of countries. A reflection of these differences was that Australia did not experience a recession during the global financial crisis whereas New Zealand did. There is also a possibility that the univariate benchmark in Eickmeier and Ng (2011) was particularly unstable, which might have exaggerated the performance of the
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Macroeconomic forecasting for Australia using a large number of predictors "many predictor" models, since Bjørnland et al. (2017) find that international data do not help predict GDP growth rate for either Australia or New Zealand.
A significant result for economists interested in forecasting macroeconomic variables with many predictors is that, in contrast to the US data, the dynamic factor model does not retain its good forecast performance for the Australian economy. This result holds for different target variables, different sizes of information sets, and for different forecast horizons. Furthermore, this general conclusion is also robust to including either fewer or more dynamic factors.
Leaving aside the fact that simple univariate benchmarks outperformed most of the multivariate forecasts, our results show that adding extra predictors can improve the forecast accuracy over small models, especially for the shorter forecast horizons of one or two quarters ahead. In particular, we find gains in the accuracy of forecasts of the key macroeconomic variables of interest after increasing the information set from 3 to 13 predictors. However, the benefits from using conjunctural information (mostly disaggregate variables) beyond the main aggregate variables are found to be minor. Not considering the naïve sample mean and autoregressive benchmarks, the most accurate forecasts for the key macroeconomic variables are largely obtained with no more than 23 predictors, which are aggregates that characterize important aspects of the Australian economy. This finding is in line with Bańbura et al. (2010) and Koop (2013) who find little gain in expanding the information set beyond 20 important aggregates for the US data when forecasting with Bayesian VARs. We find that this is a general result, and robust to the different approaches to forecasting that we consider in the paper.
A Data Appendix
The complete data set as used in the paper can be downloaded the Australian Macro Database from http://ausmacrodata.org/research.php. An up-to-date complete data set can also be downloaded from this page. Macroeconomic forecasting for Australia using a large number of predictors Macroeconomic forecasting for Australia using a large number of predictors benchmark, when using an information set of only K = 3 predictors, the variables we consider as the ones of main interest. As the information set increases beyond these three variables, ridge and BVAR catch up and provide qualitatively very similar forecasting performance to the LARS results. It is only for very few cases, for K ≥ 13 and only for h = 1, that these four methods show any improvement over the naïve benchmark; however, this improvement is not substantial. The DFM seems to be in almost all cases, the least accurate.
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The scatterplots that follow extend the results presented in Figure 1 for the rest of the twelve variable categories. As a reminder for each point on the scatterplot, the value on the vertical axis denotes the percentage deviation of the error measure of the competing approach relative to the error measure of the naïve benchmark for that particular variable. The corresponding value on the horizontal axis denotes the error measure for the naïve benchmark. Hence a point below the horizontal axis shows the percentage reduction in the error measure achieved by the forecasting approach relative to the naïve benchmark. The further to the right the point, the larger the error measure for the naïve benchmark; i.e., the harder the variable is to forecast.
Some very interesting observations can be made. In general the DFM seems to be the least accurate, and not a suitable method for forecasting Australian macroeconomic variables. For many variable categories we observe some sizeable improvements in forecast accuracy over the naïve benchmark especially for h = 1 and 2 quarters ahead. Examples include, industrial production, employment and unemployment, housing and wages. In summary, such a visualisation aided analysis can assist in identifying specific categories of variables where some gains in forecast accuracy over the naïve benchmark can be achieved. 
