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THERMAL CONDUCTIVITY FOR STOCHASTIC ENERGY
EXCHANGE MODELS
MAKIKO SASADA
Abstract. We consider a class of stochastic models for energy trans-
port and study relations between the thermal conductivity and some
static observables, such as the static conductivity, which is defined as
the contribution of static correlations in Green-Kubo formula. The class
of models is a generalization of two specific models derived by Gaspard
and Gilbert as mesoscopic dynamics of energies for two-dimensional and
three-dimensional locally confined hard-discs. They claim some equali-
ties hold between the thermal conductivity and several static observables
and also conjecture that these equations are universal in the sense that
they hold for mesoscopic dynamics of energies for confined particles in-
teracting through hard-core collisions. In this paper, we give sufficient
and necessary conditions for these equalities to hold in the class we in-
troduce. In particular, we prove that the equality between the thermal
conductivity and other static observables holds if and only if the model
obeys the gradient condition. Since the gradient condition does not hold
for models derived by Gaspard and Gilbert, our result implies a part of
their claim is incorrect.
1. Introduction
The derivation of the heat equation or the Fourier law for the macroscopic
evolution of the energy through a space-time scaling limit from a microscopic
dynamics given by Hamilton dynamics, is one of the most important prob-
lem in non-equilibrium statistical mechanics. Recently, Gaspard and Gilbert
approached this problem by considering the motion of locally confined hard
discs as microscopic dynamics. In a suitable limiting regime, they derive a
stochastic model for energy transport as a mesoscopic dynamics and also
study the thermal conductivity for this stochastic system.
Let us recall the stochastic system obtained by Gaspard and Gilbert in
[3, 4] (we call them GG-models). Consider a one-dimensional lattice and
site energies ε1, . . . , εN , εi > 0, 1 ≤ i ≤ N . They evolve by a stochastic
exchange of energy among pairs of neighboring sites. Let PN(ε1, . . . , εN , t)
denote the time-dependent energy distribution associated with the system.
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In the GG models, it is governed by the following master equation:
∂tPN(ε1, . . . , εN , t) =
N−1
∑
i=1
∫
εi
−εi+1
dη[W (εi − η, εi+1 + η∣εi, εi+1)PN(. . . , εi − η, εi+1 + η, . . . , t)
−W (εi, εi+1∣εi − η, εi+1 + η)PN(. . . , εi, εi+1, . . . , t)], (1.1)
where W (εa, εb∣εa − η, εb + η) describes the rate of exchange of energy η
between sites a and b at respective energies εa and εb. In other words, in
this dynamics, the amount of energy η is moved between the neighboring
sites a and b with rate W (εa, εb∣εa − η, εb + η).
The microscopic mechanical dynamics consist of a one-dimensional array
of two-dimensional cells, each containing a single hard-disc particle or an
array of three-dimensional cells, each containing a single hard-sphere par-
ticle. The particles are confined to their cell, but also they can exchange
energy with their neighbors. In these systems, the local dynamics in each
cell and the interacting dynamics between neighbors are distinguished and
energy transfer occurs only by the binary collisions. With a suitable limiting
technique, the time-scale separation between the local dynamics and energy
transport is achieved, which means each particle typically performs a large
number of wall collisions with the wall of its confining cell, before it collides
with one of its neighboring particles. In this regime, for the two-dimensional
dynamics, Gaspard and Gilbert obtain the rate kernel
WGG,2(εa, εb∣εa − η, εb + η)
=
√
2
pi3
×
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
√
1
εa
K(√εb+η
εa
) (−εb < η < εa − εb)√
1
εb+ηK(√ εaεb+η) (εa − εb < η < 0)√
1
εb
K(√εa−η
εb
) (0 < η < εa)
(1.2)
valid for εa ≤ εb where K(m) is the Jacobi elliptic function of the first kind,
i.e. K(m) = ∫ pi20 1√
1−m2 sin2 θdθ. In case εa ≥ εb, by symmetry WGG,2 is given
as WGG,2(εa, εb∣εa − η, εb + η) =WGG,2(εb, εa∣εb + η, εa − η).
Using the same strategy, Gaspard and Gilbert also derive the rate kernel
for the three-dimensional dynamics as
WGG,3(εa, εb∣εa − η, εb + η)
=
√
pi
8
×
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
√
εb+η
εaεb
(−εb < η <min{0, εa − εb})√
1
max{εa,εb} (min{0, εa − εb} < η <max{0, εa − εb})√
εa−η
εaεb
(max{0, εa − εb} < η < εa).
(1.3)
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The dynamics defined through (1.1) conserves the total energy, ∑Nj=1 εj.
One also checks by inspection that stationary measures have the densities
N
∏
i=1
νTeq(εi), for all T > 0 (1.4)
with
νTeq(ε) = ε d2−1 exp(− εT )
T
d
2Γ(d
2
) . (1.5)
Here d is the dimension of a single cell of the microscopic system, namely d =
2 for the rate kernel WGG,2 and d = 3 forWGG,3. The densities (1.4),(1.5) are
inherited from the underlying mechanical system: their invariant measure
is Lebesgue for the positions and independent Maxwellian at temperature
T for the velocities.
Note that we set unity such that the Boltzmann constant kB ≡ 1 and
the mass of each particle is also one. We denote the equilibrium average at
temperature T by ⟨ ⋅ ⟩T :
⟨f(ε1, . . . , εN)⟩T = ∫ ∞
0
. . .∫
∞
0
f(ε1, . . . , εN) N∏
i=1
νeq(εi)dεi. (1.6)
The thermal conductivity κ(T ) associated with energy transport is char-
acterized by Fourier’s law
q = −κ(T )∂xT, (1.7)
where q is the heat flux and ∂xT is the temperature gradient. More precisely,
under the diffusive space-time scaling limit, the time evolution of the local
temperature
T ( a
N
, t) = 2
d
∫
∞
0
. . .∫
∞
0
εaP (ε1, . . . , εN , tN2) N∏
i=1
dεi (1.8)
will be given by
∂tT = ∂x(D(T )∂xT ), T = T (x, t) (1.9)
with thermal diffusivity D(T ) = T 2
χT
κ(T ). χT is the static energy variance
χT = ⟨ε20⟩T − ⟨ε0⟩2T . χT = 12dT 2 by the ideal gas law ⟨ε⟩T = 12dT . One of the
main interest is the relation between κ(T ) and the rate kernels WGG,2 and
WGG,3.
To reveal the relation, Gaspard and Gilbert consider following static ob-
servables: ⟨ν(εa, εb)⟩T , ⟨(εa − εb)j(εa, εb)⟩T and ⟨h(εa, εb)⟩T where ν, j h
are the collision frequency, the first and second moments of the energy ex-
changes respectively defined as
ν(εa, εb) ∶= ∫ εa−εb WGG,d(εa, εb∣εa − η, εb + η)dη, (1.10)
j(εa, εb) ∶= ∫ εa−εb ηWGG,d(εa, εb∣εa − η, εb + η)dη, (1.11)
h(εa, εb) ∶= ∫ εa−εb η2WGG,d(εa, εb∣εa − η, εb + η)dη (1.12)
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for d = 2,3. By symmetry, ν(εa, εb) = ν(εb, εa), j(εa, εb) = −j(εb, εa) and
h(εa, εb) = h(εb, εa). Note that j(εa, εb) is the current of the energy from
the site a to b. They also define κs(T ) as the conductivity obtained by the
contributions of static correlations in Green-Kubo formula and derive the
following equations in [3, 4] (cf. the equations (8)-(10) in [4]):
κ(T ) = κs(T ) = 1
2
⟨(εa − εb)j(εa, εb)⟩T = 1
2
⟨h(εa, εb)⟩T = ⟨ν(εa, εb)⟩T . (1.13)
Moreover, they conjecture that (1.13) holds for more general stochastic
energy exchange models obtained from locally confined collision dynamics
(cf. Section 8 in [4]). However, by the simple scaling argument, we have
the following scaling relations
κ(T ) = κ√T , κs(T ) = κs√T , 1
2
< (εa − εb)j(εa, εb) >T= κ1T 5/2,
1
2
< h(εa, εb) >T= κ2T 5/2 < ν(εa, εb) >T= κf√T (1.14)
for constants κ,κs, κ1, κ2 and κf which are independent from T . Namely,
the precise conjecture should be
κ = κs = κ1 = κ2 = κf (1.15)
holds where
κ = κ(1), κs = κs(1), κ1 = 1
2
< (εa − εb)j(εa, εb) >1,
κ2 = 1
2
< h(εa, εb) >1, κf =< ν(εa, εb) >1 . (1.16)
The aim of the paper is to find the sufficient and necessary condition for
(1.15) to hold. We first introduce a generalized class of rate kernels, which
we call mesoscopic mechanical kernels includingWGG,2 andWGG,3. Then, we
show κs = κ1 = κ2 holds universally in this class. We also show that κ1 = κf
holds under the additional condition (4.6). It is easy to check (4.6) holds
for WGG,2 and WGG,3. Finally, we show κ = κs holds if the current j(εa, εb)
is written as a gradient form and otherwise κ < κs. Since the current for
the rate kernels WGG,2 and WGG,3 do not have a gradient form, we conclude
κ < κs = κ1 = κ2 = κf for GG models. We remark that the simulation result
in [3, 4] may imply the difference between κ and κs is very small compared
to κ (or κs).
2. Mesoscopic mechanical kernels
We recall the model introduced in the last section. We consider a sys-
tem of N energy cells ε1, . . . , εN along a one-dimensional axis with stochas-
tic exchange of energy among pairs of neighboring cells. The dynamics is
given by the master equation for the time-dependent energy distribution
PN(ε1, . . . , εN , t) in terms of the kernel W (εa, εb∣εa − η, εb + η).
We call W is a mesoscopic mechanical kernel if W satisfies the following
three conditions:
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(i) W (cεa, cεb∣c(εa −η), c(εb +η)) =√1cW (εa, εb∣εa −η, εb +η), ∀c > 0,
(ii) W (εa, εb∣εa − η, εb + η) =W (εb, εa∣εb + η, εa − η),
(iii) (εaεb)d2−1W (εa, εb∣εa − η, εb + η)
= ((εa − η)(εb + η))d2−1W (εa − η, εb + η∣εa, εb) for some d ∈ N.
If the rate kernel W is obtained as a mesoscopic energy transport model
of mechanical models in which locally confined particles interact through
hard-core collisions, the conditions (i) to (iii) are automatically satisfied.
Property (i) comes from the observation that the energy exchange happens
with rate proportional to the absolute value of the velocity of microscopic
hard particles, which is the square root of the energy. The property (ii)
claims a dynamical symmetry between the sites a and b. The property (iii)
is the detailed balance condition which follows from the reversibility of the
underling mechanical dynamics. Under the condition (iii), the equilibrium
measure for the stochastic energy exchange model at temperature T has
density ∏Ni=1 νTeq(εi) with νTeq defined by (1.5).
We call the stochastic energy exchange model given by the master equa-
tion (1.1) is a mesoscopic mechanical model if its kernel is a mesoscopic
mechanical kernel. In the rest of the paper, we only consider the mesco-
scopic mechanical models.
Remark 2.1. In [6], more general class of energy exchange models are
introduced. Also, they introduce its subclass, called mechanical models which
are closely relates to the mesocopic mechanical models which we introduced
here.
3. Green-Kubo formula
In this section, we given explicit expressions of κ(T ) and κs(T ) by Green-
Kubo formula. The content of this section is quite classical and general (see
[7]).
From (1.9), κ(T ) equals the spreading of energy from an initial pertur-
bation, modulo the proper normalization. This leads
κ(T ) = − 1
4T 2
lim
t→∞
1
t
∑
i∈Z
i2⟨(εi(t) − εi(0))(ε0(t) − ε0(0))⟩PT , (3.1)
since by the symmetry of the dynamics and the form of the equilibrium
densities
⟨(εi(t) − εi(0))(ε0(t) − ε0(0))⟩PT =
= ⟨εi(t)ε0(0)⟩PT + ⟨εi(0)ε0(t)⟩PT − ⟨εi(t)⟩PT ⟨ε0(t)⟩PT − ⟨εi(0)⟩PT ⟨ε0(0)⟩PT
= 2(⟨εi(t)ε0(0)⟩PT − ⟨εi(0)⟩PT ⟨ε0(0)⟩PT ) = 2⟨(εi(t) − εi(0))ε0(0)⟩PT (3.2)
where PT is the distribution of the dynamics starting from the equilibrium
state at temperature T .
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Now, we rewrite εi(t) − εi(0) =Mi(t) + Ji−1,i(t) − Ji,i+1(t) where Mi(t) is
a martingale and Ji,i+1(t) = ∫ t0 j(εi(s), εi+1(s))ds. Then, we have
∑
i∈Z
i2⟨(εi(t) − εi(0))(ε0(t) − ε0(0))⟩PT
=∑
i∈Z
i2⟨(Mi(t) + Ji−1,i(t) − Ji,i+1(t))(M0(t) + J−1,0(t) − J0,1(t))⟩PT
=∑
i∈Z
i2⟨Mi(t)M0(t)⟩PT +∑
i∈Z
i2⟨(Ji−1,i(t) − Ji,i+1(t))(J−1,0(t) − J0,1(t))⟩PT
(3.3)
since ⟨Mi(t)Jj−1,j(t)⟩PT = 0 for any i, j. Now, since Mi(t) has independent
increments, we have
⟨Mi(t)M0(t)⟩PT
= −t⟨εi(j(ε−1, ε0) − j(ε0, ε1)) + (j(εi−1, εi) − j(εi, εi+1))ε0⟩T
= −2t⟨εi(j(ε−1, ε0) − j(ε0, ε1))⟩T . (3.4)
Then, by the summation by parts,
∑
i∈Z
i2⟨Mi(t)M0(t)⟩PT = 2t∑
i∈Z
(2i − 1)⟨εij(ε0, ε1)⟩1 = 4t∑
i∈Z
i⟨εij(ε0, ε1)⟩T
(3.5)
since ⟨εij(ε0, ε1)⟩T = −⟨ε−i+1j(ε0, ε1)⟩T for all i. In the same manner,
∑
i∈Z
i2⟨(Ji−1,i(t) − Ji,i+1(t))(J−1,0(t) − J0,1(t))⟩PT = −2∑
i∈Z
⟨Ji,i+1(t)J0,1(t)⟩PT .
(3.6)
Therefore, the Green-Kubo formula can be rewritten in the sum of the
“static” term and the “dynamic” term as
κ(T )
= − 1
T 2
∑
i∈Z
i⟨εij(ε0, ε1)⟩1 − 1
T 2
∫
∞
0
∑
i∈Z
⟨j(εi(0), εi+1(0))etLj(ε0(0), ε1(0))⟩PT dt
= κs(T ) − 1
T 2
∫
∞
0
∑
i∈Z
⟨j(εi(0), εi+1(0))etLj(ε0(0), ε1(0))⟩PT dt (3.7)
where L is the formal infinite volume generator for the stochastic process
given by rate W . Here, we denote the static part by κs(T ) which is defined
as
κs(T ) = − 1
T 2
∑
i∈Z
i⟨εij(ε0, ε1)⟩T . (3.8)
Since L is a non-positive operator, the “dynamic” term is non positive,
hence κ(T ) ≤ κs(T ) is generally true.
ENERGY DIFFUSION 7
4. Main results
In this section, we give our main result for the relations between the
thermal conductivity and the static observables appearing in the conjecture
(1.13).
Lemma 4.1. For any mesoscopic mechanical model,
κ(T ) = κ√T , κs(T ) = κs√T , 1
2
< (εa − εb)j(εa, εb) >T= κ1T 5/2,
1
2
< h(εa, εb) >T= κ2, T 5/2 < ν(εa, εb) >T= κf√T (4.1)
where
κ = κ(1), κs = κs(1), κ1 = 1
2
< (εa − εb)j(εa, εb) >1,
κ2 = 1
2
< h(εa, εb) >1, κf =< ν(εa, εb) >1 . (4.2)
Proof. Note that he law of (Tεi)Ni=1 under ν1eq is equal to the law of (εi)Ni=1
under νTeq. Then, by the condition (i), we have the scaling relations except for
κ(T ). For κ(T ), by the scaling relation (i) again, we see that the distribution
of ε(t) = (εi(t))i∈Z under PT is same as that of Tε(√T t) = (Tεi(√T t))i∈Z
under P1. Therefore, we have
κ(T ) = lim
t→∞
1
t
∑
i∈Z
i2⟨(εi(t) − εi(0))(ε0(t) − ε0(0))⟩PT
= T 2 lim
t→∞
1
t
∑
i∈Z
i2⟨(εi(√T t) − εi(0))(ε0(√T t) − ε0(0))⟩P1
= T 5/2 lim
t→∞
1
t
∑
i∈Z
i2⟨(εi(t) − εi(0))(ε0(t) − ε0(0))⟩P1 . (4.3)
The second equality follows from the change of variable from
√
T t to t. 
Proposition 4.1. For any mesoscopic mechanical model,
κs = κ1 = κ2. (4.4)
Proof. The first equality follows from the simple observation
κs = −∑
i∈Z
i⟨εij(ε0, ε1)⟩1 = −⟨ε1j(ε0, ε1)⟩1 = 1
2
⟨(ε0 − ε1)j(ε0, ε1)⟩1 (4.5)
since the equilibrium measure is product and the current is antisymmetric.
The second equality is shown in Appendix B. 
Proposition 4.2. Assume W is a mesoscopic mechanical kernel. Then
κ1 = κf holds if and only if the kernel W satisfies
∫
1
0
∫
1
0
W˜(α,β)dβdα = (d + 3
2
)(d + 1
2
)∫ 1
0
∫
1
0
α(α − β)W˜ (α,β)dβdα
(4.6)
where W˜ (α,β) =W (α,1 − α∣β,1 − β)(α(1 − α))d2−1.
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We give its proof in Appendix B again. Note that by the assumptions (ii)
and (iii), we have W˜(α,β) = W˜ (β,α) = W˜(1 − α,1 − β) = W˜(1 − β,1 − α).
We can check WGG,2 and WGG,3 satisfy the condition (4.6) by the direct
computation as follows.
Example 4.1 (GG-model, d = 2, [3]). By the definition of the kernel,√
pi3
2
W˜GG,2(α,β)
=
√
1(α ∧ β) ∨ ((1 −α) ∧ (1 − β))K(
¿ÁÁÀ α ∧ (1 −α) ∧ β ∧ (1 − β)(α ∧ β) ∨ ((1 −α) ∧ (1 − β))).
(4.7)
Then, (4.6) is equivalent to
∫
1
0
∫
1
0
∫
pi
2
0
dθdβdα√(α ∧ β) ∨ ((1 − α) ∧ (1 − β)) −α ∧ (1 − α) ∧ β ∧ (1 − β) sin θ2
= 35
4 ∫
1
0
∫
1
0
∫
pi
2
0
α(α − β) dθdβdα√(α ∧ β) ∨ ((1 − α) ∧ (1 − β)) −α ∧ (1 − α) ∧ β ∧ (1 − β) sin θ2
(4.8)
which we can show by the direct calculation. Therefore, by Proposition 4.1
and 4.2, κs = κ1 = κ2 = κf holds for the kernel WGG,2.
Example 4.2 (GG-model, d = 3, [4]). In the same manner for the d = 2
case, we have √
8
pi
W˜GG,3(α,β) =√α ∧ (1 −α) ∧ β ∧ (1 − β). (4.9)
Then, (4.6) is equivalent to
∫
1
0
∫
1
0
√
α ∧ (1 − α) ∧ β ∧ (1 − β)dαdβ
= 63
4 ∫
1
0
∫
1
0
α(α − β)√α ∧ (1 −α) ∧ β ∧ (1 − β)dαdβ (4.10)
which we can show by the direct calculation again. Therefore, by Proposition
4.1 and 4.2, κs = κ1 = κ2 = κf holds for the kernel WGG,3.
Remark 4.1. We could not find any physical interpretation of the condition
(4.6) so far.
The next theorem shows the relation between the thermal conductivity
and the other static observables.
Theorem 1. For any mesoscopic mechanical model, κ = κs if and only if
j(εa, εb) = C(ε3/2a − ε3/2b ) (4.11)
for some constant C.
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We give its proof in Appendix A. Since the current of the GG model with
the kernel (1.2) or (1.3) is not a gradient of any function, κ < κs.
5. Conclusions
To summarize, we have introduced a class of rate kernels, which is a gen-
eralization of GG-models, and obtained a necessary and sufficient conditions
for the equalities (1.15) to hold in this class.
We showed that the equalities κs = κ1 = κ2 hold universally in this class,
though the equality between the static conductivity and the frequency of
energy exchange holds only under the additional condition (4.6).
We also showed that the equality between the thermal conductivity and
the static conductivity holds if and only if the model satisfies the gradient
condition. Also we see that if the gradient condition is satisfied, the current
should be written an explicit form.
From the above observations, we conclude that
√
T = ⟨ν(εa, εb)⟩T =
κs(T ) > κ(T ) for the GG-models WGG,2 and WGG,3.
Appendix A. Gradient condition and the thermal
conductivity
We give a proof for Theorem 1. For general reversible stochastic models
including our dynamics, the variational formula for the thermal conductivity
is known as
κ = 1
2
inf
f
⟨∫ ε0−ε1 dηW (ε0, ε1∣ε0 − η, ε1 + η)(η +∇0,1,ηΣf)2⟩1 (A.1)
where ∇0,1,ηΣf = Σf(. . . , ε0 − η, ε1 + η, . . . )−Σf(. . . , ε0, ε1, . . . ), Σf = ∑i∈Z τif
and the infimum is taken over all cylinder functions f (cf. [1], [7]). κs is
given by the choice f = 0 in the above variational formula :
κs = 1
2
< ∫
ε0
−ε1
dηW (ε0, ε1∣ε0 − η, ε1 + η)η2 >1= 1
2
< h(ε0, ε1) >1 . (A.2)
Then, we have
2κ = 2κs + inf
f
{ − 2⟨Σf j(ε0, ε1)⟩1
+ ⟨∫ ε0−ε1 dηW (ε0, ε1∣ε0 − η, ε1 + η)(∇0,1,ηΣf)2⟩1} (A.3)
so κ = κs if and only if ⟨Σf j(ε0, ε1)⟩1 = 0 for any cylinder function f . Now,
we give a key lemma.
Lemma A.1. ⟨Σj(ε0,ε1) j(ε0, ε1)⟩1 = ⟨(j(ε0, ε1) + j˜(ε1) − j˜(ε0))2⟩1 where
j˜(ε0) ∶= 1
Γ(d
2
) ∫
∞
0
j(ε0, x)x d2−1 exp(−x)dx. In particular, ⟨Σj(ε0,ε1) j(ε0, ε1)⟩1 =
0 if and only if j(ε0, ε1) = j˜(ε0) − j˜(ε1).
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Proof. Since j is antisymmetric and the equilibrium measure is translation
invariant,⟨j(ε−1, ε0) j(ε0, ε1)⟩1 = ⟨j(ε1, ε2) j(ε0, ε1)⟩1
= 1
Γ(d
2
)3 ∫ ∞0 ∫ ∞0 ∫ ∞0 j(x, y)j(y, z)(xyz)d2−1 exp(−x − y − z)dxdydz
= 1
Γ(d
2
)2 ∫ ∞0 ∫ ∞0 j(x, y)j˜(y)(xy)d2−1 exp(−x − y)dxdy = ⟨j(ε0, ε1)j˜(ε1)⟩1
= − 1
Γ(d
2
)2 ∫ ∞0 ∫ ∞0 j(y, x)j˜(y)(xy)d2−1 exp(−x − y)dxdy = −⟨j(ε0, ε1)j˜(ε0)⟩1
= − 1
Γ(d
2
) ∫ ∞0 j˜(y)2y d2−1 exp(−y)dy = −⟨j˜(ε0)2⟩1 (A.4)
and ⟨j˜(ε0)⟩1 = 0. Therefore, we have⟨Σj(ε0,ε1) j(ε0, ε1)⟩1 = ⟨(j(ε−1, ε0) + j(ε0, ε1) + j(ε1, ε2)) j(ε0, ε1)⟩1
= ⟨j(ε0, ε1) j(ε0, ε1)⟩1 − 2⟨j˜(ε0) j˜(ε0)⟩1
= ⟨(j(ε0, ε1) + j˜(ε1) − j˜(ε0))2⟩1. (A.5)

Proposition A.1. κ = κs if and only if the current is written as a gradient
form.
Proof. By the above lemma, if κ = κs, then ⟨Σj(ε0,ε1), j(ε0, ε1)⟩1 = 0 holds.
Therefore j(ε0, ε1) = j˜(ε0) − j˜(ε1). Namely, the current is a gradient of j˜.
On the other hand, if the current is a gradient of some function h then
obviously, ⟨Σf , j(ε0, ε1)⟩1 = 0 for any cylinder function f and so κ = κs. 
Remark A.1. By the above lemma, if j(ε0, ε1) = h(ε0) − h(ε1) for some
function h, then j(ε0, ε1) = j˜(ε0) − j˜(ε1).
Now, we give an explicit form of the current j under the condition that
the current is written as a gradient form.
Lemma A.2. If j(ε0, ε1) = h(ε0)−h(ε1) for some function h, then j(ε0, ε1) =
C(ε3/2
0
− ε
3/2
1
) for some constant C.
Proof. By the condition (i), j(ε0, ε1) = (ε0+ε1)3/2j( ε0ε0+ε1 , ε1ε0+ε1 ). Then, since
j(ε0, ε1) = h(ε0) − h(ε1), for any c > 0,
c3/2(h(ε0) − h(ε1)) = c3/2j(ε0, ε1) = j(cε0, cε1) = h(cε0) − h(cε1). (A.6)
As h is defined up to constant, we can assume h(0) = 0 without loss of
generality, so c3/2h(ε0) = h(cε0). 
Remark A.2. Feng et al. [2] studied the stochastic model given by (1.1)
with the rate kernel W (εa, εb∣εa − η, εb + η) =√ 1∣η∣ . It is easy to see that the
kernel satisfies the conditions (i),(ii) and (iii) with d = 2 and its current is
written as a gradient form.
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Remark A.3. Proposition A.1 claims that the variational formula for the
thermal conductivity attains its infimum with f ≡ 0 if and only if the current
can be written as a gradient form. This property should hold for very general
models (cf. Theorem 1.1 in [5]). In fact, in our proof, we use only the
following three properties of the model: the current depends only on ε0 and
ε1, the current is antisymmetric and the equilibrium measure is product.
Appendix B. static values
We give a proof of Proposition 4.1 and 4.2. For this purpose, we give some
explicit expressions for static values, κf , κ1 and κ2. First, we introduce a
function W¯ (α,β) ∶ (0,1)2 → R+ defined as W¯(α,β) ∶=W (α,1 − α∣β,1 − β).
Then, the assumptions (i), (ii) and (iii) are rewritten in the following way :
(i) W (εa, εb∣εa − η, εb + η) =√ 1εa+εbW¯ ( εaεa+εb , εa−ηεa+εb ),
(ii) W¯ (α,β) = W¯ (1 − α,1 − β),
(iii) (α(1 − α))d2−1W¯ (α,β) = (β(1 − β))d2−1W¯(β,α).
Using the notation W¯ , we have
ν(εa, εb) =√εa + εb∫ 1
0
W¯ ( εa
εa + εb
, β)dβ, (B.1)
j(εa, εb) = (√εa + εb)3∫ 1
0
( εa
εa + εb
− β)W¯ ( εa
εa + εb
, β)dβ, (B.2)
h(εa, εb) = (√εa + εb)5∫ 1
0
( εa
εa + εb
− β)2W¯ ( εa
εa + εb
, β)dβ. (B.3)
Then, since εa+εb and
εa
εa+εb are independent under the equilibrium measure,
which is the product of identical gamma distributions, we have
⟨ν(εa, εb)⟩1 = ⟨√εa + εb⟩1⟨∫ 1
0
W¯( εa
εa + εb
, β)dβ⟩1,
⟨(εa − εb)j(εa, εb)⟩1
= ⟨(√εa + εb)5⟩1⟨∫ 1
0
( 2εa
εa + εb
− 1)( εa
εa + εb
− β)W¯ ( εa
εa + εb
, β)dβ⟩1,
⟨h(εa, εb)⟩1 = ⟨(√εa + εb)5⟩1⟨∫ 1
0
( εa
εa + εb
− β)2W¯ ( εa
εa + εb
, β)dβ⟩1.
(B.4)
By the definition, we have ⟨(εa + εb)m⟩1 = Γ(d+m)Γ(d) , and for any measurable
f ∶ (0,1)→ R,
⟨∫ 1
0
f( εa
εa + εb
)W¯ ( εa
εa + εb
, β)dβ⟩1
= Γ(d)
Γ(d
2
)2 ∫ 10 ∫ 10 f(α)W¯(α,β)dβ(α(1 − α))d2−1dα
= Γ(d)
Γ(d
2
)2 ∫ 10 ∫ 10 f(α)W˜(α,β)dβdα (B.5)
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where W˜(α,β) = W¯ (α,β)(α(1 − α))d2−1. Therefore, we have where
κf = Γ(d + 12)
Γ(d
2
)2 ∫ 10 ∫ 10 W˜ (α,β)dβdα,
κ1 = Γ(d + 52)
Γ(d
2
)2 ∫ 10 ∫ 10 (α − 12)(α − β)W˜(α,β)dβdα,
κ2 = Γ(d + 52)
Γ(d
2
)2 ∫ 10 ∫ 10 (α − β)22 W˜(α,β)dβdα.
(B.6)
Lemma B.1. κ1 = κ2 holds for any mesoscopic mechanical model.
Proof. It is enough to show that
∫
1
0
∫
1
0
(α − 1
2
)(α − β)W˜ (α,β)dβdα = ∫ 1
0
∫
1
0
(α − β)2
2
W˜(α,β)dβdα.
By the assumption (iii), W˜ (α,β) = W¯ (α,β)(α(1 − α))d2−1 = W¯(β,α)(β(1 −
β))d2−1 = W˜ (β,α). Therefore,
∫
1
0
∫
1
0
(α − β)W˜ (α,β)dβdα = ∫ 1
0
∫
1
0
(α − β)W˜ (β,α)dβdα
and then by the change of the variables, we get
∫
1
0
∫
1
0
(α − β)W˜(α,β)dβdα = 0. (B.7)
In the same manner, we can show that
∫
1
0
∫
1
0
α2W˜ (α,β)dβdα = ∫ 1
0
∫
1
0
β2W˜(α,β)dβdα
and so we complete the proof. 
Remark B.1. Using two different expressions (4.5) and (A.2) of κs(T ),
we can also show κ1 = κ2.
Lemma B.2. κf = κ1 if any only if
∫
1
0
∫
1
0
W˜ (α,β)dβdα = (d + 3
2
)(d + 1
2
)∫ 1
0
∫
1
0
α(α − β)W˜(α,β)dβdα.
Proof. It is clear by the explicit expressions (B.6) of κf , κ1 and (B.7). 
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