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Purpose: ToproposeandevaluateanewMRI reconstructionmethodnamed
LORAKI that trains an autocalibrated scan-specific recurrent neural net-
work (RNN) to recover missing k-space data.
Methods:Methods likeGRAPPA, SPIRiT, andAC-LORAKS assume that k-
spacedata has shift-invariant autoregressive structure, and that the scan-
specific autoregression relationships needed to recover missing samples
can be learned from fully-sampled autocalibration (ACS) data. Recently,
the structure of the linear GRAPPA method has been translated into a
nonlineardeep learningmethodnamedRAKI.RAKIusesACSdata to train
an artificial neural network to interpolate missing k-space samples, and
often outperforms GRAPPA. In this work, we apply a similar principle to
translate the linear AC-LORAKS method (simultaneously incorporating
support, phase, and parallel imaging constraints) into a nonlinear deep
learningmethod named LORAKI.
Since AC-LORAKS is iterative and convolutional, LORAKI takes the
form of a convolutional RNN. This new architecture admits a wide range
of sampling patterns, and even calibrationless patterns are possible if syn-
thetic ACS data is generated.
The performance of LORAKI was evaluated with retrospectively un-
dersampled brain datasets, with comparisons against other related re-
constructionmethods.
Results: Results suggest that LORAKI can provide improved reconstruc-
tion compared toother scan-specific autocalibrated reconstructionmeth-
ods like GRAPPA, RAKI, and AC-LORAKS.
Conclusion: LORAKI offers a new deep-learning approach toMRI recon-
struction based on RNNs in k-space, and enables improved image quality
and enhanced sampling flexibility.
K E YWORD S
Artificial Neural Networks, Deep Learning, Constrained Image
Reconstruction, Structured Low-RankMatrix Recovery
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1 | INTRODUCTION
Slow data acquisition speed has always been one of the biggest impediments toMRI, and developing newmethods to
improve acquisition speed has been amajor research focus for more than four decades. Oneway to achieve faster data
acquisition is to sample k-space data below theNyquist rate, and then use constraints and advanced reconstruction
methods to compensate for the missing information. There is a long history of such methods, ranging from classical
constrained image reconstruction [1] and parallel imagingmethods [2], to more recent sparse [3], low-rank [4–6], and
structured low-rank [7–9] modelingmethods, to very recent machine learningmethods [10–18].
In this work, we propose and evaluate LORAKI, a shift-invariant nonlinear autoregressive autocalibrated (AA)
deep learning approach forMRI reconstruction that combines features of existing LORAKS [9, 19, 20] and RAKI [18]
reconstructionmethods.
RAKI is a nonlinear deep learning AA method that uses a small amount of autocalibration (ACS) data to train a
scan-specific feedforward convolutional neural network (CNN) that can perform autoregressive k-space interpolation.
RAKI can be viewed as a deep learning version of the widely used non-iterative GRAPPA parallel imagingmethod [21].
On the other hand, Autocalibrated LORAKS (AC-LORAKS) [22, 23] is a linear AAmethod that imposes substantially
more constraints than GRAPPA (i.e., support and phase constraints in addition to parallel imaging constraints), generally
outperforms GRAPPA, and can be implemented algorithmically as a series of convolution operations [24, 25].
Our proposed LORAKI approach combines the nonlinear deep learning approach of RAKI with the additional
constraints and iterative convolutional characteristics of AC-LORAKS. This results in a convolutional recurrent neural
network (RNN) architecture for LORAKI, which is different from the feedforward CNN architecture employed by RAKI.
We hypothesized that LORAKI would have advantages over RAKI for the same reasons that AC-LORAKS typically
outperforms GRAPPA. We also hypothesized that LORAKI could outperform AC-LORAKS because nonlinear AA
methods like NL-GRAPPA [26], KerNL [27], and RAKI [18] have already been demonstrated to have performance
advantages over earlier linear AAmethods.
Like both AC-LORAKS and RAKI, the proposed LORAKI network is trained to be scan-specific (i.e., it should not be
expected to generalize to other scans) based on a small amount of ACS data. This is very different from the the large
multi-subject databases of training data required bymost other deep learningMRI reconstructionmethods that attempt
to train generalizable reconstruction procedures [10–17]. This means that “Big Data" is not required, alleviating one of
themain drawbacks of most other deep learningmethods. Like AC-LORAKS, LORAKI is also expected to be compatible
with a wide range of autocalibrated Cartesian k-space sampling patterns.
Our results with retrospectively undersampled brain MRI images confirm that LORAKI can have performance
advantages over both AC-LORAKS and RAKI, and that LORAKI can accommodate various sampling strategies. A
preliminary account of portions of this work will be presented in an upcoming conference [28].
2 | THEORY
2.1 | AutoregressiveModeling and Autocalibration
Many existing image reconstructionmethods assume that k-space data possesses shift-invariant autoregressive struc-
ture, meaning that amissing data sample can be accurately extrapolated or interpolated based on the values of neigh-
boring samples if autoregression relationships can be learned. As reviewed in a recent tutorial [29], linear shift-invariant
autoregressive structure can be derived in many settings as a natural consequence of limited image support [9], smooth
image phase [9, 30], transform domain sparsity [7, 31–33], inter-image correlations in multi-contrast imaging scenarios
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[34], and/or inter-channel correlations in parallel imaging contexts [35]. AAmethods are a special case of autoregressive
methods, and their defining characteristic is that they learn the shift-invariant autoregression relationships from a
fully-sampled region of k-space providing ACS data. In a second step, AAmethods then apply this learned information
for image reconstruction.
Most existing AAmethods have assumed a linear autoregression relationship [29], including SMASH [35], GRAPPA
[21], SPIRiT [36], PRUNO [37], AC-LORAKS [22, 23], and othermethods that haven’t been given names or acronyms
[7, 30, 32]. Lately, there has also been growing interest in nonlinear AAmethods like NL-GRAPPA [26], KerNL [27], and
RAKI [18], where the use of nonlinearity seems to improve empirical performance.
Since GRAPPA, RAKI, and AC-LORAKS are the methods that are most relevant to our story, we provide a brief
overview of thesemethods in the sections below, before describing our proposed LORAKI approach.
In what follows, we assume that k-space is sampled on a Cartesian integer lattice, and use the integer vector k
to denote the coordinates with respect to that lattice. For example, in 2D MRI with sampling intervals of ∆kx and
∆ky , the k-space location (m∆kx , n∆ky )would correspond to the integer vector k = [m, n]T . Assuming amulti-channel
experiment with a total of L channels, wewill use d` [k] denote the k-space sample at lattice position k from coil ` .
2.1.1 | GRAPPA
GRAPPA [21] assumes that there exist shift-invariant linear interpolation relationships in k-space such that the value of
d` [k] can be accurately predicted as a linear combination of neighboring k-space samples according to
d` [k] ≈
L∑
c=1
∑
m∈Λk
w` ,m,cdc [k −m]. (1)
Here, Λk is the set of integer shift vectors that specify the relative positions of the local neighbors that will be used to
interpolate point k, andw` ,m,c are the GRAPPA kernel weights. Because GRAPPA assumes this relationship is shift-
invariant (i.e., Eq. (1) should be valid at every k-space position with the same kernel weights), it can be represented in
convolutional form, and a small amount of ACSdata can be used to train the values of the kernelweights [21]. However, a
different set of kernel weights needs to be estimated for each distinct configuration of the local sampling neighborhood.
GRAPPA is usually applied in scenarios with uniform undersampling, in which case there is a lot of repetition in the local
sampling configuration, resulting in only a small number of distinct neighborhood configurations Λk. Wewill assume
that there are only J distinct values of Λk, denoted by Λj for j = 1, . . . , J .
For the sake of concreteness in what follows (and without loss of generality), we will assume a 2D imaging scenario
with anN1×N2 grid of nominal sampling positions and a rectangular GRAPPA kernel of size R1×R2 . Wewill also assume
that non-overlapping binary k-spacemasks gj ∈ ÒN1×N2 have been constructed for j = 1, . . . , J , such that gj [m, n] = 1 if
the (m, n)th k-space position was unsampled and possesses local sampling configuration Λj , and gj [m, n] = 0 otherwise.
GRAPPA can be equivalently viewed as a single-layer CNN without bias terms or activation functions. In the
notation of CNNs, GRAPPA is succinctly represented as
[dr ec ]` ≈ [dzp ]` +
J∑
j=1
gj  [f` (dzp )]j , (2)
for ` = 1, . . . , L. Here,  denotes the Hadamard product (elementwisemultiplication); for arbitrary a, [a]` denotes the
`th channel of a; dr ec ∈ ÃN1×N2×L is the output set of reconstructed k-space data; dzp ∈ ÃN1×N2×L is the input set of
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acquiredmulti-channel data with unsampled k-space locations filled with zeros; and each f` (·) : ÃN1×N2×L → ÃN1×N2×J
represents the linear convolution layer corresponding to filtering the input signal with the J sets of GRAPPAweights
w` ,j ∈ ÃR1×R2×L for the `th output channel and j th local sampling configuration. In particular,
[f` (dzp )]j =
L∑
c=1
[w` ,j ]c ⊗ [dzp ]c (3)
for j = 1, . . . , J , where ⊗ denotes convolution. The neural network representation for GRAPPA is illustrated in Fig. 1.
The kernel weightsw` ,j ∈ ÃR1×R1×L for ` = 1, . . . , L and j = 1, . . . , J in conventional GRAPPA are trained with a
least-squares loss function [21], where the ACS data is subsampled according to Λj to generate paired fully-sampled
and undersampled training examples. It should be noted that since the ACS data is usually smaller than N1 × N2, the
training of thew` ,j kernels is usually performedwith adjusted input and output variable sizes (i.e., respectively replacing
N1 and N2 withM1 andM2 in the above, assuming the ACS training data has sizeM1 ×M2).
2.1.2 | RAKI
RAKI [18] extends GRAPPA by using multiple convolution layers along with ReLU activation functions. In particular, the
RAKI network can be represented as
[dr ec ]` ≈ [dzp ]` +
J∑
j=1
gj  [f` ,3(r el u(f` ,2(r el u(f` ,1(dzp )))))] j . (4)
for ` = 1, . . . , L. Note that the original RAKI formulation was described assuming simple uniform 1D undersampling
along the phase encoding dimension, leading to certain differences from themore general formulation we present here.
In this expression, f` ,1(·), f` ,2(·), and f` ,3(·) are each linear convolution layers without bias terms, and the ReLU activation
function r el u(·) is an elementwise operation that outputs a vector with the same size as the input, with i th element of
the output of r el u(x) defined asmax(xi , 0). The structure of the RAKI CNN is also shown in Fig. 1. The nonlinear ReLU
activation functions are the key features that distinguish RAKI fromGRAPPA. In particular, because of the linearity
and associativity properties of convolution, applying a series of convolution layers without any nonlinearities between
them is functionally equivalent to applying a single convolution layer, which would cause Eq. (4) to effectively become
an overparameterized version of Eq. (2) if the nonlinearities were removed.
Since the technology for complex-valued neural networks is less developed than for real-valued neural networks,
RAKI was practically implemented by treating the real and imaginary components as separate real-valued channels,
thereby doubling the effective number of channels [18]. In particular, RAKI usesdr ec ∈ ÒN1×N2×2L anddzp ∈ ÒN1×N2×2L .
Each of the convolution layers has a similar multi-channel structure to that described above for GRAPPA. In particular,
f` ,1(·)maps variables in ÒN1×N2×2L to variables in ÒN1×N2×C1 by convolving its input with C1 multi-channel kernels,
where each kernel belongs toÒR11×R21×2L ; f` ,2(·)maps variables inÒN1×N2×C1 to variables inÒN1×N2×C2 by convolv-
ing its input with C2 multi-channel kernels, where each kernel belongs to ÒR12×R22×C1 ; and f` ,3(·)maps variables in
ÒN1×N2×C2 to variables inÒN1×N2×J by convolving its input with J multi-channel kernels, where each kernel belongs to
ÒR13×R23×C2 . The variablesC1,C2 and R i j for i = 1, 2 and j = 1, 2, 3 are all user-selected parameters.
RAKI uses the same least-squares loss function and same training data as GRAPPA, although needs amore compli-
cated training procedure because RAKI is nonlinear, and the simple linear least-squares techniques used by GRAPPA
are not applicable. To overcome this, RAKI can be trained using backpropagation to minimize the nonlinear least-
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squares loss function [18]. However, because RAKI generally has more parameters and is designed capture more
complicated autoregressive structure than GRAPPA, it generally needsmore ACS data than GRAPPA does to achieve
good reconstruction results.
2.1.3 | LORAKS and AC-LORAKS
The LORAKS framework [9, 19, 20] is based on a theoretical association between autoregressive k-space structure
and a variety of classical image reconstruction contraints (including limited support, smooth phase, sparsity, and
parallel imaging constraints). Specifically, LORAKS is based on the observation that when one or more of these classical
constraints are satisfied by a given image, then the k-space data will approximately obey at least one (and frequently
manymore than one) linear autoregression relationship. The existence of such linear autogression relationships implies
that an appropriately-constructed structuredmatrix (e.g., convolution-structured Hankel or Toeplitz matrices) formed
from the k-space data will have distinct nullspace vectors associated with each linear autoregression relationship.
This implies that such a matrix will have low-rank structure, which enables constrained image reconstruction from
undersampled k-space data usingmodern low-rankmatrix recoverymethods. A nice feature of this approach is that
users of LORAKS do not need to make prior modeling assumptions about the support, phase, or parallel imaging
characteristics of the images – all of this information is implicitly captured by the nullspace of the structuredmatrix,
which is estimated automatically from the data. This automatic adaptationmeans that the LORAKS approach can still
be applied in cases where the imagemay not obey all of the constraints that motivate the LORAKS framework. Related
structured low-rankmatrix modeling approaches that have similar characteristics include Refs. [7, 8, 32, 33].
The original implementations of LORAKSwere compatible with calibrationless k-space sampling [38], and recon-
structed undersampled k-space data by solving a nonconvexmatrix recovery problem. However, it was later observed
that substantial improvements in computational complexity could be achieved if ACS data were acquired, resulting in a
fast linear AAmethod called AC-LORAKS [22]. In particular, in the first step of AC-LORAKS, the ACS data is formed
into a structured “calibration” matrix, and the nullspace of this calibrationmatrix is estimated. Subsequently, the fully
sampled k-space data is reconstructed by solving a simple linear least-squares problem:
dr ec = argmin
d∈ÃN1×N2×L
‖P(d)N‖2F s.t.M(d) = dzp . (5)
In this expression, the operator P(·) : ÃN1×N2×L → ÃP×Q maps the vector of k-space data into a structured low rank
matrix that is expected to have low-rank; the columns of thematrixN ∈ ÃQ×C correspond to a collection ofC nullspace
vectors obtained from the calibration matrix; and the linear operator M(·) : ÃN1×N2×L → ÃN1×N2×L is a masking
operator that sets k-space sample values equal to zero if they were notmeasured during data acquisition. While this
linear leasts-squares problem can be solved analytically in principle, the large size of thematrices in Eq. (5) means that
practical implementations usually rely on iterative least-squares solvers.
Note that AC-LORAKS is strongly inspired by previous autocalibrated low-rankmodeling work by Liang [4, 7], and
can also be viewed as a generalization of both the PRUNO [37] and SPIRiT [36] reconstructionmethods. In particular,
AC-LORAKS reduces to PRUNO [37] if the P(·) operator is designed to construct a structuredmatrix that only imposes
limited support and parallel imaging constraints (but not the smooth phase constraints that are available through novel
LORAKSmatrix constructions), and PRUNO reduces to the previous SPIRiT technique [36] if the number of nullspace
vectors is set toC = 1.
An open source implementation of AC-LORAKS that relies on the iterative conjugate gradient algorithm is publicly
available [25]. However, in this work, we observe that the basic Landweber iteration algorithm (a form of gradient
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descent that has guaranteed convergence characteristics for linear least-squares problems [39]) is easier to adapt to
the deep learning formalism used by LORAKI. Starting from some initial guess d(0)r ec , the Landweber iteration procedure
corresponding to AC-LORAKS is equivalent to iterating the following equation
d(i+1)r ec = U
(
(d(i )r ec − λP∗
(
P(d(i )r ec )NNH
))
+ dzp , (6)
where the linear operator U : ÃN1×N2×L → ÃN1×N2×L is defined by U(x) , x − M(x), the operator P∗(·) : ÃP×Q →
ÃN1×N2×L is the adjoint of P(·), and λ is a step size parameter that needs to be chosen suitably small (as defined by the
spectral characteristics of the matrix associated with the linear P(·)N operation) to ensure the convergence of the
iteration to the optimal least squares solution [39].
Importantly, because the LORAKSmatrices constructed by P(·) are convolution-structured, the Landweber itera-
tion procedure from Eq. (6) takes the form of a two-layer convolutional RNNwithout bias terms or activation functions.
Specifically, each iteration can be written as a convolution layer g1(·) : ÃN1×N2×L → ÃN1×N2×C associated with the
linear convolutional operator P(·)N, a second convolution layer g2(·) : ÃN1×N2×C → ÃN1×N2×L associated with the
linear convolutional operator P∗(·NH ), and a final projection onto data consistency implemented using theU operator:
d(i+1)r ec = U
(d(i )r ec − λg2(g1(d(i )r ec ))) + dzp . (7)
This RNN structure of Landweber-based AC-LORAKS is also shown in Fig. 1.
An important difference between AC-LORAKS and GRAPPA is that AC-LORAKS applies directly to the entire
undersampled dataset at once, and does not require separate reconstruction of each channel or enumeration and
separate treatment of all of the distinct local sampling configurations. This can simplify the reconstruction procedure,
and for example ensures that AC-LORAKS can be substantially easier to usewith non-uniformk-space sampling patterns
where thenumber J of local sampling configurationsmaybe large. In addition, this can also improve the reconstructionof
missing sampleswhose closest neighboring acquired samplesmay be far awaywith respect to the size of the convolution
kernels used for reconstruction.
While the convolution kernels used in LORAKS could be rectangular like the kernels employed bymost other meth-
ods (including RAKI and GRAPPA), LORAKS implementations have classically always relied on ellipsoidal convolution
kernels [9]. An R1 × R2 ellipsoidal convolution kernel can be viewed as a special case of a standard R1 × R2 rectangular
kernel, where the values in the corners of the rectangle (i.e., the region outside the ellipse inscribedwithin the rectangle)
are forced to be zero. Ellipsoidal kernels have several advantages, including fewer degrees of freedom to achieve the
same spatial resolution characteristics as rectangular kernels (e.g., in 2D, an ellipse has pi/4 ≈ 78.5%of the area of the
rectangle that circumscribes it), isotropic resolution characteristics rather than the anisotropic resolution associated
with rectangular kernels, and overall better empirical reconstruction performance for a wide range of autoregressive
reconstructionmethods [40].
2.2 | The Proposed LORAKI Approach
Inspired by RAKI and AC-LORAKS, LORAKI is implemented by simply including nonlinear ReLU activation functions
within the convolutional RNNarchitecture of Landweber-basedAC-LORAKS. In particular, starting from an initialization
of d(0)r ec = dzp , the LORAKI network iterates the following equation for a total of K iterations:
d(i+1)r ec = U
(d(i )r ec − λg2(r el u(g1(d(i )r ec )))) + dzp . (8)
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As before, g1(·) and g2(·) are convolution layers without bias terms. The convolutional RNN structure of LORAKI is also
shown in Fig. 1.
Similar to RAKI, the nonlinear structure of LORAKI means that this network cannot be trained with the same
relatively simple training procedure used by AC-LORAKS. Instead, LORAKI can be trained by applying backpropagation
and using ACS training data.
As with RAKI, we implement LORAKI using a real-valued deep learning architecture that separates the real and
imaginary parts of the data and doubles the effective number of channels. For ease of implementation, we rely on
virtual conjugate coils as described in Refs. [20, 24, 25] to capture the LORAKS phase constraints, which doubles again
the number of channels. Therefore, we effectively have 4L channels, with d(i )r ec ∈ ÒN1×N2×4L , g1(·) : ÒN1×N2×4L →
ÒN1×N2×C , and g2(·) : ÃN1×N2×C → ÃN1×N2×4L , where C is a user-selected number of intermediate channels. To
maintain consistency with LORAKS implementations and because it leads to improved empirical performance, we also
use ellipsoidal convolution kernels in our implementation of LORAKI.
2.2.1 | Training Considerations and Synthetic ACS data
For training, LORAKI uses the same ACS data as used by the other threemethods described above. Similar to GRAPPA
and RAKI, this ACS data is subsampled to generate paired fully-sampled and undersampled training examples. However,
similar to AC-LORAKS but different fromGRAPPA and RAKI, LORAKI is easily compatible with non-uniform sampling
patterns like random sampling or partial Fourier acquisition, and there is no need to tailor the reconstruction procedure
to the specific local sampling configurations that are present in the acquired data. This means that when constructing
paired fully-sampled and undersampled training examples, the undersampling patterns that are used for training do not
need to be a closematch to the real undersampling pattern that will be reconstructed.
Similar to RAKI, LORAKI is more complicated and hasmore parameters than AC-LORAKS or GRAPPA. As a result, it
should generally be expected that LORAKI will require more ACS training data than AC-LORAKS does. However, since
acquiring a substantial amount ACS datamay reduce experimental efficiency, it would be preferable if the dependence
on acquired ACS data could be reduced. Recently, we have explored an approach for generating synthetic ACS data that
worked fairly well in a different context [24]. This approach was based on first performing a fast initial reconstruction of
the data, and then using that initial reconstruction result as synthetic ACS data to guide the next stage of LORAKS-based
image reconstruction. In this paper, weobserve that if only a small amount ofACSdata is acquired,we canpotentially use
the full k-space data obtained by a fast initial AC-LORAKS reconstruction to provide additional synthetic ACS training
data to use with LORAKI. Since the potential value of this synthetic ACS approach is hard to evaluate theoretically, we
will instead evaluate it empirically in the following sections.
3 | METHODS
3.1 | Datasets
Weevaluated LORAKI and compared it against othermethods by reconstructing retrospectively-undersampled versions
of fully-sampled in vivo human brain datasets from two different contexts. In one case, the images were T2-weighted
andwere acquiredwith 2D Fourier encodingwith a 256 × 187 acquisitionmatrix (readout × phase encoding) on a 3T
scanner using a 12-channel head coil. In the other case, the images were T1-weighted and were acquired with 3D
Fourier encoding using anMPRAGE sequence on a 3T scannerwith a 32 channel head coil. In this case, we reconstructed
the fully-sampled readout dimension and considered representative 2D slices with acquisitionmatrix 208 × 256 (phase
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encoding 1 × phase encoding 2). Due to the large number of channels, the 32-channel data was coil-compressed to 8
channels prior to reconstruction. For both datasets, we performed evaluations for 5 representative slices of the same
subject.
3.2 | Retrospective Undersampling and Comparisons
Weperformed several types of retrospective undersampling experiments. In one set of experiments, we considered
uniform 1D undersampling of the T2-weighted data along the phase encoding dimension, and compared LORAKI
(with either real or synthetic ACS data) against GRAPPA, RAKI and AC-LORAKS. The reconstruction results were
evaluated subjectively using visual inspection, as well as quantitatively using standard normalized root-mean-squared
error (NRMSE) and structural similarity index (SSIM) error metrics. For NRMSE, smaller numbers are better with a
perfect reconstruction corresponding to anNRMSE value of zero. For SSIM, larger numbers are better with a perfect
reconstruction corresponding to an SSIM value of one. In one case, we also analyzed the reconstruction error as a
function of spatial frequency, using the error spectrum plot (ESP) [41].
In another set of experiments, we considered 2D variable-density random undersampling of the T1-weighted data.
Since it is inconvenient to use GRAPPA and RAKI with random sampling, we only compared against AC-LORAKS for this
case. Reconstruction quality was assessed using the same qualitative and quantitativemethods used in the previous
case.
Further experiments were also performed to evaluate the compatibility of LORAKI with different undersampling
patterns, and to assess the impact of different amounts of ACS data and/or synthetic ACS data.
3.3 | Parameter Selection andOptimization
For concreteness and without loss of generality, we considered an implementation of LORAKI that uses C = 64 and
K=5. We used ellipsoidal convolution kernels with R1 = R2 = 3 for both convolution layers. Our LORAKI code was
implemented in PyTorch. When generating training data, we used undersamplingmasks with similar characteristics to
the actual data. I.e., if the data was sampled uniformly, then we also trained the LORAKI network with uniform sampling
examples generated from the ACS data. All experiments were conducted onGoogle Colab leveraging anNVidia Tesla
K80GPU.
The implementation of GRAPPAwe compared against used a kernel with R1 = R2 = A + 1, whereA denotes the
acceleration factor of the scan. This choice implies that, for 1D uniform undersampling patterns, eachmissing sample is
interpolated using theA + 1 nearest samples from each of the two nearest acquired phase encoding lines.
The implementation of RAKI we compared against used the same choices of network parameters (including kernel
sizes, kernel dilation factors, etc.) as described in the original paper [18].
The implementation of AC-LORAKS we compared against is publicly available [25]. We used the “S”-version of
AC-LORAKS (which incorporates support, phase, and parallel imaging constraints), and used ellipsoidal convolution
kernels with R1 = R2 = 7. TheC parameter for AC-LORAKSwas optimized on an image-by-image basis, and we report
results for the value ofC that achieved the smallest NRMSE. This choice represents a best-case scenario, since the true
NRMSE value would not be available for a prospective acquisition.
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4 | RESULTS
Figure 2, Table 1, and supporting Fig. S1 show results from reconstructing uniformly-undersampled T2-weighted data.
In this specific case, we simulated an acquisition that measured every fourth line of k-space, while also fully-acquiring
the central 32 phase encoding lines to be used as ACS data. Taken together, this results in an effective acceleration
factor of 2.6×. As can be observed from Fig. 2 and Table 1, the proposed LORAKI approach had the best performance
in all cases, with uniformly lower NRMSE values and uniformly higher SSIM values compared to GRAPPA, RAKI, or
AC-LORAKS.We observed similar NRMSE and SSIM values for LORAKI when using the original ACS data or when using
synthetic ACS data generated from an initial AC-LORAKS reconstruction of the data. In this specific case, the amount of
acquired ACS data is already relatively high, whichmay explain the relative lack of impact from using synthetic ACS
data. A corresponding ESP plot shown in supporting Fig. S1 shows that LORAKI approaches have consistently similar or
better error characteristics than othermethods across all spatial frequencies, with themost significant advantage at
high-spatial frequencies.
Figure 3, Table 2, and supporting Fig. S1 show results from reconstructing randomly-undersampled T1-weighted
data. In this specific case, we simulated an acquisition with an effective acceleration factor of 5.2× (including samples
from a fully-sampled 64 × 64ACS region at the center of k-space). Similar to the previous case, LORAKI had uniformly
smaller NRMSE and larger SSIM values compared to AC-LORAKS, with themost significant error improvements at high
spatial frequencies. GRAPPA and RAKI reconstruction were not performed in this case, due to the large number of local
sampling configurations resulting from random sampling. As before, there was not a big difference between using the
original ACS data versus using synthetic ACS data, whichmight be explained by the relatively large size of the acquired
ACS data.
To evaluate the hypothesis that LORAKI would be compatible with a range of different sampling patterns (a
characteristic that it should inherit from AC-LORAKS), we performed reconstruction of the T2-weighted data from
random undersampling (an effective acceleration factor of 3×, including 32 fully-sampled lines of central k-space to
be used as ACS data) and partial Fourier undersampling (5/8ths partial Fourier sampling including 32 fully-sampled
lines of central k-space to be used as ACS data, with uniform sampling of the remaining k-space resulting in an effective
acceleration factor of 3×). LORAKI reconstruction results for one slice are shown in Fig. 4, and AC-LORAKS results
are also included for reference. As can be seen, the advantage of LORAKI over AC-LORAKS is still observed for these
sampling patterns, and there is still not a major difference between using the original ACS data and synthetic ACS data.
All of the previous examples used a relatively large amount of acquired ACS data, which is likely beneficial for
methods like RAKI and LORAKI, but whichmight also reduce experimental efficiency. In the next set of experiments,
we performed reconstructions with different amounts of ACS data, while holding the effective acceleration factor
fixed. For the T2-weighted data, we varied the number of fully-sampled lines at the center of k-space, and performed
uniform undersampling of the remainder of k-space. The sample spacing was adjusted so that the total number of lines
was equal for each case, with an effective acceleration factor of 2.5×. For the T1-weighted data, we varied the size
of the fully-sampled region at the center of k-space, and used variable density random sampling for the remainder of
k-space. The total number of samples was held fixed in each case, with an effective acceleration factor of 5.2×. Results
for T2-weighted and T1-weighted datasets are shown in Figs. 5 and 6, respectively. As expected, LORAKI using the
original ACS data works better than AC-LORAKSwhen the amount of ACS data is large, but AC-LORAKS yields better
results when the amount of ACS data is small. However, these results also demonstrate that synthetic ACS data is
potentially quite valuable when the amount of actual ACS data is relatively small. In particular, LORAKI with synthetic
ACS data appears to consistently outperformAC-LORAKS across all cases. Notably, we also observe that both LORAKI
and AC-LORAKS appear to consistently outperform RAKI in Fig. 5.
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5 | DISCUSSION
The results shown in the previous section demonstrated that LORAKI has potential advantages compared to existing
AAmethods when sufficient ACS data is available, and also that synthetic ACS training data is potentially useful for
scenarios where it may be impractical to acquire a large amount of actual ACS data. In practice, there can also be certain
scenarios where no ACS training data is available, where existing calibrationless reconstruction methods like SAKE
and LORAKS (which are also based on linear autoregressivemodeling principles) have previously demonstrated value
[8, 9, 19]. While the LORAKI formulation does not directly address calibrationless scenarios, it is worth noting that
LORAKI could also potentially be applied to such scenarios if synthetic ACS data can be generated (e.g., by applying
a calibrationless reconstructionmethod as an initial step). As an initial proof-of-principle for this idea, we performed
two different calibrationless simulations, as shown in Fig. 7. With the T2-weighted data, we simulated calibrationless
random partial Fourier undersampling with an effective acceleration factor of 3.5×. With the T1-weighted data, we
simulated calibrationless variable density random sampling with an effective acceleration factor of 5×. In both cases,
we used the “S”-version of the nonconvex P-LORAKSmethod [19] (using publicly available software [41]) to generate
an initial reconstruction. This initial reconstruction was then used as synthetic ACS training data to train LORAKI,
and LORAKI reconstruction was then performed. Reconstruction results are shown in Fig. 7, and we also show the
P-LORAKS reconstructions and AC-LORAKS reconstructions (trained using the P-LORAKS reconstruction as ACS data)
for reference. As can be seen, the LORAKI reconstruction frequently has the best performance metrics compared
to P-LORAKS and AC-LORAKS. The one exception is that AC-LORAKS has a slightly better NRMSE value for the T2-
weighted data, although the difference in NRMSE between LORAKI and AC-LORAKS is nearly negligible in this case (i.e.,
an NRMSE of 0.1274 for LORAKI versus 0.1271 for AC-LORAKS). These results confirm that LORAKI-type approaches
can still have relevance to calibrationless scenarios.
The results shown in this paper were all generated using the same set of LORAKI network parameters. However,
different choices of theseparameters are expected tohave an impact on reconstructionperformance. Figure8 illustrates
the impact of the parametersC (the number of channels in the hidden layer), K (the number of RNN iterations), and
R1 × R2 (the size of the ellipsoidal convolution kernels) on reconstruction performance. The results in this figure were
generated based on reconstructing the uniformly undersampled T2-weighted data, with 64 ACS lines and an effective
acceleration factor of 3×. For reference, the NRMSE for AC-LORAKS (with optimized AC-LORAKS parameters) is also
shown. As can be seen, the performance of LORAKI appears to be relatively robust with respect to variations in these
parameters, andmaintains an advantage over AC-LORAKS across a wide range of parameter settings.
Unlike most other deep learning methods, the training procedure for RAKI and LORAKI is scan-specific and
therefore must be performed online. As a result, training time becomes an important consideration. For the results
we’ve shown, network training required approximately 1 hour on Google Colab for LORAKI.While this training time is
relatively long, we should note that this implementation was designed for simple proof-of-principle evaluation, and we
did not spendmuch effort in optimizing training speed. Substantial speedups may be possible from using optimized
hardware andmore efficient training algorithms.
In addition, whilewe’ve demonstrated that LORAKI improves reconstruction performance over similar AAmethods,
we should alsomention that the LORAKI network is still relatively simple at this stage, andwe have not yet considered
the use of more advanced deep learning strategies such as dropout [42] or batch normalization [43]. Combination of
LORAKI-type ideas with other forms of constrained reconstructionmay also prove to be a fruitful direction for future
work.
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6 | CONCLUSION
This work introduced LORAKI, a novel scan-specific autocalibrated RNN approach for nonlinear autoregressiveMRI
reconstruction in k-space that was motivated by ideas from previous RAKI and AC-LORAKS methods. LORAKI is
designed to automatically capture the same support, phase, and parallel imaging constraints as AC-LORAKS while
alsomaintaining compatibility with a wide range of k-space sampling patterns. However, different fromAC-LORAKS
but similar to RAKI, the reconstruction procedure in LORAKI is nonlinear, and capable of capturingmore complicated
autoregressive relationships. Our evaluations with retrospectively undersampledMRI data suggest that LORAKI can
outperform similar existing reconstructionmethods in many situations, andwe envision that the further development
of this kind of approachmay enable even bigger gains in the future.
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F IGURE 1 Neural network representations of GRAPPA, RAKI, AC-LORAKS (with Landweber iteration), and
LORAKI.
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GRAPPA RAKI AC-LORAKS
LORAKI
(Original)
LORAKI
(Synthetic)
Uniform
Sampling
NRMSE:  0.144
SSIM:  0.900
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NRMSE:  0.115
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NRMSE:  0.106
SSIM:  0.937
NRMSE:  0.103
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Gold Standard
F IGURE 2 Representative reconstruction results for uniformly-undersampled T2-weighted data. The top row
shows reconstructed images for one slice in a linear grayscale, where the gold standard image has been normalized to
range from 0 (black) to 1 (white). The bottom row shows error images with the indicated colorscale. NRMSE and SSIM
values are also shown below each image, with the best values highlighted in red.
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GRAPPA RAKI AC-LORAKS LORAKI LORAKI(Original) (Synthetic)
Slice 1 NRMSE 0.149 0.132 0.123 0.113 0.113
Slice 2 NRMSE 0.128 0.120 0.117 0.112 0.110
Slice 3 NRMSE 0.184 0.162 0.154 0.141 0.153
Slice 4 NRMSE 0.140 0.130 0.124 0.117 0.116
Slice 5 NRMSE 0.164 0.139 0.136 0.125 0.130
Slice 1 SSIM 0.879 0.908 0.905 0.923 0.914
Slice 2 SSIM 0.900 0.917 0.920 0.930 0.928
Slice 3 SSIM 0.975 0.980 0.977 0.983 0.983
Slice 4 SSIM 0.897 0.921 0.920 0.933 0.925
Slice 5 SSIM 0.957 0.964 0.963 0.969 0.969
TABLE 1 Quantitative reconstruction performancemetrics for 5 different slices of the T2-weighted dataset, using
the same sampling pattern shown in Fig. 2. The best performancemetrics are highlighted in red.
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AC-LORAKS
Variable Density 
Sampling
NRMSE: 0.0872
SSIM: 0.905
NRMSE: 0.0839
SSIM: 0.920
NRMSE: 0.0787
SSIM: 0.936
Gold Standard
LORAKI 
(Original)
LORAKI 
(Synthetic)
F IGURE 3 Representative reconstruction results for randomly-undersampled T1-weighted data. The top row
shows reconstructed images for one slice in a linear grayscale, where the gold standard image has been normalized to
range from 0 (black) to 1 (white). The bottom row shows error images with the indicated colorscale. NRMSE and SSIM
values are also shown below each image, with the best values highlighted in red.
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AC-LORAKS LORAKI LORAKI(Original) (Synthetic)
Slice 1 NRMSE 0.0721 0.0699 0.0706
Slice 2 NRMSE 0.0694 0.0672 0.0670
Slice 3 NRMSE 0.0692 0.0673 0.0670
Slice 4 NRMSE 0.0690 0.0657 0.0667
Slice 5 NRMSE 0.0686 0.0653 0.0665
Slice 1 SSIM 0.923 0.940 0.929
Slice 2 SSIM 0.922 0.940 0.932
Slice 3 SSIM 0.925 0.938 0.934
Slice 4 SSIM 0.921 0.940 0.929
Slice 5 SSIM 0.929 0.945 0.937
TABLE 2 Quantitative reconstruction performancemetrics for 5 different slices of the T1-weighted dataset, using
the same sampling pattern shown in Fig. 3. The best performancemetrics are highlighted in red.
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F IGURE 4 AC-LORAKS and LORAKI reconstruction results for T2-weighted data with different non-uniform
sampling patterns. (top) Random sampling. (bottom) Partial Fourier sampling. Error images are shown using the same
colorscale from Fig. 2.
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F IGURE 5 Reconstruction results for T2-weighted data with varying amounts of ACS data. Error images are shown
using the same colorscale from Fig. 2.
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F IGURE 6 Reconstruction results for T1-weighted data with varying amounts of ACS data. Error images are shown
using the same colorscale from Fig. 3.
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F IGURE 7 Evaluation of calibrationless reconstruction using synthetic ACS data. Error images are shown using the
same colorscales from Figs. 2 and 3.
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F IGURE 8 Evaluating the effects of different LORAKI network parameters on reconstruction performance. The
first plot shows the effects of varying the number of hidden-channel layersC while holding the kernel size fixed at
R1 = R2 = 3 and the number of iterations fixed at K = 5. The second plots shows the effects of varying R1, while setting
R2 = R1 and holding the other parameters fixed atC = 64 and K = 5. The final plot shows the effects of varying K , while
holding the other parameters fixed atC = 64 and R1 = R2 = 3. For reference, the NRMSE value for AC-LORAKS
reconstruction with optimized parameters is also shown (the AC-LORAKS parameters are not varied in this plot).
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F IGURE S1 Error spectrum plots [41] corresponding to (left) the T2-weighted reconstruction results shown in
Fig. 2 and (right) the T1-weighted reconstruction results shown in Fig. 3.
