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Abstract
Let O be a bounded Lipschitz domain in RnðnX3Þ: After giving several equivalent
characterization of harmonic Sobolev–Besov spaces and studying the mapping properties of
the single layer potential operator, we study the Neumann problem for the Laplacian with
data in quasi-Banach boundary Besov spaces and obtain the regularity results.
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1. Introduction
We study the Neumann Problem (NP) for the Laplacian
Du ¼ 0 in O; @u=@n ¼ f on @O ð1:1Þ
with data in quasi-Banach boundary Besov spaces of domain O in RnðnX3Þ with
Lipschitz boundary, where n denotes outward unit normal to @O:
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The Laplace’s equation in Lipschitz domains have been studied by many
mathematicians, see [Br,JK,DK,FMM,Z] and references therein. In [FMM], the
authors studied the Neumann boundary problem conditions
Du ¼ f in O; @u=@n ¼ g on @O ð1:2Þ
by establishing the invertibility of the classical layer potential operators on scales of
Sobolev–Besov spaces on Lipschitz boundaries. And they obtained the following
theorem.
Theorem A. Let OCRnðnX3Þ be a bounded Lipschitz domain, then there exists e ¼
eðO; nÞAð0; 1 such that the following relevance holds. If 1opoN and 0oso1 are
such that (s; 1=p) belongs to the region Re ¼ APQA0P0Q0 in Fig. 1 then, for every
fALps2ðOÞ and gABps11=pð@OÞ satisfying the compatibility condition / f ; 1S ¼
/g; 1S; (1.2) has a unique (modulo additive constants) solution u with the estimate
jjujjLps ðOÞpcðjjf jjLps2ðOÞ þ jjgjjBps11=pð@OÞÞ:
Finally, if @OAC1 then we may take e ¼ 1:
In Theorem A, we recall that ðs; 1=pÞ belongs to the region Re ¼ APQA0P0Q0 iff
there exists e ¼ eðM; nÞAð0; 1; such that one of the following statement holds:
(a) p0opop00 and 1=poso1þ 1=p;
(b) 1oppp0 and 3=p  1 eoso1þ 1=p;
(c) p00ppoN and 1=poso3=p þ e:
Wherein 1=p0 ¼ 1=2þ e=2 and 1=p00 ¼ 1=2 e=2:
In [Z], the author studied the inhomogeneous Neumann problem for fALps ðOÞ and
g ¼ 0 with ðs; 1=pÞ as in Theorem A via the estimates for the inverse Calderon
operator.
In [JK], the authors studied the inhomogeneous Dirichlet problem
Du ¼ f in O; Tr u ¼ 0 on @O: ð1:3Þ
via harmonic measure techniques, here Tr u stands for the trace of function u:
In this paper, we mainly studied (NP) in Lipschitz domains with data in quasi-
Banach Besov spaces of order less than one for appropriate range p and s; where
pp1:
Before stating our main theorem, we ﬁrst recall the B- or F-spaces on domains.
For sAR; 0op; qpN; the deﬁnitions of B-spaces Bp;qs ¼ Bp;qs ðRnÞ (or ’Bp;qs ¼ ’Bp;qs ðRnÞ)
and F-spaces F p;qs ¼ ’Fp;qs ðRnÞ (or ’Fp;qs ¼ ’Fp;qs ðRnÞ) (paN) can be found in
[FJ,Tr1,ET], here we omit the details. In particular, we have the potential spaces
Lps ðRnÞ ¼ Fp;2s ðRnÞðp41Þ; the Hardy–Sobolev spaces hps ðRnÞ ¼ F p;2s ðRnÞð0opp1Þ
and the Besov spaces Bps ðRnÞ ¼ Bp;ps ðRnÞð0oppNÞ: Let O be a domain in Rn; we
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deﬁne
Bp;qs ðOÞ ¼ ffAD0ðOÞ : (FABp;qs ðRnÞ; s:t: F jO ¼ f g;
Fp;qs ðOÞ ¼ ffAD0ðOÞ : (FAFp;qs ðRnÞ; s:t: F jO ¼ f g
with the usual norm.
For Lipschitz domain O; the scales of B- and F-spaces can be well-deﬁned on the
boundary, and we use the notations Bp;qs ð@OÞ (or ’Bp;qs ð@OÞ) and Fp;qs ð@OÞ (or
’Fp;qs ð@OÞ), respectively, for appropriate s; p; q; more details can be found in
[FMM,Z].
Throughout this paper, we use the notations hps ðOÞ ¼ Fp;2s ðOÞðpp1Þ; Bps ðOÞ ¼
Bp;ps ðOÞð0oppNÞ and ’Bps ð@OÞ ¼ ’Bp;ps ð@OÞ (See [ET,CKS,Se,FMM,Z]). If no other
claim, the domain OCRnðnX3Þ always means a bounded Lipschitz domain and let
M denote the Lipschitz constant of Lipschitz domain O; see [St] for more details.
Now we state our main theorem as follows.
Theorem 1.1. Let O be a bounded Lipschitz domain. There exists eAð0; 1; which may
be dependent in the Lipschitz constant of O: Suppose
n=ðn þ eÞopp1; nð1=p  1Þ  eþ 1þ 1=poso1þ 1=p; ð1:4Þ
then for all fA ’Bp
s11=pð@OÞ; there is a unique solution uABps ðOÞ to ðNPÞ
Du ¼ 0 in Bps2ðOÞ; @u=@n ¼ f on ’Bps11=pð@OÞ ð1:5Þ
with the estimate
jjujjBps ðOÞpcjjf jj ’Bps11=pð@OÞ:
When the domain is C1; e may be taken to be 1.
Remarks. (i) We know that the collection of s and 1=p for which Theorem 1.1 holds
is best understood as the open triangle QA0F in Fig. 1. When @OAC1; then the
collection of s and 1=p is understood as the open triangle CA0E in Fig. 1. Also note
that QF is parallel to CE in Fig. 1.
(ii) When we were making up and revising our paper, Mitrea obtained the similar
results as in Theorem 1.1 by using a Besov-based non-tangential maximal function
(see [MM1]) or by establishing suitable square-function estimates for singular
integral of potential type (see [MM2]).
In Theorem 1.1, the important ingredients in this regard are establishing the
equivalent characterization to harmonic Hardy–Sobolev spaces hps ðOÞ for pp1; and
the techniques of the single potential estimates on the boundary Besov spaces
’B
p
s1=p1ð@OÞ for pp1 as the following theorems.
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Theorem 1.2. Let O be a bounded Lipschitz domain. Suppose that u is a harmonic
function in O: Let 0oso1; 0opp1 and kAN,f0g: Consider the following
statements:
(a) u belongs to h
p
sþkðOÞ,
(b) u belongs to B
p
sþkðOÞ,
(c) d1s
P
jaj¼kþ1D
au;
P
jajpkD
au belong to hpðOÞ,
(d) ds
P
jaj¼kD
au;
P
jajpk1D
au belong to hpðOÞ.
Then, (a)3 (b)3 (c) ( (d).
When 1opoN; Theorem 1.2 was studied in [JK,FMM] by using the abstract
interpolation theorems. Here, we have not utilized the abstract theorems.
Let on ¼ jBð0; 1Þj=n; recall that the Newtonian potential is deﬁned by
NðXÞ :¼ ð2 nÞ1o1n jX j2n; XARn  f0g: ð1:6Þ
For f on @O; the single layer potential operator is deﬁned by
ðSf ÞðX Þ :¼ /f ; NðX  ÞS; XAO: ð1:7Þ
Sf is harmonic functions in Rn  @O:
Theorem 1.3. For any 0oso1 and ðn  1Þ=nopp1 with s þ nð1=p  1Þo1=p; the
single layer potential S is a bounded linear map from Bpsð@OÞ into Bp1þ1=psðOÞ, that is,
there exists a constant C ¼ CðM; nÞ; such that
jjSf jjBp
1þ1=psðOÞpcjjf jjBpsð@OÞ:
In particular, S ¼ TrS maps Bpsð@OÞ into Bp1sð@OÞ:
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The paper is arranged as follows. In Section 2, we will recall some fundamental
deﬁnitions and notations, including the atomic characterization of the
boundary Besov spaces. Section 3 contains the proof of several equivalent
characterization to harmonic Hardy–Besov spaces, i.e., Theorem 1.2. Section 4
contains general estimates and their invertibility results of the single
potential operators on the boundary Besov spaces, i.e., Theorem 1.3. We
also discuss the trace theorems in there. In Section 5, we will prove our main
Theorem, Theorem 1.1.
2. Some fundamental deﬁnitions and notations
In this section, we ﬁrst recall some fundamental deﬁnitions and notations.
For sAR; denote sþ ¼ maxðs; 0Þ; and ½s stands for the integer functions. If Q is a
cube whose sides are parallel to the axes, the xQ; lQ denote the center, sidelength of
Q, respectively. Let c be a positive constant, cQ represents the cube QðxQ; clQÞ: If no
other claim, Q always stands for a dyadic cube.
The dilates or dyadic dilates of g are deﬁned by gtðxÞ ¼ tngðx=tÞ or gjðxÞ ¼
2jngð2jxÞ for jAN,f0g:
The deﬁnitions of the scales of Besov and Triebel–Lizorkin spaces on Rn and
their related matters, such as the embedding theorems, the dual theorems, the
atomic decompositions and so on, can be found in [FJ,Tr1,ET], here we omit
the details.
The scales of Besov and Triebel–Lizorkin spaces can be naturally transported
from Rn1 to the boundaries of (bounded) Lipschitz domain O via pull-back
and a partition of unity. And we denote them by Bp;qs ð@OÞ and F p;qs ð@OÞ; respectively,
for appropriate s; p; q: These boundary spaces were deliberately studied
by [FMM,Z].
Let ds denote the surface measure on O so that n; the outward unit normal to @O;
is well-deﬁned ds-a.e..
We say that O is a Lipschitz graph, if there exists a Lipschitz function j :
Rn1-R; such that O ¼ fðx; tÞARn : t4jðxÞg: The deﬁnitions of the bounded
Lipschitz domain can be found in [St], here we omit the details.
When ðn  1Þ=nop; qoN; ðn  1Þð1=p  1Þþoso1; we say that f belongs to
Bp;qs ð@OÞ if f ðx;jðxÞÞ belongs to Bp;qs ðRn1Þ: When ðn  1Þ=nop; qoN; ðn 
1Þð1=p  1Þþo1 so1; we say that f belongs to Bp;qs ð@OÞ if
f ðx;jðxÞÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ jrjðxÞjp belongs to Bp;qs ðRn1Þ:
The deﬁnitions of the boundary function spaces can be extended to the case of the
bounded Lipschitz domain via a simple partition of unity argument. The related
matters of the boundary function spaces, such as the embedding theorems, the dual
theorems, remain valid. For example, for 1oso0 and 1op; qoN; we have
Bp;qs ð@OÞ ¼ ðBp
0;q0
s ð@OÞÞ; where 1=p þ 1=p0 ¼ 1; 1=q þ 1=q0 ¼ 1; and the duality
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pairing between fABp;qs ð@OÞ and gABp
0;q0
s ð@OÞ is
R
@O fg ds: See [FMM,Z] for more
details.
For a bounded Lipschitz domain, a set QC@O is said to be a ‘‘dyadic’’ cube if
there exists a constant d0 which is dependent in the Lipschitz constant, and a dyadic
cube Q0 in Rn1; such that Q ¼ fðx;jðxÞÞ : xAQ0g with the length lQ0pd0: If no other
claim, we always set d0 ¼ 1:
Deﬁnition 2.1. Let O be a bounded Lipschitz domain and ðn  1Þ=nopp1; ðn 
1Þð1=p  1Þo1þ so1: A function aQ associated to a dyadic cube QC@O with lQo1;
is said to be a boundary atom of the Besov spaces ’Bp;qs ð@OÞ iff
supp aQC2Q; jaQjpjQjs=ðn1Þ1=p and
Z
@O
aQ ds ¼ 0:
Now the atomic characterization [FJ] can be lifted to @O as below. The function f
belongs to the Besov space ’Bp;qs ð@OÞ if only if f has the atomic decomposition
f ¼P sQaQ with jjsjj ’bp;qs ð@OÞoN; where aQ is a boundary atom of ’Bp;qs ð@OÞ as in
Deﬁnition 2.1, and jjsjj ’bp;qs ð@OÞ ¼
PN
j¼0
P
Q jsQjp
 q=p 	1=q
: Moreover, we have
jjf jj ’Bp;qs ð@OÞEinf jjsjj ’bp;qs ð@OÞ : f ¼
X
Q
sQaQ
( )
:
3. Harmonic Sobolev and Besov spaces of order less than one
For any domain O; let distðx; @OÞ be the distance from x to @O: We know
that there exists a function dðxÞ deﬁned in O; such that (i) c1distðx; @OÞp
dðxÞpc2distðx; @OÞ for any xAO; (ii) dðxÞACNðOÞ and j@axdðxÞjpcadistðx; @OÞ1jaj
for all a: Where c1; c2; ca are independent of O (see [St]).
To prove Theorem 1.2, we ﬁrst introduce a kind of a partition of unit
for a bounded Lipschitz domain O: That is, there exist fwk : kX0gCCN0 ðOÞ;
such that
(i) 0pwkp1; and
P
kwk ¼ 1 in O;
(ii) supp wkCfxAO : ð1 eÞ2k1pdðxÞpð1þ eÞ2kg;
(iii) wk ¼ 1 for fð1 e=2Þ2k1pdðxÞpð1þ e=2Þ2kg (e small enough).
When O is a bounded Lipschitz domain, for s; p with spo1; there
exists an equivalent characterization to Fp;qs ðOÞ which can be found in [W1] as
follows.
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Lemma 3.1. Let O be a bounded Lipschitz domain, let sAR; 0op; qoN with spo1;
then
(i) CN0 ðOÞ is dense in Fp;qs ðOÞ.
(ii)
fAF p;qs ðOÞ iff
PN
k¼0 ð2kðsþnð11=pÞÞjjðf wkÞ2k jjFp;qs Þ
p
n o1=p
oN: Moreover, we have
jjf jjFp;qs ðOÞE
XN
k¼0
ð2kðsþnð11=pÞÞjjðf wkÞ2k jjFp;qs Þ
p
( )1=p
: ð3:1Þ
In particular, when p ¼ q; by Bp;ps ¼ F p;ps ; we have
jjf jjBp;ps ðOÞE
XN
k¼0
ð2kðsþnð11=pÞÞjjðf wkÞ2k jjBp;ps Þ
p
( )1=p
: ð3:2Þ
Proof of Theorem 1.2. To prove Theorem 1.2, it is enough to show the case k ¼ 0: In
fact, let O be a bounded Lipschitz domain, for sAR; 0op; qoN; we know
uAFp;qs ðOÞ iff u;ruAFs1;qp ðOÞ: For example, when kAN; then we can found
uAWk;qðOÞ iff u; ruAWk1;qðOÞ in [Nec], and uAW k;qðOÞ iff u; ruAW k1;qðOÞ in
[St]. For general s; p; q; these facts can be deduced by the atomic characterization in
Lipschitz domains, see [TW] or [W2].
In particular, when sAR and p ¼ q; then
uABps ðOÞ iff u; ruABps1ðOÞ: ð3:3Þ
(b) implies (c): By 0opp1; 0oso1; we get spo1 and so we can use Lemma 3.1.
Let uABps ðOÞ; we should prove d1s@iu; uAhpðOÞ; where @i ¼ @=@xi: Choose a
radial function f with fðxÞACN0 ðBð0; 1ÞÞ; 0pfðxÞp2 with
R
fðxÞdx ¼ 1: For i ¼
1; 2;y; n; by pso1; for every harmonic function uABps ðOÞ; we consider
jjd1s@iujjhpðOÞ ¼
XN
k¼0
ð2knð11=pÞjjðd1s@iuwkÞ2k jjFp;2
0
Þp
( )1=p
ðiÞ
¼
XN
k¼0
ð2knð11=pÞjjðd1sftk  ð@iuÞwkÞ2k jjFp;2
0
Þp
( )1=p
ðtk ¼ 2k=100Þ ðiiÞ
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¼
XN
k¼0
ð2knð11=pÞjjðd1st1k ð@ifÞtk  uwkÞ2k jjFp;20 Þ
p
( )1=p
¼
XN
k¼0
ð2knð11=pÞjjðd1st1k wkÞð2kÞ
8<:
 ð@ifÞtk 
Xkþ1
i¼k1
uwi
 ! !
2k


F
p;2
0
1Ap9=;
1=p
ðiiiÞ
p c
XN
k¼0
2kðsþnð11=pÞÞ ð@ifÞtk 
Xkþ1
i¼k1
uwi
 ! !
2k




F
p;2
0
0@ 1Ap8<:
9=;
1=p
ðivÞ
p c
XN
k¼0
2kðsþnð11=pÞÞ
Xkþ1
i¼k1
uwi
 !
2k




F
p;2
0
0@ 1Ap8<:
9=;
1=p
ðvÞ
p c
XN
k¼0
ð2kðsþnð11=pÞÞjjðuwkÞ2k jjFp;2
0
Þp
( )1=p
p c
XN
k¼0
ð2kðsþnð11=pÞÞjjðuwkÞ2k jjBp;p
0
Þp
( )1=p
ðviÞ
p c
XN
k¼0
ð2kðsþnð11=pÞÞjjðuwkÞ2k jjBps Þ
p
( )1=p
pcjjujjBps ðOÞ: ðviiÞ
Here, the formula (i) is obtained by (3.1),
(ii) is obtained by u  jtkðxÞ ¼ uðxÞ since u is harmonic in O and f is a radial
function with
R
f ¼ 1;
(iii) is obtained by the support of the function wk and ftk ;
The inequality (iv) is obtained by the pointwise multiplier theorem. In fact,
ðd1st1k wkÞð2kÞACN0 and j@mi ðd1st1k wkÞð2kÞjpcm2ks for all m; see [Tr1] for more
details.
(v) is obtained by the convolution properties. More details can be found in
Remark 3 of [Tr1, p. 127].
(vi) is obtained by the imbedding theorem B
p;p
0 CF
p;2
0 for pp1o2; see [Tr1, p. 47]
for more details.
(vii) is obtained by BpsCB
p;p
0 for s40 and (3.2).
So we obtain the proof of the case ðbÞ ) ðcÞ:
(c) implies (b): Given any harmonic function u with d1sru; uAhpðOÞ; we should
prove uABps ðOÞ; i.e., u; ruABps1ðOÞ by (3.3). In fact, by so1; if uAhpðOÞ; then
uABps1ðOÞ by hpðOÞ ¼ Fp;20 ðOÞCBp;N0 ðOÞCBp;ps1ðOÞ ¼ Bps1ðOÞ; see [Tr1, p. 47] for
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more details. Now by Lemma 3.1 and using the imbedding theorem hpðOÞCBps1ðOÞ
again, we can obtain the case of (c) implies (b) by the following formulas as similar to
the proof in the case of that (b) implies (c) (for i ¼ 1;y; nÞ:
jj@iujjBp
s1ðOÞ ¼
XN
k¼0
ð2kðs1þnð11=pÞÞjjð@iuwkÞ2k jjBp
s1
Þp
( )1=p
p c
XN
k¼0
ð2knð11=pÞÞjjðd1s@iuwkÞ2k jjBp
s1
Þp
( )1=p
p c
XN
k¼0
ð2knð11=pÞÞjjðd1s@iuwkÞ2k jjFp;2
0
Þp
( )1=p
¼ cjjd1s@iujjhpðOÞ:
(d) implies (c): The proof of this case is similar to the proof of the assertion
ðcÞ3ðbÞ: In fact, by the facts that 0oso1 and u is harmonic in O; we can complete
the proof by the following:
jjd1s@iujjhpðOÞ ¼
XN
k¼0
ð2knð11=pÞjjðd1s@iuwkÞ2k jjFp;2
0
Þp
( )1=p
¼
XN
k¼0
ð2knð11=pÞjjðd1sftk  ð@iuÞwkÞ2k jjFp;2
0
Þp
( )1=p
ðtk ¼ 2k=100Þ
¼
XN
k¼0
ð2knð11=pÞjjðd1st1k ð@ifÞtk  uwkÞ2k jjFp;20 Þ
p
( )1=p
p c
XN
k¼0
ð2kðsþnð11=pÞÞjjðð@ifÞtk  uwkÞ2k jjFp;20 Þ
p
( )1=p
p c
XN
k¼0
ð2kðsþnð11=pÞÞjjðdsdsuwkÞ2k jjFp;2
0
Þp
( )1=p
p c
XN
k¼0
ð2knð11=pÞjjðdsuwkÞ2k jjFp;2
0
Þp
( )1=p
¼ jjdsujjhpðOÞ
(a)3 (c): Using the similar methods as the previous proof, we can also prove this
assertion and so we omit the details.
4. The single layer potential
In this section, we study the bounds and the invertibility of the single layer
potential on the boundary Besov spaces of order less than one.
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Recall that the Newtonian potential is deﬁned by
NðXÞ :¼ ð2 nÞ1o1n jX j2n; XARn  f0g:
For f on @O; the single potential operator is deﬁned by
ðSf ÞðX Þ :¼ /f ; NðX  ÞS; XAO:
The boundary layer potential and its adjoint are deﬁned by
Kf ðPÞ ¼ p:v: 1
on
Z
@O
/Q  P; nðQÞSjQ  Pjnf ðQÞ dsðQÞ
¼ lim
e-0
1
on
Z
jPQj4e
/Q  P; nðQÞSjQ  Pjnf ðQÞ dsðQÞ; PA@O;
Kf ðPÞ ¼ p:v:o1n
Z
@O
/P  Q; nðPÞSjQ  Pjnf ðQÞ dsðQÞ; PA@O:
To prove Theorem 1.3, we utilize the following lemma which can be found in [W3].
Lemma 4.1. Let u be harmonic in Lipschitz domain O; 0opp1; 1oso1; then
dsuAhpðOÞ iff uAhpðO; dspdxÞ iff uALpðO; dspdxÞ:
Proof of Theorem 1.3. Let s; p be as in Theorem 1.3, then 1o1þ 1=p  so1þ
n=ðn  1Þo3: There are three cases which should be considered.
Case 1: 2o1þ 1=p  so3: By (d) in Theorem 1.2, we should prove
dsþ11=p@i@jðSf Þ; @iSf ;SfAhpðOÞ for i; j ¼ 1;y; n: By the atomic characterization
of Besov spaces (see Section 2) and Lemma 4.1, it is enough to proveZ
O
dðXÞspþp1jð@i@jSaQÞðXÞjp þ j@iSaQðX Þjp þ jSaQðX Þjp dxpc ð4:1Þ
for every atom function aQ of B
p
sð@OÞ: We ﬁrst showZ
O
dðX Þspþp1jð@i@iSaQÞðXÞjp dxpc: ð4:2Þ
Via a partition of unity, there is no loss of generality in assuming that the support of
a contained in a coordinate patch where @O is given by the graph of a Lipschitz
function j : Rn1-R: The problem localizes and, since the only nontrivial case is
when X is close to the boundary, it sufﬁces to prove the estimatesZ
O
jgðX ÞjdðX Þspþp1jð@i@jSaQÞðX Þjp dXpc;
uniformly for gALNcompðOÞ with jjgjjLNðOÞp1:
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For the sake of the brevity, we set the center of the ‘‘cube’’ Q; z ¼ 0; and denote aQ
by a: Let Qr ¼ fXA@O : jX jpcrg and fQr :¼ fðx; tÞ : jxj þ tp10c ﬃﬃﬃnp rg; where the
constant c is a large enough constant dependent in the Lipschitz constant M:
When XAfQr; by the deﬁnition of the single layer (see (1.7)), we have
jð@i@jSaÞðXÞjpcrsðn1Þ=p
Z
Qr
jX  qjn dsðqÞ: ð4:3Þ
After a change of variables based on the representations X ¼ ðx;jðxÞ þ tÞ; q ¼
ðy;jðyÞÞ; by (4.3), we get ðXAfQrÞ
jð@i@jSaÞðXÞjp crsðn1Þ=p
Z
jyjþjjðyÞjpcr
ðjx  yj þ jt þ jðxÞ  jðyÞjÞn dy
p crsðn1Þ=p
Z
jyjpcr
ðjx  yj þ tÞn dypcrsðn1Þ=pt1:
And so by a change of variables again, we haveZ
eQr jgðXÞjdðX Þspþp1jð@i@jSaQÞðXÞjp dX
pc
Z
jxjþtpcr
tspþp1rspnþ1tp dx dtpc: ð4:4Þ
When XefQr; using the moment condition of a; we get
jð@i@jSaÞðXÞj ¼
Z
@O
ð@i@jNðX  qÞ  @i@jNðX ÞÞaðqÞ dsðqÞ
 
p c
Z
Qr
r
jX jnþ1 jaðqÞj dsðqÞpcr
nsðn1Þ=pjX jn1: ð4:5Þ
Therefore, we haveZ
ðeQrÞc jgðXÞjdðX Þspþp1jð@i@jSaQÞðXÞjp dX
pc
Z
crpjxjþjtjpc0
tspþp1rpðnsÞðn1Þðjxj þ tÞnpp dx dt
¼ c
Z
crpjxjpc0;tpcr
þ
Z
jxjpcr;crptpc0
þ
Z
crpjxjpc0;crptpc0
 !
 tspþp1rpðnsÞðn1Þðjxj þ tÞnpp dx dt
¼ I1 þ I2 þ I3:
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The ﬁrst plan is to estimate I1; l2; I3:
I3p
Z
crpjxjpc0
rpðnsÞðn1Þ dx
Z
crptpc0
tspþp1ðjxj þ tÞnpp dt
p crpðnsÞðn1Þ
Z
crpjxjpc0
jxjspnp dxpcrpðnsÞðn1Þ þ cpc: ð4:6Þ
Here we use s þ nð1=p  1Þo1=p and ro1:
Similarly, by s þ nð1=p  1Þo1=p; ro1 and ðn  1Þ=nopp1; we have
I2p rpðnsÞðn1Þ
Z
crptpc0
Z
jxjpcr
tspþp1ðjxj þ tÞnpp dx dt
p crpðnsÞðn1Þ
Z
crptpc0
tspnpþn2 dt
Z
jyjpc
ðjyj þ 1Þnpp dypc: ð4:7Þ
And
I1p
Z
crpjxjpc0;tpcr
tspþp1rpðnsÞðn1Þðjxj þ tÞnpp dx dt
p crpðnsÞðn1Þ
Z
crpjxjpc0
jxjspnp dx
Z
lpc
lspþp1ðjlj þ 1Þnpp dlpc: ð4:8Þ
By (4.6)–(4.8), we obtain the estimateZ
ðeQrÞc jgðXÞjdðX Þspþp1jð@i@jSaQÞðXÞjp dxpc: ð4:9Þ
Combining (4.4) with (4.9), we obtain (4.2).
The methods of the estimates ofZ
O
j@iSaQðXÞjp þ jSaQðXÞjp dxpc
is similar to the above, and so we omit the details.
Therefore, we complete estimate (4.1).
Case 2: 1o1þ 1=p  so2: By Theorem 1.2, we should prove ds1=p@iðSf Þ;
SfAhpðOÞ with the estimateZ
O
dðXÞsp1jðrSaQÞðX Þjp þ jSaQðX Þjp dxpc:
The methods of the proof is similar as in Case 1, and the details are omitted.
Case 3: 1þ 1=p  s ¼ 2: This case can be proved by the interpolation theorem
using Cases 1 and 2.
Note the inequality s þ nð1=p  1Þo1=p is equivalent the inequality ð1þ 1=p 
sÞ4ðn  1Þð1=p  1Þ þ 1=p: By 0oso1 and ðn  1Þ=nopp1; we know the trace
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theorem remains true for the bounded Lipschitz domain. Therefore we complete the
proof of Theorem 1.3. &
In the next part of this section, we will show that the single layer potentials are
invertible on various subspaces of Bps ð@OÞ for 1=ð1þ eÞopp1:
Recall Lpð@OÞ=f1g ¼ ffALpð@OÞ : R@O f ds ¼ 0g; Hpð@OÞ ¼ ’Fp;20 ð@OÞ; Hˆpð@OÞ ¼
F
p;2
0 ð@OÞ and I is an identiﬁcation operator, see [DK,Br] for more details.
Lemma 4.2. Let O be a bounded Lipschitz domain, then there exists e ¼ eðM; nÞ; such
that
(a.1) ([DK]) I=27K : Lpð@OÞ=f1g-Lpð@OÞ=f1g and I=27K : Lp1ð@OÞ=f1g-
L
p
1ð@OÞ=f1g are invertible, whenever 1opo2þ e:
(a.2) ([Br]) I=2 K : Hpð@OÞ-Hpð@OÞ and I=2þ K : Hˆpð@OÞ-Hˆpð@OÞ are in-
vertible, whenever 1=ð1þ eÞopp1:
(b.1) ([DK]) S : Lpð@OÞ-Lp1ð@OÞ and S : Lp1ð@OÞ-Lpð@OÞ are invertible, whenever
1opo2þ e:
(b.2) ([Br]) S :Hpð@OÞ-Hp1 ð@OÞ is invertible, whenever 1=ð1þ eÞopp1:
Using the above lemma, we have the following interpolation theorem, and the
similar results can also be found in [MM1].
Proposition 4.3. Let O be a bounded Lipschitz domain, then there exists e ¼
eðM; nÞAð0; 1=n; for 1=ð1þ eÞopp1; 1oso0; 1=po1þ eðs þ 1Þ; such that
I=27K : ’Bps ð@OÞ- ’Bps ð@OÞ and S : Bps ð@OÞ-Bp1þsð@OÞ are invertible.
Proof. Firstly, we can prove that, wherever the domains of the operators S; I=27K
of deﬁnition intersect, any two of these operators coincide, so that we will obtain our
theorem by interpolating between a rather wide selection of pairs of these operators,
see [FMM,Z] for more details, here we omit the details. As an analogue with [FMM],
by (a.l) and (a.2), we can use the interpolation theorem ðHp0ð@OÞ; Lp11ð@OÞ=f1gÞp;y ¼
’Bps ðOÞ (see [Z]), where p0o1; p141; s ¼ y and 1=p ¼ ð1 yÞ=p0 þ y=p1: And then
we obtain I=27K : ’Bps ð@OÞ- ’Bps ð@OÞ is invertible. The rest can similarly be
obtained by (b.1) and (b.2).
Remarks. The above results in Lemma 4.2 and Proposition 4.3 are seemly sharp in
the class of Lipschitz domains. Moreover, when @OAC1; we can take e ¼ 1=n; see
[FMM,JK] for more details.
Lastly, we give a note here. Let O be a bounded Lipschitz domain of Rn; and let
s; p satisfy n=ðn þ 1ÞoppN; nð1=p  1Þ þ 1=poso1þ 1=p; then the operator @@n;
originally deﬁned in CNð %OÞ; can be extended from B ps ðOÞ to ’B ps11=pð@OÞ: This fact
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can be deduced by the atomic characterization of B ps ðOÞ: By the atom deﬁnition of
B ps ðOÞ (see [TW, p. 658]) and the atom decomposition theorem (see [TW, p. 664]), for
every atom function aðxÞ which belongs to B ps ðOÞ; we can get that @a@n satisﬁes the
formula
supp
@a
@n
Csuppa-@O; @a
@n
 pjsuppa-@Ojðs11=pÞ=ðn1Þ1=p and Z
@O
@a
@n
ds ¼ 0:
That is, @a@n is an atom
’B
p
s11=pð@OÞ: Here we omit the details.
5. Proof of Theorem 1.1
In this section, we will prove our main Theorem 1.1, i.e., the Neumann problem.
Proof of Theorem 1.1. Existence: Firstly, we recall the atomic characterization of
the boundary spaces (see Section 2). We know that every fA ’B p
s11=pð@OÞ has the
form f ¼PQ sQaQ; where PQ jsQjpoN and aQ is atom of ’B ps11=pð@OÞ withR
aQ ds ¼ 0:
For every atom aQALNð@OÞCL2ð@OÞ=f1g; we know that there exists a unique
uQ ¼ Sð1=2 KÞ1aQAL23=2ðOÞ (see [DK]) be a solution to (1.5) with the boundary
data aQAL2ðOÞ=f1g:
Therefore, if we recall the invertibility of I=2 K (see Proposition 4.3) and the
mapping properties of S (see Theorem 1.3), the operator SðI=2 KÞ1; originally
deﬁned in L2ð@OÞ=f1g; can be extended from ’B p
s11=pð@OÞ to Bps ðOÞ: Moreover, we
have the estimate
jjuQjjBps ðOÞ ¼ jjSð1=2 KÞ
1
aQjjB ps ðOÞpc; ð5:1Þ
where s; p satisfy the following properties. There exists a positive numbers e1 ¼
e1ðM; nÞAð0; 1=n; such that
(i) n=ðn þ 1Þo1=ð1þ e1Þopp1 and 1=po1þ e1½ðs  1 1=pÞ þ 1 by Proposi-
tion 4.3,
(ii) ðs þ 1þ 1=pÞ þ nð1=p  1Þo1=p and 0o s þ 1þ 1=po1 by Theorem 1.3.
If letting e ¼ ne1; these imply
(i) n=ðn þ eÞopp1; (ii) e1nð1=p  1Þ þ 1=poso1þ 1=p:
After careful computation, we can obtain nð1=p  1Þ þ 1 eþ 1=p41e nð1=p  1Þ
þ1=p:
Therefore, if s; p satisfy (1.4), we have estimate (5.1). Combining this fact with the
atomic characterization of B-spaces, we can complete the proof of existence and their
estimates.
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Uniqueness: The uniqueness of Theorem 1.1 means that if uABps ðOÞ is the solution
to the equation
Du ¼ 0 in Bps2ðOÞ;
@u
@n
¼ 0 in ’Bp
s11=pð@OÞ; ð5:2Þ
then u ¼ const:
Assume that s; p satisfy (1.4), we will choose s1; p1 such that s1; p1 satisfy the
condition (b) in Theorem A and that the embedding results Bps ðOÞCLp1s1 ðOÞ;
B
p
s11=pð@OÞCBp1;p1s111=p1ð@OÞ hold. Therefore by (5.2) we can obtain
Du ¼ 0 in Bp1s12ðOÞ;
@u
@n
¼ 0 in Bp1
s111=pð@OÞ: ð5:3Þ
Then u ¼ const by Theorem A.
Remember the embedding theorems
Bps ðOÞ ¼ Bp;ps ðOÞ ¼ Fp;ps ðOÞCF p1;2s1 ðOÞ ¼ Lp1s1 ðOÞ;
B
p
s11=pð@OÞ ¼ Bp;ps11=pð@OÞCBp1;ps111=p1ð@OÞ ¼ B
p1;p1
s111=p1ð@OÞ
where s4s1; s1 ¼ s  nð1=p  1=p1Þ and pp1op1:
For s; p as in (1.4), now we choose p1; s140; such that
1op1o2 and 3=p1  1 eos1o1þ 1=p1
as stated in Theorem A.
In fact, we choose p1 with 1op1pðn  3Þ=ðn  2 1=pÞo2 by nX3; then we have
s14 nð1=p  1Þ  eþ 1þ 1=p  nð1=p  1=p1Þ
¼ 1=p þ nð1=p1  1Þ þ 1 e43=p1  1 e:
On the other hand, by pp1op1; then we have
s1o1þ 1=p  nð1=p  1=p1Þ ¼ 1þ ð1 nÞ=p þ n=p1o1þ 1=p1:
So we complete the proof of uniqueness.
Combining the existence and the uniqueness, we complete the proof of
Theorem 1.1. &
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