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ASCENT PROPERTIES FOR DERIVED FUNCTORS
SEAN SATHER-WAGSTAFF
Abstract. Given a flat local ring homomorphism R → S, and two finitely
generated R-modules M and N , we describe conditions under which the mod-
ules TorR
i
(M,N) and Exti
R
(M,N) have S-module structures that are compat-
ible with their R-module structures.
Convention. Throughout this paper, the term “ring” is short for “commutative
noetherian ring with identity”, and “module” means “unital module”.
We are interested in ascent of module structures along certain ring homomor-
phisms, following [1, 3, 4] where the following result is proved; see [1, Theorems
1.5 and 1.7]. Note that the natural maps from R to its completion R̂ and to its
henselization Rh satisfy the hypotheses of this result.
Fact 1. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism such that
the induced map R/m→ S/mS is an isomorphism, and let N be a finitely generated
R-module. Then the following conditions are equivalent:
(i) N has an S-module structure compatible with its R-module structure via ϕ.
(ii) The natural map HomR(S,N)→ N given by f 7→ f(1) is an isomorphism.
(iii) The natural map N → S ⊗R N given by n 7→ 1⊗ n is an isomorphism.
(iv) ExtiR(S,N) = 0 for all i > 1.
(v) ExtiR(S,N) is finitely generated over S (or over R) for i = 1, . . . , dimR(N).
(vi) S ⊗R N is finitely generated over R.
(vii) The induced map R/AnnR(N)→ S/AnnR(N)S is an isomorphism.
(viii) For all p ∈ MinR(N) (equivalently, for all p ∈ SuppR(N)), the induced map
R/p→ S/pS is an isomorphism.
Condition (viii) in this fact shows that ascent (i.e., condition (i)) is somehow a
topological condition on the closed set SuppR(N) ⊆ Spec(R). The point of this note
is to exploit this idea to identify conditions on M and N that guaranteed ascent
of module structures for ExtiR(M,N) and Tor
R
i (M,N). Of course, one way to
guarantee that ExtiR(M,N) and Tor
R
i (M,N) have compatible S-module structures
is for M or N to have a compatible S-module. For instance, if M has such an
S-module structure, then so does M ⊗R N by the formula s(m ⊗ n) := (sm) ⊗ n.
However, straightforward examples show that this condition is sufficient but not
necessary.
Example 2. Let k be a field, and consider the localized polynomial ring R =
k[X,Y ](X,Y ). The modules R/XR and R/Y R do not have R̂-module structures
compatible with their R-module structures, by Fact 1. However, the modules
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ExtiR(R/XR,R/YR) and Tor
R
i (R/XR,R/YR) are finite-dimensional vector spaces
over R/(X,Y )R ∼= R̂/(X,Y )R̂, so they do have compatible R̂-module structures.
Our main result is the following.
Theorem 3. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism such
that the induced map R/m→ S/mS is an isomorphism, and let M and N be finitely
generated R-modules. Then the following conditions are equivalent:
(i) M ⊗R N has an S-module structure compatible with its R-module structure
via ϕ.
(ii) TorRi (M,N) has an S-module structure compatible with its R-module structure
via ϕ for all i > 0.
(iii) ExtiR(M,N) has an S-module structure compatible with its R-module structure
via ϕ for all i > 0.
(iv) ExtiR(M,N) has an S-module structure compatible with its R-module structure
via ϕ for i = 0, . . . , dimR(N)− 1.
(v) ExtiR(S ⊗R M,N) is finitely generated over R for all i > 1.
(vi) The natural map ExtiR(S ⊗R M,N)→ Ext
i
R(M,N) is bijective for all i > 0.
(vii) For all p ∈ SuppR(M) ∩ SuppR(N) (equivalently, for all p that are minimal
elements of SuppR(M) ∩ SuppR(N)), the induced map R/p → S/pS is an
isomorphism.
Remark 4. The special case M = R in Theorem 3 recovers much of Fact 1. Of
course, we use Fact 1 in the proof of Theorem 3, so we are not claiming that the
fact is a corollary of the theorem.
One can combine Fact 1 with Theorem 3 in several ways to give other conditions
equivalent to the ones from Theorem 3, like the following:
(ii’) The natural map HomR(S,M ⊗R N) → M ⊗R N given by f 7→ f(1) is an
isomorphism.
(vi’) S ⊗R M ⊗R N is finitely generated over R.
We leave other such variations to the interested reader. See, though, Proposition 13.
Regarding the range i > 1 in condition (v), note that the module
Ext0R(S ⊗R M,N)
∼= HomR(S ⊗R M,N) ∼= HomR(S,HomR(M,N))
is automatically finitely generated by [4, Corollary 1.7].
The proof of Theorem 3 is given in Proof 8 below, after a few preliminaries.
Notation 5. Because it is convenient for us, we use some standard notions from the
derived category D(R) of the category of R-modules [5, 6, 7], with some notation
that is summarized in [2]. In particular, R-complexes are indexed homologically
X = · · · → Xi → Xi−1 → · · ·
and the supremum of an R-complex X is
sup(X) := sup{i ∈ Z | Hi(X) 6= 0}.
Given two R-complexes X and Y , the derived Hom-complex and derived tensor
product of X and Y are denoted RHomR(X,Y ) and X ⊗
L
R Y , respectively.
We use the term “morphism of complexes” (also known as “chain map”) for a
morphism in the category of R-complexes. A quasiisomorphism is a morphism of
complexes such that each induced map on homology modules is an isomorphism.
The complex ΣnX is obtained by shifting X by n steps to the left.
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The next two lemmas are almost certainly standard, but we include proofs since
they are relatively straightforward.
Lemma 6. Let (R,m, k) be a local ring, and let M , N be non-zero finitely generated
R-modules. Then there is an integer i 6 depthR(N) such that Ext
i
R(M,N) 6= 0.
Proof. Let K denote the Koszul complex on a system of parameters for R. We use
the depth-sensitivity of K, which states that dim(R)− sup(K⊗LRN) = depthR(N).
Since the homologies of K ⊗LR N have finite length and M is a non-zero module, it
follows that
sup(RHomR(M,K ⊗
L
R N)) = sup(K ⊗
L
R N) = dim(R)− depthR(N).
The tensor-evaluation isomorphism RHomR(M,K ⊗
L
R N) ≃ K ⊗
L
RRHomR(M,N)
implies that
dim(R)−depthR(N) = sup(K⊗
L
RRHomR(M,N)) 6 dim(R)+sup(RHomR(M,N))
from which we conclude that sup(RHomR(M,N)) > − depthR(N). The desired
conclusion now follows. 
Lemma 7. Let R be a ring, and let f : X → Y be morphism of R-complexes.
Assume that Hi(X) and Hi(Y ) are finitely generated over R for all i. Let x =
x1, . . . , xn be a sequence in the Jacobson radical of R, and let K be the Koszul
complex KR(x). Then f is a quasiisomorphism if and only if K ⊗R f : K ⊗R X →
K ⊗R Y is a quasiisomorphism.
Proof. The forward implication follows from the fact that K is a bounded (below)
complex of flat R-modules. For the converse, assume that K⊗R f is a quasiisomor-
phism. It follows that the mapping cone Cone(K ⊗R f) ∼= K ⊗R Cone(f) is exact,
and it suffices to show that Cone(f) is exact. This is done by induction on n, the
length of the sequence x; this reduces immediately to the case n = 1. Part of the
long exact sequence for Cone(f) and KR(x1)⊗R Cone(f) has the following form.
Hi(Cone(f))
x1−→ Hi(Cone(f))→ Hi(K
R(x1)⊗R Cone(f))︸ ︷︷ ︸
=0
Since the homology module Hi(Cone(f)) is finitely generated, Nakayama’s Lemma
implies that Hi(Cone(f)) = 0. 
Proof 8 (Proof of Theorem 3). The implications (ii) =⇒ (i), (iii) =⇒ (iv), and
(vi) =⇒ (iii) are routine. The implications (i) =⇒ (vii) =⇒ (ii) and (vii) =⇒
(iii) follow from Fact 1, since SuppR(Ext
i
R(M,N)) and SuppR(Tor
R
i (M,N)) are
contained in SuppR(M) ∩ SuppR(N) = SuppR(M ⊗R N).
(iv) =⇒ (vii). Assume that ExtiR(M,N) has an S-module structure compatible
with its R-module structure via ϕ for i = 0, . . . , dimR(N) − 1. Fix a prime p ∈
SuppR(M) ∩ SuppR(N), and suppose that the induced map R/p → S/pS is not
bijective. Applying Fact 1 to the modules ExtiR(M,N) for i < dimR(N), we see
that p /∈ SuppR(Ext
i
R(M,N)) for all i < dimR(N). It follows that
0 = ExtiR(M,N)p
∼= ExtiRp(Mp, Np) for all i = 0, . . . , dimR(N)− 1.
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However, since Mp 6= 0 6= Np, Lemma 6 implies that there is an integer i0 6
depthRp(Np) 6 dimRp(Np) 6 dimR(N) such that Ext
i0
Rp
(Mp, Np) 6= 0. The dis-
played vanishing implies that
dimR(N) 6 i0 6 dimRp(Np) 6 dimR(N)
so we have dimRp(Np) 6 dimR(N). It follows that p = m, so the induced map
R/p→ S/pS is an isomorphism by assumption, contradicting our supposition on p.
(v) =⇒ (vi). Assume that ExtiR(S ⊗R M,N) is finitely generated over R for all
i > 1. Remark 4 implies ExtiR(S⊗RM,N) is finitely generated over R for all i > 0.
Let J be an R-injective resolution of N , and let P be an R-projective resolution of
M . To show that the natural map ExtiR(S ⊗R M,N) → Ext
i
R(M,N) is bijective
for all i > 0, it suffices to show that the natural chain map
f : HomR(S ⊗R P, J)→ HomR(P, J)
is a quasiisomorphism.
Let K = KR(y1, . . . , ye) denote the Koszul complex on a minimal generating
sequence for m. Our assumption implies that the complexes HomR(S ⊗R P, J) and
HomR(P, J) have finitely generated homology over R. Thus, Lemma 7 shows that
it suffices to show that the following induced chain map is a quasiisomorphism.
K ⊗R f : K ⊗R HomR(S ⊗R P, J)→ K ⊗R HomR(P, J)
The chain map K ⊗R f is compatible with the following (quasi)isomorphisms.
K ⊗R HomR(S ⊗R P, J) ∼= K ⊗R HomR(S,HomR(P, J))
∼= HomR(Σ
−eK ⊗R S,HomR(P, J))
≃ HomR(Σ
−eK,HomR(P, J))
∼= K ⊗R HomR(P, J)
The first step in this sequence is adjointness. The second and fourth steps follow
from the fact that K is a self-dual bounded complex of finite-rank free R-modules.
For the third step, the assumptions on ϕ imply that the chain map K → K ⊗R S
is a quasiisomorphism (see [4, 2.3]); since HomR(P, J) is a bounded-above complex
of injective R-modules, the induced chain map
HomR(Σ
−eK ⊗R S,HomR(P, J))
≃
−→ HomR(Σ
−eK,HomR(P, J))
is also a quasiisomorphism.
(iii) =⇒ (v). Assume that ExtiR(M,N) has an S-module structure compatible
with its R-module structure via ϕ for all i > 0. To show that ExtiR(S ⊗R M,N)
is finitely generated over R for all i > 1, we show that ExtiR(S ⊗R M,N)
∼=
ExtiR(M,N). To this end, we use the spectral sequence
ExtpR(S,Ext
q
R(M,N)) =⇒ Ext
p+q
R (S ⊗R M,N).
If you like, this spectral sequence comes from the R-flatness of S and the adjoint-
ness isomorphism RHomR(S,RHomR(M,N)) ≃ RHomR(S ⊗
L
R M,N) in D(R).
As each ExtqR(M,N) has a compatible S-module structure, Fact 1 implies that
HomR(S,Ext
q
R(M,N))
∼= Ext
q
R(M,N) and that Ext
p
R(S,Ext
q
R(M,N)) = 0 for all
p > 1. Hence, the spectral sequence degenerates, implying that
ExtqR(S ⊗R M,N)
∼= Ext0R(S,Ext
q
R(M,N))
∼= Ext
q
R(M,N)
as desired. 
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The following example shows that the range i = 0, . . . , dimR(N) − 1 is optimal
in condition (iv) of Theorem 3.
Example 9. Let k be a field, and consider the localized polynomial ring R =
k[X1, . . . , Xd](X1,...,Xd) with d > 1. Choose j such that 0 6 j < d, and set M =
R/(X1, . . . , Xj) and N = R/(Xj+1, . . . , Xd−1). (If j = d − 1, this means that
N = R.) Note that N does not have a compatible R̂-module structure by Fact 1.
The sequence X1, . . . , Xj is R-regular, so the Koszul complex K
R(X1, . . . , Xj)
is an R-free resolution of M . The fact that X1, . . . , Xj is N -regular implies that
ExtiR(M,N)
∼=
{
0 for all i 6= j = dim(N)− 1
N for all i = j = dim(N)− 1.
In particular, the module ExtiR(M,N) has a compatible R̂-module structure for
i = 0, . . . , dimR(N) − 2, but Ext
dimR(N)−1
R (M,N) does not have a compatible R̂-
module structure.
The final result of this paper uses the following definition.
Definition 10. Let R be a ring with Jacobson radical J . Let NAK(R) denote the
class of all R-modules L such that either L = 0 or L/JL 6= 0.
Remark 11. Let R be a ring with Jacobson radical J . Nakayama’s Lemma im-
plies that every finitely generated R-module is in NAK(R). When R is local, the
terminology “L satisfies NAK” from [1] is equivalent to L ∈ NAK(R).
Remark 12. In [1], it is shown that the conditions of Fact 1 are equivalent to the
following condition:
(ix) ExtiR(S,N) is in NAK(S) (equivalently, in NAK(R)) for i = 1, . . . , dimR(N).
The next result gives a version of this in our situation. (Note that the numbering
is chosen to compare with the conditions in Theorem 3.)
Proposition 13. Let ϕ : (R,m, k) → (S, n, l) be a flat local ring homomorphism
such that the induced map R/m→ S/mS is an isomorphism, and let M and N be
finitely generated R-modules. Consider the following conditions:
(v) ExtiR(S ⊗R M,N) is finitely generated over R for all i > 1.
(v’) ExtiR(S ⊗R M,N) = 0 for all i > 1.
(viii) ExtiR(S ⊗R M,N) is in NAK(R) (i.e., in NAK(S)) for i = 1, . . . , dimR(N).
The implications (v’) =⇒ (v) =⇒ (viii) always hold, and the three conditions are
equivalent when ExtiR(M,N) = 0 for all i > 1.
Proof. Note that, for any S-module L, one has L/mL = L/nL since n = mS. Thus,
one has L ∈ NAK(R) if and only if L ∈ NAK(S). Also, the implication (v’) =⇒ (v)
is trivial.
(v) =⇒ (viii). Assume that ExtiR(S⊗RM,N) is finitely generated over R. Since
ExtiR(S ⊗R M,N) has a compatible S-module structure, the previous paragraph
and Remark 11 imply that ExtiR(S ⊗R M,N) is in NAK(R) and NAK(S).
(viii) =⇒ (v). Assume that ExtiR(M,N) = 0 for all i > 1 and Ext
i
R(S⊗RM,N)
is in NAK(R) for i = 1, . . . , dimR(N). The vanishing of Ext
i
R(M,N) and the
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flatness of S imply that we have the following isomorphisms in D(R).
RHomR(S ⊗R M,N) ≃ RHomR(S ⊗
L
R M,N)
≃ RHomR(S,RHomR(M,N))
≃ RHomR(S,HomR(M,N))
Taking homology, we conclude that
ExtiR(S,HomR(M,N))
∼= ExtiR(S ⊗R M,N) ∈ NAK(R)
for i = 1, . . . , dimR(N). By Remark 12, we conclude that for i > 1 we have
ExtiR(S ⊗R M,N)
∼= ExtiR(S,HomR(M,N)) = 0, as desired. 
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