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Abstract
We consider doubly-periodic travelling waves at the surface of an in-
finitely deep perfect fluid, only subjected to gravity g and resulting from
the nonlinear interaction of two simply periodic travelling waves making
an angle 2θ between them.
Denoting by µ = gL/c2 the dimensionless bifurcation parameter ( L is the
wave length along the direction of the travelling wave and c is the velocity
of the wave), bifurcation occurs for µ = cos θ. For non-resonant cases,
we first give a large family of formal three-dimensional gravity travelling
waves, in the form of an expansion in powers of the amplitudes of two ba-
sic travelling waves. ”Diamond waves” are a particular case of such waves,
when they are symmetric with respect to the direction of propagation.
The main object of the paper is the proof of existence of such symmet-
ric waves having the above mentioned asymptotic expansion. Due to the
occurence of small divisors, the main difficulty is the inversion of the
linearized operator at a non trivial point, for applying the Nash Moser
theorem. This operator is the sum of a second order differentiation along
a certain direction, and an integro-differential operator of first order, both
depending periodically of coordinates. It is shown that for almost all an-
gles θ, the 3-dimensional travelling waves bifurcate for a set of ”good”
values of the bifurcation parameter having asymptotically a full measure
near the bifurcation curve in the parameter plane (θ, µ).
Contents
1 Introduction 3
1.1 Presentation and history of the problem . . . . . . . . . . . . . . 3
1.2 Formulation of the problem . . . . . . . . . . . . . . . . . . . . . 5
1.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Mathematical background . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Structure of the paper . . . . . . . . . . . . . . . . . . . . . . . . 11
1
2 Formal solutions 16
2.1 Differential of Gη . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Linearized equations at the origin and dispersion relation . . . . 16
2.3 Formal computation of 3-dimensional waves in the simple case . 18
2.4 Geometric pattern of diamond waves . . . . . . . . . . . . . . . . 21
3 Linearized operator 23
3.1 Linearized system in (ψ, η) 6= 0 . . . . . . . . . . . . . . . . . . . 23
3.2 Pseudodifferential operators and diffeomorphism of the torus . . 25
3.3 Main orders of the diffeomorphism and coefficient ν . . . . . . . 33
4 Small divisors. Estimate of L− resolvent 34
4.1 Proof of Theorem 4.10 . . . . . . . . . . . . . . . . . . . . . . . . 41
5 Descent method-Inversion of the linearized operator 50
5.1 Descent method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5.2 Proof of Theorem 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Verification of assumptions of Theorem 5.1 . . . . . . . . . . . . 65
5.4 Inversion of L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6 Nonlinear problem. Proof of Theorem 1.3 70
A Analytical study of Gη 74
A.1 Computation of the differential of Gη . . . . . . . . . . . . . . . . 74
A.2 Second order Taylor expansion of Gη in η = 0 . . . . . . . . . . . 76
B Formal computation of 3-dimensional waves 77
B.1 Formal Fredholm alternative . . . . . . . . . . . . . . . . . . . . 78
B.2 Bifurcation equation . . . . . . . . . . . . . . . . . . . . . . . . . 79
C Proof of Lemma 3.6 83
D Proofs of Lemmas 3.7 and 3.8 84
E Distribution of numbers {ω0n2} 87
F Pseudodifferential operators 92
G Dirichlet-Neuman operator 100
H Proof of Lemma 5.8 111
I Fluid particles dynamics 114
2
1 Introduction
1.1 Presentation and history of the problem
We consider small-amplitude three-dimensional doubly periodic travelling grav-
ity waves on the free surface of a perfect fluid. These unforced waves appear
in literature as steady 3-dimensional water waves, since they are steady in a
suitable moving frame. The fluid layer is supposed to be infinitely deep, and
the flow is irrotational only subjected to gravity. The bifurcation parameter is
the horizontal phase velocity, the infinite depth case being not essentially dif-
ferent from the finite depth case, except for very degenerate situations that we
do not consider here. The essential difficulty here, with respect to the existing
literature is that we assume the absence of surface tension. Indeed the surface
tension plays a major role in all existing proofs for three-dimensional travelling
gravity-capillary waves, and when the surface tension is very small, which is the
case in many usual situations, this implies a reduced domain of validity of these
results.
In 1847 Stokes [40] gave a nonlinear theory of two-dimensional travelling
gravity waves, computing the flow up to the cubic order of the amplitude of
the waves, and the first mathematical proofs for such periodic two-dimensional
waves are due to Nekrasov [30], Levi-Civita [28] and Struik [41] about 80 years
ago. Mathematical progresses on the study of three-dimensional doubly periodic
water waves came much later. In particular, to our knowledge, first formal
expansions in powers of the amplitude of three-dimensional travelling waves
can be found in papers [16] and [39]. One can find many references and results
of researches on this subject in the review paper of Dias and Kharif [14] (see
section 6). The work of Reeder and Shinbrot (1981)[36] represents a big step
forward. These authors consider symmetric diamond patterns, resulting from
(horizontal) wave vectors belonging to a lattice Γ′ (dual to the spatial lattice
Γ of the doubly periodic pattern) spanned by two wave vectors K1 and K2
with the same length, the velocity of the wave being in the direction of the
bissectrix of these two wave vectors, taken as the x1 horizontal axis. We give
at Figure 1 two examples of patterns for these waves (see the detailed comment
about these pictures at the end of subsection 2.4). These waves also appear
in litterature as ”short crested waves” (see Roberts and Schwartz [37], Bridges,
Dias, Menasce [5] for an extensive discussion on various situations and numerical
computations). If we denote by θ the angle between K1 and the x1− axis,
Reeder and Shinbrot proved that bifurcation to diamond waves occurs provided
the angle θ is not too close to 0 or to π/2, and provided that the surface tension
is not too small. In addition their result is only valid outside a ”bad” set in the
parameter space, corresponding to resonances, a quite small set indeed. This
means that if one considers the dispersion relation ∆(K, c) = 0, where K and
c ∈ R2 are respectively a wave vector and the velocity of the travelling wave,
then there is no resonance if for the critical value of the velocity c0 there are
only the four solutions ±K1,±K2 of the dispersion equation, for K ∈ Γ′ (i.e.
for K being any integer linear combination of K1 and K2). The fact that the
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surface tension is supposed not to be too small is essential for being able to use
Lyapunov-Schmidt technique, and the authors mention a small divisor problem
if there is no surface tension, as computed for example in [37]. Notice that the
existence of spatially bi-periodic gravity water waves was proved by Plotnikov in
[32], [31] in the case of finite depth and for fixed rational values of gL/c2 tan θ,
where g, L, c are respectively the acceleration of gravity, the wave length in the
direction of propagation, and the velocity of the wave. Indeed, such a special
choice of parameters avoids resonances and the small divisor problem, because
the pseudo-inverse of the linearized operator is bounded.
Figure 1: 3-dim travelling wave, the elevation η
(2)
ε is computed with formula
(1.10). Top: θ = 11.3o, τ = 1/5, ε = 0.8µc; bottom: θ = 26.5
o, τ = 1/2, ε =
0.6µc. The dashed line is the direction of propagation of the waves. Crests are
dark and troughs are grey.
Craig and Nicholls (2000) [9] used the hamiltonian formulation introduced by
Zakharov [44], in coupling the Lyapunov-Schmidt technique with a variational
method on the bifurcation equation. Still in the presence of surface tension, they
could suppress the restriction of Reeder and Shinbrot on the ”bad” resonance
set in parameter space, but they pay this complementary result in losing the
smoothness of the solutions. Among other results, the other paper by Craig
and Nicholls (2002) [8] gives the principal parts of ”simple” doubly periodic
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waves (i.e. in the non resonant cases), expanded in Taylor series, taking into
account the two-dimensions of the parameter c. They emphasize the fact that
this expansion is only formal in the absence of surface tension.
Mathematical results of another type are obtained in using ”spatial dynam-
ics”, in which one of the horizontal coordinates (the distinguished direction)
plays the role of a time variable, as was initiated by Kirchga¨ssner [25] and ex-
tensively applied to two-dimensional water wave problems (see a review in [13]).
The advantage of this method is that one does not choose the behavior of the
solutions in the direction of the distinguished coordinate, and solutions periodic
in this coordinate are a particular case, as well as quasi-periodic or localized so-
lutions (solitary waves). In this framework one may a priori assume periodicity
in a direction transverse to the distinguished direction, and a periodic solu-
tion in the distinguished direction is automatically doubly periodic. The first
mathematical results obtained by this method, containing 3-dimensional doubly
periodic travelling waves, start with Haragus, Kirchga¨ssner, Groves and Mielke
(2001) [19], [17], [21], generalized by Groves and Haragus (2003) [18]. They use
a hamiltonian formulation and center manifold reduction. This is essentially
based on the fact that the spectrum of the linearized operator is discrete and
has only a finite number of eigenvalues on the imaginary axis. These eigenvalues
are related with the dispersion relation mentioned above. Here, one component
(or multiples of such a component) of the wave vector K is imposed in a di-
rection transverse to the distinguished one, and there is no restriction for the
component of K in the distinguished direction, which, in solving the dispersion
relation, gives the eigenvalues of the linearized operator on the imaginary axis.
The resonant situations, in the terminology of Craig and Nicholls correspond
here to more than one pair of eigenvalues on the imaginary axis, (in addition to
the origin). In all cases it is known that the largest eigenvalue on the imaginary
axis leads to a family of periodic solutions, via the Lyapunov center theorem
(hamiltonian case), so, here again, there is no restriction on the resonant set
in the parameter space at a fixed finite depth. The only restriction with this
formulation is that it is necessary to assume that the depth of the fluid layer is
finite. This ensures that the spectrum of the linearized operator has a spectral
gap near the imaginary axis, which allows to use the center manifold reduction
method. In fact if we restrict the study to periodic solutions as here, the center
manifold reduction is not necessary, and the infinite depth case might be con-
sidered in using an extension of the proof of Lyapunov-Devaney center theorem
in the spirit of [23], in this case where 0 belongs to the continuous spectrum.
However, it appears that the number of imaginary eigenvalues becomes infinite
when the surface tension cancels, which prevents the use of center manifold re-
duction in the limiting case we are considering in the present paper, not only
because of the infinite depth.
1.2 Formulation of the problem
Since we are looking for waves travelling with velocity c, let us consider the
system in the moving frame where the waves look steady. Let us denote by ϕ
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the potential defined by
ϕ = φ− c ·X,
where φ is the usual velocity potential, X = (x1, x2) is the 2-dim horizontal
coordinate, x3 is the vertical coordinate, and the fluid region is
Ω = {(X,x3) : −∞ < x3 < η(X)},
which is bounded by the free surface Σ defined by
Σ = {(X,x3) : x3 = η(X)}.
We also make a scaling in choosing |c| for the velocity scale, and L for a length
scale (to be chosen later), and we still denote by (X,x3) the new coordinates,
and by ϕ, η the unknown functions. Now defining the parameter µ = gLc2 (the
Froude number is c√
gL
) where g denotes the acceleration of gravity, and u the
unit vector in the direction of c, the system reads
∆ϕ = 0 in Ω, (1.1)
∇Xη · (u+∇Xϕ)− ∂ϕ
∂x3
= 0 on Σ, (1.2)
u · ∇Xϕ+ (∇ϕ)
2
2
+ µη = 0 on Σ, (1.3)
∇ϕ → 0 as x3 → −∞.
Hilbert spaces of periodic functions. We specialize our study to spa-
tially periodic 3-dimensional travelling waves, i.e. the solutions η and ϕ are
bi-periodic in X. This means that there are two independent wave vectors
K1,K2 ∈ R2 generating a lattice
Γ′ = {K = n1K1 + n2K2 : nj ∈ Z},
and a dual lattice Γ of periods in R2 such that
Γ = {λ = m1λ1 +m2λ2 : mj ∈ Z, λj ·Kl = 2πδjl}.
The Fourier expansions of η and ϕ are in terms of eiK·X , where K ∈ Γ′ and
K ·λ = 2nπ, n ∈ Z, for λ ∈ Γ. The situation we consider in the further analysis,
is with a lattice Γ′ generated by the symmetric wave vectors K1 = (1, τ), K2 =
(1,−τ). In such a case the functions on R2/Γ are 2π− periodic in x1, 2π/τ−
periodic in x2, and invariant under the shift (x1, x2) 7→ (x1 + π, x2 + π/τ) (and
conversely). We define the Fourier coefficients of a bi- periodic function u on
such lattice Γτ by
û(k) =
√
τ
2π
∫
[0,2π]×[0,2π/τ ]
u(X) exp(−ik ·X)dX.
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Form ≥ 0 we denote by Hm(R2/Γ) the Sobolev space of bi-periodic functions of
X ∈ R2/Γ which are square integrable on a period, with their partial derivatives
up to order m, and we can choose the norm as
||u||m =
(∑
k∈Γ′
(1 + |k|)2m|û(k)|2
)1/2
.
Operator equations. Now, we reduce the above system for (ϕ, η) to a
system of two scalar equations in choosing the new unknown function
ψ(X) = ϕ(X, η(X)),
and we define the Dirichlet-Neumann operator Gη by
Gηψ =
√
1 + (∇Xη)2 dϕ
dn
|x3=η(X) (1.4)
=
∂ϕ
∂x3
|x3=η(X) −∇Xη · ∇Xϕ
where n is normal to Σ, exterior to Ω, and ϕ is the solution of the η− dependent
Dirichlet problem
∆ϕ = 0, x3 < η(X)
ϕ = ψ, x3 = η(X),
∇ϕ → 0 as x3 → −∞.
Notice that this definition of Gη follows [27] and insures the selfadjointness and
positivity of this linear operator in L2(R2/Γ) (see Appendix A.1). Our definition
differs from another usual way of defining the Dirichlet - Neumann operator
without the square root in factor in (1.4). Now we have the identity(1.4) and
the system to solve reads
F(U, µ,u) = 0, F = (F1,F2), (1.5)
where U = (ψ, η), and
F1(U, µ,u) = : Gη(ψ)− u · ∇Xη, (1.6)
F2(U, µ,u) = : u · ∇Xψ + µη + (∇ψ)
2
2
+ (1.7)
− 1
2(1 + (∇Xη)2){∇Xη · (∇Xψ + u)}
2.
Let us define the 2-components function space
Hm(R2/Γ) = Hm0 (R
2/Γ)×Hm(R2/Γ)
We denote the norm of U in Hm(R2/Γ) by
||U ||m = ||ψ||Hm + ||η||Hm ,
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where Hm0 means functions with 0 average, and U = (ψ, η). The 0 average
condition comes from the fact that the value ψ of the potential is defined up to
an additive constant (easily checked in equations (1.6), (1.7)). Moreover, the
average of the right hand side of (1.6) is 0 as it can be easily checked (this is
proved for instance in [8]). We have the following
Lemma 1.1 For any fixed m ≥ 3, the mapping
(U, µ,u) 7→ F(U, µ,u) is C∞ : Hm(R2/Γ)× R× S1 → Hm−1(R2/Γ)
in the neighborhood of {0} × R × S1. Moreover F(·, µ,u) is equivariant under
translations of the plane:
TvF(U, µ,u) = F(TvU, µ,u)
where
TvU(X) = U(X + v).
In addition, there is M3 > 0, such that for ||U ||3 ≤M3 and |µ| ≤M3, F satisfies
for any m ≥ 3 the ”tame” estimate
||F(U, µ,u)||m−1 ≤ cm(M3)||U ||m, (1.8)
where cm only depends on m and M3.
Proof. The C∞ smoothness of (ψ, η) 7→ Gη(ψ) : Hm(R2/Γ) → Hm−1(R2/Γ)
comes from the study of the Dirichlet-Neumann operator, see (A.1,A.2), and the
properties of elliptic operators. This result is proved in particular by Craig and
Nicholls in [9], and by D.Lannes in [27]. Notice that Hs(R2/Γ) is an algebra for
s > 1. Notice that it is proved by Craig et al [10] that the mapping (ψ, η) 7→
Gη(ψ) : Hm(R2/Γ)×Cm(R2/Γ)→ Hm−1(R2/Γ) is analytic and the authors give
the explicit Taylor expansion near 0, with the same type of ”tame” estimates
that we shall use in the following sections. We choose here to stay with (ψ, η) ∈
Hm(R2/Γ) and we just use the C∞ smoothness of the mapping, in addition to
the tame estimates (see [27]).
The equivariance of F under translations of the plane is obvious.
We refer to [27] for the proof of the following ”tame” estimate, valid for any
k ≥ 1 (here simpler than in [27] since we have periodic functions and since there
is no bottom wall)
||Gη(ψ)||k ≤ ck(||η||3){||η||k+1||ψ||3 + ||ψ||k+1}, (1.9)
necessary to get estimate (1.8).
1.3 Results
We are now in a position to formulate the main result of this paper on the
existence of non-linear diamond waves satisfying operator equation (1.5). We
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find an explicit solution to (1.5) in the vicinity of an approximate solution U
(N)
ε
which existence is stated in the following lemma restricted to ”diamond waves”,
i.e to solutions belonging to the important subspace (still with Γ′ generated by
(1,±τ))
Hk(S) = {U = (ψ, η) ∈ Hk(R2/Γ) : ψ odd in x1, even in x2, η even in x1 and in x2}.
For these solutions the unit vector u0 = (1, 0) is fixed (see a more general
statement at Theorem 2.3, with non necessarily symmetric formal solutions).
Lemma 1.2 Let N ≥ 3 be an arbitrary positive number and the critical value of
parameter µc(τ) = (1+τ
2)−1/2 is such that the dispersion equation n2+τ2m2 =
µ−2c n
4 has only the solution (n,m) = (1, 1) in the circle m2 + n2 ≤ N2. Then
approximate 3-dimensional diamond waves are given by
U (N)ε = (ψ, η)
(N)
ε =
∑
1≤p≤N
εpU (p) ∈ Hk(S), for any k, (1.10)
U (1) = (sinx1 cos τx2,
−1
µc
cosx1 cos τx2), µ
(N)
ε = µc + µ˜, µ˜ = µ1ε
2 +O(ε4),
where
µ1 =
( 1
4µ3c
− 1
2µ2c
− 3
4µc
+ 2 +
µc
2
− 9
4(2− µc)
)
,
and where for any k,
F(U (N)ε , µ(N)ε ,u0) = εN+1Qε,
Qε uniformly bounded in H
k
(S), with respect to ε. There is one critical value τc
of τ such that µ1(τc) = 0, and µ1(τ) < 0 for τ < τc, µ1(τ) > 0 for τ > τc.
Proof. The lemma is a particular case of the general Theorem 2.3 in the
symmetric case.
The following theorem on existence of 3D-diamond waves is the main result
of the paper (notice that τ = tan θ)
Theorem 1.3 Let us choose arbitrary integers l ≥ 23, N ≥ 3 and a real number
δ < 1. Assume that
τ ∈ (δ, 1/δ), µc = (1 + τ2)−1/2.
Then there is a set N of full measure in (0,1) with the following property. If
µc ∈ N and τ 6= τc, then there exists a positive ε0 = ε0(µc, N, l, δ) and a set
E = E(µc, N, l, δ) so that
lim
ε→0
2
ε2
∫
E∩(0,ε)
s ds = 1,
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and for every µ = µ
(N)
ε with ε ∈ E, equation (1.5) has a ”diamond wave” type
solution U = U
(N)
ε + εNWε with Wε ∈ Hl(S). Moreover, W : E → Hl(S) is a
Lipschitz function cancelling at ε = 0, and for τ < τc (resp. τ > τc), and when
ε varies in E, the parameter µ = µ(N)ε runs over a measurable set of the interval
(µ
(N)
ε0 , µc) (resp. (µc, µ
(N)
ε0 ) of asymptotically full measure near µc.
We can roughly express our result in considering the two-dimensional pa-
rameter plane (τ, µ) where τ = tan θ, 2θ being the angle between the two basic
wave vectors of same length generating the two-dimensional lattice Γ′ dual of the
lattice Γ of periods for the waves. The critical value µc(τ) of µ (= gL/c
2), where
µc(τ) = (1+τ
2)−1/2 = cos θ, corresponds to the solutions of the dispersion rela-
tion we consider here (in particular 3-dimensional diamond waves propagating
in the direction of the bisectrix of the wave vectors). We show that for τ < τc
(≈ 2.48) the bifurcating (diamond) waves of size O(|µ − µc(τ)|1/2) occur for
µ < µc(τ), while for τ > τc it occurs for µ > µc(τ). We prove that bifurcation
of these 3-dimensional waves occurs on half lines τ = const of the plane, with
their origin on the critical curve, for ”good” values of τ (which appear to be
nearly all values of τ). Moreover, we prove that on each half line, these waves
exist for ”good” values of µ, this set of ”good” values being asymptotically of
full measure at the bifurcation point µ = µc(τ) (see Figure 2).
Figure 2: Small sectors where 3-dimensional waves bifurcate. Their vertices lie
on the critical curve µ = µc(τ). The good set of points is asymptotically of full
measure at the vertex on each half line (see the detail above). In the paper we
only give the proof for each half line τ = const (dashed line on the figure)
Another way to describe our result is in terms of a bifurcation from a non
isolated eigenvalue in the spectrum of the linearized operator at the origin.
Indeed, for our critical values (τ, µc(τ)) of the parameter, the differential at
the origin is a selfadjoint operator with in general a non isolated 0 eigenvalue
(see Theorem 4.1). Our result means that from each point (τ, µc(τ)) where τ
is chosen in a full measure set of (0,∞), a branch of solutions bifurcates in the
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following sense. Every half line τ = const with origin at the point (τ, µc(τ))
and on the good side of this curve, contains a measurable set of points where
the bi-periodic gravity waves exist, with an amplitude O(|µ − µc|1/2), this set
being asymptotically of full measure near µc(τ).
In fact, we can improve our result in replacing the half lines mentioned
above, by small sectors centered on these half lines. Each half line in each
sector, with origin at the vertex of the sector, contains a measurable set where
the bi-periodic gravity waves exist, with an amplitude O(|µ − µc|1/2), this set
being asymptotically of full measure near µc(τ). The proof of such a result
introduces many technicalities, which are not essential for the understanding of
the paper. This complication is mainly due to the fact that we then need to
work with a lattice Γ now depending on ε. We just mention in various places
what is really needed for such an extension of the result proved here.
1.4 Mathematical background
There are some aspects of our method which deserve brief mention. First we use
the Nash-Moser method, which is now an integral part of nonlinear analysis [12],
for proving Theorem 1.3. The crucial point for the Nash-Moser method is to
obtain a priori bounds on an approximate right-inverse of the partial derivative
∂UF(U, µ,u). As it is shown in Section 2, this problem is equivalent to the
problem of invertibility of a second-order selfadjoint pseudodifferential operator
with multiple characteristics. Second, we use the Moser theory of foliation
on a torus [29] and the invariant parametric representation of the Dirichlet-
Neumann operator to reduce the linearized equation to a canonical form with
constant coefficients in the principal part. We employ a modification of the Weil
Theorem [43] on uniform distribution of numbers {ωn2} modulo 1 to deduce the
effective estimates of small divisors, and hence to prove the invertibility of the
principal part of the linearized operator. The most essential ingredient of our
approach is the algebraic descent method [24], [35] which allows to reduce the
canonical pseudodifferential equation on 2-dimensional torus to a Fredholm-type
equation.
1.5 Structure of the paper
Now we can explain the organization of the paper. In section 2, we prove
Theorem 2.3 which establishes the existence of approximate solutions under
the form of power series of the amplitudes of the two incident mono-periodic
travelling waves, corresponding to symmetric basic wave vectors. The parameter
is two-dimensional here, due to the freedom in the direction of propagation of
the three-dimensional wave. To show this result, we use a formal Lyapunov-
Schmidt technique, assuming that the angle 2θ between the two basic wave
vectors satisfies that τ = tan θ is such that the equation for positive integers
(n,m)
n2 + τ2m2 = n4(1 + τ2)
11
has the unique solution (n,m) = (1, 1) (non resonance property). In playing
with scales and parameters, this condition is not restrictive among non resonant
situations, which indeed represent the general case. In such a case, the kernel
of the linearized operator at rest state (taken as the origin) is four-dimensional,
and in using extensively the symmetries of the system (1.5), we obtain, for a
fixed value of the bifurcation parameter (µ,u), doubly-periodic formal travelling
gravity waves propagating in the direction u. Limiting cases are the mono-
periodic travelling waves corresponding to one of the basic wave vectors. The
Lemma 1.2 is a particular case of the above theorem.
From now on, we restrict the study to solutions called ”diamond waves”,
which are symmetric with respect to the direction of propagation, here the x1−
axis. In section 3 we consider the linear operator L(U, µ) corresponding to the
differential of (1.5) at a non zero point in Hk(S), which we need to invert for using
the Nash-Moser theorem. The principal part of this operator is the symmetric
sum
−J ∗(1
a
J ·) + Gη, J = V · ∇,
of a second order derivative in the direction of a periodic vector field V (X),
and of the Dirichlet-Neumann operator which is integro-differential of first or-
der, both parts depending periodically on coordinates. More precisely, V =
G−1(X)(u0+∇ψ(X)), where G(X) dX ·dX is the first fundamental form of the
free surface. Recall that G is a covariant tensor field on Σ, and for the standard
parametrization x3 = η(X), it is given by G(X) = 1 + ∇η ⊗ ∇η. It follows
from the kinematic condition (1.2) that integral curves of the vector field V (X)
coincide with trajectories of liquid particles moving along Σ and submitted to
the vertical gravity µ.
Section 3 is concerned with the first step of the long way towards the in-
version of L, which consists in finding a diffeomorphism of the torus for which
the highest order terms of the operator L become constants (depending on the
linearization point). We begin (Lemma 3.6) with the construction of a dif-
feomorphism which takes integral curves of the vector field V onto straight
lines parallel to the abscissa axis. Being endowed with the Jacobi metric
ds2 =
(
1/2−µη(X))G(X) dX ·dX the free surface becomes a Riemannian man-
ifold on which the integral curves of V coincide with geodesics (see Appendix
I). Hence, by Lemma 3.6, they form a geodesic foliation on Σ. Moreover, since
the distance between each of these curves and the abscissa axis is finite, the
foliation has a zero rotation number. It is at this point where the restriction
to symmetric solutions (diamond waves) is necessary, since we don’t know yet
how to manage such a diffeomorphism in the non symmetric case, see [29] for
discussion. Recall that the Moser Theorem [29] guarantees the existence of at
least one geodesic for any given rotation number.
The second result of Section 3 is Theorem 3.5 which gives the parametric
representation of the Dirichlet-Neumann operator in arbitrary coordinates Y on
Σ so that a mapping X = X(Y ) is a diffeomorphism of a torus. It follows from
this theorem that for any smooth periodic function u(Y ) and uˇ(X) = u(Y (X),
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the Dirichlet-Neumann operator has the decomposition
Gηuˇ = ˇG1u+ ˇG0u+ ˇG−1u,
in which Gi are pseudodifferential operators of order i. We give an explicit ex-
pression for their symbols in terms of the first fundamental form and the princi-
pal curvatures of the free surface. In particular, we show that, up to a positive
invariant multiplier, the symbol of the operator G1 is equal to
√
G(Y )−1k · k,
and the real part of the symbol of G0 coincides with the difference between the
sum of the principal curvatures and the normal curvature of Σ in the direction
of G−1k. This leads to the interesting conclusion: the manifold Σ is defined by
its Dirichlet-Neumann operator up to translation and rotation of the embedding
space.
Combining Lemma 3.6 and Theorem 3.5 gives the main result of Section 3
– Theorem 3.4. This theorem ensures the existence of a diffeomorphism X =
X(Y ) of the 2-dimensional torus, which brings the linearized operator to the
canonical form
L + H = L + A∂y1 +B+ L−1,
where the remainder L−1 is of order −1, A and B are zero-order pseudodiffer-
ential operators, and the principal part
L = ν∂2y1 + (−∆)1/2, ∆ = ∂2y1 + τ2∂2y2
is a selfadjoint pseudodifferential operator. Here the parameter ν depends on
the point of linearization, with ν(0) = ν0 = µc(τ)
−1 (Lemma 3.7).
In Section 4 we study the operator L in many details, and give estimates on
its resolvent in Sobolev spaces of bi-periodic functions which are odd in y1, and
even in y2. We begin with the observation that for ν0 = µc(τ)
−1 and almost
every positive τ , zero is a simple eigenvalue of the operator L0 = ν0∂
2
y1+(−∆)1/2
and
‖L−10 u‖s ≤ c(τ, α)‖u‖s+(1+α)/2
for all u orthogonal to the kernel of L0 and α > 0. Next we study the pertur-
bation of its resolvent assuming that ν = ν0 − ε2ν1 +O(ε3) and with a spectral
parameter κ = O(ε2), both being Lipschitz functions of a small parameter ε.
Here we have a small divisor problem, and we meet the necessity to restrict
the parameter values to ”good ones”, for being able to find suitable estimates.
Calculations (Lemma 4.5) show that the resolvent of L satisfies the estimate
‖(L− κ)−1u‖s ≤ c‖u‖s+1, u ∈ ( ker L0)⊥, (1.11)
if parameters ν and κ satisfy the quadratic Diophantine inequalities
|ωn2 −m− C| ≥ cn−2 for all positive integers n,m, (1.12)
where ω = ντ−1 and C = (2ντ)−1 − κτ−1. Note that there is a difference
between linear and polynomial Diophantine approximations: in classic theory
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of linear Diophantine forms, see [6] for general theory, the integers for which
”small divisors” are really small, form a sparse set in the integral lattice. This
property was used in pioneering works of Siegel [38] and in the Arnold proof of
the Kolmogorov Theorem [2]. In contrast to the linear case, the couples (m,n),
for which the left hand side of inequality (1.12) is small, can form clusters
in Z2, and the problem of obtaining small divisors estimates becomes more
complicated. It turns out that the validity of inequalities (1.12) with a constant
c independent of the small parameter is a consequence of estimate
N−1 card {n : ω0n2 modulo 1 ≤ ε and 1 ≤ n ≤ N} ≤ cε for all N ≥ ε−λ.
(1.13)
Recall that, by the Weil Theorem [43], [6], for each fixed ε, the left hand side
tends to ε as N →∞. Hence the inequality holds true for some c depending on
ε. In Appendix E we make this result more precise and prove the existence of
absolute constant c such that inequality (1.13) is fulfilled for all λ ≥ 78 and all
intervals of length ε. This leads to the main result of this section – Theorem
4.2, which shows that with a suitable choice of the parameters, the resolvent
operator provides a loss of one in the degree of differentiability. Moreover,
estimate (1.11) holds true for all ε2 in an asymptotically full measure set on
every half line θ = const of the parameter plane, the origin of which being
chosen arbitrarily in a full measure set, on the bifurcation curve µ = cos θ.
In Section 5 we take into account all remaining terms of the linear operator
L + H and prove its invertibility with a loss of differentiability. The main diffi-
culty is that the operator L + H involves the principal part L, which inverse is
unbounded, and arbitrary operators A, B with ”variable coefficients”.
Most, if not all, existing results related to such problems were obtained by
use of the Fro¨hlich-Spencer method proposed in [15], cf [32, 34], and developed
by Craig and Wayne [11, 7] and Bourgain [3, 4]. The basic idea of the method
is a representation of operators in the form of infinite matrices with elements
labelled by some lattice and block decompositions of this lattice. Let us use the
operator L+H to illustrate the main features of this method. First we have to
replace a periodic function u by the sequence of its Fourier coefficients {û(k)},
k ∈ Γ′, and the operator L by the diagonal matrix with the elements L(k).
Then we have to split the lattice Γ′ into a ”regular” part which consists of all k
with ”large” L(k), and an ”irregular” part which includes all k corresponding
to ”small” values of L(k). Using the contraction mapping principle we can
eliminate the ”regular” component and reduce the inversion of L + H to the
inversion of an infinite matrix on the ”irregular” subspace. The existence of an
inverse to this matrix is established by using a special iteration process which
is the core of the method. Note that the Fro¨hlich-Spencer method is working in
our case only if A = 0.
Our approach is based on the descent method which was proposed in [35, 24]
and dates back to the classic Floquet-Lyapunov theory. The descent method is
a pure algebraic procedure which brings the canonical operator to an operator
with constant coefficients and does not depend on the structure and spectral
properties of the principal part L. The heart of the method is the following
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identity (Theorem 5.2)(
L + AD1 +B
)
(1 + C)u = (1 + E)(L− κ)u + Fu,
which holds true for all functions u ∈ H2(R2/Γ) odd in y1. Here C and E are
bounded operators in the Sobolev spaces of periodic functions Hs(R2/Γ); the
remainder F is a bounded operator : Hs−1(R2/Γ) 7→ Hs(R2/Γ); the Floquet
exponent κ has an explicit expression in terms of operators A and B. More-
over, if ‖A‖, ‖B‖ ∼ ε, then ‖C‖, ‖E‖, ‖F‖ ∼ ε and κ = O(ε2). The proof of
these results constitutes Section 5.1 and Appendix F. The technique used is
more general than the one used in [24], since we use here general properties
of pseudodifferential operators, however taking into account of the symmetry
properties of L.
The descent method of algebraic character presented here, might be eas-
ily used for example on the one-dimensional KDV and Schro¨dinger equations,
avoiding the heavy technicalities of the Fro¨hlich-Spencer method.
Thus we reduce the problem of the inversion of the canonical operator L+H
to the problem of the inversion of operator L−κ+L˜−1, where L˜−1 is a smoothing
remainder. It is then possible to use the result of section 4 for inverting the full
operator and to prove Theorem 5.1 – the main result on the existence and
estimates of (L + H)−1. In particular, this theorem implies that if A and B
are Lipschitz operator-valued functions of a small parameter ε, which vanish
for ε = 0 and satisfy symmetry and metric conditions (Section 5), and if L− κ
meets all requirements of Theorem 4.2, then for all ε2 taken in an asymptotically
full measure set, the resolvent has the representation
(L + H)−1(ε) =
1
c
H0(ε) + H1(ε),
in which operators H1(ε) : H
s(R2/Γ) 7→ Hs−1(R2/Γ) are uniformly bounded
in ε, and H0(ε) are bounded operators of rank 1, the coefficient c = ε
2@ +
O(ε3) being given by (5.9). We show at the end of the section (see Theorem
5.9), that the results apply to the linear operator L(U, µ) corresponding to
the differential of (1.5) at a non zero point in Hk(S). In particular, we give
the sufficient conditions which provide the existence of the bounded inverse
L(U, µ)−1 : Hs+3(R/Γ) 7→ Hs(R/Γ).
Section 6 applies extensively the result proved in [24] concerning the Nash-
Moser theorem with parameters in a Cantor set. The main result, which is the
main result of the paper is Theorem 1.3 establishing the existence of smooth
bi-periodic travelling gravity waves symmetric with respect to the direction of
propagation, in the region of the parameter space mentioned above. Notice
that, a part from the last section, which heavily rests upon the self contained
Appendix N of [24], the rest of the paper is self contained, with some details of
computations and basics on pseudodifferential operators put in Appendix, for
providing an easy reading.
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2 Formal solutions
2.1 Differential of Gη
In this subsection we study the structure of the operator Gη, and we give useful
formulas and estimates.
The following regularity property holds
Lemma 2.1 The differential h 7→ ∂ηGη[h] of Gη satisfies for η, ψ, h smooth
enough bi-periodic functions
∂ηGη[h]ψ = −Gη(hζ) +∇X · {(ζ∇Xη −∇Xψ)h}, (2.1)
ζ =
1
1 + (∇Xη)2 {Gηψ +∇Xη · ∇Xψ}. (2.2)
Moreover, despite of the apparent loss of derivatives for (ψ, η) in (2.1,2.2) we
have for ||U ||3 ≤M3, the following tame estimate
||∂ηGη[h]ψ||k ≤ ck(M3){||h||k+1 + ||U ||k+1||h||2}.
Proof. We refer to Appendix A.1 for the formula (2.1,2.2) already proved for
instance in [27], and we also refer to [27] for the tame estimate.
From the formulas of the above Lemma 2.1, we are now able to compute
successive derivatives of F . Observe that in (2.1,2.2) there is a loss of two
derivatives for (ψ, η). In fact there is a compensation cancelling the dependence
into the second order derivatives and we have the following Lemma which com-
pletes Lemma 1.1:
Lemma 2.2 For ||U ||3 ≤M3, and |µ| ≤M3 the following tame estimates hold
(and analogous ones for higher order derivatives)
||∂UF(U, µ,u)[δU ]||k ≤ ck(M3){||δU ||k+1 + ||U ||k+1||δU ||3},
||∂2UUF(U, µ,u)[δU1, δU2]||k ≤ ck(M3){||δU1||k+1||δU2||3 +
+||δU2||k+1||δU1||3 + ||U ||k+1||δU1||3||δU2||3}.
2.2 Linearized equations at the origin and dispersion re-
lation
The linearization at the origin of system (1.6), (1.7) leads to
G(0)(ψ)− u · ∇Xη = 0, (2.3)
u · ∇Xψ + µη = 0, (2.4)
where the following operator
G(0) = (−∆)1/2
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is defined more precisely in Appendix A.2. Now expanding in Fourier series, we
have
ψ(X) =
∑
K∈Γ′
ψKe
iK·X , η(X) =
∑
K∈Γ′
ηKe
iK·X ,
and (2.3), (2.4) give for any K ∈ Γ′
|K|ψK − i(K · u)ηK = 0,
i(K · u)ψK + µηK = 0.
Hence, the dispersion relation reads
∆(K,µ,u)
def
= µ|K| − (K · u)2 = 0. (2.5)
The point now to discuss is the number of solutions K ∈ Γ′ of (2.5), for
a fixed vector u ∈ S1, and a fixed parameter µ. We restrict our analysis to a
lattice Γ′ generated by two vectors K1 and K2 symmetric with respect to the
x1− axis, taken in the direction of u, which is the situation if one is looking for
short crested waves :
K1 = (1, τ), K2 = (1,−τ)
where τ is positive. When τ is small, the lattice Γ of periods is formed with
diamonds elongated in the x2 direction (see Figure 1). Taking 1 for the first
component of K1 implies that we choose the length scale L as the wave length
in the x1− direction divided by 2π.
We consider in what follows, the cases when the direction u0 of the travelling
waves at criticality is the x1− axis, and the critical parameter µc = (1+τ2)−1/2
is such that the equation for (m1,m2) ∈ N2
µc
√
m21 + τ
2m22 −m21 = 0 (2.6)
has only the solution
(m1,m2) = (1, 1).
In case we have a solution (m1,m2) 6= (1, 1), one can make the change (µc, τ) 7→
( µ0m1 , τ
m2
m1
) to recover the case we study here. Moreover, changing µ into µ/m1
corresponds to changing the length scale L into L/m1 which indeed corresponds
to the new wave length in the x1 direction. So, it is clear that we do not restrict
the generality in choosing the case of a solution (m1,m2) = (1, 1).
Notice that for any integer l, when τ = l or 1/l, there is an infinite number
of solutions (m1,m2) of (2.6), hence we need to avoid such choices for τ.
Remark. We notice here the fundamental difference between the present
type of study and the works using spatial dynamics for finding travelling waves,
as for instance Groves and Haragus in [18]. Their study only consider cases
with surface tension, and cannot work without surface tension, since this would
lead to an infinite set of imaginary eigenvalues ±im1 (hence preventing the
use of center manifold reduction), with no restriction for m1 to be an integer,
while m2 ∈ N (this corresponds to fixing the length scale with the period in x2,
transverse to the direction of the travelling waves.
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2.3 Formal computation of 3-dimensional waves in the
simple case
In this subsection we make a formal bifurcation analysis for the simple case.
We denote by µc the critical value of µ, and we denote by u0 = (1, 0) the
critical direction for the waves (this direction of propagation may be changed for
bifurcating travelling waves). The lattice Γ
′
is generated by the two symmetric
wave vectors K1 = (1, τ), K2 = (1,−τ), where
µ−2c = 1 + τ
2.
We notice that we have the following Fourier series for U = (ψ, η) :
U =
∑
n=(n1,n2)∈Z2
Une
i(n1K1·X+n2K2·X), Un = (ψn, ηn), ψ0 = 0,
and we notice that
n1K1 ·X + n2K2 ·X = m1x1 + τm2x2,
m1 = n1 + n2, m2 = n1 − n2,
which gives functions which are 2π− periodic in x1 and 2π/τ− periodic in x2.
We already noticed the equivariance of system (1.6), (1.7) with respect to
translations of the plane, represented by the linear operator Tv, v being any
vector of the plane. Let us complete the symmetry properties of our system
by the symmetries S0 and S1 defined by the representations of respectively the
symmetry with respect to 0, and the symmetry with respect to x1 axis
S0U =
∑
n=(n1,n2)∈Z2
(SUn)e
−i(n1K1·X+n2K2·X), SUn = (−ψn, ηn), (2.7)
S1U =
∑
n=(n1,n2)∈Z2
Une
i(n1K2·X+n2K1·X). (2.8)
The system (1.6), (1.7) is equivariant, under the symmetry S0 in all cases, while
it is equivariant under S1 only if
u ·K1 = u ·K2.
In particular, in such a case we have
L0S1 = S1L0, L0S0 = S0L0,
where we denote by L0 the symmetric linearized operator for µ = µc and u = u0
L0 =
( G(0) −u0 · ∇
u0 · ∇ µc
)
. (2.9)
Notice that the commutation property with the linear operator S0 is not trivial
since the choice of writing our system in the moving frame selects the direction
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u which breaks a reflection symmetry. Indeed the symmetry property results
from the galilean invariance of the Euler equations.
In the following Lemma, we use the two parameters µ˜ = µ−µc and ω = u−u0
and we notice that, since u is unitary, we have
ω = (ω1, ω2),
ω2 =
1
2τ
ω · (K1 −K2),
ω1 = −ω
2
2
2
+O(ω42).
In the following subsections we prove the following
Theorem 2.3 Assume we are in the simple case, i.e. for τ and the critical
value of the parameter µc(τ) = (1 + τ
2)−1/2 < 1 such that the equation n2 +
τ2m2 = µ−2c n
4 has only the solution (n,m) = (1, 1) in N2. Then, for any N ≥ 1,
and any v ∈ R2, approximate 3-dimensional waves are given by TvU (N)ε (T 2−
torus family of solutions) where K1 = (1, τ), K2 = (1,−τ) are the wave vectors,
and
U (N)ε = (ψ, η)
(N)
ε =
∑
(p1,p2)∈N2, p1+p2≤N
εp11 ε
p2
2 U
(p1,p2) ∈ Hk, for any k,
U (1,0) = ξ1 = (sin(K1 ·X), −1
µc
cos(K1 ·X)),
U (0,1) = ξ2 = (sin(K2 ·X), −1
µc
cos(K2 ·X)),
U (2,0) =
( −1
2µ2c
sin(2K1 ·X), 1
2µ3c
cos(2K1 ·X)
)
,
U (0,2) =
( −1
2µ2c
sin(2K2 ·X), 1
2µ3c
cos(2K2 ·X)
)
,
U (1,1) =
(
1− 2µc
µc(2− µc) sin((K1 +K2) ·X),
µ2c + 2µc − 2
µ2c(2− µc)
cos((K1 +K2) ·X)
)
+
+
(
0,
τ2
µc
cos((K1 −K2) ·X)
)
,
µ˜ = −µ
2
c
8
(α0 + β0)(ε
2
1 + ε
2
2) +O{(ε21 + ε22)2},
ω · (K1 −K2) = (ε21 − ε22)
(µc
8
(α0 − β0) +O{(ε21 + ε22)}
)
,
with
α0 + β0 =
4
µ2c
(
− 1
µ3c
+
2
µ2c
+
3
µc
− 8− 2µc + 9
2− µc
)
β0 − α0 = 4
µ2c
(
− 3
µ3c
+
2
µ2c
+
3
µc
− 8− 2µc + 9
2− µc
)
,
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and where for any N and k
F(U (N)ε , µc + µ˜,u0 + ω) = (ε21 + ε22)
N+1
2 Qε,
Qε uniformly bounded in H
k, with respect to ε1, ε2. There are critical values
τc and τ
′
c of τ such that (α0 + β0)(τc) = 0, and (α0 − β0)(τ ′c) = 0, and α0 + β0
is positive for τ ∈ (0, τc), negative for τ > τc, τc ≈ 2.48, while α0 − β0 is
negative for τ ∈ (0, τ ′c), positive for τ > τ ′c, τ ′c ≈ 0.504. Moreover, for ε1 = ε2
we have ”diamond waves” where the direction of propagation u is along the x1−
axis; and for ε2 = 0 (resp. ε1 = 0) we obtain 2-dimensional travelling waves
of wave vector K1 (resp. K2). All solutions are invariant under the shift Tv0 :
X 7→ X + (π, π/τ) and ψ(N)ε is odd in X, while η(N)ε is even in X.
Remark 1: In this lemma we assume that equation (2.6) for (m1,m2) ∈ Z2
has only the four solutions (m1,m2) = (±1,±1), corresponding to the four
wave vectors K = ±K1 and ±K2. The corresponding pattern of the waves for
ε1 = ε2 is in diamond form, and for τ close to 0, the diamonds are flattened in
the x1 direction, and elongated in x2 direction, looking like flattened hexagons
or flattened rectangles, because of the elongated shape of crests and troughs.
This last case is indeed observed experimentally for deep fluid layers. Nearly
all (in the measure sense) values of τ are indeed such that we are in the simple
case.
Remark 2: The above Lemma is stated differently in Theorem 4.1 of [8];
indeed we prove here that the manifold of solutions has a simple formulation in
terms of the two parameters.
Remark 3: Since µ = gL/c2, the result of Theorem 2.3 about the sign
of α0 + β0 shows that for τ < τc the bifurcation of ”diamond waves” (i.e.
ω = 0) occurs for a velocity c of the waves larger than the critical velocity c0
corresponding to µc, while for τ > τc the bifurcation occurs for c < c0. This
is in accordance with the numerical results of Bridges et al [5] (see p. 166-167
with A1 = A2 real, T10 = 1, τ = 0 (no surface tension)). Notice that τ
2
c ≈ 6.15,
i.e. this corresponds to a critical angle θ between the wave number K1 and the
direction of the travelling wave, such that θ ≈ 680, which is very large, and not
easy to reach experimentally.
Remark 4: Notice that for τ near τ ′c we still have ”diamond waves’ (even
for τ = τ ′c) and it may exist other bifurcating 3-dimensional waves, as noticed
in [5]. However to confirm this, we need to compute at least coefficients of order
4 in (B.5).
Proof : the proof is made in Appendix B.
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2.4 Geometric pattern of diamond waves
Diamond waves are obtained for ε1 = ε2, they propagate along the x1− axis,
and possess the symmetry S1. In making ε1 = ε2 = ε/2 in Lemma 2.3 we obtain
U (N)ε = (ψ, η)
(N)
ε =
∑
n∈N, n≤N
εnU (n) ∈ Hk, for any k, (2.10)
U (1) = ξ0 = (sin x1 cos τx2,− 1
µc
cosx1 cos τx2),
U (2) =
1
4
(U (2,0) + U (0,2) + U (1,1)),
where ψ
(N)
ε ∈ Hko,e, η(N)ε ∈ Hke,e meaning that ψ(N)ε is odd in x1, even in x2, and
η
(N)
ε is even in both coordinates. Moreover, we have
µ− µc = µ˜ = ε2µ1 + O(ε4)
with
µc = (1 + τ
2)−1/2,
µ1 = −µ
2
c
16
(α0 + β0) (2.11)
=
1
4µ3c
− 1
2µ2c
− 3
4µc
+ 2 +
µc
2
− 9
4(2− µc) .
For τ close to 0 (corresponds to some of the experiments shown in [20]), one has
η = ε˜ cosx1 cos τx2 +
ε˜2
4
cos 2x1(1 + cos 2τx2) +O(ε˜
2τ2 + |ε˜|3)
with
ε˜ = −ε/µc ∼ −ε.
One can assume that ε˜ > 0 since ε˜ < 0 would correspond to a shift by π of x1.
Then the above formula shows that crests (maxima) and troughs (minima) are
elongated in the x2 direction, with crests sharper than the troughs, and there
are ”nodal” lines (η ≈ 0) (as noticed in experiments [20]) at
x2 = π/2τ + nπ/τ, n ∈ Z,
where η is of order O(ε˜2τ2+ |ε˜|3). So, the pattern roughly looks asymptotically
like rectangles elongated in x2 direction, narrow around the crests, wide around
the troughs, organized in staggered rows. Notice that when τ → 0, we have
µ1 ∼ −3/4, hence ε2 ∼ (4/3)(µc − µ), i.e.
c− c0
c0
∼ 3
8
F 20 ε˜
2, F0 =
c0√
gL
,
where F0 is the Froude number built with the short wave length L.
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For larger, still small, values of τ, the nodal lines disappear and the pattern
looks like hexagons where two sides of crests, parallel to the x2 axis, are con-
nected to the nearest tip of two analogue crests, shifted by half of the wave
length in x1 and x2 directions.
For values of τ near 1, the pattern of the surface looks like juxtaposition of
squares.
For large τ, i.e. in particular τ > τc, we have for the free surface truncated
at order ε2
η = ε˜ cosx1 cos τx2 +
τ ε˜2
4
cos 2τx2(1 + cos 2x1) +O(ε˜
2)
where
ε˜ = −ε/µc ∼ −ετ.
The above formula shows that crests (maxima) and troughs (minima) are elon-
gated in the x1 direction, with crests sharper than the troughs, and there are
”nodal” lines (η ≈ 0) at
x1 = π/2 + nπ, n ∈ Z.
Moreover, in the above formula, we see that τ is in factor of ε˜2, which means that
the second order term in the expansion influences much sooner the shape of the
surface as ε˜ increases. In particular for small values of ε˜ there are local maxima
between two minima in the troughs. This phenomenon is seen in experiments
(see [20]) in the case when τ is small, however the values of ε˜ allowing such
a phenomenon for τ small are O(1) and cannot be justified mathematically.
So, when τ is large, the pattern roughly looks asymptotically like rectangles
elongated in x1 direction, narrow around the crests, wide around the troughs,
organized in staggered rows, and where local maxima in the middle of the troughs
may occur for a large enough amplitude. Notice in addition that when τ →∞,
then µ1 ∼ 14τ7/2, hence ε2τ2 ∼ 4τ3/2 (µ− µc), i.e.
c0 − c
c0
∼ 1
8
τ3/2F 20 ε˜
2, F0 =
c0√
gL
,
where we observe that in this last formula L is the physical wave length along x1,
which is in this case the long wave length (= τL1, if L1 denotes the short one).
We plot at Figure 1 the elevation η
(2)
ε a) for τ = 1/5 (θ ∼ 11.3o), ε = 0.8µc,
b) for τ = 1/2 (θ ∼ 26.5o), ε = 0.6µc. These cases correspond to τ very small
or moderately small, currently observed in experiments (see [20]). Observe
however that in both cases we need to consider τ not exactly 1/5 or 1/2 since
both cases are not ”simple cases” as required at Theorem 2.3. Indeed, if we
consider solutions (n,m) ∈ N2 different from (1, 1) for the critical dispersion
relation
n2 + τ2m2 = (1 + τ2)n4, (2.12)
then the smallest values are (n,m) = (61, 18971) for τ = 1/5, and (13, 377) for
τ = 1/2. This means that the computation fails for coefficients of ε18971 in the
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first case, and ε377 in the second case. Notice that the formal computations
made by Roberts and Schwartz [37] (1983) correspond to diamond waves with
τ = 1 (θ = 45o) and τ =
√
3 (θ = 60o). They observed numerically the flattening
of troughs and sharpening of crests. However, both cases are not ”simple cases”
in the sense of Theorem 2.3, and these formal computation should break at
order ε35 for τ = 1, and at order ε195 for τ =
√
3 (due to solutions of (2.12)
(n,m) = (5, 35) for τ = 1, and (n,m) = (13, 195) for τ =
√
3).
3 Linearized operator
In this section we study the linearized problem at a non zero U = (ψ, η) for the
system (1.6), (1.7). We restrict our study to diamond waves, i.e. the direction
of the waves we are looking for is u = u0 = (1, 0) and the system possesses the
symmetries S0 and S1 (see (2.7), (2.8)). The purpose is to invert the linearized
operator, for being able to use the Newton method, as it is required in Nash-
Moser theorem.
3.1 Linearized system in (ψ, η) 6= 0
Let us write the nonlinear system (1.6), (1.7) under the form (1.5)
F(U, µ) = 0,
where
U = (ψ, η),
and we omit the argument u0 since it is now fixed. Then, for any given (f, g)
the linear system
∂UF(U, µ)[δU ] = F, F := (f, g)
can be written as follows
∂ηGη[δη]ψ + Gη(δψ)− u0 · ∇(δη) = f,
V · ∇(δψ) + µδη + (b2∇η − b(∇ψ + u0)) · ∇(δη) = g
where
V = ∇ψ + u0 − b∇η, b = 1
1 + |∇η|2 {∇η · (u0 +∇ψ)}. (3.1)
Now defining
δφ = δψ − bδη,
and after using (2.1,2.2), we obtain the new system
L(U, µ)[δφ, δη] = F +R(F , U)[δU ], (3.2)
where the linear symmetric operator L(U, µ) is defined by
L(U, µ) =
( Gη J ∗
J a
)
, (3.3)
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J = V · ∇(·), a = V · ∇b+ µ. (3.4)
The rest R has the form
R(F , U)[δU ] = (R1(F , U)[δU ], 0),
R1(F , U)[δU ] = Gη
( F1δη
1 + (∇η)2
)
−∇ ·
( F1δη
1 + (∇η)2∇η
)
,
and cancels when U is a solution of F(U, µ) = 0. We also notice that for U =
(ψ, η) ∈ Hm(S) where
Hm(S) =
{
U ∈ Hm(R2/Γ) : ψ odd in x1, even in x2, η even in x1 and in x2
}
,
then
V = (V1, V2) ∈ Hm−1e,e (R2/Γ)×Hm−1o,o (R2/Γ),
b ∈ Hm−1o,e (R2/Γ), a ∈ Hm−2e,e (R2/Γ),
all these functions being invariant under the shift
Tv0 : (x1, x2) 7→ (x1 + π, x2 + π/τ).
Moreover we have the following ”tame” estimates
Lemma 3.1 Let U ∈ Hm(S), m ≥ 3. Then, there exists M3 > 0 such that for
||U ||3 ≤M3, one has
||V − u||m−1 + ||a− µ||m−2 ≤ cm(M3)||U ||m,
||R1(F , U)[δU ]||m−2 ≤ cs(M3){||F1||2(||η||m||δη||2+||δη||m−1)+||F1||m−1||δη||2}.
Proof. The tame estimates on V − u and a − µ result directly from their
definitions, from the following inequality, valid for any f, g ∈ Hm(R2/Γ), m ≥ 2
||fg||m ≤ cm{||f ||2||g||m + ||f ||m||g||2}, (3.5)
and from interpolation estimates like
||f ||λα+(1−λ)β ≤ c||f ||λα||f ||1−λβ , (3.6)
which leads to
||f ||α2 ||f ||β2 ≤ c||f ||α1 ||f ||β1
when
0 ≤ α1 ≤ α2 ≤ β2 ≤ β1, α1 + β1 = α2 + β2.
The tame estimate on R1(F , U)[δU ] follows from the tame estimates (3.5), (1.9)
and from the following interpolation estimate deduced from (3.6):
||f ||3||g||k+1 ≤ ck{||f ||2||g||k+2 + ||f ||k+1||g||3}.
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The main problem in using the Nash Moser theorem, is to invert the ap-
proximate linearized system, i.e. invert the linear system
L[δφ, δη] = (f, g),
which leads to the scalar equation
Gη(δφ) − J ∗(1
a
J (δφ)) = h (3.7)
with
h = f − J ∗(1
a
g) ∈ Hso,e(R2/Γ)
and where we look for δφ in some Hs−ro,e (R2/Γ).
3.2 Pseudodifferential operators and diffeomorphism of
the torus
In this section we use a diffeomorphism: R2 → R2, such that the principal part of
the symbol of the linear operator occurring in (3.7) has a simplified structure.
Its new structure will allow us to use further a suitable descent method for
obtaining, at the end of the process, a pseudodifferential operator equation
with constant coefficients, plus a perturbation operator of ”small” order.
Let us denote the change of coordinates by X = X(Y ), where X(·) is a not
yet determined diffeomorphism of R2 such that
X(Y ) = TY + V˜(Y ), TY = (y1, y2/τ), (3.8)
We assume that V˜(Y ) and η˜(Y ) = η(X(Y )) satisfy the following
Condition 3.2 Functions η˜ and V˜ are doubly 2π-periodic, η˜ is even in y1 and
y2, V˜1 is odd in y1 and even in y2, V˜2 is odd in y2 and even in y1, and
η˜(y1 + π, y2 + π) = η˜(y1, y2), V˜(y1 + π, y2 + π) = V˜(y1, y2).
In particular, X(Y ) takes diffeomorphically R2/Γ1 onto R
2/Γτ . The lattices
of periods Γ1 and Γτ are respectively the dual of lattices Γ
′
1 and Γ
′
τ generated
by the wave vectors (1,±1) and (1,±τ). In new coordinates the free surface has
the parametric representation
x = r(Y ) := (X1(Y ), X2(Y ), η˜(Y ))
t,
with 2x2 matrix G(Y ) of the first fundamental form of the free surface defined
by gij = ∂yir · ∂yjr. We denote by J the determinant of the Jacobian matrix
B(Y ) = ∇YX(Y ).
Our aim is to simplify the structure of the operators involved in the basic
equation (3.7) by choosing an appropriate change of coordinates. The most
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suitable tool for organizing such a process is the theory of pseudodifferential
operators, and we begin with recalling the definition of a pseudodifferential
operator . We consider the class of integro-differential operators on a two-
dimensional torus having the representation
Au(Y ) =
1
2π
∑
k∈Z2
eikY A(Y, k)û(k), û(k) =
1
2π
∫
T 2
e−ikY u(Y )dY,
which properties are completely characterised by the function A : T2×R2 7→ C
named the symbol of A. We say that A is a pseudodifferential operator, if its
symbol satisfy the condition
Condition 3.3 There are integers l > 0, m ≥ 0 and a real r named the order
of the operator A so that
|A|rm,l = ‖A(·, 0)‖Cl + sup
k∈Z2\{0}
sup
|α|≤m
|k||α|−r‖∂αkA(·, k)‖Cl <∞.
Pseudodifferential operators enjoy many remarkable properties including ex-
plicit formulae for compositions and commutators (see Appendix F for references
and more details). Important examples of such operators are the first-order
pseudodifferential operator G(0) = (−∆)1/2 with the symbol ∣∣T−1k∣∣ and the
second-order pseudodifferential operator
L = νD21 + (−∆)1/2, where D1 = ∂y1 , (3.9)
with the symbol
L(k) = −νk21 +
∣∣T−1k∣∣. (3.10)
On the other hand, integro-differential operators Dj1, defined by
D
j
1u(Y ) =
1
2π
∑
k1 6=0
eikY
(
ik1
)j
ûk, j ∈ Z. (3.11)
are not pseudodifferential for j ≤ 0, which easy follows from the formulae
D
j
1u = ∂
j
y1u for j > 0, and D
0
1u = Π1u = u−
1
2π
π∫
−π
u(s, y2)ds.
Further we will consider also the special class of zero-order pseudodifferential
operators A with symbols having the form of composition A(Y, ξ(k)), where the
vector field ξ(k) = (ξ1(k), ξ2(k)) is defined by
ξ(k) = T−1k
/|T−1k| for k 6= 0, ξ(0) = 0.
The metric properties of such operators are characterized by the norm
|A|m,l = sup
|α|≤m
sup
|ξ|≤1
‖∂αξ A(·, ξ)‖Cl <∞, (3.12)
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which is equivalent to the norm |A|0m,l. By abuse of notation, further we will
write simply ξ instead of ξ(k) and use both the notations A(Y, ξ1, ξ2) and A(Y, ξ)
for A(Y, ξ).
We are now in a position to formulate the main result of this section.
Theorem 3.4 For any integers ρ,m ≥ 14, real τ ∈ (δ, δ−1), and U = (ψ, η) ∈
Hm(S)(R
2/Γτ ), there exists ε0 > 0 so that for
‖U‖ρ ≤ ε with ε ∈ [0, ε0]
there are a diffeomorphism of the torus of the form (3.8), satisfying Condition
3.2, zero-order pseudodifferential operators A, B and an integro-differential op-
erator L−1 of order −1 such that:
(i) The identity[
Gηuˇ− J ∗
(1
a
J uˇ)] ◦ (T+ V˜) = κ[Lu+ AD1u+Bu+ L−1u] (3.13)
holds true for any u ∈ H2o,e(R2/Γ1) and uˇ(X) = u(Y (X)).
(ii) The operators A, B and L−1 have the bounds
|A|4,m−6 + |B|4,m−6 ≤ cm(‖U‖6)‖U‖m,
||L−1u||r ≤ cε||u||r−1, for 1 ≤ r ≤ ρ− 13,
||L−1u||s ≤ c(ε||u||s−1 + ||U ||s+13||u||0).
(iii) Operators A, B and L−1 are invariant with respect to the symmetries
Y → ±Y ∗, Y ∗ = (−y1, y2) which is equivalent to the equivariant property
AD1u(±Y ∗) = AD1u∗(±Y ), Bu(±Y ∗) = Bu∗(±Y ),
L−1u(±Y ∗) = L−1u∗(±Y ), u∗(Y ) = u(Y ∗);
(3.14)
they are also invariant with respect to transform Y → Y + (π, π).
(iv) Diffeomorphism (3.8) of the torus can be inverted as Y = T−1(X−V(X)),
y1 = x1 + d(x1, x2), y2 = τx2 + τe(x1, x2).
Functions d ∈ Cm−4o,e (R2/Γτ ), e ∈ Cm−4e,o (R2/Γτ), κ, J ∈ Cm−4e,e (R2/Γ1)
and parameter ν satisfy the inequalities
‖d‖Cm−4 + ‖e‖Cm−4 ≤ cm(‖U‖4)‖U‖m, |ν − 1/µ| ≤ c(‖U‖4)‖U‖4,
(3.15)
‖κ− 1‖Cm−5 + ‖J − 1/τ‖Cm−5 ≤ cm(‖U‖5)‖U‖m. (3.16)
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The proof is based on two propositions, the first of which gives the represen-
tation of the Dirichlet-Neumann operator in the invariant parametric form, and
the second shows that trajectories of liquid particles on the free surface forms
a foliation of the two-dimensional torus.
In order to formulate them it is convenient to introduce the notations
G1(Y, k) =
√
G−1k · k, div q(Y ) = 1√
det G
divY
(√
det Gq(Y )
)
.
Recall that Gk · k is the first fundamental form of the surface Σ.
Theorem 3.5 Suppose that functions η˜ and V˜ satisfy Condition 3.2 and there
are integers ρ, l such that
||η˜||Cρ + ||V˜ ||Cρ ≤ ε, 10 ≤ ρ ≤ l,
||η˜||Cs + ||V˜ ||Cs ≤ El, s ≤ l.
Then there exists ε0 > 0 depending on ρ and l only such that for 0 ≤ ε ≤ ε0 and
2π-periodic sufficiently smooth function u, the operator Gη has the representation
Gηuˇ ◦ (T+ V˜) = G1u+ G0u+ G−1u, uˇ(X) = u(Y (X)). (3.17)
Here G1 is a first order pseudodifferential operator with symbol
G1(Y, k) =
√
detG
J
G1(Y, k), Y ∈ R2, k ∈ Z2, (3.18)
G0 is a zero order pseudodifferential operator with symbol
G0 = Re G0 + iIm G0,
Re G0(Y, k) =
det G
2J2
[ 1
G21
Q(Y, k) + div(G−1∇Y η˜)
]
, (3.19)
Im G0(Y, k) = −
√
det G
2J
div(∇kG1). (3.20)
Here the quadratic form Q(Y, .) is given by
Q(Y, k) =
1
2
∇Y (G−1k · k) · (G−1∇Y η˜)−G−1k · ∇Y (G−1∇Y η˜ · k), (3.21)
and the operator G0 satisfies the estimates
|G0u|04,ρ−2 ≤ cε, |G0u|04,l−2 ≤ cEl, (3.22)
while the linear operator G−1 satisfies
||G−1u||r ≤ cε||u||r−1, for 1 ≤ r ≤ ρ− 9,
||G−1u||s ≤ c(ε||u||s−1 + El||u||0), for s ≤ l − 9. (3.23)
Moreover, operators G1, G0 and G−1 satisfy the symmetry properties
Gju(±Y ∗) = Gju∗(±Y ), j = 1, 0,−1, u∗(Y ) = u(Y ∗).
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Proof. The proof is given in Appendix G.
The formula for the principal term G1 is a classic result of the theory of
pseudodifferential operators [22]. The expression for the second term in local
Riemann coordinates was given in [1]. It seems that the general formulae (3.19),
(3.20) are new. Note that the ratio det G/J2 = 1 + |∇Xη(X)|2 is a scalar
invariant and the real part of G0 can be rewritten in the invariant form
J√
det G
Re G0 =
1
2
LG− 2MF +NF
EG− F 2 −
1
2
Lξ21 + 2Mξ1ξ2 +Nξ
2
2
Eξ21 + 2Fξ1ξ2 +Gξ
2
2
. (3.24)
Here we use the standard notations for the second fundamental form Lξ21 +
2Mξ1ξ2+Nξ
2
2 and the first fundamental form Eξ
2
1+2Fξ1ξ2+Gξ
2
2 of the surface
x3 = η(X), the vector ξ is connected with the covector k by the relation k = Gξ.
The right hand side of (3.24) is the difference between the mean curvature of
Σ and half of the normal curvature of Σ in the direction ξ. Note also that the
conclusion of Theorem 3.5 holds true without assumption on the smallness of ε,
but the proof becomes more complicated and goes far beyond the scope of the
paper.
Lemma 3.6 For m ≥ 4, and U ∈ Hm(S)(R2/Γτ ) with ||U ||4 small enough, there
exists a unique function Z ∈ Cm−3(R2) such that
∂Z
∂z1
=
V2
V1
(z1,Z), Π1Z = z2, (3.25)
where Π1 denotes the average over a period in z1, and Vi are the components of
the vector field V defined by (3.1). Moreover, Z is even in z1, odd in z2,
Z(Z) = Z(Z + (2π, 0)) = Z(Z + (0, 2π/τ))− 2π/τ = Z(Z + (π, π/τ)) − π/τ,
and the shifted function TδZ = Z(·+ δ, ·) is solution of the system (3.25) where
V = V (·+ δ, ·). Moreover, the mapping
x1 = z1, x2 = z2 − d˜1(z1, z2) = Z(z1, z2), (3.26)
with his inverse
z1 = x1, z2 = x2 + d1(x1, x2)
define automorphisms of the torus R/Γτ : X 7→ Z = U1(X) , X = U−11 (Z). The
functions d1 and d˜1 have symmetry (e, o), as above and we have the following
tame estimates
||d1||Cm−3 + ||d˜1||Cm−3 ≤ cm(||U ||4)||U ||m.
The automorphism U1 takes integral curves of the vector field V , which coincide
with the bicharacteristics of the operator Gη − J ∗(a−1J ·), onto straight lines
{z2 = const.}. In other words, bicharacteristics form a foliation of the torus
with a rotation number equal to 0.
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Proof. The proof is made in Appendix C.
Let us turn to the proof of Theorem 3.4. We look for the desired diffeomor-
phism Y → X in the form of the composition (U2 ◦ U1)−1,
X
U1−→ Z U2−→ Y,
where the diffeomorphism U1 : R2/Γτ 7→ R2/Γτ is completely defined by Lemma
3.6, and the diffeomorphism U2 : R2/Γτ 7→ R2/Γ1 is unknown. We look for it
in the form Y = U2(Z) with
y1 = z1 + d2(Z), y2 = τ(z2 + e2(z2)), (3.27)
where functions d2 and e2 will be specified below. Our first task is to make the
formal change of variables in the left hand side of (3.13). We begin with the
consideration of the second-order differential operator J ∗(a−1J ·). It follows
from the equality J = V · ∇X that
−J ∗(1
a
J uˇ)) ◦ U−11 ◦ U−12 ≡ 1J∇Y · {Ja (B−1V · ∇Y u)B−1V },
where
V = V
(
X(Y )
)
, a = a
(
X(Y )
)
, B(Y ) = ∇YX(Y ), J(Y ) = det B(Y ).
In particular, we have
B−1
(
Y (Z)
)
= ∇ZY (Z)
[∇ZX(Z)]−1.
On the other hand, Lemma 3.6 and formulae (3.27) imply[∇ZX(Z)]−1 V (X(Z)) = V1(X(Z))e1, ∇ZY (Z) e1 = (1 + ∂z1d2(Z))e1,
where e1 = (1, 0). Thus we get
−J ∗(1
a
J uˇ)) ≡ 1
J
∂y1
{J
a
(1 + ∂z1d2)
2V 21 ∂y1u
}
.
From this and parametric representation (3.17) of the Dirichlet-Neumann oper-
ators we conclude that the left hand side of the desired identity (3.13) is equal
to
p
(
Z(Y )
)
∂2y1u(Y ) + s(Y ))∂y1u(Y ) + G1u(Y ) + G0u(Y ) + G−1u(Y ),
where
p(Z) =
1
a
(
X(Z)
)(1 + ∂z1d2(Z))2V1(X(Z))2, (3.28)
s(Y ) =
1
J(Y )
∂y1
{
J(Y )p(Z(Y ))
}
.
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Note that (3.13) is a second order operator with respect to the variable y1 and
a first- order operator with respect to variable y2. Its principal part is the
pseudodifferential operator p∂y21 + G1 which symbol reads
−pk21 + J−1
(
adjG k · k)1/2,
which we write in the form
−pk21 + (τJ)−1
√
g11
(
τ2k22 − 2τ2g−111 g12k1k2 + τ2g−111 g22k21
)1/2
.
Hence operator (3.13) can be reduced to the operator with constant coefficients
at principal derivatives if for some constant ν ,
ν−1p
(
Z(Y )
)
=
(
τJ(Y )
)−1√
g11(Y ). (3.29)
This equality can be regarded as first order differential equation for functions
d2(Z), e2(z2) and a constant ν. It becomes clear if we write the right hand
side as a function of the variable Z. To this end note that since ∂y1z2(Y ) =
∂z2x1(Z) = 0,
g11 =
∣∣∇ZX ∂y1Z∣∣2 + (∇Xη · ∇ZX · ∂y1Z)2 =
[∂y1z1(Y )]
2
[
1 + (∂z1Z)2 + (∂x1η + ∂x2η∂z1Z)2
]
,
which along with (3.25) gives
g11 =
V 2 + (V · ∇Xη)2
V 21 (1 + ∂z1d2)
2
. (3.30)
On the other hand, we have
J
(
Y (Z)
)−1
= det ∇ZY (Z)
(
det ∇ZX(Z)
)−1
= τ(1+∂z1d2)(1+∂z2e2)(∂z2Z)−1.
Substituting these equalities into (3.29) we obtain the differential equation for
d2 and e2,
∂z1d2(Z) =
[
νq(Z) (1 + e′2(z2))
]1/2 − 1, (3.31)
where q is equal to
V1(X(Z))
−3
(
|V (X(Z))|2+(V (X(Z))·∇Xη(X(Z)))2)1/2a(X(Z))∂z2(Z(Z))−1,
(3.32)
has symmetry (e, e), and is close to µ. Note that it is completely defined by
equalities (3.1), (3.4), and Lemma 3.6. This equation can be solved as follows.
We first note that it gives a unique d2 with symmetry (o, e) provided that
ν−1/2(1 + e′2(z2))
−1/2 =
1
2π
∫ π
−π
q1/2(Z)dz1. (3.33)
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This now determines a unique periodic odd function e2 provided that
ν = 2πτ
∫ π/τ
−π/τ
(∫ π
−π
q1/2(Z)dz1
)−2
dz2, (3.34)
which is just 1/µ when (ψ, η) = 0.We observe that the invariance of q(Z) under
the shift Tv0 , leads to the invariance of the right hand side of (3.33) by the
change z2 7→ z2 + π/τ. This means that e2 is indeed π/τ− periodic. It follows
from Appendix G (see Lemma G.3) of [24] and Lemma 3.6 that
||q− µ||Cm−4 ≤ cm(||U ||4)||U ||m,
|ν − 1/µ| ≤ c||U ||4,
||d2||Cm−4 + ||e2||Cm−4 ≤ cm(||U ||4)||U ||m.
From this, the identities
d(X) = d2(x1, x2 + d1(X)), e(X) = d1(X) + e2(x2 + d1(X))),
and from Appendix G (see Lemma G.1) of [24] we deduce estimates (3.15) for
the functions d, e, and also estimate (3.16) for the Jacobian J . Hence the
diffeomorphism Y → X is well defined and meets all requirements of assertion
(iv) of Theorem 3.4. Next set
κ(Y ) = (τJ(Y ))−1
√
g11(Y ), b(Y ) = −τg11(Y )−1g12(Y ), 1+2a = τ2g11(Y )−1g12(Y ).
It follows from (3.15) that
||g11 − 1||Cm−5 + ||g22 − 1/τ2||Cm−5 + ||g12||Cm−5 ≤ cm(||U ||5)||U ||m, (3.35)
which leads to estimate (3.16) for κ and the following estimates for the functions
a and b
||a||Cm−5 + ||b||Cm−5 ≤ cm(||U ||5)||U ||m. (3.36)
We are now in a position to define the operators A, B and L−1 defined by
the left hand side of identity (3.13). It follows from (3.28) and (3.29), that its
coefficients satisfies the inequalities.
p = νκ, p−1s = ∂y1(lnκJ)
From this we conclude that[
Gηuˇ−J ∗
(1
a
J uˇ)] ◦ (U2 ◦ U1)−1 = κ[L+ G˜1u+ ν∂y1(lnκJ)D1u+Bu+ L−1u]
where
B =
1
κ
G0, L−1 = 1
κ
G−1, G˜1 = 1
κ
G1 − (−∆)1/2. (3.37)
By construction, the operator G˜1 has the following symbol{
(1 + 2a(Y ))k21 + 2b(Y )τk1k2 + τ
2k22
}1/2 − {k21 + τ2k22}1/2 ,
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which implies that G˜1 = A0D1 where the zero order pseudodifferential operator
A0 has the symbol
−2i(a(Y )k1 + τb(Y )k2)
{(1 + 2a(Y ))k21 + 2b(Y )τk1k2 + τ2k22}1/2 + {k21 + τ2k22}1/2
.
which can be written in the standard form
A0(Y, ξ) =
−2i(a(Y )ξ1 + b(Y )ξ2)
1 +
(
1 + 2a(Y ))ξ21 + 2b(Y )ξ1ξ2 + ξ
2
2
)1/2 . (3.38)
Hence the basic identity (3.13) holds with the operatorsB, L−1 and the operator
A = A0+ν∂y1(ln g11) which yields (i). Estimates (ii) follow from formula (3.38),
estimates (3.36), (3.35) (3.16) and Theorem 3.5.
Note that the functions κ, J , a are even and the function b is odd both in
y1 and y2. Moreover, they are invariant under the shift Y → Y + (π, π/τ).
Hence the operator A satisfies the symmetry conditions (iii). Formulae (3.37)
along with Theorem 3.5 imply that the operators B and L−1 also satisfy the
conditions (3.14), which completes the proof of Theorem 3.4.
3.3 Main orders of the diffeomorphism and coefficient ν
In using later the Nash-Moser theorem, we need to set
U = U (N)ε + ε
NW
where U
(N)
ε is an approximate solution, up to order εNof the system (1.6), (1.7),
and W is the unknown perturbation. At Theorem 2.3, for ε1 = ε2 = ε/2 (Dia-
mond waves), we showed how to compute explicitly any order of approximation
U
(N)
ε , with µ − µc(τ) = ε2µ1(τ) + O(ε4), µ1(τ) 6= 0 for τ 6= τc. Then we need
to know in particular the principal part of the coefficient ν in (3.34) and (3.9),
which implies the knowledge of the diffeomorphisms U1 and U2. We show the
following two Lemmas:
Lemma 3.7 For N ≥ 3, we have
ν(ε, τ,W ) = µ−1c − ε2ν1(τ) +O(ε3), (3.39)
where µc = (1 + τ
2)−1/2, and
ν1(τ) =
µ1(τ)
µ2c
− 3
16µc
+
5
4µ3c
=
1
4µ5c
− 1
2µ4c
+
1
2µ3c
+
7
8µ2c
− 1
4µc
− 9
16(2− µc) , (3.40)
which is positive for any τ > 0, (ν1(τ) > 5/16µc).
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Lemma 3.8 For N ≥ 3, the diffeomorphism (3.8) of the torus, which allows to
obtain the form (3.13) for the linear operator Gη−J ∗( 1
a
J (·)), and the principal
part of η˜(Y ), are given by
X = (x1, x2), Y = (y1, y2), X(Y ) = (X1(Y ), X2(Y )),
X1(Y ) = y1 +
ε
2
sin y1 cos y2 + ε
2(ξ11 sin 2y1 + ξ12 sin 2y1 cos 2y2) +O(ε
3),
X2(Y ) =
1
τ
y2 + ετ cos y1 sin y2 + ε
2(ξ21 sin 2y2 + ξ22 cos 2y1 sin 2y2) +O(ε
3),
η˜(Y ) = − ε
µc
cos y1 cos y2 + ε
2{η00 + η01 cos 2y1 + η02 cos 2y2(1 + cos 2y1)} +O(ε3),
where ε > 0 is defined by the main order εξ0 of U
(N)
ε and
µ = µc + ε
2µ1(τ) +O(ε
4), µc = (1 + τ
2)−1/2,
and where
ξ11 = −1
4
{
3
4(2− µc) −
3
16
− 5
4µc
+
3
4µ2c
+
1
µ3c
− 1
µ4c
}
,
ξ12 = − 1
64
, ξ21 = −τ
8
+
17
32τ
, ξ22 = −τ
8
,
η00 =
1
4µ3c
− 1
8µc
, η02 =
1
8µc
,
η01 = − 1
4µc
− 1
4µ2c
+
1
4µ3c
+
3
8(2− µc) .
Proof: see Appendix D.
4 Small divisors. Estimate of L− resolvent
It follows from Theorem 3.4 that the pseudodifferential operator L = G(0)+ν∂2y1
with the symbol
L(k) = −νk21 + (k21 + τ2k22)1/2, k ∈ Z2. (4.1)
forms the principal part of the linear problem. In this section we describe the
structure of the spectrum of L and investigate in details the dependence of its
resolvent on parameters ν and τ . The first result in this direction is the following
theorem which constitutes generic properties of L.
Theorem 4.1 For every positive ν and τ , the operator L is selfadjoint in
H0(R2/Γ) and has the natural domain of definition
D(L) = {u ∈ H0(R2/Γ) :
∑
k∈Z2
L(k)2|û(k)|2 <∞}.
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The spectrum of L coincides with the closure of the discrete spectrum which
consists of all numbers λk = L(k), k ∈ N2; the corresponding eigenfunctions are
defined by
(2π)−1 exp(±ik · Y ), (2π)−1 exp(±k∗ · Y ) where k∗ = (−k1, k2).
For each real κ 6= λk, k ∈ Z2, the resolvent (L−κ)−1 is a selfadjoint unbounded
operator defined in terms of the Fourier transform by the formula
̂(L− κ)−1u(k) = (L(k)− κ)−1û(k), k ∈ Z2. (4.2)
Proof. The operator L is unitary equivalent to a multiplication operator in
the Hilbert space l2, which can be represented by the infinite diagonal matrix
with diagonal elements L(k), k ∈ Z2. It remains to note that for such a matrix
the spectrum coincides with the closure of diagonal, and the discrete spectrum
coincides with the diagonal.
Note that zero is nontrivial eigenvalue of L if and only if the dispersion
equation L(k) = 0 has a nontrivial solution k = k0. The number of such
solutions depends on the arithmetic nature of parameters ν, τ . We restrict our
attention to the simplest case when k0 = (1, 1). It is easy to see that in this
case the point (ν, τ) = (ν0, τ) belongs to the positive branch of the hyperbola
ν20 − τ2 = 1.
Our aim is to investigate in details the dependence of L-resolvent on param-
eter ν. With further applications to the Nash-Moser theory in mind we take the
perturbed values of parameter ν, and a spectral parameter κ in the form
νj(ε) = ν0 − ε2ν1 + ε3ν˜j(ε), κj(ε) = ε2κ˜j(ε), (4.3)
where ν0 = ν0(τ) and ν1 = ν1(τ). Here functions ν˜j and κ˜j , j ≥ 1, are defined
on the segment [0, r0] and satisfy the inequalities
|ν˜j(ε)|+ |κ˜j(ε)| ≤ R,
|ν˜j(ε′)− ν˜j(ε′′)|+ |κ˜j(ε′)− κ˜j(ε′′)| ≤ R|ε′ − ε′′|, (4.4)
|ν˜j+1 − ν˜j |+ |κ˜j+1 − κ˜| ≤ R(2−j).
Denoting by L0 the operator L for ν = ν0(τ), the next theorem establishes
the basic estimates for a resolvent (L − κ)−1 on the orthogonal complement
to ker L0, which are stable with respect to perturbations of parameters from a
suitable Cantor set.
Theorem 4.2 (a) For each α ∈ (0, 1], there is a set of full measure Nα ⊂
(1,∞) so that whenever ν0 ∈ Nα and ν = ν0(τ) = (1 + τ2)1/2, zero is a
non-trivial eigenvalue of L0 and
ker L0 = span
{
1, exp(±ik0 · Y ), exp(±k∗0 · Y )
}
,
‖L−10 u‖s−(1+α)/2 ≤ c‖u‖s, when u ∈ (ker L0)⊥ ∩Hs(R2/Γ). (4.5)
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(b) Suppose that ν0 ∈ Nα with α ∈ (0, 1/78), then there is a set E ⊂ [0, r0) so
that
2
r2
∫
[0,r]∩E
ε dε→ 1 as r→ 0, (4.6)
and for all ε ∈ E, j, s ≥ 1 and ν = νj(ε), κ = κj(ε),∥∥(L− κ)−1u∥∥
s−1 ≤ c‖u‖s when u ∈ (ker L0)⊥ ∩Hs(R2/Γ), (4.7)
where the positive constant c depends on α, ν0 and R only.
Remark 4.3 The fact proved at Lemma 3.7 that ν1(τ) > 0, allows the freedom
to take τ as a function of ε as τ = τ0 + ε
2τ1. Then, for |τ1| small enough, we
have
ω1 := ω0(ν
−1
0 ν1 − τ−10 τ1) 6= 0
and Theorem 4.2 still holds true.
It follows from formula (4.2) and the Parseval identity that Theorem 4.2 will
be proved once we prove the following
Theorem 4.4 (a) For any α ∈ (0, 1] there is a set of full measure Nα ⊂
(1,∞) so that for all ν0 ∈ Nα and ν = ν0(τ),
|L(k)| ≥ c|k|−(1+α)/2 when k 6= 0,±k0,±k∗0 . (4.8)
(b) Suppose that ν0 ∈ Nα with α ∈ (0, 1/78), then, there is a set E ⊂ [0, r0)
satisfying (4.6) so that for all ε ∈ E, j ≥ 1 and ν = νj(ε), κ = κj(ε),∣∣(L(k)− κ)−1∣∣ ≥ c|k|−1 for all k 6= 0,±k0,±k∗0 , (4.9)
where the positive constant c depends on ν0, α and R only.
The proof naturally falls into four steps.
First step. We begin with proving two auxiliary lemmas which establish a
connection between the symbol L and the Diophantine function defined by the
formula
(m,n)→ ω − m
n2
− C
n2
, (m,n) ∈ N2, (4.10)
where constants ω, C are connected with parameters ν, τ and κ by the relations
ω = ν/τ, C = 1/(2ντ)− κ/τ.
Lemma 4.5 Let for some ̺ ≥ 2 and α ∈ [0, 1], parameters ν, τ and a vector
k ∈ Z2 satisfy the inequalities
0 < ̺−1 ≤ ν, τ < ̺, |κ| < ̺, |k1| ≥ 2̺2, (4.11)∣∣ωk21 − |k2| − C∣∣ ≥ 5(̺2 + ̺10)|k1|−1−α, (4.12)
Then |L(k)− κ| ≥ |k|−(1+α)/2.
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Proof. Since L(k) is even in k, it suffices to prove the lemma for
k = (n,m) with integers n > 2̺2, m > 0.
We begin with the observation that for n2 ≥ 2̺2m,
−L(k) + κ ≥ ̺−1n2 −
√
̺2m2 + n2 − ̺ ≥
4̺4
(1
̺
− 1
2
( 1
̺2
+
1
̺4
)1/2)− ̺ ≥ 4
3
̺3 − ̺ > 1.
Hence it suffices to prove the lemma for
n2 ≤ 2̺2m. (4.13)
Since for all non-negative σ, 0 ≤ 1 + σ/2− (1 + σ)1/2 ≤ σ2/4, we have
−τ−1L(k) = ωn2 −m− (2τ2m)−1n2 + (4τ4m3)−1n4 o1, o1 ∈ [0, 1],
which along with the identity
(2τ2m)−1n2 = (2ντ)−1 + (2ντm)−1(ωn2 −m)
yields
−τ−1e(k)(L(k)− κ) = ωn2 −m− C + o2. (4.14)
Here
o2 = C(1− e(k)) + e(k)(4τ4m3)−1n4o1, e(k) =
(
1− (2τνm)−1)−1.
Since
(2ντm)−1 ≤ 2−1̺2m−1 ≤ ̺4n−2 ≤ 2−1,
we have
1 ≤ e(k) ≤ 2, e(k)− 1 ≤ 2̺4n−2,
which along with the inequality |C| ≤ 3̺2/2 leads to the estimate
|o2| ≤
(
3̺6 +
̺4
2
n6
m3
) 1
n2
≤ 5̺10n−2.
From this, (4.12) and (4.14) we conclude that
2̺|L(k)− κ| ≥ |ωn2 −m− C| − 2̺10n−2 ≥
5(̺2 + ̺10)n−1−α − 5̺10n−2 ≥ 5̺2n−1−α.
It remains to note that due (4.13) the right hand side is larger than |k|−(1+α)/2
and the lemma follows.
Lemma 4.6 Suppose that parameters ν0, τ0 and ν, τ,κ satisfy the following con-
ditions.
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(i) There is ̺ ≥ 2 so that
0 < ̺−1 ≤ ν, τ, ν0 < ̺, |κ| < ̺.
(ii) The dispersion equation
ν0k
2
1 −
√
k21 + τ
2k22 = 0 (4.15)
has the unique positive solution k = k0.
(iii) There are positive N and q so that
N ≥ 2̺2, q ≥ 5(̺2 + ̺10),
|ωn2 −m− C| ≥ qn−1−α for all integers n ≥ N, m ≥ 0
Then there are positive δ and γ0, depending on N , q and ν0 only, so that
|L(k)− κ| ≥ γ0|k|−(1+α)/2 for all k 6= 0,±k0,±k∗0 (4.16)
when
|ν − ν0|+ |κ| ≤ δ. (4.17)
Proof. It follows from (iii) that ν, τ and κ meet al requirements of Lemma
4.5 which implies that |L(k)− κ| ≥ |k|−(1+α)/2 for all |k1| ≥ N . On the other
hand, since
lim
|k2|→∞
|L(k)− κ| ≥ lim
|k2|→∞
√
̺−2k22 + k
2
1 − ̺k21 − ̺ =∞,
there is N∗ depending on ̺ and N only so that |L(k)− κ| ≥ |k|−(1+α)/2 for all
|k| ≥ N∗. Since the number of wave vectors k in the circle |k| ≤ N is finite, the
existence δ and γ0 follows from continuity of L(k) as a function of parameters
ν, τ .
Second step. Next we prove that condition (iii) from the previous lemma is
the generic property of function (4.10) which leads to assertion (a) of Theorem
4.4. In order to formulate the results let us introduce the important function
d : N2 7→ R defined by the formula
d(m,n) = ω0 − m
n2
− C0
n2
, where ω0 = ν0/τ, C0 = (2ν0τ)
−1. (4.18)
Lemma 4.7 For each α ∈ (0, 1] and q > 0 there is a set of a full measure Mα
in (1,∞) so that for all ν0 ∈ Mα, there exists N > 0, depending on ν0, α and
q only, such that
|d(m,n)| ≥ qn−3−α when n ≥ N,m ≥ 0. (4.19)
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Proof. Noting that C0 = (ω0 − ω−10 )/2, we rewrite inequality (4.19) in the
equivalent form
|d0(ω0,m, n)| ≥ qn−3−α where d0(ω0,m, n) = ω0− 1
n2
(
m− 2−1ω0+2−1ω−10
)
.
Without loss of generality we can assume also that ω0 ∈ [1, a], where a is an ar-
bitrary positive number. The set of points ω0 for which |d0(ω0,m, n)| ≤ qn−3−α
can be covered by the system of the intervals ι(m,n) labelled by integers m and
n. It is easy to see that their extremities ω±0 (m,n) satisfy
(
n2+ 12
)
ω±0 (m,n) ≥
m− qn1+α . On the other hand, since
∂ωd0(ω0,m, n) = 1 + (2n
2)−1 + (2ω20n
2)−1 ∈ [1, 2],
the length of each intervals is less than 2qn−3−α. Hence for fixed n, the number
of intervals ι(m,n) having nonempty intersections with a segment [1, a] is less
than a(n2 + 1/2) + q/n1+α. From this we conclude that∑
n≥N
∑
m:ι(m,n)∩[1,a] 6=∅
meas ι(m,n) ≤ 2q(3
2
a+ q)
∑
n≥N
n−1−α ≤ cq(a+ q)N−α.
Hence
meas
{
ω0 ∈ [1, a] : |d0(ω,m, n)| ≥ qn−3−α for all m ≥ 0, n ≥ N
} ≥
a− cq(a+ q)N−α → a as N →∞.
It remains to note that the mapping ν0 → ω0 takes diffeomorphically the interval
[1,∞) onto itself and the lemma follows.
Next lemma shows that almost each point of Mα satisfies the following
Condition M. There are positive constant c0, c1 such that for all integers
n > 0, m ≥ 0,
|d(m,n)| ≥ c0n−3−α, (4.20)∣∣e2πiω0n − 1∣∣−1 ≤ c1n2 (4.21)
Lemma 4.8 For each α ∈ (0, 1) there is a set Nα ⊂ Mα such that meas
(
Mα\
Nα) = 0 and Condition M holds for each ν0 ∈ Nα.
Proof. We begin with the observation that inequality (4.21) holds for almost
every ω0 with a constant c1 depending on ω0 only. Hence it suffices to show that
inequality (4.20) holds true for each ν0 ∈ Mα. Fix q = 1, ν ∈ Mα and note that
by lemma (4.7), |d(m,n)| ≥ n−3−α for all n ≥ N. Since lim
m→∞ d(m,n) = −∞,
we can choose N such that this inequality is fulfilled for all (m,n) outside of
the simplex n > 0,m ≥ 0, n + m ≤ N . It remains to note that this simplex
contains only finite number of integer points and d(m,n) 6= 0 for irrational ω0
different from the sum of a rational and the square root of a rational.
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Third step We intend now to study the robustness of estimate (4.20) when
one adds a small perturbation to d(m,n). In order to formulate the correspond-
ing result we introduce some notations. For each ε ∈ [0, r0] and j ≥ 1 set
ω˜j(ε) = νj(ε)/τ, C˜j(ε) =
(
2νj(ε)τ
)−1 − κj(ε)τ−1
It follows from (4.3) that they have the representation
ω˜j(ε) = ω0 − ε2ω1 + ε3Ω˜j(ε), C˜j(ε) = C0 − ε2ϕ˜j(ε) ε ∈ [0, r0],
in which ω1 = τ
−1ν1. Our task is to obtain the estimates for the function
D˜j : [0, r0]× N2 → R defined by
D˜(ε,m, n, ) = ω˜j(ε)− m
n2
− C0
n2
+ ε2
ϕ˜j(ε)
n2
. (4.22)
For technical reason it is convenient to formulate the problem in terms of a new
small parameter λ. Set
λ = ε2, ϕj(λ) = ϕ˜j(
√
λ), Ωj(λ) = Ω˜j(
√
λ),
ωj(λ) = ω0 − λω1 + λ3/2Ωj(λ), λ ∈ [0, ρ0], (4.23)
where ρ0 = r
2
0 . It follows from (4.4) that for suitable choice R and r0,
|Ωj |+ |ϕj| ≤ R, |Ωj+1−Ωj|+ |ϕj+1−ϕj| ≤ R(2−j), |Ω′j(λ)|+ |ϕ′j(λ)| ≤
R
2
√
λ
.
(4.24)
Set
Dj(λ,m, n, ) := D˜j(
√
λ,m, n) = ωj(λ) − m
n2
− C0
n2
+ λ
ϕj(λ)
n2
. (4.25)
Definition 4.9 For positive N , q, r denote by Hj(N, q, r) the set defined by
Hj(N, q, r) =
{
λ ∈ (0, r) : |Dj(λ,m, n)| ≥ qn−4 for all integers n ≥ N, m ≥ 0
}
.
(4.26)
Theorem 4.10 Assume that ν0 ∈ Nα with α ∈ (0, 1/78). Then, for each q > 0,
there is N > 0 such that
1
r
meas
⋂
j≥1
{Hj(N, q, r)} → 1 as r → 0, (4.27)
and there exists c∗ such that
1
r
meas
⋂
j≥1
{Hj(N, q, r)} ≥ 1− c∗r̟ for 0 < r < r∗, (4.28)
where 0 < ̟ < min{α/(3− α), (78−1 − α)/(3 + α)}.
Proof. Subsection 4.1 is devoted to the proof.
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Fourth step. We are now in a position to complete the proof of Theorem 4.4.
First note that by Lemmas 4.7 and 4.8 for each ν0 ∈ Nα, parameters ν = ν0(τ)
and κ = 0 meet all requirements of Lemma 4.6 with δ = 0. Applying this
lemma we obtain (4.8). It remains to note that for almost all ν0 the dispersion
equation has the only positive solution k0 and assertion (a) follows. In order to
prove (b) choose an arbitrary ν0 ∈ Nα, q > 0 and set
E = {ε > 0 : ε2 ∈ ⋂
j≥1
Hj(N, q, r)
}
,
where N is given by Theorem 4.10. It follows from this theorem that the set
E satisfies density condition (4.6). On the other hand, (4.26) implies that for
ε ∈ E , parameters ν = νj(ε), κ = κj(ε) meet all requirements of Lemma 4.6.
Since
|νj(ε)− ν0|+ |κj(ε)| → 0 as ε→ 0
uniformly with respect to j, there exists ε2 > 0 depending on ν0 and R only
such that for all ε ∈ E ∩ (0, ε2), parameters ν = νj(ε) and κ = κj(ε) satisfy
inequality (4.17) which yields (4.16) (where α = 1), and the theorem follows.
4.1 Proof of Theorem 4.10
Our approach is based on standard methods of metric theory of Diophantine
approximations and Weil Theorem on the uniform distribution of a sequence
{ω0n2}. Without loss of generality we can assume that ω1 > 0, and ρ0 = r20
satisfies the inequality
ρ0 <
ω0
4
(ω1 +R)
−1 ⇒ ω(λ) ≥ 3ω0
4
for λ ≤ ρ0. (4.29)
It follows from (4.24) that the sequences Ωjand ϕj converge uniformly on [0, ρ0]
to functions Ω∞ and ϕ∞ such that
|Ω∞|+|ϕ∞| ≤ R, |Ω∞−Ωj |+|ϕ∞−ϕj | ≤ 21−jR, |Ω′∞(λ)|+|ϕ′∞(λ)| ≤ 2−1λ−1/2R.
(4.30)
Our task is to estimate the measure of intersection of the sets Hj . We begin
with the investigation of their structure.
Structure of a set Hj(N, q, r). The main result of this paragraph is the
following covering lemma. Fix an arbitrary positive q and set
r2 = min
{ρ0
2
,
ω21
128R2
}
, N3(q) = max
{(16R
ω1
)1/2
,
(2q
c0
)1/(1−α)
,
( 4q
ω1r2
)1/4}
,
(4.31)
where c0 is the constant from Condition M .
Lemma 4.11 For N > N3(q), r < r2 and 1 ≤ j ≤ ∞, the set [0, r]\Hj(N, q, r)
is covered by the system of the intervals
Ij(m,n) = (λ
−
j (m,n), λ
+
j (m,n)), n ≥ N Ij(m,n) ∩ [0, r] 6= ∅,
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such that
(i) λ±j (m,n) are solutions of the equations
λ±j
(
ω1 −
ϕj(λ
±
j )
n2
)
− (λ±j )3/2Ω(λ±j ) = d(m,n)±
q
n4
(4.32)
with d(m,n) > 0. They satisfy the inequalities
0 < λ−j (m,n) < λ
+
j (m,n) < 2r2, (4.33)
2
5ω1
d(m,n) ≤ λ±j ≤
2
ω1
d(m,n) (4.34)
4q
3ω1
1
n4
≤ λ+j (m,n)− λ−j (m,n) ≤
4q
ω1
1
n4
. (4.35)
(ii) For a fixed n > N , the left extremities λj−(m,n) strongly decreases in m,
λ−j (Mj,n(r), n) ≤ λ−j (Mj,n(r) − 1, n) ≤ ... ≤ λ−(mj,n(r), n), (4.36)
λ−j (k − 1, n)− λ−j (k, n) ≥
2
3ω1n2
, (4.37)
where
mj,n(r) = min{m > 0 : Ij(m,n) ∩ [0, r] 6= ∅},
Mj,n(r) = max{m > 0 : Ij(m,n) ∩ [0, r] 6= ∅}.
(iii) For each such interval with Ij(m,n) ∩ [0, r] 6= ∅ ,
d(m,n) ≤ 5
2
ω1r, n ≥
(
2c0
5ω1
)1/(3+α)
r−1/(3+α), λ+j (m,n) ≤ 2r. (4.38)
(iv) If intervals Ij(m,n) and I∞ have nonempty intersections with (0, r], then
|λ±j (m,n)− λ±∞(m,n)| ≤ 2−j−4ω1. (4.39)
Proof. By abuse of notations, we suppress the index j. Proof of (i).
−∂λD(λ,m, n) = ω1 − ϕ+ λϕ
′
n2
− 3
2
λ1/2Ω(λ) − λ3/2Ω′(λ),
it follows from (4.31)and (4.24) that for λ ≤ 2r2
ω1 − 2R
n2
− 2Rλ1/2 ≤ −∂λD(λ,m, n) ≤ ω1 + 2R
n2
+ 2Rλ1/2,
which along with (4.31) implies the inequalities
ω1
2
≤ −∂λD(λ,m, n) ≤ 3ω1
2
for λ ∈ [0, 2r2], n > N3. (4.40)
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Hence the function −D(λ,m, n) is strongly monotone on the interval (0, 2r2).
Therefore for r < r2,N ≥ N3 the set (0, r) \ H(N, q, r) can be covered by the
system of the intervals
J(m,n) =
(
β(m,n), γ(m,n)
)
, 0 ≤ β(m,n) < γ(m,n) ≤ r,
such that
−D(β(m,n),m, n) = − q
n4
if β(m,n) > 0, (4.41)
−D(γ(m,n),m, n) = + q
n4
if γ(m,n) < r, (4.42)
− q
n4
≤ −D(β(m,n),m, n) < q
n4
if β(m,n) = 0 (4.43)
− q
n4
< −D(γ(m,n),m, n) ≤ q
n4
if γ(m,n) = r, (4.44)
Note that, by condition M ,
q
n4
=
q
c0n1−α
c0
n3+α
≤ q
c0n1−α
|d(m,n)|,
which along with (4.31) yields the inequalities
1
2
|d(m,n)| ≤ |d(m,n)± q
n4
| ≤ 3
2
|d(m,n|, |d(m,n)| ≥ 2 q
n4
for n ≥ N3.
(4.45)
From this and the equality D(0,m, n) = d(m,n) we conclude that case (4.43)
is impossible and β(m,n) > 0 for all intervals J(m,n). Let us consider case
(4.44). Since the function −D(λ,m, n) increases in λ on the segment [0, 2r2],
there is a maximal γ∗ in (0, 2r2] such that
(β(m,n), r) ⊂ (β(m,n), γ∗) ⊂ (β(m,n), 2r2),
|D(λ,m, n)| ≤ qn−4 in (β(m,n), γ∗).
Let us show that γ∗ < 2r2. If the assertion is false, then r2, 2r2 ∈ (β(m,n), γ∗]
which yields
−qn−4 ≤ −D(r2,m, n) ≤ −D(2r2,m, n) ≤ qn−4.
Thus we get
r2 min
[r2,2r2]
{−∂λD(λ,m, n)} ≤ D(r2,m, n)−D(2r2,m, n) ≤ 2qn−4 ≤ 2qN−43 .
From this and (4.40) we obtain the inequality
ω1
r2
2
≤ 2qN−43 ,
which contradicts (4.31), and the assertion follows. In particular, we have
−D(γ∗,m, n) = qn−4. Since the equations −D(λ±,m, n) = ±qn−4 are equiv-
alent to (4.32), in the cases (4.41), (4.42) we have in the cases (4.41), (4.42)
that
β(m,n) = λ−(m,n), γ(m,n) = λ+(m,n), J(m,n) = I(m,n),
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in the case (4.44) we have
β(m,n) = λ−(m,n), γ∗ = λ+(m,n), J(m,n) ⊂ I(m,n).
Hence the set [0, r] \H(N, q, r) is covered by the intervals I(m,n) with the ends
satisfying (4.32), (4.33). It follows from (4.31) and (4.24) that for n > N3(q),
λ < r2,
3ω1
4
λ ≤ λ
(
ω1 − ϕ
n2
)
− λ3/2Ω(λ) ≤ 5
4
ω1λ. (4.46)
In particular, the left side of equation (4.32) is positive, which along with (4.45)
yields positivity of d(m,n) in the right side of equations (4.32). Combining
(4.32), (4.46), (4.45) gives (4.34). Next equation (4.32) implies
D(λ−(m,n),m, n)−D(λ+(m,n),m, n) = 2qn−4.
From this and (4.40) we conclude that
ω1(λ
+(m,n)− λ−(m,n)) ≤ 4qn−4,
ω1(λ
+(m,n)− λ−(m,n)) ≥ 4
3
qn−4,
which yields
4q
3ω1
1
n4
≤ λ+(m,n)− λ−(m,n) ≤ 4q
ω1
1
n4
and the assertion follows.
Let us turn to the proof of (ii). By Lemma 4.11(i), I(m,n) ∩ [0, r] 6= ∅ if
and only if λ−(m,n) ≤ r. In particular, 0 < λ−(mn(r), n), λ−(Mn(r), n) ≤ r.
On the other hand, λ−(m,n) is a solution to the equation
−D(λ−(m,n),m, n) = −qn−4. (4.47)
By (4.40) we have
−∂mD(λ,m, n) = 1
n2
,
ω1
2
≤ −∂λD(λ,m, n) ≤ 3ω1
2
for λ ∈ [0, r].
Hence for fixed n ≥ N3, the implicit function λ−(m,n) satisfying the equation
(4.47) is defined and strongly decreases on the interval [mn(r),Mn(r)] which
yields (4.36). The relation I(k, n)∩[0, r] 6= ∅ for each integer k ∈ [mn(r),Mn(r)]
follows from (4.36). Next if mn(r) ≤ k − 1 ≤ k ≤Mn(r), then we have
0 = −D(λ−(k − 1, n), k − 1, n) +D(λ−(k, n), k, n) =
= −D(λ−(k − 1, n), k − 1, n) +D(λ−(k, n), k − 1, n)+
−D(λ−(k, n), k − 1, n) +D(λ−(k, n), k, n)
= −D(λ−(k − 1, n), k − 1, n) +D(λ−(k, n), k − 1, n)− 1
n2
≤ max
λ∈[0,r]
{−∂λD(λ, k − 1, n)}(λ−(k − 1, n)− λ−(k, n))− 1
n2
≤ 3ω1
2
(λ−(k − 1, n)− λ−(k, n))− 1
n2
,
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and hence
3ω1
2
(λ−(k − 1, n)− λ−(k, n)) ≥ 1
n2
,
which completes the proof of (ii).
Next note that (4.38) is a consequence of the inequalities
2c0
5ω1
1
n3+α
≤ 2
5ω1
d(m,n) ≤ λ−(m,n) ≤ r,
and (iii) follows.
It remains to prove (iv). We have
D∞(λ±∞,m, n)−D∞(λ±j ,m, n) = Dj(λ±j ,m, n)−D∞(λ±j ,m, n).
On the other hand,
|Dj(λ±j ,m, n)−D∞(λ±j ,m, n)| ≤
λ±j
N2
|ϕ∞ − ϕj |+ (λ±j )3/2|Ω∞ − Ωj | ≤
2r2R2
−j(N−2 + 1) ≤ 4r2R2−j,
which along with (4.40) and (4.31) implies
|λ±∞(m,n)− λ±j (m,n)| ≤
8R
ω1
r22
−j ≤ ω1
16
2−j,
and the lemma follows.
Cardinality of the set {Ij(m,n)}. Set
θn = {ω0n2 − C} = decimal part of ω0n2 − C,
and introduce the sequence of numbers δn(r) defined by
δn(r) = 1 when θn ≤ 5
2
ω1rn
2, and δn(r) = 0 otherwise.
Lemma 4.12 For each n ≥ N3 and 0 < r < r2, 1 ≤ j ≤ ∞,
card {m : Ij(m,n) ∩ [0, r] 6= ∅} ≤ δn + crn2. (4.48)
Proof. For simplicity we omit the index j. Denote by I the totality of all inter-
vals I(m,n) given by Lemma 4.11 such that I(m,n) ∩ [0, r2] 6= ∅. By assertion
(ii) of Lemma 4.11 there is one-to-one correspondence between the intervals
I(m,n) ∈ I, having nonempty intersection with [0, r], and the sequence of
λ−(k, n) given by (4.36). In particular, we have
card {m : I(m,n) ∩ [0, r] 6= ∅} =Mn(r) −mn(r) + 1. (4.49)
On the other hand, inequality (4.37) yields
λ−(mn(r), n) − λ−(Mn(r), n) ≥ (Mn(r) −mn(r)) 2
3ω1n2
,
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Since mn(r),Mn(r) ∈ [0, r], we conclude from this that
Mn(r)−mn(r) ≤ cn2r.
Combining this inequality with (4.49) we obtain
card {m : I(m,n) ∩ [0, r] 6= ∅} ≤ 1 + crn2 (4.50)
On the other hand, for given n > N3,( ⋃
m:I(m,n)∈I
I(m,n)
)
∩ [0, r] = ∅ if min
m:I(m,n)∈I
λ−(m,n) > r.
Since, by Lemma 4.11, 0 < 25ω1 d(m,n) ≤ λ−(m,n), we conclude from this that( ⋃
m:I(m,n)∈I
I(m,n)
)
∩ [0, r] = ∅ if min
m:d(m,n)>0
d(m,n) >
5
2
ω1r
Obviously
min
m:d(m,n)>0
d(m,n) =
1
n2
min
m:ω0n2−C−m>0
(ω0n
2 − C −m) = θn
n2
,
which yields
card {m : I(m,n) ∩ [0, r] 6= ∅} = 0 for θn
n2
>
5
2
ω1r (4.51)
Combining (4.50) and (4.51) we obtain∑
m:I(m,n)∩[0,r] 6=∅
1 = card {m : I(m,n) ∩ [0, r] 6= ∅} ≤ δn(r) + crn2,
and the lemma follows.
Proof of Theorem 4.10. First note that
meas
(
[0, r]\
∞⋂
j=1
Hj(N, q, r)
)
≤
∑
(m,n) : n ≥ N3
Ij(m,n) ∩ [0, r] 6= ∅
meas
( ∞⋃
j=1
Ij(m,n)
)
:= ℘(r).
The following lemma gives an estimate for ℘ in terms of the sequence δn(r).
Lemma 4.13 For each N ≥ N3, 0 < r < r2, and σ ∈ (0, 1/(3 + α)),
℘(r) ≤
∑
n≥c3r−1/(3+α)
c
δn(r)
n4
(lnn+ 1) + cr1+σ, (4.52)
where c depends on ω1, α, σ and R only, c3 =
(
2c0
5ω1
)1/(3+α)
, c0 is the constant
from Condition M .
46
Proof. Introduce the sequence
ς(n) =
4
ln 2
lnn− 1
ln 2
ln
[ 64
3ω21
q
]
, n ≥ 1.
It is easy to see that ω12
−j−4 < 4q/(3ω1n4) for all j > ς(n). It follows from this
and (4.39) that for all such j, the intervals Ij(m,n) have nonempty intersections
with I∞(m,n) and ∪j>ς(n)Ij(m,n) ⊂ I˜∞(m,n), which yields
meas
( ⋃
j>ς(n)
Ij(m,n)
)
≤ meas I˜∞(m,n) ≤ 20q
3ω1
1
n4
,
where I˜∞(m,n) is the 4q/(3ω1n4)- neighborhood of I∞(m,n). Thus we get
℘(r) ≤
∑
n ≥ N3
Ij(m, n) ∩ [0, r] 6= ∅
ς(n)∑
j=1
∑
(m:Ij(m,n)∩[0,r] 6=∅
meas Ij(m,n)+
∑
n ≥ N3
Ij(m, n) ∩ [0, r] 6= ∅
∑
(m:I∞(m,n)∩[0,r] 6=∅
meas
( ⋃
j>ς(n)
Ij(m,n)
)
,
which leads to
℘(r) ≤
∑
n ≥ N3
Ij(m,n) ∩ [0, r] 6= ∅
c
n4
ς(n)∑
j=1
∑
(m:Ij(m,n)∩[0,r] 6=∅
1+
∑
n≥N3
c
n4
∑
(m:I∞(m,n)∩[0,r] 6=∅
1,
Since, by Lemma 4.11, the intersection Ij(m,n)∩[0, r] is empty for n < c3r−1/(3+α),
we have
℘(r) ≤
∑
n≥c3r−1/(3+α)
c
n4
ς(n)∑
j=1
card {m : Ij(m,n) ∩ [0, r] 6= ∅}+
∑
n≥c3r−1/(3+α)
c
n4
card {m : I∞ ∩ [0, r] 6= ∅},
which along with (4.48) yields
℘(r) ≤
∑
n≥c3r−1/(3+α)
c
n4
ς(n)(δn(r) + crn
2) +
∑
n≥c3r−1/(3+α)
c
n4
(δn + crn
2),
≤ c
∑
n≥c3r−1/(3+α)
δn(r)
n4
(1 + lnn) + cr
∑
n≥c3r−1/(3+α)
1 + lnn
n2
≤
∑
n≥c3r−1/(3+α)
c
δn(r)
n4
(1 + lnn) + cr1+σ,
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which completes the proof.
Introduce the sequence
νn(r) = 1 when θn ≤ 5
2
ω1r
1−α
3−α , and νn(r) = 0 otherwise.
Lemma 4.14 Let 0 < r ≤ r2and 0 < β < α/(3− α).
If c3r
−1
3+α ≥ r −13−α , then
℘(r) ≤ cr1+β . (4.53)
If c3r
−1
3+α < r
−1
3−α , then
℘(r) ≤ c
∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
(1 + lnn) + cr1+β , (4.54)
where c does not depend on r.
Proof. Since β < 1/(3 + α), we have from inequality (4.52)
℘(r) ≤ cΠ(r) +
∑
n≥r−1/(3−α)
c
δn(r)
n4
(1 + lnn) + cr1+β , (4.55)
where
Π(r) =
∑
c3r−1/(3+α)≤n≤r−1/(3−α)
δn(r)
n4
(1 + lnn) for c3r
−1
3+α < r
−1
3−α ,
and Π(r) = 0 otherwise. It is easy to see that∑
n≥r−1/(3−α)
δn(r)
n4
(1 + lnn) ≤
∑
n≥r−1/(3−α)
1
n4
(1 + lnn) ≤ cr1+β (4.56)
If n ≤ r−1/(3−α) then θn > 52ω1r(1−α)/(3−α) yields θn > 52ω1n2r. In other words,
equality νn(r) = 0 yields δn(r) = 0. Hence
Π(r) ≤
∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
(1 + lnn) for c3r
−1
3+α < r
−1
3−α , (4.57)
and Π(r) = 0 otherwise. Substituting (4.56) and (4.57) into (4.55) and noting
that we obtain needed inequalities (4.53), (4.54).
Now set
r3 = min{((5
2
ω1)
−1c−
1
78
3 )
1/ι, c3+α3
(
1
4
)78(3+α)
}, ι = 1− α
3− α −
1
78(3 + α)
.
Remark This complicated formulae simply express the fact that the number
ρ =
(
c−13 r
1/(3+α)
)1/78
satisfies the inequalities
5
2
ω1r
(1−α)/(3−α) ≤ ρ ≤ 1/4 for r ≤ r3.
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Lemma 4.15 Let , 0 < r ≤ r3, c3r−1/(3+α) < r−1/(3−α), and 0 < γ < (1/78−
α)/(3 + α). Then ∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
(1 + lnn) ≤ cr1+γ . (4.58)
Proof. Let p and q be the minimal and maximal integers from the interval
(c3r
−1/(3+α), r−1/(3−α)). Introduce the average
Sn(r) =
1
n
n∑
k=1
νk(r),
Noting that νn(r) = nSn − (n− 1)Sn−1, we obtain∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
=
∑
p≤n≤q
νn(r)
n4
≤
∑
p≤n≤q−1
(
1 + lnn
n4
− 1 + ln(n+ 1)
(n+ 1)4
)
nSn +
1
q3
Sq.
Since q ≥ c3r−1/(3+α) and(
1 + lnn
n4
− 1 + ln(n+ 1)
(n+ 1)4
)
n ≤ c
n4
(1 + lnn),
we conclude from this that ∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
(1 + lnn)
≤ c{ ∑
c3r−1/(3+α)≤n≤r−1/(3−α)
1
n4
(1 + lnn) + r3/(3+α)
}
sup
n≥c3r−1/(3+α)
Sn ≤
cr(3−ϑ)/(3+α) sup
n≥c3r−1/(3+α)
Sn, (4.59)
where ϑ is an arbitrary positive number. Now set
ρ =
(
c−13 r
1/(3+α)
)1/78
.
It follows from the choice of r3 and the inequality r < r3 that
5
2
ω1r
(1−α)/(3−α) ≤ ρ < 1/4, n ≥ c3r−1/(3+α) ⇒ n ≥ ρ−78. (4.60)
It follows from this that
Sn ≡ 1
n
∑
1 ≤ k ≤ n
θn ≤
5
2
ω1r
(1−α)/(3−α)
1 ≤ 1
n
∑
1 ≤ k ≤ n,
θn ∈ [0, ρ]
1.
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Applying Proposition E.1 we obtain that for any n ≥ c3r−1/(3+α) = ρ−78
Sn ≤ cρ = cr1/78(3+α),
Combining this inequality with (4.59) we finally obtain∑
c3r−1/(3+α)≤n≤r−1/(3−α)
νn(r)
n4
(1 + lnn) ≤ cr1/78(3+α)r(3−ϑ)/(3+α) = cr1+γ ,
and the lemma follows.
Finally, combining inequalities (4.53), (4.54) and (4.58) we conclude that for
0 < r < r3,
℘(r) ≤ cr(rβ + rγ) ≤ cr1+̟,
which completes the proof of Theorem 4.10.
5 Descent method-Inversion of the linearized op-
erator
In this section we give a general method of reduction, the descent method,
allowing to transform the original linear operator of order 2 into the sum of a
main operator with constant coefficients and a smoothing perturbation operator.
Let us consider the basic operator equation
Lu+ AD1u+Bu+ L−1u = f, (5.1)
with zero-order pseudodifferential operators A, B and an integro-differential
operator L−1 of order −1. Assume that they satisfy the following conditions.
Symmetry condition:
(i) For all Y ∈ T2 and |ξ| ≤ 1,
A(Y,−ξ) = A(Y, ξ), (5.2)
which means in particular that Au is real for real-valued functions u.
(ii) Equation (5.1) is invariant with respect to the symmetry Y → Y ∗ =
(−y1, y2). This is equivalent to the equivariant property
AD1u(Y
∗) = AD1u∗(Y ), Bu(Y ∗) = Bu∗(Y ),
L−1u(Y ∗) = L−1u∗(Y ), u∗(Y ) = u(Y ∗),
(5.3)
which can be also written in the form
A
(
Y ∗, ξ∗
)
= −A(Y, ξ), B(Y ∗, ξ∗) = B(Y, ξ). (5.4)
(iii) For each s ∈ [1, l − 3], Hso,e(R2/Γ) is invariant subspace of operators
AD1, B and L−1.
Metric condition:
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(iv) There are exponents r, s, and l, satisfying inequalities
1 ≤ r ≤ s ≤ l − 10,
and ε ∈ (0, 1] so that
|A|4,r + |B|4,r ≤ ε, |A|4,l + |B|4,l <∞. (5.5)
For each s ∈ [r, l − 10] there is a constant Cs so that
‖L−1u‖r ≤ cε‖u‖r−1, (5.6)
‖L−1u‖s ≤ c
(
ε‖u‖s−1 + Cs‖u‖0)
)
.
Restrictions on the spectrum and resolvent of L:
(v) The selfadjoint operator L : Hso,e(R
2/Γ) 7→ Hso,e(R2/Γ) has a sim-
ple eigenvalue ν1ε
2 + O(ε3) with corresponding eigenfunction ψ(0); the space
Hso,e(R
2/Γ) is the sum of orthogonal subspaces
Hso,e(R
2/Γ) = span {ψ(0)} ⊕Hs,⊥o,e ;
Hs,⊥o,e are invariant subspaces of the operator L. Denote by Q the orthogonal
projector of Hso,e(R
2/Γ) onto Hs,⊥o,e .
(vi) For
κ =
1
16νπ2
∫
T2
(
A(Y, 0, 1)2 − 4νB(Y, 0, 1)
)
dY, (5.7)
and all s ≥ 1, the inverse (L− κ)−1 : Hs,⊥o,e 7→ Hs−1,⊥o,e is continuous and
‖(L− κ)−1u‖s−1 ≤ c(s)‖u‖s. (5.8)
Nondegeneracy condition:
(vii)
κ = O(ε2),
∫
T2
(
(L + H)ψ(0) − HQ(L− κ)−1QHψ(0)
)
ψ(0) dY = @ε2 +O(ε3),
(5.9)
where @ is a non-zero absolute constant, and the operator H = AD1+B+L−1.
Here and below we denote by c generic constants depending on r and l only,
and use the standard notation O(εn) for quantities which absolute value does
not exceed cεn. The following theorem is the main result of this section.
Theorem 5.1 Under the above assumptions, there is a positive constant ε0
depending on l, r only so that for any f ∈ Hso,e(R2/Γ) and ε < ε0 , equation
(5.1) has a unique solution u ∈ Hs−1o,e (R2/Γ) satisfying the inequalities
‖u‖r−1 ≤ ε−2c‖f‖r, (5.10)
‖u‖s−1 ≤ ε−2c‖f‖r
(
1 + Cs + |A|4,s+10 + |B|4,s+10
)
+ c‖f‖s. (5.11)
Proof. The proof constitutes the next two subsections.
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5.1 Descent method
In this subsection we develop an algebraic method which allows us to reduce
(5.1) to a Fredholm -type equation. The main result in this direction is the
following
Theorem 5.2 Let zero-order pseudodifferential operators A and B satisfy sym-
metry conditions (i), (ii), metric condition (iv ), and κ is given by (5.7). Then
there exist integro-differential operators C, E, F satisfying symmetry condition
(5.3) with B replaced by C, E, F so that(
L + AD1 +B
)
(1 + C)Π1 = (1 + E)Π1(L− κ) + F, (5.12)
and for 1 ≤ s ≤ l − 10,
‖Cu‖s + ‖Eu‖s ≤ cε‖u‖s + c
(|A|4,s+9 + |B|4,s+9)‖u‖0,
‖Fu‖s ≤ cε‖u‖s−1 + c
(|A|4,s+10 + |B|4,s+10)‖u‖0. (5.13)
The proof falls into three steps and is based on the following proposition,
which gives the special decomposition of zero-order operators and plays the key
role in our analysis. In order to formulate it we introduce the important notion
of an elementary operator.
Definition 5.3 Let W˜ : T2 7→ C be a function of class Cl(R2/Γ). We say
that W is the elementary operator associated with W˜ , if W is a zero-order
pseudodifferential operator with the symbolW (Y, ξ2) = Re W˜ (Y )+iξ2Im W˜ (Y ).
Proposition 5.4 Let a zero-order pseudodifferential operators A with symbol
A(Y, ξ), and an elementary operator W, satisfy conditions (3.12), (5.2), and
S be a pseudodifferential operator with the symbol S(Y, ξ) = W (Y, ξ2)A(Y, ξ).
Then there exist pseudodifferential operators MA, PA, US and NA, QA, VS so
that
AΠ1 =
1∑
j=0
AjD
−j
1 + MAL+NA, (5.14)
AD1 =
2∑
j=0
AjD
1−j
1 +PAL+QA, (5.15)
SD1 =
2∑
j=0
SjD
1−j
1 + USL +VS . (5.16)
Here Aj, Sj are elementary pseudodifferential operators associated with the
complex-valued functions
A˜0(Y ) = A(Y, 0, 1), A˜1(Y ) =
1
ν
[∂ξ1A](Y, 0, 1), (5.17)
A˜2(Y ) =
1
2ν2
[(∂2ξ1 − ∂ξ2)A+ iIm A](Y, 0, 1), (5.18)
S˜j = A˜jW˜ for j = 0, 1, S˜2 = A˜2W˜ −
(1
ν
)2
Im A˜0Im W˜ . (5.19)
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For any u ∈ Hs(R2/Γ) with 1 ≤ s < l − 4,
‖MAu‖s + ‖NAu‖s + ‖PAu‖s + ‖QAu‖s ≤ (5.20)
c(s)
(
|A|3,s‖u‖0 + |A|3,3‖u‖s−1
)
,
‖USu‖s−1 + ‖VSu‖s ≤ (5.21)
c(s)
((|A|3,3|W|3,s+3 + |A|3,s+3||W|3,3)‖u‖0 + |A|3,3|W|3,3‖u‖s−1)
Proof: The proof is given in Appendix F. Let us turn to the proof of
Theorem 5.2.
First step
We begin with the calculation of a commutator of an elementary operator
and the left side of (5.12).
Lemma 5.5 Let W be the elementary operator associated with a function W˜ ∈
Cl(R2/Γ). Then(
L+ AD1 +B
)
W = WL +
(
W1 +S
)
D1 + T+R, (5.22)
where symbols of an elementary operator W1 and zero-order pseudodifferential
operators S, T are given by
W1 = 2ν∂y1W, S = AW,
T = ν∂2y1W − iξ1∂y1W − iτξ2∂y2W +A∂y1W +BW+ (5.23)
ξ1
(
ξ⊥ · ∂ξA
)(
ξ2∂y1 − τξ1∂y2
)
W,
where ξ⊥ = (ξ2,−ξ1). The remainder has the estimate
‖Ru‖s ≤ c(s)
(
|1−W|0,6‖u‖s−1 + |1−W|0,s+6‖u‖0
)
+
c(s)
(
|W|0,6|A|2,3‖u‖s−1 + (|W|0,s+6|A|2,3 + |W|0,6|A|2,s)‖u‖0
)
+
c(s)
(
|W|0,4|B|2,3‖u‖s−1 + (|W|0,s+4|B|2,3 + |W|0,5|B|2,s)‖u‖0
)
.
(5.24)
Proof. It is easy to see that
νD21W = νWD
2
1 +W1D1 +W2, (5.25)
whereW2 is the elementary operator associated with the functions ν∂
2
y1W˜ . Next
since (−∆)−1/2 and W are first and zero order pseudodifferential operators,
formulae for commutators (F.6), (F.8) from Proposition F.3 imply
(−∆)1/2W = W(−∆)1/2 + [(−∆)1/2,W]1 +D[N,W ], (5.26)
where the symbol of the operator [(−∆)1/2,W]1 is equal to
−i(ξ1∂y1 + τξ2∂y2)W. (5.27)
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Moreover, since |1−W|m,l ≤ ‖1−W˜‖Cl and the symbol of the operator (−∆)1/2
does not depend on Y , inequality (F.10) yields the estimate
‖D[N,W ]u‖s ≤ c(s)
(‖1− W˜‖C6+s‖u‖0 + ‖1− W˜‖C6‖u‖s−1). (5.28)
Next applying formulae (F.5),(F.7) to the composition of the pseudodifferential
operators AD1 and W we arrive at the equality
AD1W = SD1 + (AD1W)1 +D
(AD1W ), (5.29)
where (AD1W)1 is a zero order pseudodifferential operator which symbol is
given by formula (F.7) with A replaced by ik1A and B replaced by W . Noting
that for k 6= 0,
k1∂k1ξ = ξ1ξ2ξ
⊥, k1∂k2ξ = −τξ21ξ⊥ with ξ⊥ = (ξ2,−ξ1)
we can rewrite expression (F.7) for the symbol (AD1W)1 in the form
A∂y1W + ξ1
[
ξ⊥ · ∂ξA
][
ξ2∂y1W − τξ1∂y2W
]
. (5.30)
Recall that it vanishes for k = 0. Since AD1 is a first order operator with
|AD1|11,l ≤ c|A|1,l inequality (F.9) from Proposition F.3 implies the estimate
‖DAD1Wu‖s ≤ c
(
|A|2,s|W|0,6 + |A|2,3|W|0,6+s
)
‖u‖0 + c|A|2,3|W |0,6‖u‖s−1.
(5.31)
Setting
T = W2 + [(−∆)1/2,W]1 + (AD1W)1 + (BW)0
we obtain the needed representation. with the remainder
D[N,W ] +D(AD1W ) +D(BW ),
and the lemma follows.
Second step
Now we give a formal construction of the operators C, E and F. We take the
operator C in the form
C =
2∑
p=0
W(p)D
−p
1 −Π1, (5.32)
where elementary operators W(p) will be specified below. Applying Lemma 5.5
and noting that L commutes with Dj1 we obtain(
L + AD1 +B
)
W(p)D
−p
1 = W
(p)D
−p
1 L +W
(p)
1 D
1−p
1 +
+S(p)D1−p1 + T
(p)D
−p
1 +R
(p)D
−p
1 .
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Here S(p), T(p), R(p) are given by Lemma 5.5 with W replaced by W(p). Com-
bining these identities we arrive at(
L + AD1 +B
)
(Π1 + C) = (Π1 + C)L+
+
2∑
p=0
(
W
(p)
1 D
1−p
1 + S
(p)D
1−p
1 + T
(p)D
−p
1 +R
(p)D
−p
1
)
.
(5.33)
Recall that S(p) and T(p) are zero-order pseudodifferential operators, hence by
Proposition 5.4, they have the decomposition
S(p)D1 =
2∑
j=0
S
(p)
j D
1−j
1 + US(p)L +VS(p) ,
T(p)Π1 =
1∑
j=0
T
(p)
j D
1−j
1 +MT (p)L +NT (p) ,
in which the symbols of elementary operators S
(p)
j are given by the formulae
(5.19) with W replaced by W (p), and the symbols of elementary operators T
(p)
j
are given by formulae (5.17), (5.18) with A replaced by T . Substituting these
relations into (5.33) we obtain the identity(
L + AD1 +B
)
(Π1 + C) = (Π1 + C)(L − κ)+
3∑
p=0
IpD
1−p
1 +R
′L +R′′,
(5.34)
where the elementary operators Ij and the reminders R
′, R′′ are given by
I0 = W
(0)
1 +S
(0)
0 ,
I1 = W
(1)
1 +S
(1)
0 +S
(0)
1 + T
(0)
0 + κW
(0),
I2 = W
(2)
1 +S
(2)
0 +S
(0)
2 +S
(1)
1 + T
(0)
1 + T
(1)
0 + κW
(1),
I3 = S
(1)
2 +S
(2)
1 +S
(2)
2 D
−1
1 + T
(1)
1 + T
(2)
0 + T
(2)
1 D
−1
1 + κW
(2),
(5.35)
R′ =
2∑
p=0
US(p)D
−p
1 +
1∑
p=0
MT (p)D
−p
1 ,
R′′ =
2∑
p=0
VS(p)D
−p
1 +
1∑
p=0
NT (p)D
−p
1 +
2∑
p=0
R(p)D
−p
1 .
(5.36)
Noting that
D−21 = (−∆)−1/2D−21 L− ν(−∆)−1/2.
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we can rewrite (5.34) in the form
(
L + AD1 +B
)
(Π1 + C) = (Π1 + E)(L− κ) +
2∑
p=0
IpD
1−p
1 + F (5.37)
with
E = C+R′ + I3(−∆)−1/2D−21 ,
F = R′′ − νI3(−∆)−1/2 + κ
(
R′ + I3(−∆)−1/2D−21 .
(5.38)
Now our task is to show that Ij , j ≤ 2, vanish for an appropriate choice of
elementary operators W(p). Note that the operator equations Ij = 0 are equiv-
alent to the scalar equations I˜j(Y ) = 0, in which the complex-valued functions
I˜j are associated with the operators Ij . This observation along with formulae
(5.35) leads to the equations
W˜
(0)
1 + S˜
(0)
0 = 0,
W˜
(1)
1 + S˜
(1)
0 + S˜
(0)
1 + T˜
(0)
0 + κW˜
(0) = 0, (5.39)
W˜
(2)
1 + S˜
(2)
0 + S˜
(0)
2 + S˜
(1)
1 + T˜
(0)
1 + T˜
(1)
0 + κW˜
(1) = 0
By Proposition 5.4, we have T˜
(p)
0 = T
(p)(Y, 0, 1) and T˜
(p)
1 = ν
−1[∂ξ1T
(p)](Y, 0, 1),
which along with equality (5.23) yields
T˜
(p)
0 = ν∂
2
y1W˜
(p) − iτ∂y2W˜ (p) + A˜0∂y1W˜ (p) + B˜0W˜ (p),
T˜
(p)
1 = −i
1
ν
∂y1W˜
(p) + 2A˜1∂y1W˜
(p) + B˜1∂y1W˜
(p).
Substituting these identities into (5.39) and using S˜
(p)
j = A˜jW˜
(p) we obtain the
recurrent system of ordinary differential equations for functions W˜ (p), p = 0, 1, 2,
(2ν∂y1 + A˜0)W˜
(0) = 0, (5.40)
(2ν∂y1 + A˜0)W˜
(j) + gj = 0, j = 1, 2, (5.41)
where
g1 =
(
ν∂2y1W˜
(0) + A˜0∂y1W˜
(0) + B˜0W˜
(0) − iτ∂y2W˜ (0)
)
+ κW˜ (0), (5.42)
g2 =
(
A˜2W˜
(0) + A˜1W˜
(1)
)
+
(
2A˜1∂y1W˜
(0) + B˜1∂y1W˜
(0) − i1
ν
∂y1W˜
(0)
)
+
(
ν∂2y1W˜
(1) + A˜0∂y1W˜
(1) + B˜0W˜
(1) − iτ∂y2W˜ (1)
)
+ κW˜ (1). (5.43)
By the equivariant property, the function A˜0 is odd in y1 and Π1A˜0 = A˜0.
Therefore, the general solutions of homogeneous equation (5.40) has the form
W˜ (0)(Y ) = C(y2)a
−(Y ), where a±(Y ) = exp(± 1
2ν
D−11 A˜0) (5.44)
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and C(y2) is an arbitrary function. On the other hand, inhomogeneous equation
(5.41) has a periodic solution if and only if
π∫
−π
gj(y1, y2)a
+(y1, y2) dy1 = 0 for all y2. (5.45)
Now we aim to show that solvability condition (5.45) is fulfilled for an appro-
priate choice of C. Substituting (5.44) into the expression for g1 and next to
(5.45) we obtain the ordinary differential equation for C,
−i2πC′ + 2πCκ − iCτ
π∫
−π
a+∂y2a
− dy1 + Cν
π∫
−π
a+∂2y1a
−dy1+
+C
π∫
−π
A˜0a
+∂y1a
− dy1 + C
π∫
−π
B˜0 dy1 = 0.
Noting that
π∫
−π
a+∂y2a
−dy1 = − 1
2ν
π∫
−π
∂y2D
−1
1 A˜0 dy1 = 0,
ν
π∫
−π
a+∂2y1a
−dy1 +
π∫
−π
A˜0a
+∂y1a
− dy1 = − 1
4ν
π∫
−π
A˜20 dy1,
we can rewrite it in the form
C′(y2) + b(y2)C(y2) = 0, (5.46)
with the coefficient
b (y2) =
i
2π
π∫
−π
(
B˜0 − 1
4ν
A˜20
)
dy1 + iκ. (5.47)
It follows from formula (5.7) for κ, that the mean value of b over a period is
zero. Therefore, equation (5.46) has a periodic solution
C = exp(−D−12 b). (5.48)
In this case the particular periodic solution to (5.45) is
W˜ (1) = − 1
2ν
a−D−11
(
g1a
+
)
. (5.49)
Next note that, by the equivariant property, the functions A˜0, A˜2, and B˜1 are
odd and the functions A˜1, B˜0 are even in y1. Hence a
±, W˜ (0) are even, and
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W˜ (1) is odd in y1. In particular, g2 is odd in y1 and automatically satisfies
solvability condition (5.45). From this we conclude that the operators Ij , j ≤ 2
vanish when
W˜ (0) = exp
(
−D−12 b
)
a−, W˜ (j) = − 1
2ν
a−D−11
(
gja
+
)
, j = 1, 2, (5.50)
which along with (5.37) leads to identity (5.12).
Third step
It remains to show that operators introduced above are well-defined and
satisfy inequalities (5.13). We begin with the estimating of the functions W˜ (p).
Recall that for all smooth functions a, b ∈ Cs(R2/Γ),
‖1− expa‖Cs ≤ c(‖a‖C0)‖a‖Cs , ‖ab‖Cs ≤ c(s)‖a‖C0‖b‖Cs + ‖a‖Cs‖b‖C0.
It follows from this and (5.7), (5.44), (5.38), and (5.48) that
‖1− W˜ (0)‖Cs ≤ c(‖A˜0‖C0 , ‖B˜0‖C0)
(
‖A˜0‖Cs + ‖B˜0‖Cs
)
. (5.51)
On the other hand, (5.42) implies the estimate
‖g1‖Cs ≤ c
(
‖1− W˜ (0)‖Cs+2 + ‖A˜0‖C0‖W˜ (0)‖Cs+1+
‖A˜0‖Cs‖W˜ (0)‖C1 + ‖A˜0‖Cs
)
+
(
‖B˜0‖Cs‖W˜ (0)‖C0 + ‖B˜0‖C0‖W˜ (0)‖Cs
)
.
Combining it with (5.51) and noting that
‖W˜ (0)‖C1 ≤ c‖W˜ (0)‖C0 + c‖W˜ (0)‖Cs
we arrive at
‖W˜ 1‖Cs ≤ c(‖A˜0‖C0 , ‖B˜0‖C0)
(
‖A˜0‖Cs+2 + ‖B˜0‖Cs+2
)
. (5.52)
Arguing as before and using (5.43) we obtain
‖g2‖Cs ≤ c(‖A˜0‖C0 , ‖B˜0‖C0 , ‖A˜1‖C0 , ‖A˜2‖C0 , ‖B˜1‖C0)
(
‖A˜0‖Cs+4+
‖B˜0‖Cs+4 + ‖A˜1‖Cs+3 + ‖B˜1‖Cs+2 + ‖A˜2‖Cs
)
,
which along with (5.50) leads to the estimate
‖W˜ (2)‖Cs ≤ c(‖A˜j‖C0, ‖B˜j‖C0)
( 2∑
j=0
‖A˜j‖Cs+4 +
1∑
j=0
‖B˜j‖Cs+4
)
. (5.53)
Noting that ‖A˜j‖Cs ≤ |A|3,s, we conclude from (5.51), (5.52), (5.53) that
‖1− W˜ (0)‖Cs + ‖W˜ (1)‖Cs + ‖W˜ (2)‖Cs ≤ c(|A|3,0, |B|3,0)
(
|A|3,s+4 + |B|3,s+4
)
,
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which leads to
|1−W(0)|m,s + |W(1)|m,s + |W(2)|m,s ≤ c(|A|3,0, |B|3,0)
(
|A|3,s+4 + |B|3,s+4
)
(5.54)
for all m ≥ 0. Now we can estimate the norm of the operator C. Since CΠ1 = C,
Proposition F.1 along with (5.54) implies
‖Cu‖s ≤ ‖(1−W(0))u‖s + ‖W(1)u‖s + ‖W(2)u‖s ≤
c(|A|3,0, |B|3,0)
((|A|3,s+4 + |B|3,s+4)‖u‖0 + (|A|3,4 + |B|3,4)‖u‖s).
(5.55)
Let us estimate the operators E, F. First note that inequalities (5.20) (5.21)
from Proposition 5.4 imply the estimate
‖US(p)u‖s−1 + ‖VS(p)u‖s ≤ c(|A|3,0, |B|3,0)
((|A|3,3|W(p)|3,s+3+
+|A|3,s+3|W(p)|3,3
)‖u‖0 + |A|3,3|W(p)|3,3‖u‖s−1).
From this and (5.54) we conclude that
‖US(p)u‖s−1 + ‖VS(p)u‖s ≤ (5.56)
c(|A|3,7, |B|3,7)
((|A|3,s+7 + |B|3,s+7)‖u‖0 + (|A|3,7 + |B|3,7)‖u‖s−1.
Next (5.54) along with inequality (5.24) from Lemma 5.5 implies the inequality
‖R(p)u‖s ≤ c(|A|3,10, |B|3,10)
(
(|A|3,s+10 + |B|3,s+10)‖u‖0 +
+(|A|3,10 + |B|3,10)‖u‖s−1
)
. (5.57)
Recalling that for arbitrary zero-order operators A,W and the operator S with
a symbol S = AW ,
|S|m,s ≤ c(s,m)(|A|m,0|W|m,s + |A|m,s||W|m,0),
and using formula (5.23) for symbol T we obtain
|T(p)|3,s ≤ |1−W(p)|3,s+2+(|A|4,0+|B|3,0)|W(p)|0,s+1+(|A|4,s+|B|3,s)|W(p)|0,1,
which being combined with (5.54) gives
|T(p)|3,s ≤ c(|A|4,0, |B|3,0)
(
|A|4,s+6 + |B|4,s+6
)
. (5.58)
In particular, inequality (5.58) along with (5.20) yields the estimate
‖MT (p)u‖s + ‖NT (p)u‖s ≤ (5.59)
c(|A|4,0, |B|4,0)
((|A|4,s+6 + |B|4,s+6|)‖u‖0 + (|A|4,9 + |B|4,9)‖u‖s−1).
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Similar arguments applying to the formula (5.23) for the symbol of the operator
S give the estimate
|S(p)|3,s ≤ c(|A|3,0|B|3,0)
(
|A|3,s+4 + |B|3,s+4
)
. (5.60)
Finally estimate I3(−∆)−1/2. Applying (5.54), (5.58), (5.60) to (5.35) we arrive
at
|I3|3,s ≤ c(|A|4,0, |B|3,0)(|A|4,s+6 + |B|4,s+6),
which along with inequality (F.1) from Proposition F.1 implies
‖I3(−∆)−1/2u‖s ≤ c(|A|4,0, |B|3,0)
(
(|A|4,s+9+|B|4,s+9)‖u‖0+(|A|4,9+|B|4,9)‖u‖s−1
)
.
(5.61)
Next note that
‖Eu‖s ≤ ‖Cu‖s + ‖I3(−∆)−1/2u‖s + ‖R′u‖s,
‖Fu‖s ≤ ‖I3(−∆)−1/2u‖s + ‖R′′u‖s.
It follows from (5.56), (5.57), and (5.59) that
‖R′u‖s ≤
2∑
p=0
‖US(p)u‖s +
1∑
p=0
‖MT (p)u‖s ≤
c(|A|4,9, |B|4,9)
((|A|4,9+s + |B|4,9+s)‖u‖0 + (|A|4,9 + |B|4,9)‖u‖s),
‖R′′u‖s ≤
2∑
p=0
‖VS(p)u‖s +
1∑
p=0
‖NT (p)u‖s + ‖R(p)u‖s ≤
c(|A|4,10, |B|4,10)
((|A|4,10+s + |B|4,10+s)‖u‖0 + (|A|4,10 + |B|4,10)‖u‖s).
Combining these results with (5.61) and (5.13) we finally obtain
‖Cu‖s + ‖Eu‖s ≤ c(|A|4,9, |B|4,9)
((|A|4,9 + |B|4,9)‖u‖s+(|A|4,s+9 + |B|4,s+9)‖u‖0),
‖Fu‖s ≤ c(|A|4,10, |B|4,10)
((|A|4,10 + |B|4,10)‖u‖s−1+(|A|4,s+10 + |B|4,s+10)‖u‖0),
.
which gives (5.13) and the theorem 5.2 follows.
5.2 Proof of Theorem 5.1
The proof is based on the following lemma on the invertibility of the operator
1 + E from Theorem 5.2.
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Lemma 5.6 Under the assumptions of Theorem 5.1, there is a positive ε1
depending on r and l only, so that for all ε ∈ (0, ε1), the operator 1 + E
has the bounded inverse (1 + E)−1 : Hso,e(R
2/Γ) 7→ Hso,e(R2/Γ) and, for all
u ∈ Hso,e(R2/Γ),
‖(1 + E)−1u‖r ≤ c‖u‖r, (5.62)
‖(1 + E)−1u‖s ≤ c‖u‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
+ c‖u‖s. (5.63)
Proof. Formally we have
(1 + E)−1 =
∞∑
n=0
(−1)nEn.
By Theorem 5.2, the operator E : Hro,e(R
2/Γ) 7→ Hro,e(R2/Γ) is bounded and
its norm does not exceed cε. It follows from this and inequality (5.13) that for
cε ≤ 1,
‖Enu‖s ≤ cε‖En−1u‖s + c(|A|4,s+10 + |B|4,s+10)‖En−1u‖r ≤
cε‖En−1u‖s + (cε)n−1(|A|4,s+10 + |B|4,s+10)‖u‖r ≤
(cε)2‖En−2u‖s + 2(cε)n−1(|A|4,s+10 + |B|4,s+10)‖u‖r ≤
... (cε)n−1
(
‖u‖s + n(|A|4,s+10 + |B|4,s+10)‖u‖r
)
,
which leads to the estimate∥∥∥∥∥
∞∑
n=0
(−1)nEnu
∥∥∥∥∥
s
≤ c
(
‖u‖s + (|A|4,s+10 + |B|4,s+10)‖u‖r
)(
1 +
∞∑
n=1
n(cε)n−1
)
.
It remains to note that for ε < 1/c, the series in the right hand side converges
absolutely and the lemma follows.
Let us turn to the proof of Theorem 5.1. Since A and B satisfy all hypotheses
of Theorem 5.2, the corresponding operators C, E, F are well defined and meet all
requirements of this theorem. Moreover, condition (iv) along with inequalities
(5.13) yields the estimates
‖Cu‖s + ‖Eu‖s ≤ cε‖u‖s + c
(|A|4,s+10 + |B|4,s+10)‖u‖0,
‖Fu‖s ≤ cε‖u‖s−1 + c
(|A|4,s+10 + |B|4,s+10)‖u‖0, (5.64)
‖Cu‖t + ‖Eu‖t ≤ cε‖u‖t, for t ∈ [2, r]. (5.65)
We look for a solution to basic equation (5.1) in the form
u = λψ(0) + (1 + C)v with v ∈ Hs−1,o.e ⊥. (5.66)
Substituting this representation into (5.1) we obtain the equation
λ(L + H)ψ(0) + (L + H)(1 + C)v = f. (5.67)
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Since Π1 coincides with the identity mapping on H
r
o,e(R
2/Γ), it follows from
Theorem 5.2 that
(L + H)(1 + C) = (1 + E)(L − κ) + Z on Hro,e(R2/Γ), (5.68)
where
Z = F+ L−1(1 + C).
Hence we can rewrite (5.67) in the equivalent form
λ(L + H)ψ(0) + (1 + E)(L− κ)v + Zv = f.
Applying to both sides the operators Q and 1−Q and noting that QLψ(0) = 0
we obtain the system of operator equations for a scalar λ and unknown function
v ∈ Hs−1,o,e ⊥,
Q(1 + E)(L − κ)v +QZv = Q(f − λHψ(0)), (5.69)
λ(1−Q)(L + H)ψ(0) + (1−Q)(L + H)(1 + C)v = (1 −Q)f. (5.70)
Our aim is to resolve the first equation with respect to v. Hence the task now
is to prove the solvability of the equation
Q(1 + E)(L− κ)v +QZv = Qg. (5.71)
The corresponding result is given by
Lemma 5.7 Under the above assumptions, there is a positive ε2 depending on
r, l only, so that for g ∈ Hso,e(R2/Γ) and 0 < ε < ε2, equation (5.71) has the
unique solution satisfying the inequalities
‖v‖r−1 ≤ c‖g‖r, (5.72)
‖v‖s−1 ≤ c‖g‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
+ c‖g‖s. (5.73)
Proof. We look for a solution to equation (5.71) in the form
v = Q(L− κ)−1(1 + E)−1Qϕ (5.74)
with the new unknown function ϕ ∈ Hso,e⊥. Since the operator L commutes
with the projector Q, we have
Q(1 + E)(L − κ)Q(L− κ)−1(1 + E)−1Q = QX0Q+Q (5.75)
with
X0 = −(EQ)2 + (1 + E)Q
(
(1 + E)−1 − 1 + E
)
.
Hence (5.71) is equivalent to the equation
ϕ+QXQϕ = Qg, (5.76)
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in which the operator X is defined by
X = X0 + ZQ(L− κ)−1(1 + E)−1.
We use the regularization method to prove the existence and uniqueness of
solutions to (5.76), and consider a family of regularising equations depending
on small positive parameter δ,
ϕ+QXQ(−∆)−δϕ = Qg, δ > 0. (5.77)
Let us estimate the norm of the operator X. It is easy to see that Lemma 5.6
implies the estimates
‖X0ϕ‖r ≤ cε2‖ϕ‖r, (5.78)
‖X0ϕ‖s ≤ c‖ϕ‖r
(|A|4,s+10 + |B|4,s+10)+ cε2‖ϕ‖s.
On the other hand, inequality (5.8) along with Lemma 5.6 leads to the estimate
‖Q(L− κ)−1(1 + E)−1Qϕ‖r−1 ≤ c‖ϕ‖r, (5.79)
‖Q(L− κ)−1(1 + E)−1Qϕ‖s−1 ≤ c‖ϕ‖r
(|A|4,s+10 + |B|4,s+10)+ c‖ϕ‖s.
Next estimates (5.64) for C and F along with inequalities (5.6) for L−1 imply
‖Zϕ‖r ≤ cε‖ϕ‖r−1, (5.80)
‖Zϕ‖s ≤ c‖ϕ‖r−1
(
Cs + |A|4,s+10 + |B|4,s+10
)
+ cε‖ϕ‖s−1.
Combining (5.78)-(5.80) we finally arrive at
‖Xϕ‖r ≤ cε‖ϕ‖r,
‖Xϕ‖s ≤ c‖ϕ‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
+ cε‖ϕ‖s.
Since the operators (−∆)−δ are uniformly bounded in Hro,e(R2/Γ), it follows
that each solution to equation (5.77) satisfies the inequalities
‖ϕ‖r(1− cε) ≤ c‖g‖r,
‖ϕ‖s(1− cε) ≤ c‖ϕ‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
+
c‖g‖s + c‖g‖r
(|A|4,s+10 + |B|4,s+10).
Hence for ε < 1/2c,
‖ϕ‖r ≤ c‖g‖r, (5.81)
‖ϕ‖s ≤ c‖g‖s + c‖g‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
,
In particular, the solution is unique. Since the operator
QXQ(−∆)−δ : Hro,e(R2/Γ) 7→ Hro,e(R2/Γ)
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is compact, uniqueness along with the Fredholm Theorem implies the solvability
of equations (5.77) for all δ > 0 . Hence they have a family of solutions ϕδ
satisfying (5.81). After passing to a subsequence we can assume that
ϕδ → ϕ, (−∆)−δϕδ → ϕ weakly in Hs(R2/Γ) as δ ց 0.
Obviously ϕ serves as a solution to equation (5.76). Recalling (5.74) we obtain
the solvability and uniqueness result for (5.71). It remains to note that estimates
(5.72), (5.73) follow from formula (5.74) and inequalities (5.79),(5.81).
We are now in a position to complete the proof of Theorem 5.1. Applying
Lemma 5.7 to equation (5.69) we obtain the representation
v = λv0 + vf , (5.82)
in which v0 and vf are solutions to equations (5.71) with g = −QHψ(0) and
g = Qf . It follows from (5.72), (5.73) that
‖vf‖r−1 ≤ c‖f‖r,
‖vf‖s−1 ≤ c‖f‖r
(
Cs + |A|4,s+10 + |B|4,s+10
)
+ c‖f‖s, (5.83)
‖v0‖r−1 ≤ cε,
‖v0‖s−1 ≤ c
(
Cs + |A|4,s+10 + |B|4,s+10
)
.
The functions v0 and vf are completely defined by the eigenfunction ψ0 and the
right hand side f of equation (5.1), but the scalar λ still remains unknown. In
order to find it we substitute representation (5.82) into (5.70) to obtain
λ(1 −Q)(L +H)
(
ψ(0) + (1 + C)v0
)
= (1−Q)
(
f − (L+ H)(1 + C)vf). (5.84)
It follows from identity (5.68) that equation (5.71) for v0 is equivalent to
Q(L− κ)Qv0 +Q
(
(L + H)C+ H + κ)Qv0 = −QHψ(0).
Since the operator Q(L − κ) has the bounded inverse Q(L − κ)−1 : Hs,⊥o,e 7→
Hs−1,⊥o,e , we have
v0 +Q(L− κ)−1Q
(
(L + H)C + H+ κ
)Qv0 = −Q(L− κ)−1QHψ(0). (5.85)
Next, using inequalities (5.83) along with (5.65) and (5.72) and noting that for
2 ≤ t ≤ r,
‖Hu‖t−1 ≤ cε‖u‖t
we arrive at
‖Q(L−κ)−1QHψ(0)‖r−2 ≤ cε, ‖Q(L−κ)−1
(
(L+H)C+H+κ)v0‖r−3 ≤ cε2,
which leads to
v0 = −Q(L− κ)−1QHψ(0) + v′ with ‖v′‖r−3 ≤ cε2.
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Substituting this expression into (5.84) gives
λ(1−Q)(L+H)
(
ψ(0)−Q(L−κ)−1QHψ(0)
)
+λv′′ = (1−Q)
(
f−(L+H)(1+C)vf)
(5.86)
where
v′′ = (1−Q)(L + H)
(
v′ + Cv0
)
.
Next noting that
‖(1−Q)Lu‖s ≤ cε‖u‖0
and using estimate (5.65) we obtain
‖v′′‖r−4 ≤ cε‖v′‖r−3 + cε2‖v0‖r−2 ≤ cε3.
Multiplying both sides of (5.84) by ψ(0) and integrating the result over T2 leads
to equality
λK =
∫
T2
(
f − (L+ H)(1 + C)vf)ψ(0) dY, (5.87)
in which
K =
∫
T2
(L+H)
(
ψ(0)−Q(L−κ)−1QHψ(0)
)
ψ(0) dY +
∫
T2
v′′ψ(0) dY = @ε2+O(ε3).
Hence there is a positive ε1 < ε2 depending on r, l and ψ0 only so that 2|K| >
|@|ε2 for all 0 < ε < ε1. From this, relation (5.87) and inequalities (5.83) we
conclude that for such ε the unknown λ is well defined and
ε2|λ| < c|@| ‖f‖r. (5.88)
Hence for 0 < ε < ε1, equation (5.1) has the unique solution u ∈ Hro,e. It
remains to note that inequalities (5.83) and (5.88) along with the identity
u = λψ(0) + λ(1 + C)v0 + (1 + C)vf
imply estimates (5.10), (5.11) and this ends the proof of Theorem 5.1.
5.3 Verification of assumptions of Theorem 5.1
In this subsection we check all abstract conditions required for solving the linear
equation (5.1), in the case when the operators involved in this equation are
defined by Theorem 3.4. Note that the symmetry conditions (5.3) and (iii)
follows from assertion (iii) of this theorem. The same conclusion can be drawn
for the Metric conditions (5.5), (5.6) which are realized, as soon as ||U ||ρ ≤ ε
and ρ = l + 3.
Let us consider the restrictions on the spectrum and resolvent of L. Part (v)
results immediately from Theorem 4.19, restricted to the space of functions odd
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in y1 and even in y2, and once we notice that the eigenvalue corresponding to
the eigenvector ψ(0) = sin y1 cos y2 satisfies
−ν +
√
1 + τ2 = ε2ν1(τ) +O(ε
3). (5.89)
This results immediately from the fact that the linear operator L (see (3.3)
corresponds to the differentiation of the basic system at the point
U = U (N)ε + ε
NW, N ≥ 3 (5.90)
where U
(N)
ε is the approximate solution at order εN , and from Lemma 3.7.
Moreover the coefficient ν1 is positive (larger than a positive number) for any
value of τ.
Now, from Lemma 3.8 we see that the Fourier expansion of the diffeomor-
phism of the torus has, at order ε, only harmonic 1 terms in Y , and at order ε2
only harmonics 2 and 0 in Y = (y1, y2), all terms being invariant under the shift
Tv0 : Y 7→ Y + (π, π). Let us now consider the expression of the linear operator
L + H which is obtained after applying the above diffeomorphism on a linear
operator which may be formally expanded in powers of ε, having coefficients
with the same property as the diffeomorphism in terms of harmonics in Y . The
result is that the formal expansion in powers of ε of L+H has the same property
as above i.e. the order 0 is independent of Y, while orders ε and ε2 only contain
respectively harmonic 1 and harmonics 2 and 0 in Y.
Let us consider the formula (5.7) giving the coefficient κ. In the integral over
T2 the functions A and B are O(ε) and can be expanded in powers of ε, their
principal part containing only harmonic 1-terms in Y. It results immediately
that
κ = O(ε2). (5.91)
It is not useful in our proof to give more precision on this coefficient, however
the interested reader might check (after few days of computations) that
κ = ε2
µc(τ)
16
{8τ2 − 5τ2 − 7
4
}+O(ε3). (5.92)
Now, from the estimate on operators A and B in theorem 3.4 and from (5.7)
we have
|κ| ≤ c||U ||14,
hence from (5.91) and (5.90) we deduce that
κ = ε2κ˜, |κ˜| ≤ c(1 + ε||W ||14). (5.93)
It should be noticed that in formulae (5.89) and (5.92) the terms of order O(ε3)
depend on the unknown W of (5.90) which is assumed to be bounded in H14(S)
(because of the smoothness required for computing operatorsB and L−1 above).
Hence, if we want to apply the result of Theorem 4.2 for obtaining the required
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estimate (5.8) for (L− κ)−1 we need to show that properties (4.4) hold for the
functions of ε
νj(ε) = ν0 − ε2ν1 + ε3ν˜j(ε), κ = ε2κ˜j(ε)
where ν0 = (1 + τ
2)1/2, ν1 = ν1(τ), ν˜j(ε) and κ˜j(ε) are obtained with some Wj
in H14(S) through the iteration of the Newton method of Nash Moser theorem.
Because of the smooth dependence of these coefficients in function of (ε, U) (see
in particular Theorem 3.4 for ν, and (5.93) for κ), the properties (4.4) for ν˜j(ε)
and κ˜j(ε) are verified as soon as there exists R > 0 such that
||Wj(ε′)−Wj(ε′′)||14 ≤ R|ε′ − ε′′|, (5.94)
||Wj+1(ε)−Wj(ε)||14 ≤ 2−jR
holds. This property will be checked in section 6. Assuming that this is true,
we have all conditions of Theorem 4.2 realized. This completes the verification
of restrictions on the spectrum and resolvent of L.
The nondegeneracy condition (5.9) is fundamental for obtaining the esti-
mates (5.10), (5.11) for the solution of the linearized system. So, let us now
consider the coefficient @ defined in (5.9). We notice that the eigenfunction
ψ(0) = sin y1 cos y2 only contains harmonic 1-terms in Y, and assuming that W
in formula (5.90) is bounded in H14(S), and denoting the coefficient of order ε in
the operator H by H(1) we have
QHψ(0) = εH(1)ψ(0) +O(ε2),
and, since L0 is invertible on finite Fourier series orthogonal to ψ
(0), one obtains
HQ(L− κ)−1QHψ(0) = ε2H(1)L−10 H(1)ψ(0) +O(ε3).
Now defining the coefficient of order ε2 in the operator L + H by H(2) we have
@ =
∫
T2
(
H(2)ψ(0) − H(1)L−10 H(1)ψ(0)
)
ψ(0) dY. (5.95)
Then, we prove the following
Lemma 5.8 The coefficient @ of nondegeneracy condition (5.9) is given by
@ = −2π2µ1
µ20
=
π2
8
(α0 + β0),
where µ1(τ) is given by (2.11) and (α0 + β0)(τ) is given at Theorem 2.3. This
coefficient is non zero for τ 6= τc.
Proof: the proof is made at Appendix H.
This completes the verification of Nondegeneracy condition.
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5.4 Inversion of L
Let us now consider the inversion of the operator L defined in (3.3)
L(U, µ)V = F, (5.96)
where
L(U, µ) =
( Gη J ∗
J a
)
,
F = (f, g) ∈ Hs(S), V = (δφ, δη)
and where we look for
δU = (δψ, δη), δψ = δφ+ bδη,
where b is defined in (3.1). In this subsection we prove the following Theorem
which collects the results of previous sections on the operator L
Theorem 5.9 Consider M > 0, ı ≥ 14, and π/4 > δ > 0, and set
U = U (N)ε + ε
NW, N ≥ 3, (5.97)
µ = µ(N)ε = µc + ε
2µ1(τ) +O(ε
3),
where ||W ||ı ≤ M, and (U (N)ε , µ(N)ε ) is the approximate solution at order εN
obtained at Theorem 2.3 in the case of diamond waves (ε1 = ε2 = ε/2), and
τ = tan θ0, µc = cos θ0, δ < θ0 < π/2− δ. Assume moreover in (5.97) that W =
Wj(ε), j ∈ N satisfies the property (5.94), then for µ−1c ∈ Nα, α ∈ (0, 1/78),
there exists ε0 > 0 and a subset E of [0, ε0] such that for any F ∈ Hs(S), s ≥ 5,
and for ε ∈ E , the linear equation (5.96) has a unique solution V corresponding
to δU ∈ Hs−3(S) , such that the following estimates hold
||δU ||r−3 ≤ c
ε2
||F ||r, 5 ≤ r ≤ ı− 8, (5.98)
||δU ||s−3 ≤ c(s)
ε2
||F ||r(1 + εN ||Wj ||s+18) + c(s)||F ||s.
Moreover the following property holds for the ”good” set E :
1
|µ(N)r − µc|
meas{µ = µ(N)ε ; ε ∈ E∩(0, r)} → 1, as r → 0. (5.99)
Proof. By construction, we have
Gη(δφ) − J ∗(1
a
J (δφ)) = h,
where
h = f − J ∗(g/a),
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and which, after the change of coordinates of Theorem 3.4, becomes
(L + AD1 +B+ L−1)δ˜φ =
h˜
κ
,
which we learnt to invert at Theorem 5.1.
First, for U ∈ Hm(S), and ||U ||r ≤ Mr, we have the following estimates, due
to Lemma 3.1
||h||s ≤ c(M4){||F ||s+1 + ||F ||2||U ||s+2),
and with Theorem 3.4 we obtain
||h˜||s ≤ c(M4)(||h||s + ||U ||s+4||h||0).
Taking into account of the estimate on κ(Y ) in Theorem 3.4, we then arrive to
|| h˜
κ
||s ≤ c(M5){||F ||s+1 + ||F ||2||U ||s+5}. (5.100)
In the same way, thanks to the Theorem 3.4, we also have
||δφ||s ≤ c(M4){||δ˜φ||s + ||U ||s+4||δ˜φ||0},
and since
δη = −1
a
J (δφ) + 1
a
g,
we obtain
||δη||s ≤ c(M4){||δ˜φ||s+1 + ||U ||s+5||δ˜φ||0}+
+c(M4){||F ||s + ||U ||s+2||F ||2}.
Hence
||V ||s ≤ c(M4){||δ˜φ||s+1 + ||U ||s+5||δ˜φ||0}+
+c(M4){||F ||s + ||U ||s+2||F ||2},
and thanks to Lemma 3.1
||δU ||s ≤ c(M3){||V ||s + ||U ||s+1||V ||2},
≤ c(M7){||δ˜φ||s+1 + ||U ||s+5||δ˜φ||0 + ||U ||s+1||δ˜φ||3}+
+c(M4){||F ||s + ||U ||s+2||F ||2}. (5.101)
It remains to use Theorem 5.1 which connects δ˜φ and h˜κ , taking into account
of estimates ii) of Theorem 3.4. Assuming that properties (4.4) hold for ν˜j(ε)
and κ˜j(ε) we have (see Theorem 4.2) for ε ≤ ε0 and ε ∈ Nα, α ∈ (0, 1/78) the
following estimates for ||U ||ρ ≤ ε, ı ≥ 14, 1 ≤ r ≤ s
||δ˜φ||r−1 ≤
c(M14)
ε2
|| h˜
κ
||r, 1 ≤ r ≤ ı− 9
||δ˜φ||s−1 ≤ c(M14)
ε2
|| h˜
κ
||r(1 + ||U ||s+19) + c(M14)|| h˜
κ
||s.
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From this and (5.100) we deduce that
||δ˜φ||r−2 ≤
c(M14)
ε2
||F ||r, 2 ≤ r ≤ ı− 8,
||δ˜φ||s−2 ≤ c(M14)
ε2
||F ||r(1 + ||U ||s+18) + c(M14)||F ||s,
and from (5.101) we obtain the estimates for δU (5.98). The rest of Theorem
5.9 follows directly from the results of previous subsection and from Theorem
4.2.
6 Nonlinear problem. Proof of Theorem 1.3
In this section we complete the proof of the main Theorem 1.3 on existence of
diamond nonlinear waves of finite amplitude. To this end we exploit the general
version of the Nash-Moser Implicit Function Theorem proved in Appendix N of
[24]. This result concerns the solvability of the operator equation
Φ(W, ε) = 0 (6.1)
in scales of Banach spaces Es and Fs parametrized by s ∈ N0 = N ∪ {0}, and
supplemented with the norms || · ||s and |·|s. It is supposed that they satisfy the
following conditions.
(A1) For t < s there exists c(t, s) such that
‖·‖t ≤ c(t, s)‖·‖s, | · |t ≤ c(t, s)|·|s.
(A2) For λ ∈ [0, 1] with λt+ (1− λ)s ∈ N,
||·||λt+(1−λ)s ≤ c(t, s)‖·‖λt ‖·‖1−λs , |·|λt+(1−λ)s ≤ c(t, s)|·|tλ |·|1−λs .
(A3) There exists a family of smoothing operators S℘ defined over the first scale
such that for ℘ > 0 and t < s,
‖S℘W‖t ≤ c(t, s)‖W‖s, ‖ S℘W‖s ≤ c(t, s)℘t−s‖W‖t,
‖S℘W −W‖t ≤ c(t, s)℘s−t‖W‖s,
and, if ε 7→ ℘(ε) is a smooth, increasing, convex function on [0,∞) with
℘(0) = 0, then, for 0 < ε1 < ε2,
‖ (S℘(ε1) − S℘(ε2))W‖s ≤ c(t, s)|ε1 − ε2|℘′(ε2)℘(ε1)t−s−1‖W‖t.
(B1) Operators Φ(·, ε), depend on a small parameter ε ∈ [0, ε0], and map a
neighborhood of 0 in Er into Fρ. Suppose that there exist
σ ≤ ρ ≤ r − 1, σ, ρ, r ∈ N0,
and, for all l ∈ N0, numbers c(l) > 0 and ε(l) ∈ (0, ε0] with the following
properties for all W, U, Wi, Ui ∈ B and ε, εi ∈ [0, ε0], i = 1, 2, where
B = {W ∈ Er : |W |r ≤ R0} for some R0 > 0:
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(B2) The operator Φ : B × [0, ε0]→ Fρ is twice continuously differentiable,
|Φ(W, ε)|ρ+l ≤ c(l)(1 + ‖W‖r+l) (6.2)
and, for W, U ∈ Er+l, ε ∈ [0, ε(l)],
|D(W,U, ε)|ρ+l ≤ c(l)(1 + ‖W‖r+l + ‖U‖r+l)‖W − U‖2r +
+c(l)‖W − U‖r‖W − U‖r+l, (6.3)
where
D(W,U, ε) = Φ(W, ε)− Φ(U, ε)− Φ′W (U, ε)(W − U).
Moreover,
|D(W1, U1, ε1)−D(W2, U2, ε2)|ρ ≤ c
(|ε1 − ε2|+ ‖W1 −W2‖r + ‖W1 −W2‖r)
·(‖W1 − U1‖r + ‖W2 − U2‖r). (6.4)
(B3) There exists a family of bounded linear operators Λ(W, ε) : Er → Fρ,
depending on (W, ε) ∈ B × [0, ε0], with
|Λ(W, ε)U |ρ ≤ c(0)‖U‖r, U ∈ Er, (6.5)
that approximates the Fre´chet derivative Φ′W as follows. For W ∈ Er+l ∩
B, ε ∈ [0, ε(l)] and U ∈ Er+l,
|Λ(W, ε)U − Φ′W (W, ε)U |ρ+l ≤ c(l)(1 + ‖W‖r+l)|Φ(W, ε)|r‖U‖r + (6.6)
+c(l)|Φ(W, ε)|r+l‖U‖r + c(l)|Φ(W, ε)|r‖U‖r+l.
(B4) When Wi ∈ B ∩Er+l, εi ∈ [0, ε(l)], i = 1, 2,
|Φ(W1, ε1)− Φ(W2, ε2)|ρ+l ≤ c(l)
(
1 + ‖W1‖r+l + ‖W2‖r+l
)
(6.7)
·(|ε1 − ε2|+ ‖W1 −W2‖r)+ c(l)‖W1 −W2‖r+l,
|(Φ′W (W1, ε1)− Φ′W (W2, ε2))U |ρ+l + |(Λ(W1, ε1)− Λ(W2, ε2))U |ρ+l ≤
≤ c(l)
(
‖W1 −W2‖r+l+(|ε1−ε2|+‖W1 −W2‖r)(‖W1‖r+l+‖W2‖r+l)
)
‖U‖r
+
(|ε1 − ε2|+ ‖W1 −W2‖r)‖U‖r+l, (6.8)
• A set E ⊂ [0,∞) is dense at 0 if lim
rց0
2
r2
∫
E∩[0,r]
ε dε = 1.
(B5) If a set E ⊂ [0, ε(l)] is dense at 0 and a mapping ϑ : E → B ∩ Er+l is
Lipschitz in the sense that for ε1, ε2 ∈ E ,
‖ϑ(ε1)− ϑ(ε2)‖r ≤ C|ε1 − ε2| where C = C(ϑ), constant,
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then there is a set E(ϑ) ⊂ E , which is also dense at 0, such that, for any
ε ∈ E(ϑ) and f ∈ Fρ+l, the equation Λ(ϑ(ε), ε)δW = f has a unique
solution satisfying
‖δW‖ρ−σ+l ≤ ε−̺c(l)(|f |ρ+l + ‖ϑ(ε)‖r+l|f |ρ). (6.9)
(B6) Suppose that ϑ0 : E0 → B∩Er+l and mappings ϑk : ∩k−1i=0 E(ϑi)→ B∩Er+l
satisfy, for a constant C independent of k ∈ N sufficiently large,
‖ϑk(ε1)− ϑk(ε2)‖r ≤ C|ε1 − ε2|, ε1, ε2 ∈ ∩k−1j=0E(ϑj),
‖ϑk+1(ε)− ϑk(ε)‖r ≤ 1
2k
, ε ∈ ∩kj=0E(ϑj).
Then ∩∞j=0E(ϑj) is dense at 0, where the sets E(ϑj) are defined in (B5).
Theorem 6.1 Suppose (A1)–(B6) hold and, for N ∈ N with N ≥ 2, equation
(6.1) has approximate solution W = W
(N)
ε ∈ ∩s∈N0Es, with, for a constant
k(N, s),
‖W (N)ε ‖s ≤ k(N, s)ε, |Φ(ε,W (N)ε )|s ≤ k(N, s)|ε|N+1 (6.10)
and
‖W (N)ε1 −W (N)ε2 ‖s ≤ k(N, s)|ε1 − ε2|. (6.11)
Then there is a set E, which is dense at 0, and a family
{W = ϑ(ε) : ε ∈ E} ⊂ Er
of solutions to (6.1) with ‖ϑ(ε1)− ϑ(ε2)‖r ≤ c|ε1 − ε2| for some constant c.
In order to apply Theorem 6.1 to the 3D wave problem, let us introduce
some notations. Fix an arbitrary α ∈ (0, 1/78) and 0 < δ < 1. Denote by N
the set of all µc so that ν0 = µ
−1
c belongs to the set Nα given by Theorem
4.2. Since Nα ⊂ [1,∞) is a set of full measure, N is the set of full measure in
(0, 1). Choose an arbitrary µc = (1 + τ
2)−1/2 ∈ N so that τ ∈ (δ, 1/δ) and set
τ = tan θ. It is clear that µc and τ meet all requirements of Theorem 1.3.
Next we fix the lattice Γ such that the dual lattice is spanned by the wave
vectors (1,±τ), and set
Es = Fs = H
s
o,e(R
2/Γ)×Hse,e(R2/Γ).
Since the scaling mapping u → u ◦ T−1 establishes an isomorphism between
Hs(R2/Γ) and a closed subspace of the Sobolev spaceHs of doubly 2π− periodic
functions, the properties (A1) and (A2) are clear. A smoothing operator with
the required properties can be defined by
S℘u =
√
τ
2π
∑
K∈Γ′
ς(℘|K|)uˆKeiK·X ,
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where ς : R+ 7→ R+ is a smooth function which equals 1 on [0, 1] and 0 on
[2,∞).
Fix an arbitrary N > 3 and define the operator Φ = (Φ1,Φ2) by the equali-
ties
Φ(W, ε) = ε−NF(U (2N)ε + εNW,µ(2N)ε ), (6.12)
where (U
(2N)
ε , µ
(2N)
ε ) is the approximate solution at order ε2N obtained at Theo-
rem 2.3 in the case of diamond waves (ε1 = ε2 = ε/2), and τ = tan θ, µc = cos θ,
δ < τ < 1/δ. By construction W
(N)
ε = 0, hence (6.10) and (6.11) are satisfied.
It follows from Lemma 1.1 that the continuous mapping (W, ε) 7→ Φ(W, ε)
from Es+1×R into Fs for s ≥ 2, is of class of C∞. Applying the same arguments
as in section 9 of [24] we conclude from this that for 5 ≤ ρ ≤ r−18, the operator
Φ satisfies Conditions (B1) and (B2 ), and inequality (6.7) from Condition (B4).
Let us denote by Λ the approximate differential, defined as
Λ(W, ε) = L(U (2N)ε + εNW,µ(2N)ε )
(
1 −b
0 1
)
where the operator L and coefficient b are defined by formulae (3.1) and (3.3).
It follows from this and (3.2) that the linear operator
R = Λ(W, ε)− ∂WΦ(W, ε),
is defined by RδW = (R1δW, 0) with
R1δW = Gη
(
Φ1δη
1 + (∇η)2
)
−∇ ·
(
Φ1δη
1 + (∇η)2∇η
)
,
where δW = (δψ, δη) and Φ1 = Φ1(W, ε). Then, thanks to Lemma 3.1, we have
for s ≥ 2, and ||U ||3 ≤M3
||Λ(W, ε)u||s ≤ c(M3)(1 + ||W ||s+2)||u||s+1,
||Ru||s ≤ cs(M3){||Φ||2(1 + ||W ||s+2)||u||2 + ||u||s+1) + ||Φ||s+1||u||2.
Therefore, the operators Φ and Λ satisfy Conditions (B3) and (B4). Now taking
into account the result of Theorem 5.9, it appears that Condition (B5) is satisfied
for
5 ≤ ρ ≤ r − 18
σ = 3, ̺ = 2,
Finally, since N ≥ 3, condition (B6) is also satisfied thanks to Theorem 4.2, so
we can apply Theorem 6.1, and Theorem 1.3 is proved.
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A Analytical study of Gη
A.1 Computation of the differential of Gη
Let us make the following change of coordinate for x3
s = x3 − η(X)
and denote by θ the function defined by
θ(X, s) = ϕ(X, s+ η(X)).
Then the Dirichlet-Neumann operator is defined by
∆θ − 2∇Xη · ∇X(∂θ
∂s
)− ∂θ
∂s
∆Xη +
∂2θ
∂s2
(∇Xη)2 = 0, s < 0 (A.1)
θ|s=0 = ψ
∇θ → 0 as s→ −∞,
and
Gηψ = (1 + (∇Xη)2)∂θ
∂s
|s=0 −∇Xη · ∇Xψ. (A.2)
Notice that the above equations (A.1), (A.2) may be written into the form
∇ · (Pη∇θ) = 0, s < 0,
Gηψ = (Pη∇θ) · e3
where e3 is the unit vertical vector, and Pη is the following symmetric matrix
Pη =
(
I −∇Xη
−(∇Xη)t 1 + (∇Xη)2
)
.
We can see easily that the operator Gη is symmetric and non negative in
L2(R2/Γ) : for η, ψ1, ψ2 smooth enough bi-periodic functions
〈Gηψ1, ψ2〉 = 〈(Pη∇θ1) · e3, ψ2〉
=
∫ 0
−∞
∫
R2/Γ
(∇θ2 · Pη∇θ1)dXds
which is symmetric. Moreover, we have
∇θ · Pη∇θ = (∇Xθ −∇Xη∂θ
∂s
)2 + (
∂θ
∂s
)2 ≥ 0,
hence, for η and ψ smooth enough bi-periodic functions
〈Gηψ, ψ〉 ≥ 0.
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Let us now compute formally the differential of Gη. ¿From (A.2), we obtain
∂ηGη[h]ψ = (Pη∇θ1) · e3 + (Qη[h]∇θ) · e3 (A.3)
with θ as above, and where θ1 satisfies the system
∇ · (Pη∇θ1) = −∇ · (Qη[h]∇θ), s < 0
θ1|s=0 = 0,
∇θ1 → 0, s→ −∞,
Qη[h] =
(
0 −∇Xh
−(∇Xh)t 2∇Xη · ∇Xh
)
.
Let us notice from (A.1), (A.2), that we have
∇ ·
(
Pη∇(h∂θ
∂s
)
)
+∇ · (Qη[h]∇θ) = 0, s < 0.
Indeed, we have
Pη∇(h∂θ
∂s
) = hPη(∇∂θ
∂s
) +
∂θ
∂s
( ∇Xh
−∇Xη · ∇Xh
)
,
Qη[h]∇θ =
( −∇Xh∂θ∂s
−∇Xθ · ∇Xh+ 2(∇Xη · ∇Xh)∂θ∂s
)
,
hence
∇ ·
(
Pη∇(h∂θ
∂s
)
)
+∇ · (Qη[h]∇θ) =
= h∇ · (Pη∇∂θ
∂s
) +∇Xh ·
{
(Pη∇∂θ
∂s
)−∇X ∂θ
∂s
+∇Xη∂
2θ
∂s2
}
,
and this cancels, thanks to ∇ · (Pη∇θ) = 0, and to the definition of Pη.
It results that
θ1 = h
∂θ
∂s
+ θ2,
∇ · (Pη∇θ2) = 0, s < 0,
θ2|s=0 = −h∂θ
∂s
|s=0,
∇θ2 → 0, s→ −∞,
hence looking at relationship (A.3), we obtain
∂ηGη[h]ψ = (Pη∇θ2) · e3 + (Pη∇(h∂θ
∂s
)) · e3 + (Qη[h]∇θ) · e3
= −Gη(h∂θ
∂s
|0) + h{(1 + (∇Xη)2)∂
2θ
∂s2
|0 −∇Xη · ∇X ∂θ
∂s
|0}+
+∇Xh · {∇Xη∂θ
∂s
|0 −∇Xψ},
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and using ∇ · (Pη∇θ) = 0, we get
∂ηGη[h]ψ = −Gη(h∂θ
∂s
|0) + h{−∆Xψ +∇Xη · ∇X ∂θ
∂s
|0 +∆Xη∂θ
∂s
|0}+
+∇Xh · {∇Xη∂θ
∂s
|0 −∇Xψ}
= −Gη(h∂θ
∂s
|0) +∇X · {h(∇Xη∂θ
∂s
|0 −∇Xψ)}
as required in Lemma 2.1, thanks to (A.2).
A.2 Second order Taylor expansion of Gη in η = 0
Let us consider the Taylor expansion of Gη in ”powers” of η :
Gηψ = G(0)ψ + G(1){η}ψ + G(2){η(2)}ψ + ...
where G(k) is k− linear symmetric with respect to η, and linear in ψ. Moreover,
for any k ≥ 1 and m ≥ 2, G(k) is bounded from
{Hm+1(R2/Γ)}k into L(Hm+10 (R2/Γ), Hm0 (R2/Γ)).
From the lemma above and (2.1), (2.2), we obtain
G(1){η}ψ = −G(0)(ηG(0)ψ)−∇ · (η∇ψ). (A.4)
Differentiating once more (2.2) with respect to η, we now obtain in 0
∂ηζ[h] = −G(0)(hG(0)ψ)− h∆ψ,
and differentiating (2.1) with respect to η, we then obtain the (symmetric)
second order derivative in 0, and
G(2){η(2)}ψ = G(0)(ηG(0)(ηG(0)ψ)) + 1
2
G(0)(η2∆ψ) + 1
2
∆(η2G(0)ψ). (A.5)
Now, if we Fourier expand any bi-periodic function as
ψ =
∑
K∈Γ′
ψKe
iK·X
then we have
{G(0)ψ}K = |K|ψK , (A.6)
{G(1){η}ψ}K =
∑
K1+K2=K, Kj∈Γ′
{(K ·K1)− |K||K1|}ψK1ηK2 , (A.7)
{G(2){η(2)}ψ}K =
∑
K1+K2+K3=K, Kj∈Γ′
(A.8)
|K||K1|
2
{|K1 +K2|+ |K1 +K3| − |K| − |K1|}ψK1ηK2ηK3 ,
76
and we check that, for m ≥ 2, the operators are bounded from {Hm+1(R2/Γ)}k
into L(Hm+10 (R2/Γ), Hm0 (R2/Γ)) since we have
|(K1 +K2) ·K1)− |K1 +K2||K1|| ≤ 4|K1||K2|,
and there exists a constant c such that
|K1 +K2 +K3|||K1 +K2|+ |K1 +K3| − |K1 +K2 +K3| − |K1|| ≤
≤ c|K2||K3|.
B Formal computation of 3-dimensional waves
In taking u0 = (1, 0), the symmetric linearized operator for µ = µc and u = u0
reads
L0 =
( G(0) − ∂∂x1
∂
∂x1
µc
)
,
and L0 has a four-dimensional kernel, spanned by the vectors
ζ0 = (1,−i/µc)eiK1·X , ζ0 = (1, i/µc)e−iK1·X ,
ζ1 = (1,−i/µc)eiK2·X , ζ1 = (1, i/µc)e−iK2·X .
We observe that the action of different symmetries of the system on eigenvectors
is as follows:
Tvζ0 = ζ0eiK1·v, Tvζ1 = ζ1eiK2·v,
S0ζ0 = −ζ0, S0ζ1 = −ζ1,
S1ζ0 = ζ1, S1ζ1 = ζ0.
Let us write formally the nonlinear system (1.6), (1.7) under the form
L0U + µ˜L1U + L2(ω,U) +N2(U,U) +N3(U,U, U) +O(||U ||4 + |ω|||U ||2) = 0,
(B.1)
with U = (ψ, η), µ˜ = µ− µc, ω = u− u0
L1U = (0, η),
L2(ω,U) = (−ω · ∇η, ω · ∇ψ),
N2(U,U) =
{ G(1){η}ψ
1
2∇ψ2 − 12 ( ∂η∂x1 )2
,
N3(U,U, U) =
{ G(2){η, η}ψ
− ∂η∂x1 (∇η · ∇ψ)
.
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B.1 Formal Fredholm alternative
Let us consider the formal resolution of the linear system
L0U = F = (f, g),
with
U =
∑
n=(n1,n2)∈Z2
Une
i(n1K1·X+n2K2·X), Un = (ψn, ηn), ψ0 = 0,
F =
∑
n=(n1,n2)∈Z2
Fne
i(n1K1·X+n2K2·X), Fn = (fn, gn), f0 = 0.
Then, we have
|n1K1 + n2K2|ψn − i{(n1K1 + n2K2) · u0}ηn = fn
i{(n1K1 + n2K2) · u0}ψn + µcηn = gn,
hence for
{(n1K1 + n2K2) · u0}2 − µc|n1K1 + n2K2| 6= 0
i.e. by assumption for (n1, n2) 6= (±1, 0), (0,±1), this leads to
ψn = − µcfn + i{(n1K1 + n2K2) · u0}gn{(n1K1 + n2K2) · u0}2 − µc|n1K1 + n2K2| , (B.2)
ηn =
i{(n1K1 + n2K2) · u0}fn − |n1K1 + n2K2|gn
{(n1K1 + n2K2) · u0}2 − µc|n1K1 + n2K2| , (B.3)
and for (n1, n2) = (0, 0)
ψ0,0 = 0, η0,0 =
1
µc
g0,0,
while for (n1, n2) = (±1, 0), (0,±1), we need to satisfy the compatibility condi-
tions
(F, ζ0) = (F, ζ0) = (F, ζ1) = (F, ζ1) = 0
which gives
µcf1,0 + ig1,0 = 0,
µcf−1,0 − ig−1,0 = 0,
µcf0,1 + ig0,1 = 0,
µcf0,−1 − ig0,−1 = 0.
For uniqueness of the definition of the pseudo-inverse L˜−10 , we fix U such that
(U, ζ0) = (U, ζ0) = (U, ζ1) = (U, ζ1) = 0,
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hence this leads to
ψ1,0 = −i1 + τ
2
2 + τ2
g1,0 =
1
µc(2 + τ2)
f1,0,
η1,0 =
1
µc(2 + τ2)
g1,0 =
i
2 + τ2
f1,0,
ψ0,1 = −i1 + τ
2
2 + τ2
g0,1 =
1
µc(2 + τ2)
f0,1,
η0,1 =
1
µc(2 + τ2)
g0,1 =
i
2 + τ2
f0,1.
B.2 Bifurcation equation
Now coming back to (B.1), we use a formal Lyapunov - Schmidt method and
decompose U as follows
U = W + V
W = Aζ0 +Aζ0 +Bζ1 +Bζ1 = P0U
(V, ζ0) = (V, ζ0) = (V, ζ1) = (V, ζ1) = 0.
We can solve formally with respect to V the part of equ. (B.1) orthogonal to
the 4-dimensional kernel of L0, as a uniquely determined formal power series in
ω, µ˜, A,A,B,B, which we write as
V = V(µ˜, ω, A,A,B,B).
The uniqueness of the series and the symmetries of our system lead to the
following identities
TvV(µ˜, ω, A,A,B,B) = V(µ˜, ω, AeiK1.v, Ae−iK1.v, BeiK2.v, Be−iK2.v),
S0V(µ˜, ω, A,A,B,B) = V(µ˜, ω,−A,−A,−B,−B)
SV(µ˜,0, A,A,B,B) = V(µ˜,0, B,B,A,A).
The principal part of V is given by
V = −L˜−10 (I− P0)N2(W,W ) +O{(|µ˜|+ |ω|)||W ||+ ||W ||3},
−L˜−10 N2(W,W ) = A2U2000 + |A|2U1100 +A
2
U0200 +ABU1010 +ABU0110 +
+ABU1001 +ABU0101 +B
2U0020 + |B|2U0011 +B2U0002
where we observe easily that
P0N2(W,W ) = 0.
Using (A.7), and
2N2(U1, U2) =
{ G(1){η1}ψ2 + G(1){η2}ψ1
∇ψ1 · ∇ψ2 − ∂η1∂x1
∂η2
∂x1
, (B.4)
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we find
N2(W,W ) = A2V2000 + |A|2V1100 +A2V0200 +ABV1010 +ABV0110 +
+ABV1001 +ABV0101 +B
2V0020 + |B|2V0011 +B2V0002
with
V2000 = (0,− 1
µ2c
)e2iK1·X , V0020 = (0,− 1
µ2c
)e2iK2·X
V1100 = 0, V0011 = 0, V0200 = V 2000, V0002 = V 0020
V1010 = (
4i
µ2c
(1− µc),−2)ei(K1·X+K2·X), V0101 = V 1010
V0110 = (0,−2τ2)ei(−K1·X+K2·X), V1001 = V 0110.
Now, thanks to (B.2), (B.3) we obtain −L˜−10 N2(W,W ) as follows
U2000 =
(−i
µ2c
,− 1
µ3c
)
e2iK1·X , U0020 =
(−i
µ2c
,− 1
µ3c
)
e2iK2·X ,
U1100 = 0, U0011 = 0, U0200 = U2000, U0002 = U0020,
U1010 =
(−2i(2µc − 1)
µc(2− µc) ,
−2(µ2c + 2µc − 2)
µ2c(2− µc)
)
ei(K1·X+K2·X), U0101 = U1010,
U0110 =
(
0,
2τ2
µc
)
ei(−K1·X+K2·X), U1001 = U0110.
Replacing V by V(µ˜, ω, A,A,B,B) in the compatibility conditions, i.e. the
components of (B.1) on kerL0,
〈µ˜L1(W + V) + L2(ω,W + V) +N2(W + V ,W + V) + ..., ζ0〉 = 0,
〈µ˜L1(W + V) + L2(ω,W + V) +N2(W + V ,W + V) + ..., ζ1〉 = 0,
noticing that the complex conjugate equations are then automatically satisfied,
lead to two complex equations of the form
f(µ˜, ω, A,A,B,B) = 0,
g(µ˜, ω, A,A,B,B) = 0,
for which the equivariance of the system (B.1) with respect to various symme-
tries leads to the following properties
f(µ˜, ω, AeiK1.v, Ae−iK1.v, BeiK2.v, Be−iK2.v) = eiK1.vf(µ˜, ω, A,A,B,B)
g(µ˜, ω, AeiK1.v, Ae−iK1.v, BeiK2.v, Be−iK2.v) = eiK2.vg(µ˜, ω, A,A,B,B)
f(µ˜, ω,−A,−A,−B,−B) = −f(µ˜, ω, A,A,B,B)
g(µ˜, ω,−A,−A,−B,−B) = −g(µ˜, ω, A,A,B,B)
f(µ˜,0, B,B,A,A) = g(µ˜,0, A,A,B,B).
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Since K1 and K2 are linearly independent, it results that f and g take formally
the form
f(µ˜, ω, A,A,B,B) = Aφ0(µ˜, ω, |A|2, |B|2)
g(µ˜, ω, A,A,B,B) = Bφ1(µ˜, ω, |A|2, |B|2),
where functions φ0 and φ1 are real valued. Moreover, for ω = 0 we have
φ1(µ˜,0, |A|2, |B|2) = φ0(µ˜,0, |B|2, |A|2).
It results immediately that we have the following (formal) solutions of our sys-
tem (in addition to the trivial solution 0):
Proof. i) B = 0, |A| satisfying φ0(µ˜, ω, |A|2, 0) = 0, which is not else that the
2-dimensional travelling wave with basic wave vector K1, and where, with no
loss of generality, we can choose the velocity c in the direction of K1.
ii) A = 0, |B| satisfying φ1(µ˜, ω, 0, |B|2) = 0, which is not else that the
2-dimensional travelling wave with basic wave vector K2, and where, with no
loss of generality, we can choose the velocity c in the direction of K2.
iii) |A| and |B| such that
φ0(µ˜, ω, |A|2, |B|2) = 0, (B.5)
φ1(µ˜, ω, |A|2, |B|2) = 0,
which gives a family of 3-dimensional travelling waves. Moreover we notice that
if ω = 0 there is a family of solutions where |A| = |B| and
φ0(µ˜,0, |A|2, |A|2) = 0,
representing the ”diamond waves” of [36]. The leading terms of φ0 and φ1 are
computed by Bridges, Dias, Menasce in [5], even in cases with a finite depth
and with surface tension. Since our case has less parameters, our computations
may look simpler. The leading terms independent of |A| and |B| in φ0 come
from
〈µ˜L1ζ0 + L2(ω, ζ0), ζ0〉 = 4π
2
τ
1
µc
(
µ˜
µc
− 2ω ·K1
)
,
and we notice that (in using δµµ = −2 δcc )
µ˜
µc
− 2ω ·K1 ∼ −2(c− c0) ·K1
c0
.
We then have
φ0(µ˜, ω, |A|2, |B|2) = 1
µc
(
µ˜
µc
− 2ω ·K1
)
+ α0|A|2 + β0|B|2 +O{(|µ˜|+ |ω|+ |A|2 + |B|2)2}
φ1(µ˜, ω, |A|2, |B|2) = 1
µc
(
µ˜
µc
− 2ω ·K2
)
+ β0|A|2 + α0|B|2 +O{(|µ˜|+ |ω|+ |A|2 + |B|2)2},
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with
α0 =
τ
4π2
〈2N2(ζ0, U2000) + 3N3(ζ0, ζ0, ζ0), ζ0〉,
β0 =
τ
4π2
〈2N2(ζ1, U1001) + 2N2(ζ1, U1010) + 6N3(ζ0, ζ1, ζ1), ζ0〉.
We can formally solve the system of equations
φ0(µ˜, ω, |A|2, |B|2) = 0,
φ1(µ˜, ω, |A|2, |B|2) = 0,
with respect to µ˜, ω2 =
1
2τ ω ·(K1−K2). Indeed, we obtain respectively in adding
and subtracting the two equations, a system easy to solve, in taking into account
of ω1 = O(ω
2
2),
µ˜ = −µ
2
c
2
(α0 + β0)(|A|2 + |B|2) +O{(|A|2 + |B|2)2},
ω2 = (|A|2 − |B|2)
(µc
4τ
(α0 − β0) +O{|A|2 + |B|2}
)
.
For the computation of coefficients α0 and β0 we use again (A.7) and (B.4) and
obtain
2N2(ζ0, U2000) =
(
2
µ5c
, 0
)
eiK1·X ,
2N2(ζ1, U1001) =
(
−4τ
4
µc
, 0
)
eiK1·X ,
2N2(ζ1, U1010) =
(
4(µ3c + 4µ
2
c − 5µc + 1)
µ3c(2− µc)
,
8i(µc − 1)(1− µ2c)
µ3c(2− µc)
)
eiK1·X .
Now, with (A.8) and the form of N3 we have
3N3(ζ0, ζ0, ζ0) =
(
1
µ5c
,
−i
µ4c
)
eiK1·X ,
6N3(ζ0, ζ1, ζ1) =
(
2
µ4c
(2− 1
µc
),
−2i
µ2c
(2− 1
µ2c
)
)
eiK1·X .
Finally we obtain
α0 =
4
µ5c
β0 = − 8
µ5c
+
8
µ4c
+
12
µ3c
− 32
µ2c
− 8
µc
+
36
µ2c(2− µc)
.
If α0 + β0 and α0 − β0 are both different from 0, we can solve the system (B.5)
with respect to |A|2 and |B|2 and obtain a formal expansion in powers of (µ˜, ω)
of the form
|A|2 = µ˜−µ2c(α0 + β0)
+
ω · (K1 −K2)
µc(α0 − β0) +O(|(µ˜, ω)|
2),
|B|2 = µ˜−µ2c(α0 + β0)
− ω · (K1 −K2)
µc(α0 − β0) +O(|(µ˜, ω)|
2).
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The indeterminacy on the phases of A and B means that we obtain in fact,
for each fixed (µ˜, ω) leading to positive expressions for |A|2 and |B|2, a torus
of solutions, which is generated by acting the operator Tv on a particular so-
lution, for instance with A and B pure imaginary. This two-parameter family
of tori of 3-dimensional waves connects with the 2-dimensional travelling waves
respectively of wave vectors K1 and K2 (choosing ω orthogonal to K2 or to K1.
If we choose ω = 0 which means that we choose the direction of the waves as
x1 axis, then we obtain the ”diamond waves” as in [36], and [5], here without
surface tension.
Let us study the sign of (α0 + β0) and (α0 − β0). We have
α0 + β0 =
4
µ2c
(
− 1
µ3c
+
2
µ2c
+
3
µc
− 8− 2µc + 9
2− µc
)
β0 − α0 = 4
µ2c
(
− 3
µ3c
+
2
µ2c
+
3
µc
− 8− 2µc + 9
2− µc
)
,
where we notice that
α0 + β0 =
4
µc
{
(
1
µ2c
− 2
µc
− 1)(2− 1
µ2c
) +
1
2µc
+
9
2(2− µc)
}
and it is easy to show (study of the factor as a function of 1/µc) that α0+β0 > 0
for τ ∈ (0, τc), and α0+β0 < 0 for τ > τc where τc ∈ (
√
6,
√
7), i.e. more precisely
µc,c ∼ 0.374. We also notice that the function of µc in the factor for β0 − α0 is
strictly increasing for µc ∈ (0, 1), and cancels for µc ∼ 0.893. Now, defining new
parameters ε1 and ε2 by
A = − iε1
2
, B = − iε2
2
,
for a particular choice of a solution belonging to the torus, we get the results of
Theorem 2.3.
C Proof of Lemma 3.6
Let first consider the unique solution of the Cauchy problem (notice that V2V1 ∈
Hm−1o,o (R
2/Γ) ⊂ Cm−3o,o (R2/Γ), hence the vector field is Lipschitz for m ≥ 4)
dX
dx1
=
V2
V1
(x1, X), X |x1=0 = y,
which we denote by X(x1, y) ∈ Cm−3. We can successively show that X(x1, y)
is even in x1, odd in y, and such that
X(x1, y) = X(x1 + 2π, y) = X(x1, y +
2π
τ
)− 2π
τ
,
in using the uniqueness of the solution of the Cauchy problem, in looking for
the system satisfied by X(−x1, y), −X(x1,−y), X(x1, y + 2πτ ) − 2πτ , which is
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the same as X(x1, y), and in comparing the systems satisfied by X(x1 + π, y)
and X(x1 − π, y), using the evenness in x1. Notice that
∂X
∂y
(x1, y) = exp
(∫ x1
0
∂x2(
V2
V1
)(t, y)dt
)
equals 1 for V2V1 = 0, i.e.if U = 0. Hence, for ||U ||4 small enough, we can solve
(implicit function theorem) with respect to y = y(z2) the equation
Π1X(·, y) = z2
where Π1 represents the average over a period in x1. Then, we set
Z(Z) = X(z1, y(z2))
and, thanks to V2V1 (x1 + π, x2 +
π
τ ) =
V2
V1
(x1, x2) we observe that the function
Z(z1 + π, z2 + π
τ
)− π
τ
satisfies the same differential equation as Z(z1, z2) with the same average in z1,
hence by uniqueness it is identical to Z(z1, z2). It is then clear that (z1, z2) 7→
z2−Z(Z) = d˜1(Z) satisfies the properties indicated at Lemma 3.6 hence lies in
Cm−3e,o (R2/Γ). The proof of the tame estimates for d1 and d˜1 is identical to the
one made in Appendix G of [24]. Notice in addition, that replacing the initial
condition at x1 = 0 by an average condition, allows to keep the equivariance
under shifts Tδ parallel to x1 direction.
D Proofs of Lemmas 3.7 and 3.8
Let us start with the expressions for U, given in (2.10)
U = εξ0 + ε
2U (2) +O(ε3),
µ = µc + µ1(τ)ε
2 +O(ε4),
with ξ0 = (ψ1, η1) and µ1(τ) given in (2.10) and (2.11), and where
U (2) =
{ 1−2µc
4µc(2−µc) sin 2x1 − 14µ2c sin 2x1 cos 2τx2
µ2c+2µc−2
4µ2c(2−µc) cos 2x1 +
τ2
4µc
cos 2τx2 +
1
4µ3c
cos 2x1 cos 2τx2
= (ψ2, η2).
We successively find from (3.1) and (3.4)
b =
ε
µc
sinx1 cos τx2 + ε
2b(2) +O(ε3),
b(2) = ∂x1η2 +∇η1 · ∇ψ1
=
(
1
4µc
+
1
2µ2c
− 1
4µ3c
− 3
4(2− µc)
)
sin 2x1 +
− 1
4µ3c
sin 2x1 cos 2τx2,
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V1 = 1 + ε cosx1 cos τx2 + ε
2V
(2)
1 +O(ε
3),
V2 = −ετ sinx1 sin τx2 + ε2V (2)2 +O(ε3),
V
(2)
1 = ∂x1ψ2 − b(1)∂x1η1,
V
(2)
1 = −
1
4µ2c
(1 + cos 2τx2 + cos 2x1 cos 2τx2) +
+
(
1
4µc
+
1
4µ2c
− 3
4(2− µc)
)
cos 2x1,
V
(2)
2 = ∂x2ψ2 − b(1)∂x2η1
=
τ
4µ2c
sin 2x1 sin 2τx2,
a = µc +
ε
µc
cosx1 cos τx2 + ε
2a(2) +O(ε3),
a(2) = µ1 + V
(1) · ∇b(1) + ∂x1b(2),
a(2) = µ1 +
(
1
µc
+
1
µ2c
− 3
4µ3c
− 3
2(2− µc)
)
cos 2x1 +
+
1
4µ3c
(1− cos 2x1 cos 2τx2) + 2µ
2
c − 1
4µ3c
cos 2τx2,
{V 2 + (V · ∇η)2}1/2
V 31
= 1− 2ε cosx1 cos τx2 + ε2Y (2) +O(ε3)
Y (2) =
3
4µ2c
+
5
8
+
(
7
8
− 1
2µc
− 3
4µ2c
+
3
2(2− µc)
)
cos 2x1 +
+(
7
8
+
1
2µ2c
) cos 2τx2 + (
5
8
+
1
2µ2c
) cos 2x1 cos 2τx2.
For the determination of the function Z(Z) = z2− d˜1(Z) of Lemma 3.6, we have
∂x′1 d˜1 = −
V2
V1
(x′1, x
′
2 − d˜1), Π1d˜1 = 0,
i.e.
d˜1 = εd˜1
(1)
+ ε2d˜1
(2)
+O(ε3)
with
∂z1 d˜1
(1)
= −V (1)2 , Π1d˜1
(1)
= 0,
∂z1 d˜1
(2)
= V
(1)
1 V
(1)
2 − V (2)2 + ∂x2V (1)2 d˜1
(1)
, Π1d˜1
(2)
= 0.
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This leads to
d˜1
(1)
= −τ cos z1 sin τz2,
d˜1
(2)
=
τ
4
cos 2z1 sin 2τz2,
hence the diffeomorphism U−11 takes the form
x1 = z1, x2 = z2 + ετ cos z1 sin τz2 − ε
2τ
4
cos 2z1 sin 2τz2 +O(ε
3).
Now we have
d1 = εd
(1)
1 + ε
2d
(2)
1 + O(ε
3)
with
d
(1)
1 = −τ cosx1 sin τx2,
d
(2)
1 =
τ
4
{
τ2 + (1 + τ2) cos 2x1
}
sin 2τx2,
and finally (3.32) gives
q = µc(1− ε cosx1 cos τx2 + ε2q(2)) +O(ε3),
with
q(2) =
a(2)
µc
+ Y (2) + ∂x2d
(2)
1 − (2 + τ2 + τ4) cos2 x1 cos2 τx2
=
µ1
µc
+
1
8
+
1
µ2c
+ q
(2)
20 cos 2x1 + q
(2)
02 cos 2τx2 +
+q
(2)
22 cos 2x1 cos 2τx2,
q
(2)
20 =
3
4(2− µc) +
3
8
− 5
4µc
+
1
2µ2c
+
1
µ3c
− 1
µ4c
,
q
(2)
02 =
7
8
+
1
4µ2c
, q
(2)
22 =
1
8
+
1
4µ2c
.
Now, we obtain
(q ◦ U−11 )(Z) = µ0(1− ε cos z1 cos τz2 + ε2q˜(2)) +O(ε3)
with
q˜(2) =
µ1
µc
− 1
8
+
5
4µ2c
+ (q
(2)
20 +
τ2
4
) cos 2z1 +
9
8
cos 2τz2 +
+
3
8
cos 2z1 cos 2τz2,
and
{(q ◦ U−11 )(Z)}1/2 = µ1/2c {1−
ε
2
cos z1 cos τz2 + ε
2(
µ1
2µc
− 3
32
+
5
8µ2c
) +
+ε2(
q
(2)
20
2
+
τ2
8
− 1
32
) cos 2z1 + ε
2 17
32
cos 2τz2 +
+ε2
5
32
cos 2z1 cos 2τz2}+O(ε3),
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hence
1
2π
∫ π
−π
{(q ◦ U−11 )(Z)}1/2dz1 = µ1/2c {1 + ε2(
µ1
2µc
− 3
32
+
5
8µ2c
) +
+ε2
17
32
cos 2τz2}+O(ε3).
Then with (3.34), we obtain
ν = µ−1c {1− ε2(
µ1
µc
− 3
16
+
5
4µ2c
) +O(ε3)},
as indicated in Lemma 3.7. Furthermore, in using (3.33) , (3.31), we notice that
e2 = −17ε
2
32τ
sin 2τz2 +O(ε
3),
d2 = −ε
2
sin z1 cos τz2 + ε
2(d21 sin 2z1 + d22 sin 2z1 cos 2τz2) +O(ε
3),
d21 =
1
4
{
3
4(2− µc) +
1
16
− 5
4µc
+
3
4µ2c
+
1
µ3c
− 1
µ4c
}
, d22 =
5
64
.
This, with (3.27), leads to the principal part of the bi-periodic functions occur-
ring in the diffeomorphism of the torus of Theorem 3.4:
d(x, y) = −ε
2
sinx1 cos τx2 + ε
2 sin 2x1{d21 − τ
2
8
+ (d22 +
τ2
8
) cos 2τx2}+O(ε3)
e(x, y) = −ετ cosx1 sin τx2 + ε
2
4τ
sin 2τx2
{
1
µ4c
− 2
µ2c
− 9
8
+
τ2
µ2c
cos 2x1
}
+O(ε3).
Inverting U2 ◦ U1, and changing the coordinates in
η(X) = − ε
µc
cosx1 cos τx2 + ε
2
{
µ2c + 2µc − 2
4µ2c(2− µc)
cos 2x1 +
τ2
4µc
cos 2τx2
+
1
4µ3c
cos 2x1 cos 2τx2
}
+O(ε3)
leads to the results of Lemma 3.8.
E Distribution of numbers {ω0n2}
Recall that for each x ∈ R,
[x] = max{N : N ∈ N, N ≤ x}, {x} = x− [x] ∈ [0, 1).
In this section we consider the distribution of the numbers
θn = {ω0n2 − C}, σn = {ω0n}, n ≥ 1 (E.1)
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Due the famous Weil Theorem [43], for each polynomial f(x) = αkx
k + ..+ α0
with irrational αk, the numbers {f(n)} are uniformly distributed in [0, 1]. This
means that for each [α, β] ⊂ [0, 1],
card {n : 0 ≤ n ≤ N, {f(n)} ∈ [α, β]} = N(β − α) + o(N).
This result is the asymptotic relation in which the remainder strongly depends
on the choice of the interval. We consider the simplest case
f(x) = ω0x
2 − C with {f(n)} = θn, [α, β] = [0, ρ]
and deduce the rough, uniform in ρ estimate which is sufficient for our needs.
The main result is the following .
Proposition E.1 Suppose that
1
|e2πiω0l − 1| ≤ c1l
2 for all positive integers l.
Then there is a constant c depending only on c1 such that
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ cρ for all ρ ∈ (0, 1/4) and N > ρ−78. (E.2)
The proof is based on the following lemma.
Lemma E.2 Under the assumptions of Proposition E.1, there exists positive c
depending on c1 only such that
1
N
∑
1≤n≤N,σn∈[0,ε]∪[1−ε,1]
1 ≤ cε for all ε ∈ (0, 1/4) and N > ε−9. (E.3)
Proof. Fix an arbitrary positive ε ∈ (0, 1/4) and introduce the function de-
pending on parameter ε and given by the equalities
ϕε(x) = 1 for x ∈ [0, ε] ∪ [1− ε, 1],
ϕε(x) = 0 for x ∈ [2ε, 1− 2ε],
ϕε(x) =
2ε− x
ε
for x ∈ [ε, 2ε],
ϕε(x) =
x− 1 + 2ε
ε
for x ∈ [1− 2ε, 1− ε].
We will assume that ϕε is extended 1-periodically onto R. Obviously the ex-
tended function is absolutely continuous and
1∫
0
ϕε(x)dx = 3ε,
1∫
0
|ϕ′ε(x)|2dx = 2ε−1. (E.4)
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It has the representation
ϕε(x) =
∞∑
l=−∞
ϕε,le
2πilx, ϕε,l =
1∫
0
e−2πilxϕε(x)dx.
It is clear that
|ϕε,l| ≤
1∫
0
ϕε(x)dx = 3ε. (E.5)
Obviously
1
N
∑
1≤n≤N,σn∈[0,ε]∪[1−ε,1]
1 ≤ 1
N
∑
1≤n≤N
ϕε(σn). (E.6)
Represent ϕ in the form
ϕε(x) = ϕε,0 +
∑
1≤|l|≤k
ϕε,le
2πilx +Qk(x), Qk(x) =
∑
k+1≤|l|
ϕε,le
2πilx (E.7)
We have, by equality (E.4),
|Qk(x)| ≤ 2
∑
k+1≤l
|ϕε,l| ≤ 2
√ ∑
k+1≤l
l−2
√∑
l
l2|ϕε,l|2 =
1
π
√ ∑
k+1≤l
l−2
√√√√√ 1∫
0
|ϕ′ε(x)|2dx ≤ c
1√
kε
. (E.8)
Here c is some absolute constant. Combining (E.6)-(E.8) we obtain
1
N
∑
1≤n≤N,σn∈[0,ε]∪[1−ε,1]
1 ≤ 3ε+ 6ε
∑
1≤l≤k
1
N
∣∣∣∣∣∣
∑
1≤n≤N
e2πilσn
∣∣∣∣∣∣+ c√kε. (E.9)
Since the numbers
e2πilσn = e2πiω0ln
form a geometric progression, we have∣∣∣∣∣∣
∑
1≤n≤N
e2πilσn
∣∣∣∣∣∣ ≤ 2|e2πiω0l − 1| ≤ 2c1l2.
Substituting this inequality into (E.9) we obtain
1
N
∑
1≤n≤N,σn∈[0,ε]∪[1−ε,1]
1 ≤ 3ε+c ε
N
∑
1≤l≤k
l2+
c√
kε
≤ 3ε+ cεk
3
N
+
c√
kε
. (E.10)
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Now set
k = [ε−3/7N2/7]
and note that for N ≥ ε−9,
1√
εk
≤ ε
(1 − ε3)1/2 ≤ cε,
εk3
N
≤ ε,
which along with (E.10) yields
1
N
∑
1≤n≤N,σn∈[0,ε]∪[1−ε,1]
1 ≤ cε for N ≥ ε−9,
and the lemma E.2 follows.
Proof of Proposition E.1
The proof in main part imitates the proof of the Weil Theorem. Fix ρ ∈
(0, 1/4) and consider the function ϕρ as defined above. Obviously
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ 1
N
∑
1≤n≤N
ϕρ(θn). (E.11)
Combining (E.7)-(E.8) we obtain
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ 3ρ+ 6ρ
∑
1≤l≤k
1
N
∣∣∣∣∣∣
∑
1≤n≤N
e2πilθn
∣∣∣∣∣∣+ c√kρ . (E.12)
Next set
Wl,N =
∣∣∣∣∣∣
∑
1≤n≤N
e2πilθn
∣∣∣∣∣∣ . (E.13)
We have from (E.12)
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ 3ρ+ 6ρ
∑
1≤l≤k
1
N
Wl,N +
c√
kρ
. (E.14)
Noting that
e2πilθn = e2πil(ω0n
2−C)
we obtain
Wl,N =
∣∣∣∣∣∣
∑
1≤n≤N
e2πiω0ln
2
∣∣∣∣∣∣ . (E.15)
Next we have
W 2l,N =
∑
1≤m,n≤N
e2πigw0l(n
2−m2).
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Setting r = m+ n, q = n−m we arrive at
W 2l,N =
∑
2≤r≤N
∑
|q|≤r
e2πiω0lrq +
∑
N<r≤2N
∑
|q|≤2N−r
e2πiω0lrq
Introduce the quantities
χrl =
∣∣∣∣∣∣
∑
|q|≤r
e2πiω0lrq
∣∣∣∣∣∣ for 2 ≤ r ≤ N,
χrl =
∣∣∣∣∣∣
∑
|q|≤2N−r
e2πiω0lrq
∣∣∣∣∣∣ for N < r ≤ 2N
Thus we get
W 2l,N =
∑
2≤r≤2N
χrl (E.16)
Obviously
χrl ≤ 2N. (E.17)
On the other hand, since χrl is a geometric progression in q,
χrl ≤ 1
sin(πω0rl)
. (E.18)
Choose an arbitrary ε ∈ (0, 1/4) and denote by Jl the set of all r such that
2 ≤ r ≤ 2N, σrl ≡ {ω0rl} ∈ [0, ε] ∪ [1 − ε, 1].
It is easy to see that for r ∈ [2, N ] \ Jl,
χrl ≤ 1
sin(πε)
≤ c
ε
. (E.19)
From this and (E.16), (E.17) we conclude that
W 2l,N ≤ 2N
∑
r∈Jl
1 + c
2N
ε
(E.20)
On the other hand for fixed l, r ∈ Jl, and p = rl we have σp = {ω0p} ∈
[0, ε] ∪ [1− ε, 1]. Hence, since l ≤ k,
card Jl ≤ card {p : 1 ≤ p ≤ 2kN, σp ∈ [0, ε] ∪ [1− ε, 1]}.
By lemma E.2, we have
1
2kN
card {p : 1 ≤ p ≤ 2kN, σp ∈ [0, ε] ∪ [1− ε, 1]} ≤ cε for kN ≥ ε−9,
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which gives ∑
r∈Jl
1 ≤ c2kNε for kN ≥ ε−9.
Substituting this inequality in (E.20) we obtain
W 2l,N ≤ ckN2ε+ c
N
ε
for kN > ε−9,
or
1
N
Wl,N ≤ c
√
kε+
c√
Nε
for kN ≥ ε−9.
Substituting this result in (E.14) we finally obtain
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ 3ρ+ cρ
√
k3ε+
cρk√
Nε
+
c√
kρ
for kN > ε−9
It follows from this
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ 3ρ+ cρ
√
k3ε+ cρk3/2ε4 +
c√
kρ
for kN > ε−9. (E.21)
Now choose
k = [
1
ρ3
], ε = k−3, N ≥ k26.
Obviously
k >
1
2ρ3
≥ 32, ε < 1/4, Nk ≥ ε−9, k3/2ε4 ≤ 1, k3ε = 1.
From this and (E.21) we conclude that
1
N
∑
1≤n≤N,θn∈[0,ρ]
1 ≤ cρ for N > ρ−78,
which completes the proof of the Proposition.
F Pseudodifferential operators
In this section we collect basic facts from the theory of pseudodifferential op-
erators. We refer to the pioneering paper [26] and monographs [42], [33] for
general theory. Note only that different maps from functions A(Y, k) to opera-
tors A = A(Y,−i∂Y ) give rise to different theories of pseudodifferential calculus.
In these notes we assume that Y is a coordinate on the 2D-torus T2 and that
the dual variable k belongs to the lattice Z2. The first result constitutes the
continuity properties of general pseudodifferential operators.
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Proposition F.1 Let |A|r0,l <∞ and 0 ≤ s ≤ l− 3, r+ s ≥ 0. Then there is a
constant c depending on s only so that for all u ∈ Hs+r(R2/Γ),
‖Au‖s ≤ c
(
|A|r0,l‖u‖r + |A|r0,3‖u‖r+s
)
. (F.1)
The proof is based on the following estimate of the convolution of non-
negative sequences. Let us consider a non-negative sequences aj = (aj(n))n∈Z2 ,
1 ≤ j ≤ m, and v = (v(n))n∈Z2 . Set
|aj |s = sup
n∈Z2
(1 + |n|)saj(n), |||v|||2s =
∑
n∈Z2
(1 + |n|)2sv(n)2.
Lemma F.2 Under the above assumptions, the convolution w = a1 ∗ ...∗am ∗v
has the bound
|||w|||s ≤ c(s)
∑
j
(∏
p6=j
|ap|3
)
|aj |s+3‖|v‖|0 +
(∏
j
|aj |3
)
|||v|||s. (F.2)
Proof. We begin with proving (F.2) for m = 1. Recalling the formula
w(n) =
∑
k1+...+km+1=n
a1(k1)..a
m(km)v(km+1)
and noting that for k1 + k2 = n,
(1 + |n|)s ≤ c(s)((1 + |k1|)s + (1 + |k2|)s)
we obtain for m = 1,
(1 + |n|)sw(n) ≤ c(s)|a1|s+3
∑
k1+k2=n
(1 + |k1|)−3v(k2) +
+c(s)|a1|3
∑
k1+k2=n
(1 + |k2|)sv(k2)(1 + |k1|)−3.
From this and the classic inequality∑
n
( ∑
k1+k2=n
|a(k1)v(k2)|
)2
≤
(∑
k
|a(k)|
)2∑
k
|v(k)|2.
we obtain (F.2) in the case m = 1. The general case obviously follows from the
mathematical induction principle and the distributive property of the convolu-
tion.
Let us turn to the proof of Proposition F.1. We have
Âu(n) =
1
2π
∑
k
Â(n− k, k)û(k) where Â(p, k) = 1
2π
∫
T2
A(Y, k)e−iY p dY,
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which yields
|Âu(n)| ≤ c
∑
k
|Â(n− k, k)||û(k)| ≤ [a ∗ v](n), (F.3)
with
a(n) = sup
k∈Z2
(1 + |k|)−r|Â(n, k)| v(k) = (1 + |k|)r|û(k)|.
It is easy to see that
|a|s ≤ c|A|r0,s, |||v|||s ≤ c‖u‖s+r. (F.4)
Applying Lemma F.2 to (F.3), using inequalities (F.4) and noting that(
‖Au‖s
)2
≤ c
∑
n
(1 + |n|)2s|Âu|2
we obtain (F.1), and the proposition follows.
The next proposition gives the representation for the composition and com-
mutators of pseudodifferential operators
Proposition F.3 Let A and B be pseudodifferential operators so that for some
r, ρ ∈ R1 and non-negative integers m, l,
|A|rm,l + |B|ρm,l <∞.
Let also
l > |r| + 5 + s, l > s+ 3, m ≥ 2.
Then the composition AB and the commutator AB−BA have the representa-
tions
AB =
d∑
p=0
(AB)p +D
(AB)
d+1 , d = 0, 1, (F.5)
AB−BA =
d∑
p=1
[A,B]p +D
[A,B]
d+1 , d = 0, 1, (F.6)
in which (AB)p and [A,B]p are the pseudodifferential operators with symbols
(AB)0(Y, k) = A(Y, k)B(Y, k), (AB)1(Y, k) =
1
i
∂kA(Y, k)∂Y B(Y, k), (F.7)
[A,B]0(Y, k) = 0, [A,B]1(Y, k) =
1
i
(
∂kA(Y, k)∂Y B(Y, k)− ∂Y A(Y, k)∂kB(Y, k)
)
(F.8)
for k 6= 0, and (AB)p(Y, 0) = [A,B]p(Y, 0) = 0.
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The reminders have the estimates
‖D(AB)d+1 u‖s ≤ c
(
|A|rd+1,s|B|ρd+1,|r|+d+4 + |A|rd+1,3|B|ρd+1,|r|+d+4+s
)
‖u‖r+ρ−d−1+
|A|rd+1,3|B|ρd+1,|r|+d+4‖u‖s+r+ρ−d−1, (F.9)
‖D[A,B]d+1 u‖s ≤ c
(
|A|rd+1,s+|ρ|+d+4|B|ρd+1,|r|+d+4+
|A|rd+1,|ρ|+d+4|1−B|ρd+1,|r|+d+4+s
)
‖u‖r+ρ−d−1+
|A|rd+1,|ρ|+d+4|1−B|ρd+1,|r|+d+4‖u‖s+r+ρ−d−1, (F.10)
in which the constant c depends on s, r, ρ only.
The proof is based on the following lemma
Lemma F.4 Let
Rd+1(η, ζ, k) = Â(η, ζ + k)−
d∑
p=0
∑
|α|=p
1
α!(i)|α|
∂αk Â(η, k)(iζ)
α for k 6= 0,
(F.11)
and Rd+1(η, ζ, 0) = Â(η, ζ), where
Â(η, k) =
1
2π
∫
T2
e−iηY A(Y, k)dY.
Then for all η, ζ, k ∈ Z2 and 0 ≤ s ≤ l,
|Rd+1(η, ζ, k)| ≤ c(d, r)|A|rd+1,l(1 + |η|)−l(1 + |ζ|)|r|+d+1(1 + |k|)r−d−1. (F.12)
Proof. It suffices to prove (4.32) for k 6= 0 only. If |ζ| ≤ |k|/2, then the Taylor
formula
Rd+1(η, ζ, k) =
∑
|α|=d+1
d+ 1
α!
{ 1∫
0
[∂αk Â](η, k + tζ)(1 − t)d dt
}
ζα
implies the estimate
|Rd+1(η, ζ, k)| ≤ c|A|rd+1,s(1 + |η|)−s(1 + |ζ|)d+1
1∫
0
(1 + |k + tζ|)r−d−1dt ≤
c|A|rd+1,s(1 + |η|)−s(1 + |ζ|)d+1(1 + |k|)r−d−1, (F.13)
which obviously yields (4.32). If |ζ| ≥ |k|/2, we have
|Rd+1(ζ, k)| ≤ c|A|rd+1,s(1 + |η|)−s
[
|k + ζ|r +
d∑
0
(1 + |ζ|)p|k|r−p
]
≤ c|A|rd+1,s(1 + |η|)−s
[
|ζ|r +
d∑
0
(1 + |ζ|)p|k|r−p
]
.
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Noting that for 0 ≤ p ≤ d+ 1 and |ζ| ≥ |k|/2,
(1 + |ζ|)p|k|r−p ≤ c(1 + |ζ|)d+1(1 + |k|)r−d−1
we obtain
|Rd+1(ζ, k)| ≤ c(s)|A|rd+1,s(1 + |η|)−s(1 + |ζ|)|r|+d+1(1 + |k|)r−d−1,
and the lemma follows.
Let us turn to the proof of the proposition. Since [A,B] = −[A, (1 − B)],
it suffices to prove (4.33) only. To this end note that, by the definition of
pseudodifferential operator,
ÂBu(n) =
∑
p,k
Â(n− p, p)B̂(p− k, k)û(k) =
∑
ζ,k
Â(n− k − ζ, k + ζ)B̂(ζ, k)û(k).
Applying Lemma F.4 to the Fourier transform Â(η, k) of the symbol A we arrive
at the identity
∑
k, ζ ∈ Z2
k 6= 0
d∑
p=0
∑
|α|=p
1
α!(i)|α|
[∂αk Â](n− k − ζ, k)
[
(iζ)αB̂(ζ, k)
]
û(k)+
+
∑
k,ζ∈Z2
Rd+1(n− k − ζ, ζ, k)B̂(ζ, k)û(k) = ÂBu(n).
Noting that (iζ)αB̂(ζ, k) = ∂̂αYB(ζ, k), we obtain∑
k, ζ ∈ Z2
k 6= 0
∑
|α|=p
1
α!(i)|α|
[∂αk Â](n− k − ζ)
[
(iζ)αB̂(ζ, k)
]
û(k) = ̂(AB)pu(n),
which leads to representation (4.33) with the remainder
̂
D
(AB)
m+1 u(n) =
∑
k,ζ∈Z2
Rd+1(n− k − ζ, ζ, k)B̂(ζ, k)û(k).
In particular, we have the inequality
| ̂D(AB)m+1 u| ≤ a ∗ b ∗ v, (F.14)
in which the elements of the sequences a, b, v are given by
a(n) = sup
ζ,k
(1 + |ζ|)−|r|−d−1(1 + |k|)−r+d+1|Rd+1(n, ζ, k)|,
b(ζ) = (1 + |ζ|)|r|+d+1 sup
k
(1 + |k|)−ρ|B̂(ζ, k)|, v(k) = (1 + |k|)r+ρ−d−1|û(k)|.
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Applying Lemma F.2 to the right side of (F.14) and noting that by Lemma F.4
|a|s ≤ |A|rd+1,s, |b|s ≤ |B|ρ0,s+|r|+d+1, |||v|||s ≤ c‖u‖ρ+r−d−1+s
we obtain (4.41) and the proposition follows.
It is useful to reformulate the above results in terms of infinite matrices.
To this end we introduce the Hilbert space Fs,t which consists of all operators
Y : Hs(R2/Γ) 7→ Ht(R2/Γ) having the representation
Ŷu(k) =
∑
p∈Z2
Ykpû(p)
such that
‖Y‖2
Fs,t
:= sup
{∑
k
(1+ |k|)2t
(∑
p
|Ykp||û(p)|
)2
:
∑
k
(1+ |k|)2s|û(k)|2} <∞.
(F.15)
Corollary F.5 (i) Under the assumptions of Proposition F.1, operator A has
a matrix representation with Akp = Â(k − p, p) and
∑
k
(1 + |k|)2s
(∑
p
|Akp||û(p)|
)2
≤
c(|A|r0,l)2
∑
k
(1 + |k|)2r|û(k)|2 + c(|A|r0,3)2
∑
k
(1 + |k|)2r+2s|û(k)|2.
In particular, ‖A‖Fr+s,s ≤ c|A|r0,l.
(ii) Under the assumptions of Proposition F.3, the operator D
(AB)
d+1 has a
matrix representation so that∑
k
(1 + |k|)2(s)
(∑
p
|D(AB)d+1,kp||û(p)|
)2
≤ c
(
|A|rd+1,s|B|ρd+1,|r|+d+4+
|A|rd+1,3|B|ρd+1,|r|+d+4+s
)2∑
k
(1 + |k|)2r+2ρ−2d−2|û(k)|2+
c(|A|rd+1,3|B|ρd+1,|r|+d+4)2
∑
k
(1 + |k|)2s+2r+2ρ−2d−2|û(k)|2 (F.16)
In particular,
‖D(AB)d+1 ‖Fr+s+ρ−d−1,s ≤ c
(
|A|rd+1,s|B|ρd+1,|r|+d+4 + |A|rd+1,3|B|ρd+1,|r|+d+4+s
)
Proof. Assertion (i) is integral part of the proof of Proposition F.1. In order
to prove (ii) note that
D
(AB)
d+1,kp =
∑
ζ∈Z2
Rd+1(p− k − ζ, ζ, k)B̂(ζ, k),
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where Rd+1 is defined by formula (F.11). The needed result follows from (F.14)
and Lemma F.2.
Proof of Proposition 5.4
We give the proof of representations (5.15) and (5.16) only, and begin with
proving (5.15). Note that
A(Y, ξ) ≡ Ar(Y, ξ1, ξ22) + iξ2Ai(Y, ξ1, ξ22),
where
Ar(·, ·, ρ) = 1
2
(
A(·, ·,√ρ)+A(·, ·,−√ρ)
)
, Ai(·, ·, ρ) = 1
2i
√
ρ
(
A(·, ·,√ρ)−A(·, ·,−√ρ)
)
.
Assuming k1 6= 0 and noting that in this case ξ22 = 1 − ξ21 , we arrive at the
identity
A(Y, ξ) ≡ Ar(Y, ξ1)+iξ2Ai(Y, ξ1) ≡ A(Y, ξ) where Aβ(Y, ξ1) = Aβ(Y, ξ1, 1−ξ21).
From the Taylor formula we conclude that for k1 6= 0,
A(Y, ξ) =
j=2∑
j=0
1
(i)jj!
[
∂jξ1A
]
(Y, 0, ξ2)(iξ1)
j + (ξ1)
3R3(Y, ξ) (F.17)
R3(Y, ξ) = 1
6
1∫
0
[∂3ξ1A](Y, sξ1, ξ2)(1− s)3 ds.
Recalling symmetry property (5.2) we obtain
Ar + iξ2Ai
∣∣∣
ξ1=0
=
[
Re A+ iξ2Im A
]
(Y, 0, 1) = A0(Y, ξ2),
∂ξ1(Ar + iξ2Ai)
∣∣∣
ξ1=0
= i
[
∂ξ1(Im A− iξ2Re A)
]
(Y, 0, 1) = −νA1(Y, ξ2)
∂2ξ1(Ar + iξ2Ai)
∣∣∣
ξ1=0
=
[
(∂2ξ1 − ∂ξ2)(Re A+ iξ2Im A) + iξ2Im A
]
(Y, 0, 1) =
−2ν2A2(Y, ξ2),
which being substituted into (F.17) leads to
A(Y, ξ) = A0(Y, ξ2)− νA1(Y, ξ2)iξ1 + ν2A2(Y, ξ2)(iξ1)2 +R3(Y, ξ)ξ31 . (F.18)
Noting that
ik1iξ1 = −1
ν
+
1
ν|T−1(k)|L(k),
ik1(iξ1)
2 =
(1
ν
)2 1
ik1
−
(1
ν
)2 1
ik1|T−1(k)|2
(
νk21 + |T−1(k)|
)
L(k),
ik1(ξ1)
3 =
i
ν2|T−1(k)| −
i
ν2|T−1(k)|3 (νk
2
1 + |T−1(k)|)L(k),
(F.19)
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we get for k1 6= 0,
ik1A(Y, ξ) =
2∑
j=0
Aj(Y, ξ2)(ik1)
1−j + PA(Y, ξ)L(k) +QA(Y, ξ). (F.20)
Here the remainders are given by
PA(Y, k) =
1
|T−1(k)|A1(Y, ξ2) +
i
k1|T−1(k)|2
(
A2(Y, ξ2)− (F.21)
k1
ν2|T−1(k)|R3(Y, ξ)
)(
νk21 + |T−1(k)|
)
, QA(Y, k) =
i
ν2|T−1(k)|R3(Y, ξ).
Next set PA(Y, k) = QA(Y, k) = 0 for k1 = 0 and denote by PA, QA the
pseudodifferential operators with the symbols PA, QA. With this notation,
decomposition (5.15) easy follows from (F.20). It remains to note that formulae
(F.17) and (F.21) imply the estimate
|PA|−10,l + |QA|−10,l ≤ |A|3,l,
which along with Proposition F.1 yields inequalities (5.20) for PA and QA.
Let us turn to the proof of (5.16). We begin with the observation that for
k1 6= 0, the product of the symbols of the elementary operators Aj and W is
equal to
AjW ≡ S′j + ξ21Im A˜jIm W˜ , (F.22)
where S′j are the symbols of the elementary operators associated with the func-
tions A˜jW˜ . Multiplying both sides of (F.20) byW (Y, ξ2) and using the identities
ik1ξ
2
1 = −
(1
ν
)2 1
ik1
+
(1
ν
)2 1
|T−1(k)|ik1
(
νk21 + |T−1(k)|
)
L(k),
ξ21 =
1
ν
1
|T−1(k)| −
1
ν
1
|T−1(k)|2L(k)
we arrive at
ik1S(Y, k) =
2∑
j=0
(ik1)
1−jS′j(Y, ξ2)−
(1
ν
)2
Im A˜0Im W˜
1
ik1
+L(k)US(Y, k)+VS(Y, k),
where the symbols US(Y, k) and VS(Y, k) are defined by
US = PAW +
(1
ν
)2 1
|T−1(k)|ik1
(
νk21 + |T−1(k)|
)
Im A˜0Im W˜−
1
ν|T−1(k)|2
(
Im A˜1 + (ik1)
−1Im A˜2
)
Im W˜ ,
VS = QAW +
1
ν|T−1(k)|
(
Im A˜1 + (ik1)
−1Im A˜2
)
Im W˜ .
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Recall that W˜ and A˜ are smooth function on tori T2 which do not depend on
k. Setting US(Y, k) = VS(Y, k) = 0 for k1 = 0, denoting by US and VS the
pseudodifferential operators with the symbols US , VS and arguing as before we
obtain desired identity (5.16). It remains to note that estimate (5.21) follows
from Proposition (F.1) which completes the proof.
G Dirichlet-Neuman operator
In this section we deduce the basic decomposition for the Dirichlet-Neumann
operator and prove Theorem 3.5. Let us denote the change of coordinates by
x = x(y), x = (X,x3), y = (Y, y3),
X = X(Y ), x3 = y3 + η˜(Y ), (G.1)
where
η˜(Y ) = η(X(Y )),
and X(·) is a diffeomorphism of the torus of the form (3.8) satisfying the Condi-
tion 3.2. Let us notice that with the new coordinate Y = (y1, y2) the lattice Γ
′
is generated by the two wave vectors (1,±1). We still denote the lattice of peri-
ods by Γ. For a function u(x) we define u˜(y) by u˜(y) = u(x(y)). The Jacobian
matrix of the above diffeomorphism reads
B1(Y ) =
 ∂y1X1 ∂y2X1 0∂y1X2 ∂y2X2 0
∂y1 η˜ ∂y2 η˜ 1

and the determinant satisfies J = detB(Y ) = detB1(Y ). Now, we use the
following identities for any scalar function u, and vector function V :
∇xu(x(y)) = (B∗1)−1∇yu˜(y),
∇x · V (x(y)) = 1
J
∇y · (JB−11 V˜ (y)).
With these identities, the Dirichlet-Neumann operator (1.4) takes the new fol-
lowing form
Aϕ˜ = 0, y3 ∈ (−∞, 0),
ϕ˜|y3=0 = ψ˜(Y ),
∇ϕ˜ → 0 as y3 → −∞,
Gηψ = 1
J
(A(Y )∇yϕ˜).e3, (G.2)
where
Aϕ˜ = ∇y · (A(Y )∇yϕ˜),
A = J(B∗1B1)
−1 (symmetric matrix)
detA = J.
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Notice that for computing the new expression of Gηψ, we used the fact that
Φ(x) = x3 − η(X) is such that Φ˜(y) = y3, hence ∇xΦ = (B∗1)−1e3.
We already defined the 2x2 matrix G(Y ) of the first fundamental form of
the free surface, and we have
B∗1B1(Y ) =
 g11 g12 ∂y1 η˜g12 g22 ∂y2 η˜
∂y1 η˜ ∂y2 η˜ 1
 .
We assume that elements of the matrix A(Y ) are smooth 2π-periodic functions,
and for some ρ and l, satisfying the following inequalities for 9 ≤ ρ ≤ l,
‖A0 − A‖Cρ ≤ cε, ‖A‖Cl ≤ El, where A0 = τ−1diag {1, τ2, 1}, (G.3)
where, by construction, the estimates of A and A0 − A would come from
||η˜||Cρ+1 + ||V˜(·)||Cρ+1 ≤ cε, (G.4)
||˜η||Cs+1 + ||V˜(·)||Cs+1 ≤ c(l), s ≤ l,
where V˜ is defined in (3.8). By the factorization theorem, there are first order
pseudodifferential operators G± so that
A = a33(∂y3 + G+)(∂y3 + G−), (G.5)
e−ik·Y G±eik·Y → ±∞ as |k| → ∞.
It follows from (G.2) that
Gηψ = 1
J
( 2∑
j=1
a3j∂yj − a33G−
)
ψ˜. (G.6)
Hence the task now is to split G− into a sum of first and zero order pseudodif-
ferential operators. The corresponding result is given by the following
Theorem G.1 Under the above assumptions there is ε0 depending on ρ and l
only such that for all ε ∈ (0, ε0), the operator G− has the representation
G− = G−1 + G−0 + G−−1, (G.7)
in which the pseudodifferential operators G−0 ,G−1 , have the symbols G−0 and G−1
defined by
G−0 =
a33
2D
(
i∇kG+1 ∇YG−1 − 2bG−1 + C1
)
, (G.8)
G±1 (Y, k) =
1
a33
(ia31k1 + ia32k2 ±D), (G.9)
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where
D(Y, k) =
{ ∑
1≤j,m≤2
a33ajmkjkm −
(
a31k1 + a32k2
)2}1/2
,
C1(Y, k) =
i
a33
2∑
j,m=1
(∂yjajm)km, 2b =
1
a33
2∑
j=1
∂yja3j .
(G.10)
The zero-order pseudodifferential operator G−0 satisfies the inequality
|G−0 |0m,n−1 ≤ c‖A− A0‖Cn , m ≥ 0, n ≤ l, (G.11)
and for any u ∈ Hr−1(R2/Γ), r < ρ − 8 and 1 ≤ s ≤ l − 8, the rest term has
the bound
‖G−−1u‖r ≤ cε‖u‖r−1, ‖G−−1u‖s ≤ c(El‖u‖r−1 + ε‖u‖s−1). (G.12)
Moreover, operators G−1 , G−0 , G−−1 verify the following symmetry properties
G−j u(±Y ∗) = G−j u∗(±Y ), j = 1, 0,−1, u∗(Y ) = u(Y ∗). (G.13)
Proof. First we rewrite the operator A in the form
A = a33 ∂
2
∂y23
+ 2a33
∂
∂y3
B + a33C, C = C2 + C1, B = B1 + b (G.14)
with differential operators
C2 = a−133
2∑
i,j=1
aij∂yi∂yj , C1 = a−133
2∑
i,j=1
(∂yiaij)∂yj ,
B1 = a−133
2∑
j=1
a3j∂yj , 2b = a
−1
33
2∑
j=1
∂yja3j .
(G.15)
Combining (G.5) and (G.14) we obtain
G+ + G− = 2B, G+G− = C. (G.16)
We find the solution of (G.16) in the form
G± = G±1 + G±0 ±X , (G.17)
with
G+1 + G−1 = 2B1, G+0 + G−0 = 2b, (G.18)
where the symbol of pseudodifferential operator G−1 is given by formula (G.9),
G−0 satisfying (G.11) and X being unknown. It follows from these formulae that
G±1 = ±(−∆)1/2 + G˜±1
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and for any integers m ≥ 0 and n ≤ l
|G˜−1 |1m,n + |G−0 |0m,n−1 + |B|1m,n−1 ≤ c‖A− A0‖Cn . (G.19)
Representation (F.5) from Proposition F.3 yields the decompositions
G+1 G−1 = G(2)1 + G(1)1 +R1,
G+0 G−1 = G(1)01 +R01, G+1 G−0 = G(1)10 +R10.
(G.20)
Here the second order pseudodifferential operator G(2)1 have the symbol G+1 G−1 ,
and satisfies the identity
G(2)1 = C2, (G.21)
the first order pseudodifferential operators G(1)1 , G(1)10 , and G(1)01 have the symbols
G
(1)
1 = −i∂kG+1 ∂YG−1 ,
G
(1)
10 = G
+
1 G
−
0 , G
(1)
01 = G
+
0 G
−
1 ,
(G.22)
and satisfy the identity
G(1)1 + G(1)10 + G(1)01 − C1 = 0. (G.23)
Now from (G.16) and (G.21) we have
G+1 +G
−
1 = 2B1, G
+
1 G
−
1 = C2
which leads to
G±1 = B1 ± (B21 − C2)1/2
and since a33 > 0 for ε small enough, and noticing from (G.10) that
(B21 − C2)1/2 =
1
a33
D,
the formula (G.9) follows. For obtaining G−0 , we use (G.23), (G.22) which leads
to (G.8)
It is then clear that G−0 is a pseudodifferential operator of zero order which
satisfies (G.11). Now, the symmetry properties (G.13) for G−1 and G−0 follow
from (G.9), (G.8), the evenness of a, a33, a11, a22 in y1 and y2, the oddness of
b and a12 in y1 and y2, and the evenness in y1, oddness in y2 of a13, and the
oddness in y1, evenness in y2 of a23.
Inequality (F.9) from Proposition F.3 along with (G.19) implies the estimates
‖R01u‖s + ‖R10u‖s + ‖R1u‖s ≤ c‖A− A0‖C6+s‖A− A0‖C6‖u‖0 +
+c‖A− A0‖2C6‖u‖s. (G.24)
103
Substituting identities (G.20),(G.21) and (G.23) into (G.16) gives the equation
for the operator X
X 2 + (−∆)1/2X + X (−∆)1/2 + UX + XV +W = 0, (G.25)
where
U = (G˜+1 + G+0 ),V = −(G˜−1 + G−0 ),
W = −(R1 +R10 +R01 + G+0 G−0 ).
Our task is to prove the existence of a ”small” solution X to (G.25).
Introduce the Banach spaces of bounded operators
Xs = Fs−1,s ∩Fs,s+1, Ys = Fs,s−1, Zs = Fs,s
supplemented with the norms
‖X‖Xs = ‖X‖Fs,s+1 + ‖X‖Fs−1,s , ‖Y‖Ys = ‖Y‖Fs,s−1 , ‖Z‖Zs = ‖Z‖Fs,s .
It follows from (G.19), Corollary F.5, and (G.24)that for all r ≤ ρ− 8,
‖U‖Yr+1 + ‖V‖Yr + ‖W‖Zs ≤ cε, (G.26)
where the constant c depends on l and ρ only. The rest of the proof is based on
the following lemma which is proved at the end of this section.
Lemma G.2 Under the above assumptions, there exist ε0 > 0 and c > 0 de-
pending on ρ and l only such that for ε ∈ (0, ε0) equation (G.25) has a solution
satisfying the inequalities
‖X‖Xr ≤ cε when 0 ≤ r ≤ ρ− 8,
‖Xu‖s ≤ c(ε‖u‖s−1 + El‖u‖0) when 1 ≤ s ≤ l − 8. (G.27)
Moreover the operator X satisfies the following symmetry property
Xu(±Y ∗) = Xu∗(±Y ).
Proof. We start with the consideration of the simple linear operator equation
(−∆)1/2X + X (−∆)1/2 = Z with Z ∈ Zs. (G.28)
It is easy to see that for any Z ∈ Zs satisfying (G.28) and having the matrix form
with elements Zkp , operator X has the matrix representation with elements
Xkp = 1
N(k) +N(p)
Zkp, where N(k) = (k21 + τ2k22)1/2
which obviously yields the estimate
‖X‖Xs ≤ c(τ)‖Z‖Zs . (G.29)
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Hence the mapping Z 7→ X defines a bounded linear operator Ξ ∈ L(Zs,Xs).
Let us consider the sequence of operators Xn defined by the equalities
X0 = 0, Xn+1 = −Ξ
(
X 2n + UXn + XnV +W
)
.
Note that U is a pseudodifferential operator which symbol U(Y, k) satisfying the
inequalities
‖U(·, k)‖Cr ≤ cε, |Û(p, q)| ≤ cε(1 + |p|)−ρ+1|q|.
It is easy to see that for any X ∈ Xr, the operator UX has a matrix represen-
tation with the matrix elements
(UX )kp =
∑
q∈Z2
Û(k − q, q)Xqp.
We have
(1 + |k|)r||(UX )kp| ≤ cε
∑
q
(1 + |k − q|)r−ρ+1|Xqp|(1 + |q|)r+1,
which gives ∑
k
(1 + |k|)2r
[∑
p
|(UX )kp||û(p)|
]2
≤
cε2
∑
k
[∑
p
∑
q
(1 + |q − k|)r−ρ+1(1 + |q|)r+1|Xqp||û(p)|
]2
≤
cε2
∑
k
[∑
q
(1 + |q − k|)r−ρ+1
(
(1 + |q|)r+1
∑
p
|Xqp‖û(p)|
)]2
≤
cε2
∑
q
[
(1 + |q|)r+1
∑
p
|Xqp||û(p)|
]2
≤ cε2‖X‖2
Fr,r+1
∑
p
(1 + |p|)2r|û(p)|2.
Thus we get
‖UX‖Zr ≤ c‖U‖Yr+1‖X‖Xr .
Repeating these arguments we obtain
‖XV‖Zr ≤ c‖V‖Yr‖X‖Xr ,
and
‖X 2‖Zr ≤ c‖X‖2Zr ≤ c‖X‖2Xr ,
inequality (G.29) yields the estimates
‖Xn+1‖Xr ≤ cε(‖Xn‖Xr + 1) + ‖Xn‖2Xr , (G.30)
which holds true for all r ∈ (1, ρ− 8). On the other hand, since
X 2n+1 −X 2n = (Xn+1 −Xn)Xn+1 + Xn(Xn+1 −Xn)
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we have
‖Xn+1 −Xn‖Xr ≤ c‖Xn −Xn−1‖Xr (ε+ ‖Xn‖Xr + ‖Xn−1‖Xr). (G.31)
Here the constant c depends on ̺ and τ only. It follows from (G.30) that for all
ε ∈ (0, ε0(ρ, τ), the values ‖Xn‖Xr are less than cε. From this and (G.31) we
conclude that for all small ε the sequence Xn converges in Xr. Repeating these
arguments and using Corollary F.5 gives the tame estimate (G.27), and the
lemma follows once we observe that the symmetry property of X follows from
the uniqueness of X and from the equivariance with respect to the required
symmetry of the equation (G.25).
In order to complete the proof of Theorem G.1, it remains to note that
operator G−−1 := −X with X given by Lemma G.2 satisfies (G.12).
Proof of Theorem 3.5 It follows from formulae (G.9), (G.6), and (G.7)
that we can write
Gηψ = 1
J
{D − a33(G−0 + G−−1)}ψ˜,
where the first order pseudodifferential operatorD has the symbolD(Y, k). Then
we define
G0 = −a33
J
G−0 , G−1 = −
a33
J
G−−1,
and the symmetry properties follow from the evenness of J, a33 and from Theo-
rem G.1 and Lemma G.2. The zero order pseudodifferential operator G0 satisfies
(3.22) and from Proposition F.1 we have
||G0u||r ≤ cε||u||r, 0 ≤ r ≤ ρ− 4
||G0u||s ≤ c(ε||u||s + El||u||0), 0 ≤ s ≤ l − 4, (G.32)
while the operator G−1 satisfies
||G−1u||r ≤ cε‖u‖r−1, 1 ≤ r ≤ ρ− 8,
||G−1u||s ≤ c(ε‖u‖s−1 + El‖u‖0), 1 ≤ s ≤ l− 8. (G.33)
We then deduce the estimates (3.23) in using (G.4).
Now our task is to calculate the symbols Gj . It is convenient to introduce
the scalar I(Y ) and linear form Π(Y, k) defined by
I = J/
√
det G, Π = G−1∇Y η˜ · k.
Recall the identity
a33
∑
1≤j,m≤2
ajmkjkm −
( ∑
1≤m≤2
a3mkm
)2
= detA
(
(A−1)22k21 − 2(A−1)12k1ξ2 + (A−1)11k22
)
.
Noting that detA = J , A−1 = J−1B∗1B1, we conclude from this that
a33
∑
1≤j,m≤2
ajmkjkm−
( ∑
1≤m≤2
a3mkm
)2
= (B∗1B1)22k
2
1−2(B∗1B1)12k1k2+(B∗1B1)11k22 .
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Hence, by the definition of the metric tensor G,
a33
∑
1≤j,m≤2
ajmkjξm −
( ∑
1≤m≤2
a3mkm
)2
= g22k
2
1 − 2g12k1k2 + g11k22 ,
which yields
a33
∑
1≤j,m≤2
ajmkjkm −
( ∑
1≤m≤2
a3mkm
)2
= (detG)G−1k · k. (G.34)
Substituting this relation into D (see (G.10)) finally gives
D(Y, k) =
√
detGG1(Y, k). (G.35)
Noting that G1 = 1JD we obtain the needed formula (3.18). The calculation of
G0 is more delicate task. Since a33 = det G/J , formula (G.8) yields
(2IG1)G
−
0 = i∇kG+1 ∇YG−1 −
G−1
a33
2∑
j=1
∂yja3j +
i
a33
2∑
j,m=1
∂yjajmkm.
It follows from the definition of the form Π that
2∑
m=1
a3mkm = −a33Π,
2∑
j=1
∂yja3j = − divY (a33∇kΠ). (G.36)
From this, (G.9), and (G.35) we conclude that
G−1 = −IG1 − iΠ, G+1 = IG1 − iΠ,
and hence
(2IG1)G
−
0 = i∇k(IG1−iΠ)∇Y (−IG1−iΠ)−
1
a33
(IG1+iΠ) divY (a33∇kΠ)+
i
a33
2∑
j,m=1
∂yjajmkm. (G.37)
Next differentiating both sides of (G.34) with respect to kj we arrive to
2a33
2∑
m=1
ajmkm − 2a3j
2∑
m=1
a3mkm = (det G)∂kjG
2
1,
which along with (G.36) and the identity det G/a33 = J leads to
2∑
m=1
ajmkm = a33Π∂kjΠ+ JG1∂kjG1.
107
Substituting this expression into (G.37) we finally obtain
(2IG1)G
−
0 = i∇k(IG1−iΠ)∇Y (−IG1−iΠ)−
1
a33
(IG1+iΠ) divY (a33∇kΠ)+
i
a33
divY
(
a33Π∇kΠ+ JG1∇kG1
)
. (G.38)
Let us calculate the real part of G0. It is easy to see that
(2IG1) Re G
−
0 = I∇kG1∇YΠ−∇kΠ∇Y (IG1)−
IG1
a33
divY (a33∇kΠ),
which along with the equality Ia33 =
√
det G implies
(2G1) Re G
−
0 = ∇kG1·∇Y Π−∇kΠ·∇YG1−G1 divY (∇kΠ)−G1∇kΠ·∇Y ln
√
det G.
Noting that
divY (∇kΠ) +∇kΠ · ∇Y ln
√
det G = div(∇kΠ),
and recalling
G0 = −a33
J
G−0 = −
det G
J2
G−0 , (G.39)
we obtain
Re G0 =
det G
2J2G1
(∇kΠ · ∇YG1 −∇kG1 · ∇Y Π) + det G
2J2
div(∇kΠ).
From this and the identities
∇kΠ = G−1∇Y η˜, ∇kG1 = 1
G1
G−1k, ∇YG1 = 1
2G1
∇Y (G−1k · k)
we obtain the desired formula (3.19) for the real part of G0. Next (G.38) yields
(2IG1) Im G
−
0 = −I∇kG1 · ∇Y (IG1)−∇kΠ · ∇Y Π−
1
a33
ΠdivY (a33∇kΠ) + 1
a33
divY
[
Π∇k(a33Π) + JG1∇kG1
]
=
J
a33
G1divY (∇kG1) +G1
( 1
a33
∇Y J − I∇Y I
)
· ∇kG1.
Since J/a33 = I
2 and
1
a33
∇Y J − I∇Y I = J
2
(det G)3/2
∇Y
√
det G = I2
1√
det G
∇Y
√
det G,
we have
2 Im G−0 = I div (∇kG1).
Recalling (G.39) we obtain (3.20) and the theorem follows.
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Invariant form of ReG0. In the rest of the section we prove the formula
(3.24). We start with the calculation of the quadratic form
Q(Y,Gξ) := Q˜(Y, ξ) = Q˜11ξ
2
1 + 2Q˜12ξ1ξ2 + Q˜22ξ
2
2 .
It follows from (3.21) and the identity G∂yjG
−1G = −∂yjG that
Q˜(Y, ξ) =
2∑
j=1
(ξj∂yjG)q · ξ −
1
2
∂yj (Gξ · ξ)qj −∇2Y η˜ξ · ξ, (G.40)
where the vector field q = G−1∇Y η˜. Thus we get
Q˜αβ =
1
2
2∑
j=1
(
∂yαgjβ + ∂yβgjα − ∂yjgαβ
)
qj − ∂2αβ η˜,
which along with the equality gαβ = ∂yαr · ∂yβr yields
Q˜αβ =
( 2∑
j=1
qj∂yjr− e3
)
· ∂2yαyβr. (G.41)
On the other hand, since η˜ = r · e3, the expression for q reads
q =
1
det G
{
(g22∂y1r− g12∂y2r) · e3
(−g12∂y1r+ gg11∂y2r) · e3
}
.
Now set
a = ∂y1r, b = ∂y2r, c = a× b. (G.42)
Noting that
g11 = a · a, g12 = a · b, g22 = b · b,
b× c = (b · b)a− (a · b)b, a× c = (a · b)a− (a · a)b,
we obtain
(det G)q1 = (b× c) · e3, (det G)q2 = −(a× c) · e3.
From this and the identity
[(b× c) · e3]a− [(a× c) · e3]b− |c|2e3 = −(c · e3)c,
which holds true for all a,b ∈ R3 and c = a× b, we conclude that
(det G)(q1∂y1r+ q2∂y2r)− |c|2e3 = −(c · e3)c.
Noting that |c|2 = det G and c · e3 = J we arrive at
2∑
j=1
qj∂yjr− e3 = −
J√
det G
n,
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where n = c/|c| is the unit normal vector to Σ. Substituting this identity into
(G.41) gives Q˜αβ = −(n · ∂yαyβr)J/
√
det G which leads to
Q˜(Y, ξ) = − J√
det G
(Lξ21 + 2Mξ1ξ2 +Nξ
2
2).
Since
G21(Y,Gξ) = Gξ · ξ := Eξ21 + 2Fξ1ξ2 +Gξ22 ,
we finally obtain
det G
2J2
{
1
G21(Y,Gξ)
Q(Y,Gξ)
}
= −
√
det G
J
Lξ21 + 2Mξ1ξ2 +Nξ
2
2
2(Eξ21 + 2Fξ1ξ2 +Gξ
2
2)
. (G.43)
Our next task is to express divq via the geometric characteristics of Σ. First
we do this in the standard coordinates Y = X with η˜ = η. In this case
G−1 =
1
1 + |∇η|2
(
1 + ∂y2η
2, −∂y1η ∂y2η
−∂y1η ∂y2η, 1 + ∂y1η2
)
, det G = 1+|∇η|2, J = 1,
and q = (1 + |∇η|2)−1∇η, which leads to the formula
det G
2J2
div q =
√
det G
J
1
2
div
( ∇η√
1 + |∇η|2
)
=
√
det G
J
k1 + k2
2
, (G.44)
where ki are the principal curvatures of Σ at the point r. Next note that ∇η is
a covariant vector field on Σ, hence G−1∇η is a vector field on Σ. Since div is
an invariant operator on the space of vector fields on Σ, the left side of (G.44)
does not depend on the choice of coordinates, hence
det G
2J2
div q =
√
det G
J
k1 + k2
2
=
√
det G
J
LG− 2MF +NE
2(EG− F 2) . (G.45)
Combining (G.43) and (G.45) gives the desired identity (3.24). If we define
by n(ξ) the normal curvature of Σ in the direction ξ at a point r, then (3.24)
becomes
J√
det G
Re G0(Y,Gξ) =
1
2
(k1 + k2 − n(ξ)),
which leads to
Corollary G.3 Assume that the manifold Σ has a parametric representation
r(Y ) = (TY + V˜(Y ), η˜(Y )), Y ∈ R2 so that V˜ and η˜, which are not defined yet,
satisfy all hypotheses of Theorem 3.5. Assume also that the parametric form
Gu :=
J√
det G
Gηuˇ ◦ (T+ V), uˇ(X) = u(Y (X)),
of the normal derivative operator is given for any bi- periodic smooth function
u(Y ). Then the manifold Σ is defined by the operator G up to a translation and
a rotation of the embedding space.
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Proof. Note that for all k ∈ Z2,
lim
n→∞
1
n
e−ink·Y Geink·Y =
J√
det G
G1(Y, k) =
√
G−1k · k,
lim
n→∞ Re
{
e−ink·Y Geink·Y − J√
det G
G1(Y, k)
}
=
J√
det G
Re G0(Y, k).
Since G0 is a homogeneous function of k, it follows from this that the right hand
sides of these equalities are defined by the operator G for all k ∈ R2 and, in
particular, for k = Gξ with an arbitrary ξ ∈ R2. Hence the first fundamental
form Gξ · ξ and the difference k1 + k2 − n(ξ) are completely defined by G for
all directions ξ at each point of Σ. Hence the principle curvatures of Σ are also
defined by the operator G. It remains to note that, by the Bonnet Theorem, the
first fundamental form and the principal curvatures define Σ up to a translation
and a rotation of the embedding space.
H Proof of Lemma 5.8
To be able to compute all terms in (5.95), let us rewrite the system (1.6),
(1.7) formally as a scalar equation for ψ and express the orders ε and ε2 of
the differential computed at ψ
(N)
ε , N ≥ 3. Then the operator L + H is up to
order ε2 closely linked with the new form of this operator after applying the
diffeomorphism computed at Lemma 3.8.
Indeed we can formally solve (1.7) with respect to η in powers of ψ as
η = − 1
µ
∂x1ψ −
1
2µ
(∇ψ)2 + 1
2µ3
(∂2x1ψ)
2 +O(||ψ||3), (H.1)
and replace η by this expression in (1.6). We then obtain a new scalar formal
equation for ψ, under the form E(ψ, µ) = 0, where
E(ψ, µ) = L0ψ+(µ−µc)L1ψ+E2(ψ, ψ)+E3(ψ, ψ, ψ)+O(|µ−µc|2||ψ||+ ||ψ||4),
where
L0ψ =
1
µc
∂2x1ψ + G(0)ψ
L1ψ = − 1
µ2c
∂2x1ψ,
and E2 and E3 represent quadratic and cubic terms in ψ, respectively. Let us
write the formal solution found at Theorem 2.3 for ε1 = ε2 = ε/2, under the
form (N ≥ 3)
ψ(N)ε = εψ1 + ε
2ψ2 +O(ε
3),
µ = µc + ε
2µ1 +O(ε
3),
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where
ψ1 = sinx1 cos τx2,
then we have the identities
L0ψ1 = 0,
L0ψ2 + E2(ψ1, ψ1) = 0, (H.2)
L0ψ3 + µ1L1ψ1 + 2E2(ψ1, ψ2) + E3(ψ1, ψ1, ψ1) = 0.
Now, we may observe that the operator (3.7) we want to invert acts on δφ =
δψ− bδη. Since b is O(ε) and δη may be expressed formally linearly in terms of
δψ in differentiating formally (H.1), we have formally
∂ψE(ψ, µ)(1 +H(ψ, µ)) = κL(ψ, µ)−R(E , µ) (H.3)
where L(ψ, µ) is the linear operator we want to invert, κ is the function we
introduced at Theorem 3.4, and the operator H(ψ, µ) is such that formally
δψ = (1 +H(ψ, η))δφ,
and R(0, µ) = 0. Since we set
ψ = ψ(N)ε +O(ε
N ), N ≥ 3
µ = µ0 + ε
2µ1(τ0) +O(ε
3), µ0 = µc(τ0),
we have
E(ψ(2)ε , µ0 + ε2µ1) = O(ε3), R = O(ε3),
hence
∂ψE(ψ, µ) = L0 + ε2µ1L1 + 2E2(ψ(2)ε , ·) + 3E3(ψ(2)ε , ψ(2)ε , ·) +O(ε3).
Making now the change of coordinates computed at Lemma 3.8, the new
expressions of operators L0, L1, E2(ψ(2)ε , ·), E3(ψ1, ψ1, ·) take the following form
newL0 = L0 + εL
(1)
0 + ε
2L
(2)
0 +O(ε
3),
newL1 = L
(0)
1 + εL
(1)
1 +O(ε
2),
newE2(ψ1, ·) = E(0)2 (ψ(0), ·) + εE(1)2 (ψ(0), ·) +O(ε2),
newE3(ψ1, ψ1, ·) = E(0)3 (ψ(0), ψ(0), ·) +O(ε),
and the functions ψ1, ψ2 are transformed into
new ψ1 = ψ
(0) + εψ
(1)
1 + ε
2ψ
(2)
1 +O(ε
3)
newψ2 = ψ
(0)
2 + εψ
(1)
2 +O(ε
2).
Moreover, we have thanks to Lemma 3.8
κ(Y ) = 1 + εκ1(Y ) + ε
2κ2(Y ) +O(ε
3),
newH(ψ, µ) = εH1 + ε2H2 +O(ε3).
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Hence, identities (H.2) lead to
L0ψ
(0) = 0,
L
(1)
0 ψ
(0) + L0ψ
(1)
1 = 0, (H.4)
L
(2)
0 ψ
(0) + L
(1)
0 ψ
(1)
1 + L0ψ
(2)
1 = 0,
L0ψ
(0)
2 + E(0)2 (ψ(0), ψ(0)) = 0, (H.5)
L
(1)
0 ψ
(0)
2 + L0ψ
(1)
2 + 2E(0)2 (ψ(0), ψ(1)1 ) + E(1)2 (ψ(0), ψ(0)) = 0,
L0ψ
(0)
3 + µ1L
(0)
1 ψ
(0) + 2E(0)2 (ψ(0), ψ(0)2 ) + E(0)3 (ψ(0), ψ(0), ψ(0)) = 0. (H.6)
We deduce from these formulae and from (H.3), that the linear operator obtained
after the change of coordinates satisfies
L + H = L0 + εH
(1) + ε2H(2) +O(ε3)
with
κ1L0 + H
(1) = L
(1)
0 + 2E(0)2 (ψ(0), ·) + L0H1 (H.7)
κ2L0 + κ1H
(1) + H(2) = L
(2)
0 + µ1L
(0)
1 + 2E(1)2 (ψ(0), ·) + 2E(0)2 (ψ(0)2 , ·) + 2E(0)2 (ψ(1)1 , ·) +
+3E(0)3 (ψ(0), ψ(0), ·) +
{
L
(1)
0 + 2E(0)2 (ψ(0), ·)
}
H1 + L0H2.
We now compute the terms under the integral in (5.95). First we observe (thanks
to (H.4), (H.5))
L−10 H
(1)ψ(0) = L−10 {L(1)0 ψ(0) + 2E(0)2 (ψ(0), ψ(0))} +H1ψ(0)
= L−10 {−L0ψ(1)1 − 2L0ψ(0)2 }+H1ψ(0)
= −(ψ(1)1 + 2ψ(0)2 ) +H1ψ(0),
hence
−H(1)L−10 H(1)ψ(0) = L(1)0 (ψ(1)1 + 2ψ(0)2 ) + 2E(0)2 (ψ(0), ψ(1)1 ) +
+4E(0)2 (ψ(0), ψ(0)2 ) + L0H1(ψ(1)1 + 2ψ(0)2 ) +
−κ1L0(ψ(1)1 + 2ψ(0)2 )− H(1)H1ψ(0).
Moreover
H(2)ψ(0) = L
(2)
0 ψ
(0) + µ1L
(0)
1 ψ
(0) + 2E(1)2 (ψ(0), ψ(0)) + 2E(0)2 (ψ(0)2 , ψ(0)) +
+2E(0)2 (ψ(1)1 , ψ(0)) + 3E(0)3 (ψ(0), ψ(0), ψ(0))− κ1H(1)ψ(0) +
+
{
L
(1)
0 + 2E(0)2 (ψ(0), ·)
}
H1ψ(0) + L0H2ψ(0)
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and in using again (H.4), (H.5), (H.6), and (H.7) we obtain
H(2)ψ(0) − H(1)L−10 H(1)ψ(0) = −2µ1L(0)1 ψ(0) − L0(3ψ(0)3 + 2ψ(1)2 + ψ(2)1 ) +
+L0{H1(ψ(1)1 + 2ψ(0)2 ) +H2ψ(0) −H21ψ(0)}.
Hence (5.95) leads to
@ = −2µ1
∫
T2
(L
(0)
1 ψ
(0))ψ(0)dY.
Since
L
(0)
1 = −
1
µ20
∂2y1
we finally obtain the result of Lemma 5.8.
I Fluid particles dynamics
The kinematic and dynamic boundary conditions (1.2, 1.3) give two equations
for two unknowns η and ψ. Assume for the moment that we know η i.e. the free
surface Σ. The question is can we restore ψ without solving PDE equations?
The answer is yes: it suffices to solve a problem of moving a heavy single mass
point along the free surface, or equivalently to find the corresponding geodesic
flow on the surface with an appropriate metric.
Let us begin with the consideration of the motion of a single mass point
along the surface Σ = {x3 = η(X)}. Assuming that gravity µ acts in the
−e3 = (0, 0,−1) direction we can write the governing equations in the form
x¨+ µe3 = λn, x3 = η(X),
where λ is the Lagrange multiplier and n is a normal vector to Σ. Choosing com-
ponents of X as generalized coordinates we rewrite equivalently these equation
in the Lagrange form with the Lagrangian
L(X, X˙) = T(X, X˙)−U(X) = 1
2
G(X)X˙ · X˙ − µη(X),
where GdX · dX is the first fundamental form of the free surface Σ with
G(X) = I +∇Xη(X)⊗∇Xη(X).
More precisely, we have
d
dt
∂X˙L(X, X˙)− ∂XL(X, X˙) = 0.
If we define the moments and Hamiltonian by
y = GX˙, H(X, y) =
1
2
G−1y · y + µη(X),
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then the governing equations can be rewritten in the Hamilton form
X˙ = ∂yH(X, y), y˙ = −∂XH(X, y). (I.1)
Next, suppose that a C1-generating function S(X) satisfies the Hamilton-Jacobi
equation
H(X,∇XS(X)) = h = const , (I.2)
and the periodicity conditions
S(X + 2πe1)− 2π = S(X + 2π
τ
e2)− 2π
τ
= S(X). (I.3)
Suppose also that X(t) is a solution of the equations
X˙ = G−1(X)∇XS(X), (I.4)
then, it is known that (X(t), y(t)), with y(t) = ∇XS(X(t)), is a solution of the
Hamiltonian system (I.1), and the surface y = ∇XS(X) is an invariant manifold
of (I.1), the flow being defined by (I.4).
Finally note that due the periodicity conditions, the mappingX → (X,∇XS(X))
defines an embedding of the torus R2/Γ into R2/Γ × R2. Therefore, {y =
∇XS(X)} is an invariant torus of (I.1) lying on the energy surface H = h. In
coordinates X the Hamiltonian flow on the torus is given by (I.4)
Let us turn to the diamond wave problem. Set
ϕ∗(x) = u0 ·X + ϕ(x), and ψ∗(X) = ϕ∗(x1, x2, η(X)),
and recall |u0| = 1. In these notations kinematic condition (1.2) and dynamic
condition (1.3) can be rewritten in the equivalent form
∇Xϕ∗(x1, x2, x3) = G(X)−1∇Xψ∗(X) for x3 = η(X), (I.5)
1
2
G−1∇Xψ∗ · ∇Xψ∗ + µη = 1
2
. (I.6)
By construction the equation x˙ = ∇ϕ∗(x) determines the trajectories of liquid
particles. From (I.5), such a particle moving along the free surface satisfies
X˙ = G−1(X)∇Xψ∗(X). (I.7)
On the other hand, equation (I.6) reads
H(X,∇Xψ∗) = 1/2.
Hence S(X) = ψ∗(X) is a generating function for the Hamiltonian system (I.1).
From this we conclude that trajectories of liquid particles X(t), which are
defined by X˙ = G−1∇Xψ∗(X), along with y(t) = ∇XS(X(t)) serve as solutions
of (I.1) and belongs to the invariant torus {y = ∇XS(X)}. In other words,
they coincide with projections (X, y)→ X of solutions to (I.1) belonging to the
invariant torus {y = ∇ψ∗(X)} ⊂ {H = 1/2}. Moreover, since by (3.1) we have
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V = G−1∇Xψ∗, they also coincide with the integral curves of the vector field
V .
Finally note that, by the Maupertuis principle, the projections (X, y)→ X
of solutions of (I.1) belonging to the energy surface H = 1/2, coincide with the
geodesics on the manifold Σ endowed with the Jacobi metric
ds2 =
(
1/2− µη(X))G(X) dX · dX ≡ 2(1/2−U)T(X, dX). (I.8)
Hence the integral curves of the vector field V form the geodesic flow associated
with the metric (I.8).
Corollary I.1 Suppose that η is an arbitrary bi-periodic smooth function so
that the hamiltonian system (I.1) has an invariant torus {y = ∇XS(X)} with
a smooth generating function S(X) satisfying the periodicity conditions (I.3).
Then the solution ϕ∗ of the Cauchy problem
ϕ∗(x) = S(X), ∂nϕ∗(x) = 0 for x3 = η(X),
for the Laplace equation, satisfies kinematic and dynamic conditions (1.2),(1.3).
(The local existence of such a solution follows from the Cauchy-Kowalewski the-
orem, and the existence and boundedness in the lower half plane is true only for
the ”good” choice of generating function.)
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