There is strong evidence that higher visual areas in the brain encode face viewpoint. The current study aims to shed light on the nature of this representation. Using a psychophysical adaptation paradigm based on Fang and He (2005), we compared the effects of adapting to full faces, head outline only, and internal features only, while testing with full faces in each case (12 subjects). We found reliable viewpoint aftereffects in all three conditions. The combined magnitude of the aftereffects from the two partial conditions was less than the aftereffect from full faces, suggesting a nonlinear combination of internal features and head outline. In a second experiment, we found that changing the direction of eye gaze did not modulate the viewpoint aftereffect.
Introduction
Adapting to a left or right oriented face causes a perceptual shift in the orientation of a subsequently presented frontal face (Fang & He, 2005;  Fig. 1 ). This face viewpoint aftereffect is a powerful tool that has been used to uncover the tuning properties of neurons encoding face viewpoint, such as the tuning bandwidths of viewpoint selective cell populations (Chen et al., 2010) and interactions between representations of viewpoint and identity (Fang, Ijichi, & He, 2007; Fang, Murray, & He, 2007) . The evidence accumulated from viewpoint aftereffect studies points towards a set of populations that have large receptive fields (Daar & Wilson, 2010) ; can be activated by geometric representations of faces (Daar & Wilson, 2010) ; are somewhat sensitive to changes in identity, and are highly sensitive to changes in face inversion (Fang, Ijichi, & He, 2007; Fang, Murray, & He, 2007) .
An important question concerning the representation of face viewpoint asks which elements of the face are used by the visual system to extract face viewpoint. There have been a number of different approaches that attempt to address this question, but many of these studies involve measuring reflexive shifts of attention (Friesen & Kingstone, 1998; Nuku & Bekkering, 2008) , and it is not clear whether the mechanisms involved in generating these attentional shifts are sensitive to the same cues as are those that are involved in extracting face viewpoint. In a study exploring the role different facial cues have in enabling viewpoint discrimination, Wilson et al. (2000) found that head outlines and internal features were each sufficient cues, when presented in isolation, for low discrimination thresholds of viewpoint; however subject performance may have been dependent upon processing in lower levels of the visual stream (V1) rather than upon populations encoding face viewpoint in higher levels (V4, FFA, STS).
The face viewpoint aftereffect has been used to provide insight into this question (Bi et al., 2009) . Here, viewpoint aftereffects were reduced when adapting faces had head orientations that were incongruent with iris eccentricity (relative position of the irises within the visible portion of the sclera), demonstrating that iris eccentricity plays a substantial role in the viewpoint aftereffect. Thus far to our knowledge, however, there has been no investigation into which elements of the face can independently contribute to the viewpoint aftereffect. In other words, we know that adapting to a particular viewpoint can influence the judgement of other viewpoints (Fang & He, 2005) ; adapting to a particular iris eccentricity direction can influence the judgement of another eye gaze direction (Seyama & Nagayama, 2006) ; and iris eccentricity, within the context of a whole face, can modulate the viewpoint aftereffect (Bi et al., 2009 ). However, we do not know whether adapting to a particular component of the face, in isolation from the other components, can influence the judgement of viewpoint. Exploring this is important, as it can allow a deeper understanding of how viewpoint is neurally represented. By assessing the strength of the aftereffect as a function of the type of information present in the adapting stimuli (while keeping the test stimuli constant), the degree to which this information is actually encoded in viewpoint selective cell populations can be directly inferred. For example, if adapting to a head outline alone can produce a viewpoint aftereffect (testing with full faces) that is comparable to adapting with a full face, then this would be strong evidence that head outline is a highly prioritized cue that the brain uses in extracting viewpoint. If, on the other hand, no component in isolation produces significant aftereffects, this would suggest that cues are combined in a highly nonlinear fashion to extract viewpoint. Contents lists available at SciVerse ScienceDirect Vision Research j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / v i s r e s
Methods

Subjects
Twelve members of York University (five females, mean age 26.33, SD = 4.68) participated in this experiment. All subjects had normal or corrected to normal vision.
Procedure and stimuli
Subjects were tested in a discrimination task (Fig. 2) . After viewing an adapting stimulus for 4 s, they were briefly presented with a test face in one of seven viewpoints, ranging from À6°to +6°(2°increments) of horizontal rotation about a vertical axis (where 0°refers to a front view), and were asked to indicate, with a keypress, whether the face appeared to be looking to the left or the right of center. While there was no time limit for responding, subjects rarely took more than a second to respond. After each response, a keypress initiated the subsequent trial. Subjects were instructed to maintain fixation at a centrally presented cross which was present during the adaptation period. The test stimuli were presented for 250 ms and the interval between the adapting stimuli and the test stimuli was 1000 ms.
The method of constant stimuli was used, and each of the seven orientations was presented ten times for a total of 70 trials per run. In each run, the adapting stimulus was kept constant. Adapting stimuli were jittered randomly once a second, up to a maximum of ±1.48°of visual angle in both the X and Y directions to reduce low level adaptation. For each trial, the position of the test stimulus was also presented in a location randomly jittered by the same amount of visual angle.
Each condition was defined by the adapting stimulus (Fig. 3) . In the full condition, a complete face was presented. In the outline condition, only the head outline was presented, and in the features condition, only the internal features were shown. The stimuli were created such that the partial faces were perfect complements of a full face. Each of these conditions was tested with both 20°and À20°adaptors. Each subject completed four blocks per condition (two for each orientation). A face oriented at 0°was used as an adaptor for a baseline condition, and subjects completed two blocks for this condition. As this control stimulus was not perfectly symmetric, we flipped the image left-right for half the baseline trials, to control for the possibility of a bias in orientation while adapting to this face. In all conditions, the test stimuli were full faces.
Synthetic faces were used as adapting and test stimuli (Wilson, Loffler, & Wilkinson, 2002) . All stimuli were presented on a Macintosh PowerPc with an LCD screen, 1280 Â 1024 resolution, 8-bit/ pixel gray scale, mean luminance 80 cd/m 2 . At the viewing distance of 1.31 m, the screen subtended 14.8°by 11.8°, and the 20°p rofile view of the synthetic face was 4.56°high and 3.22°across.
Results
Data analysis
In each run, the proportion of left or right choices for each of the seven orientations was fit to a cumulative normal distribution using a maximum likelihood fit. This allowed an estimate of the point of subjective equality (PSE), which is the angle of head rotation at which the subject was equally likely to choose left or right (Fig. 4) . We first determined whether the PSE found in the baseline condition differed from 0°, and found that it did not (t(11) = 0.09, p = 0.93). We then standardized the PSEs relative to baseline (adapting to 0°) by subtracting the means for the baseline condition from the means of each of the full face, outline, and features conditions. We used these standardized scores to run a two way ANOVA with adapting condition as the first factor (three levels: full faces, outline, features), and polarity as the second factor (two levels: left, right). (20°) is presented for 4 s. After each second of adaptation, the stimulus is redrawn in a random location, i.e. jittered, up to a maximum of ±1.48°of visual angle. The black arrows signify the spatial jitter of the adaptor. Next, a blank screen is displayed for 1 s, followed by a briefly flashed test stimulus. Following a blank screen for 400 ms, the response screen is displayed until the subject presses one of two keys to respond left or right. A subsequent keypress initiates the next trial. Subjects were instructed to maintain fixation at the center of the screen for the entire duration of the trial. 
Full vs. outline vs. features
The primary goal of this study was to compare viewpoint aftereffects generated by adapting to full faces to those generated by head outline and internal features. A main effect of adapting condition was found (F(2, 22) = 17.483, p < 0.00001, partial eta squared = 0.70; Fig. 5 ), with full faces generating the largest aftereffects (1.64°), followed by head outline (0.68°) and internal features (0.50°). Pairwise comparisons showed significant differences between adapting to full faces and head outline (p < 0.001); full faces vs. features (p < 0.001), and no difference between head outline and features (p = 0.65). A paired sample t-test was run to compare the aftereffects generated by full faces vs. the combined aftereffects generated by summing outline and features, and revealed a significant difference between the two (t(11) = À2.29, p < 0.05). To assess whether the three adapting conditions showed an effect above baseline, a one way ANOVA was run to compare each of the adapting conditions against baseline. Pairwise comparisons (Fischer's LSD) revealed each of the three conditions to be significantly above baseline (p < 0.05).
Comparison of right-oriented and left-oriented adaptors (effect of polarity)
A trend approaching significance was found between the 20°and À20°adaptors across all three adapting conditions (F(1, 11) = 4.611, p = 0.055, partial eta squared = 0.30; Fig. 6 ). Rightward adaptors tended to generate stronger aftereffects relative to leftward adaptors with a difference of 0.58°. Importantly, the fact that the aftereffects found in the baseline condition showed no difference from 0°d emonstrates that this asymmetrical aftereffect only manifests after adapting to an oriented face. Comparisons between right and left adaptors for each of the adapting conditions revealed a significant rightward bias for full faces (t(11) = À2.44, p < 0.05); however, no asymmetry was found for head outlines (t(11) = À1.78, p = 0.104); or internal features (t(11) = À1.12, p = 0.285).
The relative effects of gaze and face viewpoint
Having established that adapting to oriented facial features can generate a viewpoint aftereffect, we sought to explore this further in a second experiment, where we tested the aftereffects generated by faces whose orientation was either congruent or incongruent with the direction of gaze. The internal features comprise a number of distinct entities including the eyes, nose, and mouth. By pitting gaze direction against head viewpoint, we can gain some insight into the relative importance of the eyes, which have been previously shown to generate gaze aftereffects (Seyama & Nagayama, 2006) , and to modulate the viewpoint aftereffect when the direction of gaze is incongruent with head viewpoint (Bi et al., 2009 ). Our adaptation paradigm here is similar to Bi et al. (2009) . In that study, they found a slight reduction in the viewpoint aftereffect when adapting faces, rotated 30°, were gazing at 0°, compared to when they were gazing in the same direction (30°). Here, however, we will also be comparing aftereffects between faces which are oriented and gazing straight ahead (0°), and faces which are oriented at 0°but gazing at 20°. Six subjects from York University (one female, mean age 29.83, SD = 9.33) participated in this experiment, and the general procedure was identical to the first experiment. There were four adapting conditions (Fig. 7) : In the Head0Gaze0 condition, both head orientation and gaze direction of the adapting face were 0°. In the Head0Gaze20 condition, head orientation was 0°and gaze direction was 20°. In the Head20Gaze0 condition, head orientation was 20°and gaze direction was 0°. Finally, in the Fig. 4 . Data from an observer illustrating the face viewpoint aftereffect. The point of subjective equality (PSE) is represented as the intersection of the dashed horizontal line with each curve. In the 20°condition, the PSE is about À1.5°, which indicates the orientation the observer perceived to be facing straight ahead. The viewpoint aftereffect is the magnitude of this orientation shift (1.5°). Head20Gaze20 condition, both head orientation and gaze direction was 20°. As we were not interested in comparing leftward and rightward adaptors, only rightward (20°) adaptors were used. As in the first experiment, subjects viewed the adapting face for 4 s followed by a brief presentation of one of seven test stimuli. These test stimuli were the similar to those in the first experiment, except that a narrower range of viewpoints was used (À4°to +4°), with increments of 1.5°instead of 2°. For each adapting condition, subjects completed two blocks of 140 trials per block. This yielded 40 trials per increment for each of the four conditions. Each of the eight blocks were completed in a randomized order.
The results of Experiment 2 are shown below (Fig. 8) . Data from one subject was excluded due to an inability to discriminate the viewpoint across the range of increments.
A main effect of adapting condition was found (F(3, 12) = 26.967, p < 0.00005, partial eta squared = 0.87). Pairwise comparisons (Fischer's LSD) revealed that changing the direction of gaze, while keeping the head viewpoint constant, had no change on viewpoint aftereffect. This is shown by the comparison between Head0Gaze0 and Head0Gaze20 (p = 0.94) and Head20Gaze0 and Head20Gaze20 (p = 0.46). All other comparisons showed significant differences in viewpoint aftereffect.
Discussion
Contributions from internal features and head outline
The results from these experiments provide some important new insights into the encoding of face viewpoint in the human visual system. First, the demonstration that head outline and internal features can independently generate aftereffects is strong evidence that cell populations encoding face viewpoint are sensitive to both head outline and internal features. Second, the finding that the sum of these independent aftereffects is significantly lower than the aftereffects generated by a full face suggests that these two sets of cues are combined in a highly nonlinear fashion. A possible locus for this complex interaction between internal features and head outlines lies in how the position of the internal features relative to the head outline influences the perception of gaze direction. An iris eccentricity that signals an averted gaze on a centrally oriented face will signal a directed gaze if the head counter-rotated relative to the direction of gaze (Todorović , 2006) . This principle has been explored further by Todorović (2009) , who used a set of remarkably simple cartoon faces to show that simply displacing the internal facial features within a vertically elongated ellipse has dramatic perceptual consequences for the perception of gaze. This horizontal displacement of the internal features, termed ''face eccentricity'', is presumed to be a powerful cue to head orientation.
The finding that iris eccentricity does not appear to modulate the aftereffect suggests that the rest of the face may be prioritized in encoding face viewpoint. This may appear counterintuitive, given that the eyes are an important cue to gaze direction (Todorović , 2006) , however it is important to note that here we are testing viewpoint aftereffects, not gaze aftereffects. Indeed, in a study very similar to ours, Seyama and Nagayama (2006) found strong aftereffects when adapting to front view faces with averted gazes. However, in that study, all the stimuli, including their test stimuli, comprised centrally rotated faces. This finding conflicts with a recent study by Bi et al. (2009) where adapting to a face whose head was rotated by 30°but whose gaze was 0°reduced the viewpoint aftereffect by a third, relative to the aftereffect generated by a face which had both head and gaze rotated at 30°. A possible explanation is that in our study we used rotations of only 20°, where the incongruency between gaze direction and head rotation is not as pronounced. Second, our stimuli differed from those in Bi et al. (2009) in that ours had less information about the three dimensional face structure, and as such, may have not tapped into the same viewpoint processing mechanisms. Future experiments will be required to evaluate these possibilities. . Adapting to rightward vs. leftward faces. Larger aftereffects were generated after adapting to 20°compared to À20°, although this was only statistically significant in the full condition. Error bars indicate SEM. Fig. 7 . Adapting stimuli used in Experiment 2. From left to right, the first two faces are both oriented at 0°, but the latter is gazing at 20°. The third and fourth faces are both oriented at 20°but the latter is gazing at 0°. 
Parsing the face
One of the challenges in exploring the differential contributions of facial elements is deciding how to parse the face for testing. There are a virtually infinite number of ways to do so, and it is unclear exactly how the brain combines information across the visual hierarchy when it processes faces. There is circumstantial evidence that supports the idea that the head outline is processed as a whole. Wilkinson and Wilson (2001) have demonstrated the plausibility of a model that can pool visual information in such a way that any arbitrary concentric (circular-like) or radial (spokelike) pattern can be represented in higher visual areas. The radial frequency patterns used to represent the head outlines in these synthetic faces are generated by modulating the radius of a circle as a function of the circle's polar angle. This class of shape has been shown to be processed in an extremely sensitive manner by the human visual system (Wilkinson, Wilson, & Habak, 1998) , suggesting that they are only fully represented at higher levels in the visual system such as V4. They have also been found to effectively activate face selective regions in the brain . Furthermore, they are an excellent geometric descriptor for the shape of human head outlines . It is therefore not surprising that the visual system would have evolved to exploit these shapes in processing face viewpoint, where tiny deformations in the shape of a head outline can signal a slight change in viewpoint.
It is less clear how the internal features are represented. Features like the nose and mouth, and in particular their spatial arrangement within the face could be represented by a combination of concentric and radial patterns. For example, the curve of the lips and nostrils may be represented by simple radial frequency patterns. The ''T'' shape formed by the vertical extension of the nose and the horizontal extension of the positions of the eyes may be represented by a radial pattern. However, it is unclear how all the elements combine into viewpoint selective cells. One possibility is that head outlines are represented in one set of populations, and that features are represented by another set. The other possibility is that both features and head outlines are jointly encoded by a single set of populations. If there is a separate coding of features and head outlines, then viewpoint aftereffects involving full faces presumably represent the combined aftereffects of both these populations. On the other hand, if there is a joint coding of features and head outlines, then viewpoint aftereffects may be the result of adapting these full face neurons, and possibly, in addition, the adaptation of features-only and outline-only populations that feed into the full face populations. There are some data from a recent series of fMRI studies Nichols, Betts, & Wilson, 2010 ) that suggest the existence of three such populations in FFA and OFA: one that encodes features, one that encodes head outlines, and one that encodes full faces; however its unclear whether these cell populations overlap with those responsible for the viewpoint aftereffect.
Neural correlates of the face viewpoint aftereffect
Determining the neural locus of the face viewpoint aftereffect poses a number of challenges. First, as described earlier, the aftereffect may reflect the sum of multiple aftereffects for different sets of face features, each of which is not necessarily represented by the same cell populations. Studies examining the neural correlates of face parts vs. whole faces have found evidence of multiple classes of face selective cells, some of which are exclusively responsive to certain subsets of face parts (including whole faces), and some of which are more broadly responsive to multiple subsets Freiwald, Tsao, & Livingstone, 2009 ; also see Pitcher et al., 2007) . Second, the locus of the aftereffect may reside along multiple levels of the visual hierarchy (Zimmer & Kovács, 2011) ; however, insofar as the aftereffect is a window into the neural architecture of higher level face representation, it is useful to isolate these latter regions of face processing as much as possible. While we have taken some measure to reduce the contribution of lower levels of visual processing (e.g. retinotopic, V1) we cannot be sure that the measured aftereffect is reflected exclusively by adaptation of cells higher up in the visual stream (e.g. V4, FFA, STS). A third challenge arises in the interpretation of studies that examine brain areas that encode viewpoint and/or gaze direction (Calder et al., 2007; Fang, Ijichi, & He, 2007; Fang, Murray, & He, 2007) . The viewpoint aftereffect is a phenomenon believed to arise out of a particular form of neural organization, described by the multichannel model (Fang & He, 2005) , and this architecture serves as an elegant substrate for the discrimination of face viewpoint. Accordingly, there is a modest argument to be made that brain regions involved in face viewpoint discrimination are the very same regions that are responsible for the face viewpoint aftereffect. An important consideration, however, is that while perceptual discrimination of viewpoint must be reflected by differential neural activity, the converse is not necessarily true: i.e. differential neural responses to changes in face viewpoint do not imply an involvement in the perceptual discrimination of face viewpoint. One way to partially address this is to look for neural responses that can discriminate viewpoint with the same precision as that found through psychophysical discrimination. Ewbank and Andrews (2008) found a release from adaptation in FFA (but not STS) when face viewpoint was changed by four degrees, although this only held true for unfamiliar faces. In a previous magnetoencephalography study, Ewbank et al. (2007) found that the M170 response, which normally decreases after repeated presentations of the same face, showed a recovery from adaptation when subjects were presented with the same face rotated by as little as two degrees, a finding that held for both familiar and unfamiliar faces. The M170 response is thought to be linked to activity in the FFA and possibly STS (Halgren et al., 2000; Oruc et al., 2010) . Given that psychophysical research indicates viewpoint discrimination thresholds as low as two degrees , the FFA and STS are two areas that appear to be implicated in viewpoint discrimination and, by association, the face viewpoint aftereffect. Furthermore, the finding that viewpoint sensitive cells in these areas exhibit neural adaptation (Grill-Spector & Malach, 2001) adds to the evidence of their involvement in the viewpoint aftereffect (Fig. 1) .
Another issue surrounds the relationship between gaze and viewpoint. Gaze direction denotes the direction at which a face is looking at, and the perception of gaze direction relies just as much on perceived head rotation as it does on perceived iris eccentricity (Todorović , 2006) . Face viewpoint, on the other hand, can be understood as a particular class of gaze, namely when the direction of gaze is congruent with the orientation of the head as a whole. While the discrimination of gaze and viewpoint may involve substantial overlap, they are not identical. In particular, studies that examine gaze discrimination may not have a lot to say about viewpoint discrimination. It is noteworthy that while the STS appears to be a prime candidate for gaze discrimination (Allison, Puce, & McCarthy, 2000; Hoffman & Haxby, 2000) , this brain region did not show a differential response to changes in face viewpoint of up to 8° (Ewbank & Andrews, 2008) .
Our data suggesting that internal features combine in a nonlinear fashion with head outline is compatible with a recent fMRI study (Andrews et al., 2010 ; also see Freiwald, Tsao, & Livingstone, 2009) which showed a full release from adaptation when external features (e.g. hair outline, head outline) differed between adapting and test stimuli, despite these same brain regions showing adaptation to repeated viewings of stimuli comprising only internal features. This ''holistic representation'' of internal and external features was found in the FFA, OFA, but not the STS. It should be noted, however, that all faces used in this study were presented frontally, with no changes in viewpoint.
Future work in this area may narrow down the brain regions involved in the face viewpoint aftereffect. Existing brain imaging data show interesting interactions between the duration of stimulus adaptation and both the strength and location of neural adaptation (Fang, Ijichi, & He, 2007; Fang, Murray, & He, 2007) . Psychophysical data show a dramatic reduction of the face viewpoint aftereffect when the adapting duration is reduced from 5 s to 200 ms (Fang & He, 2005) . Further investigation of how the face viewpoint aftereffect is modulated by the temporal dynamics of the stimuli, and whether this modulation depends on which subset of face parts is being adapted, may help consolidate our understanding of the neural basis of this aftereffect.
Aftereffect asymmetry
In Experiment 1, we found that adapting to rightward faces produced stronger aftereffects compared to leftward faces. This viewpoint asymmetry is consistent with previous literature (Calder et al., 2008; Chen et al., 2010; Seyama & Nagayama, 2006) . This asymmetry may be related to the handedness of the subjects, although a new study would be required to properly test this. Alternatively, the asymmetry may be linked to pseudoneglect: a general tendency in the population to favor the left side of space in spatial attention tasks such as line bisection. Further studies examining whether this asymmetry manifests in aftereffects generated by adapting to other objects, such as cars, may shed light on this issue.
Conclusions
Our results provide new insights into the face viewpoint aftereffect. By partitioning the face into the head outline and internal features, and measuring the resulting aftereffects, we have learned that cells encoding viewpoint are sensitive to each of these sets of cues, and that they combine in a nonlinear manner. Our second experiment suggests that the cell populations responsible for the viewpoint aftereffect may not highly prioritize iris eccentricity, although this may reflect the limited range of viewpoint and gaze used in our study.
