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AN ALGORITHM TO PRESCRIBE THE CONFIGURATION
OF A FINITE GRAPH
PAUL BAIRD AND MARIUS TIBA
Abstract. We provide algorithms involving edge slides, for a connected
simple graph to evolve in a finite number of steps to another connected
simple graph in a prescribed configuration, and for the regularization of
such a graph by the minimization of an appropriate energy functional.
1. Introduction
Edge operations on graphs such as edge rotations, or switchings, have
been widely used in various contexts: to provide a notion of distance be-
tween graphs, for example by measuring the number of moves required to
get from one graph to another, see for example [5, 7, 9, 10]; to provide al-
gorithms to transform one planar graph or tree into another, see [1], and [4]
for an overview; as a tool in random graph theory to estimate probabilities,
as exploited in [11, 12]. We may view such operations as part of a dynamic
theory, whereby a graph evolves in discrete steps into a different configura-
tion. In this article we are motivated by geometric considerations to study
how a graph may evolve into one that is as regular as possible, or into a
prescribed configuration.
In smooth geometry, curvature can be detected by the convergence or
divergence of nearby geodesics. The Gauss-Bonnet Theorem gives an ex-
pression for the total curvature of a compact surface in terms of its Euler
characteristic. On a planar graph Γ there is a notion of combinatorial cur-
vature introduced by Y. Higuchi [8], given by the function Φ defined at each
vertex x by the formula:
Φ(x) = 1−
d(x)
2
+
∑
σ
1
|σ|
,
where d(x) denotes the degree of x, that is the number of edges incident
with x, and where the sum is taken over all polygons σ incident with x,
with |σ| representing the number of sides of σ. For a finite connected planar
graph, the total curvature is given by
∑
xΦ(x) = 2. As a variant, on
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an arbitrary graph, we can take the integer-valued function K defined at
each vertex x by K(x) = 2 − d(x). Up to a multiple of 2, this may be
viewed as an approximation of Φ on a sparse graph, that is a graph with
few connections. Then we quickly deduce an analogue of the Gauss-Bonnet
Theorem:
∑
xK(x) = 2χ(Γ), where the sum is taken over all vertices and
where χ(Γ) is the Euler characteristic given by n− e with n the number of
vertices and e the number of edges of Γ. The problems we address here in a
combinatorial setting are akin to the problem of uniformization and that of
prescribing the scalar curvature on a surface, as described for example, in
[2].
An edge slide is an operation whereby we slide one end of an edge along
another edge, so a triple of the form x ∼ y ∼ z with x 6∼ z becomes either
x ∼ z ∼ y or y ∼ x ∼ z, where the notation x ∼ y means that x and y are
adjacent vertices. An edge slide is a purely local operation which preserves
the connectedness and the Euler characteristic of a graph. A basic question
is to know whether one can transform one graph into another by edge slides.
Given two connected simple graphs on the same number of vertices and
edges, this was shown to be possible by M. Johnson [10]. His proof is non-
constructive in that it doesn’t provide an algorithm to carry out the required
sequence of edge slides. Our first result provides a constructive proof of a
slightly more general theorem.
Let Γ = (V,E) and Σ = (W,F ) be two finite connected simple graphs with
the same number of vertices and edges and let ψ : V → W be a bijection
between the vertex sets; we will refer to Γ as the initial configuration and
Σ as the prescribed configuration. Then we show there is a combination of
edges slides on Γ to produce a new graph Γ˜ = (V, E˜) such that ψ : Γ˜→ Σ is
an isomorphism of graphs. Furthermore, we provide an algorithm to carry
out the sequence of edges slides.
A first step is to show that any single move of an edge which preserves
connectedness can be achieved by edge slides, furthermore we provide a
specific algorithm to do this. Our strategy is then to select the vertex y
of smallest degree in Σ and to increase (if necessary) the degree of the
corresponding vertex x in Γ until it has degree n−1. This is done by taking
a spanning tree and simultaneously evolving both the spanning tree and the
graph by edge slides. We then have to remove edges incident with x in an
appropriate way until its degree coincides with that of y. Our objective is
to remove each of x and y from Γ and Σ, respectively and so to reduce the
problem to graphs of successively smaller size. A difficulty that may arise is
that the complements of x and y may not be connected. This is overcome
by first making a judicious choice of moves in both graphs.
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Recall that a degree sequence is a list of non-negative integers (d1, . . . , dn).
The theorem of Erdo˝s and Gallai [6] gives the conditions when such a se-
quence has a realization as the degrees of the vertices of a simple graph.
Two non-isomorphic graphs may have the same degree sequence. A regular
graph is one with all vertices of the same degree. The problem of generating
regular graphs, or more generally, graphs of restricted degree sequences, is
an important aspect of the theory of random graphs, see [11, 12]. If we view
the degree sequence as a combinatorial analogue of the metric and take K
as above for the curvature, then edge sliding exchanges degrees from one
vertex to a neighbouring vertex and as such, appears as an analogue of the
evolution of a metric by its curvature.
We introduce a natural energy functional E(Γ) associated to a graph Γ
which measures its discrepancy from being regular. We then describe an
algorithm to regularize Γ by edge slides, which at each step decreases E .
At the end of the algorithm, the graph is in what we call an almost regular
configuration, which is as close to being regular as possible given the number
of vertices and edges.
Finally, we allow the creation of vertices and edges in such a way as to
preserve the connectivity and the Euler characteristic of a connected simple
graph. We then provide an algorithm for such a graph Γ to evolve into a
prescribed configuration Σ with the same Euler characteristic, where we no
longer require Γ and Σ to have the same number of vertices and edges.
2. Notation and terminology
Let Γ = (V,E) be a simple graph, where V denotes the vertices and E
the edges. Thus we do not allow double edges or loops. We will write an
edge ε ∈ E in the form ε = xy when we want to indicate the end points
x, y ∈ V , otherwise we also write x ∼ y to indicate that x and y are joined
by an edge and we will say that x and y are adjacent or are neighbours.
We set d(x) to be the number of edges incident with the vertex x. Then∑
x∈V d(x) = 2e, where e = |E| is the cardinality of E. We now define the
operation of sliding.
Let x, y, z ∈ V be three distinct vertices such that x ∼ y ∼ z and x 6∼ z.
We call such a configuration of vertices a triple. Then a (simple) slide along
the edge yz with pivot x creates the new configuration x ∼ z ∼ y. In most
situations, we shall simply say that we slide the edge xy to xz. Similarly, a
slide along the edge xy with pivot z creates the new configuration y ∼ x ∼ z.
Both moves are possible since x 6∼ z. In general, we shall refer to the process
of performing a sequence of edge slides as sliding.
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x
y z
x
y z
x
y z
or
An edge slide always preserves connectedness of a graph and in the case
of an edge slide along yz with pivot x, the degree at y decreases by one and
the degree at z increases by one, while all other degrees remain the same.
Note also that sliding is a reversible operation and on allowing the trivial
slide which involves no move, we have an equivalence relation on the set of
graphs with n vertices and e edges. More precisely, we shall say that two
graphs Γ and Σ are slide-equivalent if there exists a sequence of edge slides
in Γ which yields a new graph Γ˜ such that Γ˜ and Σ are isomorphic, that is,
there exists a bijection ψ : V → W from the vertices of Γ˜ to those of Σ such
that x ∼ y if and only if ψ(x) ∼ ψ(y).
We write a path joining two vertices x and u in the form σ = [x : u], or
if we want to indicate the vertices along the path, by σ = [x : s1 · · · sk : u],
where x = s1, u = sk and si ∼ si+1 for i = 1, . . . , k − 1, or finally by
σ = [s1s2 · · · sk] if we do not wish to specify the end points.
Let σ : [s1s2 · · · sk] be a path and let y be a vertex not contained in σ.
Suppose that y ∼ s1 and y 6∼ si for i = 2, . . . , sk. Then we can perform
consecutive slides of the edge ys1, first to ys2, then to ys3 and so on, until
we reach ysk. In this case we shall say that we slide the edge ys1 along the
path σ to the edge ysk.
Suppose, given the path σ as above, that y ∼ si and that y 6∼ sj for some
i, j ∈ {1, . . . , k}. Then whatever other connections exist between y and the
vertices of σ, it is clear that by a combination of slides we may achieve
the configuration whereby y 6∼ si and y ∼ sj, with all other connections
unchanged. We call such a move a shuffle of ysi to ysj (along σ with pivot
y). Shuffling is a useful composite move that we will employ in the next
section.
y y
si sj si sj
sj−1 sj−1
The figure illustrates a shuffle of the edge ysi to ysj; first slide ysj−1 to ysj, then
ysj−2 to ysj−1 and so on.
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3. Discrete evolution to a prescribed configuration
In this section we show by producing an algorithm, that any two con-
nected simple graphs with the same number of vertices and edges are slide-
equivalent. In fact we establish a slightly stronger result, which allows us to
choose arbitrarily the bijection between the vertices. This is expressed by
the following theorem.
Theorem 3.1. Given two connected simple graphs Γ and Σ each with the
same number of vertices and edges. Let ψ be a bijection between the vertices.
Then there exists a combination of edge slides of Γ to produce a graph Γ˜ such
that ψ : Γ˜→ Σ is an isomorphism of graphs.
As the first part of our strategy to prove this Theorem, we show that
any move of an edge which preserves connectivity can be achieved by a
combination of slides. Furthermore, we provide a specific algorithm to do
this. First we have a preliminary lemma.
Lemma 3.2. Let Γ = (V,E) be a connected simple incomplete graph. Let
ε = uv ∈ E be an edge and let x, y ∈ V be unconnected vertices such that
the graph obtained from Γ by removing ε and adding xy is connected. Then,
up to labelling of u and v, there exist paths from x to u and from y to v not
containing the edge uv.
Proof. Since Γ is connected, there is a path from x to the edge ε. Stop the
path at the first vertex of ε encountered and call this vertex u. This gives a
path from x to u not containing ε. Similarly, y is connected to either u or v
by a path not containing ε. If y is connected to v, then we are done. Suppose
on the other hand, y is connected to u. Then by the same argument, since
the graph Γ˜ obtained by removing ε and adding xy is connected, there is a
path in Γ˜ from v to either x or y not containing xy. If this is to y, we are
done. If it is to x, then on relabeling u and v, we are able to obtain paths
from x to u and from y to v not containing uv. 
Lemma 3.3. Any move of an edge which preserves connectedness is a com-
bination of slides.
Proof. Suppose we move ε = uv to xy (x 6∼ y in Γ). Let σ = [x : s1 · · · sk : u]
be the shortest path from x to u not containing uv and let τ = [y : t1 · · · tl : v]
be the shortest path from y to v not containing uv. Up to labeling, by
Lemma 3.2, these exist. We have a number of cases to consider.
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x
s2
sk−1 u v tl−1
t3s3
t2
y
Case 1 : x = u; then σ is the trivial path.
(a) u 6∈ τ : then slide or shuffle uv to xy along τ (with pivot u = x).
u = x yv
(b) u ∈ τ : Suppose u = ti; slide vu to vy along [u : titi−1 · · · t1 : y]; this is
possible since if v ∼ tj, j < i, then there would be a shorter path from y to
v. Now slide vy along [v : tltl−1 · · · ti : x] to xy. Once more, this is possible,
since if there exists j, j > i, with y ∼ tj, then there would be a shorter path
from y to v.
v u = x y
Case 2 : x = v:
(a) u ∈ τ : Suppose u = ti; then we just slide vu to vy along [u :
titi−1 · · · t1 : y] (with pivot x = v).
yv = xu
(b) u 6∈ τ : If y = si ∈ σ, then clearly x = v 6∈ [y : sisi+1 · · · sk : u], so we
can shuffle edge vu to vy = xy.
u v = x y
If y 6∈ σ, then we shuffle edge uv to uy and then uy to xy.
u v = x y
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By symmetry, the cases y = v and y = u are dealt with similarly.
Case 3 : x 6= u, v, y 6= u, v: If x ∼ v, we first slide xv to xy; then from Case
1, we can now slide uv to xv. If x 6∼ v, then we first slide uv to xv and once
more, from Case 1, we can slide xv to xy. 
The algorithm to perform a move of an edge by slides is therefore as
follows: first construct the shortest paths from x to u and from y to v not
containing uv (interchanging the labels u and v if necessary); then, depend-
ing on the case that occurs, proceed as in the above proof.
By interchanging two vertices in a graph, we mean the following. Let Γ
be a graph and let x, y be two vertices of Γ, then interchanging x and y
gives the new graph Γ˜ with all neighbours of x now neighbours of y and
all neighbours of y now neighbours of x; all other edges remain unchanged.
The following lemma shows that interchanging vertices can be achieved by
sliding.
Lemma 3.4. In any connected simple graph, interchanging two vertices x
and y can be achieved by a combination of slides.
Proof. Case 1 : x ∼ y: If z is a vertex such that z ∼ x and z ∼ y, then there
is no slide needed. If z ∼ x and z 6∼ y, then we slide zx to zy.
Case 2 : x 6∼ y: Let σ = [x : s1 · · · sl : y] be the shortest path joining x to y;
clearly l ≥ 3. If z 6∈ σ is a vertex such that z ∼ x and z 6∼ y, then we can
shuffle zx to zy. Similarly, if z 6∈ σ with z 6∼ x and z ∼ y, we can shuffle zy
to zx. There remain the edges xs2 and sl−1y to deal with.
We observe that since σ has minimal length, for any 3 ≤ i ≤ l, we have
x 6∼ si 6∼ y. If l = 3, there is nothing left to do. If l ≥ 4, then by sliding, we
have to move edge xs2 to ys2 and sl−1y to sl−1x to finish the problem. We
do this as in the diagram below:
x y
s3
sl−1
x y
s3
sl−1
x y
s3
sl−1
x y
sl−1
s2 s2 s2 s2 s3
First, slide xs2 to xy; now slide sl−1y to sl−1x, and finally, slide yx to
ys2. 
Lemma 3.5. Let T be a tree on n vertices (and so n − 1 edges). Fix any
vertex, then there exists a combination of slides which give this vertex the
degree n− 1.
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Proof. Note that since sliding does not change the number of vertices or
edges of a graph, it must preserve the property that a graph be a tree.
Clearly the result is true for n = 1, 2, so suppose n ≥ 3. Fix a vertex x.
If d(x) = n − 1 we are done, so suppose d(x) < n − 1. There must be at
least two vertices of degree 1, otherwise we would contradict the fact that
the sum of degrees is equal to 2(n− 1). Furthermore, there must be at least
one such vertex which is not a neighbour of x. Let y be a vertex of degree
1 not equal to x and not a neighbour of x. Let z be its neighbour. Then
we can shuffle yz to yx so increasing the degree at x by one. Repeat this
process until d(x) = n− 1. 
Lemma 3.6. Let Γ be a connected simple graph and let x be any chosen
vertex. Then by sliding we can arrange for x to have degree n− 1.
Proof. Consider the graph Γ1 = Γ. Fix a vertex x. If d(x) = n − 1 we are
done, otherwise, take a spanning tree T1 of Γ1. Now begin the operation
of the proof of Lemma 3.5 by performing a simple slide of an edge of T1 in
order to increase the degree at x. If the graph permits (so as not to create
a double edge), slide the same edge in Γ1, otherwise do nothing. We now
have a new tree T2 spanning a new graph Γ2 (maybe Γ1 = Γ2). Repeat
this process, so that at each step we obtain a connected simple graph Γi
obtained from Γi−1 by an edge-slide, together with a spanning tree Ti, in
such a way that Ti is obtained from Ti−1 by performing the requisite simple
slide to increase the degree of the designated vertex. We continue until the
designated vertex has degree n− 1. 
The figure illustrates the simultaneous evolution of a graph (bold and dotted lines)
and its spanning tree (bold lines). At the first step, the top right hand edge of the
spanning tree slides to increase the degree of the central vertex by one, while the graph
remains unchanged. At the second step, both the graph and the tree evolve to increase
the degree of the central vertex by one.
Proof of Theorem 3.1. We will apply induction on the number n of vertices
in Γ.
Step 1 : In Σ, consider a vertex y of minimum degree d1. Let x = ψ
−1(y) be
the corresponding vertex in Γ. By Lemma 3.6, by sliding, we can obtain a
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new graph Γ˜ in which x has degree n− 1. Let C1, . . . , Cs be the connected
components of the graph formed from Γ˜ be deleting x and all its incident
edges. By connectivity of Γ˜, each one of these components is connected to
x by one or more edges. Let ki be the number of vertices of Ci. Our aim is
to decrease the degree of x until it reaches d1. To do this, we perform the
following algorithm.
x
C1
C2
C3
If s ≥ 2, take an edge from x to C1 and use it to join C1 to C2. This
maintains connectivity and by Lemma 3.3, this can be achieved by a number
of slides. Now C1 and C2 have become one connected component. We repeat
this process until either we achieve the degree d1, or d(x) > d1 and there
exists just one connected component C on removing x and its incident edges.
We claim that in the latter case there exists at least two non-adjacent vertices
in C.
If C is complete, it has n−1 vertices and (n−1)(n−2)/2 edges. Now the
number of edges in Γ˜ is ≥ d1 + 1 +
(n−1)(n−2)
2 . But, by removing y from Σ
together with its incident edges, we see that Σ has at most d1 +
(n−1)(n−2)
2
edges. But this is a contradiction, since all of our operations are achieved
by sliding, which preserves the number of edges. Thus there exist two non-
adjacent vertices in C to which we can move an edge from x to C. We now
repeat this process until the degree d1 is achieved at the vertex x.
We now apply Lemma 3.4. By interchanging vertices, we can arrange
that the set of vertices that are neighbours of x by the algorithm of Step 1,
are exactly those vertices that are required to be neighbours in order that
x ∼ y ⇒ ψ(x) ∼ ψ(y). Write the new graph that results from Step 1 as Γ̂.
Step 2 : Let Γ′ be the graph obtained from Γ̂ by removing x and its incident
edges. We aim to apply induction, but Γ′ may not be connected. Let
L1, . . . , Lt be its connected components. We will now connect them by
slides.
Let Li have ℓi vertices. If L1 contains ≥ ℓ1 edges, it contains a cycle
and we can take one of its edges and join it in Γ̂ to another connected
component, L2 say, without disconnecting L1. We repeat this process. If
finally, we have components L1, . . . , Lr (r ≥ 2) in Γ
′ each with ℓ1, . . . , ℓr
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vertices and ℓ1 − 1, . . . , ℓr − 1 edges (where, for simplicity of notation, we
maintain the symbols Γ′ and Li, even though these may have changed under
the above operations), then the total number of edges is given by (ℓ1− 1) +
· · ·+ (ℓr − 1) + d1 = n− 1− r + d1. On the other hand, |E| ≥ d1n/2, since
d1 is the smallest degree in Σ and Σ and Γ̂ have the same number of edges.
Thus
d1 ≤
2(n− 1− r)
n− 2
< 2 ,
so that d1 = 1. But this is a contradiction, since r ≤ d1. Thus r = 1 and
Γ′ = L1 is connected.
Similarly, in the graph Σ, we perform the above operations in order that,
on removing y and its incident edges, the resulting graph Σ′ is connected.
Note that the operations of Step 2 have no effect on the neighbours of x
and y; these are preserved. As remarked in Section 2, sliding is a reversible
operation, hence the slides performed in Σ can be reversed. By induction,
the theorem is true for the graphs Γ′ and Σ′ on n− 1 vertices and the result
follows. ✷
4. Regularisation
Given two positive integers n and e, then by Euclidean division, there are
unique k and r such that 2e = nk + r where 0 ≤ r ≤ n− 1. Then we have
the following configuration of degrees:
(1)
r


k + 1
...
k + 1
n− r


k
...
k
whose sum is 2e. We can characterize such a configuration in the following
way. For a degree sequence (d1, . . . , dn), define its energy to be the quantity
E =
∑
i di
2. If each di > 0, we shall say that the sequence is positive.
Lemma 4.1. Given e > 0, a positive degree sequence (d1, . . . , dn) with sum
2e minimizes E amongst all other positive sequences with sum 2e if and only
if it has the form (1) for some k ≥ 1 and r with 0 ≤ r ≤ n− 1.
Proof. Among all sums d1
2+ · · ·+dn
2 with d1+ · · ·+dn = 2e (di > 0), there
is one which is minimal; let this be S. Let the sequence (d1, . . . , dn) realize
S. We want to show this has the form (1). If there are two integers di and dj
such that di−dj ≥ 2, then the sequence (d1, . . . dj−1, dj+1, dj+1, . . . di−1, di−
1, di+1, . . . dn) has all terms > 0, sum 2e, but with sum of squares equal to
AN ALGORITHM TO PRESCRIBE THE CONFIGURATION OF A FINITE GRAPH 11
S + 2(dj − di + 1) < S − 1, contradicting our hypothesis that S is the
minimum of E amongst positive sequences. This means that any two terms
of the sequence (d1, . . . , dn) can either be equal or can differ by 1, so they
all have the form t or t+ 1 for some positive integer t. But then the sum of
the terms lies between nt and n(t+ 1) and t must equal k. 
Call a graph Γ = (V,E) such that maxx,y∈V |d(x) − d(y)| ≤ 1 an almost
regular graph. We now devise an algorithm for obtaining an almost regular
graph from a given connected simple graph by sliding.
The figure shows the regularization according to the algorithm below of a graph on nine
vertices and sixteen edges. Sliding occurs in such a way that degrees are exchanged
from high incidence vertices to low incidence ones until an almost regular configuration
is achieved. At each step two slides have occured.
Theorem 4.2. Let Γ = (V,E) be a connected simple graph. Then Γ is
slide-equivalent to an almost regular graph.
Proof. If no two vertices have degrees which differ by at least 2, then the
graph is already in an almost regular configuration, so we suppose otherwise.
We make the following algorithm: At each step, we take two vertices x, y ∈ V
such that d(x) − d(y) ≥ 2. Let σ = [x : s1s2 · · · sk : y] be the shortest path
from x to y.
If k = 2, then x ∼ y and because d(x)− d(y) ≥ 2, there exists a vertex a
such that a ∼ x, a 6∼ y and a 6= y. Then we slide the edge ax along xy, so
decreasing the degree at x by 1, increasing the degree at y by 1 and leaving
all other degrees the same.
If k ≥ 3, then x 6∼ y and because d(x) − d(y) ≥ 2, there are two distinct
vertices a, b such that x ∼ a, x ∼ b, a 6= y 6= b and a 6∼ y 6∼ b. Since σ is
the shortest path from x to y, we cannot have both a and b in this path; so
suppose that a 6∈ σ. Then we shuffle the edge ax along σ until we connect
a to y.
Now we see that after each step, the energy E strictly decreases and so this
algorithm ends. In fact, for a connected simple graph, the degrees satisfy
1 ≤ d(x) ≤ n−1 at each vertex x, so there is only a finite number of possible
degree sequences and consequently, only a finite number of possible values
of E . The graph we obtain when we finish has vertices all of whose degrees
differ by at most 1 and so is almost regular, as required. 
12 PAUL BAIRD AND MARIUS TIBA
Remark 4.3. The above theorem shows that any degree sequence of the form
(1) where n − 1 ≤ e ≤ n(n − 1)/2 can be realized as the degree sequence of
a connected simple graph. We simply construct any connected simple graph
with e edges and then apply the theorem to slide it into an almost regular
configuration.
5. Expanding and collapsing a graph within its Euler class
Theorem 3.1 shows that any two connected simple graphs with the same
number of edges and vertices are equivalent by edge slides. However, it
would be useful to be able to change the number of vertices and edges
and still establish equivalence under appropriate conditions. This may be
important in random graph theory, where one is required to let n → ∞ in
an appropriate class of graphs, for example regular graphs, see [3, 11, 12].
In this section, we show how it is possible to increase the number of vertices
and edges without limit whilst preserving the Euler characteristic.
Let Γ = (V,E) be a finite graph. Recall that the Euler characteristic is
the number χ(Γ) = n−e, where n is the number of vertices and e the number
of edges. Note that if Γ is connected and simple (no loops or double edges),
then there are two extremes; a complete graph or a tree. For a complete
graph e = 12n(n− 1) and for a tree e = n− 1, so that
n− 1 ≤ e ≤
1
2
n(n− 1)
and we deduce that
n(3− n)
2
≤ χ ≤ 1 .
We now introduce a process for expanding and collapsing a graph. This
involves two possible moves which are equivalent up to sliding. Further-
more, the moves preserve the Euler characteristic and the connectivity of
the graph.
Expanding :
(i) We add a new vertex y to the graph which is attached to any given
vertex x by a new edge xy (so that d(y) = 1).
(ii) To any edge xz, we add a new vertex y to its interior, so dividing the
edge into two edges zy and yx.
z x z x
y
z y xor
Both these operations preserve the Euler characteristic, since we add one
edge and one vertex. Furthermore, if z ∼ x, then after (i), we can slide zx
AN ALGORITHM TO PRESCRIBE THE CONFIGURATION OF A FINITE GRAPH 13
to zy, so that effectively, we have just added a vertex to the interior of the
edge zx. Conversely, if we add a vertex y to the interior of zx, then we can
slide zy to zx, leaving the isolated vertex y such that y ∼ x. Thus (i) and
(ii) are equivalent by edge slides.
Collapsing :
(iii) If y is a vertex such that d(y) = 1, then delete y and the edge that
joins it to the rest of the graph.
(iv) Let y be a vertex such that d(y) = 2 and such that if x ∼ y and z ∼ y
(z 6= x), then x 6∼ z; then delete the vertex y together with the edges zy
and yx and add the edge zx.
Both operations (iii) and (iv) remove one vertex and one edge and so leave
the Euler characteristic the same.
Corollary 5.1. (of Theorem 3.1) Let Γ and Σ be two connected simple
graph with m and n vertices, respectively, having the same Euler character-
istic. Suppose m ≤ n. Then we can expand Γ using operations (i) or (ii)
and perform a combination of edge slides to obtain a graph isomorphic to
Σ. Equally, we can collapse Σ using operations (iii) or (iv) and perform a
combination of slides to obtain a graph isomorphic to Γ.
Proof. The first part of the corollary is a direct consequence of Theorem
3.1: we add (n − m) vertices and edges according to the rules (i) and (ii)
(it doesn’t matter where we place them); then we can slide the graph into a
configuration that is isomorphic to Σ.
For the second part, since the Euler characteristics of Γ and Σ coincide,
we must have
m(3−m)
2
≤ χ ≤ 1 .
By induction, it suffices to show that the result holds for m = n − 1. Sub-
stituting this into the above inequality, we have
(2)
(n− 1)(4 − n)
2
≤ χ ≤ 1⇒ f ≤
(n− 1)(n − 2)
2
+ 1 ,
where f is the number of edges of Σ.
Take any vertex x of Σ and let C be the graph obtained from Σ by remov-
ing x and its incident edges. Let C1, . . . , Cr be the connected components
of C. Note that r ≤ d(x). If d(x) > 1, then we take an edge joining x to one
of its neighbours and move it to two unconnected vertices in C. In the first
instance we move such an edge to connect two disconnected components of
C, if such exist. Note that there must always be two unconnected vertices
in C, since if C is complete, then it must contain (n − 1)(n − 2)/2 edges,
contradicting the inequality (2). We repeat this process until d(x) = 1. Let
C˜ be the graph obtained by removing x and the one edge incident with it.
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Then C˜ must be connected (since r ≤ d(x)). We now collapse the graph Σ
by removing the vertex x of degree 1 and the one edge incident with it, to
obtain the graph C˜ on n− 1 vertices, with the same Euler characteristic χ.
By Theorem 3.1, by sliding in C˜, we can obtain a graph on n − 1 vertices
isomorphic to Γ. 
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