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1 Introduction
The Large Hadron Collider (LHC) is a particle accelerator built by the European
Organization for Nuclear Research (CERN) between 1998 and 2008. It contains 1572
superconducting circuits, distributed along eighth sectors of the LHC. The scope of
this thesis is to develop, validate, and characterized the models of the individually
powered quadrupole (IPQ) circuits of the LHC.
The study of the complex behaviour of the magnet was modeled using STEAM [1]
(Simulation of Transient Effects in Accelerator Magnets) framework, which was
developed in the Performance Evaluation (TE-MPE-PE) section at CERN.
1.1 Conseil Européen pour la Recherche Nucléaire
Established in 1954, located in Geneva, Switzerland, nowadays it is the largest
particle physics laboratory ever built. It counts 23 members and co-operations
with almost every state in the world. Birthplace of the World Wide Web, it has
accomplished many scientific achievements, last of them the discovery of the Higgs
boson (Nobel prize in 2013) and the penta-quarks (2015). CERN is not only one of
the most important research center of the world, but it also represents the joint of
different cultures and languages, the hard work and the passion over the differences.
A virtuous and peaceful example of international collaboration with an unique aim:
Science [2].
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FIGURE 1.1: CERN accelerator complex.
1.2 Large Hadron Collider-LHC
The Large Hadron Collider (LHC) is the largest particle accelerator ever built. It
first started up on 10 September 2008, and remains the latest addition to CERN’s
accelerator complex.
The LHC is a ring tunnel 27 km long, where superconducting and resistive magnet
circuits are located in accelerating structures to boost the energy of the particles
along the way. The entire complex system of accelerators is shown in Fig. 1.1. To
understand the challenges of accelerating particle beams in circular accelerators, it is
possible to follow the process of acceleration from the source to the high energy.
Hydrogen atoms are taken from a bottle containing hydrogen gas whose electrons
are stripped out. The protons are then accelerated in the Linac2 to the kinetic
energy of 50 MeV. The beam is extracted from Linac2 and injected in the PS (Proton
Synchrotron) Booster, a piled-ring accelerator built-in 1972, to accelerate the beam
up to 1.4 GeV. Particles are then injected in the SPS (Super Protron Synchrotron)
where a further acceleration bring them to 450 GeV. The beam is then transferred
in the two beam pipes of the LHC through the transfer lines TI2 (clockwise) or TI8
1.3. Brief history of superconductivity 3
(anti-clockwise). The particles travel inside the pipes, in opposite directions, with a
velocity equal to the 99.999991% of the speed of the light. The energies are so high
that the collision between the two beams can attempt to reproduce the conditions
during the first instants of the universe after the Big Bang.
Through the complex system of accelerator, the particle beams can reach the
maximum energy of 6.5 TeV per beam. The two beams are brought into collision
inside four detectors ALICE, ATLAS, CMS and LHCb, where the total energy at the
collision point is equal to 13 TeV [3].
To drive the beams inside the LHC tunnel, three main elements are required:
• Radio Frequency (RF) cavities. They increase the particle energy at every turn,
based on an alternating electrical potential which acts on the particles as an
accelerating field.
• Dipole Magnets (MB). They generate the magnetic field able to bend the particle
beams, maintaining them in the reference trajectory.
• Quadrupole Magnets (MQ). They focus the particles into the reference orbit,
preventing them from diverging from the center of the beam pipe.
To modify the velocity and the trajectory of the particles, the electric and the magnetic
fields have to be used. The Lorentz force equation combines both. The deflection
force is given by the equation 1.1, where F is the force acting on a particle, q is the
charge of the particle, E is the electric field, v is the velocity of the particle, and B is
the magnetic field.
F = q(E + v · B) (1.1)
The dipole on the LHC are electromagnets, and they use a current of 11080 A to
produce the field to provide the magnetic fields necessary to the bending and the
confinement of the beam. About 6000 superconducting magnets are installed on the
LHC tunnel, and over 95 tonnes of liquid Helium are needed to maintain the system
at the operating temperature of 1.9 K (-273.15 °C). The superconducting coil allows
the high currents to flow without losing any energy to electrical resistance.
1.3 Brief history of superconductivity
On the 10th of July 1908, Heike Kamerlingh Onnes, professor at the Leiden
University, produced for the first time liquefied helium, reaching the temperature
of 4.2 K (-269°C). After three years he noted: "Kwik nageon nul" (Quick [silver]
near-enough null). Analyzing the behaviour of the electrical resistance at the cryogenic
temperature, he noted that:"Mercury has passed into a new state, which on account
of its extraordinary electrical proprieties, may be called the superconducting state" [4]
characterized by a not measurable value of electrical resistance, as shown in Fig. 1.2.
This transition occurs under a critical temperature Tc, different for each material.
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FIGURE 1.2: Historic plot of resistance versus temperature of the mercury
material. From the 1922 Onnes experiment, shows the superconducting
transition at 4.20 K [7].
The next milestone occurred in 1933 when Meissner and Ochsenfeld discovered that
a material in superconducting state expels the magnetic field, becoming a perfect
diamagnetic material [5]. The first phenomenological theory of superconductivity
able to explain the Meissner effect was developed by the London brothers in 1935,
through the formulation of the well-known London’s equations [6].
A quantum explanation was proposed in 1957 by Bardeen, Cooper, and Schrieffer:
the so-called BCS theory [8]. In 1962, the first commercial superconducting
wire, a niobium-titanium alloy, was developed by researchers at Westinghouse,
allowing the construction of the first practical superconducting magnet. In 1986 the
superconductivity in a lanthanum-based cuprate perovskite material was discovered,
with a transition temperature of 35 K [9]. Just a year later, replacing the lanthanum
with yttrium (YBCO), the critical temperature of 92 K was reached [10]. In 2001 these
particular properties have been discovered in magnesium diboride (MgB2), that has a
critical temperature of 40 K [11].
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1.4 Superconducting properties
Superconductivity is a remarkable phenomenon whereby certain materials, cooled
at very low temperatures, become excellent conductors of electricity. The
superconducting state appears quite abruptly at the critical temperature Tc [K], which
is a characteristic parameter of the specific material. Below this temperature the
resistance is not just very small, it is absolutely equal to zero. The vanishing resistance
is not enough to define a material as a superconductor because every conductor, at
a temperature close to the absolute zero, tends towards a null value of resistance.
Superconductors exhibit a perfect diamagnetism below the critical temperature Tc,
ejecting external applied magnetic field by means of superficial super-currents, until
the limit value of the critical magnetic field Bc [T]. This phenomenon is called
Meissner-Ochsenfeld effect and it is shown in Fig. 1.3.
The classical model of superconductivity, developed by the London brothers in
1935, can explain these two basic characteristics of the superconductors through the
following equations:
E = µ0λ2
∂J
∂t
→ null resistivity
µ0λ
2∇× J = −B → Meissner-Ochsenfeld effect
(1.2)
Where J is the current density, B and E are respectively the magnetic and electric
fields. While µ0 is the vacuum permeability, and λ is know as London penetration
depth and it estimated around 10−7 m But this model does not take into account the
quantum phenomena and the existence of the fluxons.
Critical temperature, magnetic field, and current are three not intrinsic characteristics
of the material. They depend on the thermal and mechanical treatment induced
in the superconducting cable. These three properties are related to each other by
the critical surface in T,B,J space (see Fig. 1.4). This surface is characteristic of each
FIGURE 1.3: Diagram of the Meissner-Ochsenfeld effect. Magnetic field
lines, represented as arrows, are excluded from a superconductor when
it is below its critical temperature [12].
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FIGURE 1.4: Critical surface of Nb-Ti, Nb3Sn and Nb3Ge in the T,B,J
space [13].
superconducting material. Superconductivity prevails everywhere below this surface.
Superconductors are classified into two categories: type-I and type-II.
Type-I superconductors exhibit the properties explained above, while type-II
superconductors are typically alloys and compounds, and they present a gradual
transition to the normal state across a region of mixed state behaviour. Type-I and
type-II superconductor are shown in Fig. 1.5. Over the lower critical magnetic field
Hc1, magnetic vortexes penetrate inside the material, inducing a local transition to the
normal state. The quantum mechanics imposes that each vortex carries a quantum
of magnetic flux, called fluxon. The vortex density increases with increasing field
strength until the upper critical magnetic field Hc2, where the complete transition to
the normal state occurs.
The critical magnetic field of the type-I superconductors has an extremely low value,
hence this kind of material does not have any practical applications, while the critical
field Hc2 (type-II superconductors) can reach interesting values. Concerning technical
operations, superconductors always work in the mixed state, in absence of perfect
diamagnetism, characterized by the existence of quantized magnetic flux vortex
inside the material. The presence and relative motion of these vortexes, by means of
the Lorentz’s forces, induce dissipation and losses.
A different kind of superconductor classification can be done, based on this intrinsic
feature:Low Temperature Superconductors (LTS) (metallic materials with a critical
temperature value below 30-40 K) whose properties can be explained through the BCS
theory [8], and High Temperature Superconductors (HTS), materials with a critical
temperature value below 90-100 K. The HTS opens the doors to new applications of
superconductivity, restricted until that moment by very low temperature and cooling.
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FIGURE 1.5: Comparison between the H-T diagram of type-I (a) and
type-II (b) superconductor [14].
HTS superconductors likeBi2Sr2CaCu2O8 (first generation) and Y Ba2Cu3O7 (second
generation) are characterized by complex manufacturing and substantial costs.
The analyses carried out in this thesis are focused on Nb-Ti material. It is a type-II LTS
superconductor operating at the temperature of super-fluid liquid Helium of 1.9 K
or the temperature of liquid Helium of 4.5 K. On this demanding condition, every
heat perturbation and unwanted temperature oscillation can change the stability of
the system. Unexpected transition to the normal state occurs several times in the
life of a magnet. It is essential to understand how heat perturbations can affect the
superconducting coils and especially how they react in terms of temperature and
currents.
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1.5 Superconducting magnets
All the superconducting magnets used in the LHC, are Nb-Ti magnets operating a
temperature between 1.9 K and 4.5 K. For the High Luminosity LHC upgrade it is
planned to install new Nb-Ti and Nb3Sn magnets in the machine.
The main motivation to use superconductive technology is due to the vanishing
electrical resistance and capacity to generate a high magnetic field. The maximum
magnet field reachable at 4.2 K and high current is around 9 T for Nb-Ti and 18 T for
the Nb3Sn, avoiding to increase the system dimension [15].
When the superconducting material changes the state from the superconductive state
to the normal one, it grows the electrical resistivity about three orders of magnitude,
as the electrical conductors at room temperature. For this reason, the superconductor
is normally embedded in a matrix of low-resistivity material. The stabilizer, usually
copper, that embeds the thin filaments (few micrometers in diameters), has to be
provided to reduce the ohmic loss per unit length of conductor [16]. The cross-sections
of two wires of different materials, are shown in Fig. 1.6.
Some LHC magnets are composed using Rutherford cables, shown in Fig. 1.7. Each
superconducting filament in a copper matrix can carry a current of about 25 mA to
50 mA, then each wire can transport 250 A to 500 A. As a consequence, it is necessary
to use 20 to 40 wires connected in parallel in a superconducting cable to reach the
nominal current of a superconductor magnet [16].
During the operation, the superconducting magnets are subject to a magnetic-field
transitory that introduce losses. The two main losses taken into account during this
thesis are the Inter-Filament Coupling Loss (IFCL) and the Inter-Strand Coupling
Loss. The IFCL are generated in the wired matrix between the superconducting
filaments of a strand. To reduce the coupling losses the superconducting filaments are
twisted [19]. The ISCL are generated at the contact points between superconducting
FIGURE 1.6: Wires with superconducting filaments.(a) Wire made of
Nb-Ti filaments embedded in a copper matrix. (b) Wire made of Nb3Sn
filaments [17].
1.5. Superconducting magnets 9
strands of a cable due to coupling currents between strands [15]. As for the IFCL, also
the cables are twisted in order to reduce the coupling losses. Other types of losses are
the mechanical loss, the eddy current loss, and the ferromagnetic loss.
1.5.1 Quench
The therm quench is used to describe the irreversible transition of the material from a
superconducting state to the normal state. A quench occurs when the local condition
in terms of temperature, magnetic field, or current density does not allow to continue
the superconducting state [16].
When a superconducting magnet quenches, the normal conductive zone propagates
and this causes the dissipation of the stored energy in the magnet increasing the
resistance that forces the magnet current to decay. The normal conductive zone has
to grow fast to minimize peak temperature and peak voltage. In most accelerator
magnets natural resistance growth is insufficient to avoid excessive temperature and
voltage to ground, so is it necessary to include a protection system. Control and
prevention of the transition from superconducting state to the normal state is one
of the most important problem concerning this technology. The superconducting
magnet is always subject to a series of energy inputs of very different natures,
time-scales, and magnitudes, the so-called disturbance spectrum. The disturbance
spectrum of the energy perturbations is shown in Fig. 1.8 [20].
At cryogenic temperatures almost all the materials have a small heat capacity, and
the difference between the operating temperature Top and the temperature at which
current sharing starts Tcs must be kept small. Therefore even a small energy
perturbation is sufficient to take the superconducting material above the critical
conditions, inducing a normal zone propagation and Joule heating generation. The
energy perturbations can be generated by phenomena such as mechanical events, flux
jump, eddy losses,and heat leaks [16].
FIGURE 1.7: Example of a Nb-Ti Rutherford cable used in the LHC main
dipole magnets [18]. (a) View from the top. (b) View at the cross-section.
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If not prevented, the temperature in the quench zone increases and the normal front
propagates, inducing an irreversible thermal runaway process that lead the loss of
superconductivity in part of the magnet. The diagram shown in Fig. 1.9, summarizes
the main effects of a quench. The consequences of a quench are to be carefully
considered during the magnet design.
FIGURE 1.8: Spectrum of energy perturbations as a function of the
characteristic time of energy deposition [20].
FIGURE 1.9: An event tree following an external energy input, and
leading from stable operating conditions back to stable operation or to
a magnet quench. The stability design and analysis are concentrated on
the shaded area in the event tree [20].
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1.6 Magnet protection
Superconducting magnets operate at high magnetic field and can store high magnetic
energy, thus the damage potential by overheating is significant. It is possible to avoid
the damage, by-passing the quenched magnet thanks to the by-pass elements. In the
LHC machine these by-pass elements are silicon diodes situated inside the cryostat,
called cold diodes.
The high energy stored in the superconducting magnets makes necessary to detect
the quench very quickly, to switch off the power source in the circuit, extract part of
the magnet stored energy, and/or spread the quench quickly through a large volume
of the magnet.
To detect the quench in a magnet, there are many different methods mainly based on
current and voltage measurements. The most used in the LHC circuits is based on
the comparison between the voltages across the two halves of the magnet [21].
There are many techniques developed to protect the magnets, some of them are
passive and the others are active. The passive protection is the simplest and least
expensive magnet protection method, but usually, it is insufficient to protect magnet
with high stored energy. Once the quench appears in the magnet, the passive
protection starts to protect it thanks to the transition from the superconducting state
to the normal conducting state. When the transition to the normal state occurs, the
local ohmic heat generated in the normal zone propagates to the other sections of the
coil. The electrical resistance developed in the normal zone can cause the discharge
of the magnet transport current before that the temperature exceeds safe limits.
While the active protections systems require an external trigger to be activated, such
as an electronic signal generated after the detection of a quench. After the quench
detection, a switch-off of the power source is needed and the discharge of the energy
is forced. The total time required to activate the protection system can be summarized
as the sum of the times required to detect a quench, validate the detection, and trigger
the protection system, as shown in Fig. 1.10.
During this thesis work three active protection systems are taken into account. They
will be described in the following sections.
1.6.1 Quench heaters
The Quench Heaters (QH), shown in Fig. 1.11, are the most common active
protection system on the LHC superconducting magnets. They consist in one or
two 0.025 mm-tick resistive strips, usually in stainless steel, bonded between two
layers of electrical insulation foil, and attached to the insulation layer of the coil to
protect [22]. The terminals of each quench-heater strip are connected to a capacitor
bank. Upon quench detection, the energy stored in the capacitor bank is discharged
in the strips, which transfer the energy to the coil through thermal diffusion across
the thin insulation layer. To protect the magnet, it is sufficient to heat up only some
sections (heating stations) of the coils, for this reason, the strips are partially plated
12 Chapter 1. Introduction
with copper. Once the superconductor in correspondence to the heating stations is
transferred to the normal state, the local ohmic loss causes heat propagation and thus
the propagation of the normal zone in the direction of the transport current up to the
next heating station.
FIGURE 1.10: Coil protection phases. The quench starts in t=0. The
quench is detected, validated and the protection system is triggered in
the time window tQD. The entire coil is transferred to the normal state by
the protection system during the time t=tQD+tQ [15].
FIGURE 1.11: Quench Heaters strips of the 11T dipole [23].
1.6. Magnet protection 13
The two main limitations of this protection are the delicate electrical design and the
difficulty to transfer the entire winding pack to the normal state in a sufficiently
short time; for coils based on Nb-Ti the values of this time margin are in the range of
50-200 ms [24]; if the quench heater strips do not touch all coil turns, the normal zones
have to propagate to the adjacent turns through thermal diffusion across insulation
layers, with a typical delay of about 10 ms per turn [24].
1.6.2 CLIQ
The CLIQ (Coupling-Loss Induced Quench) [15, 25] is an active protection system
based on the generation of high coupling loss. The electrical scheme of a protection
system based on the CLIQ method is shown in Fig. 1.12 [15].
The CLIQ unit is connected to the magnet by two additional resistive current leads
CL1 and CL2. Once the CLIQ protection system is activated, upon quench detection
via the thyristor, an oscillating current is introduced into the coils by the capacitor
bank C. Part of this current flows through the coil section LA and LB, respectively,
but in opposite directions. The presence of the reverse diode allows continuous
oscillations, thus maintaining a variable magnetic field in the superconductor coils.
The variable magnetic field introduces transitory loss that permits a heat generation
in the superconductor in the first tens of milliseconds after the CLIQ triggers.
This protection method is faster than conventional quench heaters. A CLIQ protection
system can turn to the normal state the entire winding pack of a full-scale high
magnetic field magnet in 10 to 40 ms [15]. The other advantages of the CLIQ
protection are due to the easy and robust electrical design and the position of the
terminals, that are usually situated at the coil ends where is relatively easy to access.
1.6.3 Energy-extraction
The last active protection analyzed is the energy-extraction (EE) system. The energy
extraction is a conventional system used to reduce quickly the current in the magnet.
During this thesis, the EE will be always coupled with another protection system (QH
or CLIQ). The electrical circuit of this protection system is visible in Fig. 1.13. It is
composed of a resistor, REE [Ω], where the magnet current is diverted once a quench
is detected in the magnet. Usually, the resistance REE is assumed larger than the
resistance of the normal conducting zone of the magnet coil. During the discharge, the
coil self-inductance and the energy-extraction resistance can be considered constant,
for this reason, it is possible to assume that the magnet transport current decays
exponentially.
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FIGURE 1.12: Electrical scheme of a CLIQ unit connection [15].
FIGURE 1.13: Simplified magnet circuit with schematic parameter of the
energy-extraction protection system [15].
15
2 LHC superconducting matching
section circuits
A total of 1612 electrical circuits are distributed along the eight sectors of the LHC.
In the LHC there are 131 different types of circuits connecting main bending magnets,
magnets for beam focusing, dipole field correctors, or higher-order correctors [26].
The two particle beams that rotate in different directions in the LHC require opposite
magnetic fields in both apertures. The LHC contains 1232 superconducting main
dipole magnets (MB) and 392 superconducting main quadrupole magnets (MQ),
including 86 MQM (matching) and 26 MQY (wide aperture) [27]. All these magnets
contain two apertures, each connected with an electrical circuit, or in separate
electrical circuits, depending on the use of the circuit [26].
The layout of the LHC (shown in Fig. 2.1) is divided in eight main insertions (IR):
• High luminosity insertion, IR1 and IR5.
• Medium luminosity insertion, IR2 and IR8
• Beam cleaning insertion, IR3 and IR7
• Radio Frequency insertion, IR4
• Beam abort insertion, IR6
High and medium luminosity insertions regions are dedicated to experiments (CMS,
ATLAS, ALICE, LHC-B), the others are used for major collider systems.
The magnets used in the eight insertions are super- or normal- conducting. All the
superconducting magnets of the LHC, are based on the Nb-Ti technology, cooled by
superfluid helium.
In this thesis the superconducting magnets dedicated to the matching section of the
LHC will be analyzed.
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FIGURE 2.1: Schematic layout of the LHC. [28]
2.1 Superconduting magnets in the matching
individually-powered quadrupole circuits
The LHC insertions require 50 specific superconducting quadrupoles in the matching
sections, operating either in 1.9 K superfluid helium or in liquid helium at 4.5 K [29].
The number of magnets used in the matching sections are different in each insertion,
for example in the high luminosity insertion (IR1 and IR5) the MS and the DS consist
of twin-bore magnets with separate beam pipes for each ring. In insertion IR5 there
are four matching quadrupole magnets. The first quadrupole magnets are operated
at a cryogenic temperature of 4.5 K and a nominal gradient of 160 T/m. The last three
quadrupole magnets are operated at 1.9 K with a nominal gradient of 200 T/m [26].
In the matching section a non-symmetric magnet layout is required to compensate
the shift of the collision point before the beam returns to the DS sections.
The LHC matching sections are built with individually powered superconducting
Nb-Ti quadrupole magnets of the types MQM and MQY cooled at 1.9 K and 4.5 K.
No additional correctors are required when these types of magnets are used, but the
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FIGURE 2.2: Electrical scheme of the two individually powered apertures
of the MQY magnet [30].
number of magnets and their parameters are specific for each insertion.
MQY Magnet
In the LHC matching section, 24 MQY magnets are required. The MQY quadrupole
magnet consist in two individually powered apertures (as show in Fig. 2.2), assembled
in a yoke structure shown in Fig. 2.3 [26]. The coil aperture of the magnet is 70 mm
and its magnetic length is 3.4 m. The main magnet and conductor parameter are
summarized in Tab. 2.1. Each MQY coil is composed of four layers. The first and part
of the second layer are wound using the inner conductor. The transition between the
cables is made in an internal joint in the middle of the second layer. The winding of
the third and fourth layers is completed with the outer conductor. The connections
between the layers, as well as between the poles, are made in a connection box
mounted on the endplate of the collared aperture.
The MQY coils are assembled in a collared aperture. The collar is 22 mm thick and
need to be locked with eight full-length tapered keys to minimizing deformation. In
this configuration the collars provide the necessary compressive stress to withstand
the magnetic force.
In the MQY magnet, two different types of Rutherford Nb-Ti superconducting cables
are used for winding the coils. They are both 8.3 mm wide but are made of two
different types of strands. The strand diameters of the two cables are 0.735 mm and
0.475 mm, and the Cu/SC ratios are 1.25 and 1.75. Strand and cable parameters were
chosen to have a similar margin to quench in both cable at the same current, so the
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FIGURE 2.3: Cross-section of the MQY quadrupole [28].
TABLE 2.1: Main parameters of the MQY quadrupole magnet and
conductors (Inner and Outer) [26].
Magnetic length 3.4 m
Operating temperature 4.5 K
Nominal gradient 160 T/m
Nominal current 3610 A
Coil inner diameter 70 mm
Cold bore diameter O/I 66.5/62.9 mm
Peak field in coil 6.1 T
Quench field 7.5 T
Stored energy at nominal current 479 kJ
Inductance at nominal current 73.8 mH
Cable width, cable I/O 8.3/8.3 mm
Mid-thickness, cable I/O 1.285/0.845 mm
Keystone angle, cable I/O 2.16/1.05 mm
Number of strands, cable I/O 22/34
Strand diameter, cable I/O 0.735/0.475 mm
Cu/SC ratio, cable I/O 1.25/1.75
Filament diameter, cable I/O 6/6 µm
Filament twist peach, cable I/O 15/15 mm
Strand twist peach, cable I/O 66/66 mm
RRR, cable I/O 150/150
Insulation thickness, cable I/O 79.8/79.8 µm
Jc, cable 1/2, (4.2 K and 5 T) 2670/2800 A/mm2
Mass 4400 kg
current density in one cable is 1.5 times higher than the one in the other cable, at the
same current. As in the MQM magnet, the Rutherford cables are insulated using three
layers of polyimide film.
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FIGURE 2.4: Electrical scheme of the two individually powered apertures
of the MQM magnet [30].
The protection of the MQY magnets in assured by sixteen quench heaters strips of
two different widths. Half of the strips are located on the outer surface of the fourth
layer. The others eighth strips are located between the second and the third layers.
This high number of heaters is required to limit the voltage during quench in case of
failure of some of the heaters. For redundancy, inner and outer heaters are connected
in two circuits powered by independent power supplies.
MQM Magnet
A total of 84 MQM magnets are required in the dispersion suppressor and matching
sections. They are produced in three different versions, with different magnetic
length: 2.4 m, 3.4 m, and 4.8 m [28].
The two apertures of the MQM magnet, individually powered (as shown in the
electrical scheme in Fig. 2.4), are assembled in a two-in-one yoke structure, as it is
shown in Fig. 2.5. The main magnet and conductor parameters of the MQM magnet
are summarized in Tab. 2.2. The coils of the MQM magnet are composed of two layers
assembled into a collared aperture. The collars are locked with four keys that provide
the necessary compressive stress to withstand the magnetic forces generating during
the operation. The collared apertures are assembled in the iron yoke. The yokes of
the magnets are compressed and locked with elastic pins to center the apertures. The
longitudinal rigidity of the magnet is provided by four tie-rods.
The superconducting cables used for the MQM quadrupole are Nb-Ti Rutherford
cables. The diameter of the filament is 6 µm, and it was chosen in order to minimize
the effect of the persistent currents at low fields. Each Rutherford cable is composed
of 36 strands with a strand diameter of 0.475 mm, and they are insulated with three
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FIGURE 2.5: Cross-section of the MQM quadrupole [28].
TABLE 2.2: Main parameters of the MQM quadrupole magnets and
conductors [26].
Magnetic length 2.4/3.4/4.8 m
Operating temperature 1.9/4.5 K
Nominal gradient 200/160 T/m
Nominal current 5390/4310 A
Coil inner diameter 56 mm
Cold bore diameter OD/ID 53/50 mm
Peak field in coil 6.3 T
Quench field 7.8 T
Stored energy at nominal current 64.3 kJ/m
Inductance per aperture 4.44 mH
Cable width 8.8 mm
Mid-thickness 0.84 mm
Keystone angle 0.91 deg
Number of strands 36
Strand diameter 0.475 mm
Cu/SC ratio 1.75
Filament diameter 6 µm
Filament twist peach 15 mm
Jc (4.2 K and 5 T) 2800 A/mm2
Mass 3100/4300/6000 kg
layers of polyimide film. The first two layers are wrapped with the polyimide film
11 mm wide and 25 µm thick, with a second layer offset by half the tape width. The
third insulation layer is a 9 mm wide and 50 µm thick polyimide film, with a 5 µm
thick coating of adhesive which cures at 185 ◦C, wrapped with a 2 mm gap.
The protection system of the MQM magnets is assured by the quench heaters. The
eight strips are located on the outer layer of each coil. For redundancy, the heaters are
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TABLE 2.3: Overview of the IPQ circuits in the LHC machine.
Circuit Location PC Magnets Temperature [K] Nominal current [A]
RQ4 IR 2,8 RPHH 2xMQY 4.5 3610
RQ5 IR 2,8 RPHH 2xMQY 4.5 3610
RQ6 IR 2,8 RPHGB MQM+MQML 4.5 4310
RQ7 IR 1,2,5,8 RPHGA 2xMQM 1.9 5390
RQ9 IR 1,2,4,5,6,8 RPHGA MQM+MQMC 1.9 5390
RQ4 IR 1,5,6 RPHH MQY 4.5 3610
RQ5 IR 4,6 RPHH MQY 4.5 3610
RQ6 IR 4 RPHGB MQY 4.5 3610
RQ5 IR 1,5 RPHGB MQML 4.5 4310
RQ6 IR 1,5 RPHGB MQML 4.5 4310
RQ7 IR 4 RPHGA MQM 1.9 5390
RQ8 IR 1,2,4,5,6,8 RPHGA MQML 1.9 5390
RQ10 IR 1,2,4,5,6,8 RPHGA MQML 1.9 5390
connected in two circuits, such that each circuit covers all four poles and is powered
by independent power supplies.
The cold masses containing the MQM and MQY magnets are assembled in a
helium vessel at CERN, in the Magnet Assembly Facility. The central elements of
the assembly are two 10 mm thick half-shells made of AISI 304L steel which serve
for alignment of the various magnetic elements, provide the rigidity, and serve as a
helium pressure vessel. The vessel is closed with two end covers, which also support
the required elements for interconnecting the string of LHC cryo-magnets. Several
electrical circuits and their instrumentation are installed during assembly.
2.2 Superconduting electrical circuit in the matching
section
The magnets of the LHC are powered in about 1700 different electrical circuits [31].
A total of 78 Individually Powered Quadrupole (IPQ) circuits are present in the LHC.
The IPQ circuits are composed of different Power Converters (PC), different type and
combination of the magnets, different operating temperature, and different nominal
current, as summarized in Tab. 2.3. In the IPQ circuits the connections between
the power converters and the individually powered magnets MQMs or MQYs, are
made with a three-conductor. The central conductor carries only the difference
of currents flowing in the two magnets that are connected with reversed polarity.
The other two conductors carry the current of the two magnet apertures that are
individually powered. In Fig. 2.6 and Fig. 2.7 are shown the schematic of the circuit
in configuration 2in1 (one magnet i.e. two apertures) and 4in1 (two magnets i.e. four
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FIGURE 2.6: Schematic of the IPQ superconducting circuit, in one
magnet configuration (two apertures).
FIGURE 2.7: Schematic of the IPQ superconducting circuit, in two
magnets configuration (four apertures).
apertures), respectively.
To connect the individual magnets to the others, superconducting bus-bars are used.
Superconducting bus-bars consist of a superconducting cable, which is thermally and
electrically coupled to a copper tube all along its length. The copper tube provides an
alternative path for the magnet current in case of quenches. The copper cross-section
area of a bus-bar pair is optimized for the current decay rate of the corresponding
electrical circuit. For the quadrupole connection (420 A/s) the bus-bar has only
148 mm2 of copper, while the bus-bar insulation has a breakdown voltage to ground
of more 4 kV in helium gas under all conditions [32]. The quadrupole magnets in the
IPQ circuits (MQM and MQY) are powered individually with a current of up to 6 kA.
The two apertures of the magnets have different functions, for this reason they are
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connected in different circuits. In case of a quench in one of these magnets, or to the
superconducting components connected to it, quench heaters act on both apertures,
leading to an energy extraction time of less 0.3 s at nominal current [26].
2.2.1 Powering and Protection of the IPQ circuit
The IPQ superconducting circuit is composed of the following components [32]:
• Power Converter (PC).
• Quadrupole magnets (MQY or MQM).
• Earthing circuit (EC).
• Warm resistances (WR).
In the simplified schematic of the IPQ circuit shown in Fig. 2.8, all the main parts
of the circuit are highlighted. The power converters are marked in red, the apertures
of the main quadrupole magnet in blue,the earthing circuit in grey, and the warm
resistances of the circuit in black. Each warm resistance contains the resistance of
current leads and others connections. The power converter, that is rated for 6 kA and
+-8 V, can be seen as the main module which contains sub-modules. The three main
parts of the Power Convert (High Precision Current Sensor, Power Part, and a Digital
Controller) were designed and manufactured separately; finally they are integrated
into a housing rack, as shown in Fig. 2.9. The power converter is normally assembled
using a n+1 Power Bricks [+2 kA +08 V] (shown in Fig 2.10) to provide active
redundancy in case of one sub-converter is lost. The power brick is a high-frequency
current source (7-8kHz) controlled by a bandwidth voltage loop [32].
FIGURE 2.8: Simplified schematic of the IPQ for one magnet
configuration.
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The circuit power converter is also an important part of the magnet protection
scheme, even if not directly fully responsible for the monitoring and diagnostic of the
superconductive magnet status. The main tasks request from the power converter
are: to stop powering the load in a safe way (this passive system is based on different
paths using several free-wheeling diodes), to monitor the earth current of the circuit,
and to ensure that the external protection system can stop the power converter
through a safe signal called Fast Abort. The earthing circuit can be considered as part
of the power converter. It provides a known and reliable connection of the circuit to
ground. In addition, it allows the detection of earth faults and limits the current to
ground in case of a failure.
FIGURE 2.9: LHC quadrupole power converter [32].
FIGURE 2.10: 2kA-8V Power Brick, high frequency. Marked in green, the
current source, and in blue the load [32].
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3 Modelling of the LHC
superconducting circuit library
The superconducting circuits are composed of different elements, at different
temperatures, in different materials, connected to each other in a multi-scale and
multi-physics domain. The reason to generate and validate these models is driven
by the necessity to realize an efficient and reliable multi-physics library of all the
LHC superconducting circuits to simulate transients during normal operation of the
machine, failure cases, and unexpected events.
To simulate this complex scenario, the STEAM (Simulation of Transient Effects in
Accelerator Magnets) framework was developed in the Machine Protection and
Electrical Integrity Group (MPE) at CERN. The main goal of STEAM is to simulate
transients occurring in superconducting magnets and circuits using validated tools.
The models of the superconducting circuits and their magnets are developed using
tools dedicated to the semi-automatic generation of netlist-based electrical circuit
models, and electro-thermal models. Electro-magnetic, thermal, and mechanical
transients are simulated with commercial tools or with tools generated within the
STEAM team.
The use of automated model generation accelerates the building process of the
models and allows easy, consistent model versioning. [1].
During this thesis, the main programs used are: PSpice© (a commercial tool
used to generate the electrical circuit model), STEAM-LEDET (a STEAM in-house
tool, used to model electro-thermal transients in superconducting magnets), and
STEAM-COSIM (used to perform cooperative simulations combining both models,
PSpice© and STEAM-LEDET).
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3.1 Electrical model of the circuit using Cadence
PSpice©
The electrical model of the IPQ circuits is developed with the Cadence suite (based
on PSpice©). PSpice© is a program for generating and simulating electrical circuit
models. During this thesis, the circuit models have been generated as netlists, without
the graphical interface.
A netlist is a description of the connectivity between different electrical parts of the
circuit and can contain electrical elements, like voltage or current sources, resistors,
capacitors, inductors, and diodes.
The use of the netlists can bring some advantages such as:
• Fast correction of mistakes.
• Generation of circuits with many identical components thanks to the
automatization.
• Change and adaption of circuits and circuit components can be achieved
quickly.
But also some disadvantage as the missing graphical user interface.
3.1.1 Circuit parameters
The IPQ circuits in the LHC ring are 78 (the main parameters are summarized in
Appendix A), in two different configuration: with one quadrupole magnet, i.e. with
two apertures individually powered (see Fig. 2.6), and with two quadrupole magnets
in series, i.e. four apertures individually powered (see Fig. 2.7). The main components
of the circuit are: 2 power converters, 20 diodes in parallel to each power converter,
2 DCCT (Direct Current Current transformer) to measure the current with high
accuracy, 3 warm current leads, 1 earth resistance, and 2 or 4 magnet apertures.
In the electrical circuit models, the quadrupole magnets are included as simple
inductances with a constant assigned value. This assumption is reasonable during
the generation and validation of the electrical circuit models, while during the
co-simulations, the magnet parameters come from a specific tool STEAM-LEDET,
used for the electro-thermal analysis [33].
The self and mutual inductance of the magnet apertures used on the electrical circuit
model, are calculated using STEAM-SMIC (Self-Mutual Inductance Calculator) [34].
STEAM-SMIC is a ready-to-use program to calculate the self and mutual inductance
per unit length between the turns of the magnet. To use in the electrical circuit
model the self and mutual inductance per unit length obtained by SMIC is necessary
to multiply them for fL and the magnet length, where fL is a current-dependent
parameter that takes into account the effect of iron-yoke saturation on the differential
inductance. It is possible to calculate fL in function of the current with COMSOL©,
Roxie [35], or other software that take care of the iron yoke saturation in the magnet.
3.1. Electrical model of the circuit using Cadence PSpice© 27
The magnetic flux between the coils can be defined by the coupling coefficient
kApMag12 =
M12√
LAp1Mag ·LAp2Mag
, where M12 is the mutual inductance between the two
apertures of the magnet, and LAp1Mag and LAp2Mag are the self inductances of each coil.
The warm resistances Rwarm_i [Ω] in the electrical circuit model are three, one in each
branch respectively.
An average value of Rwarm_1 and Rwarm_2 is given in the circuit database layout [36]
for each IPQ circuit, but in order to have a better agreement with the experimental
data during the validation of the electrical circuit model, the warm resistances have
been re-calculated. To calculate the warm resistances of the circuit, two Slow Power
Abort (SPA) tests have been used as a reference: one test with different currents
in the two magnet apertures, and the other with the same value of current in both
magnet apertures. The three circuit equations 3.1, in stationary regime, are used for
the calculation of the warm resistances. The reference schematic for the equations 3.1
is shown in Fig. 2.6.
VPC_1 = Rwarm_1I1 + L1 · İ1 +M12 · İ2 −Rwarm_3 · I3
VPC_2 = Rwarm_2 · I2 + L2 · İ2 +M12 · İ1 +Rwarm_3 · I3
I1 + I3 = I2
(3.1)
Where Rwarm_i is the warm resistance of the branch i, Ii is the current flowing in the
branch i, Li is the self inductance of the aperture i,and M12 is the mutual inductance
between the magnet apertures.
To be faster in the warm resistance calculation, a SWAN (Service for Web based
ANalysis) notebook (which will be better described in section 3.1.2) was generated.
The goal of this notebook is to find the correct values of the warm resistances
in a semi-automatic mode using the tests performed during the LHC Hardware
Commissioning [37]. To collect the SPA necessary for the calculation of the warm
resistances, the notebook uses the signal acquired with the LHC signal monitor [38],
which represents an efficient way to access data from tests in LHC. The tests are
selected based on the minimum current through the magnet apertures, a minimum
stable length of the experiment, and a tolerance of the current variation in time.
When the two tests are found (an example of the two tests is shown in Fig. 3.1),
measured currents and voltages are used to calculate the Rwarm_i values.
3.1.2 STEAM-SING Notebook
As mentioned in paragraph 3.1.1, the IPQ electrical circuits in the LHC are 78. To
generate faster and in a semi-automatic mode the circuits netlists, a SWAN notebook
was used. SWAN works in the CERN cloud space with an interface similar to the
Jupyter notebook [39]. The notebook is a document that can contain code, text
elements, links, figures, equations,etc. The notebooks are divided into cells where
the user can type code, execute it, and see the results.
The SWAN notebooks are used to generate the models of different magnets/circuits,
but it works also as a repository of data, queried to provide relevant information with
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FIGURE 3.1: Tests found by the notebook. a) Current and voltage
measures versus time in case of the same current value in both magnet
apertures. b) Current and voltage measures versus time in case of
different current values in the magnet apertures.
eventually rapidly update of the models in case of new features; furthermore the use
of notebooks reduces the probability of mistakes thanks to the visualization of the
parameters in the plots.
During this thesis two STEAM python packages are used on the notebooks.
Steam-nb-api is used to parse ROXIE input files, generate magnet models, and write
STEAM-LEDET input files, while the package steam-lhc-sm-api is used to acquire
signals from LHC circuits. The package STEAM-SING [40], imported at the beginning
of the SWAN PSpice© notebook [41], is a Java package to conveniently write PSpice©
netlists. In Fig. 3.2 it is possible to see a cells overview of the SWAN notebook used
to generate the PSpice© netlist for the electrical circuit models using STEAM-SING.
The second cell of the netbook (Import Java gateway and STEAM notebook API) is used
to call the packages necessary to generate the netlist using STEM-STING, read excel
files, needed libraries, etc. The following cells are used to create the correct netlist
template and set the path necessary to call the libraries containing the stimulus and
the sub-tracks of the model. The only parameter that an external user must fill to
generate different models for different IPQ circuits, is the Circuit Name. Once the
Circuit Name has been entered the code sets automatically the global parameters.
The IPQ global parameters are saved in an excel file that contains all the main
information of the circuit: warm resistance values, number of magnets, self and
mutual inductance of the magnet apertures, nominal current, name of the power
converter, and operating temperature. Other components as the diodes, parasitic
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components, and power converters will be read as sub-track of the circuit stored in a
library of sub-components, which is maintained on Gitlab [42, 43]. Each sub-track is
called according to the name of the circuit power converter.
In the remaining cells of the notebook, the connections of the components are defined.
In case of single and constant component, as the earthing resistance, the value is
assigned directly in the code (REG= 1 [GΩ]).
The last three cells of the notebook are dedicated to defining the simulation options,
print the circuit netlist, and write them into a file.
FIGURE 3.2: General overview of the cells that make up the notebook
used to generate the electrical circuit models.
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3.2 Electro-thermal model of the magnet using
STEAM-LEDET
To model the electro-thermal behaviour of the superconducting magnet a specific
in-house tool of STEAM is used.
STEAM-LEDET is a tool that runs as a stand-alone executable
and can reproduce the non-linear magnet behaviour [33]. LEDET
(Lumped-Element-Dynamic-Electro-Thermal) approach consist in a network of
non-linear lumped-elements to analyze the magnets [15]. Three sub-networks are
used to reproduce the completed behaviour of the superconducting magnet during
the simulation:
• Electrical sub-network: reproduce the electrical transient behaviour. It contains
conventional electrical lumped-elements as voltage, current, inductance, etc.
• Thermal sub-network: reproduce the thermal transient behaviour in the cable
cross-section. The thermal system can be represented as an electrical network
where any current flowing in a branch of the circuit is equivalent to a heat flow
and the potential of any node is equivalent to a temperature.
• Coupling currents sub-network: represents the electro-magnetic transient of
the inter-filament (IFCC) and inter-strand coupling currents (ISCC) in the
superconducting cable.
With the coupling currents sub-network, STEAM-LEDET includes non-linear
dynamic effects such as the dependence of the magnet differential self-inductance to
the presence of inter-filament and inter-strand coupling currents in the conductors.
The same simulation environment can simultaneously model macroscopic electrical
transients and phenomena at the level of the superconducting strands.
STEAM-LEDET is not just a useful tool for reproducing the magnet behaviour, but
it is also a functional program to predict the performance of conventional quench
protection systems based on energy extraction (EE), quench heaters (QH), and CLIQ
(Coupling-Loss Induced Quench) protection system [33, 15].
At the end of each simulation STEAM-LEDET generates a report with the main
information about the simulation. Figures, GIFs, and .mat and text files for the
post-processing are also produce at the end of each simulation.
3.2.1 Interfilament and interstrand coupling losses
The losses in a superconducting cable can be divided into inter-filament coupling
losses (IFCL) [19] and inter-strand coupling losses (ISCL) [19]. When a
superconductor cable is subjected to a variable magnetic field dBa/dt [Ts−1], an
induced magnetic field is generated in the opposite direction B_if [T].
The coupling currents generated by the magnetic field variation between filaments
and strands flow through the stabilizer (copper in the Nb-Ti magnets) developing
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ohmic losses. The power (per conductor volume [Wm−3]) generated due to the
magnetic field variation can be calculate using the equations 3.2 and 3.3 for IFCL and
ISCL respectively [15].
P ′′′if =
(
lf
2π
)2
1
ρeff
(
dBt
dt
)2 = 2µ0 τif
(
dBt
dt
)2
(3.2)
P ′′′is =
2
µ0
τis
(
dBt⊥
dt
)2
(3.3)
The parameter τif [s] is a time constant that describes the development of the
inter-filament coupling currents. It is possible describe this time constant with the
equation 3.4 [19]. [15]:
τif =
µ0
2
(
Lf
2π
)2
1
ρmfeff
(3.4)
Where Lf [m] is the filament twist-pitch, ρm [Ωm] is the matrix resistivity, µ0 [TmA−1]
is the magnet permeability in the vacuum, and feff depend to the superconductor
fraction in the matrix on the interface resistance between the filaments, the matrix,
and the position of the filaments in the wire cross-section.
Once the ISCC are induced, the ISCC through the contact resistance between two
crossing strands. In this case, the perpendicular component is taken into account and
the time constant [s] (3.3) can be described as in equation 3.5 [19].
τis = C
Ls(N
2
s − 4Ns)
Rc
(3.5)
Where Rc [Ω] is the contact resistance between the strands, Ls [m] is the strand
twist-pitch, Ns [-] is the number of the strands, and C [Ωm−1] is a fitting constant that
varies between 1.6·10−8 and 1.7·10−8.
STEAM-LEDET can offer a quantitative estimation of the coupling-loss contribution
to the discharge and provide realistic information to asses and optimize the protection
systems.
3.2.2 Heat transfer in the magnet model
The temperature is a critical factor in a superconducting magnet, so it is important
modelling the heat propagation precisely.
The superconducting cables are composed of different materials, so the specific
heat capacity of each cable is calculated as the sum of the different heat capacities,
multiplied for the fraction of the component. The different heat capacities taken
into account by the model are: copper, superconductor, insulation, and internal and
external voids. The specific heat capacity (per unit length [J/(mK)]) for each half-turns
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FIGURE 3.3: Phase diagram of the helium [44]
is described in equation 3.6.
Ctot = (fCucv,Cu + fSCcv,SC + finscv,ins + finV oidscv,inV oids + fextV oidscv,extV oids) (3.6)
Another important material involved with the heat transfer in the superconducting
magnet is the helium. The helium (also called quantum fluid to emphasize the
uniqueness of its properties) is the only substance in nature that does not solidify
at atmospheric pressure even at 0 K. The phase diagram of the helium is shown in
Fig.3.3; it is catheterized by three regions: vapor phase, liquid phase (divided in
two zones: liquid (HeI) and superfluid (HeII)) and solid phase. Helium is the only
element in which the fusion line and the saturation line never meet. At atmospheric
pressure, the helium becomes liquid at 4.22 K while at 2.17 K there is a further phase
transition between the liquid phase and the superfluid phase.
Estimating the correct volume of superfluid helium involved in the heat exchange
with the magnet coils is a challenge, in particular on the magnet not impregnate.
Some magnets are not fully impregnated with the epoxy, this implies the presence of
the voids inside the cable cross-section. These voids can be filled by the superfluid
helium, making cooling effect more relevant to the thermal evolution of the cable.
To give an idea of the influence of the helium during the heat exchange, the heat
capacity of different materials are shown in Fig. 3.4. For example, the volumetric heat
capacity of the helium is 7·105 [J/m3/K] instead of the heat capacity of the kapton
that is 2·102 [J/m3/K] at cryogenic temperature [45]. In particular, the heat capacity
of the helium is highly non-linear between 1.9 K (the operational temperature) and
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FIGURE 3.4: Heat capacity for different materials [46, 47].
FIGURE 3.5: Heat capacity of the Helium [46, 47].
10 K as shown in Fig. 3.5. Above 10 K the volumetric heat capacity of the helium
becomes negligible compared to that of copper.
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FIGURE 3.6: Quantity of helium inside the insulated cable-cross section:
(a) All the voids are filled with helium. (b) Half of the voids are filled with
the helium and the remaining part is filled with the insulation. (c) All the
voids are filled with the insulation, the quantity of helium inside the cable
cross section is zero.
The STEAM-LEDET tool gives the possibility to take into account the helium effect
with two different features. The first feature allows to model the heat exchange
between the coil turns and a thermal sink at a constant temperature equal to the
helium bath temperature. The second feature, in case of not impregnated cable, takes
care of the voids inside the insulated cable cross-section. These voids can be filled
by the infiltrated helium (once the magnet is immersed in the helium bath), by the
insulation deformed due to the Lorentz forces, or partially by both. A very simple
schematic of the insulated cable cross-sections for these three different possibilities
is shown in Fig. 3.6. In Fig. 3.6 (a) all the voids are filled with the helium (blue
background inside the cable cross-section), in Fig. 3.6 (c) all the voids are filled with
the insulation (purple background in the cable-cross section), and in Fig. 3.6 (b) the
voids are filled half with the helium and half with the insulation (blue and purple
background in the cable-cross section).
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3.2.3 Quench propagation
During a quench the temperature starts to increase in a region of the coil. The
resistance on this region grows due to the transition of the superconducting material
in a normal conducting one. Furthermore the passage of the current on the cable
copper matrix generates ohmic losses. Due to these effects, the quench can propagate
in all the directions and to the neighboring cables.
A common way to represent the quench velocity propagation in a superconducting
cable is: [16, 48]
vqp =
J
cv
√
ρelk
Ts − T0
1− 2y√
yz2 + z + 1− y
(3.7)
Where J [A/mm2] is the operating current density in the conductor, ρel [Ωm] is the
electrical resistivity, and k [W/(mK)] is the thermal conductivity. The temperatures
T_0 [K] and T_s [K] are the initial operating temperature and the average between
the current sharing temperature and the critical temperature, respectively [16]. All
these parameters have already been introduced in chapter 1. The first two terms
of equation 3.7 represent the adiabatic quench velocity propagation (which does
not take into account the helium cooling) while the last part of the equation 3.7
represent the non-adiabatic behaviour. The terms z and y are the corrections to the
adiabatic propagation velocity, arising from steady-state and transient heat-transfer,
respectively.
STEAM-LEDET is a 2D software, therefore all the simulations consider a coil
cross-section transverse to the direction of the transport current. Once a quench
appears in the 2D magnet model, it spreads immediately to the entire length of the
turns. To represent the quench propagation phenomena in a more realistic way, the
resistance of each turn is scaled of a fraction related to the contact area between
the heating stations and the magnet turns, changing the model from 2D to 2D+1D.
This behaviour does not represent a complete 3D model of the magnet, but only a
simplified combination. In the new model 2D+1D, at the moment of the quench, only
the regions of the magnet in contact with the heating stations quench immediately.
The rest of the magnet, in the longitudinal direction, starts to quench with a certain
velocity propagation that introduces in the simulation a delay ∆t, as is shown in
Fig. 3.7. The quench velocity propagation depends on the magnetic field, the current
density, and a scaling factor, that depends on the cooling effects in the magnet
model [49].
3.2.4 Notebook
The STEAM-LEDET file contains all the parameters of the magnet. To generate this
file in a semi-automatic way, a dedicated SWAN notebook [50] has been used. An
introduction to SWAN was given in paragraph 3.1.2.
An overview of all the cells created to generate the STEAM-LEDET input file on
the SWAN notebook is shown in Fig.3.8. The input data to use for starting the
generation of the model using the notebook are the main parameters of the magnet
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FIGURE 3.7: Longitudinal fraction of magnet turns quenched in time.
The yellow curve represents the fraction of the magnet turn quenched in
time on the 2D model. It quenches immediately the entire length of the
turn. The blue curve represents the 2D+1D model. In this case, only the
fraction of the turn in direct contact with the heating station quenches
immediately.
and the magnetic field maps from ROXIE, a program developed at CERN for the
electromagnetic simulation and optimization of accelerator magnets [35]. These data
are used to realize the magnet geometry on the notebook, an example is shown
in Fig. 3.9. The polarities, the electrical connections, the magnet and conductors
parameters, and the simulation options will be defined into dedicated cells of the
notebook.
Using the SWAN notebook to generates the LEDET input files allows generating
the models with uniformity, among different magnets, and composing a repository
of data queried to provide relevant information with eventually rapidly update
of the models in case of new features; furthermore, the use of notebooks reduces
the probability of mistakes thanks to the visualization of the parameters in plots.
Examples of these plots, used to visualize and check the connections, are shown in
Fig. 3.10 and Fig. 3.11.
In Fig. 3.11 the heat exchange connections between the adjacent half-turns can be
observed. In the SWAN notebook it is also possible use a graphic method to check
the thermal contact between the quench heaters strips and the magnet half-turns.
For example, in Fig. 3.12 the half-turns in touch with the quench heater strips are
highlighted. The last three cells of the notebook are dedicated to the generation of the
LEDET input file, in the format of an excel file.
The excel file is composed by three sheets. The first one its called Inputs. It contains
all the variables that define cable, strand, coil proprieties, the parameters to define
3.2. Electro-thermal model of the magnet using STEAM-LEDET 37
FIGURE 3.8: Complete overview of all the cells that compose the SWAN
notebook.
the heat exchange, the electrical connection, and the quench protection systems. In
the second sheet, Options, two sets of variables can be defined: the variables that
affect either how the simulation runs, and the post-processing options. The last
two sheets, Plots and Variables, are used to define the optional plots, which will be
saved at the end of the simulations, and the variables to insert in a text file with
the possibility to choose whether to save all their entire history or only their final state.
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FIGURE 3.9: MQY quadrupole magnet geometry generated by the
SWAN notebook.
FIGURE 3.10: Electrical order of the half-turns (a) and groups (b) of the
MQY magnet generated by the SWAN notebook.
3.3 Co-simulation of the circuit model using
STEAM-COSIM
Once the magnet model and the circuit model are generated and validated,
both are combined within a co-simulation to performed with the software
STEAM-COSIM [51]. The necessity to combine models arises when a quench occurs
in particular conditions that can not be reproduced in a stand-alone simulation, for
example in case of different currents in the magnet apertures.
The coupled tools, combined by STEAM-COSIM during the validation of the IPQ
circuits, are PSpice©, for the electrical circuit model, and STEAM-LEDET, for the
electro-thermal model.
STEAM-COSIM is a framework based on cooperative simulation developed at CERN.
The core of the co-simulation is to exchange information between several models in
order to obtain a consistent solution. The signals exchanged during the co-simulation
are the heart of the co-simulation algorithm.
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FIGURE 3.11: Heat exchange connections between the half-turns of the
MQY magnet. The red lines represent the heat exchange along the cable
wide side, while the black lines represent the heat exchange along the
cable narrow side. The blue color on the figure are dots that represent the
strands in each half-turn.
FIGURE 3.12: Heat exchange between half-turns and quench heaters
generated by the SWAN notebook. The half-turns to which quench
heater strips are attached are highlighted with colored points. The
different colors follow the number of the quench heater strips assumed
in the LEDET file.
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FIGURE 3.13: Representation of two ports, exchanging information [51]
The parameter exchange is based on the concept of ports, as is shown in Fig. 3.13.
Each port is composed of a name and a component label (as input and/or output
components).The number of the ports of the electrical circuit depends to the number
on the magnet apertures in the circuit, while the magnet model has a number of ports
equal to the number of the coil section of the magnet [51, 52]. The algorithm of the
COSIM framework is based on the demand of input value for each port, then store
the corresponding output signal in the port [51, 52].
STEAM-COSIM starts running from the PSpice© circuit model, for a defined
time-window, with a defined time-step. After the first iteration, the electrical
circuit model provides a calculated current to the magnet model. In the next step,
STEAM-LEDET runs a simulation with the current value gives from PSpice©, for
the same time windows, and provides new resistances and inductive values to the
electrical circuit model in PSpice©. An example of the signal exchange between the
domains during the co-simulation is shown in Fig. 3.14. In Fig. 3.14 the cross-sections
of the two magnet apertures (on the right side) represent the STEAM-LEDET magnet
model, while the electrical circuit (on the left side) represent the PSpice© circuit
model. Ikcircuit, Uk−1, and Rk−1 are the values exchanged between the two models at
each iteration.
Before starting with the co-simulation a pre-conditioner is needed to improve
convergence. The pre-conditioner is used to introduce elements that act on the first
order approximation [51]. The pre-conditioner contains the coupling parameters of
both models, in this case: the circuit current (calculated by PSpice©), the inductive
voltage (calculated by STEAM-LEDET), and the resistance of the quenched magnet
(calculated by STEAM-LEDET). Even if the pre-conditioner is present, both models
are solved individually.
The iteration, with the same time-window, will be repeated until the convergence
level, in terms of the set relative and absolute error, is achieved. During the iteration
steps, better and better approximations of the results are reproduced within the
algorithm over the entire time interval [51].
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FIGURE 3.14: Working principle of the co-simulation on the LHC
quadrupole circuit and the magnet.
3.3.1 Notebook
In order to be able to run a co-simulation using STEAM-COSIM, some modifications
to the PSpice© circuit are needed.
Using a different SWAN notebook [41], an electrical circuit was created using
STEAM-SMIC. This circuit model is very similar to the PSpice© one, described in
paragraph 3.1. As mentioned before, the co-simulation needs to exchange information
between two or more tools, so it is necessary introduce another library [53] in the
circuit model (that contains all the magnet parameters) and others cells on the
notebook that are used to generate the port and configuration files needed to the tool
STEAM-COSIM. This permits to exchange data between PSpice© and STEAM-LEDET.
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4 Simulation of electrical transients in
IPQ circuits
As described in paragraph 3.1, the electrical circuit models of the IPQ are realized as
a PSpice© netlist using STEAM-SING on the SWAN notebook.
Once all the electrical IPQ circuits models have been realized, it is necessary to
validate them using experimental data, in particular Slow Power Abort (SPA).
The LHC is a complex machine, composed of many interconnected systems subject to
deterioration. For this reason, to reduce the risk of accidents, there are several safety
measures put in place, like the inspection of all superconducting circuits during the
Hardware Commissioning (HWC) powering tests. The HWC tests consist of carrying
out several powering cycles at different current levels for each superconducting
circuit [54]. These tests are performed periodically to guarantee the functionality
of the LHC machine by specialized teams and the signals are recorded in the LHC
database.
There are several databases used for signal monitoring in the LHC [55].
• Post Mortem (PM): In the PM database, the data are stored in high resolution
after a relevant event (e.g. a quench). The PM database contains transient data
recorded by the different equipment systems of the LHC.
• CERN Accelerator Logging Service Data (CALS): The data extraction is
performed using a Java API, and optionally a generic Graphical User Interface
(GUI), called TIMBER, to visualize the data. It is persisted in Oracle RAC (Real
Application Clusters) and stores approximately 2TB of data per week.
• Next CERN Accelerator Logging (NXCALS): is the new ideas based on Hadoop
Big Data technologies using cluster computing power for the Data Analysis.
Currently, NXCALS project is still under active development and the full
operational swap from CALS to NXCALS is foreseen in the next future.
To collect the data from the LHC databases, a SWAN notebook, developed for the
LHC signal monitoring project [38], was used. For the validation of the electrical
circuits models different SPA tests performed between 2015 and 2018 were selected.
Before starting with the validation of the entire electrical circuit model, it is necessary
to validate each component of the circuit. In the case of the IPQ circuits, the only
components present, and a consequence to validate, are the diodes.
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TABLE 4.1: PSpice© parameters adopted in the diode model.
*Diode
+ IS=0.00171429
+ RS=0.00075
+ N=0.85
+ TT=1.00E-09
+ CJO=2.34E-08
+ VJ=0.390500001
+ M=0.257400508
+ EG=0.69
+ XTI=2
+ KF=0
+ AF=1
+ FC=0.5
+ BV=15
+ IBV=800E-03
.ENDS
4.1 Diode validation
As mentioned before (in Section 3.1.1) the IPQ superconducting circuits include 20x2
diodes. As shown in Fig. 2.6, each stack of diodes is connected in parallel to the
power converter. For the IPQ circuits, two different types of diode are used: the
245NQ015PbF [56] and the D4457N [57]. The 245NQ015PbF is used in all the power
converters RPHH and some RPHGA, while for the power converters RPHGB and the
rest RPHGA the D4457N is used.
In the PSpice© tool, some diode models are already embedded. These models are
static and can not change during the simulation time, thus, to reproduce a specific
behaviour, some parameters of the diode model have been changed. The PSpice©
diode model can be described using Eq. 4.1. Where ID is the current through the
diode [A], Is is the saturation current [A], VD is the voltage across the diode [V], q
is the charge of the electron [C], k is the Boltzmann’s constant [J/K], and n is the
ideality factor [-].
ID = Is
(
e
qVD
nkT − 1
)
(4.1)
Both the simulated diodes in the circuits models are in good agreement with the
experimental data using the parameters reported in Tab. 4.1. The diode parameters
found during the validation of the component are saved in the IPQ sub-track on the
GitLab steam-pspice-library [43]. This library is automatically called by PSpice© when
the circuit is running.
The diode parameters chosen after the validation phase does not represent the diode
behaviour given by the data-sheet [56] [57], as shown in Fig. 4.1.
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However, this is not surprising because the working condition are different from
the testing one. In Fig. 4.2 the forward current against the forward voltage in one
diode is shown. The developed diode model has good agreement compared with the
measurements during a real transient.
FIGURE 4.1: Diode forward characteristic curve, current versus voltage
across the diode.Comparison between the data-sheet diode characteristic
and the characteristic chosen during the validation of the diode.
FIGURE 4.2: Forward Current vs Forward voltage. Comparison between
simulated and the measured diode behaviour.
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4.2 Parasitics components
Additional parasitic components are added in the electrical circuit model to increase
its numerical robustness and improve convergence, as highlighted in Fig. 4.3. The
values of these components are the same for all of the IPQ circuits and they help
to reduce the high-frequency impedance of the diodes. The values of the parasitic
components are summarized in Tab. 4.2.
TABLE 4.2: Values of the parasitic components in the IPQ circuit model.
Component Name Value
C_C1 1 [pF]
C_C2 1 [pF]
R_R1 1 [Ω]
R_R2 1 [Ω]
R_R1_1 1 [kΩ]
R_R2_1 1 [kΩ]
FIGURE 4.3: Schematic of the IPQ circuit with the highlighted parasitic
components.
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4.3 IPQ circuit model validation
Once all the model has been generated, simulations against tests were performed to
demonstrate the correct behaviour of the circuits.
The goal of the validation procedure of the IPQ circuits models is to reproduce the
electrical signals measured during the LHC HWC.
Each test performed in the circuit was executed following the "Test procedure for
the individually 4-6 kA quadrupole circuits" [58]. The different powering cycles
performed during the LHC HWC are shown in Fig. 4.4. For the validation of the
pure electrical circuit, only the SPA tests were used. The SPAs are provoked to check
the functionality of the power converter. During the SPA the power converters are
switched-off, then the current in the circuit starts to decay slowly, in about 10 s.
To analyze the circuit model behaviour only the "PNO" tests were selected. It is
possible to divide the PNO tests in two different categories: (i) "PNO.C3", where the
tests are performed at nominal current (or close) in both apertures of the magnet, and
(ii) "PNO.C4", where the tests are performed with two different currents in the two
magnet apertures. During the tests, the protection of the magnet is guaranteed by the
quench heaters in case of unexpected events.
FIGURE 4.4: Powering cycles for the IPQ circuits [58].
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In Fig. 4.5 the validation of four different IPQ circuits is shown; the current and
the voltage on the left and right side, respectively. The model of the circuits has been
proved at different conditions of nominal current, type of magnet, and temperature
in order to cover all the cases. In the plots of the current versus time (i.e., left of
Fig. 4.5), it is possible to observe the good agreement of the circuits during the current
decay after the switch-off of the power converter, that arrives at 200 s and 800 s for
RQ5.L8 (Fig. 4.5 a.), RQ8.L1 (Fig. 4.5 b.), RQ9.R2 (Fig. 4.5 d.), and RQ4.L1 (Fig. 4.5
c.), respectively. The good agreement between the circuit model and the experimental
data implies a correct setting of the parameters in the circuit model, as well as the self
inductances of the magnets. While, from the plots of the voltage versus time (i.e., right
of Fig. 4.5) it is possible to appreciate the good agreement between the circuit model
and the experimental data after the switch-off of the power converters. In conclusion,
the electrical circuits model can be considered validated.
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a.
b.
c.
d.
FIGURE 4.5: Validation of four different IPQ circuits. Measured and
simulated DDCT current vs time and measured and simulated voltage
across the power converter vs time. a. RQ5.L8 (2xMQM magnets at 4.5
K and 4.1 kA). b. RQ8.L1 (MQML magnet at 1.9 K and 5 kA). c. RQ4.L1
(MQY magnet at 4.5 K and 3.6 kA). d. RQ9.R2 (MQM+MQMC magnets
at 1.9 K and 5 kA).

51
5 Simulation of electro-thermal
transients in IPQ magnets
As described in chapter 2, in the matching section a non-symmetric magnet layout is
required to compensate the shift of the collision point. The LHC matching sections
are built with individually powered superconducting Nb-Ti quadrupole magnets, of
the types MQM and MQY cooled at 1.9 K and 4.5 K. No additional correctors are
required when these types of magnets are used, but the number of magnets and their
parameters are specific for each insertion.
In the next paragraphs the generation and the validation of the MQM and MQY
magnets will be described.
5.1 MQY Validation
The validation of the MQY magnet model was assessed comparing the simulations,
performed with the STEAM-LEDET tool, and the experimental tests [59] carried out
in 2015 at 1.9 K at the CERN magnet test facility (SM18) [60]. The experimental tests,
shown in Tab. 5.1, were performed powering only one magnet aperture. During the
tests three different protection systems were used: (i) Coupling-Loss Induced Quench
(CLIQ), (ii) Quench Heater (QH), and Energy Extraction (EE) (detailed described in
Section 1.6). The tests used to validated the model were accomplished with the aim
of better understanding the effect of each protection, on a full-scale magnet, under
different operating conditions [59]. During the tests, the trigger of the protections
systems is t = 0 s (t0), but the CLIQ and the QHs start with a delay, 0.5 ms and
4 ms, respectively. Such delays are caused by the triggering time of the systems.
Furthermore, the EE system is triggered with a delay that depends on the operating
current, which was selected to guarantee the magnet protection even in case of
malfunctioning of one of the other systems.
When a superconducting magnet quenches, the normal conductive zone propagates,
increasing the resistance that forces the magnet current to decay, dissipating the stored
energy. To reduce hot-spot temperature and peak voltages most of the coil needs to be
quickly transferred to the normal conductive state. An example of a quench starting
in one of the turns of the MQY magnet is shown in Fig. 5.1. The plot shows the effects
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of an unprotected quench forced in the magnet and the consequent thermal diffusion
between the closer turns. This case is unexpected on the LHC machine also in case of
failure of the protection, because the redundancy of the protection systems is in place.
FIGURE 5.1: Temperature distribution in case of a forced quench in an
unprotected MQY magnet.
5.1. MQY Validation 53
TA
B
L
E
5.
1:
O
ve
rv
ie
w
of
th
e
te
st
pa
ra
m
et
er
s
us
ed
du
ri
ng
th
e
te
st
ca
m
pa
ig
n
in
SM
18
.
SM
18
te
st
s
ov
er
vi
ew
Te
st
C
ur
re
nt
[A
]
R
E
E
[m
Ω
]
EE
D
el
ay
[s
]
C
C
L
I
Q
[m
F]
V
C
L
I
Q
[V
]
C
LI
Q
D
el
ay
[s
]
C
Q
H
[m
F]
V
Q
H
[V
]
Q
H
D
el
ay
[s
]
D
el
ay
ed
En
er
gy
Ex
tr
ac
ti
on
O
nl
y
1
10
00
16
0
0.
50
-
-
-
-
-
-
Q
ue
nc
h
H
ea
te
rs
an
d
de
la
ye
d
En
er
gy
Ex
tr
ac
ti
on
2
30
00
16
0
0.
05
-
-
-
51
.2
99
0
0
3
20
00
16
0
0.
25
-
-
-
51
.2
99
0
0
4
15
00
16
0
0.
50
-
-
-
51
.2
99
0
0
5
10
00
16
0
0.
50
-
-
-
51
.2
99
0
0
C
LI
Q
an
d
de
la
ye
d
En
er
gy
Ex
tr
ac
ti
on
6
30
00
16
0
0.
05
8.
8
65
0
0
-
-
-
7
20
00
16
0
0.
25
8.
8
65
0
0
-
-
-
8
15
00
16
0
0.
50
8.
8
65
0
0
-
-
-
9
10
00
16
0
0.
50
8.
8
65
0
0
-
-
-
10
15
00
16
0
0.
50
56
.4
50
0
0
-
-
-
11
10
00
16
0
0.
50
56
.4
50
0
0
-
-
-
12
10
00
16
0
0.
50
8.
8
50
0
0
-
-
-
13
10
00
16
0
0.
50
8.
8
40
0
0
-
-
-
54 Chapter 5. Simulation of electro-thermal transients in IPQ magnets
5.1.1 Delayed Energy Extraction
The first test category, composed only by one test, Test 1, is characterized by the
presence of only the EE protection system. Test 1 is executed at 1.9 K to evaluate the
magnet discharge at low current (1 kA). The EE system is activated at 0.50 s to ensure
the protection. During the validation, this test was used to calculate the electrical
circuit parameters of the magnet model. Using the measured magnet current and
the voltage at its terminals, it is possible to evaluate the total voltage drop across the
magnet as: Vmag = Imag(Rcircuit + Rcrowbar) + Vcrowbar, where Rcrowbar and Vcrowbar are
related to the power-supply crowbar and Rcircuit is the resistance of the warm part
of the circuit. The estimated values are Rcircuit+ Rcrowbar= 0.0023 Ω and Vcrowbar= 0.7 V.
The corresponding STEAM-LEDET simulation is shown in Fig. 5.2. The measurement
and the simulation are in good agreement (with a relative error less then 0.7 %), hence
Rcircuit, Rcrowbar, and Vcrowbar are exploit for the next simulations.
5.1.2 Quench Heaters and Delayed Energy Extraction
During the test campaigns at SM18, four tests, with QHs and delayed EE, were
performed at different currents levels.
As mentioned in chapter 2.1, the design protections for the MQY quadrupole is
guaranteed by 8 quench heaters strips in series per aperture. The terminals of each
strip are connected to a capacitor bank charged with a certain voltage. The charging
voltage and the capacitance of the quench heaters during the test campaign were
990 [V] and 51.2 [mF], respectively. The capacitance and charging voltage refers to
the SM18 equipment, while during the normal operation in the LHC machine the
charging voltage and the capacitance are 900 [V] and 56.4 [mF], respectively.
a. b.
FIGURE 5.2: Delayed energy extraction only (Test 1, see Tab. 5.1).
a. Measured and simulated magnet current versus time. b. Current zoom
after the quench protection system starts.
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Test 2
Test 2 is executed at 3 kA with QHs and delayed EE (see Table 5.1).
The first effect analyzed during the validation of the magnet model was the heat
exchange between the magnet turns and the thermal sink a constant temperature
equal to the helium bath temperature. STEAM-LEDET features an option for
simulating the conductor cooling towards a thermal sink. In the STEAM-LEDET
input file, on the Option sheet, it is possible to set the flag of the heat exchange to
three different values.
• flag_HeCooling=0. The heat exchange condition is adiabatic.
• flag_HeCooling=1. The helium cooling is included in the simulation but only
with conductive heat transfer.
• flag_HeCooling=2. The helium cooling include conductive and simplified
convective heat transfer.
The effects of these three different options are shown in Fig. 5.3. In Fig. 5.3 is possible
to see the comparison between simulated and experimental resistance. The coil
resistance is not measured directly, but it is calculated from the measured voltage
and current.
R =
Umag − LdImagdt
Imag
(5.1)
where Umag [V] is the voltage measured across the magnet, Imag [A] is the measured
current in the magnet, and L [H] is the magnet self-inductance (dependent on the
current). Voltage and current measurements introduce peaks in the resistance plots
caused by the noise in the measurements.
The effects of the different cooling conditions are more visible in Fig. 5.3 c after the first
20 ms, while the effects are negligible on the current discharge. The flag_HeCooling= 2,
i.e. for conductive and simplified convective helium heat transfer, is maintained for
all the simulations.
A second parameter that can influence the thermal transient in a superconducting
magnet is the quantity of helium inside the insulated cable cross-section. The MQY
magnet has a Nb-Ti not impregnated cables, therefore, when the magnet is immersed
in liquid helium, a quantity of it can permeates the cable cross-section filling the voids
between the strands. Different quantities of helium inside the cable cross-section
can influence the quench time due to the different volumetric heat capacity of
the materials at 1.9 [K], 7·105 [J/Km3] and 2·102 [J/Km3] for helium and kapton,
respectively [45].
Knowing all the parameters of the bare cable (reported in Fig. 5.4) and the diameter
of the strands (0.48 mm and 0.73 mm for the outer and the inner cable, respectively),
it is possible to obtain the area of the voids inside the insulated cable cross-section.
For the MQY magnet the 9.8% of the cable cross-section area is empty. The remaining
area is occupied by the strands (72.7%) and by the insulation (17.5%). The voids of the
cable-cross section can be filled by the infiltrated helium, by the insulation deformed
due to the Lorentz forces, or partially by both, as introduced in section 3.2.2. The effect
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a. b.
c. d.
FIGURE 5.3: Simulation and measurement for different settings of the
LEDET helium cooling assumptions. a. Magnet current versus time.
b. Zoom in the magnet current. c. Magnet resistance versus time.
d. Zoom in the magnet resistance.
of different fraction of helium inside the cable cross-section is shown in Fig. 5.5. More
details about the absolute and relative error between simulations and measurements
are summarized in Tab. 5.2. Where RMSE is the Root Mean Square Error, |E| is the
absolute error, and Er is the relative error. Er is calculated as Isim-Imeas/Imeas, where
Isim is the simulated magnet current and Imeas the measured current.
The best agreement between simulation and measurement is achieves with the 7%
of the cable cross-section filled by the helium (5/7 of the voids). For the other two
cases (5% of helium and no helium inside the cable cross-section) the quench is
induced sooner than the experiment, (10 ms, and 30 ms respectively), while, in the
case where all the voids are filled by the helium the quench arrive few milliseconds
after the measurement. Moreover, the simulation with 7% of helium inside the cable
cross-section is to be considered better than the other because the absolute error
(Fig. 5.5 a) is lower in the first part of the current discharge.
Another parameter related with the heat exchange during the quench transient is
the fScaleContactAreaQH. It introduces the possibility to set the contact area between
the QH strips and the conductors in order to simulate the diffusion of the heat along
the longitudinal axis. Once the QHs are triggered, the heat does not propagate
homogeneously, but it start to spread from the heating stations (introduced in
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FIGURE 5.4: Schematic design and size of the MQY cable bare.
a.
b.
c.
d.
FIGURE 5.5: Simulations and measurement for different fractions of
helium inside the insulated cable cross-section. a. Magnet current versus
time. b. Zoom in the magnet current. c. Magnet resistance versus time.
d. Zoom in the magnet resistance.
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TABLE 5.2: Absolute and relative error on the magnet current for
the simulations with different quantity of helium inside the cable
cross-section.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
He=9.8% 47.7 84.1 6.4 12.1
He=7% 13.8 30.5 0.9 3.8
He=5% 21.4 67.8 2.8 4.3
He=0% 107.4 240.0 12.1 21.0
FIGURE 5.6: Photo of the HL-LHC quench heaters. The fractions of
stainless steel (heating station) and copper are well identifiable [61].
FIGURE 5.7: Simplified representation of the thermal layout along the
length of the conductor. The heat flux flow from the quench heater
heating stations to the conductors. Different colors of the arrows
represent different cases of heat propagation.
section 1.6 and shown in Fig. 5.6). Once the strip starts to heat up, the heat flux
moves from the QHs to the conductors flowing by the heating stations, as shown in
Fig. 5.7. The different colors of the arrows in Fig. 5.7, represent different cases of heat
propagation, which is strongly related to the temperature and the magnet current [62,
48].
To understand the impact of the fScaleContactAreaQH parameter on the simulations,
four different values of it are taken into account (they are summarized in Tab. 5.3
where fScaleContactAreaQH IN and fScaleContactAreaQH OUT represent the fraction
of the stainless steel in the QHs strips on the inner and outer layers, respectively):
• Case 1 (Min): In this case the heat propagation from the QH strips to the
conductors is supposed very quick and there is not heat propagation along the
cable between the two closer heating stations. It represents the minimum value
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Scaling factor of the contact Area of the QH
fScaleContactAreaQH IN fScaleContactAreaQH OUT
Min 0.40 0.28
Av between Av and Min (0.4+Av)/2 (0.28+Av)/2
Average (0.4+1)/2 (0.28+1)/2
Max 1 1
TABLE 5.3: Different values of fScaleContactAreaQH used for the
validation during the simulations.
TABLE 5.4: Absolute and relative error on the magnet current for the
simulations with different scaling factor of the contact area between the
QHs and the conductors.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
fScQH=Min 8.1 32.6 0.3 1.1
fScQH=Av betw Av and Min 5.9 30.3 0.2 1.0
fScQH=Av 7.2 27.9 0.3 1.1
fScQH=Max 12.0 51.3 0.4 1.8
of heat propagation in the cable. Case 1 is represented by the red arrows in
Fig. 5.7.
• Case 2 (Average between the Average and the Minimum): The scaling factor of
the contact area was taken as the average between the average (between max
and min) and the minimum value (case 1). This is a reasonable assumption
because the heat flux, that through to the heating stations, is in function of the
temperature and the external current [62], therefore, it can spread around the
heating station to the closer ones. Case 2 is represented by the red and pink
arrows in Fig. 5.7, and it presented the best agreement between simulations and
measurements (see Tab. 5.4), i.e. these values of fScaleContactAreaQH IN and
fScaleContactAreaQH OUT are used in the whole validation process.
• Case 3 (Average): Is the average between the minimum value of the scaling
factor (case 1) and the maximum one (case 4). Case 3 is represented by the red,
pink and soft purple arrows in Fig. 5.7.
• Case 4 (Max): Represent the maximum value of the scaling factor. In this case is
supposed that the heat spread slowly in the cable, so it has the time to expand
along the longitudinal length between two closer heating stations. Case 4 is
represented by all the arrows in Fig. 5.7.
The simulations with different values of the fScaleContactAreaQH are shown in
Fig. 5.8.
The last parameter to set up for the validation of the MQY model at 3 kA is the
Residual Resistivity Ratio (RRR). The range of RRR chosen for the model validation
goes from 170 to 220 (according to the magnet description, section 2.1). Different RRR
values can affect the transient of the resistance after the quench as shown in Fig. 5.9.
Due to the small errors (reported in Tab. 5.5), and to be consistent with the validation
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a.
b.
c.
d.
FIGURE 5.8: Simulations and measurements for different
fScaleContactAreaQH. fScaleContactAreaQH=Min, represents the
minimum spread of the heat flux on the cables (case1).
fScaleContactAreaQH=Average between the Average and the Min, represents
an average of the scaling factor of the QH strip contact area between the
minimum and the average value (case2).
fScaleContactAreaQH=Average, represents the mathematical average
between the maximum and minimum values of the scaling factor of the
contact area of the QH strip (case3).
fScaleContactAreaQH=Max, represents the maximum spread of the heat
flux on the cables (case4).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in the magnet resistance.
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a. b.
c. d.
FIGURE 5.9: Simulations and measurement for different Residual
Resistivity Ratio. a. Magnet current versus time. b. Zoom in the magnet
current. c. Magnet resistance versus time. d. Zoom in the magnet
resistance.
TABLE 5.5: Absolute and relative error on the magnet current for the
simulations with different RRR.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
RRR=170 12.1 28.2 0.7 1.8
RRR=200 30.0 55.3 2.1 8.3
RRR=220 43.4 78.4 3.2 12.0
at different current levels, a value of RRR=170 was chosen for the validation and it
has been used for all the next simulations.
The validation of Test 2, with all the parameters found until now, is shown in Fig. 5.10.
62 Chapter 5. Simulation of electro-thermal transients in IPQ magnets
a. b.
c. d.
FIGURE 5.10: Quench Heaters and Delayed Energy Extraction (Test 2, see
Tab. 5.1). a. Magnet current versus time. b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in the magnet resistance.
Test 3
Test 3 is at 2 kA with QHs and delayed EE (see Tab. 5.1). The current of Test 3 is
lower than the nominal one. Therefore, during the transient, the heat does not spread
immediately for the entire magnetic length, but it move between the turns due to
thermal diffusion across the insulation layers between turns.
Once the QHs are triggered in the 2D model, the heat starts to spread radially from the
heating stations to the turns. While, with the updated model, from 2D to 2D+1D (see
section 3.2.3), also the longitudinally heat diffusion through the copper of the strands
has been approximated. The initial longitudinal length of the quenched conductor,
in a MQY magnet, is equal to 0.97 m; this corresponds to the length covered by the
QHs heating stations. From them the heat spreads in the longitudinal direction with
a certain quench velocity propagation that introduces in the simulation a ∆t.
The quench velocity propagation is a parameter influenced by different factors, as
the current level, the magnetic field, the magnet temperature, etc [49]. An additional
scaling factor is needed at low current because the effect of helium cooling is more
significant and the adiabatic approximation is less accurate. To better analyze the
effect of the scaling factor, simulations with different scaling factors on the quench
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TABLE 5.6: Absolute and relative error for the simulations with different
scaling factor of the quench velocity propagation.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
sF=1 22.8 68.8 3.7 7.5
sF=0.9 22.5 66.8 3.6 7.5
sF=0.8 22.3 65.6 3.5 7.5
sF=0.7 22.1 64.0 3.4 7.4
sF=0.5 12.6 42.4 2.7 7.1
sF=0.3 19.8 48.6 2.7 7.0
sF=0.25 19.0 47.3 2.0 6.7
sF=0.2 17.7 45.9 2.0 6.6
sF=0.15 15.8 43.3 1.0 4.1
sF=0.1 16.0 45.4 1.5 5.4
sF=0.05 22.0 92.8 4.1 8.0
sF=0.0 85.2 208.9 10.1 30.3
velocity propagation are shown in Fig. 5.11. Once the scaling factor is equal to zero,
the quench velocity propagation is zero, i.e. the heat don’t spread around remaining
on the quenched fraction of the turns in contact with the heating stations. On the
contrary, if the scaling factor is equal to 1 it is possible to observe that the current is
discharged too quickly respect to the experiment; in both cases, the simulations are
not in agreement with the measurements. The simulation with the better agreement
(see Tab. 5.6) is the one with a scaling factor equal to 0.15 and it is shown in Fig. 5.12.
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a. b.
c.
d.
FIGURE 5.11: Experimental curve and simulations for different scaling
factor values. a. Magnet current versus time. b. Zoom in the magnet
current. c. Magnet resistance versus time. d. Zoom in magnet resistance.
5.1. MQY Validation 65
a.
b.
c. d.
FIGURE 5.12: Quench Heaters and Delayed Energy Extraction (Test 3, see
Tab. 5.1). a. Magnet current versus time. b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in magnet resistance.
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Test 4 and Test 5
The validation of Test 4 and Test 5, was done with the parameter found until now
during the MQY validation. The scaling factor of the quench velocity propagation
was change due to the current level (1.5 kA and 1 kA for Test 4 and Test 5, respectively,
see Tab. 5.1). The scaling factors that best approximate the experimental curves are
0.1 and 0.07 for Test 4 and Test 5, respectively. The simulations of the two tests, are
shown in Fig. 5.13 (Test 4), and Fig. 5.14 (Test 5), while the errors are summarized in
Tab. 5.7.
a.
b.
c.
d.
FIGURE 5.13: Quench Heaters and Delayed Energy Extraction (Test 4, see
Tab. 5.1). a. Magnet current versus time. b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in magnet resistance.
TABLE 5.7: Absolute and relative error on the magnet current for test 4
and test 5.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
Test 4 30.0 60.0 0.4 1.9
Test 5 7.1 35.7 0.5 0.9
5.1. MQY Validation 67
a.
b.
c.
d.
FIGURE 5.14: Quench Heaters and Delayed Energy Extraction (Test 5, see
Tab. 5.1). a. Magnet current versus time. b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in magnet resistance.
The different scaling factors chosen at different current levels are shown in
Fig. 5.15. The effect of the scaling factor is negligible at nominal current, while it
has a significant impact at low currents regime (from 2000 A).
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FIGURE 5.15: Trend of the scaling factor. At 3 kA the effect of the scaling
factor is negligible, while it have a big impact at low currents.
5.1.3 CLIQ and Delayed Energy Extraction
As specified in section 2.1, the MQY quench protection relies on QHs. During the test
campaign at SM18 in 2015, CLIQ units and EE have been added to test the protection
in a full-scale magnet.
Two different CLIQ units were used during the tests. They were characterized
by different capacitance, charging voltage of the capacitor banks, and hence stored
energy, as summarized in Tab. 5.8.
The electrical scheme of the MQY magnet with the CLIQ protection is shown in
Fig. 5.16 [59]. The CLIQ unit is connected between one side of one aperture and its
middle point. All the tests were performed powering only one aperture of the magnet.
Test 6, Test 7, Test 8, and Test 9 are executed with the unit CLIQ-1 at different current
levels.
TABLE 5.8: Main parameters of the CLIQ units
Name Capacitance [mF] Charging Voltage [V] Energy [kJ]
CLIQ-1 8.8 650 1.86
CLIQ-2 56.40 500 7.05
5.1. MQY Validation 69
FIGURE 5.16: Schematic of the magnet test circuit including the CLIQ
system protection in one aperture [59].
Test 6
The transient generated by the CLIQ protection, caused in the SC coil a varying
magnetic field that introduces transient currents between the superconducting
filaments of a strand, and then ohmic losses generated by the closed paths across
the normal conducting matrix. Due to the multiple strands, also coupling currents
through strand contact resistances are developed during the transient [19].
During the MQY validation, only the Inter-Filament Coupling Currents (IFCC)
have been taken in to account. The coupling losses generated in the conductor
increase its temperature and can cause the transition to the normal state during the
discharge. STEAM-LEDET can offer a quantitative estimation of the coupling-loss
contribution to the discharge and provide realistic information to assess and optimize
the protection systems.
To better understand the effect of the IFCC on the magnet model, the effective
transverse resistivity parameter feff (introduced in section 3.2.1) has been changed
in a wide range. The inter-filament coupling loss generated during the transient
are uniformly along the longitudinal direction. In Fig. 5.17 several simulations with
different value of feff are shown. The simulation with feff=3.5, shown in Fig. 5.18, is
the one with the best agreement with the measurement (see Tab. 5.9).
The parameters selected for validate the MQY magnet model during a transient with
CLIQ and delayed EE are:
• Residual Resistivity Ratio = 170
• Fraction of helium inside the insulated cable cross-section = 7 %
• Effective transverse resistivity parameter = 3.5
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TABLE 5.9: Absolute and relative error on the magnet current for
simulations with different values of effective transverse resistivity.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
feff=0.5 151.9 687.3 5.8 26.1
feff=1 126.8 572.3 4.9 21.4
feff=2 74.9 371.5 2.9 14.4
feff=3 61.5 262.0 2.4 10.1
feff=3.5 54.5 192.7 2.0 7.2
feff=4 54.8 193.6 2.1 7.6
feff=5 61.8 156.0 2.3 7.6
feff=6 69.9 174.5 2.7 7.3
feff=7 77.5 191.0 3.0 7.8
feff=8 85.7 205.6 3.3 7.8
feff=9 93.9 218.9 3.6 8.2
feff=10 101.3 230.4 3.9 8.2
a. b.
c.
d.
FIGURE 5.17: Experimental curve and simulations for different feff
values. a. Magnet current versus time. b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in magnet resistance.
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a. b.
c. d.
FIGURE 5.18: CLIQ and Delayed Energy Extraction (Test 6, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
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Test 7, Test 8, and Test 9
The simulations of Test 7, Test 8, and Test 9 (see Tab.5.1) have been done using the
parameters selected until now (RRR, quantity of helium inside the insulated cable
cross-section, and feff ). The simulations of Test 7, Test 8, and Test 9 are shown in
Fig. 5.19, Fig. 5.20, and Fig. 5.21, respectively, while the absolute and relative error are
summarized in Tab. 5.10. In all of these simulations the quench occurs slightly sooner
with respect to the experiment (0.5-1 ms).
a. b.
c. d.
FIGURE 5.19: CLIQ and Delayed Energy Extraction (Test 7, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
TABLE 5.10: Absolute and relative error on the magnet current for Test 6,
Test 7, Test 8, and Test 9.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
Test 6 54.5 192.7 2.0 7.2
Test 7 6.9 176.8 0.6 1.3
Test 8 39.6 188.6 3.5 18.1
Test 9 32.9 215.9 2.7 22.9
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a. b.
c. d.
FIGURE 5.20: CLIQ and Delayed Energy Extraction (Test 8, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
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a. b.
c. d.
FIGURE 5.21: CLIQ and Delayed Energy Extraction (Test 9, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
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Test 10, Test 11, Test 12, and, Test 13
Test 10 and Test 11 were executed at different current level with the unit CLIQ-2 (see
Tab. 5.8). The simulations are shown in Fig. 5.22, and Fig. 5.23, respectively. The
higher-amplitude oscillations visible during the current discharge are related to the
higher capacitance of the CLIQ unit.
a. b.
c.
d.
FIGURE 5.22: CLIQ and Delayed Energy Extraction (Test 10, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
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a. b.
c. d.
FIGURE 5.23: CLIQ and Delayed Energy Extraction (Test 11, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
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Test 12 and Test 13 were executed with the unit CLIQ-1 (see Tab. 5.8) at different
voltages. The simulations are shown in Fig. 5.24, and Fig. 5.25 for Test 12 and Test 13
respectively.
Absolute and relative errors between tests and simulations executed with different
CLIQ unit are reported in Tab. 5.11.
a. b.
c. d.
FIGURE 5.24: CLIQ and Delayed Energy Extraction (Test 12, see Tab. 5.1).
a. Magnet current versus time. 115 b. Zoom in the magnet current.
c. Magnet resistance versus time. d. Zoom in magnet resistance.
TABLE 5.11: Absolute and relative error on the magnet current for
Test 10, Test 11, Test 12, and Test 13.
RMSE [A] Max |E| [A] <Er> [%] Max Er [%]
Test 10 71.4 298.0 10.7 21.5
Test 11 82.6 304.8 13.6 32.4
Test 12 45.0 143.7 4.0 23.2
Test 13 3.6 116.6 0.9 15.3
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a. b.
c. d.
FIGURE 5.25: CLIQ and Delayed Energy Extraction (Test 13, see Tab. 5.1).
a. Magnet current versus time. b. Zoom in the magnet current. c. Magnet
resistance versus time. d. Zoom in magnet resistance.
The validation of the MQY magnet at 1.9 K gives good agreement between
simulations and measurements, in particular in case of the transient with QHs and
delayed EE, where the relative error ( Isim-Imeas/Imeas) is under 1% also at low
current level. For the transient with CLIQ and delayed EE the agreement between
simulations and measurements worsens but still remains in an excellent range with
the relative error under 4% for the tests performed with the unit CLIQ-1 (see Tab.5.8).
While it increases in the simulations performed with the parameters of the unit
CLIQ-2 (see Tab.5.8) due to the higher-amplitude oscillations difficult to reproduce
on the simulation.
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TABLE 5.12: Impact of the parameters on the MQY magnet model
Name EE QHs CLIQ
Warm circuit resistance
Scaling factor of the contact area on the QH strip ++
Helium fraction in the cable cross-section ++ ++
Quench velocity propagation +(at low current)
Residual Resistivity Ratio + +
Effective transverse resistivity parameter ++
5.2 MQY Sensitivity Analysis
During the validation of the MQY magnet model, different parameters were analyzed
in different ranges to achieve a good validation of the MQY magnet model. Their
impact on the simulation results is qualitatively summarized in Tab. 5.12.
The RRR and the circuit parameters (R_circuit, R_crowbar, and V_crowbar) have
been obtained during the validation thanks to the comparison between simulations
and experimental data; Usually these values are known and, as the case of the RRR,
not constant. The assumption of an uniform RRR in all coils of a magnet gives a
additional uncertainty in the simulation. In future tests, the value of RRR will be
measured to achieve a better agreement between simulations and experiments.
The fraction of helium in the insulated cable cross-section has a strong impact on
the simulation results. During the validation of the model, different quantities of
helium inside the cable cross-section have been tested. It is possible to achieve the
best agreement between simulations and experimental data, also in case of different
transients (QHs + delayed EE and CLIQ + delayed EE), for a quantity of helium
that fills the 72% of the total voids inside the cable cross-section, i.e. 7% of the total
insulated cross-section.
The scaling factor of the contact area between the quench heaters strips and the
conductors is another important and no-common feature of the STEAM-LEDET tool.
It was tested during the validation and, as the case of the helium quantity inside the
cable cross-section, the values chosen during the validation are in a reasonable and
acceptable range.
The STEAM-LEDET feature, used to update the 2D model in 2D+1D, was tested on
the MQY magnet model during the protection transient generated by the quench
heaters. In case of fast transients, as during the transient generated by the CLIQ
protection, or in case of high operational current, the effect of this feature is negligible,
while it gives interesting results at low current that encourage to implement it and
better investigate the scaling factor of the quench velocity propagation. More
analysis will be done with the future tests on the MQY magnet in particular at
different temperature regime (4.5 K and 1.9 K) and larger current range (from 0.5 kA
to 4 kA).
As mentioned in section 5.1 during the validation of the MQY magnet model only
the IFCCs were taken into account. An accurate analysis of the simulations shows a
faster quench in case of CLIQ and delayed EE protection. Furthermore, during the
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model validation, the effective transverse resistivity parameter (a parameter strongly
related to the IFCC) has been assumed constant on the magnet coils. The effect of the
effective transverse resistivity has a big impact on the simulation, in particular on the
simulations with a faster discharge of the magnet current, as the cases of transient
generated by the CLIQ and delayed EE.
Thanks to the good agreement obtained during the validation of the MQY quadrupole
magnet model with the experimental results is it possible conclude that the MQY
model generated with STEAM-LEDET can be used to simulate the complex
electro-magnetic and thermal transient occurring during the magnet discharge.
5.3 MQM Validation
For the validation of the MQM quadrupole magnet model (described in section 2.1),
different parameters have been changed: RRR, effective transverse resistivity
parameter, time constant that define the evolution of the IFCC/ISCC after a quench
(τIFCC and τISCC , see section 3.2.1), helium quantity inside the cable cross-section,and
the cross-contact resistance. As done for the MQY, before changing the quantity of
helium inside the insulated cable cross-section it is necessary to know the space which
can by filled by the helium, i.e. the fraction of voids inside the cable cross-section.
Knowing all the parameters of the cable bare and the diameter of the strands, it is
possible to obtain the area of these voids. For the MQM magnet model, 72.34% of the
cable is occupied by the strands, 17.42% by the insulation, and the remaining 10.23%
are voids.
To automatize and accelerate the validation process of the magnet model using
STEAM-LEDET a new notebook was generated. The Automatic Sweep Parameter
Notebook [63] works on the SWAN platform (see section 3.1.2) in Python-3 language.
It gives the possibility to choose the parameters to be changed in a predefined range.
Once all the parameters are selected and the ranges are fixed the notebook generates
a matrix with all the possible combinations of the parameters. The parameters and
the ranges selected for the validation of the MQM magnet model are summarized
in Tab. 5.13. The total number of simulations was 2880, for a simulation time of 140
hours (about 3 min per simulation). Once all the simulations were performed, the
sweep parameter notebook compares all the simulations with the measured current,
measuring the deviation, and giving back the 10 simulations with the best fit.
In order to compare simulations and measurements, different Fast Power Abort (FPA)
tests were collected using the LHC signal monitor notebook [38].
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TABLE 5.13: Parameters and range selected on the Sweep Parameters
notebook for the MQM magnet model validation at T=1.9 K.
He quantity inside the cable cross-section [%] 3 4 5 6
Effective transverse resistivity parameter [-] 1 2 3 4
Cross-contact resistance [mΩ] 10−3 0.667 0.334 1
RRR [-] 50 75 100 125 150
τIFCC [s] 0.001 0.01 0.1
τISCC [s] 0.001 0.01 0.1
5.3.1 Validation with a bath temperature of 1.9 K
All the tests selected for the validation of the MQM magnet model are in a
configuration with two magnets MQM in series, i.e. four apertures. The starting
currents of the FPA tests are not exactly the same, for this reason the measured
currents levels of the tests were normalized with the simulation current value
(5440 A). The four best simulations selected by the notebook thanks to the comparison
with the average of the three FPA currents, are shown in Fig. 5.26. In Tab. 5.14 are
summarized the values of the parameters, and absolute and relative error for each
simulation. The bump, visible at the end of the current discharge in Fig. 5.26 a, is
related to the simulation of the voltage. STEAM-LEDET sets the voltage across the
diode to Uforward when the current is higher than 10 A, and to 0 V if the current is
lower than 10 A. This event is not relevant for quench protection as the magnet is
almost discharged.
TABLE 5.14: Parameters and absolute and relative error on the magnet
current of the best four simulations selected during the validation of the
MQM magnet model.
Sim 1 Sim 2 Sim 3 Sim 4
He quantity inside the cable cross-section [%] 4 4 3 3
Effective transverse resistivity parameter [-] 1 2 2 1
Cross-contact resistance [mΩ] 1e−3 1e−3 1 1
RRR [-] 100 100 100 75
τIFCC [s] 0.001 0.001 0.001 0.001
τISCC [s] 0.1 0.1 0.1 0.1
RMSE [A] 32.7 36.5 37.1 80.3
Max |E| [A] 64.0 91.5 84.8 326.5
<Er> [%] 3.9 5.0 5.0 6.1
Max Er [%] 14.5 17.7 17.6 20.1
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Looking at Tab. 5.14, Sim 1 is the one with the best fit compared to the FPA tests,
therefore the final parameters chosen for the validation of the MQM magnet model at
T=1.9 K are:
• Residual Resistivity Ratio = 100
• Fraction of helium inside the insulated cable cross-section = 4 %
• Effective transverse resistivity = 1
• Cross-contact resistance = 1 µΩ
• τIFCC = 0.001 s
• τISCC = 0.1 s
As can be observed from the simulation’s parameters summarized in Tab. 5.13, some
parameters did not change, as the τIFCC and τISCC , other, change in a large range, as
the cross-contact resistance, it means that the impact of these parameters is different
on the magnet simulation. Them will be better analyze in section 5.5
a. b.
c. d.
FIGURE 5.26: Best simulations for the MQM magnet model using the
Sweep Parameter Notebook. a. Magnet current versus time. b. Zoom in
the magnet current. c. Magnet resistance versus time. d. Zoom in magnet
resistance.
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5.3.2 Validation with a bath temperature of 4.5 K
In 2 of the 78 IPQ circuits are present two magnet MQM in series with an initial
temperature of 4.5 K. To be consistent with the validation, the model parameters used
during this validation, are the same as those used in case of an initial temperature of
1.9 K.
As for the previous validation, the measured currents levels are normalized with the
simulation current value (4200 A). The comparison between the experimental data
and the best simulation is shown in Fig. 5.27, while the absolute and relative error
are reported in Tab. 5.15. It is easy to observe that at 4.5 K the agreement between the
experiment and simulation worsened compared to the case at 1.9 K, this is because
the heat capacity of the helium changes more of the 80% between 1.9 K and 4.5 K.
Therefore, it is necessary to update the feature in the STEAM-LEDET tool to properly
simulate the helium heat capacity when it passes from liquid to gaseous state.
a. b.
c. d.
FIGURE 5.27: Simulation vs Experimental data for the validation of the
MQM magnet model at 4.5 K. a. Magnet current versus time. b. Zoom in
the magnet current. c. Magnet resistance versus time. d. Zoom in magnet
resistance.
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TABLE 5.15: Absolute and relative error on the magnet current of the best
simulation selected during the validation of the MQM magnet model at
T=4.5 K.
Sim
RMSE [A] 213.05
Max |E| [A] 547.50
<Er> [%] 14.51
Max Er [%] 22.16
5.4 MQML Validation
As done for the MQM magnet model, also for the MQML the validation was done
using the automatic sweep parameter notebook. The main differences between the
two magnets models are the magnetic length (3.4 m and 4.8 m for the MQM and
MQML, respectively) and the longitudinal fraction of QH strip covered with heating
stations (0.41 and 0.29 for the MQM and MQML, respectively). With the same QH
unit (same QH C [mF] and U [V]) it is possible to obtain similar power deposition
in the heating station also if the QH strips connected have different lengths and
different eating-station fractions.
The MQML magnet is present in the IPQ circuit without any other magnet in series,
i.e. one magnet, two apertures. An exception occurs in some RQ6 circuits, where one
MQML magnet is in series with one MQM magnet (see Appendix A).
5.4.1 Validation with a bath temperature of 1.9 K
The parameters and the ranges used for the validation of the MQML model are
the same used for the MQM (see Tab. 5.13). The four best simulations, selected
automatically from the sweep parameter notebook, are shown in Fig. 5.28, while
the parameters and absolute and relative errors on the magnet current are reported
in Tab. 5.16. As a consequence of the different magnetic length and the different
heating-station fraction, the parameters that better represent the MQML model in
the validation are slightly different from the ones estimated during the MQM model
validation. As it is possible to observe in Tab. 5.16 all the simulations selected by the
notebook are in good agreement with the experimental data. Taking into account the
similarity of the two magnets, for consistency the simulation chosen as a reference
(Sim 4) has the same quantity of helium inside the cable cross-section used to
validate the MQM model. Also the RRR is different between the two magnet models,
RRR=100 and RRR=150 for MQM and MQML magnet, respectively. The growth of the
RRR is in acceptable range because, also if the magnets are in series, they are different.
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a. b.
c.
d.
FIGURE 5.28: Best simulations for the MQML magnet model using the
Sweep Parameter Notebook. a. Magnet current versus time. b. Zoom in
the magnet current. c. Magnet resistance versus time. d. Zoom in magnet
resistance.
TABLE 5.16: Parameters and absolute and relative error on the magnet
current of the best four simulations selected during the validation of the
MQML magnet model at T=1.9 K.
Sim 1 Sim 2 Sim 3 Sim 4
He quantity inside the cable cross-section [%] 5 5 6 4
Effective transverse resistivity parameter [-] 1 1 1 1
Cross-contact resistance [mΩ] 1e−3 1e−3 1 1e−3
RRR [-] 125 125 125 150
τIFCC [s] 0.001 0.001 0.001 0.001
τISCC [s] 0.1 0.1 0.1 0.1
RMSE [A] 71.2 95.2 121.4 91.5
Max |E| [A] 192.6 261.2 332.0 229.8
<Er> [%] 3.7 5.0 6.5 4.2
Max Er [%] 12.4 16.3 20.0 14.9
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a. b.
c. d.
FIGURE 5.29: Simulation vs Experimental data for the validation of the
MQML magnet model at 4.5 K. a. Magnet current versus time. b. Zoom in
the magnet current. c. Magnet resistance versus time. d. Zoom in magnet
resistance.
5.4.2 Validation with a bath temperature of 4.5 K
In some IPQ circuits the MQML magnet operates at 4.5 K in a stand-alone
configuration (i.e. two apertures). The validation of the MQML magnet model at
4.5 K against two FPAs is shown in Fig. 5.29. The parameters used for the validation
are kept constant (i.e. the same used at 1.9 K) and they are summarized in Tab. 5.17.
As explained during the validation of the MQM magnet model, at 4.5 K, the heat
capacity of the helium at 4.5 K is different from the one at 1.9 K.
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TABLE 5.17: Parameters and errors of the best four simulation selected
during the validation of the MQML magnet model at T=4.5 K.
Sim
He quantity inside the cable cross-section [%] 4
Effective transverse resistivity parameter [-] 1
Cross-contact resistance [mΩ] 1e−3
RRR [-] 150
τIFCC [s] 0.001
τISCC [s] 0.1
RMSE [A] 154.4
Max |E| [A] 441.4
<Er> [%] 9.4
Max Er [%] 14.3
5.5 MQM and MQML Sensitivity Analysis
During the validation of the MQM and MQML magnet models, different types of
parameters were analyzed. The impact of these different parameters is qualitatively
summarized in Tab. 5.18.
The circuit parameters of the model (R_circuit, R_crowbar, and V_crowbar) are
deduced from the experimental current during powering and slow power abort
transients, thus R_circuit+R_crowbar is equal to the sum between the two warm
resistances, and V_crowbar is the voltage drop across the diodes.
As already mentioned, the assumption of an uniform RRR in all coils of a magnet
gives a additional uncertainty in the simulation. In future tests, the value of
RRR will be measured to achieve a better agreement between simulations and
experiments. The value used in the model was obtained thanks to a comparison with
the experiments. It can give a non-negligible impact on the simulation results.
During the validation of the model, different quantities of helium inside the cable
cross-section were tested. A helium quantity around 4% in the cable cross-section
gives the better agreement with the experimental data at 1.9 K, while it has lower
impact on the results at 4.5 K. The new STEAM-LEDET feature introduced to update
the 2D model in the 2D+1D has a negligible effect for the MQM and MQML validation
at nominal current, because in this condition the quench propagation velocity is high
that is possible to consider the entire length of the half-turn immediately quenched
when the half-turn is quenched in the 2D model.
During the MQM/MQML validation the protection is relies on the quench heaters,
therefore the effect of the coupling currents (IFCC and ISCC) are limited during
the transient. As a consequence, the impact of the cross-contact resistance and the
effective transverse resistivity parameter is negligible at both temperatures.
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A good agreement during the validation between the magnets models and the
experimental data at 1.9 K was obtained, whit a relative error of less than 5%. The
models generated with the STEAM-LEDET tool can be used to simulate the complex
electro-magnetic and thermal transient occurring during the magnet discharge. In
case of temperature around 4.5 K the agreement gives a relative error around 13%,
which is not yet satisfactory. Therefore, it is necessary to update the feature to
properly simulate the helium heat capacity when it passes from liquid to gaseous
state.
TABLE 5.18: Impact of the parameters on the MQM/MQML magnet
model on quench-heater protection simulations at nominal current
Name MQM/MQML MQM/MQML
at 1.9 K at 4.5 K
Warm circuit resistance
Helium fraction in the cable cross-section ++ +
Quench velocity propagation
Residual Resistivity Ratio ++ ++
Effective transverse resistivity parameter
Cross-contact resistance
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6 Co-simulation of transients in IPQ
circuits
Once the magnets and circuits models have been generated and validated, they are
combined within a co-simulation using the STEAM-COSIM tool [51]. In cases where
the validation performed with STEAM-LEDET tool is not sufficient , e.g. for two
different magnets in series, or for different currents in the magnet apertures, a second
validation using STEAM-COSIM is needed.
As mentioned in section 3.3, STEAM-COSIM is a framework based on cooperative
simulation developed at CERN. The goal of the co-simulation is to exchange
information between several models in order to obtain a consistent solution. The
different models are coupled thanks to the port concept. The port is an object
composed of a name, type, set of model domains, inputs, and outputs. This
information is needed to perform coupling parameter exchange between the models.
An example of the ports files for the circuit RQ9.L1, is reported in the Appendix B.
In order to use a reasonable computational time and memory resources, the
co-simulation is subdivided into several time-windows characterized by different
time stepping. The time stepping was chosen taking into account the events occurring
in the respective time windows. In the configuration file the time-window (between
t0 and tend), the maximum time stepping size, the relative and absolute tolerance,and
the paths for both models need to be specified. An example of this file for the circuit
RQ9.L1, is reported in the Appendix C.
In the reported examples (appendixes C and B), the co-simulation is performed
between the PSpice© circuit model (configuration with two magnets in series, see
Fig. 2.7) and the two magnet models (MQM and MQMC) that run in parallel using
the STEAM-LEDET tool. The ports for the two models (electrical and electro-thermal)
are different in name and number. The number of the ports related with the electrical
circuit (Appendix B.0.1) depends from the number of magnet apertures in the circuit
(inductances), while the number of the ports related with the elector-thermal model
(Appendix B.0.2 and B.0.3) depends on the number of coil sections of the magnet.
The electrical model is composed of four ports (x from 1 to 4). The Port_x takes as
inputs the resistance and the induced voltage of the magnet from the electro-thermal
model (STEAM-LEDET), and in output returns the value of the current. The Port_x_x
takes as input the information from the electro-thermal model on the induced voltage
and it returns the same quantity but adapted to compensate the voltage across the
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inductance (it is a result of consecutive interaction process between the two models).
Each electro-thermal model is composed of two ports (y from 1 to 2). The Port_y is
complementary to the port of the electrical circuit, i.e. it has one input (current) and
two outputs (resistance and induced voltage).
To validate the co-simulation model, composed of the electrical circuit and the
electro-thermal model, in fast transient, it is necessary to compare the simulations
with measurements. The co-simulations are stopped at the time at which the magnet
is almost completely discharged (discharged more than 90% with respect to the initial
current) to reduce the simulation time. To test the behavior of the circuits, the FPA
tests performed during the "LHC Hardware Commissioning" were used. There are
two main types of FPAs: with the same current in both magnet apertures and with
different currents in the magnet apertures.
6.1 Co-simulation with the same current in both magnet
apertures
In this section different types of circuits have been validated. The co-simulated
circuits have been selected to represent the whole IPQ circuit family. In particular,
were analyzed cases with different operating temperatures (1.9 K and 4.5 K). In
particular, the analyzed cases include transients with different type of magnet (MQM
and MQY). In the comparison, the simulated curves are reported in red and green
(first and second aperture) and the measurements curves in black. Current and
voltage signals were acquired during the tests with a different sampling frequency
(1000 Hz and 100 Hz, respectively). For this reason, the voltage drop after the
switch-off of the power converts, at t=0 s, is different between simulation and
measurements. In fact, there are only three measured points between the maximum
and the minimum voltage. Moreover, in many different comparisons, the starting
point of the voltage drop is different between measurements and simulations. This
is due to the ramp-up of the current (1 to 5 A/s) before the switch-off of the power
converts during the test. The ramp up is not visible in the current because of the
current scale, but it is negligible in the voltage drop. Sometimes, to compensate
the lack of experimental data, measurements of different circuit, but with the same
configuration and operating conditions, are used to validate the models. This
affects the voltage drop, before the switch-off of the power converters (before t=0 s)
because the circuit warm resistances are slightly different between the circuits. These
phenomena affect the error on the voltages in the magnet.
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6.1.1 RQ4, RQ5, RQ7, and RQ8 circuits
The circuits analyzed in this subsection are the RQ4.L6 (one MQY manget at 4.5 K),
RQ4.L8 (two MQY magnets at 4.5 K), RQ5.L5 (one MQML magnet at 4.5 K), RQ7.L1
(two MQM magnets at 1.9 K), and RQ8.L1 (one MQML at 1.9 K) (see Appendix A).
MQML and MQM at T=1.9 K
RQ8.L1 is composed of one 4.8 m long MQML magnet that is operated at 1.9 K. The
currents of the circuit versus the time are plotted in Fig. 6.1 a, and the across the
power converters versus the time are plotted in Fig. 6.1 b. The inductive voltage
during the ramp-up is clearly visible in Fig. 6.1 b, the voltages in the magnet start
around 2 V instead of 1.3 V. The simulation results are in good agreement with the
experimental results. Other important variables are calculated by the STEAM-LEDET
a.
b.
FIGURE 6.1: Simulations and measurements for a co-simulation at 1.9 K
with the same current value in both magnet apertures (circuit RQ8.L1).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
model within the co-simulation, such as the temperature distribution in the magnet
cross-section, the voltage to ground versus time, voltage to ground of each magnet
turns at selected times, the coupling currents deposited in the magnet, etc. As an
example, the temperature distribution for the MQML magnet is shown in Fig. 6.2.
The temperature is higher in the turns of the outer layer which are in contact with the
QHs strips. While, the inner-layer turns are quenched later due to thermal diffusion
from the previously quenched outer-layer turns, and due to coupling loss developed
during the current discharge. The temperature is symmetrical in the two apertures
due to the same current and magnetic field that flows through them. In Fig. 6.2
inter-filament losses deposited in the magnet coil cross-section can be observed. They
are mainly deposited in the inner-layer turns because on the outer-layer the turns are
quenched due to the QHs, and the coupling loss do not develop in turns already in
the normal state. Therefore the coupling current does not have a big impact on them.
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a.
b.
FIGURE 6.2: Temperature in the magnet model cross-section and peak
inter-filament coupling loss for a co-simulation at 1.9 K with the same
current value in both magnet apertures (circuit RQ8.L1). a. Peak
temperature in the MQML magnet model cross-section. b. Peak
inter-filament coupling loss per unit volume in the magnet cross-section.
After the co-simulation, the voltage to ground (Fig. 6.3 a and Fig. 6.3 b) is calculated
taking into account the magnet internal voltage to ground and the voltage to ground
in the electrical circuit at one side of the magnet (few volts compared to the total). In
Fig. 6.3 a the voltage to ground of all turns versus time is shown (each line represents a
turn). During the simulation, the voltage is constant for the first millisecond after the
switch-off of the power converters, later it increases with the spread of the quench.
Around 7 ms a large negative voltage peak is visible, which arrives when the QHs
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a.
b.
FIGURE 6.3: Voltage to ground of the co-simulation at 1.9 K (circuit
RQ8.L1). a. Voltage to ground of the magnet turns versus time. b. Voltage
to ground after each magnet half-turns at different selected time.
force the quench in a big part of the coil causing instability in the model. This peak is
due to the numerical issues, but it does not affect a lot the simulation results because
the energy in the coil is almost discharged (i.e. a big part of the coil is passed to the
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normal conducting state). In Fig. 6.3 b the voltage to ground of all the 576 half turns is
shown at different times (represented by different colors). From t=0.002 s to t=0.02 s
the voltage is linearly distributed and close to zero (i.e. the green and red curves
perfectly overlap), while it starts to grow when a big part of the magnet coil passes
from the superconducting state to the normal one. At t=0.1 s the voltage distribution
shows symmetric patterns that repeat for each of the eight coils in the circuit (i.e. four
per aperture). Some turns have higher resistive voltage component (positive slope),
and some turns have higher inductive voltage component (negative slope). At t=0.2 s
the discharge of the magnet is almost completed, for this reason the voltage in each
half-turns is decreasing.
To deduce the quenching time of each magnet turn it is possible to analyze the
temperature versus time shown in Fig. 6.4. For the MQML magnet three main groups
of half-turns are distinguishable. The first group (i.e. blue lines) starts to heat up
around 10 ms, these half-turns are the ones in direct contact with QHs strips. Around
25 ms a few half-turns (i.e. magenta lines) (the ones on the outer-layer but not in
contact with the QHs strips) start to heat up and quench due to the heat propagation,
and after 40 ms the remaining half-turns quench (i.e. green lines) due to the heat
diffusion and the coupling loss.
Another interesting result is obtained comparing the measurements and the
simulations of the QHs voltage as shown in Fig. 6.5. This result is useful because
the QHs voltage is a parameter commonly monitored during the experimental
measurements and it is possible to see that the operative conditions of the QHs
protection are correctly reproduced by the simulation. The time constant of the
voltage decay across the QH strip is:
τQH = RQH · CQH
where CQH is the capacitance [F] of the capacitor bank connected with the terminals
of each quench-heater strip and RQH [Ω] is the resistance of the QH strip.
FIGURE 6.4: Temperature of each half-turn in the MQML magnet model
versus time at 1.9 K (circuit RQ8.L1).
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FIGURE 6.5: Voltage across the eight quench heaters versus time.
The second analyzed circuit is the RQ7.L1 is composed by two magnets, 3.4 m
long, MQM in series, i.e. four apertures. Both apertures of the magnet, left-hand
side and right-hand side are powered in series. The currents of the circuit versus the
time are plotted in Fig. 6.6 a, and the across the power converters versus the time are
plotted in Fig. 6.6 b. The co-simulation of the circuit RQ7.L1 at a temperature of 1.9 K
is in good agreement with the experimental results. The co-simulation was stopped
at 0.29 s because at that time the magnet current was almost fully discharged.
a.
b.
FIGURE 6.6: Simulations and measurements for a co-simulation at 1.9 K
with the same current value in both magnets apertures (circuit RQ7.L1).
a. DCCT Current versus time. b. Voltage across the power converters
versus time.
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MQY at 4.5 K
Some of the IPQ circuits in the LHC, as the circuits with the MQY magnets are
operated at 4.5 K.
In the case with one MQY magnet (circuit RQ4.L6, see Appendix A), the current
decay and the voltage across the power converters are shown in Fig. 6.7. As the
previous cases, the current in the two magnet apertures is the same and it comes
from a ramp-up (this explains the different voltage values between simulation and
measurements at t=0 s). This circuit is operated at 3610 A, hence the magnet current
is completely discharged in about 0.6 s, ans as a consequence the simulation was
stopped at 0.8 s. For all the circuits simulated it is possible to observe the evolution of
different physical properties in the STEAM-LEDET electro-thermal model. In Fig. 6.8
the temperature distribution and the deposited loss in the magnet coil cross-section
are shown. In Fig. 6.8 a, is possible observe that the first, second, and third layers
have a higher temperature. This is due to the magnet QHs strips, that are located on
the outer layer, between the first and second layers, and between the second and third
layers (see section 2.1). The fourth layer is the one with the lowest temperature and
it is the most affected by the coupling current as shown in Fig. 6.8 b. The agreement
between simulation and experimental result is good with an average relative error
around 8%.
a.
b.
FIGURE 6.7: Simulations and measurements for a co-simulation at 4.5 K
with the same current value in both magnet apertures (circuit RQ4.L6).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
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a.
b.
FIGURE 6.8: Temperature (a.) and deposited loss (b.) on the MQY
magnet cross-section after a co-simulation at 4.5 K (circuit RQ4.L6).
The model of the circuits composed by two MQY magnets works correctly
but it suffers due to the large amount of data related to the size of the MQY
magnet, therefore the time-stepping during the simulation was increased (50 µs)
to avoid issues linked to lack of memory. The simulation results compared to the
measurements for the circuit RQ4.L8 are shown in Fig. 6.9. As for the circuits with
one MQY, the co-simulation is in good agreement until 0.2 s, then the discrepancy
between simulation and experimental results increases, and this is due to the helium
heat capacity at 4.5 K. In Fig. 6.10 the temperature distribution and the voltage to
ground are shown. The temperature distribution in the four apertures of the MQY
magnets cross-section is the same because the same current passes through their
conductor. The temperature distribution in the layers is higher in the first, second,
98 Chapter 6. Co-simulation of transients in IPQ circuits
a.
b.
FIGURE 6.9: Simulations and measurements for a co-simulation at 4.5 K
with the same current value in both magnets apertures (circuit RQ4.L8).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
and third layers, while the fourth layer is most affected by the coupling current. In
Fig. 6.10 the voltage to ground of all the 1184 turns is shown (each turn is a line). As
for the previous co-simulation the peak is reached around 0.2 s once the majority of
the coil is passed to normal conducting state.
6.1. Co-simulation with the same current in both magnet apertures 99
a.
b.
FIGURE 6.10: Temperature (a.) and Voltage to ground versus time (b.)
on the MQY magnet cross-section after a co-simulation at 4.5 K (circuit
RQ4.L8).
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a.
b.
FIGURE 6.11: Simulations and measurements for a co-simulation at 4.5 K
with the same current value in both magnet apertures (circuit RQ5.L5).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
a.
b.
FIGURE 6.12: Simulations and measurements for a co-simulation at 4.5 K
with the same current value in both magnet apertures (circuit RQ5.L8).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
MQM and MQML at 4.5 K
Other circuits that operate at 4.5 K are composed of one MQML magnet and two
MQM magnets in series. The results of the co-simulations of circuit RQ5.L5 (one
MQML magnet) and RQ5.L8 (two MQM magnets) are shown in Fig. 6.12 and Fig. 6.11,
respectively. As in the previous cases, the current in the magnets apertures is the
same and it comes from a ramp-up (this explains the different voltage values between
simulation and measurements at t=0 s). The configuration of these circuits is as the
one analyzed in the previous subsection (RQ8.L1 and RQ7.L1), but in this case, both
circuits operate at 4.5 K, as a consequence the nominal current is around 4100 A. The
complete discharge of the circuits arrived around 0.4 s hence the simulations were
stopped at 0.7 s. As it possible to observe in Fig. 6.13, at 4.5 K the impact of the
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FIGURE 6.13: Temperature of each half-turn in the MQML magnet model
versus time at 4.5 K (circuit RQ5.L5).
helium in the model is reduced due to the different heat capacitance of it, and the
heating of the magnet turns is more homogeneous than the case at 1.9 K (see Fig. 6.4).
6.2 Co-simulation with unbalanced currents in the
magnets apertures
Particular tests, using different current values in the two magnet apertures were
performed at the end of 2013 to test the apertures individually powered. Simulate
this particular scenario it is possible only using STEAM-COSIM, indeed the
STEAM-LEDET tool does not permit to set up two different values of current in
the magnet model, while it is possible on the PSpice© model setting two different
stimulus on the power converters.
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6.2.1 RQ4 and RQ7 circuits
In this section different co-simulation, of different circuits (RQ4.L5, RQ4.L8, and
RQ7.L1) at different operating temperature, are shown in case of unbalanced currents.
MQY at 4.5 K
Circuits RQ4.L5 and RQ4.L8 are composed of 2 and 4 apertures, respectively. A fast
power abort with unbalanced currents in the two circuit branches was simulated for
both circuits. The simulated results for circuit RQ4.L5 and RQ4.L8 are compared to
measurements in Fig. 6.14 and Fig. 6.15, respectively. The plots of the two simulations
(Fig. 6.14 and Fig. 6.15) result very similar to each other. For the circuit RQ4.L5 (i.e.
one MQY magnet) the temperature in the magnet coil cross-section and the voltages
to ground are shown in Fig. 6.16 a and Fig. 6.16 b, respectively. In Fig. 6.16 a the
distribution of the temperature in the coils of the two apertures are not the same, this is
due to the different currents through the apertures. In the first aperture of the magnet
(on the left side of Fig. 6.16 a) the temperature is lower than in the second aperture
(on the right side of Fig. 6.16 a) this is due to the current level flowing through the
apertures, 2000 A and 3610 A for aperture one and two, respectively. The distribution
of the temperature in the single aperture is the same as the one analyzed in the case
of identical currents in both magnet aperture (see subsection 6.1.1). The effect of the
unbalance current is visible also in Fig. 6.16 b, where it is possible to subdivide the
plot of the voltage to ground in two main parts: one including the aperture with the
lower current (red and orange curves), and another including the aperture with the
higher current (green and blue curves).
a.
b.
FIGURE 6.14: Simulations and measurements for a co-simulation at 4.5 K
with different current values in the magnet apertures (circuit RQ4.L5).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
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a.
b.
FIGURE 6.15: Simulations and measurements for a co-simulation at 4.5 K
with different current values in the magnet apertures (circuit RQ4.L8).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
MQM at 1.9 K
In Fig. 6.17 the co-simulation at 1.9 K, of the circuit with two magnets MQM in series
(RQ7.L1) is shown. In this validation the co-simulation is ended around 0.5 s to see
also the discharge at low current that takes longer than the discharge at high current.
The agreement on this co-simulation is good at both current levels with a maximum
relative error around 10 %.
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a.
b.
FIGURE 6.16: Simulations and measurements for a co-simulation at
4.5 K with unbalanced current in the magnet apertures (circuit RQ4.L5).
a. Temperature distribution in the MQY magnet cross-section. b. Voltage
to ground versus time of all the magnet turns.
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a.
b.
FIGURE 6.17: Simulations and measurements for a co-simulation at 1.9 K
with different current values in the magnet apertures (circuit RQ7.L1).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
6.3 Co-simulation with different magnets in series
Other circuits where the co-simulation using STEAM-COSIM is needed are the ones
with magnets of different types connected in series. Among the IPQ circuits, just two
combinations with different magnets in series are present: MQM+MQMC (at 1.9 K)
and MQM+MQML (at 4.5 K).
6.3.1 RQ9 circuits
All the RQ9 circuits, that operated at 1.9 K, are composed of one MQM magnet
and one MQMC magnet (see Appendix 3.1). As explained in chapter 2.1 the 2D
cross-section of these magnets is the same, the only differences between MQM and
MQMC are the magnetic length (3.4 m and 2.4 m for MQM and MQMC, respectively)
and the fraction of heating stations in the QH strips (0.41 and 0.56 for MQM and
MQMC, respectively).
MQM+MQMC at 1.9 K
The results of a transient for the circuit with MQM+MQMC magnets in series at 1.9 K
is shown in Fig. 6.18 (circuit RQ9.L8). The comparison between measurement and
simulation shows good agreement. The simulation ended around 0.3 s when the
magnets are almost discharged. The temperature distribution of the two magnets
is shown in Fig. 6.19. The temperature is symmetric between the apertures of the two
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a.
b.
FIGURE 6.18: Simulations and measurements for a co-simulation at 1.9 K
with different current values in the magnet apertures (circuit RQ9.L8).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
magnets, but it is different between MQM (Fig. 6.19 a) and MQMC (Fig. 6.19 b). This
is due to the different quantity of Cu/SS in the QHs strips of the two magnet (170/120
for the MQM magnet and 100/125 for the MQMC magnet).
6.3. Co-simulation with different magnets in series 107
a.
b.
FIGURE 6.19: Temperature distribution in the magnet cross-section for
a co-simultation at 1.9 K (circuit RQ9.L8). a. Temperature distribution
in the MQM magnet cross-section. b. Temperature distribution in the
MQMC magnet cross-section.
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6.3.2 RQ6 circuits
Some circuits of the RQ6 family, that operated at 4.5 K, are composed of one MQM
magnet and one MQML magnet (see Appendix 3.1). As explained in chapter 2.1
the 2D cross-section of these magnets is the same, the only differences between
MQM and MQML are the magnetic length (3.4 m and 4.8 m for MQM and MQML,
respectively) and the fraction of heating stations in the QH strips (0.41 and 0.29 for
MQM and MQML, respectively).
MQM+MQML at 4.5 K
In Fig. 6.20 the co-simulation versus time of the circuit with MQM+MQML magnets
is shown. The co-simulation is compared with one FPA test performed during the
HWC before 2014. As can be observed, the comparison between simulation and
measurement is in good agreement for the aperture at high current (red curve), but
not for the one at low current (green curve). The simulation at low current will be
better investigated in the future. The temperature distribution of the two magnets
coil cross-section is shown in Fig. 6.21. As can be observed, the temperature is not
symmetric in the apertures (this is due to the different current on the two) but it is
also different between MQM (Fig. 6.21 a) and MQML (Fig. 6.21 b) and this is caused
to the different quantity of Cu/SS in the QHs strips of the two magnet (170/120 for
the MQM magnet and 350/140 for the MQML magnet).
a.
b.
FIGURE 6.20: Simulations and measurements for a co-simulation at 4.5 K
with different current values in the magnet apertures (circuit RQ6.R2).
a. DCCT Current versus time. b. Voltage across the power converter
versus time.
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a.
b.
FIGURE 6.21: Temperature distribution in the magnet cross-section for
a co-simultation at 4.5 K (circuit RQ6.R2). a. Temperature distribution
in the MQM magnet cross-section. b. Temperature distribution in the
MQML magnet cross-section.
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7 Conclusions
The scope of this thesis was to develop, validate, and characterize the models of the
individually powered quadrupole (IPQ) superconducting circuits of the LHC (Large
Hadron Collider) using the STEAM (Simulation of Transient Effect in Accelerator
Magnets) framework. As introduced in chapter 3, to simulate the complex events
that occur after a quench, models specialized in different physical domains are
required. For this reason, to accomplish such challenging task, the STEAM framework
was developed in the Machine Protection and Electrical Integrity Group (MPE) at
CERN. STEAM contains a suite of in-house developed programs used to simulate
transients in superconducting circuit. The main programs used during this thesis
were: STEAM-LEDET (used to simulate the electro-thermal magnet model), Pspice©
(commercial software, not part of STEAM, used to simulate the electrical circuit
model), and STEAM-COSIM (used to combine electro-thermal and electric models).
The reason to generate and validate these models is driven by the necessity to realize
an efficient and reliable multi-physics library of all the LHC superconducting circuits
to simulate transients during normal operation of the machine, failure cases, and
unexpected events.
The function of the IPQ circuits is the matching section in the LHC accelerator, to do
that, a non-symmetric magnet layout to compensate the shift of the collision point, is
required.
The LHC matching sections are built with individually powered superconducting
Nb-Ti quadrupoles of the types MQM and MQY. A few circuits are cooled to a
temperature of 1.9 K, and other to 4.5 K. No additional correctors are required when
these types of magnets are used, but the number of the magnets and their parameters
are specific for each insertion. The protection of these magnets is guaranteed by
quench heaters.
In order to realize a more flexible model, adaptable to different current and design
conditions, it is possible to spread it in two different models to analyze separately:
the electrical circuit model and the electro-thermal magnet model.
The electrical circuit model includes electrical components and it is simulated using
PSpice©, as explained in chapter 4. In this model, the magnets are represented as
inductances and the events that occur during a quench are not take into account.
For this reason, once all the electrical IPQ circuits models have been generated, it
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is necessary to validate them using the Slow Power Abort (SPA) tests realized during
the Hardware Commissioning (HWC). The HWC tests consist of carrying out several
powering cycles at different current levels for each superconducting circuit.
The main components on the electrical circuits are the power converters, the diodes,
the inductances, and the warm resistances. The warm resistances are different in each
IPQ circuit. For this reason, a Python notebook was realized from the STEAM team
to calculate them automatically, using the circuit signals recorded during the normal
operation. The agreement between simulations and measurements is good, with an
average of relative error less then 5%.
As reported in chapter 5 to simulate the electro-thermal behaviour of the magnets,
the tool STEAM-LEDET was used. As explained in chapter 2, the IPQ circuits are
composed of two main types of magnets: MQM and MQY. After the generation of
the magnet models, their validation was performed comparing the simulation results
to measurements of fast transient (Fast Power Abort) performed at CERN during the
HWC powering tests.
To realize a more accurate electro-thermal model, a new feature of this tool was
characterized during this thesis. This feature permits to represent the quench
propagation phenomena more realistically, adding a 1D resistance of each turn in the
longitudinal direction, upgrading the model from 2D to 2D+1D.
For the validation of the MQY magnet model, dedicated tests performed in the CERN
test facility were used. This test campaign was performed with the aim of better
understanding the effect of different quench protection systems, and their parameters,
on a full-scale magnet. Three protection systems were used: (i) Coupling-Loss
Induced Quench (CLIQ), (ii) Quench Heater (QH), and (iii) Energy Extraction (EE).
During the validation process, the measured current during the discharge and
the experimental coil resistance, calculated using the measured current and coil
voltage, were compared to simulated signals. Comparison between simulations and
measurements shows good agreement. At 1.9 K, the average relative error is between
0.5 and 5%. While at 4.5 K the agreement between simulations and measurements
gives an average relative error around 10% for the majority of the cases. The
electro-thermal model at 4.5 K will be better investigated in the future, in particular,
to improve the helium heat capacity.
Once both models (the electrical circuit model and electro-thermal magnet model)
are successfully validated,co-simulations were performed with the STEAM-COSIM
program, as described in chapter 6. The STEAM-COSIM software combines both
models in a cooperative-simulation exchanging information between the models. The
importance of the co-simulation is given for particular cases, as two different currents
in the magnet apertures or two different types of magnets in series, that cannot
be simulated using the STEAM-LEDET tool in a stand-alone configuration. The
co-simulation runs in different time-windows and they are characterized by different
time stepping. For each time window, iterations are repeated until the convergence
level, in terms of the set relative and absolute error, is achieved.
The measurements used to validate the co-simulation come from training quenches
performed before 2014 (in case of two different currents in the magnet apertures) and
from HWC powering tests (in case of test with the same current in both apertures of
the magnet). During the validation process, the measured currents and the measured
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coil voltages were compared to simulated signals. Comparison between simulations
and measurements shows good agreement. During the validation other interesting
plots generated by the tool STEAM-LEDET, were analyzed to better understand the
complex behavior of the magnet transient, as the temperature in the magnets turns,
the distribution of the coupling currents,and the voltage to ground.
During this thesis work, most of the models were generated using the SWAN
notebook (Service for Web based ANalysis). The advantages of the notebook are the
possibility of generating models with different magnets/circuit in a semi-automatic
mode, and composing a repository of data, queried to provide relevant information
with eventually rapidly update of the models,hence saving time. Furthermore, the
use of notebooks reduces the probability of mistakes thanks to the visualization of the
parameters in the plots.
The main goal during this thesis is the generation and validation of the 78
superconducting IPQ circuits of the LHC. This was achieved developing and
updating the notebooks to automatize the generation of the superconducting
electrical circuit models and the superconducting magnet models. The approach
shown within this thesis for the automatic model generation and validation can be
extended to the superconducting circuits of any accelerator.
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B Appendix: STEAM-COSIM port files
This appendix shown the port files for an IPQ circuit composed of two magnet in
series. The ports for the two models (electrical and electro-thermal) are different
in name and number. The number of the ports related with the electrical circuit
(Appendix B.0.1) depends from the number of magnet apertures in the circuit
(inductances), while the number of the ports related with the elector-thermal model
(Appendix B.0.2 and B.0.3) depends on the number of coil sections of the magnet.
B.0.1 PSpice Port Definition
"name": "Port_1",
"components": "L_1",
"inputs":"couplingParameter": R, "labels": ["R_field_1_stim"],"types": [TH],
"couplingParameter": U,"labels":["V_field_1_stim"],"types":[EM],
"outputs":"couplingParameter": I, "labels": ["I(x_mag.L_1)"],"types": [TH, EM]
"name": "Port_1_1",
"components": "L_1",
"inputs":"couplingParameter": U, "labels": ["V_circuit_1_stim"],"types": [EM],
"outputs":"couplingParameter": U, "labels": ["V(x_mag.1_v_l_diff)"],"types": [EM]
"name": "Port_2",
"components": "L_2",
"inputs":"couplingParameter": R, "labels": ["R_field_2_stim"],"types": [TH],
"couplingParameter": U, "labels": ["V_field_2_stim"],"types": [EM],
"outputs":"couplingParameter": I, "labels": ["I(x_mag.L_2)"],"types": [TH, EM]
"name": "Port_2_1",
"components":"L_2",
"inputs":"couplingParameter": U, "labels": ["V_circuit_2_stim"],"types": [EM],
"outputs":"couplingParameter": U, "labels": ["V(x_mag.2_v_l_diff)"],"types": [EM]
"name": "Port_3",
"components": "L_3",
"inputs":"couplingParameter": R, "labels": ["R_field_3_stim"],"types": [TH],
"couplingParameter": U, "labels": ["V_field_3_stim"],"types": [EM],
"outputs":"couplingParameter": I, "labels": ["I(x_mag.L_3)"],"types": [TH, EM]
"name": "Port_3_1",
"components": ["L_3"],
"inputs":"couplingParameter": U, "labels": ["V_circuit_3_stim"],"types": [EM],
"outputs":"couplingParameter": U, "labels": ["V(x_mag.3_v_l_diff)"],"types": [EM]
"name": "Port_4",
"components": ["L_4"],
"inputs":"couplingParameter": R, "labels": ["R_field_4_stim"],"types": [TH],
"couplingParameter": U, "labels": ["V_field_4_stim"],"types": [EM],
"outputs":"couplingParameter": I, "labels": ["I(x_mag.L_4)"],"types": [TH, EM]
"name": "Port_4_1",
"components": ["L_4"],
"inputs":"couplingParameter": U, "labels": ["V_circuit_4_stim"],"types": [EM],
"outputs":"couplingParameter": U, "labels": ["V(x_mag.4_v_l_diff)"],"types": [EM]
B.0.2 LEDET1 Port Definition
"name": "Port_1",
"components": ["CoilSections_1"],
"inputs":"couplingParameter":I,"labels": ["I_CoilSections_1"],"types":[TH, EM],
"outputs":"couplingParameter":R, labels":["R_CoilSections_1"],"types":[TH],
"couplingParameter":U,"labels":["U_inductive_dynamic_CoilSections_1"],"types":[TH]
"name":"Port_2",
"components":"CoilSections_2",
"inputs":"couplingParameter":I,"labels":["I_CoilSections_2"],"types":[TH, EM],
"outputs":"couplingParameter":R,"labels":["R_CoilSections_2"],"types":[TH],
"couplingParameter":U,"labels":["U_inductive_dynamic_CoilSections_2"],"types":[TH]
B.0.3 LEDET2 Port Definition
"name": "Port_3",
"components":["CoilSections_1"],
"inputs":"couplingParameter":I,"labels":["I_CoilSections_1"],"types":[TH, EM],
"outputs":"couplingParameter":R,"labels":["R_CoilSections_1"],"types":[TH],
"couplingParameter":U,"labels":["U_inductive_dynamic_CoilSections_1"],"types":[TH]
"name": "Port_4",
"components":["CoilSections_2"],
"inputs":"couplingParameter":I,"labels":["I_CoilSections_2"],"types":[TH, EM],
"outputs":"couplingParameter":R,"labels":["R_CoilSections_2"],"types":[TH],
"couplingParameter":U,"labels":["U_inductive_dynamic_CoilSections_2"],"types":[TH]
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C Appendix: STEAM-COSIM
Configuration file
In appendix is shown the configuration file for the circuit RQ9.L1. It reports the paths
of the models (electrical and electro-thermal). In the configuration file is defined the
time-windows (between t0 and tend), the time-stepping, and the relative and absolute
tolerance to achieved in the simulation. The time-stepping was chosen taking into
account the events occurring in the respective time windows.
"coSimulationDir": "C:/COSIM/IPQ/Output/Tes/",
"coSimulationModelSolvers": [ "PSPICE", "LEDET", "LEDET" ],
"coSimulationModelDirs": [ "C:/COSIM/IPQ/Input/cosim_model_RQ9_L1/PSpice/",
"C:/COSIM/IPQ/Input/cosim_model_RQ9_L1/LEDET1/",
"C:/COSIM/IPQ/Input/cosim_model_RQ9_L1/LEDET2/" ],
"coSimulationModelConfigs": [ "PSpiceConfig.json",
"LedetConfig.json",
"LedetConfig.json" ],
"coSimulationPortDefinitions": [ "PSpiceInputOutputPortDefinition.json",
"LedetInputOutputPortDefinition.json",
"LedetInputOutputPortDefinition.json" ],
"convergenceVariables": [ "I(x_mag.L_1)", "U_inductive_dynamic_CoilSections_1",
"U_inductive_dynamic_CoilSections_1" ],
"t_0": [ 0,0.08,0.04,0.1 ],
"t_end": [ 0.08,0.04,0.1,0.35 ],
"t_step_max": [ [ 5e-5,1e-6,5e-5,1e-4 ], [5e-5,1e-6,5e-5,1e-4], [5e-5,1e-6,5e-5,1e-4]],
"relTolerance": [ 0.0001, null, null],
"absTolerance": [ 1, null, null ],
"executionOrder": [ 1, 2, 3 ],
"executeCleanRun": [ true, true, true ]
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