Abstract. We have experimentally determined the diffusion coefficient for trifluoromethyl sulfur 1 pentafluoride (CF 3 SF 5 ) in pure water and artificial seawater over a temperature range of -2.0 ºC 2 to 30.0 ºC. A working gas standard containing known concentrations of CF 3 SF 5 and sulfur 3 hexafluoride (SF 6 ) was prepared. The working standard was allowed to diffuse across a water 4 barrier, stabilized with agar gel, and the diffused gas was swept into a gas chromatograph with an 5 electron-capture detector to measure the resulting gas mixing ratio. The mixing ratios for both 6 CF 3 SF 5 and SF 6 were measured to determine the diffusivity for each species. The diffusion 7 coefficient for SF 6 was determined during these experiments as a check against existing literature 
Trifluoromethyl sulfur pentafluoride (CF 3 SF 5 ) is an inert halocarbon in the class of gases 3 collectively referred to as ignoble gases for the non-reactive properties they share with the noble 4 gases, but also for their potentially deleterious environmental impacts. For example, the 5 chlorofluorocarbons, also ignoble gases, are responsible for stratospheric ozone depletion 6 (Solomon, 1999) . CF 3 SF 5 is similar in many respects to sulfur hexafluoride (SF 6 ), a gas used 
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The electronegativity (or insulating property) of these two gases makes them detectable at 16 extremely low concentrations by using gas chromatography with electron capture detection. 17 This, in combination with the fact that they are inert and nearly non-existent in the natural 18 environment, makes them potentially useful tracers for physical processes. SF 6 has been used We have reproduced the experimental configuration used by King and Saltzman (1995) , 2 including use of the same diffusion cells, which were provided by Eric Saltzman. The 3 experimental method was based on the ideas developed by Barrer (1941) . A gas standard of 4 known composition is allowed to diffuse across a water barrier while the concentration of the 5 diffused gas is monitored on the other side of the cell. At steady state, the flux across the water 6 barrier takes the form of Fick's First Law:
where Ф is the flux, D is the diffusion coefficient, ΔC is the difference in concentration across 9 the water barrier, and l is the height of the water barrier (King and Saltzman, 1995) . Since the 10 solubility of CF 3 SF 5 in water has been determined by Busenberg and Plummer (2008) , the flux 11 can be rewritten in terms of the gas solubility on each side of the water barrier. The diffusion 12 coefficient for CF 3 SF 5 in water can then be expressed as:
where X 1 is the gas mixing ratio before diffusing through the water barrier, X 2 is the gas mixing 15 ratio after diffusing through the water barrier, f 2 is the volumetric flow rate of the diffused gas, α 16 is the Ostwald solubility, and A is the cross-sectional area of the water barrier (Figure 1 ).
17
The primary experimental challenge with measuring the aqueous diffusivity of gas arises from 18 the large difference in gas concentration between X 2 and X 1 . For sparingly soluble gases, such 19 as these, X 2 can be five orders of magnitude smaller than X 1 . A working gas standard 20 containing CF 3 SF 5 and SF 6 was prepared by serial dilutions using pressurized N 2 gas as the 21 primary diluent. The targeted mixing ratios for CF 3 SF 5 and SF 6 were 119 ppmv and 476 ppmv, respectively. These mixing ratios were chosen to produce a value for X 2 that would be in the 23 calibration range of our third party gas standards. SF 6 was included in the working standard, as 1 its diffusion coefficient could be determined to validate the experiment; the diffusion coefficient 2 for SF 6 was determined and compared to the values obtained by King and Saltzman (1995) .
3
To measure the exact concentration in our working gas standard (X 1 ) it was necessary to 4 serially dilute the standard before injecting it directly into the gas chromatograph. Two Kimax ® 5 1000 ml flasks were weighed, filled with DI water at room temperature, and then reweighed to 6 accurately determine their volumes. The flasks were then purged with nitrogen at 5 psi for 5 7 minutes before being covered at atmospheric pressure with septum stoppers. A Hamilton
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TM syringe was used to inject the flasks with known volumes between 150-300 μl 9 of the standard gas, making the pressure within the flasks marginally above atmospheric. We 10 assumed that the septum stoppers absorbed or released very little amounts of gas. The potential 11 contamination of the standard by adsorption and release of gas was not particularly significant 12 because the concentration of the gas was approximately the same within the flask between trials.
13
We equipped a 50 mL syringe with a needle to penetrate the septum stoppers and obtain the gas.
14 The diluted gas solution was then injected into a VICI ® 8-port valve where it loaded a 25 μl 15 sample loop. Ultra high purity nitrogen purged the gas in the sample loop into a SRI 8610C gas 16 chromatograph (GC) with an electron capture detector (ECD). The concentration of the diluted range of sample loop sizes were not prepared regularly. The dilution step of the standard gas was 4 designed to locate the peak areas of the diluted gas in regions of the calibration curves where 5 concentrations of each gas component could be accurately measured.
6
The gas mixing ratio at the outlet of the diffusion cell (X 2 ) was determined using the 7 experimental method illustrated in Figure 1 . The standard gas flowed from its gas cylinder, The diffusion cell consists of a lower chamber below the water barrier and an upper chamber Before a sample was analyzed, a solenoid valve closed for 30 sec to let the total pressure in the
21
VICI valve equilibrate to atmospheric pressure. Finally, the VICI valve was rotated to introduce 22 the sample onto the GC column for analysis. The concentration of the diffused gas was determined by linearly interpolating data points on the calibration curves. The operating 1 conditions were designed to position the peak areas of CF 3 SF 5 and SF 6 in the same region on the 2 calibration curves as the X 1 measurements. The peak areas in the diffusivity experiments were 3 bracketed by points on the calibration curves every few days to account for any drift in the ECD 4 readings. Two trials for CF 3 SF 5 concentration measurements (one trial at -2 ºC and another trial 5 at 15 ºC) were slightly outside the range of calibration; however they were very close to a 6 measured peak area and therefore their concentration measurements were deemed accurate. The 7 accuracy of these trials was verified by the fact that the resulting diffusivity measurements 8 agreed with the measurements of other trials. The uncertainty in concentration measurements of 9 CF 3 SF 5 and SF 6 were approximated to be 12.4% and 13.8%, respectively by applying the method 10 of least squares to the ranges that were used in the calibration curves. The error in the 11 concentration ratio (X 2 /X 1 ) was reduced, however, since the measurements for X 2 and X 1 fell
12
within the same region of the curves. The concentration values were likely overestimated 13 considering that a polynomial fit would result in concentrations less than a piece-wise linear fit 14 of the same data set. This overestimation, however, was divided out to some extent when X 2 was 15 divided by X 1 . Therefore, the error in the concentration ratios was less than the error in the 16 concentration measurements, though the error in the concentration ratios cannot be quantified 17 analytically. The concentration of the diffused gas was measured every 14 minutes to monitor Therefore, all the diffusion coefficients were increased by 1.9% to account for the effect of the 7 agar solution. The flow rate of the diffused gas (f 2 ) was metered at the inlet to the top of the across the water barrier was held constant during an experiment. We adjusted the flow rate, f 2 ,
of nitrogen to control the moles of gas that collected in the sample loop. We chose appropriate 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 and assumed that the same solubility ratio applied for seawater. The solubility ratio, of the diffusion cell by at most 0.37 kPa above atmospheric pressure for some trials in this study.
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The small increase in pressure was measured using the (Cole-Parmer 32907-67) flow controller 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 with conductivity sensor. Two trials in DI water and two trials in artificial seawater were 1 completed at each temperature, for a total of N = 4 separate determinations of the diffusion 2 coefficient of CF 3 SF 5 and SF 6 at each temperature, except at -2 ºC where two trials were 3 completed in DI water and one trial was completed in artificial seawater.
4
Considering the uncertainty in the concentration ratio (stated above) as well as the uncertainties 5 in the gel thickness and solubility, we estimate the uncertainty of a diffusivity experiment to be 6 at most 18-19 % for the diffusivity measurements of SF 6 and CF 3 SF 5 . These uncertainties were 7 determined using the error in concentration of the gases rather than the error in concentration 8 ratio of the gases. Since the error in concentration ratio was less than the error in gas 9 concentration, as stated above, the uncertainties are likely overestimated. Although the 10 concentration measurement was more accurate for CF 3 SF 5 than SF 6 , the solubility was less 11 accurate because the solubility in seawater was not directly measured. As a result, the estimated
12
uncertainties were approximately equal for each species. 
Results and Discussion
16
The concentrations of CF 3 SF 5 and SF 6 in the working standard were found to be 1716 and 776
17
ppmv respectively. The reason that the CF 3 SF 5 concentration greatly exceeded the target 18 concentration is not known, but may be the result of an incomplete step in the gas standard 19 preparation, which was carried out without direct analytical control of the gas mixing ratio. The measured diffusivity for each species in seawater was similar to the measured diffusivities where there was also no consistent difference in the SF 6 diffusion coefficient between pure and 11 salt water. It is generally expected for diffusivity to be lower in seawater than in pure water due 12 to seawater's increased ionic strength and viscosity. This demonstrates the lack of knowledge 13 about the diffusion process. There is no current theory that can accurately predict the effect of 14 ionic strength on the diffusion of a gas through a liquid barrier. Consequently, we report the 15 diffusivity values and statistics after aggregating the saltwater and DI water trials. The diffusion coefficient can be related to temperature with the Arrhenius equation, as shown 
where Ea is the activation energy in kilojoules per mole, R is the gas constant in kilojoules per 1 mole per kelvin, T is the temperature in kelvin, and A is the preexponential factor in square 2 centimeters per second. The values for the activation energy and preexponential factor are 3 determined using the best linear fit to the natural log of diffusivity (dependent variable) and the 4 reciprocal of temperature (independent variable). The activation energy was found to be 19.8 kJ 5 mole -1 and the preexponential factor was found to be 0.037 cm 2 s -1 for the diffusivity of SF 6 in 6 water. The overall uncertainty of this fit was 1σ = 13.8%, as determined by applying the method 
16
In this experiment the standard error between trials of the same temperature at -2.0 ºC, 3.0 ºC, 17 15.0 ºC, and 30.0 ºC were 8.2%, 6.5%, 10.6%, and 3.5%, respectively. The uncertainty can be there was some error in integrating the peak areas produced by the ECD; for instance some water 22 in the agar gel evaporated at higher temperatures, which produced broad peaks that altered the into the ECD than higher temperatures. We aimed to control the transport of gas into the ECD 5 by adjusting the N 2 flow rate (f 2 ); however, some trials at lower temperature resulted in greater 6 peak areas on the calibration curves than higher temperatures. The calibration of large peak 7 areas was less accurate than the calibration of small peak areas because the calibration curves 8 developed curvature as peak area increased. Consequently, measured diffusivities tended to have 9 lower values for standard deviation at higher temperatures than lower temperatures.
11
Diffusion of CF 3 SF 5 in water 12 
13
The activation energy and preexponential factor were found using the same method as SF 6 and 14 were found to be 12.9 kJ mole -1 and 0.0015 cm 2 s -1 , respectively. The overall uncertainty was in water due to its larger molecular mass. We applied Graham's Law to our measured (Figure 7 ). The diffusivity for SF 6 and CF 3 SF 5 in pure water and artificial seawater was measured over a seawater. The measured diffusivity of SF 6 in water followed the expression:
16
with an overall uncertainty of 13.8% in the fit of the model to the data.
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Similarly, the measured diffusivity of CF 3 SF 5 in water followed the expression:
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with an overall uncertainty of 9.9% in the fit of the model to the data.
19
The measured diffusion coefficient for SF 6 A schematic of the experimental method used to diffuse the standard gas across a water barrier. The CF 3 SF 5 and SF 6 concentrations were monitored using gas chromatography with an electron capture detector. The concentrations were monitored until the process reached steady state. -6 , 6.05x10 -6 , and 4.3x10 -5 cm 2 s -1 for CF 3 SF 5 , SF 6 , and 3 He, respectively.
