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Abstract
In this paper we obtain the smoothness of the diffusion coefficient matrix for the generalized exclusion
process.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Kipnis et al. [3] introduced the generalized exclusion process for k = 2 and proved the
hydrodynamic limit of it in dimension d = 1 and Kipnis and Landim [2] extended the result to
all k, where k is the maximum number of particles that a site admits. They also noted that if there
is at most one weak solution to the Cauchy problem of the limiting diffusion equation, then we
can prove the hydrodynamic limit in all dimensions. If the diffusion coefficient matrix is strictly
positive definite and Lipschitz continuous relative to the order parameter, then the uniqueness
of the weak solution is valid. In this paper we prove the smoothness of the diffusion coefficient
matrix appearing in the limiting equation in all dimensions. Since it has been established that the
diffusion coefficient matrix is strictly positive definite (see [2,3]), our result completes the proof
of the hydrodynamic limit of the generalized exclusion process in dimensions d ≥ 2.
The smoothness of the self-diffusion coefficient of the symmetric simple exclusion process
is proved by Landim et al. [5], the smoothness of the bulk diffusion coefficient is proved by
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Bernardin [1] for a lattice gas reversible under the Bernoulli measures, by Sued [9] for a mean
zero exclusion process, and by the present author [7] for a lattice gas with energy.
In this paper we adapt the method devised in [7]. Namely, we choose a basis of the space of
continuous functions on the configuration space, and consider a Markov process whose state
space is a set of indices of the basis and which may be regarded as a dual process of the
original process. By using this process, the diffusion coefficient matrix is given by a finite linear
combination of smooth functions whose coefficients are expressed by means of expectations of
the total occupation times for a certain infinite set. What is relevant to the present issue is a
difference of such expectations for the processes starting at two different points. We must obtain
a bound of the difference and to this end we construct a coupling process. It is not clear if d = 1
or 2 even whether the difference makes sense.
This paper is organized as follows. In Section 2 we state the model and results. In Section 3
we introduce some notations. In Section 4 we give the coupling process and in Sections 5 through
8 we verify certain properties of the coupling process. In Section 9 we prove the main theorem.
2. Model and results
The generalized exclusion process is a Markov process on the state space X :=
{0, 1, 2, . . . , k}Zd , where k is a positive integer. Let η = (ηx )x∈Zd stand for a generic element of
X , so that for each x , ηx ∈ {0, 1, 2, . . . , k}. For any local function f we define pi (x,y) by
pi (x,y) f (η) := 1{ηx 6=0,ηy 6=k}( f (η(x,y))− f (η)),
where η(x,y) is the configuration defined by
(η(x,y))z :=
ηx − 1, if z = x,ηy + 1, if z = y,
ηz, otherwise.
For any local function f we define the generator
L f (η) :=
∑
x,y∈Zd :|x−y|=1
c(ηx )pi
(x,y) f (η),
where | · | stands for the Euclidean norm on Zd and c(r) is a nonnegative function of r =
0, 1, 2, . . . , k. We suppose that c(0) = 0 and c(r) > 0 for r ≥ 1. One can show that there exists
a unique closed extension of L in the space of continuous functions C(X) with supremum norm
(see [6]). We denote by eLt the semigroup generated by the closed extension.
For α ≥ 0, let να denote the product measure on X with the marginals given by
να({η : ηx = l}) :=

1
Zα
if l = 0,
1
Zα
αl
c(1)c(2) . . . c(l)
if 1 ≤ l ≤ k,
where Zα is the normalizing constant. Then the Markov process with generator L is symmetric
with respect to each product measure να . To parameterize the invariant measures by the density
of particles, put
ρ = ρ(α) := Eνα [η0].
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Then ρ is a strictly increasing function of α. Therefore there exists an inverse function α¯ = α¯(ρ)
say. We define Pρ by
Pρ(·) := να¯(ρ)(·),
for 0 ≤ ρ ≤ k. Since the function ρ is a smooth function of α (in fact a rational function), Eρ[ f ]
is a smooth function of ρ for any local function f .
Let us define the shift operator τx for x ∈ Zd , which acts on all A⊂Zd and local functions f
as well as configurations η as follows:
τx A := x + A, τx f (η) := f (τxη), (τxη)z := ηz−x .
Let us define the diffusion coefficient matrix of the hydrodynamic equation for the generalized
exclusion process D = D(ρ). It is a d × d symmetric matrix defined via the variational formula
D(ρ) := 1
χ(ρ)
D(ρ),
χ(ρ) := Eρ[η20] − ρ2,
(a · D(ρ)a) :=
∑
i, j
aiDi, j (ρ)a j
= inf
u
Eρ
[∑
i
c(η0)(aipi
(0,ei ){η0} +
∑
x
pi (0,ei )τxu)
2
]
, (1)
where {η0} stands for the function η → η0, χ(ρ) for the static compressibility, and ei for the
unit vector pointing in the i-th coordinate direction; infu is taken over all local functions; a is any
d-dimensional vector.
Theorem 2.1. The diffusion coefficient matrix for this model defined by (1) is a smooth function
of ρ in the region 0 < ρ < k, and has the smooth extension up to the boundary of it.
According to [8, Proposition II.2.2 (p. 180)], it holds that
(a · D(ρ)a) = Eρ[c(η0)(aipi (0,ei ){η0})2] − 12
∫ ∞
0
∑
x
Eρ[waτxet Lwa]dt
where wa is a current defined by
wa :=
∑
1≤i≤d
aiwei ,
wei := c(η0)1{η0 6=0,ηei 6=k} − c(ηei )1{ηei 6=0,η0 6=k}.
Namely, the variational formula for the diffusion coefficient matrix is equivalent to the
Green–Kubo formula based on the current–current correlation functions. Therefore we have only
to prove the smoothness of the central limit theorem variance for the additive functionals, i.e.,
we have only to prove the smoothness of the last term on the right-hand side above.
Theorem 2.2. The central limit theorem variance for the additive functionals
∫∞
0
∑
x Eρ[waτxet L
wa]dt is a smooth function of ρ.
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Remark 2.3. Let p be a finite range, irreducible, and symmetric probability on Zd . We can
extend Theorem 2.1 to the system governed by the generator
L f (η) :=
∑
x,y∈Zd
p(x − y)c(ηx )pi (x,y) f (η).
3. A basis of C(X) and a dual process
In this section we state results obtained in [7] without proof. Let C(X) denote the space of
continuous functions on X with supremum norm.
We define A by
A := {A = (A1, . . . , Ak) : Ai⊂⊂Zd , with Ai ∩ A j = ∅ if i 6= j},
where A⊂⊂Zd means that A⊂Zd and |A| is finite. For A, B ∈ A, B⊂A means Bi⊂Ai for all
i ; A\B denotes the element of A such that its i-th component is Ai\Bi , and τx A represents one
whose i-th component is τx Ai (i = 1, 2, . . . , k). We define a “cardinality” of A by
#˜A :=
∑
i
i |Ai |,
and a family of functions {ΨA}A∈A by
ΨA(η) :=
k∏
i=1
∏
x∈Ai
1{ηx=i}(η).
For A ∈ A we define the special configuration ηA by
(ηA)z :=
{
i if z ∈ Ai for 1 ≤ i ≤ k,
0 if z 6∈ ∪i Ai .
Then the cardinality #˜A equals the total number of particles in the special configuration ηA. The
function ΨA is the indicator function of the set of configurations η for which each site of Ai
has the common number of particles i . The family of functions {ΨA}A∈A is a basis of the linear
space C(X). Furthermore, for f ∈ C(X), define fˆ : A→ R by
fˆ (A) :=
∑
B⊂A
(−1)#˜(A\B) f (ηB).
Then
f (η) =
∑
A∈A
fˆ (A)ΨA(η).
We define A(x,y) by
A(x,y) :=
{
(Ax,−)y,+ if x ∈ ∪i Ai and y 6∈ Ak,
A otherwise,
where
Ax,− :=

(A1\{x}, A2, . . . , Ak) if x ∈ A1,
(A1, . . . , Ai−1 ∪ {x}, Ai\{x}, . . . , Ak) if x ∈ Ai for some
2 ≤ i ≤ k,
A otherwise,
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Ax,+ :=

(A1 ∪ {x}, A2, . . . , Ak) if x 6∈ ∪i Ai ,
(A1, . . . , Ai\{x}, Ai+1 ∪ {x}, . . . , Ak) if x ∈ Ai for some
1 ≤ i ≤ k − 1,
A otherwise
and cˆ(x, A) by
cˆ(x, A) :=
{
c(i) if x ∈ Ai for some 1 ≤ i ≤ k,
0 otherwise.
Then we can verify the equality
L f (η) =
∑
A∈A
Lˆ Fˆ(A)ΨA(η),
where
Lˆ fˆ (A) =
∑
x,y∈Zd ,|x−y|=1
cˆ(x, A)
(
fˆ (A(x,y))− fˆ (A)
)
.
Let Xs be a Markov process on A whose generator is Lˆ and PA a distribution of the Markov
process starting from A ∈ A. Then the process is equivalent to the original process which starts
from the configuration ηA. Namely, the process Xs is a kind of dual process of the original
process.
Since the cardinality #˜Xs is a conserved quantity, we decompose A into ergodic components
{An}n≥0 which is defined by
An := {A ∈ A : #˜A = n}.
Let the sequence {gˆλ(A)}A be defined by
gˆλ(A) := EA
∫ ∞
0
fˆ (Xs)e
−λsds, (2)
for a local function f and λ > 0. Then
gλ(η) :=
∑
A
gˆλ(A)ΨA(η)
is well defined and solves the resolvent equation
λgλ − Lgλ = f.
We define m(A, ρ) by
m(A, ρ) := Eρ[ΨA], (3)
for A ∈ A, 0 < ρ < k. The discrete measure with mass m(A, ρ) for A ∈ A is also denoted by
m. Then for each A ∈ A, m is a smooth function of ρ, and for each ρ, m is a reversible measure
for Lˆ . We have decomposed A into the ergodic classes of the Markov process. On each ergodic
class, m(·, ρ) for 0 < ρ < k are essentially the same. That is, for each ergodic class, m(·, ρ) and
m(·, ρ′) are absolutely continuous each other and the Radon–Nikodym derivative is a constant
depending only on ρ, ρ′ and the ergodic class.
962 Y. Nagahata / Stochastic Processes and their Applications 116 (2006) 957–982
4. Coupling process
In this section, we will give a good coupling process. In order to give it, we introduce some
notations. Set Dn := {a = (a1, . . . , an) ∈ (Zd)n/Sn : for any 1 ≤ i ≤ n, #{ j : 1 ≤ j ≤
n, ai = a j } ≤ k}, where Sn denotes the symmetric group of n letters, and # indicates the (usual)
cardinality of a set. Then for A ∈ An , the special configuration ηA is naturally regarded as an
element of Dn , by which we define a mapping Γ : An → Dn . Clearly Γ is one to one and onto.
For a = (a1, . . . , an) ∈ (Zd)n we define m(a) ∈ Zd , the center of the gravity of a, by
m(a) := 1
n
n∑
i=1
ai .
Let P denote the canonical projection of (Zd)n on Dn and let ϕ : Dn → (Zd)n be an any
injection such that P ◦ ϕ = id . For a,b ∈ Dn , we define
ρ(a,b) := min
σ∈Sn
r(ϕ(a)−m(ϕ(a)), σ (ϕ(b)−m(ϕ(b))))
where m(a) = (m(a), . . . ,m(a)) ∈ (Zd)n , σ(a) = (aσ(1), aσ(2), . . . , aσ(n)) for a ∈ (Zd)n ,
r(a,b) :=
√∑n
i=1 |ai − bi |2 for a,b ∈ (Zd)n and | · | is an Euclidean norm of Zd . Since r is
a distance on (Zd)n , ρ becomes a distance between the representatives of the quotient of (Zd)n
with respect to the permutation and shift.
Let us define an operator µ(z, i): (Zd)n → (Zd)n for z ∈ Zd and 1 ≤ i ≤ n by
µ(z, i)a = µ(z, i)(a1, . . . , an) := (a1, . . . , ai−1, ai + z, ai+1, . . . , an).
Put
n(a, z) := #{i : ai = z}
c˜(a, i) :=

c(n(a, ai ))
n(a, ai )
if 1 ≤ n(a, ai ) ≤ k,
0 otherwise,
d(a, i, z) :=
{
1 if n(a, ai + z) < k
0 if n(a, ai + z) ≥ k
q(c,d) := {σ ∈ Sn : ρ(c,d) = r(ϕ(c)−m(ϕ(c)), σ (ϕ(d)−m(ϕ(d))))}
g(a, i, z) := c˜(a, i)d(a, i, z)
β(a,b, i, z) := min{g(a, i, z), g(b, i, z)},
for a,b ∈ (Zd)n , c,d ∈ Dn , 1 ≤ i ≤ n and z ∈ Zd . Then we can define our coupling generator
L by
L f (a,b)
:= 1
#q(a,b)
∑
σ∈q(a,b)
n∑
i=1
∑
z∈Zd :|z|=1
{β(ϕ(a), σ ◦ ϕ(b), i, z)
× ( f (P ◦ µ(z, i) ◦ ϕ(a),P ◦ µ(z, i) ◦ σ ◦ ϕ(b))− f (a,b))
+ (g(ϕ(a), i, z)− β(ϕ(a), σ ◦ ϕ(b), i, z))
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× ( f (P ◦ µ(z, i) ◦ ϕ(a),b)− f (a,b))
+ (g(σ ◦ ϕ(b), i, z)− β(ϕ(a), σ ◦ ϕ(b), i, z))
× ( f (a,P ◦ µ(z, i) ◦ σ ◦ ϕ(b))− f (a,b))} . (4)
The first term is a main term and in the case d = 1 this term is given by the following strategy. We
number the particles in the natural order. Then we pick up the pair of the particles which have the
same numbers and move them the same distance and the same direction. The second and the third
terms are correction terms and in the case d = 1 these terms are given by the following strategy.
We number the particles in the natural order. Then we pick up the pair of the particles which have
the same number i . If g(ϕ(a), i, z) > g(σ ◦ ϕ(b), i, z) (or g(ϕ(a), i, z) < g(σ ◦ ϕ(b), i, z)) then
we move the particle which is picked in a (resp. in b) but we do not move the particle which is
picked in b (resp. in a). We denote by X = (Y, Z) the Markov process generated by L and by
P(a,b) its distribution which starts from (a,b) ∈ Dn ×Dn .
We define Pm(a)⊂Zd , the set of m-multiple points of a ∈ Dn , by
Pm(a) := {x ∈ Zd : #{ j ≤ n : a j = x} = m}.
We also define subsets of Dn by
Ξ1 := {(a,b) ∈ Dn ×Dn : ∪m≥2 Pm(a) ∪ ∪m≥2 Pm(b) 6= ∅}, (5)
Ξ2 := {(a,b) ∈ Dn ×Dn : there exists a trio of σ ∈ Sn, 1 ≤ i ≤ n, and
z ∈ Zd with |z| = 1 such that β(ϕ(a), σ ◦ ϕ(b), i, z) > 0
and ρ(P ◦ µ(z, i) ◦ ϕ(a),P ◦ µ(z, i) ◦ σ ◦ ϕ(b)) < ρ(a,b)} ,
Ξ3 := {(a,b) ∈ Dn ×Dn : for all 1 ≤ m ≤ k, #Pm(a) = #Pm(b)
and there exists σ ∈ Sn with
ρ(a,b) = r(ϕ(a)−m(ϕ(a)), σ (ϕ(b)−m(ϕ(b))))
and for all 1 ≤ m ≤ k, for any x ∈ Pm(a)
there exists y ∈ Pm(b) such that {i : x = ai } = {i : y = bσ(i)}}.
Lemma 4.1. Suppose that either the number of particle n is greater than k or the jump rate c
is such that c(i)/ i is not constant on 1 ≤ i ≤ n(≤k). Then the Markov process X = (Y, Z)
satisfies the following conditions (c.1), (c.2).
(c.1) Each marginal process which starts from (a,b) is the same as the dual process which starts
from A = Γ−1(a) or B = Γ−1(b), namely for any function f : An → R,
E(a,b)[ f (Γ−1(Y ))] = EA[ f (X)]
E(a,b)[ f (Γ−1(Z))] = EB[ f (X)].
(c.2) It holds that
E(a,b)
[∫ ∞
0
1(Ξ1∪Ξ2)\Ξ3(Xs)ds
]
< ∞.
Suppose that n ≤ k and c(i)/ i is constant on 1 ≤ i ≤ n. Then, since the condition (c.2) does not
seem to hold due to the lack of the irreducibility, we consider another Markov process of which
we shall discuss this case in Section 6.
The strategy of the proof of the Lemma 4.1 is as follows. By the definition of L , it holds
that if ρ(X t ) = 0, then ρ(Xs) = 0 for all s ≥ t . By the definition of Ξ3, it also holds that
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if ρ((a,b)) = 0, then (a,b) ∈ Ξ3. Let α be the first passage time X to the set {(a,b) ∈
Dn × Dn : ρ((a,b)) = 0}. Roughly speaking, in the one-dimensional case, the state space
Dn × Dn may correspond to Zn . Especially ρ((a,b)) may correspond to the absolute value of
the first coordinate. The corresponding process may behave like a random walk on Zn . Ξ1 ∪ Ξ2
may correspond to an (n − 1)-dimensional hyperplane. Let us denote by τ the jump time of the
random walk. Then ρ(Xτ−) 6= ρ(Xτ ) if Xτ− ∈ Ξ1 ∪ Ξ2. Out of the hyperplane, the random
walk is symmetric along the orthogonal direction to the hyperplane. Therefore once the random
walk goes out of the hyperplane, then the expectation of the return time to the hyperplane may
diverge, i.e., E[α] = ∞. Since Ξ1 ∪Ξ2 corresponds to the hyperplane and Ξ3 corresponds to the
set {(a,b) : ρ((a,b)) = 0}, we want to estimate the expectation of the occupation time for the
hyperplane. Namely, we want to estimate E[α] minus the expectation of the return time to the
hyperplane. On the hyperplane, the randomwalk has negative drift along the absolute value of the
first coordinate. Therefore the expectation of the occupation time of (Ξ1 ∪ Ξ2) \ Ξ3 converges.
In dimensions d ≥ 2, the state space of the random walk becomes (Zd)n and the hyperplane
becomes (n − 1)d-dimensional. Therefore in the dimension d = 2, we have the same results.
In dimensions d ≥ 3, the probability of the event that the random walk does not come back
to the hyperplane is positive. Since Ξ1 ∪ Ξ2 corresponds to the hyperplane, if the random walk
does not come back to the hyperplane, then the occupation time of Ξ1 ∪ Ξ2 obviously does not
diverges. If the random walk comes back to the hyperplane, then we have similar results to the
one-dimensional case.
In Section 5 we prepare key lemmas in order to check the condition (c.2). In Section 6 we
deal with the exceptional case. In Section 7 we prove the Lemma 4.1 by using the lemmas given
in Section 5.
5. Occupation time for a Markov process
In this section, we give general results that are useful for verifying the condition (c.2). The
results in this section are given by Uchiyama [10].
Let Yt be a pure jump process taking values in a metric space S and having rightcontinuous
paths. Suppose that S is decomposed into subsets S0, S1, . . . , and the rest S′ = S\∪n≥0 Sn . We
are interested in the total time that the process spends in the set ∪n≥1 Sn before it visits S0. Define
a random number n(0) by Y0 ∈ Sn(0) and let τ1 be the first passage time of Y to ∪n 6=n(0) Sn . Then
define n(1) by Yτ1 ∈ Sn(1), and let τ2 be the first passage time of the process Yt , t > τ1 to the set∪n 6=n(1) Sn , and similarly define τk+1, n(k) for k = 2, 3, . . .. We make the following assumption:
for all k ≥ 0
E[e(n(k+1)−n(k))θ ; n(k) > m | n(0), . . . , n(k)] < 1− δ (6)
where m, δ and θ are some positive constants.
Set N = inf{k : n(k) ≤ m}.
Lemma 5.1. Under the assumption (6),
P[N > k] ≤ (1− δ)kE[en(0)θ ].
Proof.
P[N > k] ≤ E[e(n(k+1)−n(0))θen(0)θ1{N>k}]
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≤ E
[
k∏
j=0
e(n( j+1)−n( j))θ1{n( j)>m}en(0)θ
]
≤ (1− δ)kE[en(0)θ ]. 
Set σk+1 = |{t ∈ (τk, τk+1) : Yt ∈ Sn(k)}| (the Lebesgue measure), where k = 0, 1, . . . and
τ0 = 0, and let Fk denote the σ -field generated by n(0), . . . , n(k), σ1, . . . , σk if k ≥ 1 and F0
that generated by n(0).
Lemma 5.2. Suppose that the condition (6) holds and for some constant M
E[σk+1 | Fk] ≤ M. (7)
Then
E[σ1 + · · · + σN ] ≤ 1
δ
ME[en(0)θ ].
Proof. By the assumption of the lemma the process ξ0 = 0, ξk = kM − (σ1 + · · · + σk) (k ≥ 1)
is a Fk-submartingale. Hence according to the optional stopping theorem 0 ≤ E[ξN ] =
ME[N ] − E[σ1 + · · · + σN ], which together with the preceding lemma leads to the required
estimate. 
In addition to (6) and (7) we further impose the following conditions. For every integer k ≥ 0,
E[e(n(k+1)−n(k))θ ; n(k) 6= 0 | n(0), . . . , n(k)] < M1 (8)
and
P[∃`, 0 ≤ ` < `◦ and n(`+ k) = 0 | n(0), . . . , n(k)] > p on {n(k) ≤ m}, (9)
where M1 and p are some positive constants and `◦ is some positive integer.
Lemma 5.3. Suppose that the conditions (6) through (9) are valid. If T = inf{k : n(k) = 0},
then E[σ1 + · · · + σT ] < ∞.
For the proof of Lemma 5.3 we define T0 = N ∧ T , and inductively
Tk+1 = inf{ j ≥ Tk + `◦ : n( j) ≤ m} ∧ T ,
and set
Rk =
{
0 if n(`) = 0 for some Tk ≤ ` < Tk+1
1 otherwise.
It follows that if Tk ≤ T , then n(Tk) = 0 and Rk = 0.
Suppose that E[Tk] < ∞. Then for ` ≤ `◦, on using (8),
E
[
eθn(T (k)+`)Rk
]
=
∑
j
E
[
eθn( j+`)Rk; Tk = j
]
=
∑
j
E
[
`−1∏
ν=0
eθ(n( j+ν+1)−n( j+ν)1{n( j+ν)6=0}eθn( j); Tk = j
]
≤ M`1eθm
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(where we write T (k) for Tk in the exponent); hence, as above and as in the proof of Lemma 5.1,
we deduce that
P[Tk+1 − (Tk + `◦) ≥ j | Rk = 1] ≤ (1− p)(1− δ) jM`◦1 eθm ( j ≥ 0),
which clearly implies E[Tk+1] < ∞.
This combined with Lemma 5.1 shows by induction that E[Tk] < ∞ for every k; in particular
the last inequality derived above is valid. By (9) we also have P[Rk = 1] ≤ (1 − p). It is now
easy to see that E[T ] < ∞ and as in the proof of Lemma 5.2 we obtain E[σ1+ · · · + σT ] < ∞.

6. Exceptional case: Essential part of the proof of Lemma 4.1
In this section we suppose that the jump rate c is given by c(i) = i and the total number
of particles, denoted by n, is less than or equal to k. Under this condition, the Markov process
generated by L does not become a good coupling process due to the lack of irreducibility.
Suppose that a ∈ Dn . Since n ≤ k, we have d(ϕ(a), i, z) = 1 for all 1 ≤ i ≤ n and z ∈ Zd .
Since c(i) = i , we have c˜(ϕ(a), i) = 1 for all 1 ≤ i ≤ n. For any a,b ∈ Dn , 1 ≤ i ≤ n, z ∈ Zd ,
and σ ∈ Sn ,
g(ϕ(a), i, z) = g(ϕ(b), i, z) = β(ϕ(a), σ ◦ ϕ(b), i, z) = 1.
Therefore L becomes
L f (a,b) := 1
#q(a,b)
∑
σ∈q(a,b)
n∑
i=1
∑
z∈Zd :|z|=1
( f (P ◦ µ(z, i) ◦ ϕ(a),P ◦ µ(z, i) ◦ σ ◦ ϕ(b))− f (a,b)) .
Suppose (a,b) ∈ Dn × Dn . Set dm(a,b) := m(ϕ(a)) − m(ϕ(b)) ∈ Rd , the difference of the
center of gravity between a and b. Then it is easy to see that dm is a conserved quantity. By the
definition of m, it is easy to see that the decimal fraction of each element of dm is an element of
{l/n : l ∈ Z, 0 ≤ l ≤ n − 1}. If one of them of initial state is not 0, then it seems difficult to
check that condition (c.2) holds. Therefore we define L˜ by
L˜ f (a,b) :=
d∑
p=1
1{(dm(a,b))p∈Z}(a,b) 1#q(a,b) ∑
σ∈q(a,b)
n∑
i=1
∑
z∈{ep,−ep}
( f (P ◦ µ(z, i) ◦ ϕ(a),P ◦ µ(z, i) ◦ σ ◦ ϕ(b))− f (a,b))
+ 1{(dm(a,b))p 6∈Z}(a,b)
n∑
i=1
∑
z∈{ep,−ep}
{( f (P ◦ µ(z, i) ◦ ϕ(a),b)− f (a,b))
+ ( f (a,P ◦ µ(z, i) ◦ ϕ(b))− f (a,b))}
 , (10)
where ep is the positive unit vector along the p-th direction. Denote by X˜t the Markov process
generated by L˜ and by P˜(a,b) the distribution of it starting from the initial state (a,b).
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Lemma 6.1. The Markov process X˜t satisfies the conditions (c.1),(c.2) in Lemma 4.1.
Proof. It is also easy to see that the condition (c.1) holds.
Set N0 := inf{t ≥ 0 : dm(X˜t ) ∈ Zd}. Note that if the initial state X˜0 satisfies dm(X˜0) ∈ Zd ,
then N0 = 0.
Lemma 6.2. There exists M such that for any initial state (a,b) ∈ Dn ×Dn ,
E˜(a,b)[N0] < M.
Proof. By the definition of L˜ , if (dm(X˜s))p ∈ Z for some s ≥ 0 then (dm(X˜t ))p ∈ Z for all
t ≥ s. Therefore we have only to prove the one-dimensional case.
Suppose that dm(X˜0) = j/n 6∈ Z, for some j ∈ Z. Set τ1 := inf{t > 0 : X˜t 6= X˜0}. Then
by the definition of L˜ , dm(X˜τ1) = ( j + 1)/n or ( j − 1)/n. If dm(X˜τ1) 6∈ Z, then we repeat
the procedure. Let α be a random variable such that dm(X˜τα ) ∈ Z. Then by using the result of a
random walk on {0, 1, 2, . . . , n}, we can easily get that there exists M1 such that for any initial
state (a,b) ∈ Dn ×Dn , E˜(a,b)[α] < M1. By the definition of L˜ , we get that there exists M2 such
that for any initial state (a,b), E˜(a,b)[τi ] < M2 for 1 ≤ i ≤ α. Therefore for any initial state
(a,b), E˜(a,b)[N0] = E˜(a,b)[τα] < M1M2. 
Let σ0 ∈ Sn be a unit element. Suppose that σ0 ∈ q(a,b), and P ◦ µ(ed , n) ◦ ϕ(a), P ◦
µ(ed , n) ◦ ϕ(b) ∈ Dn . Then we get
{ρ(P ◦ µ(ed , n) ◦ ϕ(a),P ◦ µ(ed , n) ◦ ϕ(b))}2
≤ r(µ(ed , n) ◦ ϕ(a)−m(µ(ed , n) ◦ ϕ(a)),
µ(ed , n) ◦ ϕ(b)−m(µ(ed , n) ◦ ϕ(b)))
=
{
n−1∑
j=1
[
d−1∑
l=1
{
(a j,l − (m(ϕ(a)))l)− (b j,l − (m(ϕ(b)))l)
}2
+
{(
a j,d − (m(ϕ(a)))d + 1n
)
−
(
b j,d −
(
(m(ϕ(b)))d + 1n
))}2]
+
d−1∑
l=1
{(an,l − (m(ϕ(a)))l)− (bn,l − (m(ϕ(b)))l)}2
+
{(
(an,d + 1)−
(
(m(ϕ(a)))d + 1n
))
−
(
(b j,n + 1)−
(
(m(ϕ(b)))l + 1n
))}2}
= {ρ(a,b)}2. (11)
We can extend this into general cases: more precisely we can replace the vector ed by some
±ei (1 ≤ i ≤ d), replace the number n by a number 1 ≤ j ≤ n or add the permutation term
σ ∈ q(a,b). Namely, the distance ρ cannot increase by the jump based on the main term.
Suppose that σ0 ∈ q(a,b), and P ◦ µ(±ed , n) ◦ ϕ(a), P ◦ µ(±ed , n) ◦ ϕ(b) ∈ Dn . Further
we also suppose that (ϕ(a))n−1 = (ϕ(a))n . Let σ ∈ Sn be the transposition between n − 1 and
n. Namely, σ(i) = i for 1 ≤ i ≤ n − 2, σ(n − 1) = n and σ(n) = n − 1. Then we get
{ρ(P ◦ µ(±ed , n) ◦ ϕ(a),P ◦ µ(±ed , n) ◦ ϕ(b))}2
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≤ r(µ(±ed , n) ◦ ϕ(a)−m(µ(±ed , n) ◦ ϕ(a),
σ ◦ µ(±ed , n) ◦ ϕ(b)−m(σ ◦ µ(±ed , n) ◦ ϕ(b))
=
{
n−2∑
j=1
[
d−1∑
l=1
{(a j,l − (m(ϕ(a)))l)− (b j,l − (m(ϕ(b)))l)}2
+
{(
a j,d − (m(ϕ(a)))d ± 1n
)
−
(
b j,d −
(
(m(ϕ(b)))d ± 1n
))}2]
+
d−1∑
l=1
{
{(an−1,l − (m(ϕ(a)))l)− (bn,l − (m(ϕ(b)))l)}2
+{(an,l − (m(ϕ(a)))l)− (bn−1,l − (m(ϕ(b)))l)}2
}
+
{(
(an−1,d)−
(
(m(ϕ(a)))d ± 1n
))
−
(
(b j,n ± 1)−
(
(m(ϕ(b)))l ± 1n
))}2
+
{(
(an,d ± 1)−
(
(m(ϕ(a)))d ± 1n
))
−
(
(b j,n−1)−
(
(m(ϕ(b)))l ± 1n
))}2}
.
Since (ϕ(a))n−1 = (ϕ(a))n , the above inequality is rewritten as
{ρ(P ◦ µ(±ed , n) ◦ ϕ(a),P ◦ µ(±ed , n) ◦ ϕ(b))}2
≤ {ρ(a,b)}2 + 2{±(b j,n − b j,n−1)+ 1}. (12)
We can extend this into general cases: more precisely we can replace the pair of vector and
transposition ed and σ by ei and σ ′′, which is a transposition between l and the others, or
add the permutation term σ ′ ∈ q(a,b). This inequality means the following. If there exists
an i(≥ 2)-multiple point and the distance between corresponding particles is greater than 1, then
the distance ρ can decrease due to the jump based on the main term.
By using these results we apply Lemmas 5.1–5.3. We note that if (dm(X˜s))p ∈ Z for
some s ≥ 0, then (dm(X˜t ))p ∈ Z for all t ≥ s. We suppose that (dm(X˜0))p ∈ Z. Set
S := {(a,b) ∈ Dn×Dn : dm(a,b) ∈ Zd}. By the definition of m we see that {ρ2(a,b) : (a,b) ∈
S}⊂{i/n2 : i ∈ Z+}. Let us define Ti := {(a,b) ∈ S : ρ2(a,b) = i/n2} ∩ ((Ξ1 ∪ Ξ2) \ Ξ3) and
Si := {(a,b) ∈ Ti : there exists σ ∈ q(a,b) such that
at least one pair 1 ≤ k < j ≤ n satisfies either that
(ϕ(a))k = (ϕ(a)) j and
|((σ ◦ ϕ(b))k)p − ((σ ◦ ϕ(b)) j )p| > 1 for some 1 ≤ p ≤ d
or (σ ◦ ϕ(b))k = (σ ◦ ϕ(b)) j and
|((ϕ(a))k)p − ((ϕ(a)) j )p| > 1 for some 1 ≤ p ≤ d}
for i = 0, 1, 2, . . .. Set S′ := S\∪i Si . Let τ0 be the first passage time of X˜ to ∪i Si and define
n(0) as a random number such that X˜τ0 ∈ Sn(0). Note that if X˜0 ∈ Si for some i , then τ0 = 0 and
n(0) = i . Let τ1 be the first passage time of the process X˜t+τ0 , t > 0 to the subset ∪i 6=n(0) Si ,
define n(1) by X˜τ1 ∈ Sn(1) and similarly define τi , n(i) for i = 2, 3, 4, . . ..
Suppose that X˜t 6∈ Si . Set α := inf{s > 0 : X˜s+t 6= X˜t }. Then by using the inequalities (11)
and (12), we see that ρ(X˜t ) = ρ(X˜t+α).
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Suppose that X˜t ∈ Si . Set α := inf{s > 0 : X˜s+t 6= X˜t }. Then by the definition of L˜ , there
exists a constant M1 such that
E˜·[α] < M1. (13)
By the definition of Si and L˜ ,
P˜·[ρ2(X˜t+α) < ρ2(X˜t ) | X˜t ∈ Si ] > 12nn! . (14)
Further, by using the inequality (12),
E˜·[ρ2(X˜t+α)− ρ2(X˜t ) | X˜t ∈ Si ] ≤ − 12nn! . (15)
We apply Lemmas 5.1 and 5.2. The condition (6) in Lemma 5.1 is verified by (15). The
condition (7) in Lemma 5.2 is verified by (13) and (14). We note that the set S0 is absorbing.
Therefore we conclude that there exists a constant M which depends only on the initial state
(a,b) such that
E˜(a,b)
[∫ ∞
0
1∪i>0 Si (X˜t )dt
]
< M.
In order to prove Lemma 6.1 we have only to prove the following lemma.
Lemma 6.3. Set α0 := inf{t ≥ 0 : X˜t ∈ ∪i Si }. Then there exists a constant M such that for any
initial configuration
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
< M.
Proof. First, we suppose d = 1 and n = 3.
Step 1. We write X˜t = (at ,bt ). Suppose that dm(X˜0) ∈ Z. We recall that α0 := inf{t ≥ 0 :
X˜t ∈ ∪i Si }. By the definition of L˜ , if t ≤ α0, then (ϕ(at ))i , (i = 1, 2, 3) moves as independent
random walks and dai, j = dai, j (t) := {(ϕ(at ))i − (ϕ(at )) j } − {(σ ◦ ϕ(bt ))i − (σ ◦ ϕ(bt )) j },
(1 ≤ i < j ≤ 3) are conserved quantities. Since da1,3 = da1,2 + da2,3 and the roles of
da1,2, da2,3 and da1,3 are exchangeable, first we divide the sets of initial configurations into the
following four cases:
(1) |da1,2| = |da2,3| = 0,
(2) |da1,2| = 0 and |da2,3| = 1,
(3) |da1,2| = 1 and |da2,3| = 1,
(4) |da1,2| > 1.
In case (1), we see that ρ(a,b) = 0. Therefore X˜0 ∈ S0 and it contradicts the assumption.
In case (2), we see that dm(a,b) 6∈ Z. Therefore it also contradicts the assumption.
In case (3), if da1,2 = −da2,3, then dm(a,b) 6∈ Z. Therefore da1,2 = da2,3, i.e., |da1,3| = 2.
Since the roles of da2,3 and da1,3 are exchangeable, we can treat this case as case (4).
Therefore we conclude that one of |dai, j | (1 ≤ i < j ≤ 3) is greater than 1.
Step 2. We divide the possible initial configurations into the following four cases:
(i) |da1,2| = 0, |da1,3| > 1 and |da2,3| > 1,
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(ii) |da1,2| = 1, |da1,3| = 1 and |da2,3| > 1,
(iii) |da1,2| = 1, |da1,3| > 1 and |da2,3| > 1,
(iv) |da1,2| > 1, |da1,3| > 1 and |da2,3| > 1.
Set random times αi, j by
αi, j := inf{t ≥ 0 : (ϕ(at ))i = (ϕ(at )) j or (σ ◦ ϕ(bt ))i = (σ ◦ ϕ(bt )) j }.
In case (i), it is easy to see that α0 = min{α1,3, α2,3}. Suppose that t ≤ α0. Since da1,2 = 0, if
(ϕ(at ))1 = (ϕ(at ))2, then (σ ◦ϕ(bt ))1 = (σ ◦ϕ(bt ))2. Conversely, if (σ ◦ϕ(bt ))1 = (σ ◦ϕ(bt ))2,
then (ϕ(at ))1 = (ϕ(at ))2. Therefore if the initial configuration is in case (i), then
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
= 0.
In case (iv), it is easy to see that α0 = min{α1,2, α1,3, α2,3}. Therefore if the initial configuration
is in case (iv), then
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
= 0.
In case (ii), it is easy to see that α0 = α2,3. Suppose that t ≤ α0. Since |da1,2| = |da1,3| = 1,
X˜t ∈ ∪i (Ti\Si ) if and only if (ϕ(at ))1 = (ϕ(at ))2, (ϕ(at ))1 = (ϕ(at ))3, (σ ◦ ϕ(bt ))1 =
(σ ◦ ϕ(bt ))2 or (σ ◦ ϕ(bt ))1 = (σ ◦ ϕ(bt ))3. Set dbi, j = dbi, j (t) := (ϕ(at ))i − (ϕ(at )) j
for 1 ≤ i < j ≤ 3. Then (ϕ(at ))i = (ϕ(at )) j is equivalent to dbi, j (t) = 0 and (σ ◦ ϕ(bt ))i =
(σ ◦ ϕ(bt )) j is equivalent to dbi, j (t) = dai, j (0). Therefore if the initial condition is in case (ii),
then
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
= E˜·
[∫ α2,3
0
{1{db1,2=0,da1,2}(X˜t )+ 1{db1,3=0,da1,3}(X˜t )}dt
]
.
Since (ϕ(at ))i (i = 1, 2, 3) are independent random walks, the distribution of the joint process
(db1,2, db2,3) (or (db1,3, db2,3)) is equal to that for the random walk on Z2 with generator
R f (db1,2, db2,3) := { f (db1,2 + 1, db2,3)− f (db1,2, db2,3)}
+ { f (db1,2 − 1, db2,3)− f (db1,2, db2,3)}
+ { f (db1,2 + 1, db2,3 − 1)− f (db1,2, db2,3)}
+ { f (db1,2 − 1, db2,3 + 1)− f (db1,2, db2,3)}
+ { f (db1,2, db2,3 + 1)− f (db1,2, db2,3)}
+ { f (db1,2, db2,3 − 1)− f (db1,2, db2,3)}.
Therefore it is not difficult to see that there exists a constant M such that
E
[∫ α
0
1{db1,2=0,da1,2}(Yt )dt
]
< M,
where Y is a random walk generated by R and E denotes an expectation with respect to the
distribution of it. We conclude that if the initial condition is in case (ii), then
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
≤ 2M.
In case (iii), it is easy to see that α0 = min{α1,3, α2,3}. Since |da1,2| = 1, X˜t ∈ ∪i (Ti\Si ) if and
only if (ϕ(at ))1 = (ϕ(at ))2 or (σ ◦ ϕ(bt ))1 = (σ ◦ ϕ(bt ))2. Similarly to case (ii), we have the
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following. If the initial condition is in case (iii), then
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
= E˜·
[∫ α0
0
{1{db1,2=0,da1,2}(X˜t )}dt
]
.
We also consider the random walk generated by R. If t ≤ α0 the distribution of (db1,2, db2,3) is
equal to that of the random walk. Note that db1,3 = db1,2 + db2,3, α0 is also the Markov time
for the random walk. Since
E˜·
[∫ α0
0
{1{db1,2=0,da1,2}(X˜t )}dt
]
≤ E˜·
[∫ α1,2
0
{1{db1,2=0,da1,2}(X˜t )}dt
]
,
similarly to case (ii), we have the following. If the initial condition is in case (iii) then there exists
a constant M such that
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
≤ M.
Therefore we conclude that if d = 1 and n = 3, then there exists a constant M such that for any
X˜0 satisfying dm(X˜0) ∈ Z
E˜·
[∫ α0
0
1∪i Ti (X˜t )dt
]
≤ M.
In the general case, d does not make problem. If we consider general n (>3), then we have to
consider the correlation between (ϕ(a))i , (σ ◦ϕ(b))i and (ϕ(a)) j , (σ ◦ϕ(b)) j for 1 ≤ i < j ≤ n.
Namely, we naturally extend dai, j and dbi, j . Then one of |dai, j | is greater than 1. By using the
random walk generated by R, we have a similar inequality. Therefore by changing the constant,
we have the required results for the general case. 
We conclude that the Markov process generated by L˜ satisfies not only the condition (c.1) but
also the condition (c.2). 
7. Adaptation for general cases
From now on we consider the general case.
Suppose that the unit element σ0 ∈ Sn is an element of q(a,b), and P◦µ(±ei , n)◦ϕ(b) ∈ Dn .
Then by the definition of ρ, we get
{ρ(a,P ◦ µ(±ei , n) ◦ ϕ(b)}2
≤ {r(ϕ(a)−m(ϕ(a)), µ(±ei , n) ◦ ϕ(b)−m(µ(±ei , n) ◦ ϕ(b)))}2
=
{
n−1∑
j=1
[
d−1∑
l=1
{(a j,l − (m(ϕ(a)))l)− (b j,l − (m(ϕ(b)))l)}2
+
{
(a j,d − (m(ϕ(a)))d)−
(
b j,d −
(
(m(ϕ(b)))d ± 1n
))}2]
+
d−1∑
l=1
{(an,l − (m(ϕ(a)))l)− (bn,l − (m(ϕ(b)))l)}2
+
{
(an,d − (m(ϕ(a)))d)−
(
(b j,n ± 1)−
(
(m(ϕ(b)))l ± 1n
))}2}
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= {ρ(a,b)}2
± 2
n
n−1∑
j=1
{(a j,d − (m(ϕ(a)))d)− (b j,d − (m(ϕ(b)))d)}
∓ 2(n − 1)
n
{(an,d − m(a))− (bn,d − m(b))}
+ n − 1
n
(16)
We can extend this to the general case. Namely, suppose P ◦ µ(±ei , n) ◦ σ ◦ ϕ(b) ∈ Dn . Then
we have
{ρ(a,P ◦ µ(ei , j) ◦ σ ◦ ϕ(b))}2 + {ρ(a,P ◦ µ(−ei , j) ◦ σ ◦ ϕ(b))}2
− 2{ρ(a,b)}2
≤ n − 1
n
≤ 1. (17)
Suppose that σ ∈ q(a,b), (ϕ(a))1 = (ϕ(a))2, (ϕ(a))i 6= (ϕ(a)) j if (i, j) 6= (1, 2) or (2, 1)
and (σ ◦ ϕ(b))i = (σ ◦ ϕ(b)) j for all i 6= j . Set β := (σ ◦ ϕ(b))1 = (σ ◦ ϕ(b))2. According to
(11), (12), (16) and (17)
E·[ρ2(X t+α)− ρ2(X t ) | X t = (a,b)]
≤ 2
(
−min
{
c(1),
c(2)
2
}
|β| +max
{
0, c(1)− c(2)
2
})
, (18)
where α := inf{s > 0 : X t+s 6= Xs}. Set ai, j := c(i)/ i−c( j)/j , and bi, j := min{c(i)/ i, c( j)/j}
for 1 ≤ i, j ≤ k. Put dc := max1≤i, j≤k,i 6= j ai, j/bi, j +1. In general, if β ≥ dc then the right-hand
side of (18) is negative. We modify Si defined in Section 6 by
Si := {(a,b) ∈ Ti : there exists σ ∈ q(a,b) such that
at least one pair 1 ≤ k < j ≤ n satisfies either that
(ϕ(a))k = (ϕ(a)) j and
|((σ ◦ ϕ(b))k)p − ((σ ◦ ϕ(b)) j )p| > Dc for some 1 ≤ p ≤ d
or 1 ≤ i < j ≤ n such that
(σ ◦ ϕ(b))k = (σ ◦ ϕ(b)) j and
|((ϕ(a))k)p − ((ϕ(a)) j )p| > Dc for some 1 ≤ p ≤ d}
where Dc := ndc maxi, j ai, j . Then we can apply Lemmas 5.1 and 5.2 similarly to the case in
Section 6.
Set α := inf{t ≥ 0 : ρ2(X t ) ≤ nDc}. Then there exists a constant M such that
E
∫ α
0
1∪i Si (X t )dt < M.
In order to prove (c.2) of Lemma 4.1, we have to prove following two lemmas.
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Lemma 7.1. Set α0 := inf{t ≥ 0 : Xt ∈ ∪i Si }. Then there exists a constant M such that for any
initial configuration
E·
[∫ α0
0
1∪i Ti (Xt )dt
]
< M.
Since the proof of this lemma is similar to that of Lemma 6.3 in Section 6, we omit the proof.
Set α(0) = 0 and α(i) := inf{t ≥ α(i − 1) : X t 6= Xα(i−1)} for i ≥ 1.
Lemma 7.2. For any initial configuration, there exists a pair l and p > 0 which may depend on
ρ(X0) such that
P[ρ(Xα(l)) = 0] > p.
We will prove this lemma in Section 8.
Once ρ(X t ) becomes 0 for some t , then for any s ≥ t , ρ(Xs) = 0. If ρ((a,b)) = 0, then
(a,b) ∈ Ξ3. By using Lemma 5.3, we conclude that the condition (c.2) of Lemma 4.1 holds.
8. Constructing an exact path
We can easily check that the probability of the event that the required pair of particles is picked
is bounded below and that the expectation of the interval of successive jump times is bounded
above. Therefore we have only to show that the number of jumps required to set ρ to 0 is finite.
In order to describe our jumps, we use figures as follows:
The figure has two parts, left and right. The left one corresponds to the configuration a of
X = (a,b), and the right one corresponds to b. Here each circle denotes a particle, which has to
be between two horizontal lines, the gap between them being k.
This figure has four parts. The left two parts corresponds to the configuration of Xτ− and the
right ones correspond to that of Xτ+ where τ is a jump time. The black circle corresponds to
the particle which jumps at time τ and the circle with a diagonal line corresponds to the particle
which is picked but cannot jump at time τ .
In the one-dimensional case, suppose that two members a = (a1, . . . , an),b = (b1, . . . , bn)
from Dn satisfy a1 ≤ a2 ≤ · · · ≤ an , b1 ≤ b2 ≤ · · · ≤ bn , and ϕ : Dn → (Z)n is a canonical
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injection. Then simple computation shows that σ ∈ q(a,b) satisfies that there exists σ1, σ2 ∈ Sn
such that σ = σ−11 ◦σ2 and σ1◦ϕ(a) = ϕ(a) and σ2◦ϕ(b) = ϕ(b), i.e., if we number the particles
of a and b in natural order then we should pick a pair of particles having essentially the same
number. Therefore we use this number to determine the pair of particles which we want to move.
We define the canonical figure a = (a1, . . . , an) ∈ Dn by a1 = a2 = · · · = ak ,
ak + 1 = ak+1 = ak+2 = · · · = a2k , . . ., amk + 1 = amk+1 = amk+2 = · · · = a(m+1)k ,
. . ., alk + 1 = alk+1 = alk+2 = · · · = an , for all 1 ≤ m ≤ l, where l is a minimal integer which
satisfies (l + 1)k ≥ n, i.e., the leftmost part of above figure is the canonical figure. Without loss
of generality, we suppose that a is a canonical figure.
Case 1 (n ≥ k + 1).
We define α = α(a,b) by
α :=
{
min{l ≥ 2 | al − bl 6= a1 − b1}, if {l ≥ 2 | al − bl 6= a1 − b1} 6= ∅
n + 1 if {l ≥ 2 | al − bl 6= a1 − b1} = ∅.
Since we supposed that a is a canonical figure, if α = n + 1, then b is also a canonical figure.
Therefore we can suppose that α < n + 1. We pick up a pair indexed max{k + 1, α} and move
it one unit to the left. Then we can move the particle on the right figure but cannot move that on
the left figure.
We repeat the movement, while α < n + 1, finally we get desired figure.
In this case we use
∑n
l=2 |b1 − bl | ≤ n|b1 − bn| movement.
Case 2 (n ≤ k with interaction).
In this case we assume that there are interactions between particles, namely there exists a pair
(i, j), with 1 ≤ i, j ≤ n such that c(i)/ i 6= c( j)/j . In this case, we decompose the system of
movement into four steps with cycle. The typical configuration is as follows.
Step 1. First we pick up a pair indexed 1 and move it one unit to the right.
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Then we pick up a pair indexed n and move it one unit to the left.
Then the left figure comes back to the canonical figure and the right one changes. We treat these
two jumps as one unit operation. If we repeat the operations, finally we get following figure.
The last figure depends on the initial configuration. There are essentially two types of possibility
as follows.
Namely, the first one is the desired one and the other one has an n − l-multiple point and an
l-multiple point for some 1 ≤ l ≤ n − 1. Furthermore these multiple points stand side by side.
(In this figure l = 1.)
If we take one unit operation, then the configuration changes but the gravity of the mass
inherits. Therefore we can get one of typical configurations above at most taking
∑N
i=1 |bi −
m(b)| ≤ n|b1 − bn| movement.
Step 2. Without loss of generality, we can assume that the n− l-multiple point is on the right side
of the l-multiple point. First we check the conditions for the jump rate. If c(l)/ l > c(n)/n then
go to Type 1. If c(l)/ l < c(n)/n then go to Type 2. If c(l)/ l = c(n)/n then go to Step 3.
Type 1. We pick up a pair indexed 1 and move it one unit to the left. Since c(l)/ l > c(n)/n, we
can choose a case in which the particle on the right figure can move but that on the left figure
cannot move.
Then we also pick up a pair indexed 1 and move it one unit to the right.
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Finally we also pick up a pair indexed n and move it one unit to the left and go back to the top of
Step 2.
(In this figure, it becomes the desired figure.)
Type 2. We pick up a pair indexed 1 and move it one unit to the right. Since c(l)/ l < c(n)/n,
we can choose a case in which the particle on the left figure can move but that on the right figure
cannot move.
Then we pick up a pair indexed n and move it one unit to the left and go back to the top of Step 2.
(In this figure, it becomes desired figure.)
In this step the number of movements in Type 1 is three and in Type 2 it is two.
Step 3. In this step, we also check the conditions for the jump rate. If c(l)/ l = c( j)/j for all
l < j < n, then go to Step 4. In the other case, there exists l < j < n such that c(l)/ l 6= c( j)/j .
Then we pick up a pair indexed j + 1 and move it one unit to the right.
(In this figure j = 5.) We repeat such a movement n− j times; then we get the following figure.
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Namely, the left figure has a j-multiple point and the right figure has an l-multiple point. Since
c(l)/ l 6= c( j)/j , we have only to consider two types, c(l)/ l > c( j)/j and c(l)/ l < c( j)/j .
Type 1 (c(l)/ l > c( j)/j). We pick up a pair indexed 1 and move it one unit to the left. Since
c(l)/ l > c( j)/j , we can choose a case in which the particle on the right figure can move but that
on the left figure cannot move.
Then we also pick up a pair indexed 1 and move it one unit to the right.
We also pick up a pair indexed n and move it one unit to the left.
We repeat such a movement n − j + 1 times; then we get the following figure.
Namely, the left figure has an n-multiple point and the right figure has an l + 1-multiple point
and the remaining particles are on the next side of the right (left) side of it. Finally we go back
to the top of Step 2.
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Type 2 (c(l)/ l < c( j)/j). We pick up a pair indexed 1 and move it one unit to the right. Since
c(l)/ l < c( j)/j , we can choose a case in which the particle on the left figure can move but that
on the right figure cannot move.
We pick up a pair indexed n and move it one unit to the left.
We repeat such a movement n − j + 1 times; then we get the following figure.
Namely, the left figure has an n-multiple point and the right figure has an l + 1-multiple point
and the remaining particles are on the next side of the right (left) side of it. Finally we go back
to the top of Step 2.
In this step the number of movements in Type 1 is 2(n− j)+4 and in Type 2 it is 2(n− j)+3.
Step 4. By the condition given by Step 3, c(i)/ i = c(l)/ l for all l ≤ i ≤ n. Since there are
interactions between particles, the set {1 ≤ i ≤ l | c(i)/ i 6= c(l)/ l} is not empty. We define
j by the maximal element of the set. Therefore c(i)/ i = c(l)/ l and c(i)/ i 6= c( j)/j for all
j < i ≤ n. We start from the following figure.
We pick up a pair indexed 1 and move it one unit to the right.
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If we repeat the movement l − j times, then we get the following figure.
Namely, the left figure has a j+(n−l)-multiple point and the remaining particles are on the next
side of the right side of it, and the right figure has a j-multiple point and the remaining particles
are on the next side of the right side of it. (In this figure, j = 3.) Since c(l)/ l 6= c( j)/j , we have
only to pick and move particles like Step 3. Finally, the left figure has an n-multiple point and
the right figure has an l + 1-multiple point and the remaining particles are on the next side of the
right (left) side of it. We go back to the top of Step 2.
In this step the number of movements is 2(l − j)+ 3 or 2(l − j)+ 4 like in Step 3.
Finally we should count the number of times that we should go back to the top of Step 2.
Once we go back to the top of the Step 2, the multiplicity of the right figure increases by one,
where the multiplicity of the figure is the biggest number l of the l-multiple point in the figure.
Therefore we should go back to the top of Step 2 at most n− l times. Therefore the total number
of movements is less than or equal to the “(number of movements in Step 1) + (the number
of times that we should go back to the top of Step 2) × {(number of movements in Step 2) +
(number of movements in Step 3)+ (number of movements in Step 4) }”. It is bounded above by
n|b1 − bn| + n(4n + 11).
The total number of movements in all cases is at most n|b1 − bn| + n(4n + 11). We conclude
that Lemma 7.2 is proved in dimension d = 1.
In the case d ≥ 2, we define the canonical figure a = (a1, . . . , an) ∈ Dn by a1 = a2 = · · · =
ak , ak + e1 = ak+1 = ak+2 = · · · = a2k , . . ., amk + e1 = amk+1 = amk+2 = · · · = a(m+1)k ,
. . ., alk + e1 = alk+1 = alk+2 = · · · = an , for all 1 ≤ m ≤ l, where e1 is a positive unit
vector along the first coordinate and l is a minimal integer which satisfies (l + 1)k ≥ n, i.e., in
the canonical figure, particles line up parallel to the first coordinate axis. Further on the line, it
is also the canonical figure of the one-dimensional case. Without loss of generality we suppose
that the dimension d = 2. We suppose that a = (a1, a2, . . . , an) ∈ Dn , then ai are placed in
lexicographical order, i.e., if i ≤ j then (ai )1 ≤ (a j )1 and if i < j and (ai )1 = (a j )1 then
(ai )2 ≤ (a j )2. By simple computation if a ∈ Dn is a canonical figure, then for any b ∈ Dn ,
σ ∈ q(a,b) satisfies that there exists σ1, σ2 ∈ Sn such that σ = σ−11 ◦ σ2 and ((σ1 ◦ ϕ(a))i )1 =
((ϕ(a))i )1 and ((σ2 ◦ ϕ(b))i )1 = ((ϕ(b))i )1, where for a = (a1, . . . , an) ∈ (Zd)n , ((a)i ) j is the
j-th component of ai . Namely if a is a canonical figure, then the choice of pairing depends only
on the first coordinate of bi . Therefore we can apply the method for the one-dimensional case
to this case. Since we have freedom of the choice of the second coordinate part, we can place b
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with (b1)1 = (b2)1 = · · · = (bk)1, (bk)1 + 1 = (bk+1)1 = . . . , (b1)2 ≤ (b2)2 ≤ · · · ≤ (bn)2.
Then we pick up a pair numbered k + 1 ≤ m ≤ n according to the reversed number, and move
it to [m/k]e2, where [a] is a maximal integer which satisfies a ≥ [a]. Further we pick up a
pair numbered k + 1 ≤ m ≤ n according to the reversed number, and move it to −[m/k]e1,
then (a j )1 = (am)1 and (b j )1 = (bm)1 for any pair 1 ≤ j,m ≤ n, i.e., we reduce the two-
dimensional case to a one-dimensional case. Similarly we can reduce the n-dimensional case to
an n − 1-dimensional case for n ≥ 2. We conclude that Lemma 7.2 is proved in all dimensions.
9. Proof of the theorem
Proof of Theorem 2.2. We define G by
G := { f : f is a local function
and there exists N such that Eρ[ f | FΛN ] = 0}
where FΛN is a σ -algebra generated by
∑
x∈ΛN ηx , {ηx : x 6∈ ΛN }, and ΛN is a d-dimensional
cube in Zd with width 2N + 1, centered at the origin. It is easy to see that the current wa is an
element of G.
Fix f ∈ G and pick up Λ = ΛN such that Eρ[ f | FΛ] = 0. Kipnis and Varadhan [4] proved
some equivalent relation about the central limit theorem variance. We use one of them. It holds
that ∫ ∞
0
∑
x
Eρ[ f τxeLt f ]dt = lim
λ→0
∑
x
Eρ[ f τxgλ]
where gλ is a solution to the resolvent equation
λgλ − Lgλ = f.
It is convenient to write Fλ(ρ) =∑x Eρ[ f τxgλ]. By using the expansion with respect to Ψ for
gλ, we have
Fλ(ρ) =
∑
x,A:∪i (τx A)i∩Λ6=∅
gˆλ(A)Eρ[ fΨτx A]
+
∑
x,A:∪i (τx A)i∩Λ=∅
gˆλ(A)Eρ[ fΨτx A].
Since f is an element of G, the second sum on the right-hand side above vanishes. We define the
function h by
h(B, ρ) := Eρ[ fΨB]
m(B, ρ)
for B ∈ A and ∪i Bi⊂Λ, where m is defined by (3). For B ∈ A, such that ∪i Bi⊂Λ, we also
define
B(B) := {A ∈ A : there exists x ∈ Zd such that (τx A)i ∩ Λ = Bi for all i}.
The first sum on the right-hand side above is equal to∑
B∈A:∪i Bi⊂Λ
∑
A∈B(B)
h(B, ρ)gˆλ(A)m(A, ρ).
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We substitute (2) and use the reversibility of m to observe that Fλ is equal to∑
B∈A:∪i Bi⊂Λ
h(B, ρ)
∑
C∈A
fˆ (C)m(C, ρ)EC
[∫ ∞
0
1B(B)(Xs)e−λsds
]
.
Since f is a local function, we arrange the elements of An ∩ supp( fˆ ) in some order,
A1, A2, . . . , Am say. We define one to one mapping θ : An ∩ supp( fˆ ) → An ∩ supp( fˆ ) by
θ(Ai ) :=
{
Ai+1 if 1 ≤ i ≤ m − 1,
A1 if i = m.
We also define a function Fˆ : An ∩ supp( fˆ )× (0, k) → R by
Fˆ(Ai , ρ) :=
{
fˆ (A1)m(A1, ρ) if i = 1
fˆ (Ai )m(Ai , ρ)+ Fˆ(Ai−1, ρ) if 2 ≤ i ≤ m.
Then Fλ is equal to∑
B∈A:∪i Bi⊂Λ
h(B, ρ)
∑
n
∑
C∈An
fˆ (C)m(C, ρ)EC
∫ ∞
0
1B(B)(Xs)e−λsds
=
∑
B∈A:∪i Bi⊂Λ
h(B, ρ)
∑
n
[
m−1∑
i=1
Fˆ(Ai , ρ)
×
{
EAi
∫ ∞
0
1B(B)(Xs)e−λsds − Eθ(Ai )
∫ ∞
0
1B(B)(Xs)e−λsds
}
+ Fˆ(Am, ρ)EAm
∫ ∞
0
1B(B)(Xs)e−λsds
]
.
Since f is an element of G,∑A∈An fˆ (A)m(A, ρ) = 0, i.e., Fˆ(Am, ρ) = 0. Therefore we have
Fλ(ρ) =
∑
B∈A:∪i Bi⊂Λ
h(B, ρ)
∑
C∈A
Fˆ(C, ρ)
×
{
EC
∫ ∞
0
1B(B)(Xs)e−λsds − Eθ(C)
∫ ∞
0
1B(B)(Xs)e−λsds
}
.
We have decomposed Fλ(ρ) into a finite sum of smooth functions such that each term of it is
the product of two factors: one is a smooth function of ρ which does not depend on λ, and the
other is a function of λ which does not depend on ρ. The second one is given by the expectation
of the total occupation time for a certain infinite set. Furthermore the coefficient is not only
an expectation of the total occupation time for a certain infinite set but also a difference of
expectations of the total occupation times of a certain infinite set for the processes starting at
two different points.
By (c.1) of Lemmas 4.1 and 6.1, Fλ is equal to
Fλ(ρ) =
∑
B∈A:∪i Bi⊂Λ
h(B, ρ)
∑
C∈A
Fˆ(C, ρ)
×
{
EΓ (C),Γ (θ(C))
[∫ ∞
0
{1(Γ (B(B)),Γ (A))(Xs)e−λs
− 1(Γ (A),Γ (B(B)))(Xs)e−λs}ds
]}
,
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where X denotes a coupling Markov process generated by L given by (4) or by L˜ given by
(10), and Ea,b denotes the expectation of the process which starts from (a,b). We check that
(Γ (B(B)),Γ (A))	 (Γ (A),Γ (B(B)))⊂(Ξ1 ∪Ξ2)\Ξ3, where A	 B := (A ∪ B)\(A ∩ B), and
Ξi (i = 1, 2, 3) are defined by (5). By (c.2) in the Lemmas 4.1 and 6.1, we can apply Lebesgue’s
convergence theorem to Fλ and get the smooth limiting function as λ → 0. 
In dimensions d ≥ 3, we can adapt the method in [7] and we get that the expectation of the
occupation time does not diverge. Therefore without using Lemma 4.1, we can prove the main
theorem.
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