Riquier Bases for systems of analytic pde are, loosely speaking, a differential analogue of Gröbner Bases for polynomial equations. They are determined in the exact case by applying a sequence of prolongations (differentiations) and eliminations to an input system of pde.
INTRODUCTION
Differential elimination algorithms apply a finite number of differentiations (prolongations) and eliminations to uncover obstructions to formal integrability. Exact differenPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. tiation elimination algorithms that apply to exact polynomially nonlinear systems of pde are given in [2, 7, 14, 22, 17, 16] . Such methods enable the identification of all hidden constraints of pde systems and the computation of initial data and associated formal power series solutions in the neighborhood of a given point. Algorithmic membership tests (specifically in the radical of a differential ideal) can be given [2, 7] . They can ease the difficulty of numerical solution of ode systems.
A major problem in these approaches is the exploding size of prolongations for more than one independent variable. In symbolic approaches much effort has been devoted to control the growth of this size by developing redundancy criteria (for integrability conditions), and making strong use of elimination with respect to rankings to decrease the size of the prolongations [1, 27] . However symbolic elimination can also cause expression swell, and even in the case of one independent variable, for constrained ode problems arising in multi-body mechanics, it is a significant problem [26] .
Very little work has been done on the corresponding problems for symbolic-numeric methods. Techniques which are helpful for the symbolic case are often unstable for the approximate case, since rankings (the differential analogue of term orders) can cause pivoting on small quantities and resultant instability.
In this paper we make some progress on this problem for a certain class of pde. For this class, only prolongations with respect to one independent variable are needed. Paradoxically rankings are important in our approach but don't cause instability since no eliminations are made. Hence we also avoid the expression swell due to the eliminations mentioned above. A suitable ranking is determined by solving an integer linear programming problem to uncover a block structure in the pde system.
Another main idea in our paper is that such prolongations are essentially ode like enabling us to generalize ode techniques to the pde case. In our case we generalize a method of Pryce for ode in the framework of Riquier Theory. However we might imagine this being also used as a bridge for other ode techniques (e.g. that of Sedoglavic [21] ).
In particular, we give methods for computing approximate implicit Riquier Bases for square systems of analytic pde.
There already exist exact methods for computing Riquier Bases for non-square polynomially nonlinear pde together with an input ranking of derivatives [18] . However these exact methods may not succeed if the intermediate systems, can not be solved explicitly for their leading derivatives.
For polynomially nonlinear pde, our approximate Riquier Basis method uses an approximate method, homotopy continuation, to by-pass this difficulty. From a given set of solutions of a system of similar structure, homotopy paths converge to points on the zero set of the functions in the prolongations of the pde system. It is these points that are used to verify the conditions of the Implicit Function Theorem, allowing the implicit solution of the given functions for their leading derivatives. For background on the homotopy methods, constituting the new area of Numerical Algebraic Geometry, please see the book [24] . In addition our method yields the method of Pryce [13] for systems of differential algebraic equations as a special case. Prolongation will usually introduce more equations as well as more (jet) variables, but this is not always true. If some equations after differentiation do not introduce new variables for whole system, then there is the possibility that the dimension of the system is lowered, since generically the system's dimension is the number of its variables minus the number of its equations. Pryce [13] proposed a method to detect such "chances" that minimize the dimension by taking advantage of the special structure of some systems. Pryce's method was the generalization of a method developed by Pantiledes. Ilie et al [6] show Pryce's method, can be extended to give a polynomial cost method for numerical solution of differential algebraic equations.
ZERO SET OF PDE
Let F be a field (R or C in this paper), x = (x1, · · · , xn) be the independent variables and u = (u 1 , · · · , u m ) be the dependent variables for a system of pde. The usual commutative approaches to differential algebra and differential elimination theory [18, 2] consider a set of indeterminates Ω = {v
where each member of Ω corresponds to a partial derivative by:
Formal commutative total derivative operators are introduced to act on members of Ω by a unit increment of the i-th index of their vector subscript:
αn). The usual total derivatives
Dx i act on functions of {x} ∪ Ω by:
where ∂ ∂v are the usual partial derivatives. A q-th order differential system with equations is associated with a locus (or zero set) of points
.., are the maps defining the differential equations. Here m r := m· r+n−1 r´i s the number of jet variables corresponding to r-th order derivatives.
One class of systems considered in this paper will be differential polynomials in F[x 1 , ..., x n ; v i α : |α| ≥ 0], the ring of all polynomials over F in the infinite set of indeterminates {x} ∪ Ω, where |α| = α1 + · · · αn. The other case is that where the f k are F-analytic functions in a neighborhood of a point (x 0 , (v i α ) 0 ) which by our finiteness restriction can be taken in J q . We restrict to f k being functions of finitely many indeterminates. We alert the reader that although we occasionally use Jet notation, we always work locally over some F-Euclidian space. So we don't use the more global geometric features of Jet Geometry, such as bundles, contact structures, etc (see [22] ). The pendulum is a simple example of differential equations (commonly called differential algebraic equations or dae) that arise frequently in applications. As a matter of terminology, throughout this paper we will use the term ode to include dae. Such systems are ubiquitous in multi-body dynamics. From CAD like graphical descriptions of links, joints, motors, etc, there are several software packages (e.g. Adams, Dads and WorkingModel [23] ), that automatically produce the equations of motion, using Lagrangian mechanics formulations. 
Here
RANKINGS OF DERIVATIVES
A detailed formal treatment of this subject, and the classification of all such rankings are given in Rust et al. [18] . Rankings are fundamental in Differential Algebra [8] . 
for all α, β, γ ∈ N n .
Let hdf denote the greatest member in Ω in f with respect the ranking ≺. 
It is easily seen that (6) 
There are many ways to specify a ranking. In this paper we use a matrix representation following Riquier and Rust [18, 19] . First we introduce a map ψ from Ω to Z m+n :
where the "1" appears in jth coordinate.
An ordering of the elements in Z m+n denoted by < is defined by lexical order (comparing the values at the first coordinate, then the second coordinate, and so on). 
SIGNATURE MATRIX OF T-DOMINATED SYSTEMS USING RANKINGS
Note that when κ = 0 this reduces to the simple pendulum equations given in Example 2.1.
By a pure derivative with respect to an independent variable xi, we mean a derivative of form
By Definition 4.1 given later, a pde system which is dominated by pure derivatives with respect to an independent variable x i , must at least contain such a derivative in each of its equations. The Pendulum Curtain system (8) satisfies this requirement with respect to t. A physically important class of pde which are dominated by pure derivatives in time consists of evolution pde. In that case the time derivatives can be expressed as functions of spatial derivatives.
For two independent variables t, x and for each u j , a ranking consistent with such systems should satisfy:
It is easy to extend this (partial) ranking to the case when x is a vector (e.g. using lexical order on x). For the pendulum curtain example, the differential order of t is more important than spatial derivatives. More generally, we can focus on a special independent variable x k and for notational convenience denote x k by t. However we warn the reader that t may not represent time for some physical t-dominated systems. For example the elliptic CauchyRiemann equations (ux = vy, vx = −uy) are x-dominated.
We hide the details about the differential order of the other independent variables by defining a weight map ϕ : Ω → R as follows:
The leading derivative of each equation Ri with respect to each u j using the ranking (9), is denoted by ld(Ri, u j ). Applying (10) to the leading derivatives of R, we obtain an × m matrix (σ i,j ) which is called the signature matrix of R (see Pryce [13] for the ode case):
×m is a matrix with all entries equal to 1. We define the leading class of derivatives by
These are the highest derivatives of u j appearing in R. If for each equation of R, the leading class of derivatives are pure t-derivatives, then regarding the other independent variables as parameters the pde has an ode-like structure. Then we can consider the other independent variables as parameters to regard the pde as ode. To study the pde with this structure, we introduce a new concept:
. [t-Dominated System] We say R is dominated by pure derivatives in the independent variable t if there is no appearing in (σi,j)(R). For notational simplicity, we also call R a t-dominated system.
Such t-dominated systems are not as special as they appear.
Proposition 4.2. [Genericity of t-dominated Systems]
A generic F-analytic or polynomially nonlinear pde system R with order k is t-dominated. Any F-analytic or polynomially nonlinear pde system R with order k is t-dominated after a random linear coordinates transformation in the independent variables with coefficients in F.
Proof. Let R be a generic pde. So each R i contains all pure t derivatives with order k, which are the leading class of derivatives with respect to Ranking (9) . For any nonlinear pde R, after a random linear coordinate change, any derivative with order k becomes a linear combination of all the kth order derivatives. So R contains all pure kth order t derivatives which are the leading class of derivatives. 
GENERALIZING PRYCE'S PROLONGATION METHOD TO PDE
Let R be a square (i.e. #equations = #unknowns) and t-dominated system. From Section 4, the signature matrix (σi,j)(R) contains information on differential order and ignores details on the degrees and coefficients of a system R. We introduce a fast method based on (σ i,j )(R) to differentiate (prolong) R with respect to t. Pryce's prolongation method for square ode is a special case. It yields a local existence and uniqueness result (equivalently all local constraints in initial conditions for R are determined). We obtain a local existence and uniqueness result for square pde which is given in Section 6.
If we consider R as ode (the only independent variable is t). Pryce's method [13] finds all the local constraints for a large class of square ode using only prolongation. We generalize this construction to pde. To be precise, the description of this construction is given in this section, but the detailed justification of its properties under certain conditions is given in Section 6. Suppose R i is differentiated
From the definition of (σi,j), clearly dj is the largest of ci + σij, which implies that
Obviously there are at most P d j + m pure t-derivative jet variables and
t R (considering independent variables and all non-t-derivatives as parameters). We can embed D 
The computation of c and d which only involves the information on differential order and is consequently very fast. 
where
Solving this integer linear programming problem by LPSolve in the Optimization package of Maple10, we obtain
After we obtain the number of prolongation steps c i for each equation, we can construct the partial prolonged system D c t R using c. We also point out that D c t R has a favorable block triangular structure which enables us to compute points on Z(D c t R) more efficiently. Without loss of generality, we assume c1 ≥ c2 ≥ · · · ≥ cm, and let kc = c1, which is closely related to the index of system R (see [13] for more details about the index). Then we can partition D c t R into k c + 1 parts (see Table 5 ).
For each B i , 0 ≤ i ≤ k c , we denote the leading class of variables by Ui := lcd(Bi) and define the Jacobian Matrix Proof. The first result is by the chain rule and the fact that if θ is the leading variable of a pde F then θ t is the leading variable of D t F .
Because J k c is an m × m full rank, each row is linearly independent. Since Ji is a sub-matrix of J kc , we can assume it consists of the first p rows and first q columns of J kc , where q is the number of elements in U i . If q = m, then rank(J i ) = p. If q < m, then the entries in first p rows and last m − q columns must be 0. So rank(Ji) = p.
In the following section we will show that the output of the t-prolongation implicitly yields a Riquier Basis for which an associated existence theorem is available.
THE FORMAL RIQUIER EXISTENCE THEOREM
In this section, we state Theorem 6.5 for the existence and uniqueness of formal power series solutions of a Riquier Basis. This theorem is the result of a Gröbner style development and extension of Riquier's classical existence results for pde. The details can be found in the works of Rust et al. [19, 18] . The corresponding exact symbolic differential elimination algorithms were implemented [27] in distributed Maple; which also refers to applications of the algorithms.
Given a ranking of partial derivatives, such bases are in solved form with respect to leading derivatives. They are symbolically determined by successively including integrability conditions and performing eliminations on the resulting systems. The solved form requirement means that in the exact case they are essentially restricted to pde which are linear in their highest derivatives. Closely related to Riquier Bases are Schwarz's Janet Bases [20] .
We say that f is ≺-monic with respect to a ranking ≺ if f has the form f = hdf + g, with hdg ≺ hdf . For example the equation X 2 + Y 2 − 1 = 0 of the Pendulum system of (3) is not ≺-monic with respect to the ranking given in (6) since it is nonlinear in Y , its highest derivative. The parametric and principal derivatives enable us to specify initial data, that will be important in the existence and uniqueness theorem.
Definition 6.3. A specification of initial data for M is a map
For an analytic function g on jet space, let φ(g) be the function of the principal derivatives obtained from g by evaluating x and the parametric derivatives using φ: See [19] for the definition of one-step reduction used above. Recall that M and V are as given in Definition 6.1. Note that the set of integrability conditions given by Definition 6.4 is generally infinite. This infinite number of conditions is shown in [18] to be a consequence of a finite set of integrability conditions given below; thus enabling finite implementation [27] . Further more refined redundancy criteria for integrability conditions are given in [27] . 
Theorem 6.5 (Formal Riquier Existence Theorem). Let M be a Riquier Basis such that each f ∈ M is polynomial in the principal derivatives. For
See [19] for the definition of reduction used below. 
Implicit Riquier Existence Theorem
We know that for ode if the Jacobian matrix is nonsingular, Pryce's method can successfully construct the unique local solution at a given consistent initial point. Now let us consider the pde case. We show that if J is non-singular at some point p, which satisfies system D c t R, then any order derivative of each u j is determined by p. So the Taylor series coefficients of the solution passing through p can be computed to arbitrary order.
For each dependent variable we have a ranking of type (9) . To apply the Riquier Existence Theorem, we need to merge these partial rankings (9) to a total ranking which is consistent with all the partial rankings. different. The other case is that they have the same dependent variable. Then their ranks are determined by the last n columns of M , which is the lexical order over independent variables. In this case, M · ψ(θ) = M · ψ(τ ). So M is a matrix representation of a ranking which satisfies Ranking (9).
Suppose i < j, we can check θi θj. Since
Suppose τ ∈ B with dependent variable u i , we can show θ j τ , for any j. Since ≺ M satisfies Ranking (9), Proof. Because C is a full rank matrix and n + ≤ m, rank(C) = n + . Suppose the first n columns of A form a full rank matrix, so the first n columns of C are linearly independent. A set of linearly independent columns can be extended to a basis of the column space of C. Hence we can find columns which generate a basis for the column space of C together with the first n columns. 
Proof. Because J kc is nonsingular at p, each J i is full rank by Proposition 5.2. So B 0 is full rank and we can find an invertible sub-matrix M 0 of J 0 , and solve for the corresponding leading variables w (0) locally, which are tderivatives of the dependent variables, by using the Implicit Function Theorem. Let the solved form be w (0) = f (0) (z). Let S 0 be the set of the dependent variables of w (0) . For the next block B1 we can choose an invertible sub-matrix M1 of J1 which contains M0 by Lemma 6.9. Let Si is the set of dependent variables of w Suppose that U k c = {θ1, · · · , θm} and (after appropriate re-indexing) satisfies the condition: for any 1 ≤ i < j ≤ m, if the dependent variables of θ i and θ j belong to S p and S q respectively then p ≤ q. We can define a positive ranking ≺ by the Proposition 6.8 such that the solved term is leading variable for each solved form in {w
For background on the Implicit Function Theorem and related results needed on what follows please see [5, 9] . Let w 0 ∈ F k , z 0 ∈ F and U ⊂ F k × F be a neighborhood of (w 0 , z 0 ).
Let F : U → F k be an analytic function with F (w0, z0) = 0 and rank
∂F ∂w
= k at (w0, z0) ∈ U . That is, the Jacobian of F has maximal rank with respect to w at (w 0 , z 0 ). Then by the Implicit Function Theorem there exists an analytic function f : F → F k , such that the zero set of {(w, z) : F (w, z) = 0} is equivalent to {(w, z) : w = f (z)} in a neighborhood of N of (w0, z0) .
We have the following simple consequence.
Remark 6.11. There exists a neighborhood of N of (w0, z0) and an analytic function H : N → F k×k such that
and H(w, z) is invertible in N .
Theorem 6.12. Let R be a square F-analytic system of pde. Suppose the maximal transversal value of (σij)(R)
Proof. By Proposition 6.8, there is a ranking in which all leading derivatives are pure t-derivatives. And by Lemma 6.10, there exists a solved form w = f (z) of D c t R in a sufficiently small neighborhood N p , where w is the union of all w (i) defined in Lemma 6.10. We will show that w = f (z) is a Riquier Basis in N p . First note that the principal derivatives of w = f (z) are given by w. Thus w = f (z) is certainly polynomial in w as required by Theorem 6.5. Secondly, it remains to prove that the integrability conditions of w = f (z) are satisfied. So without loss of generality, we consider two particular equationsŵ −f (z) = 0 andw −f (z) = 0 with (Dt) γŵ =w. By Theorem 6.7, the corresponding integrability condition is (
. By the more refined redundancy criterion given in Corollary 5.3.2 of [18] , this can be reduced to case γ = 1:
whereŵ −f (z) = 0 andw −f (z) = 0 are two particular equations out of the solved forms
which has the general form
Because (18) is zero when w = f (z) in Np, which means (18) can be reduced to zero by w = f (z) (due to properties of analytic functions). Therefore D c t R is an implicit Riquier Basis in N p . 
APPROXIMATING POINTS ON ZERO SETS OF PDE
The method we have developed depends on finding a point p on the zero set Z(R) of the pde system R to test that the relevant Jacobian's are non-singular. Their non-singularity at a point (and thus in a neighbourhood) ensures that the conditions for local existence and uniqueness are satisfied for Theorem 6.12.
We consider polynomially nonlinear pde as polynomial systems in Jet space. Our tool to numerically solve polynomial systems is homotopy continuation. In [24] , a new field "Numerical Algebraic Geometry" was described which led to the development of homotopies to describe all irreducible components (all meaning: for all dimensions) of the solution set of a polynomial system by witness sets. These methods have been implemented in PHCpack [25] .
Following Pryce's idea in [13] , we can compute p ∈ Z(R) by exploiting the triangular block structure of the pde system after the partial prolongation (see Table 1 ). Usually applications involve finding real solutions. For real differential polynomial systems using our approach, we need to find points on a real variety. Real algebraic geometry is a rapidly developing area with many recent developments detailed in the book [3] . There are several techniques for compact varieties while approaches are less well-developed in the non-compact case. Lu [12] uses homotopy continuation in C to decompose varieties first over C, then obtains points on the real curves embedded in the 1-dimensional complex components. In our experiments, we heuristically selected some proper real linear equations to slice the variety to obtain real points on the zero set of the pde.
EXAMPLES
The t-prolongation procedure for ode and pde was implemented in Maple10. The integer linear programming involved using Maple10's LPSolve command. As a feasibility test we applied the code to a Test Set of Visconti [26] containing 27 dae representing diverse applications, with index ranging from 1 to 6. The procedure successfully identified index consistent with Visconti's results for 21 of the dae. The LP problems were solved in less, and often much less, than one second. Our 6 failures were due to: 3 non-square system; 3 systems with singular Jacobians. Like other standard dae approaches, Visconti required the user to supply an initial guess for a consistent initial point, and then GaussNewton iteration was applied. An example is given below. Figure 8 .1, is discussed in [4] . The problem is to determine the horizontal velocity u 1 (t) of a winch of mass M 1 , and the angular velocity u 2 (t) of the winch so that the attached load M2 moves along a prescribed path.
EXAMPLE 8.1. [ODE for a Crane] This model which is illustrated in
The equations of motion are given by [4] and also by Visconti [26] with unknowns {x, x , z, z , d, d , r, r , θ, τ, u1, u2}:
The prescribed path of the mass M 2 is described by an algebraic equations
winch has moment of inertia J and is attached with a cable of length r(t), making an angle θ(t) to the vertical. Substitute sin(θ) and cos(θ) by s(t) and c(t) respectively to convert the ode to an algebraic differential system, and introduce an extra equation s(t)
2 + c(t) 2 = 1. Applying the t-prolongation method and our Maple program, we obtain 
The main point, is that the analysis for this pde example, is virtually identical to that for the classical pendulum (see Pryce [13] for those details). Essentially the analysis, indicates that the constraint should be differentiated twice to yield an implicit Riquier Basis:
The top block B2 of the system is the first three equations of (23) . The blocks B1 and B0 are the 4th and 5th equations of (23) 
DISCUSSION
A significant problem in the development of symbolicnumeric differential elimination methods is to create methods to control the growth of prolongations. Although much progress has been made on the symbolic case [1] , little has been done for symbolic-numeric case.
In the current work we define a class of systems, for which only prolongations with respect to a single independent variable t are needed.
We generalized Pryce's technique in the framework of Riquier Bases. Riquier's classical approach has fallen out of favor in recent times, since for a purely symbolic implementation, it is limited to systems linear in their highest derivatives and modern symbolic alternatives now exist [2, 27] . However in our article, Riquier's approach makes a comeback, by using the Implicit Function Theorem, which requires points on the zero set of the system. For systems of differential polynomials over C, we can use homotopy methods from Numerical Algebraic Geometry to compute approximations to such points [24] . For systems of differential polynomials over R, there are also rapidly evolving methods [12, 3] . For analytic systems, methods are less systematic but progress can be made using Gaussian-Newton iteration from initial guesses close enough to a solution.
It may seem strange that such implicit representations could be useful, especially since the representations given by such symbolic elimination methods as [2] provide output systems in much closer to explicit solved or triangular form. However such eliminations can often cause severe expression swell. The Pryce method, appears to find a balance between working implicitly, while at the same time uncovering and exploiting the block structure of a system. Finally we note that such implicit representations, are usually the choice in the numerics community. Solving a constant matrix system, at the intermediate steps of a numerical integration, is often preferred over first symbolically inverting, then evaluating the explicit solution at those intermediate steps.
The disadvantages of our method, include its limitation to square and t-dominated systems. It also has the disadvantage, that its a local method, and not a universal method and does not pursue all singular cases as is possible using [2, 7] . For example when the method is applied to (ut) 2 + tut − u = 0 it locates a generic initial point, and does not identify the fact that this equation has a singular solution. In addition a linear combination of the input system will destroy the sparse structure of the signature matrix. However this can be detected by a rank test and the hidden equations can be constructed by the methods we give in [28] .
The implicit Riquier Bases obtained by our method are a type of formally integrable system. Such bases only give local, and sometimes, unnatural boundary and initial conditions. We direct the reader to Krupchyk et al. [10, 11] for very interesting work on linking formal properties (such as formal integrability and involutivity) to elliptic BVP.
Our method provides a bridge between ode techniques and pde techniques. In this paper we generalized a method of Pryce and Pantiledes, to pde. An obvious future work, is to attempt the same with other ode methods. We are investigating pde models arising as more realistic cases of dae system, for which our t-prolongation method promises to be practically useful.
