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Abstract 
Since electricity was first harnessed, humanity has developed a lifestyle which can 
not exist without it. Traditionally, electricity has been created by burning fossil fuels 
which produces waste gases including carbon dioxide. These waste gases have 
accumulated in our atmosphere and are theorised to have contributed to a warming 
of the earth, causing a 0.4°C rise in average surface temperature since the 1970’s 
(DECC 2013). A warming of the earth is thought to lead to increased frequency of 
catastrophic weather events such as droughts and heat waves, leading to many 
deaths (Met Office 2015).  
In recent years, there has been a drive to reduce our dependence on the burning of 
fossil fuels by making technologies more efficient, developing methods of electricity 
generation which do not involve the burning of fossil fuels as well as replacing 
techniques requiring high energy demands with low energy techniques. Natural 
ventilation is one such low energy technique which can replace more electricity 
intensive strategies such as mechanical ventilation and air conditioning whilst still 
ensuring a room which is neither too cold nor too warm and removes pollutants. 
Natural ventilation (NV) has smaller driving forces than mechanical ventilation and 
air conditioning techniques. As a result, wind, location of heat sources and/or 
openings and even the room geometry can influence any internal natural air flow 
patterns, potentially causing a NV strategy to behave in a way for which it was not 
designed. In the event of such circumstances, this can lead to a naturally ventilated 
room becoming much warmer or much colder than what an occupant would find 
comfortable and in such events, the NV strategy's ability to remove pollutants from 
the space may also reduce, which can be detrimental to the occupants health. Such 
unintended consequences are not desirable and should be avoided where ever 
possible. Understanding how NV strategies can behave in ways that is not intended 
is important to ensure that NV is a strategy which can replace more electricity 
intensive ventilation strategies. 
To better understand NV, physical modelling techniques can be employed. One 
technique, known as water bath modelling (WBM) uses salt water and fresh water to 
simulate the density differences between ambient and warmer than ambient air. This 
study uses WBM to better understand NV, specifically looking at traditional and non-
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traditional NV strategies along with simulating circumstances which can cause a NV 
strategy to behave in an unintended way.  
Initially, comparisons are made between simple simulations within the WBM facility 
at Loughborough University with current NV theory to provide confidence that results 
from more complicated scenarios represent real life scenarios. Results from simple 
scenarios were generally shown to agree closely with NV theory and results from 
previous researches. For scenarios where there was no agreement, explanations are 
provided based on visual observations and data collected during WBM simulations.  
Simulations conducted within this research show the importance of any interactions 
between incoming ambient fluid, heat sources, internal geometry of the space and 
air flow patterns. Such interactions were shown to cause significant change in 
temperatures within the space, leading to results disagreeing with theoretical 
predictions. The consequences  of such interactions were also shown to significantly 
increase the time required for the ventilation strategy to fully purge the space of 
warmer-than-ambient air when all heat sources leave the room. A temporary gust of 
wind was shown to be able to overpower the buoyancy forces of a NV strategy such 
that the air flow patterns within the space would fundamentally change, resulting in 
very different internal temperatures. The position of a heat source was also shown to 
be of great significance, with different interactions occurring between the heat source 
locations resulting in different temperatures within the space.    
Perhaps most importantly, this research has shown that the location of openings can 
be more critical than the number of openings. A room with well placed openings was 
shown to have lower internal temperatures than an identical room with double the 
number of openings placed in a different position.  
Considerable insight has been gained into the complexities of NV. Further 
understanding has also been achieved for scenarios which can cause NV strategies 
to behave in fundamentally different ways than intended and the work presented 
within this research suggests ways to reduce such risks, increasing the applicability 
of NV within buildings, therefore reducing the energy requirements from buildings. 
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Chapter 1. Introduction 
 
1.1 Background 
 
Human lifestyle is heavily influenced by economics and is an important driving force 
which has led to buildings having increased insulation levels over the last century. 
This has become increasingly true as the price of gas, oil and coal has increased 
(CastleCover 2011), due to rising global demand, the difficulties with pumping oil 
from ever increasingly deeper wells (Scientific American 2012) along with political 
unrest or changes in government policy. For example, a political standoff between 
Russia and Ukraine led to gas shortages in Europe and could have had severe 
consequences had the situation not been resolved sooner (Reuters 2013). 
Recently however, another driving force has spurred researchers into designing 
buildings which require even less energy to function and has led to considerable 
increases in insulation levels set in building design standards. Climate change is an 
environmental process noticeably occurring within our life spans. Increasing levels of 
gases resulting from the burning of fossil fuels within our atmosphere and oceans 
has resulted in global temperature increases and increasingly acidic oceans. This 
has led to sensitive species that reside within the oceans becoming under threat of 
extinction, the melting of the polar ice caps, increasing quantity and severity of 
droughts and heat waves, desertification of arable land and many other effects. 
These all negatively affects humans in different ways but can be split into several 
groups: reducing our food supply, reducing habitable places to live and life-
threatening weather events. 
Heating and electrical usage within UK buildings accounts for 40% of total UK 
energy consumption (Department for communities and local government 2013) and 
has meant that considerable focus is on building design with the intent on reducing 
energy usage by buildings. To reduce heating requirements for buildings, there has 
been a significant drive in recent years to better insulate existing and future buildings, 
which has had the consequence of making them significantly more airtight. This 
means that without any form of ventilation design, buildings can over-heat and be 
filled with harmful pollutants. Such environments not only cause occupants to 
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become uncomfortable, but can also lead to them becoming ill (Designing Quality 
Learning Spaces: Heating & Insulation BRANZ 2007, CIBSE TM40: 2006). As a 
result, ventilation is required to ensure comfortable temperatures within a building 
while also removing harmful pollutants. In light of the importance of ventilation, 
design guides such as CIBSE Guide C (2007) state minimum required ventilation 
rates in a space for a person. 
Ventilation strategies such as mechanical ventilation and air conditioning can use 
significant energy and be expensive to install. As a result, natural ventilation (NV) is 
increasingly being considered as a way to ventilate buildings. Such a strategy will 
reduce energy consumption for a building compared to mechanical ventilation and 
air conditioning techniques, reducing running costs and associated greenhouse gas 
emissions. However, because NV strategies rely solely on temperature differences 
between inside the room and outside along with, in some cases, wind, the driving 
forces to get clean air into the space and stale air out of the space can be much 
smaller than with mechanical and air conditioned means. This means that the 
quantity of clean air entering a space may not always be sufficient. In certain 
circumstances, wind can over-power the small NV driving forces, resulting in NV 
strategies behaving in ways not intended. This can result in the room becoming 
cooler or warmer than what occupants find comfortable and can lead to increased 
energy requirements for heating.  
A better understanding of NV will allow building designers to use more robust NV 
designs, ensuring a comfortable internal temperature which is free from excessive 
pollutants. However building a room and monitoring how the NV strategy works for 
that building is impractical and expensive. As a result, modelling techniques are 
generally used to simulate NV in buildings, they are considerably cheaper, faster to 
run and allow for greater flexibility. Linden et al (1990) showed that Water Bath 
Modelling (WBM) is a modelling technique which can accurately simulate NV in 
buildings. Models which can be 1:20, 1:30 in scale from a full sized building are used, 
with fresh water and salt water being used to simulate density differences between 
ambient air and warmer than ambient air.  
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1.2 Natural Ventilation 
 
Natural ventilation relies upon pressure differences across openings to drive air into 
or out of an opening. These pressure differences occur due to the temperature of air 
being different on either side of an opening. The greater the temperature difference, 
the greater the driving force resulting in increased air flow. The NV strategy in figure 
1.1 shows a building with an opening at high level and an opening at low level. As air 
is heated, it rises and will flow out of the opening at high level and this draws air into 
the building through the low level opening. Radiators are usually placed underneath 
windows to allow for heating of air flowing into the building through the windows. 
There are two main natural ventilation strategies, one that does not use wind and 
another which relies upon wind to enhance the ventilation strategy. Due to the 
unpredictability of wind strength and direction, it can be difficult to design a NV 
strategy which uses wind, however due to the small driving forces, wind may be 
required to ensure that sufficient fresh air enters a space. 
 
Figure 1.1.Natural Ventilation strategies and principles. Source:  
adelaidehydronicheating No date. 
Consider a naturally ventilated space with a low level opening and an upper level 
opening. Fresh air flows into the space through the lower opening and stale warm air 
flows out of the upper opening, with a low level radiator tempering incoming cold air. 
It is quite possible for wind to blow towards the upper opening where air is flowing 
out of the space. In such cases, wind can prevent air from flowing out of the building, 
with wind penetrating through the upper opening into the space. When this happens, 
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the lower opening which initially had air flowing through it into the space can 
experience a flow reversal. This means that air within the space is now flowing past 
the radiators directly out to the external environment. With cold external air flowing 
into the space at high level the internal temperature can decrease rapidly resulting in 
occupants feeling uncomfortable. This problem is exacerbated as internal air flows 
past the radiator directly to outside, which renders the radiator ineffective at 
providing heat to the space and also increased heating energy used. When such 
events occur, the NV strategy is deemed to have failed. 
 
1.3 Water Bath Modelling 
 
WBM is a technique that allows for the simulation of events which has caused a NV 
strategy to fail or behave in a way that was not intended. This is because unlike 
computational simulations which produce results for only a moment in time, 
simulations occur in real time, providing a greater visual understanding of how 
airflows develop and form. Chenvidyakarn and Woods (2005) used WBM to show 
how wind can fundamentally and permanently change the air flows within a NV 
building, leading to substantially different internal temperatures and ventilation rates. 
Air flows that vary in time, with no change in driving pressure are deemed to be time-
dependant.  
Because the WBM simulations are run in real time, natural variations can be 
observed within airflow. These variations are termed transient flows and occur either 
due to turbulence within the room or due to some change such as heat source 
strength occurring within the building. Monitoring them can vastly improve our 
understanding of how NV air flows develop and change with time.  
Figure 1.2.shows a WBM simulation, with a model suspended within a large body of 
fresh water. Salt water which is dyed blue flows into the model through the top and 
because salt water is more dense than fresh water, travels to the bottom of the 
model. However, salt water in WBM represents heat in real life scenarios, in effect 
meaning that WBM simulations are conducted up-side-down. This simulation has the 
floor of the model located at the top of the picture where the salt water flows into the 
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model, with the ceiling located at the bottom of the picture. This change in orientation 
does not stop this technique from accurately simulating air flow in buildings.  
 
 
 
 
 
 
 
 
 
 
 
Figure 1.2.Water bath modelling simulation. 
 
1.4 Justifications for work 
 
A lack of understanding of what can cause a NV strategy to fail may result in the 
internal environment being uncomfortable and unhealthy within a NV building. It is 
therefore important to simulate what causes NV strategies to behave in ways that is 
not intended so that building designers can better apply NV good practice and 
achieve a more comfortable and healthy environment 
The small driving pressures associated with NV also means that large opening areas 
are required to achieve sufficient air flow into a building. This research has shown 
that different opening strategies with identical opening areas can lead to significantly 
different internal temperatures. This is important for a building designer as it allows 
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for a specific NV opening strategy to be selected to achieve certain internal 
temperatures which makes the internal environment more comfortable for the 
occupants.  
Improving our understanding of how to design an efficient and reliable NV strategy 
will reduce the need to design buildings with mechanical ventilation or air 
conditioning. This will not only save the tenant money with running costs, but also 
reduce CO2 emissions resulting in a smaller contribution to global warming. 
 
1.5 Aims and Objectives 
 
This research concentrates on the use of Water Bath Modelling to simulate natural 
air flows within reduced scale models of rooms and buildings. The aim of this work is 
to better understand the effect that different opening strategies have on internal 
temperatures while also analysing transient and time dependant air flows 
The objectives of this research are: 
‐ Construct a Water Bath Facility (Chapter 2). 
‐ Demonstrate agreement between a simple model within the Water Bath using 
brine and that of Natural Ventilation theory (Chapter 4). 
‐ Compare different opening strategies and their effect on internal temperatures, 
interface heights and draining times (Chapter 5). 
‐ Force flow regime change and analyse the change in internal temperatures 
(Chapter 6). 
‐ Simulate a novel ventilation technique with openings at high level for a 
hospital ward and analyse the interactions between heat source location and 
the rooms geometry (Chapter 7) 
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1.6 Contribution to knowledge 
 
This research has a considerable contribution to ensuring a thermally comfortable 
space by Natural Ventilation. Such contributions are summarised below:   
‐ Chapter 4 
o The significantly increased draining times resulting from a small mixed 
layer below the interface. 
o Which theoretical constants to use to accurately predict experimental 
results. 
‐ Chapter 5 
o The resulting internal temperature and flow regime due to different 
opening strategies and when each strategy is most effective at 
ensuring a thermally comfortable internal environment. 
o Which opening strategies are most effective at ensuring an efficient 
night purging solution. 
‐ Chapter 6 
o Manipulating time dependant flow regimes to ensure a Natural 
Ventilation Strategy achieves thermal comfort throughout the year.  
‐ Chapter 7 
o How transient flow interactions between heat source location, opening 
location and physical geometry of a space can cause significantly 
different internal temperatures and flow regimes and how to take 
advantage of such interactions.   
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Chapter 2. Literature Review and Background Theory 
2.1 Preamble 
 
This chapter reviews the literature that was used to justify this research and also 
presents the context of this work. Principles of Natural Ventilation and the possible 
modelling techniques are discussed. The theory behind natural ventilation relating to 
the experiments conducted within this research is then presented. Finally, physical 
modelling results from previous researchers looking at transient and time dependent 
flows in naturally ventilated buildings are discussed. A better understanding of both 
of these flows are key features within this research. 
 
2.2 Designing a thermally comfortable and healthy building 
 
In the Middle East, building designs were developed which minimised heat gain, 
whilst still allowing daylight into a room. These included the use of bodies of water to 
provide cooling, and vegetation to provide shade (Khatami, personal communication 
2009). The Romans developed central heating, using a furnace to heat air which was 
then circulated around the building (BBC 2011a). For the last few thousand years, 
humanity around the world has sought to use building design, technology and 
clothing to improve their thermal comfort within their environment. In the past, only 
the rich could afford such building designs and technologies, with the majority likely 
only having shading to keep cool, or small fires to stay warm. However, with the 
introduction of cheap and readily available technology and clothing in the 20th 
Century, the rest of the majority of humanity could then similarly improve their 
thermal comfort levels.  
In modern time, ventilation is used to provide cooling to a space by introducing fresh 
air whilst stale warm air flows out of the space. The three main categories of 
ventilation are Natural Ventilation (NV), Mechanical Ventilation and air conditioning. 
Air conditioning is generally more effective at cooling a space than NV, however 
running costs can be considerably more expensive than NV. 
Fanger's Predicted Mean Vote (PMV) was developed to quantify comfort in buildings 
(Fanger 1970). His equation estimates what percentage of people within a room 
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would likely be thermally comfortable. It is used for building design purposes to 
ensure that the thermal environment within a space is acceptable. The equation uses 
air temperature, mean radiant temperature (MRT), air velocity and humidity of the 
room, along with the metabolic rate and clothing insulation of the people within the 
room. Many building standards, including ASHRAE standard 55 (2013), CIBSE 
Guide A (2015) and ISO 7730:2005, provide temperature recommendations, based 
on Fanger's PMV for the thermal environment of a space. These recommendations 
are often a very narrow range of temperatures, and are very difficult to achieve 
without some form of Heating, Ventilation and Air Conditioning (HVAC) system. As a 
result, many office and school buildings are designed with air conditioning to ensure 
a comfortable thermal environment, as predicted by Fanger’s PMV.  
The use of air conditioning is increasing around the world, not only in tropical/sub-
tropical areas such as South East Asia (for example Hong Kong and Singapore), but 
also in places with a more moderate environment, such as London. In Singapore, 
use of air conditioning has increased from 19% of households in 1988, to 58% in 
1998 (Wong, Li 2005), with a typical household using 50% of its electricity for air 
conditioning (CIBSE Guide F 2012, Low and Cheong 2008). It can be surmised that 
as external temperatures continue to rise, more energy will be used to cool down 
buildings, and if trends continue, more air conditioning units will come into operation.  
However, many field studies have shown that PMV over predicts the thermal 
sensation of occupants within a room, often leading to the room being over-cooled, 
reducing thermal comfort and wasting energy (Al-ajmi and Loveday 2009, Nicole 
2004, Feriadi et al 2003, Busch 1992 and  Dear, Leow, and Ameen1991). It has 
been suggested that thermal comfort can be achieved in office spaces at much 
higher temperatures than what international standards suggest by increasing indoor 
air speed (Cho et all 2010 and Candido et al 2008). PMV is even less accurate when 
predicting the thermal sensation of occupants within a naturally ventilated building, 
especially in hot and humid climates, likely due to behavioural and psychological 
adaptations which are not accounted for within the PMV calculation (Brager and 
Dear 1998andHumpreys 1978). This suggests that some buildings may be better 
suited to implement a natural ventilation strategy, instead of an air conditioning 
system. Variants of the PMV model have been implemented to attempt to include the 
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effect of behavioural and psychological adaptations, however they still do not 
accurately predict thermal sensation (S. P. Todd 2010). 
In light of the inaccuracies that PMV can have when predicting thermal comfort 
levels, recent standards have changed internal temperature requirements so that it is 
easier for a naturally ventilated building to pass building compliance. For example, 
CIBSE Guide A (2006) states that rooms are allowed to have their internal air 
temperature to exceed 28°C for 1% of occupied hours per day. 
Ventilation is required not only to control the thermal environment within a room, but 
also to remove contaminants. Within a space, CO2, Volatile Organic Compounds 
(VOCs) such as Formaldehydeand other pollutants can build up, and are linked to 
causing Sick Building Syndrome (SBS) and Building Related Illness (BRI) to the 
occupants (BRANZ 2007, CIBSE TM40: 2006). The symptoms for SBS and BRI 
include headaches, lethargy, skin irritations, fatigue and more (Collet da Graça 2005, 
Krogstad et al. 1991). Studies have also shown that excess temperatures, poor 
ventilation rates, and poor indoor air quality all reduce the learning ability of students, 
along with diminished productivityof office workers (CIBSE Guide A 2007, Kameda 
2007, Wargocki 2006, Collet da Graca 2005, Wargocki 2005 Schneider 2002). 
Natural ventilation was also shown to be more effective at removing radon gases 
than mechanical forms of ventilation in housing (T. Reponen et al 1987). 
 
2.3 Low energy building design 
 
In recent years, substantial evidence has emerged linking the emission of 
greenhouse gases (GHG’s) such as carbon dioxide with climate change. These 
GHG’s are theorised to contribute to a warming of the earth, causing a 0.4°C rise in 
average surface temperature since the 1970s (DECC 2011). Such increases in 
temperature, which are not evenly spread across the earth’s surface (Met Office 
2009) are thought to be causing the melting of the polar ice caps, rising sea levels, 
changing weather patterns and more. It is thought that there will also be an increase 
in severe weather events, such as the European heat wave of 2003, which caused 
approximately 35,000 deaths throughout Europe (The Stern review 2007). It is also 
suggested that the earth faces irreversible damage if temperatures increase beyond 
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2 °C, which is thought to occur if CO2 concentrations increase beyond 400ppm 
(Lomas, 2009). In February 2011, CO2 concentrations were measured by the Mauna 
Loa Observatory in Hawaii at roughly 391.76 ppm (ESRL, No date). 
Buildings are thought to account for 8% of world GHG emissions (Stern review 2007), 
whilst 30% of UK GHG emissions are from residential homes, and 20% from 
commercial buildings (BBC 2006). In an attempt to reduce CO2 emissions in the 
building sector, building regulations are frequently updated to further reduce 
associated GHG emissions for new homes. This is achieved by requiring higher 
levels of insulation for new buildings and in some cases, the use of renewables such 
as photo voltaic (PV). However The Energy Saving trust suggests that a third of new 
built homes do not meet the current standards (BBC 2006).  
This drive for more sustainable buildings has also looked at ways to reduce our 
reliance on energy intensive ventilation systems such as air conditioning and 
mechanical ventilation in an attempt to reduce the energy usage of buildings. It is 
ironic then, that natural ventilation, a low-energy form of building ventilation which 
has been used since buildings were first built, is being encouraged again. The cost 
savings of running a naturally ventilated building can be quite substantial compared 
to an air conditioned building, with NV buildings typically using 40% or less energy 
compared to AC buildings (Energy Consumption Guide 19 1993). The cost of 
constructing an AC building may also be substantially more than a NV building due 
to costs of air conditioning plant, although this may not always be the case if 
advanced facades and other expensive features are used in the NV building design.  
 
2.4 Natural ventilation 
 
Natural ventilation (NV) is a ventilation strategy which relies on temperature 
differences or wind to drive a flow of fresh air into a space (Figure 2.1). As air is 
heated, it becomes less dense and rises, ultimately flowing out of an opening at high 
level. This draws air into the space from another opening usually at a lower level to 
replace air which is leaving the space. NV strategies may attempt to minimise the 
effect of wind to allow for greater ventilation control or manipulate the effect of wind 
to increase the ventilation of a space. Designers often attempt to mitigate the chance 
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of wind interacting with a natural ventilation strategy of a building due to its 
unpredictability (with both strength and direction) and also because it is generally a 
‘stronger’ force than the driving forces generated from temperature differences which 
occur within a NV strategy. Where the force of wind aids or counteracts the NV 
buoyancy forces, an increase or decrease in ventilation rate will likely occur which 
may fundamentally alter the flow regimes within the space (Alloccaet. Al 2003). 
 
 
 
 
 
Figure 2.1.Wind and temperature driven Natural Ventilation (Energy saving trust 
2006). 
The greater the difference between internal and external temperatures, the greater 
the buoyancy forces acting within the NV strategy. Greater buoyancy forces lead to a 
larger volume of air flowing into and out of the space. During the winter, efficient 
designs try to minimise heat loss and droughts by providing the smallest flow rate 
possible to achieve satisfactory interior conditions. This is achieved by having 
openings which are small, which restricts the flow of air into and out of the space. 
However, in summer, large openable areas are required to achieve sufficient 
ventilation rates because temperature differences between inside and outside will be 
smaller. Smaller temperature differences results in smaller driving forces within the 
space, which may prevent sufficient amounts of hot air leaving the space, causing 
the room to become uncomfortably warm. As a result, NV designs are required to be 
flexible, and due to their complexity, understanding of NV design and control is 
crucial to achieve an efficient design. 
Natural Ventilation is seen as a low energy and sustainable means to ventilate a 
space, however in practice, it can be difficult to design due to the quantity of factors 
(including the type of NV, wind variability, solar gains and the change of heat gains 
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strength and location)which affect the flow rate (Collet da Graça 2005, Allocca2003), 
and offers limited control to the occupants compared to other ventilation strategies.   
Due to the small driving forces involved in a temperature-driven NV strategy, low 
flow rates can result. This means that there may have to be very large opening areas 
to ensure sufficient ventilation, especially when internal and external temperature 
differences are quite small. Such large opening areas can be difficult to achieve due 
to the geometry of the room and building and are difficult to control, which may lead 
to significant energy losses and droughts which will reduce thermal comfort during 
the winter (Becker et al. 2006). The placement of these openings is also important, 
not only affecting the effectiveness of the ventilation strategy (Mumovicet al. 2009, 
Janssen et al. 1982), but also leading to potential problems of outside noise and air 
pollution. If relatively small driving forces are achieved within an NV strategy, it is 
likely that insufficient ventilation will occur with a certain design. In such cases, the 
design of the building may attempt to incorporate wind where possible, by using 
technologies such as ‘wind towers’, which are designed to allow wind to flow into a 
space, therefore increasing ventilation rates (Hughes and Cheuk-ming 2011, Khan et 
al 2008). However, such designs which rely on wind may struggle during warm 
summers where less wind occurs, and as a result, buildings may have to incorporate 
extra opening windows or low powered fans to increase air flow (Lomas 2007). 
Because a building shell can last for 60 years (Bordasset al 1996), along with the 
likelihood of increased external temperatures in the future due to global warming, NV 
strategies need to be designed to be resilient to changes in weather conditions. They 
must also take into consideration that the usage of the space may change with time, 
resulting in varying ventilation requirements. Such long term conditions can further 
complicate the ability to provide a suitable NV strategy, which demonstrates the 
importance of this research. 
 A low energy building design which uses NV will likely be more expensive to build 
than a cheap ‘no frills’ alternative, but it is likely that the increased construction costs 
will be recouped by lower running costs, along with improving occupant satisfaction 
and productivity (Akimoto 2009, CIBSE Guide A 2007, Wagner et al. 2007, and 
Menzies et al 2004). For example, Facebook’s new data centre uses 38% less 
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power than existing data centres, where much of the savings are said to have come 
from replacing air conditioning units with a form of natural ventilation (BBC 2011b). 
 
2.5 Simulating Natural Ventilation 
 
During the design phase of a yet to be constructed building, simulations are 
undertaken to assess the effectiveness of proposed ventilation systems.  These 
simulations may provide estimates of indoor temperatures, thermal stratification and 
flow rates through openings allowing for an indication as to whether a NV design 
allows for a space to achieve internal temperature and ventilation rates dictated by 
the client and building regulations. There are three main types of simulation 
techniques, analytical, experimental and computer simulations.  
Analytical models are often employed at very early stages of design. These involve a 
small number of simple equations.  Such models can provide results which are 
applicable to just one moment in time (Andersen 2004, Hunt and Linden 2004, Li 
2000). It has been suggested that the applicability of analytical equations is limited 
(Allocca et al 2003) because they do not take account of the form of the building 
design, the building surroundings, along with the interior space and any other 
complexities (Jiang and Chen 2003, Gangoiti et al. 1997). However these equations 
are easy to compute and apply, and can be used to determine the required opening 
areas that should be used when looking at initial designs (Lomas 2007). It should 
also be noted that there has been close agreement between empirical modelling with 
Computational Fluid Dynamics (CFD) simulations (Allocca 2003), wind tunnel testing 
(Andersen 2007) and water bath modelling (Linden et al 1990) when looking at 
simple cases.  
There are two main types of computer simulations: zonal/network and CFD. Zonal 
and network air flow simulations simulate a building over a period of time, varying 
conditions including weather, heating & cooling, and occupancy (Adamu et al. 2011). 
Such programmes are used to check for compliance with temperature, indoor air 
quality and ventilation rates with building regulations. However, data is provided in 
intervals, perhaps every 15 minutes, and assumes that the air within each room is 
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well mixed. Computational Fluid Dynamics (CFD) uses a very large number of 
equations to iteratively solve a steady state (in some cases transient simulations can 
be achieved if sufficient computing resource is available) solution and requires the 
user to choose many boundary conditions, mathematical models and assumptions. 
CFD simulations can generally only simulate a moment in time, but is however, able 
to provide a large amount of precise information, including temperature, air speed 
and humidity at any position within the room. 
Physical modelling techniques involve the construction of scaled models. There are 
two main types of physical modelling techniques; those that use air as a working 
medium, and those that use water. When using air as the working medium, flow 
patterns of the air within the model are observed by using smoke, with pressures on 
facades due to wind, along with the effect of wind on flow patterns within the room 
generally being simulated (Zhen Bu et al 2010, Andrew et al 2009, Karava et al 2007, 
Walker 2005, Yi Jiang and Chen 2003). A heat source is simulated within the room 
by using a heater.  Water based simulations known as water bath modelling will 
either use heaters, or use a fluid of a density different from that of the fresh water to 
simulate a heat source within the model. Often, brine (water with dissolved salt in 
concentrations up to 20%) is used to simulate air which has been heated by a heat 
source within the room. This is achieved by brine flowing into the model at the 
location where a heat source would be. The density differences between water and 
brine allow for conversions into temperature differences in air. Water bath modelling 
using brine is explained in detail in chapter 3. 
Experimental techniques do not provide as much information as computer 
simulations, however, they allow for visualisation of the flow as it develops. This is 
important as it helps better understand the transient development of flows and how 
ventilation systems react to changes within the space. Such changes could involve a 
change in heat source strength/location or wind blowing through an opening and can 
cause fundamental changes to the thermal environment within the space. If a 
temporary change (for example a gust of wind) causes a permanent change in the 
thermal environment within the space, then the flow is described as time dependent. 
Such flows can result in disastrous consequences for the thermal environment within 
a space, resulting in occupants being thermally uncomfortable whilst also increasing 
energy consumption during winter heating. 
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2.6 Principles of buoyancy driven natural ventilation 
 
Consider the forces of gravity and buoyancy acting upon a volume of air (Figure 2.2). 
If there is no initial velocity in any direction acting upon the volume of air, then gravity 
and buoyancy will determine if the air rises, falls, or remains at the same height. The 
forces of gravity, along with the mass of the volume of air, are constants, however 
the buoyancy of the air will change depending on the density of the air, and the 
density of the fluid around the air.  
 
 
 
 
 
 
 
 
Figure 2.2. Principle forces acting upon a volume of air. 
 
If the temperature of the volume of air is increased, then its density decreases. If the 
air's density decreases, its buoyancy increases. The increase in buoyancy means 
that the air will rise if the surrounding fluid has a lower buoyancy. Conversely, if the 
air cools down, its density increases, and therefore its buoyancy decreases.  
Natural ventilation strategies are usually designed to take advantage of this 
buoyancy force within the space, to drive flow out of the room, drawing in fresh air 
from the inlet. The greater the temperature difference within the room, the greater 
the buoyancy force within the space, meaning that more fresh air will be driven into 
and stale air out of the space. 
   Buoyancy 
  Gravity 
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Figure 2.3 illustrates a simple displacement NV strategy (Linden et al 1990). A low 
level opening allows cool outside air to enter and a high outlet allows hot air to exit. 
Displacement ventilation forms a warmer than ambient stratified layer at a height ‘h’ 
above the heat source, with ambient temperature below the stratified layer. H is the 
height difference between the inlet, and the outlet, for this case with vertical 
openings, the midpoint in height of each opening is used. A plume of warm air rises 
above the heat source and as it rises, turbulent mixing between the plume and the 
ambient fluid around the plume causes the plume to increase in width as it rises. 
This process is referred to as “entrainment” and will be discussed in section 2.7.2.1. 
The air within the plume below the stratified layer rises due to it having a lower 
density than the ambient air around the plume. However, when the plume passes 
through the stratified layer, the particles from the plume continue to rise even though 
the density above the stratified layer and that of the plume is similar. This can be 
attributed to the upward momentum that the particles gained due to buoyancy 
differences while below the stratified layer. 
 
 
 
 
 
 
 
Figure 2.3.Principles of buoyancy-driven Natural Ventilation with a single heat source. 
Displacement NV strategies are designed to keep the stratified layer at a height 
above the occupants to ensure that the occupants are thermally comfortable. 
Importantly, the concentration of contaminants within a space using displacement 
ventilation is at its greatest within the stratified layer, so if the stratified layer was at a 
low height, the occupants may be exposed to ‘dirty air’ (Bolster and Linden 2007).  
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Figure 2.4 shows the main strategies for natural ventilation. A single opening 
strategy means that a single window, door or other opening with access to fresh air 
will have air flowing into and out of it at the same time. Single sided NV is generally 
employed in small rooms (where the depth of the room is less than 2.5H) with low 
heat gains, with air flowing both into and out of the room through the single opening. 
However, during summer, small buildings may have to rely upon wind to drive the 
flow due to small temperature difference between internal and external air (Khan et 
al 2008). A cross ventilation strategy uses two or more openings on opposite sides of 
the room. Some of the openings will be designed to be inlets, which will allow fresh 
air into the room, while other openings will be outlets, allowing warm and polluted air 
to leave the room. Cross ventilation is used for larger rooms with increased heat gain, 
but when there is very large heat gains, a stack ventilation strategy will be used to 
further increase the flow rate within a room. Stack ventilation strategies increase the 
height difference between lower and upper openings, resulting in increased flow rate 
through the building. 
 
  a)    b)    c) 
Figure 2.4.Basic Natural Ventilation Strategies: a) Single opening, b) cross 
ventilation and c) stack natural ventilation. 
The pressure difference across an opening is a force that draws air through an 
opening. This pressure difference varies with height, but is equal to zero at some 
height known as the Neutral Pressure Level (NPL), between the inlets and outlets, 
and increases with distance from this point (Figure 2.5). Any openings close to the 
NPL will experience little or no air flow into or out of the space due to the lack of any 
pressure difference. 
 
 
 
 
H  H 
19 
 
 
 
 
 
 
 
 
Figure 2.5. Pressure variation with height within a stack ventilated room, where '+' 
refers to an area of higher pressure and '-' refers to an area of lower pressure. 
The greater the difference in height between the inlet and the outlet, the larger the 
pressure difference will be at openings which can result in increased flow rates. At 
the low level openings, pressures outside the building are greater than inside, driving 
flow into the building. In contrast, pressures inside the building at a high level 
opening are greater inside than outside, driving the flow out of the building. As a 
result, inlets are generally placed at low level, and outlets at high level to take 
advantage of these pressure differences. 
For buildings with large internal heat gains, a stack, such as a large chimney is 
connected to the room, with the outlet at the top as shown in figure 2.4 (c). This 
creates a subsequent increase in height, which increases the pressure differences at 
the openings, allowing for larger flow rates. A stack can also be used to connect 
several stories. This is particularly useful to help drive flow in rooms which 
experience low flow rates (Levermore and Woods 2004). However, care is required 
as time-dependant flows could cause one or more of the inlets on one of the floors to 
act as an outlet, meaning that the occupants on that floor may be subject to 
breathing in stale air from one of the other floors. 
The driving forces responsible for NV are considerably smaller than those associated 
with mechanical ventilation. This means that naturally ventilated spaces require large 
opening areas to achieve sufficient flow rates. However, it has been shown that for 
hot and humid climates such as Singapore and Thailand, natural ventilation (both 
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stack and cross) can provide sufficient ventilation rates to allow for appropriate levels 
of thermal comfort for domestic applications (Prajongsan and Sharples 2012, 
Stephen Todd 2010, R. Priyadarsini et al 2004, Tantasavasdi 2001). As a result, in 
more temperate climates such as western Europe and Northern America, natural 
ventilation strategies can also be applied. 
 
2.7 Analytical Models for Natural Ventilation and Plume Theory 
 
2.7.1 Emptying space with no continuous heat source 
 
Linden et al (1990) produced an analytical model which described a room which is 
initially filled with warmer than ambient air, with no heat source and with inlet and 
outlet openings. Such a scenario could occur when people leave a room, or when a 
night cooling strategy is being used (Figure 2.6). The theory and resulting equations 
in this section are taken from Linden et al (1990) unless otherwise stated. 
 
 
 
 
 
Figure 2.6. Emptying space, initially filled with warmer than ambient air based on a 
night purging strategy. 
The interface height is the height at which a separation between warmer than 
ambient air and ambient air occurs (Figure 2.6).H is the height between inlet and 
outlet, h is the height of the interface measured from the inlet, z is the distance 
between the interface height and the NPL and u represents the flow rate of air 
through an opening. Because there is no heat source, the interface height, h, will 
increase as the warmer than ambient air leaves through the top opening. As hot air 
leaves through the outlet, cool ambient air is drawn in through the inlet. 
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The flow rates, u, through high level and low level openings are given by equation 
2.1 and 2.2 respectively:                                                         
                 2.1      
         
                  2.2 
where Cd is the coefficient of discharge, describing the expansion of the fluid going 
through the opening, and is equal to 0.5 for sharp expansion at the inlet and 1 for a 
perfectly smooth expansion. g’ is the reduced gravity, which is a simple way to 
represent buoyancy.  
The flow rate through a space can also be calculated using equation 2.3 (Etheridge 
and Sandberg 1996). 
q ൌ CୢAඥ2∆P/ϱ          2.3 
where∆p is the pressure difference across an opening calculated by equation 2.4. 
∆P ൌ ∆ϱgH           2.4 
Equation 2.3 assumes that if the openings are on a vertical plane, they are 
sufficiently small in height that there is only a small pressure difference along the 
vertical axis across the height of the opening. When the openings are sufficiently 
large enough such that the pressure drops across the vertical plane, this should be 
taken into account using work provided by Li et al (2000). 
By increasing the temperature of a particle, its density decreases causing the particle 
to increase in altitude. To describe the change in buoyancy of a particle when its 
temperature changes, equation 2.5 is used which calculates the reduced gravity, g'. 
Calculating the reduced gravity of a particle assumes that as the temperature 
changes, the density remains constant and instead the force of gravity acting upon 
the particle changes. For example, a particle gains energy, resulting in an increase in 
temperature causing the particle to rise. Equation 2.5 assumes that the force of 
gravity reduced to allow the particle to rise, becoming more buoyant as a result. 
                   2.5 
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where  is density and T is temperature of the fluid. Equation 2.5 has been used by 
many researchers in this field including Linden et al1990)and is used to relate results 
from water bath modelling to comparable scenarios in Natural Ventilated Buildings. 
The process for comparison is further explained in Chapter 3. 
Assuming that the air within a space cannot be compressed, the volume of air 
flowing into the space, referred to as the volume flux, F, must equal the volume flux 
out of the space, therefore 
F = A1u1 = A2u2                                                 2.6 
where A1 and A2 are the corresponding areas of the high lower and upper level 
openings. Because it can be difficult to measure the flow rate, u, through an opening, 
especially for water bath modelling, the volume flux can be calculated by equation 
2.7. 
                           2.7 
If there is a difference in opening area between the low level and high level openings, 
then the smaller opening area will largely determine F. A*, known as the effective 
opening area, describes this process, and is given by equation 2.8. 
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A replacement for equation 2.8 was suggested by Hunt and Kaye (2006). Both 
equation 2.8 and 2.9 are compared against experimental results in later sections. 
A∗ ൌ ቀ ଵଶେ೏మୟభమ ൅
ଵ
ଶେౚమୟమమቁ
ିభమ         2.9 
When a space is initially filled with warmer than ambient air, with lower and upper 
openings initially closed, the room is at steady with interface height, h equal to 0. 
When the lower and upper openings are opened, td and h will increase until the 
model is fully drained. To calculate the time required for all the warmer than ambient 
air to drain out of the space, when low and high level openings are opened, equation 
2.10 is used. 
))((* ' hHgAF 
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where te is the time that it would take for the space to empty, given by: 
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                   2.11 
where S is the floor area of the space. If the interface height is at some height other 
than 0, the room can be considered to have been draining for some time. Equation 
2.12 calculates the amount of time draining has been occurring for the interface to 
reach that height. 
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where ht is the interface height at time t. 
The theory presented so far has been for classical displacement draining flows, 
which involves an interface height steadily increasing in height as hot air flows out of 
the outlets. Hunt and Coffey  (2010) showed that there can be four possible flow 
regimes for a space which can occur when a space is draining including classical 
displacement flow which they term as flow regime 1(Figure 2.7).  
To show the four different draining flow regimes, Hunt and Coffey (2010) conducted 
experiments in a water bath, simulating the scenario where the room is initially filled 
with warmer than ambient air, upper openings are initially closed and with no heat 
source. The model used was a simple box with openings on the floor and ceiling of 
the model. Certain openings placed on the ceiling were then opened. Hunt and 
Coffey (2010) then showed how the flow within the space varied depending on the 
ratio between the opening areas of the lower and upper openings, R, along with the 
ratio between interface height and the height of the room,ξ0.  
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1              2              3                4 
Figure 2.7. Four possible flow regimes for an emptying space. Source: Hunt and 
Coffey (2010). 
For flow regime 2, fluid was observed to flow through the lower openings such that it 
penetrates the interface and mixes with the initially uniform warmer than ambient 
fluid above the interface causing a three layer stratification (Figure 2.8). The top 
layer has the same temperature as the layer above the interface at initial starting 
conditions. The middle layer has a temperature which is less than that of the top 
layer but is greater than ambient. This layer increases in size vertically upwards and 
downwards until it fills the entire space and the top layer has entirely vented through 
the outlet. At this point, the space is fully mixed and the temperature decreases until 
ambient temperature is reached.  
1 
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a) t=0s   b) t=15s  c) t= 60s           d) t= 120s 
Figure 2.8.Images of a space emptying with flow regime 2. Figure a), b), c) and d) 
show draining at times 0, 15, 60 and 120 seconds consecutively where time to empty, 
te = 375s. Source: Hunt and Coffey (2010). 
Flow regimes 3 (Figure 2.9) and 4 (Figure 2.10) involve bi-directional flow through 
the upper opening because the opening area of the lower opening is considerably 
smaller than the upper opening. Such bi-directional flows occur when the upper 
opening area, a2> 4a1. Perhaps the most important observation between the four 
flow patterns is that the ones with bi-directional flow take considerably longer to drain 
than those with mono-directional flow through the openings.  
Except for the observed bi-directional flow, flow regime 3 is similar to flow regime 2 
while flow regime 4 can be described as a very slow draining version of flow regime 
1.  
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a) t=0s        b) t=140s                 c) t=280s                           t=350s 
Figure 2.9.Images of a space emptying with flow regime 3. Figure a), b), c) and d) 
show draining at times 0, 140, 280 and 350 seconds consecutively where time to 
empty, te = 700s. Source: Hunt and Coffey (2010). 
 
Figure 2.10.Images of a space emptying with flow regime 4. Figure 1), b) and c) 
show draining at times 0, 480 and 1200s consecutively where time to empty, te= 
16000s. Source: Hunt and Coffey (2010). 
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2.7.2 Emptying space with continuous heat sources 
2.7.2.1 Single heat source 
 
In this section, a room is considered with a single point heat source. This means that 
the heat source occupies almost zero area. When such a heat source is placed 
within a room initially filled with ambient air, warm air rises to the top of the room and 
an interface begins to form. The height of the interface, h, will decrease because the 
plume flow rate is greater than the flow rate through the outlet, however, as h 
decreases, the flow rate through the outlet will increase. The interface can be 
considered to be a barrier where air on either side of the interface does not usually 
mix unless a force is added. In this case, the only air that penetrates the interface is 
within the hot air plume rising from the heat source (Figure 2.11). This will continue 
until ‘steady state’ is reached, where the plume flow rate at the height of the interface 
will equal the flow rate through the outlet, and h will become constant. Steady state 
is a term used to describe a state where the internal temperatures, incoming and 
outgoing air rates and interface heights will not change so long as no changes to the 
room occur. Such changes include a change in strength or location of the heat 
source, a change in wind strength/direction or change in area of openings. 
 
 
 
 
 
 
 
Figure 2.11.Displacement ventilation with a continuous single point source. 
The heat source will increase the buoyancy of a small volume of air. This quantity is 
termed the buoyancy flux, and is calculated as: 
 
H 
U2 
U1 
h 
Interface height 
Outlet 
Inlet 
28 
 
'/)/'(')(*' 532
3
FghCgghHA
c
WgB
p
 
     2.13 
where   is the coefficient of expansion and C is the entrainment coefficient constant 
derived by Morton, et al. 1956. At room temperature, B = 0.0281 m4s-3 when the heat 
source is 100W, approximately equivalent to one person (Linden 1999). The 
buoyancy can also be calculated by multiplying the flow through the space, referred 
to as volume flux, F with the reduced gravity, g’. In the case of water bath modelling 
using brine, the flow rate and the density of incoming brine can be modified to 
simulate different strengths of heat source.  
The driving forces within a NV room are sufficiently small that as air flows into the 
space, the air within the space will not compress and will result in air flowing out of 
the space. This means that equal quantities of air flows into and out of each 
horizontal and vertical plane at any given point in time which is equal to the volume 
flux. The theory described within this section assumes that at the horizontal plane 
where the interface is located, air can only flow through this plane where the plume 
crosses the interface. This means that the flow rate of the plume at the interface 
height, is equal to the volume flux of the room. The reduced gravity of the air at the 
outlets, g’, also equals the reduced gravity of the air within the plume(s) at the 
interface height (Linden 1990). This means that the buoyancy flux at the outlet is 
equal to the buoyancy flux within the plume at the interface height at steady state.  
Equation 2.14 shows that the interface height, h is only affected by the effective 
opening area, A*, and the height difference between the inlet and outlet, H, 
assuming that the heat source is located at the same height as the lower opening. 
The interface height is not affected by the strength of the heat source, and is 
therefore independent of the buoyancy flux. This is because as the source strength 
increases, the flow through the space increases (Bolster et al 2008).  
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       2.14 
 
  
        
      2.15 
 
 is the entrainment constant and n is the number of heat sources within the room, 
where all heat sources must be equal in strength and do not collide with each other. 
For a point source plume, the entrainment coefficient is equal to 0.083 (Morton et al 
1956), but other values such as 0.09 have also been used (Hunt and Kaye 2001). 
The entrainment constant is a ratio between the mean speed of fluid flowing into the 
plume, and the mean vertical velocity of the plume.  
 
2.7.2.2 Virtual origin 
 
So far, the theory has assumed that the plumes originate from a point source on the 
floor of the room. However, in practice all heat sources originate from an area source. 
Even if the buoyancy is the same for a point heat source and an area heat source, 
the resulting interface height from the area source will be at some height below what 
the theory predicts for the point heat source. Hunt and Kaye (2001) showed that an 
area heat source can be assumed to have originated from a point source at some 
height below the floor, referred to as the virtual origin (Fig 2.12). Adding the 
theoretical virtual origin with the theoretical interface height equals the experimental 
interface height 
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Figure 2.12.Virtual origin of a heat source. 
Hunt and Kaye (2001) showed how to calculate the virtual origin for a plume. Their 
method takes into account the source conditions of the plume, including flow rate, 
buoyancy and momentum. To calculate the asymptotic virtual origin, z*avs, the 
following method can be employed. The initial buoyancy flux of the plume, Bf is 
calculated by multiplying the volume flux, F with the reduced gravity, g’ as shown in 
equation 2.16. 
Bf = Fg’                   2.16 
Then the momentum flux of the plume, m is calculated: 
m = F2 / A                   2.17 
where An is the nozzle area (cm2). The momentum jet length, Lm is given by: 
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and the source flow rate length, La: 
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The dimensionless source parameter Γ: 
2
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La               2.20 
Then we calculate the following summation, , where Hunt and Kaye (2001) suggest 
n = 35. 
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where = T -1 / T 
Finally, the asymptotic virtual origin, z*avs can be calculated 
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avsz                2.22 
However, this method for calculating virtual origin only works when T> 0.5. 
Bouzinaoui et al (2007) and Devienne and Fontaine (2012) investigated whether 
turbulent hot air plumes were accurately modelled by plume theory. They heated an 
object and used hot wire anemometers and temperature sensors to measure the 
development of the plume. They showed that plume theory, including virtual origin 
corrections closely follows that of hot air plumes. 
A plume of rising hot air just above a point heat source will consist of a very small 
volume of air flowing upwards. However, the plume within Water Bath Modelling 
using brine to simulate a heat source will have a much larger flow rate at the point of 
entry into the model than the hot air plume just above the point heat source. The 
disparity in flow rates between a brine plume and a hot air plume results in a different 
interface heights between that measured in a Water Bath Modelling simulation and 
the theory. Virtual origin corrections are used to adjust the interface height measured 
within the model, which ensures agreement between the model and the theory.  
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2.7.2.3 Two heat sources within a room which do not interact 
 
Cooper and Linden (1996) showed that for the case where there are two or more 
identical heat sources sufficiently separated so that the plumes rising above the heat 
sources do not collide, then the interface height will be the same as if there was just 
one of those heat sources within the space. 
When two or more sources within a room have different source strengths, multiple 
interfaces form. For the case in figure 2.13, P1 represents a plume which is less 
buoyant than plume P2. As a result, a plume of warm air rises above both heat 
sources, and entrainment occurs as normal. Because there are two heat sources of 
different source strengths, two interfaces form (Figure 2.13).  
Both plumes pass through interface A. As a result, adding both volume fluxes of the 
plumes at the interface height A equals the total volume flux through the space. The 
lower region of warm air above interface A is caused by a build-up of warmer than 
ambient air from plume 1, of temperature T1. The plume P2 will be less dense than 
P2. As a result, P2 penetrates the first warm layer and forms another layer of warmer 
than ambient air, at temperature T2, where T2 > T1. P2 entrains warm air from the 
lower warm air region and passes through interface B with volume flux F. As a result, 
when a steady state is reached, the difference in volume flux, F, for P1 at interface A 
and interface B is equal to the volume flux of P2 at interface A.  
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Figure 2.13.Displacement ventilation with two heat sources of different strengths. 
The analytical models for volume flux through the space (2.23) and the interface 
heights (2.24) derived by Cooper and Linden (1996) closely agreed with their water 
bath simulations. 
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2.7.2.4 Interacting turbulent plumes with identical buoyancies 
 
Kaye and linden (2004) investigated the case of two identical plumes, with their 
sources horizontally separated at a distance, Xo which was sufficiently close to allow 
for the plumes to collide and coalesce at some height. They showed that the height 
at which the two plumes of equal buoyancy merge (height  Zm) is equal to 4.8χ0, 
where χ0 is the initial separation between the two plumes. If the plumes do not have 
the same buoyancy, Zm decreases as the difference in buoyancy between the two 
plumes decreases. 
 
At the point where two equal plumes combine, the resulting plume can be 
considered to be a single plume. The virtual origin of this plume is calculated in the 
same way as a normal point source plume (see section 2.7.2.2). As a result, the 
virtual origin will be 1.37 plume separations below the two original plumes (Figure 
2.14). 
Kaye and Linden (2004) observed in their water bath experiments that when two 
equal plumes converged, the resulting plume stopped entraining for a brief period of 
time and therefore had vertical sides, before entrainment continued. 
They surmised that the resulting plume had a Γ value greater than 1 (therefore lazy), 
and the plume edges remained vertical while Γ of the plume decreased to 1 (pure 
plume), before entrainment continued. As a result, Kaye and Hunt (2004) surmised 
that when using brine plumes, it is better for Γ at the source to be as close to 1 as 
possible. 
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Figure 2.14.The merging of two identical plumes separated by some distance 
Xo.Source: Kaye and linden 2004. 
The flow rate and momentum flux of the merged plume is given by equation 2.25: 
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Where 
o
z
                    2.27
 
The buoyancy fluxof the merged plume is equal to the sum of the two buoyancy flux 
of the plumes before merging. 
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2.7.2.5 Interconnected spaces 
 
Holford and Hunt (2003) developed an analytical model to describe the thermal 
environment resulting from two interconnected rooms and conducted water bath 
simulations using brine which closely agreed with the theory. One room contained an 
inlet and a single ‘point’ heat source, its outlet leading into a connected atrium 
without a heat source, and containing an outlet at a level much higher than the room 
with the inlet. The flow regime within the atrium was shown to vary depending on 
whether the atrium had an inlet or not as shown in Figure 2.15. 
    
 
 
 
 
 
 
  
          a) Atrium inlet closed                     b) Atrium inlet open 
Figure 2.15. Flow regimes for a room with a single point heat source within it, venting 
into a large atrium with an outlet at high level. The atrium contained no inlet in a), but 
contained a low level inlet in b). Source: Holford and Hunt 2003. 
As shown in Figure 2.15, when the atrium does not have a upper opening (case a), 
an interface forms in the atrium just above the opening connecting both rooms. If 
there is a high level opening within the atrium(case b), then a plume will form from 
the interconnecting opening, and an interface will form in the atrium at a higher level 
than in the case without the opening in the atrium. 
The interface in the room with the heat source, h, is calculated by equation 2.28: 
Upper opening 
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where Ha is the full height of the atrium. CFD simulations were conducted by Ji et al 
(2007) for an identical case, and overall found agreement with case b), however they 
observed an interface in the atrium in case a) at a higher height in their CFD 
simulations. They suggest that the discrepancy between CFD and water bath 
modelling could be caused by weakness in the turbulence model in CFD, or caused 
by the lower thermal diffusivity between salt water and fresh water compared with 
ambient air, and warmer than ambient air. 
 
2.7.2.6 Open area heat source 
 
This chapter has so far concentrated on the theory for ‘small area heat sources’, this 
section will discuss heat sources which are uniform either covering the entire floor 
area, or a substantial part of it. Such a heat source could represent a large group of 
people sat in close proximity such as an auditorium. Similarly to a point heat source, 
a hot air plume is observed above an area heat source. If Γ of the plume is greater 
than 2.5, the plume will contract and form a neck as shown in Figure 2.16, before 
then expanding as it entrains ambient fluid around it (Hunt and Kaye 2005). This 
contraction occurs because the plume is changing from a lazy plume to a pure plume 
(Γ=0). A plume is described as lazy when it has no momentum associated with it, 
any change in direction is primarily due to buoyancy whilst a pure plume is driven by 
both buoyancy and momentum.  
If the heat source covers an area greater than approximately 15% of the floor area, 
then an interface will not form (Linden et al 1990). Instead, the air within the room 
becomes well mixed, with the warmer than ambient air, known as mixing ventilation. 
Hot air plumes above area heat sources are called lazy plumes, associated with a 
large area and small initial momentum flux.  
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Figure 2.16.An area heat source showing the effect of ‘necking’. Source: Kaye and 
Hunt (2009). 
Kaye and Hunt (2009) developed a model to calculate the flow rate of a lazy plume 
which is still entraining, at any height, Qx, using equation 2.29: 
 Q௫Γି
భ
య ൌ Γିభయ ൅ 3.4ξ	for	ξ ൏ 0.055 2.29	
	 ሺ	ξ	0.31ሻఱయ	for	ξ ൐ 0.055                            
ξ ൌ ுೣ୐౧                             2.30 
where Hx is the distance from the plume source and Lq, a length scale is given by 
39 
 
 L୯ ൌ ହୠ౥଺∝ ൌ
୕౮
୑
భ
మ
                           2.31 
They were able to produce a large area lazy plume within a water bath with brine by 
using a sintered disc as shown in Figure 2.17. The flow of the plume closely followed 
the theory described above and they showed that for highly lazy plumes,T >102, the 
virtual origin is always -0.31cm from the neck height of the plume. 
 
 
 
 
 
 
 
   
  a)        b) 
 
Figure 2.17.a) A schematic of an experimental set-up used to form a turbulent lazy 
plume over a large area with a water bath using brine and b) the resulting brine 
plume flowing out of the nozzle. Source: Kaye and Hunt (2009). 
Gladstone and Woods (2001) conducted an experiment to simulate a uniform heat 
source across the entire floor. They used a water bath with heat to simulate an area 
heat source. Antifreeze was used to cool a metal plate located on the floor of the 
model which created the required density differences within the model. 
When steady state was reached, thermocouples placed at different heights within the 
model measured approximately the same temperature (The higher the thermocouple, 
the higher the steady state temperature, but variation was within 1°C. The lowest 
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thermocouple in the model measured steady state temperature first, with the highest 
thermocouple measuring steady state approximately 12 minutes later (Figure 2.18).  
 
 
 
 
 
 
 
 
 
 
 
Figure 2.18.Measured temperatures within a model simulating an area ‘cold source’. 
Source: Gladstone and Woods (2001). 
 
 
2.8 Transient and time dependant flows 
 
Within a NV space which is at steady state, internal temperatures, interface heights 
and flow rates are constant. Assuming that there is more than one opening and 
these openings are at different heights, fresh air will flow into the room through 
specific openings and stale air will flow out of the room through other specific 
openings. The flow regime is deemed to be constant when the direction of air flowing 
through each of the openings does not alter.  
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If a change occurs within a space such as heat source strength or opening area, 
then internal temperatures and flow rates through the space will change over time 
until steady state is reached once more. In certain cases, the flow regime may switch 
to a different one before reverting back. In such cases, the nature of the adjustment 
in air flow and internal temperature is deemed to be transient. Whilst temporary, 
transient flows may cause the internal thermal environment to become 
uncomfortable for occupants until steady state is again reached. A better 
understanding of transient flows may allow NV strategies to limit or prevent 
occupants becoming uncomfortable during transient flows. 
Specific circumstances such as a gust of wind or a change in location of heat source 
may cause a flow regime at steady state to change permanently to a different one. 
The new steady state will have different internal temperatures, flow rates and/or 
interface heights from the original flow regime and could result in occupants having 
an improved or worsened thermal comfort. 
If a NV strategy is designed for a building with the intention to achieve a specific flow 
regime ensuring a thermally comfortable and healthy environment for occupants, but 
a different flow regime occurs, it can be very difficult to remedy. As a result, it is 
important to better understand time dependent flows as this may inform as to 
whether a NV design is susceptible to them. If multiple flow regimes at steady state 
can exist in a natural ventilation strategy, then it is deemed to have multiple solutions, 
which can be difficult to design for (Heiselberg et al. 2004).  
 
2.8.1 Time dependant and transient air flows caused by the effect of wind. 
 
This section describes how time dependant and transient air flows can be caused by 
wind. Analytical methods (Yuan and Glicksman 2008, Heiselberg et al. 2004, Li et al. 
2001, Li and Delsante 2001, Etheridge and Sandberg 1984), wind tunnel testing 
(Chui and Etheridge 2004), CFD (Evola and Popov 2006, Jiang and Chen 2003, 
Allocca et al 2003) and water bath modelling (Heiselberg et al 2003, Hunt and 
Linden 1999) have been used to model the effects of wind on the air flow within a 
building. In all models, there was significant agreement.  
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Factors including the temperature difference between the ambient air outside and 
the warmer air inside, the strength and direction of the wind along with the size of the 
openings will determine if the wind will cause the air flow within the room to behave 
in a way other than intended as shown in Figure 2.19 (Hunt and Linden 1999). 
Examples include the forces of wind reinforcing the forces of buoyancy within the 
space resulting in increased flow rates through openings (Figure 2.19a) and wind 
acting against the buoyancy forces within the space (Figure 2.19b and c). If the wind 
is acting against the buoyancy forces within the space, but is not as strong as the 
buoyancy forces within the space, reduced flow rates through the space may be 
observed. However, if the wind is stronger than the buoyancy forces, then it is 
possible that ambient air flowing into the space will occur via the outlet, forcing air to 
flow out of the space through the inlet. As a consequence, the temperature within the 
space may decrease leading to occupant discomfort during winter along with the 
possibility of increased heating. Many previous simulations have focused on the 
simulated wind direction being perpendicular to the face of the window. This may 
create the best case or worst case scenario depending on which opening the wind is 
heading towards, as shown in figure 2.19. 
 
 
 
 
  a)    b)     c) 
Figure 2.19. Possible NV flow regimes with the interaction of wind, a) wind 
reinforcing buoyancy, b) a weak wind opposing buoyancy, and c) a strong wind 
opposing buoyancy, and causing a change in flow direction. 
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Figure 2.20.Effect of strong opposing wind from WBM using salt. (Source Hunt and 
Linden 1999). 
Figure 2.20 shows the effect of wind acting against the buoyancy forces within the 
room, when the interior is at a fully mixed steady state. An interface forms as the 
wind pushes the warmer than ambient internal air through the bottom opening, which 
was originally acting as an inlet. For as long as the wind continues to blow in the 
same direction, at a strength greater than the buoyancy forces of the warmer than 
ambient air, the interface will continue to fall, until reaching the bottom of the room. If 
the interface height lowers to a point where it interacts with the occupants, then it is 
likely that the occupants will begin to feel thermally uncomfortable due to droughts. 
Hunt and Linden (2004) modelled a simple room using water bath modelling with 
brine to see if the effect of wind was different depending on if an interface had 
already formed or not. Using a simple model and a single ‘point’ source, they allowed  
an interface to form before directing wind towards the outlet. For low wind speed, the 
flow rate through the space was simply reduced. Interestingly, they showed that with 
an identical room, if the same heat source is used after the same wind source has 
already started penetrating the outlet into the space, then instead of displacement 
ventilation forming, the space became fully mixed. This is an important design 
consideration for natural ventilation, showing that the effect of wind is considerably 
stronger before an interface has formed. The laboratory configuration which 
simulated wind within the salt bath experiment can be seen in Figure 2.21.   
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Figure 2.21. Experimental set up to simulate wind in WBM using salt. Source: Hunt 
and Linden (1999). 
 
2.8.2 Time dependent and transient flows caused by effects other than wind 
 
While considerable work has been conducted showing how wind can cause solution 
multiplicity within a ventilation design (see section 2.8.1), there is considerably less 
work looking at other causes, possibly due to the inability of some simulation 
techniques to model time dependant and transient flows. Such flows are discussed 
within this section. 
 
2.8.2.1 Transient Flows 
 
Bolster et al (2008) and Bower et al (2008) looked at the effect of changing the 
buoyancy of the brine plume within a model in the water bath, to simulate a change 
in heat source strength. Initially, at t=0, the model displays a steady state flow regime 
with a stable interface height. After a change in simulated heat source strength, the 
interface height would either increase or decrease for a period of time, before then 
returning to its original position as steady state was re-established again (Figure 
2.22).  
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Figure 2.22.Water bath modelling showing how a change in the buoyancy of a brine 
source causes a temporary change in interface height. With non-dimensional time as 
the x-axis, and non-dimensional height of the interface as the y axis. (Source: Bolster 
et al 2008). 
The results are in close agreement with Equation 2.14 (Section 2.9) showing that the 
temperature of the heat source has no effect on the interface height within a space at 
steady state. A change in heat source buoyancy resulted in the interface height 
within the model temporarily fluctuating, although always returned to the interface 
height at t=0s. 
This change in interface height occurs because of the flow rate of the plume at the 
interface height is no longer equal to the flow rate of stale air flowing out of the model. 
If the strength of the brine source is increased, then the flow rate in the plume at the 
interface is greater than the flow at the outlet, causing the interface height to reduce. 
The flow rate through the outlet will increase due to an increased reduced gravity of 
the fluid above the interface until the flow at the outlet equals the flow of the plume at 
the interface once more. The opposite occurs if the buoyancy of the brine source is 
reduced. 
Such changes to the interface height may be problematic if the interface height 
descends towards the height of any occupants causing thermal discomfort within the 
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space or a mid-level opening which is behaving as an inlet which could cause 
substantial differences in the thermal environment (see chapter 7). 
Bower et al (2008) concentrated on showing the transition changes of the fluid above 
the interface that occurs when there is a change in source brine buoyancy. Figure 
2.23 shows what happens when the original source buoyancy is then changed to a 
stronger source of buoyancy to represent a higher temperature heat source. Once 
steady state was reached within the space, the density of the brine source was 
increased resulting in an increased buoyancy of the plume. This resulted in the 
plume penetrating through the interface until reaching the top of the space which led 
to another layer forming. The latter had a temperature greater than the original layer 
above the interface. The plume entrains fluid above the interface until all fluid above 
the interface becomes fairly well mixed, which will be greater in temperature than the 
original layer above the interface. They also noted that the interface height would 
change when the buoyancy of the heat source was increased or decreased. 
 
 
 
 
t/te = 0             t/te = 0.2            t/te = 0.4 
 
 
 
 
t/te = 0.6             t/te = 0.8            t/te = 1 
Figure 2.23.Effect of source strength being changed from its original strength (In 
orange) to an increased strength (blue). Source: Bower et al 2008. 
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Equation 2.14 is also corroborated by Economidou and Hunt (2010) who compared 
the non-dimensional interface height, ξh, non-dimensional reduced gravity of the 
buoyant layer, δ, and the non-dimensional flow rate through the model, ξq, between 
two simulations in a water bath using brine to simulate a heat source. One simulation 
had a brine source of constant buoyancy, while the other had buoyancy which was 
constantly increasing for a period of time. Their results are shown in figure 2.24 
where non dimensional buoyancy flux of the plume, ξb, non-dimensional interface 
height, ξh, non-dimensional reduced gravity of the buoyant layer, δ, the non-
dimensional flow rate through the model, and ξq, non-dimensional time. The dashed 
line represents a simulation where the buoyancy of the heat source is constant, while 
the solid line represents a simulation where the buoyancy was constantly increased 
for a period of time. 
They showed that as the buoyancy of the heat source increases (solid line), the flow 
rate through the space increases as the reduced gravity of the buoyant layer 
increases. For both cases, the interface height is the same when steady state is 
reached.  
The implication for a transient flow pattern which involves a decrease in interface 
height is that occupants within the space could be exposed to stale warm air, 
reducing thermal comfort for occupants. Importantly, patients in hospitals, or 
vulnerable people in homes would, under such circumstances be breathing air which 
is unhealthy and could decrease recovery time or even lead to infection. 
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Figure 2.24. The transient changes of two simulations with different heat sources 
within an identical model with time. Source: Economidou and Hunt (2010). 
Chenvidyakarn and Woods (2007) used water bath modelling to examine the 
transient flows which develop when pre-cooling a room. Pre-cooling of a room 
involves venting warm air from a space and introducing cooler air to ensure thermal 
comfort for occupants who will inhabit the space after pre-cooling of the room has 
been completed. Initially at t=0s, the model was filled with warmer than ambient 
water and an opening at low and high level were opened. The warmer than ambient 
water flowed out of the model through the high level opening drawing fresh water 
into the model through the low level opening. Just outside of the inlet, several fins 
were strategically placed to cool all ambient temperature water which was flowing 
into the model via the inlet.  
Unexpectedly, after a certain amount of pre-cooled water had flowed into the model, 
the flow reversed, with cold water exiting the room via the bottom inlet and ambient 
Heat source of increasing 
density with time 
Heat source of constant 
density 
ξb 
ξh 
ξq 
δ 
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outside water being drawn into the room through the outlet. After a certain point, the 
flow reversed again and such flow reversals continued to occur until all the warmer 
than ambient air had left the room. This switching between flow regimes resulted in 
the space taking considerably longer to cool, and also resulted in increased energy 
usage due to pre cooling of water which would flow out of the model through the low 
level opening. Figure 2.25 shows this process in detail, with the red dyed 
waterrepresenting warmer than ambient air within the model and black dyed fresh 
water representing ambient exterior air which was sucked into the room via the outlet.  
Figure 2.25.Water bath modelling showing the development of transitional flows 
during pre-cooling of a room. (Source Chenvidyakarn, Woods 2007). 
Fitzgerald and Woods (2010) considered a pre-heated room and conducted water 
bath simulations with brine to analyse the transient flows which develop when a point 
heat source is put into the room and openings at high and low level are opened. 
They showed that one of four ‘modes’ can occur when a low and high opening are 
opened simultaneously with a single point heat source being put into the room, 
depending on the opening area, and the reduced gravity of the original fluid. This is 
shown below in Figure 2.26. 
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Figure 2.26.Formation of four different flow regimes in a pre-heated room. Source: 
Fitzegerald and Woods (2010). 
The model was initially filled with brine to simulate the room being pre-heated and 
brine of a greater density (representing a temperature higher than that of the pre-
heated room) flowed in to simulate a heat source within the space. In modes A and B, 
the brine plume from the point brine source initially penetrates the brine layer within 
the room and reaches the ceiling, but instead of a layer of denser brine forming at 
the top of the model, all the brine from the brine source initially vents through the 
outlet. At the same time fresh water starts flowing into the model through an inlet and 
an interface forms and rises towards the ceiling. 
After some time, a layer of denser brine begins to form just below the ceiling in Mode 
A causing the formation of two interfaces within the model. The brine plume initially 
entrains fresh water, then penetrates the lower interface and entrains the brine within 
this layer before penetrating the upper interface. Eventually all the brine representing 
the pre-heated air is entrained by the brine plume resulting in a single interface. 
In Mode B, the density of the brine initially within the model is greater than in Mode A. 
As a result, the brine plume entrains fresh water and becomes less dense than the 
brine which was initially within the space. Two interfaces are observed again, 
however the brine plume does not penetrate into the initial brine layer which vents 
through the outlet. Instead, an ‘intrusion’ layer of brine forms below the original layer 
of brine and builds up. Eventually, the initial brine layer fully vents out of the space 
resulting in a single interface. 
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In modes C and D, the brine plume also penetrates the initial brine layer, but a layer 
of dense brine forms immediately just below the ceiling. Except for this difference, 
A&C, and B&D have similar transient flows.  
Figure 2.27 shows when each of the modes will form depending on the non-
dimensional opening area ξa (Equation 2.32) and the non-dimensional reduced 
gravity of the initial brine layer,δinitial(Equation 2.33). It should also be noted that the 
different modes reached steady state at different times. Mode B was first to reach 
steady state, followed by Mode D. Mode A and C reached steady state considerably 
later. 
 
Figure 2.27.The four different transitional flows which can form depending on the 
non-dimensional opening area (ξa) and the reduced gravity of the original fluid within 
the space g1. Source: Fitzegerald and Woods (2010). 
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The time taken for the lowest interface which forms in each of the modes is of 
particular interest to a building designer.  
Livermore and Woods (2008) considered the effect on the thermal environment 
when there was a point heat source with distributed cooling along the ceiling of the 
room (Figure 2.28). They used water bath modelling with brine representing the heat 
source and heating coils at the ceiling to represent an area of cooling. They showed 
that as the simulated cooling was increased, the interface height within the room 
decreased until the room became fully mixed. Such a scenario may be detrimental to 
occupants who would be exposed to stale air.  
 
Figure 2.28.The effect on interface height within a room with a heat source and 
distributed cooling on the ceiling. Source Livermore and Woods (2008). 
Fitzgerald and Woods (2007) considered the transient behaviour of a room of some 
initial temperature with an area heat source within the water bath. They showed that 
the relationship between the initial temperature inside the room and the ambient 
temperature outside determined the mode of transient development of the thermal 
conditions within the room as it approached steady state.  
In their experiment, a high and low level opening was opened simultaneously with 
the heat source being turned on. Results showed that if the interior is initially warmer 
than the exterior, but colder than the final steady state temperature, then the space 
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remains well mixed and gradually heats up until steady state is reached. However, if 
the room is initially warmer than steady state, then an interface forms with the 
warmer layer venting through the upper outlet while a cooler level forms below due 
to ambient fluid flowing in. As the warmer layer vents, the lower layer is gradually 
heated up by the distributed heat source. Eventually the initial warm layer is fully 
vented and steady state is reached. Interestingly, if the original room temperature 
and the end steady state temperature are similar, then penetrative mixing between 
the two layers occurs, resulting in a more gradual vertical temperature gradient. 
Once most of the upper warm layer has vented, the room adjusts to a well-mixed 
interior and achieves steady state temperature.  
However, if the interior is initially cooler than the exterior, then the interior fluid drains 
downwards through the space, with warmer ambient air flowing into the space from 
the top openings. As the cool layer decreases in volume, it warms due to convective 
mixing with the warmer layer above it, which leads to a reduction in the rate of this 
layer flowing out of the room. At some point, the cooler layer reaches a similar 
temperature to the warmer temperature above it and becomes mixed with the layer 
above leading to a steady state.  
 
2.8.2.2 Summary of Transient Flows 
 
This section has shown how different initial densities and interface heights, opening 
areas and heat source strengths can result in very different transient flow regimes 
before identical steady states are reached. Such differences in the transient flow 
regimes can include variation in interface height, time to reach steady state and even 
the manner in which steady state is reached. Understanding these transient flow 
regimes will help reduce the risk that they will cause a temporarily uncomfortable 
thermal and unhealthy environment for occupants. 
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2.8.2.3 Time dependant flows 
 
If a ventilation strategy has achieved steady state, and a permanent or temporary 
change occurs within the space, then the internal thermal conditions will change until 
steady state is regained. If after steady state is reached again the flow regime is 
different to the initial flow regime then the space is considered to have experienced a 
time dependant flow.  
Such changes could involve a change in strength or direction of wind entering the 
space. These could cause a flow regime at steady state which has fresh air flowing 
in at low level and stale air flowing out through a high level opening to reverse. This 
means that fresh air begins to enter the room through a high level opening, and stale 
air to flow out through the low level opening, which could, again, reduce thermal 
comfort within the space as well as potentially increasing energy usage. As a result, 
time dependent flows can cause a ventilation strategy to fail; ie: to act in a way that it 
was not intended. Understanding these time dependent flows is important so that 
future NV building designs can prevent them from occurring, or can be designed in 
such a way to take advantage of these flows.  
Chenvidyakarn and Woods (2005) used water bath simulations with an area heat 
source to show how up to three different flow regimes can occur within a space due 
to the effect of wind. Their model had two stacks of different heights, and a small low 
level opening (Figure 2.29). Flow regime A involved fresh air flowing into the model 
through the low level opening and short stack with stale air flowing out of the large 
stack. Flow regime B had stale air flowing out of both stacks while in Regime C, stale 
air only flowed out of the short stack. 
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  a)                              b)                                   c) 
Figure 2.29. Three possible flow regimes within the same space. Arrows indicate 
direction of flow through openings. Source: Chenvidyakarn and Woods (2005). 
The low level opening diameter was increased in increments of 0.1cm between 
0.1cm and 1cm and the flow regime which naturally occurred when steady state was 
reached changed depending on the low level opening diameter. At small diameters, 
regime A was observed, while with larger inlet areas, regime B was observed. 
Chenvidyakarn and Woods showed that if at steady state flow regime A was 
observed, then by ‘pumping’ a small amount of water into the taller stack to simulate 
wind flowing into the stack, it was possible to form Regime C. Under certain inlet 
diameters, if regime B was naturally occurring, then either pumping water into the 
taller stack, or blocking the shorter stack allowed the formation of regime A or C. 
When forcing the model to change to a different flow regime, the thermal conditions 
within the space would permanently change (Figure 2.30).  
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Figure 2.30.Theoretical and experimental dimensionless room temperatures for each 
of the three regimes depending on the area of the bottom opening. Source: 
Chenvidyakarn and Woods (2005). 
Of note, it is tempting as a building designer to ensure that a shift in flow regimes is 
prevented. However, on closer thought, being able to take advantage of such flow 
regimes potentially enables improved thermal comfort within the space depending on 
heat load and ambient temperatures.  
Chenvidyakarn and Woods (2010) further considered two rooms connected by an 
opening at low level, with both rooms having an opening at high level at the same 
height. They used water bath modelling with an area heat source to simulate 
different flow regimes within the space. They showed that if both rooms had an 
identical heat source within it, then flow through the space could happen in either 
direction (Figure 2.31). It was then possible to reverse the flow regime by simulating 
wind entering the outlet of the room downstream of the flow. 
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Figure  
Figure 2.31. Possible flow regimes for two interconnected rooms with identical area 
heat sources and openings at high level. 
However, if the heat sources in both rooms are not identical, the fluid flow would flow 
from the room with the stronger heat source to the room with the weaker heat source 
(Figure 2.32). Even if there was only a small difference in heat source strength 
between the two rooms, there was a large difference in temperature between the two 
rooms. This is because the room upstream of the flow received ambient fluid through 
its high level opening which behaved as an inlet while the downstream room 
received water which had been preheated by the upstream room through the 
opening connecting the two rooms. Increasing the heat source strength in the 
downstream room will lead to an increase in temperature in the downstream room 
and a decrease in temperature in the upstream room. A decrease in the temperature 
of the upstream room occurs because of increased volume flux through the space, 
leading to more ambient water flowing into the upstream room.  
 
 
 
                   Upstream              Downstream     Downstream                Upstream  
58 
 
 
Figure 2.32. Flow regime and development of internal temperatures within 
geometrically identical interconnected rooms with different area heat sources. 
Source: Chenvidyakarn and Woods (2010). 
Interestingly, the history of the flow also determines whether or not a change in flow 
regime occurs. Initially room B had a larger heat source than room A to ensure that 
room B was downstream of the flow. After steady state was reached, the heat source 
strength in room A was then increased beyond the heat source strength in room B 
but the flow regime did not change and room A remained lower in temperature than 
in room B. Only when the heat source in room A was 100W greater than in room B, 
did the temperature in room A increase beyond that of room B and did the flow 
regime switch so that room A became downstream of the flow (Figure 2.33). 
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Figure 2.33.Temperature within room A and B depending on the history of flow with 
varying heat source strength in room A. Source: Chenvidyakarn and Woods (2010). 
Increasing the heat source strength in the upstream room will lead to a temperature 
increase in both rooms, however such increases may lead to a switch in flow regime 
which can then lead to a significant cooling effect in the room which was originally 
downstream (Figure 2.34). As the flow regime switches, there is a transitional period, 
where the upper openings in both rooms experience bi-directional flow. During this 
time, there is a significant change in temperature in both rooms resulting in flow 
regime changing. 
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Figure 2.34. Change in flow regime and internal temperatures when the heat source 
strength of the upstream room is increased. Source: Chenvidyakarn and Woods 
(2010). 
 
2.8.2.3 Summary of time dependant flows 
 
Little work has been conducted on time dependant flows, however this does not 
detract from their importance. Time dependant flows can cause a NV strategy to fail, 
resulting in a thermally uncomfortable environment for its occupants while also 
potentially increasing heating requirements for the space. However they can also be 
manipulated to force certain flow regimes to occur allowing for a more comfortable 
thermal environment. This added flexibility in a NV building could be a very powerful 
improvement to future NV strategies and is further discussed in experimental 
chapters 7.  
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2.9 Conclusion of Chapter 
 
This chapter has briefly looked at the history of how humans have always tried to 
control their living environment to make it as comfortable as possible. For the latter 
part of the 20th Century, air conditioning became the predominant technology used 
to control ventilation, especially in hot and humid climates such as Singapore. 
However, as our awareness of global warming developed in the latter part of the 
century and early 21st century, it is apparent that natural ventilation offers a better 
future. 
The principles of natural ventilation were explored with particular attention to the 
research of Linden, Woods, Chenvidyakarn, Kaye, Fitzgerald and Hunt. Transient 
and time dependant flow regimes were discussed with a focus on how they can 
cause internal temperatures, air flow rates and interface heights within a naturally 
ventilated building to be different than what was intended during the design of the 
ventilation strategy. While transient flow regimes are temporary they can still cause 
occupants to be exposed to thermal uncomfortable and stale air for a short period of 
time and are important to limit. Time dependant flow regimes can be catastrophic for 
a naturally ventilated building leading to steady state flows being completely different 
to what was intended.  
The experimental results from simulations conducted within this research will be 
compared with the theory discussed within this section. This is important to provide 
confidence that the Water Bath Modelling Facility is accurately simulating a NV 
space.  
 
 
 
 
 
 
 
62 
 
Chapter 3. Experimental set up and methodology 
 
3.1 Preamble 
 
The earlier part of this chapter discusses the design, construction and 
commissioning of the water bath facility at Loughborough University, detailing 
problems and applied solutions. The latter part of this chapter describes the 
mathematical methods employed to ensure that simulations within the water bath 
facility accurately represent a specific ventilation scenario in a building. 
 
3.2 Introduction 
 
This research involved 3 main sets of experiments, benchmark 1, 2 and 3. 
Benchmark 1 is discussed in chapters 4 and 5, simulating a simple naturally 
ventilated rectangular room. Opening locations were varied in Benchmark 1 to 
compare the theory set out in chapter 2 with measured experimental data in chapter 
4 whilst chapter 5 analysed the resulting internal thermal environment from different 
opening strategies. Benchmark 2 and 3 are discussed in chapters 6 and 7 and along 
with chapter 5 form the core of the research. Benchmark 2 simulated time dependant 
flows while benchmark 3 simulated a novel natural ventilation strategy.  
If a NV building is built and the strategy does not maintain a thermally comfortable 
environment then it can be very difficult and expensive to correct. As a result, 
simulations are conducted to determine how effective a strategy is at maintaining a 
thermally comfortable environment before construction takes place. Water Bath 
Modelling (WBM) is a technique which can be used to simulate natural ventilated 
spaces by using a reduced scale model. A reduced scale model is a cheap and 
relatively fast way of simulating NV compared with building a full scale room or 
building. Scaling equations are used to relate measured data from the scaled model 
with a naturally ventilated room. The scaling equations are more thoroughly 
explained in section 3.3. 
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Within a NV room, a heat source will heat the air around it causing density 
differences which leads to the warmer than ambient air rising. Similar density 
differences must also be created within the reduced scale model to simulate a heat 
source. WBM can simulate a heat source by either injecting another fluid of a 
different density to water within the model, or by installing heating/cooling wires 
within the model to create density differences. Both methods can cause the 
formation of a plume of fluid which is of a different density to fresh water within the 
model. Brine (salt water) is usually chosen as the fluid to be injected into the model 
because it is cheap to produce, and large density differences can be created (brine 
can be 30% denser than fresh water). The importance of being able to achieve such 
large density differences is further explained in section 3.3. 
Figure 3.1 shows that as air or water is heated by a person or other heat source, the 
fluid rises because of a reduction in density. Brine is denser than fresh water and will 
sink to the bottom of the model while hot air and hot water will float towards the top 
of the model. As a result, models which use brine to simulate a heat source are 
inverted, so that the floor of the model is at the top, and the roof of the model is at 
the bottom. Assuming that the heat source is on the floor, the plume produced by a 
heat source travels vertically upwards, but the plume produced by brine travels 
vertically downwards. This means that the brine plume is negatively buoyant. This 
reversal in buoyancy means that flows occur upside down. 
 
 
 
 
 
 
 
 
 
64 
 
 
 
 
 
 
 
a)         b)        c) 
Figure 3.1. Plume formation for: a) a hot air plume caused by a human within a room, 
b) a heated wire (Orange box) heating water around it and c) a brine source. 
From this point onwards in this chapter, the NV room or building which is to be 
simulated will be described as ‘full scale’, and the model within the water bath 
described as ‘reduced scale’.  Where in an equation, subscript ‘f’ refers to full scale 
and subscript ‘m’ refers to reduced scale. In all simulations presented in this work, a 
heat source was represented by injecting brine into the model. The brine was dyed 
using food dye to improve visualisation. In all future schematic diagrams, brine is 
represented in red, while fresh water is represented in blue. 
 
3.3 Scaling equations 
 
Brine within a reduced scale model is used to represent heated air at full scale. 
Scaling equations relate the density of the brine at reduced scale, to the density of 
air at full scale.  
 
3.3.1 Exact simulation scaling 
 
In order to ensure that the WBM simulation is accurately representing the full scale 
scenario that we wish to simulate, the model’s dimensions must be scaled to the full 
sized room dimensions. Next, kinematic similarity between the model and the full 
Floor 
Roof 
Floor  Roof 
Roof  Roof 
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sized scenario is required. To achieve kinematic similarity, it is suggested that 
Prandtl numbers (Pr – ratio of viscous diffusion and thermal diffusion), Reynolds 
numbers (Re – ratio of inertial forces and viscous forces), and Archimedes numbers 
(Ar – ratio of buoyancy forces to viscous forces) should be made equal between the 
model and full scales (Awbi 2003). However, because the fluid changes between full 
scale and model scale (air to water), it is impossible to match Pr. It is possible to 
match Re and Ar and this is noted in other research as being sufficient to ensure that 
a full scale scenario is accurately represented within model scale (Walker 2005). To 
calculate Reynolds numbers, Archimedes numbers and Prandtl, equation 3.1, 3.2 
and 3.3 can be used, where subscripts ‘m’ and ‘f’ refer to model and full scale values: 
ܴ݁௠ ൌ ܴ ௙݁,
ට௚೘ᇲ ு೘ு೘
ఔ೘ ൌ
ට௚೑ᇲு೑ு೑
ఔ೑         3.1 
ܣݎ௠ ൌ ܣݎ௙, ௚ுಾ
య ఘ೘ሺ∆ఘ೘ሻ
ఓ೘మ ൌ
௚ு೑యఘ೑ሺ∆ఘ೑ሻ
ఓ೘మ         3.2 
ܲݎ௠ ൌ ܲݎ௙, ఔ೘ఈ೘ ൌ
ఔ೑
ఈ೑          3.3 
       
Where ߥ is the kinematic viscosity (m2/s), μ is the dynamic viscosity (kg/m.s) and α is 
the thermal diffusivity (m2/s). By calculating the Reynolds number and the 
Archimedes number for the reduced scale simulation, the equations can be re-
arranged to calculate  ݃௙ᇱ or ∆ߩ௙. 
To ensure that ܴ݁௠ ൌ ܴ ௙݁and ܣݎ௠ ൌ ܣݎ௙, a four-step iterative procedure was 
followed and is described below. Following this procedure will ensure that the flow 
within the model is accurately represented by air flow at full scale. 
Step 1: Calculate the Archimedes (Ar) and Reynolds (Re) numbers for the scaled 
model 
The effective opening area (ܣ௠∗ ) of the model needs be calculated and is found using 
Equation 3.4 which is provided by Linden et al. (1990) as: 
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ܣ௠∗ ൌ 	 ௔భ௔మට଴.ହ	ቀ ೌభ಴೏భቁ
మାቀ ೌమ಴೏మቁ
మ          3.4
   
where Cd1 and Cd2 is the discharge coefficient to account for vena contracta through 
openings a1 at low level and a2 at high level. In order to achieve kinematic similarity, 
initial values for density of the brine, ρ0 and flow rate, Fm must be chosen. These 
values will likely be changed later on in this four step process. The buoyancy flux of 
brine plume Bm, is calculated using Equation 3.5: 
ܤ௠ ൌ ܨ௠݃௠ᇱ ൌ ܨ௠݃ ఘ೚షఘఘ ൌ 	ܨ,௠݃ ೚்
ି்
்         3.5 
where subscript ‘o’ denotes initial values of brine before it enters the scaled model, ρ 
is the density of the ambient fluid (kg/m3) and T is the temperature of the ambient 
fluid (K). To calculate the approximate interface height to be observed within the 
scaled model, hm, the ratio between effective opening area (ܣ௠∗ ) and the height 
between the heat source (including the virtual origin) and upper opening (ܪ௠∗ ) was 
utilised as shown in Equation 3.6(Linden et al. 1990).  
஺೘∗
ு೘మ ൌ ܥ
య
మඨ ቀ
೓೘
ಹ೘ቁ
ఱ
ଵିቀ೓೘ಹ೘ቁ
          3.6
    
The reduced gravity (g’) of the brine below the interface can then be calculated using 
Equation 3.7. 
݃ᇱ ൌ ሺ஻೘మ௛೘షఱሻ
భ
య
஼           3.7 
 Where C is a constant derived by Morton, et al. 1956 and can be taken to be 0.158.  
The source Archimedes equation to account for the addition of brine into the space is 
shown as Equation 3.8(Hunt et al. 2001):  
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ܣݎ௠ ൌ
ۉ
ۈ
ۇ
ಷ೚,೘
ඨಷ೚,೘మಲ೙
ቆಷ೚,೘
మ
ಲ೙ ቇ
య
ర
√ಳ ی
ۋ
ۊ
ଶ
ൌ 	 ி೚,೘	√஻
ಷ೚,೘మ
ಲ೙
ఱ
ర
         
 3.8  
where An is the area of the nozzle through which the brine enters the scaled model. 
When Ar >10, flow is driven entirely by buoyancy instead of by momentum 
(Memarzadeh and Jiang 2004). 
The Reynolds number for the scaled model (Rem) was then calculated using 
Equation 3.1. 
 
Step 2: Equal the Ar and Re between scaled model and full scale  
Equation 3.2 can thus be re-arranged to calculate the reduced gravity at full scale, g’f.  
 
Step 3: Calculate the buoyancy of the hot air plume in the full scale building 
Having calculated the reduced gravity of hot air above the interface in the full scale 
building, g’f, the temperature of the hot air above the interface is calculated using 
Equation 3.9, where T is the ambient temperature (K). 
∆ܶ ൌ 	 ௚೑
ᇲ ்
௚            3.9 
The buoyancy flux of the plume is then calculated through Equation 3.10. 
ܤ ൌ ඨቀ௚೑
ᇲ ஼ቁయ
௛೑షఱ
                   3.10 
where hf is calculated using equation 3.11 (Li 2000). 
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஺∗
ுమ ൌ 	ܥ
య
మඩ
೓೑
ಹ೑
ଵିሺଵିλtሻ೓೑ಹ೑
                  3.11 
where λt is a temperature coefficient which is determined by the convective heat 
transfer at the floor and ceiling of the room, and the radiative heat transfer coefficient 
and is generally around 0.4 for natural displacement flows (Li 2000). 
 
Step 4: Calculate the equivalent heat output at full scale being simulated in the water 
bath 
Equation 3.12 was used to determine the heat source strength in the full sized room: 
 
ܤ ൌ ௐ௚ఈఘ೑஼௣                   3.12 
where α is the thermal expansion coefficient, and Cp is the specific heat capacity. 
Changing the values of  ܨ௢,௠, ∆ߩ௠ and Hm will change Rem, Arm, and W. The values 
should be changed until Arm is approximately equal to 1 and the correct heat source 
(W) is being simulated by the brine plume. It is possible that even after saturating 
water with salt, increasing the flow rate substantially and also making large changes 
to Hm, the desired W cannot be achieved. In such cases, applying a small multiplier 
to Rem when using equation 6 to calculate the reduced gravity at full scale may be 
required. While this means that Rem and Ref will no longer be equal, a previous 
study (Gladstone and Woods, 2001) suggested that similarity between model and full 
scale can be achieved if the difference in the values of Ref and Rem are one order of 
magnitude apart. Etheridge and Sandberg(1995) suggest that not being able to 
achieve similarity with all three dimensionless numbers is acceptable providing that 
the flow is fully turbulent (Re > 2.3 x 103). However it should be noted that CIBSE 
Guide C states that flow is only fully turbulent when Re > 3 x 103. Whilst other 
studies state that flows at model scale should have high Reynolds  numbers(104 or 
higher) so that viscous effects are negligible and advection dominates molecular 
diffusion (Fitzgerald 2013, Hunt and Coffey 2010) and Cook (1998) also note the 
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importance of achieving dynamic similarity between model and full scale. This can 
be achieved by using equations which form ratios, including equation 3.14. 
௎೘
௎೑ ൌ 	ට
ு೘
ு೑                    3.14 
where ܷ௠and ௙ܷ are the velocity of the fluid within model and full scale (m/s). 
The example below shows that similar Archimedes and Rayleigh numbers between 
model and full scale can be achieved, whilst ensuring sufficiently turbulent flow. 
If Hm is 0.3m, A* = 0.0001564m2, density of brine at the source ߩ௢ is 1100 kg/m3 with 
a flow rate ܨ௢of 2 cm3/s, the theoretical interface height (before virtual origin 
correction) is 0.09m (equation 2.13).  
The virtual origin is calculated as 0.015m (equation 2.22) when the nozzle has a 
0.005m diameter.  
Arm becomes 1.29 and Re is 2.64 x 104, meaning that the flow within the scaled 
model is predominantly driven by buoyancy forces and the flow is fully turbulent. If Hf 
is 3m, with an ambient air temperature of 20 °C and a multiplier of 6.5 is applied to 
Ref, (Ref = 1.9 x 105) then hf = 0.74m, the temperature above the interface is 26°C 
and the heat source at full scale is 50W. 
If brine is observed to flow out of the model at 0.05m/s, then according to the ratio 
scaling, the speed of hot air flowing out at full scale should be about 0.15m/s.   
If a simulation has been run, with interface heights and density below the interface 
measured at steady state, it is possible to rearrange the above four step process to 
determine the simulated thermal environment at full scale including internal 
temperatures and the strength of the heat source. 
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3.3.2 Non dimensional scaling 
 
For simulations where the four step process can not be successfully calculated (for 
example when similarity can not be achieved), dimensionless quantities are used to 
compare data between simulations and theory. Fitzgerald and Woods (2007) and 
Woods and Chenvidyakarn (2005) used non-dimensional temperatures, with the 
latter using equation 3.15 to compare a 90W heat source within a small model with 
theoretical equations for a full scale room with a very large heat source.  
ξ୲ ൌ ்೔೙ష೅೐்೔೙,ೞೞି ೐்                             3.15 
ܶ∗௜௡,௦௦ ൌ 	 ்೔೙,ೞೞି ೐்்೓ି ೐்                             3.16 
where Tin is the internal temperature, Te is the external temperature, Tin,ssis the 
internal temperature at steady state and Th is the observed temperature at the heat 
source. Equation 3.15 allows for comparisons with how the internal temperature 
varies with time until steady state is reached, while equation 3.16 allows for 
comparisons with the final steady state temperature.   
 
3.4. Experimental set up 
 
Figure 3.2 shows the experimental set up of the water bath facility. Brine is stored in 
a reservoir tank which has a capacity of 30 litres. The tank is at low level to allow for 
easy access for density measurements to ensure that the brine is of the intended 
density calculated in section 3.3.1. The brine is then pumped to a header tank 
suspended at 3.5m. The header tank contains an overflow pipe which feeds brine 
back to the reservoir, ensuring a constant amount of brine within the header tank. An 
analogue flow meter is used to control the volume flow rate of brine into the model 
from the header tank. The model was suspended in a large acrylic tank. 
The acrylic tank has dimensions 1 x 1.4 x 1.6m with a thickness of 0.03m. This 
thickness caused very small parallax errors, which meant that objects within the tank 
appeared to be in different positions when looking at the object from different angles. 
The parallax errors were significantly increased when the tank was filled with water. 
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Such large errors can potentially cause inaccuracies when attempting to determine 
the interface height within the model. Parallax errors affecting the accuracy of 
interface readings were minimized by having eye level at a perpendicular position to 
the interface height. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2. Experimental set up of water bath facility at Loughborough University. 
 
 
 
Plinth 
Water tank
Model
Header tank 
Overflow pipe 
 
1.4m 
1.6m 
1.1m 
0.2m 
Reservoir tank 
Pump 
Flow meter 
0.5m 
72 
 
3.4.1 Large water reservoir 
 
The reduced scale perspex model was suspended near the top of the acrylic tank. 
During simulations, brine would build up inside the model, creating a layer of dense 
fluid which would drive flow through the openings of the model. Brine flowing out of 
the model flowed to the bottom of the acrylic tank and with time, a layer of brine built 
up at the bottom of the tank as shown in figure 3.3. The tank was tall, allowing for as 
many simulations to be conducted as possible until the build-up of brine at the 
bottom of the tank had risen to a point where the spent brine was interacting with the 
suspended model.  
Figure 3.3.Build-up of brine (dyed red) in the large acrylic tank during a simulation. 
As the brine fell towards the bottom of the tank, more than expected mixing between 
the brine and fresh water took place. This meant that a layer of brine at the bottom of 
the tank built up much more quickly than anticipated. This limited how many 
simulations could be run before the tank would have to be emptied and refilled, a 
process which takes approximately two hours. This was noted by other researchers 
conducting water bath simulations (Kaye and Hunt 2009), and they overcame this by 
using pipes to siphon off the brine at the bottom of the tank, replacing this brine with 
fresh water, carefully inserted near the top of the tank to limit turbulence (Figure 3.4). 
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This allowed the experiments to continue for as long as there was available brine, 
and the same strategy was used in this research for most of the simulations 
conducted.  
 
 
 
 
 
 
 
 
 
 
Figure 3.4. Experimental set up allowing for removal of brine and replacement with 
fresh water during a simulation. Not to scale 
 
3.4.2 Reservoir tank 
 
The reservoir tank as shown in figure 3.5 had a capacity of 30 litres. When the brine 
mixture was left overnight in the reservoir tank, settling would occur resulting in the 
concentration of the brine near the top being similar to water and at the bottom being 
considerably denser. This shows the importance of keeping the brine in the reservoir 
tank well mixed during any experiments. Constant mixing during simulations was 
achieved by using the overflow pipe from the header tank, which fed brine back into 
the reservoir tank, constantly mixing the brine. The density of the brine in the 
reservoir tank was measured using an Anton Parr 35N density meter (accuracy +/- 
0.001 g cm-3).  The brine was considered to be well mixed when 5 density readings 
Brine pumped to drain Fresh water pumped into tank 
To header tank 
Pump 
Pump 
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from the Anton Parr device varied by no more than ± 0.0003g/cm3; this was usually 
achieved after 20 minutes of mixing caused by the overflow pipe. If the density of the 
brine in the reservoir was not constant, then the buoyancy of the brine plume within 
the model will vary as shown by equation 3.5. If the buoyancy at the brine source 
varies throughout the simulation, then the equivalent heat source at full scale will 
vary with time. This will cause fluctuations in the interface (described in section 
2.7.2.1) along with variations in density above the interface.  
 
 
 
 
 
 
 
 
 
‘ 
Figure 3.5.Reservoir tank for storage and continued mixing of brine during water 
bath simulations. 
The reservoir tank was ideal for simulations lasting up to an hour with no more than 
4 nozzles, each representing a 50W heat source.  
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3.4.3 Pumps 
 
During early experimentation of the water bath facility, pumps were used to feed 
brine directly into the reduced scale models.  
A twin feed peristaltic pump was used in a previous water bath experiment 
(Fitzgerald and Woods 2008). Simulations were attempted using a peristaltic pump 
within this research. Although it allowed for highly accurate and constant flow rates; 
the flow from the pump was pulsed, rather than being continuous.  
Pumps which did not provide a pulsed flow yet could supply the small flow rates 
required into the reduced scale models were expensive. It was deemed that a 
header tank with a flow meter would be a cost effective and reliable strategy. 
 
3.4.4 Header tank and flow meter 
 
When simulating a heat source with a constant heat output, it is important to ensure 
that the buoyancy of the brine source remains constant. The easiest way to achieve 
this is to ensure a constant flow rate and density of the brine flowing into the model. 
In many cases, a header tank was used to ensure a constant and homogenous flow 
of brine into the perspex model (Linden 1999).  
The header tank (Figure 3.6), which is approximately 1.25m above the perspex 
model in the acrylic tank ensures that the head in the system is constant by using an 
over flow pipe. This ensures that the flow rate of brine going into the model will be 
constant. The over flow pipe leads directly into the reservoir tank. Importantly, the 
flow rate of brine being pumped into the header tank must exceed the flow rate of 
brine flowing into the reduced scale model to maintain a constant head.  
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Figure 3.6.Header tank with visible over-flow pipe, allowing for a constant head 
within the system, providing a constant flow rate. 
A pipe leads straight from the header tank to an analogue flow meter (Figure 3.7) 
which is used to control the flow of brine to the model. Flow meters which 
automatically control the flow rate are expensive, and the analogue flow meter was 
deemed sufficient provided that the head within the system was kept constant. If the 
head was not constant and changed throughout the simulation, then the flow rate out 
of the analogue flow meter would also change resulting in the flow meter requiring 
manual adjustment to ensure correct flow rates.  
 
 
 
 
 
 
 
Figure 3.7.Analogue flow meter, used for manual control of the flow rate of brine into 
the model. 
 
Over flow pipe 
Pipe allowing pumped bring into header tank 
Pipe allowing brine to flow to perspex model 
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3.4.5 Dyes 
 
Food dyes have been used in previous water bath simulations (Chenvidyakarn and 
Woods 2005, Hunt and Linden 2001, Linden 1999) to aid in visualisation of flows. To 
determine which colours were most effective, simulations were conducted using a 
wide range of colours, including red, blue, green, pink and black, to determine which 
colours were appropriate. Initially, red food dye was used. 
For simulations using the red food dye, variations in colour around the interface 
within the reduced scale model were observed (Figure 3.8). Two brine layers of 
different colour were observed, the one closest to the interface being orange and the 
one below being red.  
 
 
 
 
 
 
 
 
Figure 3.8. Variations in colour observed when using a red food dye. 
The red food dye contained two components, Carmines E120 and Curcumin E100, 
where E120 is red in colour, and E100 is orange in colour. The two food colourings 
used within the dye have different densities which caused the layer of orange 
towards the top because it has a slightly lower density. As a result, only food dyes 
which contained one colouring were used to ensure good visibility of the brine and to 
ensure that density differences between the dye colourings do not affect results. 
Another red food dye was used which consisted of only one colouring, producing a 
vivid colour as shown in figure 3.3. However this red dye is not readily available and 
Layer of fresh 
water 
Layer of brine with 
orange colour 
Layer of brine with 
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so alternatives were sought. Green and Pink dyes offered poor visualisation of the 
brine and so were discounted. Black dye offered great visualisation, however it 
contained vegetable carbon colouring, a solid which easily sedimented out of the dye.  
This led to the pipes, model and water tank being coated in a layer of vegetable 
carbon which took considerable time to clean. Blue food dye was the only viable dye, 
it was readily available and only contained one colouring, providing good 
visualisation of the brine flow. 
 
3.4.6 Nozzles and permeable plates. 
 
Above a heat source a plume of warm air forms and due to turbulent mixing with 
ambient fluid around it, the plume entrains. With water bath modelling, it is important 
to ensure that the flow of brine entering the model is turbulent such that it behaves 
similar to a warmer than ambient air plume. If the brine flowing into the model does 
not entrain fluid around it, and instead is laminar for a certain distance due to a lack 
of turbulence, then this will affect the height of the interface as shown in figure 3.9. 
This occurs because the virtual origin for both scenarios are different (Bower et al 
2008). 
 
 
 
 
 
 
Figure 3.9.The effect of a brine plume being laminar instead of turbulent for a 
distance ‘x’ on the interface. 
The Reynolds number (Re) of a brine plume can be calculated using equation 3.1 
and determines whether the brine plume will be turbulent or laminar. The larger the 
Reynolds number, the more turbulent the flow will be. Flows are deemed turbulent 
Laminar region 
for flow of brine 
Interface has 
fallen in height 
x 
x 
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when Re > 2.3 x 103 (Etheridge and Sandberg, 1995). Upon leaving the nozzle, the 
plume needs to be turbulent to ensure entrainment of the ambient fluid. Equation 3.1 
shows that an increase in density, velocity and length, and a reduction in dynamic 
viscosity will lead to larger values in Re, resulting in a more turbulent flow of fluid. 
However, since the density and dynamic viscosity, along with the velocity of the brine 
are determined by the scaling equations, and the length travelled by the plume upon 
leaving the nozzle must be very small, turbulence will likely have to be induced as 
the Re number may be smaller than 2.3 x 103.  
Figure 3.10 shows two brine plumes of similar densities, flowing from the same 
nozzle in different simulations. The turbulence of the plume increases with distance 
travelled. In case (a), due to the high speed of the brine, the plume quickly becomes 
turbulent after spending a short period of laminar flow. When the plume is in laminar 
flow, minimal mixing occurs with the fluid surrounding the plume; as a result, no 
entrainment is observed and this will affect resulting densities and interface heights 
observed within the model. Case (b) uses brine of a similar density to case (a), but 
with a smaller velocity, causing a much larger laminar region.  
 
 
 
 
 
 
 
 
   (a)      (b)  
Figure 3.10.Flow of brine from nozzle showing transition from laminar to turbulent 
flow. a) High speed plume exiting from a pipe, b) Slow speed plume exiting from the 
same pipe as in a). 
Laminar region 
Turbulent region 
Laminar region 
Turbulent region 
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Simple adaptions to the pipe were originally tested to attempt to induce turbulence 
within the brine, therefore reducing the laminar region. Different objects were 
inserted into the tip of the pipe which is connected to the scaled model with the 
intention for the object to induce some turbulence into the brine flowing into the 
model as shown in figure 3.11. Sponges (both with and without a tough wire wool 
attached), tissue paper and cloth were all tested for their ability to encourage 
turbulence. The sponge slightly decreased the laminar region, but the others had no 
effect.  
 
 
 
 
 
 
Figure 3.11.Objects were inserted into the tip of the pipe where brine flowed into the 
model in an attempt to induce turbulence. 
 
McCarthy and Molloy (1974) experimented with different nozzle shapes to try to 
produce a turbulent plume. Their findings were as follows: 
- The nozzle must be able to efficiently convert potential energy into kinetic 
energy within the fluid travelling through it, best achieved with a sudden and smooth 
contraction of the flow area  
- Angle of convergence, ‘αc’ must be between 15 and 100° (See Figure 3.12a) 
- The ratio of the length of the nozzle ‘Ln’, with the internal diameter of the 
nozzle, ‘d’, referred to as the nozzle aspect ratio has a significant effect on the initial 
jet velocity profile and jet surface shape. 
Pipe connected to header tank 
Location of objects within 
pipe 
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- As the ratio of the diameter of the nozzle after contraction ‘d’, with the 
diameter of the nozzle before the contraction ‘D’ decreases, the turbulence of the 
plume also decreases. 
 
 
 
 
 
 
 
 
 
 
 
(a)       (b) 
 
Figure 3.12.Nozzles with the intent to induce turbulent flow into a fluid exiting the 
nozzle. a) nozzle schematic (Source J. McCarthy and A. Molloy 1974), b) Standard 
plastic nozzle (Often used with silicone tubes) with similar characteristics to the 
nozzle schematic in a). 
Figure 3.12 shows that a standard silicone nozzle (b), is similar to the nozzle 
schematic (a) produced by McCarthy and Molloy (1974). For the silicone nozzle, D is 
substantially larger than d, and there is a smooth contraction. The nozzle was 
connected between the pipe and the model, and the laminar region was considerably 
reduced. However, when using virtual origin calculations, there is a requirement for 
T  (see section 2.7.2.6) to be greater than 0.5. When using this nozzle, T  is less than 
d 
D 
α
D 
d 
Ln 
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0.5 for all situations where a turbulent plume is produced. As a result, it was deemed 
unsuitable. 
Hunt and Linden (2001) produced a nozzle designed to generate turbulence within 
the brine whilst flowing through the nozzle (see Figure 3.13).This was achieved with 
the brine flowing through a 0.1cm diameter opening into a central chamber within the 
nozzle and then flowing out of the nozzle through a 0.5cm diameter opening with a 
fine mesh across the opening. When the Reynolds number of the brine leaving this 
nozzle is 220, the plume was shown to become fully turbulent after a distance of 
0.5cm from having nozzle.  
 
 
 
 
 
 
 
Figure 3.13.Nozzle design for inducing turbulence into fluid which allows for virtual 
origin corrections. (Source Hunt and Linden (2001) 
The outlet of the nozzle contains a fine mesh. To determine which sized mesh was 
required to produce a turbulent flow, the nozzle was constructed in three sections, 
enabling for access inside the nozzle to change the mesh. Testing of different mesh 
sizes within the nozzle proposed is shown in figure 3.14. 
 
 
 
 
Fine mesh 
83 
 
 
 
 
 
 
 
 
 
 
 
 
             (a) (b)                              (c)                            (d) 
Figure 3.14.Change in laminar region of plume depending on mesh size within 
nozzle design used by Hunt and Linden (2001). (a) 40µm mesh, (b) 75 µm mesh, (c) 
2 pieces of 75µm mesh on top of each other, (d) 200 µm mesh. 
The 200 µm mesh produced the smallest laminar region, with the 40 µm mesh 
producing the largest laminar region. Only a small difference was observed between 
case (b), with a single piece of 75 µm mesh, and case (c), with two pieces of 75 µm 
with a gap between them. 
Initially, the nozzles were built in bronze, however this was expensive and time 
consuming. Plastic caps (figure 3.15) were used so that ‘mass production’ of the 
nozzles was possible, which was important to replace damaged and blocked nozzles. 
The internal dimensions of the caps are identical to the dimensions stated in figure 
3.13. A 1mm hole was drilled into the top of the cap, and a 1mm thick stainless steel 
nut with a 5mm diameter hole at its centre is glued onto the other end of the cap. 
The 200 µm mesh is glued between the nut and the cap.    
Laminar flow 
Laminar flow  Laminar flow 
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   a)      b) 
Figure 3.15. Cap with 200 µm mesh and a nut glued to it to form a nozzle with the 
dimensions described by Hunt and Linden (2001) to form a turbulent plume. 
It was observed that after a nozzle had been used in a few simulations, the flow rate 
within the nozzle would noticeably decrease during a simulation. 
It was found that this was due to particulates (including algae and very small items 
which had fallen into the brine reservoir) becoming trapped within the mesh, causing 
a blockage within the nozzle its self (Figure 3.16). Cleaning of the mesh within the 
nozzles is difficult, as it involves dismantling the nozzle, which was not always 
appropriate because removal of the nozzle often caused damage to the nozzle. The 
blockages were caused by sufficiently large particulates within the brine flowing 
through the nozzles and due to a build-up of algae on the mesh. Inserting mesh or 
sponge within pipework before the nozzles prevented large particulates becoming 
trapped in the mesh however the sponge or mesh placed within the pipe would have 
to be replaced on a regular basis. Ensuring that no brine was within the nozzle after 
an experiment was completed ensured that the build-up of algae was significantly 
reduced. During the use of schlieren (See section 3.6.2), food dye was no longer 
required and a small quantity of disinfectant was mixed within the brine which 
ensured that no algae would build up within the nozzles. 
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Figure 3.16. Mesh blocked with particulates and algae. 
Initially the nozzle was placed on the outside of the model, with a 0.5cm diameter 
hole placed directly under it through the model ceiling for ease of construction. 
However, as the brine flowed into the model through the drilled hole, the flow was 
laminar for 2.5cm when the flow rate was 1cm3/s (Figure 3.17). This led to larger 
holes being drilled through the model so that the nozzle could be placed within it. 
This resulted in a fully turbulent plume. 
 
 
 
 
 
 
 
 
 
  a)       b) 
Figure 3.17. Placement of nozzle and effect on plume development, a) nozzle is 
placed on the outside of the model and b) nozzle is placed within the perspex. 
Nozzle 
Perspex 
0.5cm hole drilled 
through perspex 
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For certain simulations, after steady state was reached, the brine flowing into the 
model was turned off. The density throughout the space and the interface height 
were then monitored to assess the behaviour of an emptying space. Throughout the 
'emptying' phase it was noticed that very small quantities of brine continued to flow 
out of the nozzle and into the model. In theory, all the brine within the nozzle and the 
piping between the nozzle and the tap which is used to turn off the brine flow into the 
model is able to flow into the model. The volume of brine leaking into the model is 
small (0.018% of total volume within model). While impossible to completely prevent, 
the quantities of brine leaking into the model was deemed sufficiently small to not 
have any effect on draining time or alter the draining flow regime.  
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3.4.7 Measuring interface heights within the model 
 
During simulations, it was important to measure the interface height within the model 
to allow for comparisons between theoretical predictions and other simulations within 
the water bath. A scale was attached by glue to the outside of the model as shown in 
figure 3.18 to allow for interface height readings.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.18.Scale attached to model to allow for height readings during experiments. 
When reading the interface height, it is easy to inaccurately read the height of the 
interface against the scale (Figure 3.19) due to eye level not being level with the 
interface height. If eye level is at a lower horizontal position than the interface(Figure 
3.19b) or a high horizontal position (Figure 3.19a) then the interface height read from 
the scale will be different to the actual interface height. For the simple model used in 
simulations within chapter 4 and chapter 5, such inaccuracies can lead to measured 
experimental interface heights being 2cm (10% of H) different. 
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        (a)    (b)        (c) 
Figure 3.19. View of brine within model when eye level is (a) above interface height, 
(b) below interface height and (c) at interface height level. The top of the brine is 
marked in red. 
 
3.5 Density and conductivity measuring devices 
 
Measuring the brine density within the scaled models is important to allow for 
comparisons between different opening strategies and with theoretical predictions. 
Densities were measured using conductivity probes and a DM-35a density meter.  
 
3.5.1 Anton Parr DM-35a density meter 
 
The DM-35a density meter is a hand held device which collects and dispels samples 
by a pump action (Figure 3.20). It has a sensitivity of to 0.001g/cm3 and is able to 
store results on its internal memory. The density meter was calibrated using de-
ionised water and was calibrated every week to ensure reliable and accurate density 
measurements.  It is however not possible to automatically transfer measurements to 
a computer as they are taken. The pump action which collects and dispels a sample 
can also be quite disruptive which means that it is not appropriate for this density 
meter to be used to take density measurements within a reduced scale model during 
simulations. This is to avoid the possibility of the collection and dispelling of a sample 
causing a change in flow regime or causing mixing across an interface. However, the 
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meter is ideally suited for determining the density of brine in the reservoir tank and to 
confirm measurements by the conductivity probes when steady state is reached and 
the simulation is about to be stopped. 
 
 
 
 
 
 
 
 
 
 
Figure 3.20. Anton Parr DM-35a density meter used to sample and measure fluid 
density. 
 
3.5.2 Conductivity probes. 
 
Conductivity probes were placed within the reduced scale models for the duration of 
the simulations. The probes were connected to conductivity meters, which in turn 
transferred measured conductivities from the probes in real time to a laptop (Figure 
3.21). A measurement was taken every 5 seconds which resulted in a large quantity 
of readings throughout the duration of a simulation. For all simulations conducted 
within this research, a probe was placed at high level and another at low level. 
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Figure 3.21. Set up of conductivity probes and meters. 
 
The conductivity probes used measured the conductance of the ions present within 
the fluid in Siemens (S). Both the type of ion present and their quantity will affect the 
conductance, however standard probes are not capable of measuring both the type 
of ion and the concentration of the ions present within a fluid, which would allow for 
direct conversion into density.  
Many equations formed from experimental data are available allowing for the 
conversion between conductivity and concentration (Figure 3.22). It should be noted 
that the correlation between conductivity and salt concentration is a linear one. 
However, each experiment will have different conditions which can affect the 
measured conductance, for example the type of fresh water used will have different 
quantities of ions present within it even before the salt is added. 
.  
 
 
Conductivity probe 
Conductivity meters Laptops 
Reduced scale Model 
91 
 
 
 
 
 
 
 
 
 
 
Figure 3.22.Conductivity to density conversion chart. Source Technology Express 
CSM 
To achieve the most accurate conversion, it was deemed that an analytical equation 
should be derived based on the water within the tank and the salt NaCl (salt) used 
within the simulations that day. This conversion was achieved by preparing many 
different samples of water with different densities of salt within it. The DM-35a was 
used to determine the density of each sample and this was compared with the 
conductivity measured by the probes. This 'calibration' was repeated every day a set 
of simulations were conducted. 
 
Due to the physical presence of the probes within the model, the probe may inhibit 
fluid flow within the reduced scale model. Whilst unavoidable, the risk of such 
blockages having a significant effect on densities and flow regimes within the model 
was minimized by ensuring that the probes were not placed near the brine plume 
and the flow of fluid resulting from any openings.  
Figure 3.23 shows the conductivity measurements from a probe located at high and 
low level as shown in Figure 3.21. At t = 0s, the model is at steady state with a single 
brine source and an opening strategy such that displacement ventilation occurs. The 
brine source is turned off and draining commences. The near constant conductivity 
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at low level and reducing conductivity at high level is a powerful demonstration for 
the level of insight provided by the conductivity probes. 
 
  
 
 
 
 
 
 
Figure 3.23. Conductivities measured during a draining simulation 
For the first 500 seconds, the conductivity at high level slowly decreases on a 
constant gradient before a sudden and substantial drop in conductivity occurs. This 
observation agrees with those of Linden et al (1990), who used a conductivity probe 
to show that above an interface, whilst the theory assumes that the vertical density 
gradient is constant, the density increases slightly with height. The interface has 
been rising in height throughout the draining simulation and at t = 500s, it rises 
above the conductivity probe at high level which results in a sudden drop in 
measured conductivity. However, the conductivity does not reach ambient levels for 
another 500s. This observation is explained in Chapter 4.   
It is important to note that all converted density graphs presented and conducted 
within this research only show the conductivity and converted density of fluid within 
the model at the points where the conductivity probes are placed. As a result, careful 
consideration must be given to the placement of the probes as this may distort the 
presented picture of the transient changes in density throughout the simulation. 
However, changes in density will generally occur in a vertical direction (Linden et al. 
1990) the horizontal location of the probe will not be so important (Figure 
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3.24a).Linden et al. observed horizontal temperature gradients when lower and 
upper openings are both located on the same side of a space, resulting in air 
temperatures being cooler on the side of the room near the openings (Figure 3.24b). 
This results in regions of ‘dead space’ which comprises of a pocket of fluid where 
there is little dilution from incoming fresh air. Within a naturally ventilated room, such 
regions will likely have higher concentrations of pollutants including CO2 and 
temperatures. If occupants inhabit the space where such a region subsides then it 
could be detrimental to the health and thermal comfort of the occupant. Dead spaces 
were found during initial simulations by the injection of a small amount of dye which 
was of a different colour to the dye used within the brine. It was ensured that the 
density probes were not located within any dead space areas as this could be 
detrimental to the comparison of densities between simulations.. 
 
 
 
 
(a)        (b) 
Figure 3.24. Possible temperature/density gradients within a naturally ventilated 
model, (a) vertical gradient and (b) diagonal gradient 
For both situations, it is important to consider which probe positions within the model 
will provide the most useful data. The placement of probes within this research is 
further discussed in the chapters showing the experimental results.  
 
3.6 Photography 
 
Water bath modelling facilitates excellent opportunities for flow visualisation of 
transient flows. However, it can be difficult to take a picture or a recording of a flow of 
interest within the model, due to camera focussing and the ever changing flow 
patterns.  
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The use of screens and lighting was used to improve visualisation of the flow within 
the model, which also improves picture and recording quality. However, there is a 
limit to the amount that can be captured with traditional techniques. The schleiren 
photography technique allows for much more powerful and informative pictures and 
recordings, although is quite complex to set up(A. Davidhazy, no date).  
 
3.6.1 Schlieren camera technique 
 
The Schlieren technique uses the principle of light refracting as it travels through 
fluids of varying densities to produce shadows on a screen. These shadows 
represent areas where light has been refracted due to a change in density. 
There are several Schleiren techniques, however, the double pass technique (Figure 
3.25) was chosen due to the simplicity of set up, high level of sensitivity to density 
change and unlike other Schlieren techniques, it only requires one concave mirror, 
which substantially reduces costs (A. Davidhazy, no date). This technique requires a 
small light source next to the camera lens, with a concave mirror placed on the far 
side of the fluid in question. The high level of sensitivity occurs because light must 
travel through the fluid twice before reaching the camera, in effect doubling the 
amount of refraction that occurs. The concave mirror reflects the light back towards 
the camera and a 6 inch diameter Edmund Scientific concave mirror with a focal 
length of 60 inches was used. 
 
 
 
 
 
 
 
95 
 
 
 
 
 
 
 
 
 
 
Figure 3.25. Schematic for Schleiren double pass technique 
A razor blade, or other similar item with a sharp edge must be placed on the camera 
lens such that half the lens is covered. Some regions on the photo will appear darker 
than other parts. This occurs because light which has been refracted by local density 
differences will be blocked by the razor blade, resulting in a darkening of the image 
where density differences occur. The camera lens must be placed exactly two focal 
lengths of the mirror away from the mirror to ensure that light reflected from the 
mirror will reach the camera. 
Many attempts over an extended period of time were made to produce Schlieren 
images, however this was not achieved. This is because of the level of accuracy 
required for distances and angles between the model, camera and light source. The 
6" mirror was considerably smaller than some of the models used this research 
which would also limit visualisation of flows within the models. A larger mirror was 
prohibitive on cost grounds. 
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3.6.2 Artificial Schlieren 
 
The artificial Schlieren technique uses the same principles of diffraction of light, but 
without a complex and high precision set up whilst also allowing for large areas to be 
visualised without added expense (Figure 3.27). A uniform white screen which emits 
a distributed light source is placed behind a mask on one side of the model, with a 
camera on the other side. The mask consists of many black and white lines of equal 
thickness. 
 
 
 
 
 
 
 
 
Figure 3.26 Artificial Schlieren set up. 
Light travels through the mask and through the model eventually hitting the camera 
lens. Any density differences will cause diffractions of the black and white lines which 
is visible on pictures. The thickness of the lines is dependent upon the distance from 
the camera and the resolution of the camera. If the lines are too thick then 
considerable detail is lost in the pictures, while if the lines are too thin then the 
picture can become blurred due to too much diffraction being recorded by the 
camera (Figure 3.28). 
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  (a)    (b)    (c) 
Figure 3.27. Resulting detectable diffraction depending on line sizing on mask where 
(a) lines are too thin, (b) lines are too thick and (c) lines are perfectly sized. 
 
The artificial schlieren technique was effective at analysing plume development 
(Figure 3.29) but was particularly useful for detecting density variations within the 
warmer than ambient layer above the interface which were not detected when dye 
was used (Figure 3.30). This allowed for the observation and understanding of more 
complicated flow regimes discussed within chapters 5, 6 and 7. However, pictures 
from the schlieren technique are not shown within the experimental chapters as it 
would require in the order of 10 A4 images per simulation to demonstrate plume and 
flow regime progression.  
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Figure 3.28. Artificial schlieren photograph of brine plume flowing through model. 
 
 
Figure 3.29.Artifical schlieren photograph of disruption of the interface due to 
incoming ambient fluid from low level (see section 5.2.5.3). 
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Chapter 4. Benchmark 1 (Simple box) - Validation 
 
4.1 Preamble 
 
This chapter presents the results of experiments conducted using a simple box 
which is referred to as Benchmark 1.The results provide validation of the 
experimental facility against natural ventilation theory, which includes the effect of 
opening area on interface height and internal densities.  
 
4.2 Description of Benchmark 1 
 
Figure 4.1 shows the opening locations, and general geometry of the simple box 
model used to validate the water bath facility.  
As discussed in chapter 3, the model is inverted, resulting in the heat source being 
on the top of the inside of the model. The top of the model is referred to as the floor 
and the bottom model is referred to as the ceiling. The model has 4No.2cm diameter 
holes located on the floor, 4No.2cm diameter holes and 4No.2.5cm diameter holes 
located on the ceiling and 6No. 2cm diameter located on two opposite side walls. 
The 4No. 2.5cm diameter holes located on the ceiling are designed to have 2cm 
diameter stacks inserted within them. From now on, within the model, high level 
refers to an area towards the ceiling and low level refers to an area nearing the floor. 
P1 and P2 represent the positions of conductivity probes used to produce converted 
density readings.  The probe at position P1 is placed 1.5cm above the floor and the 
probe at position P2 is placed 1.5cm below the ceiling. Both probes protrude into the 
space by 5 cm.  
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Figure 4.1.Photographs and diagrams of Benchmark 1, the ‘simple’ box used to 
validate the water bath facility.Internal dimensions given where appropriate with 
probes located at P1 and P2 penetrating into the space by 5cm. 
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4.3 Validation of water bath facility 
 
4.3.1 Initial checks that model behaves correctly 
 
Before comparisons between theoretical predictions and experimental results were 
made, it was important to run initial tests to ensure that the water bath facility and the 
model followed basic principles of natural ventilation. 
For a naturally ventilated building, heat flows out of the building into the atmosphere. 
The atmosphere is sufficiently large that the addition of heat from the building does 
not cause a noticeable change in temperature to the atmosphere. For the 
simulations conducted within this research, the atmosphere is represented by water 
within the tank, but outside of the model. This region of water should not change in 
density during a simulation. 
 
. 
 
 
 
 
 
 
 
 
Figure 4.2 shows the normalised converted density, ρ୬୭୰୫ୟ୪୧ୱୣୢ of the water within the 
tank but outside of the model during a simulation. 
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The normalised converted density is calculated by: 
ρ୬୭୰୫ୟ୪୧ୱୣୢ ൌ ሺρ െ ρ଴ሻ/ρ଴         4.1 
whereρ଴ is the initial density within the model and ρ is the measured converted 
density. 
Converted densities throughout the 1100 seconds of measurement varied by a 
maximum of 1.205 x 10-4 kg/m3, which is approximately 4000 times smaller than the 
change in density that occurred within the model during the simulation. This provides 
confidence that the small change in converted density for external ambient water is 
due to natural variation within the water and can be assumed to be constant through 
simulations.  
Densities were also measured during simulations inside the model to ensure that 
densities increased from ambient in such a manner to agree with NV theory. Figure 
4.3 shows the converted density at high level within a model which is initially filled 
with ambient water with openings at both high and low level. When 0 <t< 200s, the 
converted density remains constant. At t = 200s, a brine source is turned on within 
the model at low level and there is a sudden increase in converted density as the 
fluid within the model becomes more dense. At t = 1200s the density stops 
increasing and becomes constant with minor fluctuations within 0.05g/cm3. The 
thermal environment within the model can be assumed to have reached steady state 
at this point in time because the minor fluctuations in density are caused by the 
turbulent nature of natural ventilation, which is discussed later in this chapter. The 
simulation was run for a further 1500s to show that converted density does not 
change once steady state is reached.   
 
 
 
 
 
 
104 
 
 
Figure 4.3.Converted density profile of test simulation at position P2. 
For all simulations conducted within this research, conductivities internal and 
external to the model are measured for 200s before the brine source is turned on 
within the model to ensure that internal and external densities are identical. This 
ensures that the model does not have any residing brine within it from previous 
simulations. To ensure that steady state had been reached, simulations were only 
stopped when densities showed minimal variation for 500s with a neither an upward 
or downward change in converted densities. Both the initial starting period and the 
time after steady state are not included in all following graphs to reduce clutter and 
aide in comparison between simulations. 
Each simulation within this research was completed a minimum of five times to 
ensure repeatable results. Turbulence describes the chaotic changes that occur 
within a system. Whilst difficult to quantify, Figures 4.4 and 4.5 are examples of little 
and considerable turbulence respectively within the model simulating different 
natural ventilation strategies.  For scenarios where there was not considerable 
turbulence within the model, the transient developments of converted densities were 
closely consistent between identical simulations and changes in density with time 
were smooth. Note that for all following density profile graphs, a diagram of the 
model is shown next to the graph to show the number and location of openings 
present within that simulation. 
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Figure 4.4 shows the converted density profiles for four simulations with opening 
configuration shown in Figure 4.4. Whilst 5No. simulations are conducted, only 4 are 
shown to aid in visualisation of all the curves. All 4No.curves are very similar, all 
ending at a steady state converted density within 3.3 x10-5 kg/m3 of each other (0.8% 
of the increase from ambient densities to steady state densities). The rates of 
increase in density within all five simulations are similar and the time to reach steady 
state varies by 25 seconds (approximately 1% of the time to reach steady state). The 
near identical density profiles for all 4 simulations suggests minimal turbulence within 
the ventilation system.  
 
Figure 4.4. 4No. filling density profiles at P2 with an undisturbed plume. 
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Figure 4.5 shows the converted density profiles for three simulations within opening 
configuration shown in Figure 4.5. Whilst five simulations were conducted, only three 
are shown for clarity. Unlike the opening strategy in Figure 4.4 which produced a 
displacement ventilation scenario, the opening strategy in Figure 4.5 produces a 
thermal environment which is denser than ambient at both high and low level. The 
reasons for this are investigated and explained later in this chapter.  
Steady state densities for the three simulations above the interface were within 
4.2x10-4 g/cm3 of each other (1.6% of the increase from ambient densities to steady 
state densities). At low level, the density profiles vary considerably with time with 
chaotic rises and falls. However by 2000s, converted densities at low level reach a 
density within 2x10-4 g/cm3 (9% of the increase in converted density below the 
interface of each other. It is the significant turbulence within the model that causes 
the significant variation in density at low level during the transient development of the 
internal thermal conditions. 
 
Figure 4.5.Filling density profiles at P1 and P2 with a disturbed plume. 
Whilst five simulations are conducted for each opening strategy to ensure 
repeatability, only the results for one of the simulations are presented from this point 
onwards. This is for clarity of comparison between different opening strategies.  
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4.3.2 Experimental and Theoretical comparisons for a draining space. 
 
The theory describing a space initially filled with warmer than ambient air which had 
openings such that hot air was flowing out of the model at high level and ambient air 
was flowing into the model at low level but has no heat source within it, was 
described by Linden et al (1990) and the associated equations 2.1 to 2.10 are in 
section 2.7.1. They showed that the water bath technique using brine closely 
followed the theory for an emptying space. This section compares the results from 
the water bath facility at Loughborough University for draining scenarios with 
theoretical predictions. Agreement between theoretical predictions and experimental 
results provides confidence in the WBM facility. 
 
4.3.2.1 Methodology for simulating a draining space with classical 
displacement 
 
Hunt and Coffey (2010 and 2007) and Linden et al (1990) both used water bath 
simulations to better understand how the initial interface height, opening area, and 
initial internal density within the space affects the time to drain and the flow regime 
that occurs whilst draining. In their simulations, the model’s openings were initially 
closed and the model was filled with brine of a specific density to a specific height 
within the model. Openings at both low and high level were opened at t = 0s. 
Simulations following the same methodology are classed as draining methodology 1 
(Figure 4.6a). Another set of draining simulations were also conducted and involved 
the model being at steady state with low and high level openings and a brine source. 
At t = 0s, the brine source is turned off and the model drains. This set of draining 
simulations is classed as draining methodology 2 (Figure 4.6b).  
During each simulation, the interface height was recorded every 10 seconds. Due to 
parallax errors, there was potential for the measured interface height to be incorrect 
by up to 10% of H (see 3.4.7). This was minimised by ensuring that eye level was at 
a similar level to the interface height, which likely meant that parallax errors were 
considerably smaller than 10% of H. However, the maximum potential error in 
interface height is shown in Figure 4.7 to demonstrate the potential inaccuracies.  
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 Initial       t = 0         t > 0  t >> 0 
a) Draining methodology1  
 
 
 
  
 Initial         t = 0   t> 0    t >> 0 
 b) Draining methodology 2 
Figure 4.6.The two different draining methodologies used, i) draining methodology 1 
and ii) draining methodology 2. 
The reason for conducting draining methodology 2 simulations is to see if the initial 
state of the ventilation which would exist in methodology 2 draining simulations but 
not in methodology 1 draining simulations had any effect on the draining profile. The 
literature review conducted within this research could not find any mention of 
experiments following methodology 2.  
To ensure that the initial densities within the model for draining methodology 1 
draining simulations were homogenous with height, a conductivity probe was slowly 
lowered through an inlet, measuring densities throughout the vertical plane of the 
model. If densities were not homogenous then a stick was used carefully to mix the 
brine. For the scenarios where the model was only partially filled, great care was 
taken to ensure that the interface was not disturbed. When draining commenced, 
interface heights were measured every minute, which ensured sufficient data plots 
and accurate measurements. 
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The parameters required to achieve classical displacement draining was discussed 
by Hunt and Coffey (2010) and is mentioned in section 2.7.1, but in short, to achieve 
classical displacement draining, the inlet opening area must be at least 4 times 
greater than the outlet opening area. The reasoning for the inlet opening area being 
significantly larger than the outlet area is to minimise the flow of water through each 
of the inlets. If the flow through the inlets is sufficiently large, then the interface will 
become disturbed and a mixed layer will form. 
 
4.3.2.2 Classical displacement draining of a space (Draining method 1) 
 
This section describes classical displacement draining simulations which follow 
draining methodology 1. The simple box was either completely filled with brine or 
partially filed such that there was an interface with fresh water below the interface. 
For the following graphs, the theoretical predictions from equation 2.12 using 
coefficient of discharge, Cd= 0.5 and 1 are also plotted to ensure that experimental 
data fits within the minimum and maximum possible values. For both simulations, g' 
= 0.00785 m/s2. 
Figure 4.7 shows the experimental and theoretical interface heights when 4No. 
openings are on the floor and 1No. opening is on the roof of the model. Where 4.7a 
shows the interface height when at t= 0s, h = 0cm and 4.7b when at t = 0s, h = 
7.5cm. 
For the experimental curve in a), the interface height initially reduces at a rate less 
than what is predicted by theoretical curve Cd= 0.5. This is due to incoming ambient 
water mixing with the interface, resulting in a mixed layer below the interface. By 500 
seconds the experimental interface height is between the theoretical curves. 
Between the two experimental curves, the difference in interface at t = 0s is 7cm 
whilst at t = 500s the difference is 13cm. This is due to the presence of the mixed 
layer. Such mixed layers, caused by the interface being disturbed by incoming 
ambient water have was first noted by Linden et al (1990, Figure 9) resulting in the 
interface height being lower than what the theory predicts.  
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Unfortunately, interface heights could not be accurately measured above 
approximately 28.5 cm within the model. This was due to refractions and was first 
noted by Linden et al (1990). As a result, the experimental draining curves which use 
top and bottom inlets in this research cannot be completed due to uncertainty of the 
interface position near the end of draining.  
 
     a) 
 
     b) 
Figure 4.7.Interface heights following draining methodology 1 when initially a) fully 
filled and b) partially filled. 
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Similar simulations except with two outlets on the roof of the model (A* = 6.28 x10-
4m2).Considerable mixing occurred making it impossible to measure interface heights 
accurately for the scenario where the model is fully filled. An interface did not form 
within the model because there was significant incoming fresh water as predicted by 
Hunt and Coffey (2010)and the model was observed to drain with displacement flow 
with interfacial mixing. Due to the limited number of openings on the top and bottom 
of the model, no more draining simulations could be conducted which ensured 
classical displacement with openings on the top and bottom of the model. However, 
draining simulations were also conducted using the openings on the side of the 
model.  
The graphs within Figure 4.7 include the maximum parallax errors which could affect 
the interface height reading by + or - 2cm. Whilst significant (10% of H), even with 
maximum parallax errors, the interface height readings are within Cd = 1 and 0.5 
theoretical curves. Further graphs in this section are plotted with theatrical curve Cd 
= 0.61, if the experimental curve closely follows this curve then it can be assumed 
that parallax errors were minimal during interface height measurements.  
Figures 4.8 and 4.9 show the interface heights whilst draining when the model has 
2No.openings on the wall at low and high level and 4 openings on the wall at low and 
high level respectively with an initial reduced gravity within the model, g' = 6.44cm/s2.  
Li (2000) states that when an opening is on a vertical face like a wall, its midpoint 
should be used to represent the height of the opening in all calculations. Because 
the model could not be filled with brine beyond the top of the lowest openings as 
brine would flow out of the model, the centre of the lower openings was assumed to 
also be the lowest point within the model (where H measurements are taken from).  
As a result, H = 26cm and when t = 0s, h = 1cm. The theoretical curves using 
equation 2.1 were plotted such that at t = 0s, h = 1cm to allow for comparisons 
between theoretical predictions and experimental results. 
The experimental interface curve for the scenario with 2No.openings at low and high 
level is slightly closer to the lower theoretical curve (Cd = 0.61) than the upper 
theoretical curve (Cd = 1). The opposite occurs for the scenario with 4No. openings 
for the first 200s and can be attributed to a mixed layer forming due to increased F 
through the model. 
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.  
Figure 4.8.  Interface heights during draining following methodology 1. 
 
Figure 4.9.Interface heights during draining following methodology 1 with 4No. side 
openings at low and high level. 
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Draining simulations both from filled and partially filled positions presented in this 
section using draining methodology 1 closely agree with theoretical predictions and 
this provides confidence for further draining simulations presented later on within this 
research. For simulations with significant F, mixed layers formed as predicted by 
Hunt and Coffey (2010). The experimental interface height measurements reported 
in this section shows that such mixed layers can cause the interface height to 
increase at a slower rate. The literature review for this research found no mention of 
how a mixed layer can affect the thermal environment within a space. Mixed layers 
and their effects on experimental results will be further discussed in later parts of this 
chapter. 
 
4.3.2.3 Classical displacement draining of a space when initially at steady state 
with a brine source (Draining method 2) 
 
The opening arrangements used in section 4.3.1.2 which had openings on the walls 
are repeated using draining methodology 2 with the addition of using the 
arrangement with 4No. lower openings and 2No. upper openings. In all cases, a 
plume with flow rate = 1cm3/s and density = 1.12g/cm3 was used. The theoretical line 
with Cd = 0.61 is also added to allow for comparisons. 
For the simulations with side openings (Figures 4.10, 4.11 and 4.12), the 
experimental interface height closely follows the theory (when Cd = 0.61) until 25cm. 
At this point, the rise in interface height significantly slows in comparison to the 
theoretical curves. This slowdown did not occur for the simulations with identical 
opening strategies which instead used draining methodology 1 and upon completing 
the literature review for this research, no mention of this slowdown was found.  
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Figure 4.10.Interface heights during draining following methodology 2 with 2No. side 
openings at low and high level. 
 
Figure 4.11.Interface heights during draining following methodology 2 with 4No. 
lower side openings and 2No. upper side openings. 
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Figure 4.12.Interface heights during draining following methodology 2 with 4No. side 
openings at low and high level. 
To understand why the slow down occurs, analysis of the density within the model at 
high level during draining was conducted. 
By knowing hexp at t=0s the initial volume of brine within the space can be calculated. 
Density measurements at location P2 (Figure 4.1) are recorded throughout draining, 
which allows for the flow of fluid through the space, Q, to be calculated using 
equation 2.7. Density measurements from P2, due to the proximity to upper 
openings was assumed to represent the density of brine flowing through the 
openings and so can be used to calculate Q.  
Density readings were recorded every 5 seconds, so it was assumed that the value 
for Q at t=0s is the same for t=1, 2, 3 and 4s. Multiplying Q by 5 calculates the 
volume of brine that flowed out of the model between t=0 and 4s. Deducting this 
value from the volume of brine within the model at t=0s provides the volume of brine 
within the model at t=5s, which allows for the interface height to be calculated. The 
next density reading allows for calculation of Q at t=5s and this process is repeated 
for all density readings. The assumption that Q remains constant for 5s is incorrect 
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as Q will decrease as the density of the brine flowing through the openings at high 
level decreases. This assumption will predict that h is slightly larger than 
experimental h because this method assumes a larger volume flowing through the 
upper openings than what actually occurs. However the assumption is deemed 
adequate for this analysis. 
For the scenario where there are 2No. openings at low and high level on the walls, 
theoretical interface values calculated in the method described above, theoretical 
predictions using Cd = 0.61, experimental h values along with the density recorded at 
P2 throughout draining are plotted on Figure 4.13. Whilst theoretical and 
experimental interface heights disagree in Figure 4.10 from 23.5cm, close 
agreement occurs when the interface height is calculated using experimental 
densities. 
The theoretical line using Cd = 0.61 assumes that the density throughout the layer of 
brine is homogenous. This assumption is applicable to simulations conducted using 
draining methodology 1, however it is not applicable to simulations using draining 
methodology 2. The density graph in Figure 4.13 shows the density at high level 
reducing from approximately 500s. It is at this point that theoretical line using Cd = 
0.61 and experimental h recordings begin to differ. Whilst the density at high level 
continues to decrease, it is not until 1600s that the model has completely drained. 
The decrease in density reduces Q, which causes a reduction in the increase of h. 
The prolonged reduced density which is observed in draining methodology 2 does 
not occur in draining methodology 1. 
The region of prolonged reduced density is actually caused by a mixed layer which 
forms below the interface before steady state (t = 0) is reached. This mixed region 
causes draining to occur for 300s longer (18%) than the theory predicts. The mixed 
region was also experienced in the simulations with openings on the floor and roof of 
the model. 
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Figure 4.13.Interface heights and internal densities at high level during draining 
following methodology 1 with 2No. side openings at low and high level. 
The mixed region which exists below the interface has been noted by other 
researchers including Linden et al (1990) who lowered a conductivity probe through 
the vertical axis of the model whilst at steady state (Figure 4.14a). For their 
simulation, the mixed layer was found to be approximately 3cm deep and figure 
4.14b illustrates the mixed layer. 
 
 
 
 
 
 
   
 a)         b) 
Figure 4.14.Density profile of a steady displacement flow (Source Linden et al 1990) 
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The implications of this reduced draining rate could be significant in a NV room, in 
particular if a room uses high level openings to allow fresh air to flow into the space 
and stale air to flow out of the space (see Chapter 7). For example, if a purging 
strategy is designed to remove all excess heat and pollutants from within a space in 
between uses, but is unsuccessful due to the reduced draining rate. Such a scenario 
would cause high level stale air to mix with fresh incoming air reducing indoor air 
quality. 
Mixed layers may also be detrimental to thermal comfort of occupants within a space. 
This could be particularly true if the NV space relies upon thermal mass to reduce 
internal temperatures during the day. This is because thermal mass requires a night 
time cooling strategy to reduce its temperature in a process referred to as recharging. 
Thermal mass is often placed at high level within a space, usually at ceiling level and 
so requires all warm stale air to flow out of the space and cool ambient air to flow 
into the space. If a mixed layer is present, the thermal mass within a space will be in 
contact with warm air for a longer period of time, reducing its ability to recharge. It is 
entirely possible that by the next morning when the space becomes occupied again, 
the mixed layer is still present within the space meaning that the thermal mass within 
the space is still warm. This will be detrimental to the thermal comfort of a space 
during periods of hot weather but may be successful in winter at reducing heating.  
 
4.3.3 Experimental and Theoretical comparisons at steady state 
 
Linden et al (1990) showed that experimental interface heights and densities for a 
model simulating a displacement ventilation strategy within a water bath closely 
agreed with theoretical predictions at steady state. In this section, the same 
comparisons will be conducted to provide further confidence that interface heights 
and densities are correctly modelled within the water bath facility.  
Whilst there was agreement with density above the interface (Linden et al 1990, 
Figure 12b), the experimental interface heights were noted to be lower than the 
theoretical heights (Figure 12a). The discrepancy between theoretical and 
experimental interface heights was due to virtual origin corrections not being applied. 
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Virtual origins will be applied to interface heights presented in this section when 
compared with the theory. 
The literature review conducted for this research noted that different values for the 
entrainment coefficient, α, have been used by previous researchers (0.09 and 0.12 
most notably). Experimental values within this research will be compared with 
theoretical calculations using α values of 0.09 and 0.12. Hunt and Kaye (2001) used 
α = 0.09 to ensure accurate volume flow rate theoretical predictions. 
For simulations which used openings on the floor and ceiling, two different H values 
are used (H = 29 and 30cm) within the theory (Figure 4.15) to determine if the 
thickness of the model has any effect on results. Similarly, for simulations which 
used openings on the side walls, H values are taken from the midpoint of both 
openings (H = 26cm) as Li (2000) suggests and also from the midpoint of the lowest 
opening to the ceiling of the model (H = 27.5cm). Comparing both scenarios will 
determine whether the theory can accurately predict density and interface heights 
when the brine plume is on a lower horizontal plane (1.5cm lower) than the lowest 
opening. This comparison is of interest because the brine plume will have different g' 
and values at the midpoint of the lowest opening depending on the location of the 
brine source. It is not clear whether existing theory is applicable to scenarios where 
the brine source is on the floor with lowest openings at some height above. 
 
 
 
 
 
 
Figure 4.15. Different H measurements used for theoretical and experimental 
comparisons for interface height and density. Diagram not to scale. 
Table 4.1presents theoretical predictions for interface height and internal density with 
varying α and H values alongside their respective experimental results. Theoretical 
0.26cm 0.275cm  0.29cm  0.3cm 
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values highlighted in green are values which are in close agreement with 
experimental data. 
For simulations with side openings, whilst the density predictions with α = 0.09 are in 
close agreement with experimental densities, the agreement of interface heights is 
poor. For these simulations, the brine enters the model 1.5cm below the midpoint of 
the lower side openings. If 1.5cm is subtracted from the theoretical predictions then 
there is close agreement between theory (α = 0.12) and experimental simulations 
(highlighted in yellow). Predictions where H = 27.5cm do not agree with experimental 
results because the theory assumes that the lower opening is at the same height as 
the brine source. 
For the scenarios with openings on the floor and ceiling of the model, when α = 0.12, 
the theory accurately predicts the interface heights whilst when α = 0.09, the theory 
accurately predicts the densities for cases where the mixed layer below the interface 
remains insignificant. As the mixed layer increases in size, experimental 
measurements become smaller than what the theory predicts (Figure 
4.16).Increasing the size of the mixed layer will also cause differences between 
experimental and theoretical densities at high level (P2). Density at P2 is 
considerably greater than what α= 0.09 predicts. This is further discussed in section 
4.4.1.2. 
In classical displacement ventilation, a hot air plume ascends through the model and 
entrains ambient air until the interface height is reached. This entrainment of ambient 
fluid reduces the temperature of the plume. The mixed layer causes the depth of the 
ambient layer to be less than what the theory predicts. This results in the plume 
entraining less ambient fluid than what the theory predicts along with the plume also 
entraining fluid from the mixed region. Both of these points causes the plume to be 
less diluted than what the theory predicts upon reaching the interface, resulting in a 
density above the interface to be greater than predicted.  
For all scenarios, the experimental densities are slightly higher than the theoretical 
ones. This is to be expected as the theoretical predictions calculate the density at the 
interface height, but the density continues to increase slightly through the vertical 
plane above the interface (Linden et al 1990). The density measurements are taken 
at position P2 which is towards the top of the model. 
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The number of simulations was restricted to upper and lower openings where there 
was minimal mixing near the interface to allow for accurate interface measurements. 
For one of the simulations, the upper opening was reduced in area by 50% to allow 
for an additional simulation to be compared within the table.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Opening 
arrangement 
hexp(m) ߩexp 
(kg/m3) 
Htheory(m) α htheory(m) ߩtheory(kg/m3) 
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0.86-
0.91 
1.0025 0.275 0.09 0.128 1.00238 
0275 0.12 0.106 1.00213 
0.26 0.09 0.126 1.00247 
0.26 0.12 0.105 1.00224 
 0.10 1.002 0.275 0.09 0.138 1.00197 
0.275 0.12 0.115 1.00174 
0.26 0.09 0.136 1.00206 
0.26 0.12 0.113 1.00182 
 
0.117-
0.12 
1.0012 0.275 0.09 0.159 1.0013 
0.275 0.12 0.133 1.00113 
0.26 0.09 0.156 1.001407 
0.26 0.12 0.131 1.00119 
 * 0.082 1.00437 0.3 0.09 0.099 1.00428 
0.3 0.12 0.082 1.00393 
0.29 0.09 0.098 1.00435 
0.29 0.12 0.081 1.0039 
 
0.096 1.0031 0.3 0.09 0.118 1.00287 
0.3 0.12 0.098 1.00261 
0.29 0.09 0.117 1.00293 
0.29 0.12 0.097 1.00266 
 
0.111 1.00161 0.3 0.09 0.144 1.00175 
0.3 0.12 0.120 1.00155 
0.29 0.09 0.143 1.00180 
0.29 0.12 0.119 1.00159 
Table4.1.Theoretical and experimental data for interface heights and densities for 
different opening arrangements.* refers to the simulation where the upper opening 
had its area reduced by 50% to allow for another simulation. Green highlighting 
signifies close theoretical and experimental agreement. 
 
Mixed layer 
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  a)        b) 
Figure 4.16.Depth of ambient layer for displacement ventilation where a) there is a 
negligible mixed layer and b) where there is a significant mixed layer below the 
interface. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4. Summary 
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Work within this chapter has shown that interface heights and internal densities 
observed within the Water Bath Modelling Facility at Loughborough University 
closely agree with theoretical predictions and the work of other researchers for.  
Findings from this chapter are presented below: 
‐ When using equation 2.14 to calculate the theoretical interface height and the 
density above the interface, 
o Use α = 0.09 to predict density above the interface 
o Use α = 0.12 to predict interface heights 
‐ If the plume source and lower openings are on different vertical planes, the 
difference in height must be subtracted from theoretical interface height 
predictions to ensure agreement between theoretical and experimental 
interface height results. 
‐ For scenarios with considerable flow through the space, F, a mixed layer 
forms which leads to inaccurate h predictions but accurate density predictions 
can still be made if α = 0.12 is used.  
‐ For scenarios with side openings, using H as the distance between the 
midpoints of the lower and upper openings leads to more accurate predictions 
than taking H as the height from brine source to midpoint of upper opening.  
‐ The formation of mixed layers below the interface causes NV rooms to drain 
more slowly than theoretical predictions. 
A night time purging strategy is important when recharging thermal mass to provide 
cooling for the next day. Thermal mass is usually located within the ceiling of a room 
and a mixed layer may prevent the thermal mass from recharging sufficiently, 
reducing its effectiveness at providing cooling for the next day. During a period of hot 
external temperatures or significant internal heat gains, mixed layers could cause a 
space to overheat by significantly reducing the effectiveness of a thermal mass 
strategy. 
 
 
Chapter 5. Benchmark 1 (Simple box) - Analysis 
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5.1 Preamble 
 
This chapter presents the results of experiments conducted using a simple box 
which is identical to that used in Chapter 4.Whilst Chapter 4 validated the Water 
Bath Modelling Facility, Chapter 5 analyses the effect that different ventilation 
strategies have on internal temperatures, interface heights and flow regimes. The 
results from these simulations allows for an assessment of the effectiveness of 
different opening strategies at achieving comfortable internal temperatures and fast 
draining times during cooler external temperatures (e.g. winter) and warmer external 
temperatures (e.g. summer). 
 
5.2 Filling comparisons of note 
 
Sections 5.2 and 5.3 describe simulations which were conducted to compare flow 
regimes, densities and interface heights with the findings of other researchers and 
theoretical predictions. Close agreement was observed which provides confidence 
that the water bath modelling facility at Loughborough University closely simulates 
natural ventilation in buildings. This confidence allows for more complicated 
investigations into NV strategies to be conducted. 
Fitzgerald and Woods (2008) investigated the effect that varying the position of the 
lower and upper openings had on the thermal environment within their water bath 
modelling simulations (See chapter 2.8.2). The effect of opening locations is further 
investigated in this section with an emphasis on investigating the effectiveness of 
different ventilation strategies at providing ventilation to a space. 
Filling density profiles are analysed for a wide range of opening areas and strategies 
to analyse the effect on flow regimes and densities throughout the model. Initially, 
density profiles for simulations using the same ventilation strategy, but with different 
opening areas are compared. Towards the end of this chapter, density profiles are 
compared between different opening strategies with the same opening area. Such 
comparisons may help future NV building designers to select appropriate NV 
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strategies based on the flow regimes and densities that they believe would make the 
occupants most comfortable.  
For all simulations, at t = 0s, the model is filled only with ambient water and the brine 
source is turned on. Using scaling methods from chapter 3, the brine source in all 
simulations conducted in this section simulates a 50W heat source. 
 
5.2.1 Geometries with side inlets and outlets 
 
Density profiles from simulations using side openings only are discussed and 
compared in this section. Simulations are divided into two types and compared 
separately: 
‐ The brine plume is not disturbed leading to displacement ventilation. 
‐ The brine plume is disturbed by incoming fresh fluid leading to mixed layer 
ventilation 
The brine plume becomes disturbed when a specific opening at low level is used as 
discussed in 4.4.3. 
 
5.2.1.1 Geometries without a disturbed heat source 
 
Figure 5.1 shows the density profile from a conductivity probe placed at P2 for 
simulations with openings on opposing side walls at low and high level. Simulation a) 
has 4No. openings at low and high level, whilst b) has 2No. openings, c) has 2No. at 
low level and 4No. at high level and d) has 4No. at low level and 2No. at high level. 
Throughout the simulations, the probe at P1 recorded densities which varied by 
1x10-7 kg/m3 (0.0001% of the density difference measured in simulations) throughout 
all simulations and is comparable to measurements taken within the tank but outside 
of the model. In all four cases, the density increases at the same rate with time up 
until approximately 100 seconds. At this point in time, the density within the 
simulation which had 4No.openings at high and low level increased at a reduced rate 
to the other three simulations. After 500 seconds, the density within the two 
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simulations which had 2No. and 4No. openings at high and low level increased at a 
reduced rate compared with the simulation with 2No. openings at high and low level.  
 
 
Figure 5.1.Filling simulations with openings on the walls at low and high level 
positioned such to ensure an un-disturbed plume, where density profiles are at high 
level and low level. 
Whilst simulations c) and d) can be described as being half way in between 
simulations a) and b) with regards to number of openings, however densities at 
steady state and time to reach steady state are closer to those of simulation b) than 
simulation a). This agrees with Equation 2.8 which states that if there is a difference 
in area between upper and lower openings, the smaller area will mostly determine 
interface heights and flow through the space. 
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Simulations investigated in 5.2.1.1 used only 4No. of the available 6No. side 
openings at high and low level. The opening which was not used is located half way 
across the wall (Figure 5.2). The location causes incoming fresh water to collide with 
the brine plume which causes the thermal environment within the model to vary from 
a traditional stratified state which occurs under displacement ventilation. Such a 
collision occurs in all simulations described in this section and density profile graphs 
show measured densities at both P1 (low level) and P2 (high level). 
 
 
  
 
 
   
a)        b) 
Figure 5.2.The side openings in line with the location of the plume with a) and b) 
showing different side view points. 
Figure 5.3 presents the density filling profiles at P1 and P2 during three filling 
simulations for the opening strategies with openings placed on opposing side walls 
at low and high level.  Simulation a) has 4No. openings placed at low and high level, 
b) has 2No. and c) has 6No. At high level, densities follow a similar trend to that 
described in 5.2.1.1. However, at low level, densities increase beyond ambient. 
For all three simulations, densities at low level remain at ambient density until 230s 
(simulation b), 400s (Simulation a) and 450s (simulation c) at which point densities 
begin to rise. The rate of increase in density is greatest for simulation c) 
(0.0017kg/m3 increase from ambient when steady state is reached) and is smallest 
for simulation a) (0.0001kg/m3 increase from ambient when steady state is reached). 
An increase in density at low level suggests that for this ventilation strategy, there 
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will be a warming of the air at low level. This could be desirable for scenarios where 
incoming ambient air is cold and would cause thermal discomfort with droughts 
which is of particular use during winter. Whilst incoming ambient water collides with 
the brine plume during all three simulations, the time for densities at low level to 
increase and the extent that they increase by vary between the three simulations.  
 
 
Figure 5.3.Filling simulations with openings on the walls at low and high level 
positioned such to ensure a disturbed plume, where density profiles are at high level 
and low level. 
An interface was observed during all three simulations, with a mixed layer below the 
interface which formed due to incoming ambient fluid colliding with the plume (Figure 
5.4). When brine first starts flowing into the space, a high level interface forms and 
slowly decreases in height. At the same time the density of the brine above the 
interface increases resulting in increased volume flux, F throughout the space. This 
increased flow causes the ambient fluid flowing through the lower opening to have 
an increased velocity resulting in increased penetration of ambient fluid through the 
space. At some point in time, the penetration is such that the incoming ambient fluid 
collides with the plume causing it to partially lose its conical structure and begin 
oscillating side to side. However it should be noted that F was not large enough 
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within the simulations conducted to cause the plume to completely lose its shape. 
The plume was observed during simulations to expanding in size with height, this 
was likely due to a mix of entrainment and the collision with incoming fluid.  
A degree of mixing occurs during the collision resulting in an increase in density of 
the area below the interface. As F increases throughout a simulation until steady 
state, the resulting collision increases the deformation of the conical structure of the 
plume and further increases the density below the interface with increased mixing. 
As the density at low level increases, the incoming fresh fluid obtains increased 
density before the collision with the plume. At the same time, the increase in density 
at low level also reduces buoyancy of the plume lost due to entrainment because the 
plume is entraining fluid of increased density. Both of these factors results in the 
plume carrying additional buoyancy when penetrating the interface compared with 
the simulations conducted in 5.2.1.1 with undisturbed plumes. Upon steady state 
being reached, the simulations with disturbed heat sources achieves greater 
densities than the simulations without a disturbed heat source. 
 
 
 
 
 
a) t/tss=0.1    b) t/tss= 0.5   c) t/tss = 1 
Figure 5.4. Disturbance of brine plume with time during a simulation 
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5.2.1.3 Geometries with openings on the floor and ceiling 
 
Within this section, density profiles are compared for simulations which have 
openings on the floor and ceiling of the model (Figure 5.5). Simulation a) consists of 
4No. openings at low and high level, b) consists of 3No. c) consists of 2No. and d) 
consists of 1No. 
Initially, as brine flows into the model, traditional displacement ventilation occurs with 
a layer of brine at high level increasing in depth. However for the 4No.simulations, 
the layer of ambient density below the interface begins to gain density in the region 
of 350-500s.  
Steady state is reached at 600, 800, 1500 and 1700 seconds for simulation a), b), c) 
and d) consecutively (Figure 5.5).  
The manner in which densities at P1 increase is significantly different to scenarios 
with side openings which include the middle inlet. There is a small but gradual 
increase in density between 200 and 500 seconds at which point the densities 
increase very quickly.  Time to reach steady state at P1 is also longer than at the P2 
within the model, with times 1100, 1250, 1500 and 1900 seconds for simulations a), 
b), c) and d) consecutively. 
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ii) 
Figure 5.5.Filling simulations with openings on the floor and ceiling, where density 
profiles are at high level, i) and low level, ii). 
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The reason why displacement ventilation does not occur when openings are located 
on the floor and ceiling while having equal opening areas at steady state is explained 
in Figure 5.6.  
The blue triangle used within Figure 5.6i represents the plume of ambient fluid 
flowing into the space while the red triangle represents the hot air plume resulting 
from a heat source. A shade of red is used to represent the extent than an area has 
observed an increase in temperature from ambient temperature. Internal 
temperatures and F both increase throughout the simulation until steady state, the 
penetration of ambient fluid through the lower openings increases. Internal 
temperatures increase throughout the duration of the simulation until steady state is 
reached which causes F to also increase until steady state is reached. As F 
increases, the incoming ambient air has an increased velocity associated with it, 
resulting in the incoming ambient air penetrating further into the space. F becomes 
sufficiently large that the incoming ambient air collides with the interface and 
penetrates into the region of warmer than ambient air and results in the ventilation 
strategy becoming disturbed. This disturbance was noted in 4.3.1.2 however 
because the lower opening area is equal to the upper opening area, the penetration 
is sufficient such that the space becomes filled with brine. The density profile of such 
scenarios is discussed in 5.4.3 however, above the point where there is penetration 
of ambient fluid, the density is reasonably constant and below this point, the density 
decreases the closer fluid is to the floor. 
Figure 5.6ii is a photo of a simulation within the WBM facility taken at t=250s. 
Incoming fresh water at openings within the floor can be observed to penetrate 
through the interface, creating conical shapes within the denser than ambient region. 
 
 
 
 
 
 
134 
 
 
 
 
 
 
 
 
 
 
    i) Diagrams of internal thermal environment 
 
 
 
 
 
 
 
 
 
    ii) WBM picture at t = 250s 
Figure 5.6. Diagram showing how increased F through space leads to greater 
penetration of ambient fluid from lower opening which can lead to the removal of the 
interface. 
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Using equation 2.3, it is possible to calculate Q (and therefore the speed) of 
incoming ambient fluid into the space by using equation 2.3. Table 5.2 shows the 
times at which density increases beyond ambient are recorded at low level within the 
model. Interestingly, when an increase in density from ambient density at low level 
occurs for all four simulations, the flow rate and therefore the speed of incoming 
ambient fluid through each of the openings into the model for all four simulations is 
25.1cm3/s and 10.8cm/s respectively (Table 5.2). For example, when density at low 
level is measured to increase beyond ambient, simulation a) which has 4No. 
openings at low and high level has a flow rate through the model, Q, of 100.4cm3/s 
whilst simulation c) which has 2No. openings has a flow rate through the model of 
50.2cm3/s. This means that the flow through each opening, Qopening and the velocity 
of fluid through each opening, Uopening for each of the four simulations when densities 
at low level increases from ambient are identical.  
Table 5.2. Speed of incoming ambient fluid into the model when disruption to 
interface occurs with openings on the floor and ceiling of the model.  
Simulation a b c d 
t (s) 175 190 210 225 
ߩ௉ଵ (g/cm3) (density at probe 1) 1.00075 1.000764 1.000726 1.000721 
Qper opening (using equation 2.3) 
(cm3/s) 
25.1 25.1 25.1 25.1 
Uper opening (cm/s) 10.7 10.8 10.8 10.8 
 
However, it is only in the interval between 340 and 505s that the rate of increase in 
density significantly increases between the four simulations at low level and as such, 
Table 5.3 shows the speed of incoming fluid during this time. Unlike in Table 5.2 
where all four simulations had similar densities at high level resulting in near identical 
speeds, there is more variation. Densities and interface heights vary between all four 
simulations at the point at which significant disruption of the interface occurs. This 
closely agrees with the findings of Hunt and Coffey (2010) who showed that 
increasing the incoming velocity or decreasing the density of the stratified layer 
would both lend towards disruption of the interface, resulting in a mixed internal 
environment. 
136 
 
As the number of openings at low and high level decreases, the density above the 
interface increases, therefore the incoming fluid velocity requires a greater U to be 
able to disrupt and penetrate the interface. However, the requirement for increased 
fluid velocity is partially offset by the decreasing interface height due to reduced 
openings. This is demonstrated by Table 5.3, which shows simulation d) with the 
highest U and highest density above the interface, but also has the lowest h due to 
having the smallest number of upper and lower openings. This is in comparison with 
simulation a), which has the lowest U, lowest density above the interface with the 
highest h. The results suggest that interface height plays a less significant role than 
density above the interface for determining when significant disruption occurs. 
Table 5.3.Speed of incoming fluid through when significant disruption to interface 
occurs with openings on the floor and ceiling.   
 a b c d 
t (s) 505 425 370 340 
ߩ௉ଵ (g/cm3) (density at probe upper 
probe) 
1.0012 1.00143 1.001562 1.001605 
Qper opening (using equation 2.3) 
(cm3/s) 
16.14 17.14 17.55 17.68 
Uper opening (cm/s) 11.8 12.4 12.7 12.9 
 
 
5.2.2. Geometries with bottom inlets and top stack outlets 
 
Figure 5.7 shows the density profile for scenarios where openings are located on the 
floor and stacks extrude from the ceiling. Simulation a) consists of 1No. openings at 
low and high level, b) 2No. openings,  c) 3No. openings and d) 4No. openings. 
Steady state is reached at 1500, 1300, 1100 and 1000s for simulations a), b), c) and 
d) consecutively.  
The way the brine builds up in this region is identical to the scenario with openings 
on the floor and ceiling without stacks discussed in 5.4.2. 
137 
 
0
0.5
1
1.5
2
2.5
3
0 200 400 600 800 1000 1200 1400
N
or
m
al
is
ed
 co
nv
er
te
d d
en
si
ty
 
Time (s)
1TI 1BO S
2TO 2BO S
3TI 3BO S
4TI 4BO S
Simulation
 
 
 
i) 
 
 
 
 
 
ii) 
Figure 5.7.Filling simulations with openings on the floor and stacks on the ceiling, 
where density profiles are at high level, i) and low level, ii). 
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Density filling profiles at low level follows the same trend as noted in 5.4.2 where 
there is a small increase in densities until a certain time at which point densities at 
low level begin to increase at a much faster rate. Mean inlet velocity calculations are 
conducted in the same manner as in section 5.4.2. 
Table 5.4 shows mean velocities for all four simulations at the moment an increase 
in density at low level is noted. There is a variance of 0.2cm/s between the four 
simulations which is comparable to 0.1cm/s noted in table 5.2.  
The stack plays a significant role in increasing flow through the space (see equation 
2.3 and 2.4), which results in larger flow speeds for the incoming fresh fluid, which 
results in increased penetration. This causes the interface to become disrupted 
much earlier in the simulation than experienced in the simulations without stacks. As 
a result, U in table 4.5 is approximately 3cm/s faster than U for the case without 
stacks. 
Table 5.4.Speed of incoming fluid through when disruption to interface occurs with 
openings on the floor and stacks on the ceiling.   
 a b c d 
t (s) 90 100 105 115 
ߩ௉ଵ (g/cm3) (density at probe 1) 1.000304 1.000344 1.00033 1.000328 
Qper opening (using equation 2.3) 
(cm3/s) 
31.1 31.5 31.3 31.3 
Uper opening (cm/s) 13.4 13.6 13.5 13.5 
 
Table 5.5 shows the U values when densities at low level begin to increase at a 
faster rate. There is close agreement with table 5.3; as the number of openings 
increases, U decreases at the moment the interface is significantly disturbed. 
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Table 5.5. Speed of incoming fluid through when significant disruption to interface 
occurs with openings on the floor and stacks on the ceiling.   
 a b c d 
t (s) 235 270 325 365 
ߩ௉ଵ (g/cm3) (density at probe 1) 1.001299 1.0012 1.001133 1.00087 
Qper opening (using equation 2.3) 
(cm3/s) 
39.5 38.8 38.3 36.14 
Uper opening (cm/s) 17.1 16.7 16.5 15.6 
 
 
5.2.3. Comparisons of different opening strategies but same effective opening 
area 
 
In this section, comparisons are made between simulations presented thus far in this 
chapter, with individual graphs showing the filling density profiles of simulations with 
identical opening areas, but different ventilation strategies.  
Figure 5.8 shows the density profiles at low and high level for the simulations with 
2No. side lower and side upper openings (see diagram with Figure 5.8). Density 
profiles at high level are in close agreement between the two simulations until 230s, 
at which point the densities begin to diverge, with the simulation utilising the middle 
opening (simulation a) ) gaining increased density beyond the simulation not utilising 
the middle opening (simulation b) ). It is also at this point that an increase in density 
at low level is recorded for simulation a). The reasons why an increase in density is 
observed at low level for simulation a) is discussed in section 5.2.1.2. 
The time to reach steady state, tss for both simulation a) and b) is in close agreement 
with theoretical predictions (see Figure 5.8), however only simulation b) closely 
agrees with densities at steady state. Simulation a) has greater densities at both low 
and high level. 
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Because of the warmer internal environment, the mixing strategy might be more 
appropriate during winter, as incoming fresh air is pre warmed reducing droughts. 
This may also reduce heating requirements for the space. 
 
Figure 5.8.Filling simulations with openings on the walls which have 2No. openings 
at low and high level, where density profiles are at high level and low level. 
Figure 5.9 shows the density profiles at low and high level for the simulations with 
4No. side lower and side upper openings (see Figure 5.9). Density profiles at high 
level are in close agreement between the two simulations until 400s, at which point 
the densities begin to diverge, with the simulation utilising the middle opening 
(simulation a) ) gaining increased density beyond the simulation not utilising the 
middle opening (simulation b) ). Both simulation a) and b) closely agree with 
theoretical time to reach steady state predictions, however only simulation b) shows 
close agreement with theoretical steady state densities. 
The divergence at high level between simulations a) and b) is smaller between the 
simulations with 4No. openings than 2No. openings. This is due to increased dilution 
by the non-middle openings in simulation a). 
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Figure 5.9.Filling simulations with openings on the walls which have 4No.openings at 
low and high level, where density profiles are at high level and low level. 
Figure 5.10, 5.11, 5.12 and 5.13 shows the density profiles at low and high level for 
the simulations with openings located on the floor and ceiling, with stack and non-
stack simulations with the same openable area compared in each figure. 
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Figure  
 
5.10.Filling simulations with openings on the floor and ceiling which have 
1No.openings at low and high level, where density profiles are at high level and low 
level. 
 
 
 
 
 
 
 
 
Figure 5.11.Filling simulations with openings on the floor and ceiling which have 
2No.openings at low and high level, where density profiles are at high level and low 
level. 
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Figure 5.12.Filling simulations with openings on the floor and ceiling which have 
3No.openings at low and high level, where density profiles are at high level and low 
level.
 
Figure 5.13.Filling simulations with openings on the floor and ceiling which have 
4No.openings at low and high level, where density profiles are at high level and low 
level. 
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Stacks are often used in natural ventilation strategies to increase the flow through 
the space, F, theoretically resulting in a higher interface and lower internal 
temperatures. Table 5.6 details the steady state densities at low and high level 
shown in Figures 5.10-5.13. For the simulations with 1No.opening at low and high 
level, steady state densities at both low and high level are greater for the scenario 
without stacks. This suggests that temperatures at both low and high level are cooler 
as a result of the installation of the stack, which is in agreement with the theory 
discussed in Chapter 2. 
However, this is not observed when the number of openings is increased at both low 
and high level to 2No. openings. This results in densities at low and high level 
matching between non stack and stack simulations when steady state is reached. 
Further increasing the number of openings at low and high level to 3No.and 
4No.results in the density at low level being greater for the scenarios with the stacks, 
however the density at high level is greater for the scenario without the stacks. The 
increased flow due to stacks results in significant disturbance of the interface such 
that the density at low level increases beyond that of the non-stack scenario. Results 
from section 5.2.1.2 showed that when a mixed layer at low level forms, the plume 
will lose less buoyancy compared with a scenario without the mixed layer resulting in 
a layer at high level with increased buoyancy. This does not occur because F is 
significantly greater due to stacks.   
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Table 5.6. Speed of incoming fluid through opening when significant disruption to 
interface occurs with openings on the floor and ceiling. 
 
 
 
 
 
 
 
 
Comparisons between theoretical and experimental values for time to reach steady 
state and density are made in Table 5.7 for the simulations detailed up to this point 
within this section. Chenvidyakarn and Woods (2005) used equation 5.1 to calculate 
tts, which is a timescale to converge to steady state and this was used to compare 
theoretical and experimental values within table 5.7. 
ݐ௧௦ ൌ ௏஺∗ሺ௚஼೐ுሻభమሺ ೞ்ೞି்ಶሻభమ
         5.1 
where V is the volume of the model including any stacks, tss is the temperature at 
steady state and Ta is the ambient temperature. The use of this equation requires a 
conversion between temperature and density to be useful for water bath simulations. 
Care is required when using equation 5.1 as it is very sensitive to changes in ߙ. 
Chenvidyakarn and Woods (2005) used a value of 0.0003. 
Theory predicts that time to reach steady state is greater for simulations with stacks 
than the simulations without. This is due to the theory calculating a larger difference 
in density within the model between stack and non-stack scenarios of the same 
opening area than what experimentally occurs. The reason why experimental 
densities are significantly greater than theoretical values is due to the mixed layer 
leading to reduced dilution of the plume. This in turn leads to shorter Tss values. 
No. Lower 
openings 
No. Upper 
openings 
Stack? Density at 
low (kg/m3) 
Density at 
high (kg/m3) 
1 1 No 1.002 1.005 
1 1 Yes 1.0015 1.004 
2 2 No 1.0004 1.0027 
2 2 Yes 1.0004 1.0027 
3 3 No 0.9997 1.0021 
3 3 Yes 0.9999 1.0018 
4 4 No 0.9994 1.0013 
4 4 Yes 0.9996 1.0011 
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There is no correlation between the theory and experimental results, which suggests 
that the theory does not describe scenarios with a non-traditional flow regime. 
Table 5.7.Experimental and theoretical data for density and time to reach steady 
state for simulations with openings on the bottom and top of model. 
 Experimental values Theoretical 
 Density at P2 
(g/cm3) 
tss(s) Density below interface 
(g/cm3) 
tss (s) 
1BI:1TO 1.005 2000 1.00337 3006 
1BI:1TO (S) 1.004 1300 1.00235 3404 
2BI:2TO 1.0028 1350 1.001961 1759 
2BI:2TO (S) 1.0028 1050 1.001238 1949 
3BI:3TO 1.0021 900 1.00144 1384 
3BI:3TO (S) 1.0019 900 1.000813 1444 
4BI:4TO 1.0013 900 1.00109 1181 
4BI:4TO (S) 1.0011 900 1.000518 1223 
 
Two final comparisons are produced in this section: 
- all simulations with 2No. openings at low and high level 
- all simulations with 4No. openings at low and high level. 
Figure 5.14 shows the filling densities for all 2No. opening at low and high level 
simulations so far mentioned in this chapter. Simulation a) has openings on the floor 
and stacks on the ceiling, b) has openings on the floor and ceiling, c) uses openings 
at low and high level on the side positioned such to disturb the plume and d) has low 
and high level openings on the side which will not disturb the plume. 
Between all four simulations, the only variable is the location of the openings. 
According to the theory described in chapter 2, simulation a) should have the highest 
interface and lowest internal density due to its significantly larger H. Simulations c) 
and d) should have the lowest interface and highest internal density due to their 
reduced H. However, the experiments show that simulation c) has the greatest 
density and simulation d) has the lowest density at high level. The mixing regimes 
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that occur in simulations a) and b) cause internal densities to increase beyond what 
the theory predicts, negating the effect of increased H. 
At low level, the densities are greatest for simulations a) and b) with no increase in 
density measured for simulation d).  
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ii) 
Figure 5.14.Filling simulations with openings on the side or on the floor and ceiling 
which have 2No. openings at low and high level, where density profiles are at high 
level, i) and low level, ii). 
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Figure 5.15 shows the filling densities for all 4No. opening at low and high level 
simulations so far mentioned in this chapter. Simulation a) has openings on the side 
wall such to ensure incoming fresh water collides with the plume, b), has openings 
on the floor and ceiling of the model, c) has openings on the floor and stacks on the 
ceiling and d) has openings on the side wall placed such to ensure no collision with 
the plume. 
The theory would predict that simulation a) and d) will achieve the highest internal 
densities due to their lower H, with simulation c) achieving the lowest internal 
densities due to greatest H. At high level, a) achieves the highest density (1.00135 
g/cm3) however this is largely due to the mixing that takes places rather than smaller 
H (see section 4.4.1.2) which is closely followed by simulation b) (1.0013 g/cm3). 
Simulation c) achieves the lowest density at high level. 
At low level, simulation c) achieves the greatest internal density, followed by 
simulation a and then b). Simulation d) records no change in density. Importantly, for 
the 2No.opening simulations discussed earlier in this section, densities at low level 
for simulation c) is the same for the 4No. opening simulation c). This suggests whilst 
increasing opening area will reduce internal densities, a different ventilation strategy 
with a smaller opening area can achieve the same results.  
Whilst simulation c) will theoretically have the greatest F through the space, internal 
densities at low level are also greatest. This suggests that simulation c) and to a 
lesser degree, simulation a) and b) will be appropriate during winter months, causing 
a warming of the environment at low level. However, during the summer months, 
these strategies would not be appropriate for a naturally ventilated strategy as they 
would likely result in increased overheating for the occupants. Simulation d) is more 
appropriate for summer months.  
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Figure 5.15.Filling simulations with openings on the side or on the floor and ceiling 
which have 4No. openings at low and high level, where density profiles are at high 
level, i) and low level, ii). 
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d) 
a) 
Simulation 
Simulation 
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5.5 Draining comparisons of note 
 
Section 5.4 showed the density profiles for simulations with different opening areas 
and ventilation strategies until steady state was reached. After steady state was 
reached, the flow of brine into the model was turned off and this section reports of 
the density profiles of draining until ambient densities are reached at P1 and P2. 
Understanding how effective a ventilation strategy is at ensuring a thermally 
comfortable environment is imperative to reduce the requirements for air conditioning, 
heating and flushing pollutants. However it is also important to select a ventilation 
strategy which ensures that the space is purged quickly of warmer than ambient air 
and pollutants when not in use, so that it is ready to be used again.  
This section aims to show which opening strategies provide the best capability for 
purging. It was shown in section 4.3 that the draining of the model closely follows 
theoretical predictions and the observations of other researchers, which provides 
confidence that the more complicated draining scenarios shown in this section will 
also simulate real life conditions. Firstly, simulations using the same ventilation 
strategy and towards the end of this section, simulations using different ventilation 
strategies, but identical opening areas are compared. 
Figure 5.16 compares the density draining profiles for all opening strategies which 
have 2No. openings at low and high level. Simulation a) has openings on the floor 
and ceiling, simulation b) has openings on the floor and stacks on the ceiling, 
simulation c) has openings on the side placed such to ensure traditional 
displacement ventilation and d) openings on the side placed such to ensure mixing. 
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i) 
 
      ii) 
Figure 5.16.Emptying simulations with openings on the side or on the floor and 
ceiling which have 2No.openings at low and high level, where density profiles are at 
high level, i) and low level, ii). 
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At high level, the densities at t = 0s for the four simulations are all within 0.0004g/cm3, 
however, the time to drain is quite varied. Simulation c) is completely drained by 
1500s, with a) and b) draining by 2400s and simulation d) draining by 3500s. The 
difference in draining time between all four simulations is due to the different 
ventilation regimes that occur. 
At the beginning of each draining density profile, densities are reasonably stable and 
do not fluctuate. This means that the fluid at high level is homogenous and assuming 
that the interface was not disrupted, this homogenous layer will extend from the 
ceiling down to the interface. After the layer above the interface has drained, the 
measured density begins to reduce, but remains above ambient for over 50% of the 
total time of draining. For simulation c), the mixed layer is approximately 1cm deep 
which is considerably smaller than the depth of the layer above the interface but 
takes longer to drain. This is because the mixed layer has a lower density, resulting 
in reduced buoyancy forces.  However, for the other scenarios, draining takes 
considerably longer due to the mixed layer being considerably larger (Simulations b), 
c) and d)) and/or ventilation regime continues to cause mixing within the internal 
space ((simulations a) and b)).  
The density profile for the simulation b) which has the stack shows a considerably 
smaller homogenous layer above the interface compared with the simulations 
without stacks. This can be explained by Figure 5.17 which shows how the 
penetration of incoming fluid is sufficiently significant that it manages to penetrate 
through most of the model. This results in a shallow homogenous layer at the top of 
the model, with a non-homogenous layer below the interface which increases in 
buoyancy with height. Because the stacks encourages more flow through the 
openings, there is a greater penetration with the stack scenario.  
The penetration of incoming fluid decreases with time due to reduced F throughout 
the model. It is the penetration of fluid which causes mixing below the interface 
resulting in draining where an interface does not form. This leads to a considerably 
longer period for draining to be completed at low level in the building compared with 
opening strategies which use side inlets. Stacks exacerbate this mixing which results 
in the stack strategy taking considerably longer to drain. 
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Figure 5.17.Penetration of incoming ambient fluid through a draining simulation with 
openings on the top and bottom of the model. 
 
Figure 5.18 compares the density draining profiles for all opening strategies which 
have 4No. openings at low and high level. Simulation a) has lower and upper 
openings on the side placed such to avoid disruption of the plume, b) has openings 
on the floor and ceiling, c) has openings on the floor and stacks on the ceiling and d) 
has lower and upper openings on the side placed such to ensure disruption of the 
plume. 
The simulations with 4No.openings at low and high level follow the trends noted for 
the 2No. opening simulations noted earlier in this section. The simulations which 
followed a mixing strategy rather than traditional displacement took longer to drain. 
The extent at which mixed regions increase draining time becomes clear when 
comparing the 2No. opening simulation c) and the 4No. opening simulations which 
used mixing strategies. The 2No.opening simulation drains by 1500s whilst the 4No. 
opening simulations drains by 1800s.  
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In conclusion, whilst increasing opening areas does decrease draining time, 
depending on the draining strategy and initial thermal environment, a smaller 
opening area could achieve faster draining times if a different draining strategy was 
used. In particular, stacks which are usually applied to naturally ventilated strategies 
to increase F and therefore reduce draining times may not be as effective compared 
with openings at low and high level on the walls. 
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      i) 
 
       ii)      
Figure 5.18.Emptying simulations with openings on the side or on the floor and 
ceiling which have 4No.openings at low and high level, where density profiles are at 
high level, i) and low level, ii). 
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5.6 Summary 
 
This chapter has compared water bath model experiments with natural ventilation 
theory for a simple cube shaped room with openings positioned on its side, floor, 
ceiling and stacks. It was shown that for cases where the brine plume is not 
disturbed by incoming fluid and where a mixed layer below the interface remains 
small in magnitude, interface heights, time to empty, time to reach steady state, and 
densities above the interface all closely agree with the theory. However, when the 
interface is disturbed, experimental results differ from theoretical predictions.  
Natural ventilation within a simple room was simulated in the water bath using 
several opening strategies. The four types of ventilation strategies assessed in this 
chapter have openings located as follows: 
Strategy 1: Floor and ceiling 
Strategy 2: Floor and stacks on the roof 
Strategy 3: Low and high level openings on the wall (not inline with the plume) 
Strategy 4: Low and high level openings on the wall (inline with the plume) 
Density profiles for each of these strategies were compared, allowing for densities, 
time to reach steady state and time to drain to be investigated to determine the 
effectiveness of each strategy. The theory presented in chapter 2 states that as H 
increases, F will increase resulting in reduced internal temperatures. As a result, the 
theory predicts that when all parameters are identical except opening location, 
strategy 2 will have the lowest internal densities, followed by 1 with 3 and 4 having 
identical internal densities. 
Simulations presented in this chapter showed that the increase in F for strategy 1 
and 2 causes significant penetration and disruption of the interface, resulting in 
increased densities at low level. Strategy 4 achieves densities at low level which was 
approximately halfway between ambient densities and those recorded by strategy 1 
and 2. No increase in density beyond ambient was measured in strategy 3. If this 
also occurs within a naturally ventilated building, it suggests that the stack ventilation 
strategy is detrimental to a building designer's aim to reduce internal temperatures. 
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However, during winter, strategies 1, 2 and 4 could be preferable as it would reduce 
heating requirements whilst also limiting droughts which can cause thermal 
discomfort.   
It was also found that whilst increasing the opening area for a strategy will reduce 
the internal densities, a different strategy with a reduced opening area could achieve 
similar internal densities. This is an important consideration because naturally 
ventilated buildings usually require large openable areas to achieve a thermally 
comfortable environment, which is not always easily achieved. For example, strategy 
4 achieves the same densities at low level as strategy 1 and 2 but with half the 
openable area at both low and high level.  
Purging a space of warmer-than-ambient air is an important strategy to reduce 
overheating, especially during summer which will often include night purging. The 
speed at which the strategies drain was investigated as a result of this importance. 
When comparing identical opening areas, strategy 3 was always the fastest to drain, 
with strategies 1 and 2 draining at the equally slowest times. Slower purging 
occurred due to mixed layers of density less than the homogenous layer above the 
interface and also the continued mixing of the internal space during draining. For 
example, strategy 3 with half the openable area at both low and high level of strategy 
1 and 2 drains 300s faster.  
The work in this chapter highlights the limitations of current theoretical equations, 
with particular reference to mixed layers and disrupted interfaces resulting in 
significantly different temperatures and draining times. Both mixed layers and 
disrupted interfaces causes strategies 1, 2 and 4 to perform considerably worse than 
what the theory predicts. The results obtained from simulations of strategy 3 were 
found to be in close agreement with the theory and the findings of other researchers 
due to the mixed layer being insignificant in depth and there being no disrupted 
interfaces. 
Perhaps most importantly, this chapter has shown that different opening strategies 
can be implemented to achieve specific internal thermal environments. For example, 
the use of openings low level openings with stacks causes significant disruption to 
the stratified layer of warm air at high level, resulting in warm air at high level being 
forced downwards. Such a strategy could be effective when heating is required.  
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 Importantly, much of the work in the latter part of this chapter shows little agreement 
with current theory and this is due to mixed layers and the interface and plumes 
becoming disrupted by incoming fluid.  
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Chapter 6. Benchmark 2 (Open plan office) 
 
6.1. Preamble. 
 
Time dependant flows can cause permanent changes to the flow regime of a natural 
ventilation strategy, resulting in increases or decreases in internal temperatures and 
flow rates. Such changes could be detrimental or favourable depending on internal 
and external temperatures. This chapter assesses the possibility of controlling 
different flow regimes within a space to influence internal temperatures with the aim 
to ensure a thermally comfortable naturally ventilated space.  
 
6.2. Introduction 
 
For a naturally ventilated room, if wind with strength less than the NV driving forces 
blows towards the upper opening, then the volume of air flowing through the upper 
opening will reduce compared with the scenario where there is no wind (Figure 6.1a 
and b). This will result in a lower interface height, which may cause thermal 
discomfort to occupants whilst also exposing them to stale air. If the force of wind is 
greater than the NV driving forces, then the NV flow regime is changed, with ambient 
air flowing through the upper opening, forcing internal air to flow through the lower 
opening (Figure 6.1c). If such an event occurred during winter, it is likely that the 
heater placed at the lower opening will continuously heat air which is flowing out of 
the room, resulting in significant heating costs whilst the room remains cold and 
likely uncomfortable for any occupants. Such flow regime changes can be 
permanent, even if the wind was temporary and in such situations, are termed 'time 
dependant flows'. 
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 a)       b)             c) 
Figure 6.1. A naturally ventilated space where a), the driving forces are undisturbed 
by external forces, b) driving forces are reduced in strength by a weak wind and c) 
where driving forces are overpowered and the flow regime is fundamentally changed. 
The size of an arrow represents the quantity of air flowing through an opening. 
Work was undertaken by Chenvidyakarn and Woods (2004) to better understand the 
principles of wind overpowering the driving forces of naturally ventilated air flow, 
forcing the direction of flow to permanently change. It was shown that for a model 
with an opening at low level and two stacks at high level, it was possible for three 
flow regimes to occur (Figure 6.2), each causing different internal temperatures. 
Flow regime A and C involved only one of the two stacks behaving as an outlet 
whilst flow regime B involved both stacks acting as outlets. The effective opening 
area of an opening, ܣ௡∗ , is calculated by multiplying the opening area by the 
coefficient of discharge, Cd, which was taken as 0.61 within this work.   
 
 
 
 
 
 
 
 
wind  wind 
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 Regime A               Regime B       Regime C 
Figure 6.2. Three possible flow regimes, arrows show direction of fluid flow. 
 
It was shown that the three regimes could occur when the following equations were 
satisfied: 
Regime A occurs when 
஺య∗
஺భ∗ ൑ ට
௛భ
௛                      6.1 
Regime B occurs when 
஺య∗
஺భ∗ ൑ ට
ିሺ௛ା௛మሻିሺ௛మି௛భሻ
ሺ௛ା௛మሻ                     
6.2           
Regime C occurs when 
஺య∗
஺భ∗ ൑ ට
௛మ
௛
஺మ∗
஺భ∗                    6.3 
 
There are certain scenarios in which buoyancy forces are insufficient to achieve the 
level of flow rates through the space to maintain thermally comfortable conditions. 
These include small temperature differences between internal and external 
݄ଶ 
h 
ܣଷ∗  
ܣଵ∗  
ܣଶ∗  ݄ଵ 
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temperatures or inadequate opening areas. These problems can be overcome by 
taking advantage of different flow regimes which can cause different internal 
temperatures. Whilst the forces of wind can cause unpredictable and potentially 
undesirable changes in flow regimes within a naturally ventilated space, this chapter 
assesses the plausibility of intentionally forcing regime change within a naturally 
ventilated space with the intention to improve the thermal environment of the space.  
 
6.3 Methodology 
 
The simulations conducted within this chapter were undertaken within a 29cm cube 
box with 1No. 1.6cm diameter opening at low level and 2No.stacks with 1.9cm 
internal diameters extending beyond the ceiling (Figure 6.3). The brine source is 
located within the centre of the floor of the model using the nozzle described in 
chapter 3.4.6. and simulates a 50W heat source, which was calculated using the 
scaling equations described in section 3.3.1. The lower level opening was 
strategically placed to ensure incoming ambient fluid did not collide with the plume.  
 
 
 
Probe located at low level 
within the model 
 
Probe located at high level 
within the model 
Figure 6.3. Diagram of model used to produce 'mechanically induced' time 
dependant flows. 
Regimes A, B and C occur when their respective equations (5.1, 5.2 and 5.3) are 
found to be true. Table 6.1 shows when each of the three flow regimes can occur if 
29cm 
29cm 20cm 
Floor 
Ceiling 
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the height of the short stack, ݄ଶ is 20cm, height of the tall stack, ݄ଵ is 29cm and the 
floor to ceiling height, h is 29cm. These heights remained the same for all 
simulations conducted within this chapter. If a cell is highlighted in green, then the 
flow regime can occur for that specific lower opening area, whilst red states that the 
flow regime can not occur. Conductivities were measured at both low and high level, 
with measurements automatically recorded every 5 seconds. 
 
Table 6.1.Predictions for flow regime A, B and C to occur with varying effective lower 
opening area. 
 Flow regime A Flow regime B Flow regime C 
ܣଷ∗  ܣଷ
∗
ܣଵ∗  
< ඨ݄ଵ݄  
ܣଷ∗
ܣଵ∗  ൒ ඨ
െሺ݄ ൅ ݄ଶሻ െ ሺ݄ଶ െ ݄ଵሻ
ሺ݄ ൅ ݄ଶሻ
ܣଷ∗
ܣଵ∗  ൑ ൬
݄ଶ
݄ ൰ ቆ
ܣଶ∗
ܣଵ∗ቇ 
0.019 0.01 < 1 0.01 ൒ 0.43 0.01 ൑ 0.83 
0.076 0.04 < 1 0.04 ൒ 0.43 0.04 ൑ 0.83 
0.17 0.09 < 1 0.09 ൒ 0.43 0.09 ൑ 0.83 
0.30 0.16 < 1 0.16 ൒ 0.43 0.16 ൑ 0.83 
0.48 0.25 < 1 0.25 ൒ 0.43 0.25 ൑ 0.83 
0.69 0.36 < 1 0.36 ൒ 0.43 0.36 ൑ 0.83 
0.94 0.49 < 1 0.49 ൒ 0.43 0.49 ൑ 0.83 
1.22 0.64 < 1 0.64 ൒ 0.43 0.64 ൑ 0.83 
1.55 0.81 < 1 0.81 ൒ 0.43 0.81 ൑ 0.83 
1.91 1 < 1 1 ൒ 0.43 1 ൑ 0.83 
 
Fan assisted natural ventilation is a strategy which is increasingly being used to 
ensure adequate flow rates when the buoyancy effect is insufficient to provide free 
cooling (Breathing Buildings 2014). This could occur when internal and external 
temperatures are similar (e.g. in the summer) or when there is an unusually high 
heat gain within the space and the openings are insufficiently sized. Whilst 
Chenvidyakarn and Woods (2004) assumed that wind would cause the change in 
flow regime, it is entirely possible that fans located within the stacks can 
automatically activate for a short period of time to force the flow regime within the 
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space to change. This would allow for a controlled approach which would negate the 
unpredictability of wind.  
In the water bath model, fans were simulated within each of the stacks by injecting or 
extracting fluid from one of the stacks using an adjustable volume pipette which was 
capable of injecting or extracting up to 20ml. Extracting fluid simulated a fan 
expelling air from the space into the environment, whilst injecting fluid simulated a 
fan supplying ambient air into the space. An adjustable volume pipette was used to 
ensure accurate control of the volume of fluid injected or extracted into/from the 
stacks. 
Initial simulations were conducted with varying the lower opening radius between 0.2, 
0.4 0.8 and 1cm. When steady state was reached, one of the three flow regimes was 
observed (Table 6.2) and attempts to force the flow regime to change were made. 
Switching flow regimes between A and B required the supply or extraction of 5ml of 
fluid, B and C the supply or extraction of 20ml and C to A, the supply or extraction of 
10ml of fluid (Figure 6.4). For scenarios where the flow regime would not change, 
due to lower opening area to another flow regime (refer to Table 6.1), large 
quantities (up to 200ml) of fluid were injected or extracted from a stack in an attempt 
to force the regime to change, however this was never successful.   
 
Table 6.2. Experimental regimes observed with varying lower opening area. 
ܣଷ∗  Initial regime New regimes Theoretical agreement 
0.076 A C Yes 
0.30 A C Yes 
1.22 A C and A Yes 
1.91 B A Yes 
 
 
 
 
166 
 
Supply 10ml 
through short stack 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.4 Flow diagram for the three flow regimes where the large arrows state the 
required action to force flow regime change. 
 
 
 
 
 
 
 
Direction of 
fluid flow 
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Regime B 
Regime C 
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6.4. Results and discussion 
 
6.4.1 Observed flow behaviour 
 
Initially, the model is filled with ambient fluid and at t=0s, the brine source is turned 
on and brine flows towards the roof of the model. A layer of denser than ambient 
fluid develops towards the top of the model. Depending on the radius of the lower 
opening, either regime A, B or C will form. If regime A or C forms, then a mixed 
environment develops because the incoming ambient fluid from one of the stacks 
entrains density at high level and transports it to low level. Traditional displacement 
ventilation occurs for regime B, resulting in an interface forming at some height, with 
ambient temperatures at low level. 
 
6.4.2. Filling simulation 
 
This section analyses density results and observations from a simulation involving 
the model described in section 6.3. When steady state is reached, the flow regime is 
forced to change by simulated mechanical fans within the stacks until steady state is 
reached with a new flow regime. The forced change of flow regimes is repeated until 
steady state has been reached with all three flow regimes.   
Figure 6.5 shows the density graph for the filling simulation. Shortly after brine 
begins flowing into the model, flow regime B is observed and steady state is reached 
at 1900s with traditional displacement ventilation. The advantages of such a strategy 
include keeping higher-than-ambient temperature air at high level which makes it an 
ideal strategy for summer, where ambient temperatures are already warm. 
The initial flow regime (B) is forced to change to regime C by a fan within the larger 
stack. The fan acts against the fluid flow direction within the stack and is simulated 
by injecting 20ml of ambient fluid down the stack towards the space. Initially, the 
density at high level decreases and this is caused by ambient fluid flowing through 
from the top of the model, reducing the density at high level due to entrainment. The 
plume of incoming ambient fluid from the stack transfers density to low level and 
causes densities at low level to rise. As discussed in Chapter 5, when the density at 
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low level increases, the brine plume loses less buoyancy due to entrainment. This 
results in increased density at high level. When steady state is reached, the density 
at both low and high level is greater than that experienced at steady state during 
Regime B. The ambient fluid flowing through the stack towards the floor is pre-
warmed reducing droughts, which is an appropriate strategy for winter when ambient 
air is usually cold. 
10ml of fluid within the larger stack was extracted and dispelled outside of the model, 
simulating an extract fan within the larger stack. This forced the existing flow regime 
C to change to regime A. This meant that the direction of fluid flow through the 
stacks reversed; the smaller stack began behaving as an inlet and the larger stack 
as an outlet. Density readings at both low and high level steadily reduced and steady 
state was reached by 400s. A lower density was measured at steady state in regime 
A than B due to the reduced volume of ambient fluid flowing through the shorter 
stack and into the model than what flowed through the taller stack in regime C. The 
volume flow rate varied between the short and tall stacks due to height difference; as 
the difference in height increases, the pressure difference across an opening 
increases. The same principle applies to volume flow rates flowing out of the stack 
behaving as an outlet in both regime A and C. The reduction in density at low level 
results in a decrease in density at high level. Regime A is more appropriate when 
ambient temperatures are marginally cold, requiring some 'pre-heating'. 
Finally, regime A is forced to change back to regime B by extracting 5ml from the 
shorter stack, resulting in both stacks behaving as outlets. Because there is no more 
displacement of density from high to low level, the volume of fluid towards the bottom 
of the model is diluted by the incoming ambient fluid at low level until traditional 
displacement ventilation exists once more.  
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Figure 6.5.Density measurements during flow regime transitions. 
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6.4.3 Draining simulations 
 
After steady state is reached for the simulation discussed in section 6.4.2, with the 
active flow regime being regime B, the brine source is turned off and the model is 
allowed to empty. Densities at low and high level are measured and the density 
profiles are shown in Figure 6.6.  
At t=0s, the brine source is turned off and draining begins with Regime B. The 
density at high level remains constant for the first 480 seconds and density at low 
level remains at ambient levels, which shows that traditional displacement ventilation 
occurred as discussed in chapter 4. However, at 480 seconds, the flow regime 
switches to flow regime C and the taller stack begins to behave as an inlet.  
The natural switching in flow regime has a consequential effect on draining and 
results in the denser-than-ambient layer above the interface being diluted by the 
incoming ambient fluid. This causes draining to take considerably longer than if 
draining occurred with traditional displacement ventilation (see section 5.3.2.3). Fans 
could be employed to ensure that the natural switching does not occur, but this may 
require the fans to be active throughout the draining process, resulting in significant 
energy requirements.   
Due to the significant effect on time that the natural switching of flow regimes could 
have whilst draining, further simulations were conducted with other lower opening 
areas. It was found that the flow regime would change only when the lower opening 
area was such that it was possible for all three flow regimes to occur. For example, 
when ܣଷ∗  = 1.91cm2, regime B naturally occurs when steady state is reached and the 
model also drains with regime B. Because this regime causes an interface to form, it 
is a considerably more efficient draining strategy than A and C which cause a mixed 
internal environment (see section 5.4.4). A lower opening effective area of 1.22 cm2 
is required to ensure that all three flow regimes can occur, which is important to 
ensure thermally comfortable internal temperatures. To ensure both an efficient 
draining solution and a thermally comfortable internal environment, the lower 
opening area should be controlled by an automated louvre. This louvre should be 
sized to ensure draining naturally occurs with regime B, but automatically reduce in 
size to ensure that all three flow regimes can occur when draining is not in operation. 
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Figure 6.6. Emptying simulation with densities at low and high level with flow regime 
automatically changing. 
 
6.5 Summary of Benchmark 2 
 
Chenvidyakarn and Woods (2004) showed that by using water bath modelling with 
heated wires to simulate a distributed heat source, it was possible for up to three 
different flow regimes to occur which resulted in different internal temperatures. 
Simulations reported in this chapter show that water bath modelling using a point 
source of brine can produce the same three flow regimes, resulting in different 
internal temperatures in agreement with Chenvidyakarn and Woods (2004). 
A simulation was conducted with a lower opening radius of 0.8cm and all three flow 
regimes were simulated, forcing a change between the flow regimes by simulating 
fans which extracted from a stack or expelled ambient air into a stack. Regime C 
was shown to have the greatest internal densities at both low and high level within 
the model followed by regime A. Regime B followed traditional displacement 
ventilation and resulted in the lowest densities at high level and ambient densities at 
low level. As a result, regime B is most appropriate for use during summer, whilst 
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regime C is most effective when ambient temperatures are very cold (for example 
winter) and regime A during cool ambient conditions (for example spring/autumn). 
A draining simulation was also conducted when regime B was the active flow regime. 
It was shown that after 8 minutes of draining, the flow regime switched to flow regime 
C which resulted in considerably slower draining times due to the layer above the 
interface within the model becoming diluted by the incoming ambient fluid from the 
stack. The diluting of the incoming layer of higher-than-ambient density was also 
observed in flow regime A simulations, with flow regime B simulations draining faster 
than flow regimes A and C. To prevent the natural switch in flow regimes, 
mechanical fans would be required, although this may significantly increase energy 
usage of the natural ventilation strategy.  
To ensure three flow regimes could occur and the space naturally drained with flow 
regime B, a mechanical louvre would have to be used on the low level opening. This 
louvre would automatically adjust its openable area to ensure that the flow regime 
which would produce the most thermally comfortable thermal environment whilst the 
room is occupied is active. The mechanical louvre will increase in size to ensure 
draining with regime B when unoccupied occurs, which is the most efficient flow 
regime for draining. The use of a mechanical louvre is a lower energy strategy than 
relying on mechanical fans to maintain draining with flow regime B. 
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Chapter 7. Benchmark 3 (Hospital) 
 
7.1. Preamble. 
Natural personalised ventilation (NPV) strategies attempt to deliver fresh air to the 
location of occupants within a room. This chapter investigates a NPV strategy 
proposed for use within hospital wards, in particular looking at the influence that heat 
source location has on the internal thermal environment. Results from CFD 
simulations and the analytical model described in section 3 are also compared with 
those from water bath simulations to provide validation. CFD simulations were 
carried out by Z. Adamu, see Todd et al. (2014). 
 
7.2. Introduction 
 
Traditionally, naturally ventilated (NV) buildings are designed in such a way to 
provide sufficient fresh air to a room, with little or no thought to the location of the 
occupants. As a result, whilst sufficient fresh air might be delivered to the room, the 
occupants, due to their location, may not actually receive sufficient fresh air. Natural 
Personalised Ventilation (NPV) is a strategy where the ventilation design attempts to 
provide fresh air directly to the occupants within the space, instead of just to the 
room.  
Such a design was successfully demonstrated for hospitals by Adamu et al. (2011), 
using dynamic modelling (zonal airflow) and steady state computational fluid 
dynamics (CFD). Both of these numerical methods are widely used in research and 
industry, ensuring conservation of mass, energy, momentum and chemical and 
biological species (Chen, 2009; Li and Nielsen, 2011).Computer simulations, whilst a 
very powerful tool, is subject to its assumptions, and to the equations which they use. 
Similarly, WBM uses water to simulate air and it is entirely possible that water does 
not behave in the exact way that air does due to differences in viscosity. As a result, 
comparing results from different simulation techniques will validate their results if 
there is close agreement, providing confidence that the naturally ventilated hospital 
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ward at full scale is being accurately simulated at both reduced scale and within 
computer simulations. 
The design of the NPV system being investigated is illustrated in Figure 7.1. A duct 
allows fresh air to flow into the room and is positioned just above the bed. A stack is 
positioned at the edge of the room to allow stale air to flow out of the room. The 
intention of this NPV design is to increase air pressure around the patient by 
delivering fresh air directly above the patient. This is thought to reduce the probability 
of cross infection between patients whilst also improving recovery times of the 
patient by ensuring the delivery of fresh air (Adamu et al 2011). This technique of 
positive air pressure to reduce infection is used in hospital rooms where surgeries 
take place. 
The NPV strategy proposed by Adamu et al. (2011) was simulated using WBM and 
the observed airflow characteristics will be compared with computer simulations. 
Different heat source locations are simulated to better understand the proposed 
strategy. 
 
 
	
Figure 7.1: Internal dimensions of (a) Picture of model and (b) the Perspex model at 
scale 1:20. 
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7.3. Methodology 
 
Simulations followed the methodology as described in chapter 3 and heat sources in 
four different locations (referred to as position 1, 2, 3 and 4) within the model were 
simulated (Figure 7.2). A patient was simulated on the bed (position 1), with position 
2 at the foot of the bed and positions 3 & 4 on either side of the bed representing 
visitors and hospital staff. All four heat sources were represented as point heat 
sources. Even though this is strictly not true for the patient who would likely be laid 
on the bed, the simplification was deemed acceptable for the purposes of this 
investigation.  
Photographs and recordings were taken during simulations to record the transient 
flows for analysis. Two conductivity probes were used within the model to measure 
conductivities throughout the simulations. One probe was placed at low level whilst 
another was placed at high level within the model.  
The density of brine in the reservoir for each simulation within this chapter was 1.100 
g/cm3 and the flow rate of the brine flowing into the model through the nozzle was 
120 cm3/min. Both parameters were calculated using the methodology in section 3.1 
to ensure that the model was simulating a 50W heat source.  
 
 
 
 
 
 
 
 
 
Figure 7.2.Plan view of hospital model with number locations of heat sources. 
Region of intended 
delivery of fresh air 
Duct 
Bed 
Duct 
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7.4 Results and discussion 
 
Initial simulations were conducted with the heat source at position 1 or 2 to ensure 
that the model was correctly working. The development of flows within these initial 
simulations are described and compared with CFD simulations. The development of 
internal converted densities at high and low level are then compared between the 4 
heat source locations for both filling and draining simulations.  
 
7.4.1 Observed flow behaviour 
 
Initially, the model is filled with ambient fluid, both openings are opened and at t = 0s, 
the brine source at position 2 (foot of the bed) is turned on. Brine flowed out of the 
nozzle fully turbulent, resulting in the brine plume entraining ambient fluid (fresh 
water). The brine plume reached the bottom of the model and began to horizontally 
spread outwards (Figure. 7.3a). The brine at the bottom of the model began to build 
up (Figure. 7.3b) to a point where an interface began to form (Figure. 7.3c).  
After the interface fell below the duct opening (Figure 7.3d), the converted density at 
low level below the interface began to increase beyond ambient. This occurred 
because the inlet duct was above the interface, resulting in the incoming ‘fresh’ water 
mixing with the brine above the interface, before flowing into the space near the bed. 
Steady state was reached when the interface reached approximately 9cm. This 
means that for a real hospital room using this ventilation technique, the fresh air is 
pre-warmed before coming into contact with the patient, reducing the chance of 
thermal discomfort due to droughts, while also potentially reducing heating 
requirements during winter. 
However, this mixing of incoming air with warm air at high level within the space may 
increase the risk of infection to patients within the space if the ventilation system is 
used for rooms with more than one patient. The intention of the incoming air to flow 
onto the patient is to reduce air from other patients in the form of coughs and 
sneezes being breathed in by the patient due to positive air pressure in the vicinity 
around the patient. However, because the incoming air mixes with air that may 
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contain particulates from other patient's coughs and sneezes, it becomes possible 
for another patient to become infected. To prevent this, the duct height must be 
reduced such that it is below the interface.  However, the trade-off will be increased 
heating requirements and potential for thermal discomfort with droughts.  
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    a)     b) 
 
 
 
 
 
 
 
 
    c)     d) 
Figure 7.3: Transitional development of internal thermal environment shown in 
clockwise direction from (a) initialisation to (d) attainment of maximum interface 
height. 
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Ambient water flowing into the space through the duct gains horizontal momentum 
by travelling horizontally through the duct and a vertical force due to density 
differences. The combined resultant force causes the incoming fresh fluid to travel 
diagonally downwards, as shown in Figure 7.4. The horizontal momentum actually 
causes the fresh water to overshoot beyond the bed, instead of landing onto the bed 
as the design had intended. Whilst preventing potential droughts if mixing does not 
occur, this may prevent the increase in air pressure around the patient. To achieve 
air flow from the duct landing on the bed, the duct outlet should be positioned offset 
from the bed to allow for horizontal displacement of the ‘fresh’ water. However, the 
horizontal force acting on the ‘fresh’ water as it travels through the duct will vary 
depending on the buoyancy forces within the room. As a result, offsetting the duct 
outlet may not always achieve air flow onto the patient. 
 
 
 
 
 
 
 
 
Figure 7.4. The scaled model at steady state (arrow indicates flow of fresh air from 
the duct) for the scenario where there is one heat source at position 1. 
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7.4.2 Comparison with CFD 
 
Experimental and CFD simulations are compared for the scenario where the only 
heat source in the room is a patient on the bed (scenario 1). The CFD simulation 
modelled full scale with a 50W heat source. This comparison intends to aide in the 
validation of both simulation techniques. The interface height in the Perspex model 
was approximately 13cm at steady state, with CFD simulations (Figure 7.5) and the 
analytical model described in Chapter 3 in close agreement (with h/H = 0.52 and 
0.54 respectively).  
When the heat source is at position 1, the interface height remains above the duct 
opening where fresh fluid flows into the room for the patient scenario. This would 
mean that incoming ambient water should not be pre-warmed as it enters the space. 
However, a build-up of brine (in WBM) and hot air (CFD) is observed (Figure 7.6) 
behind the duct. This build up caused the fluid to flow over the duct opening causing 
pre-warming of the incoming ambient fluid. Close agreement between CFD and 
WBM for interface heights and the building up of brine provides confidence for both 
simulation techniques, even for complicated ventilation designs. 
As a result, the fluid flowing into the room from the vent mixed with the overflowing 
brine/hot air, causing the region below the interface to become warmer than ambient. 
Future ventilation designs could attempt to incorporate designs which allow for hot 
air to build up around and flow over an inlet to ‘pre-warm incoming cold air.  
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Figure 7.5: The interface layer in (a) WBM and (b) CFD equivalent. 
 
 
Figure 7.6: Formation of build up of fluid around the duct in (a) CFD and (b) WBM . 
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7.3 Simulations with a single heat source 
 
Four simulations were conducted with all conditions identical except for the location 
of the heat source (see Figure 7.2).This section compares the converted density 
measurements made by the conductivity probes during simulations. 
 
7.3.1 Filling simulations 
 
Converted densities at low and high level for each of the four scenarios are shown in 
Table 7.1. There is considerable difference in density at both low level and high level 
between the four scenarios. When the heat source is located at scenario 1, the 
converted density at steady state at both low and high level is the lowest for all four; 
whilst it is the highest for position 3. Scenario 2 and 4 achieve similar converted 
densities at high and low level.  
Table 7.1.Converted densities at high and low level for individual heat source 
scenarios. 
Heat source position 
(Scenario) 
Converted density at low 
level at steady state 
(kg/m3) 
Converted density at high 
level at steady state 
(kg/m3) 
1 (Patient on bed) 0.9994 1.0005 
2 (Foot of the bed) 0.9996 1.0009 
3 (Side of bed near stack) 0.9998 1.0014 
4 (Side of bed near wall) 0.9995 1.0010 
 
183 
 
 
 
      a) 
 
      b) 
Figure 7.7. Filling simulations for scenarios where individual heat sources are within 
the space where a) density recorded at high level and b) density recorded at low 
level. 
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Figure 7.7 shows the density profiles at a) near the ceiling of the model and b) near 
the floor of the model for each of the four scenarios from t = 0s (moment brine 
source is turned on) until steady state is reached.  
From 400s onwards in scenario 3, there are significant increases and decreases in 
converted density at both low and high level compared with the other scenarios. This 
variation over a short period of time is similar to simulations investigated in chapter 5 
which had considerable turbulence associated with them (changes in density were 
more than 1000 times greater than that observed within the natural changes in 
density of water). The greater quantity of turbulence and higher converted densities 
at high and low level can be explained by the position of the heat source and 
subsequent interactions.  
As the converted density at high level increases above the interface, flow through the 
space increases. This results in a greater velocity being associated with the 
incoming fluid through the duct. This increased velocity causes incoming fluid to 
penetrate further horizontally into the model (Figure 7.8a and 7.8b). This increased 
penetration causes the incoming fluid to collide with the brine plume (Figure 7.8c). 
Mixing ensues between the brine plume and incoming water, leading to the 
environment at low level increasing in density beyond the other scenarios. As the 
density at low level increases, the brine plume entrains fluid of higher densities than 
in the other scenarios resulting in the plume retaining more density than the plume in 
the other scenarios. This results in the density at high level becoming greater than in 
the other scenarios. The considerable turbulence within the model for scenario 3 is 
caused by the incoming fluid colliding with the brine plume. 
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a) t = 0s    b) t = 200s   c) t = 650s 
Figure 7.8.Development of flow characteristics for heat source location 3. The size 
and direction of the blue arrow represents the relative strength and direction of 
incoming ambient fluid. 
There are two locations where the exchange in fluid across the interface in all four 
simulations occurs. The first is the brine plume which penetrates the interface, 
therefore increasing the density above the interface. The second occurs where the 
incoming fresh water from above the interface mixes with denser than ambient fluid 
above the interface before penetrating through the interface resulting in an increase 
in density below the interface. As the density below the interface increases, the brine 
plume entrains fluid of a greater density before penetrating the interface. This results 
in the brine plume losing less density compared to a scenario where the fluid below 
the interface has a density identical to ambient fluid. Because the brine plume has a 
higher density when penetrating the interface, the density above the interface 
increases. Due to mixing between the incoming fresh water and denser than ambient 
fluid above the interface, the incoming water entrains fluid of greater density resulting 
in a further increase to densities below the interface. Because of this two way 
exchange of fluid, densities below and above the interface stabilise at the same time. 
Scenario 1 has the lowest steady state density at both low and high level within the 
model and takes up to 40% longer to achieve steady state than the other three 
scenarios. During the simulation at 0 < t> 300s, converted densities at high level rise 
at a rate similar to that in the other three scenarios reaching 1.0005 kg/m3 by 300s. 
However, it takes another 700s to reach steady state densities at 1.00055kg/m3. This 
period of small increase in density over a long period of time will be referred to as the 
region of protraction, where the duration tp and density increase ߩ௣ of the protracted 
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region for each of the four simulations are compared in table 7.2. It is the two way 
exchange of fluid which produces the protracted region. 
Table 7.2.Region of protraction for each of the four simulations. 
Scenario tp(s) 
 
tss(s) 
 
ߩ௣ (g/m3) 
1 700 1000 0.03 
2 500 700 0.37 
3 420 620 0.82 
4 510 700 0.36 
 
A significantly larger tp and considerably smaller ߩ௣ experienced in scenario 1 
compared with the other three scenarios can be explained by both the interface not 
falling below the duct opening and the build-up of brine which occurs behind the duct. 
Whilst the build-up of brine behind the duct occurs by t = 20s, there is only a thin 
layer of brine for the incoming ambient fluid to mix with, unlike scenarios with heat 
source location 2, 3 and 4 where incoming ambient fluid flows through 4cm of denser 
than ambient fluid before penetrating below the interface. This causes the increase 
in density at low level to occur at a reduced rate compared with the other three  
scenarios.  
Scenarios 2 and 4 both achieved similar converted densities at low and high level 
throughout the filling phase until steady state was reached. Both scenarios had an 
interface height of approximately 9cm which is identical to that of scenario 3. 
However, there was no observed interaction between incoming fresh water and the 
brine plume, which resulted in less turbulence within the model and lower converted 
densities at low and high level.  
The results in this section show how the location of the heat source within a naturally 
ventilated space can have a significant effect on internal temperatures. This is the 
case even though the heat sources were all within a similar location in the model. 
The heat sources were positioned around a small bed and interactions between the 
physical geometry of the room and incoming fresh water were the reasons for 
different internal thermal conditions. This presents a challenge for NV strategies as 
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the location of people within a space can be very transient. However it is possible to 
take advantage of the interactions observed to achieve thermal environments which 
ensure a more comfortable environment in NV buildings. The results also question 
the applicability of this NV strategy during summer, where pre-warming of already 
very warm ambient air may not lead to comfortable internal temperatures.  
 
7.3.2 Emptying simulations 
 
After the simulations reported in 7.3.1 reached steady state, the brine source is 
turned off and the model then drains. Figure 7.9 shows the converted density graphs 
for all four scenarios draining from steady state conditions, where a) is at high level 
and b) is at low level. At t = 0s, the brine source in each simulation is turned off.  
As shown in chapter 5, converted density profiles during draining can provide 
significant insight into layers and their density profiles which exist at steady state 
whilst a brine source is on.  
For all four scenarios, there are three different layers within the model. The first layer 
which drained during the first 100 seconds in all four scenarios was homogenous.  
Initially, before the brine source is turned off, this first layers extent is from the 
bottom of the duct upwards. The second layer which drained between 100 to 150s 
(for scenarios 1, 2 and 4) and 100 to 300s (for scenario 3) sees a significant 
reduction in density (approximately 50% of ߩ௣) from the top of the layer to the bottom. 
Initially, this layer was located from the interface to the bottom of the duct. From t = 
0s, fresh water flows into the layer diluting layer 2. Because the brine source is 
turned off, this layer significantly reduces in density during draining. From 150s 
onwards, only the layer which was initially below the interface at t = 0s remains in the 
model. Flow from the duct continues to mix and dilute this layer, causing an 
extended period before the model has fully drained. Similar extended periods of 
draining due to mixing is discussed in chapter 4.  
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   i) 
 
      ii) 
Figure 7.9.Converted densities at i) high level and ii) low level during the draining of 
scenarios 1, 2, 3 and 4. 
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Interestingly, the time for the model to empty for each of the scenarios is 
approximately the same. Equation 2.11 (Section 2.7.1) states that as the density 
within the model increases, draining time will decrease. For each of the scenarios, 
the density at t = 0s is different in the top layer. The greater the density in this layer, 
the greater the flow through the space resulting in a larger volume of fresh water 
flowing into the space. This causes increasing amounts of dilution in the bottom two 
layers. Over time, the densities within the bottom two layers become equal across 
the scenarios resulting in an identical time to drain. This means that it will not be a 
quick process to completely ventilate the room using this ventilation design, which 
could cause cross infection between patients, especially if there is a high turnover of 
patients. 
 
7.4 Summary of Benchmark 3 
This chapter reported WBM simulations to investigate a novel ventilation strategy 
which intends to reduce cross infection between patients. This involves a stack 
which allows hot air to flow out of the room, with a high level duct allowing ambient 
air to flow into the room. It is the intention of the design to have fresh air flowing 
directly into the vicinity of the patient to create a positive air pressure to reduce cross 
infection. 
Importantly, this chapter sets out to further understand this ventilation technique and 
four simulations were conducted, each with the brine source at a different location. 
Densities were measured at high and low level within the model and it was shown 
that with identical physical parameters between all simulations except the location of 
the heat source, significant variation in internal densities at low and high level occurs. 
The time to reach steady state within the model is also shown to vary. Such variation 
is caused by the interaction between the brine plume and the duct or incoming fresh 
water.  
Agreement has been shown for the flow regimes within the model between CFD and 
WBM simulations, which provides confidence in the simulation techniques.  
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For the scenario where a heat source is located such that direct interaction between 
incoming fluid and the brine plume occurred, significantly higher internal 
temperatures were observed at both low and high level. For the case where only the 
patient is in the room, lowest internal temperatures were observed and this is 
attributed to interface remaining above the duct. Interestingly, due to the location of 
the duct, a build-up of brine behind the duct was observed which caused brine to 
flow over the opening resulting in a mixed environment. This mixed environment 
reduces heating requirements for the room as incoming fluid is pre-warmed. 
However, the suitability for this strategy to reduce infection of patients is 
questionable unless the height of the duct is reduced to ensure that mixing between 
incoming fluid and stale air does not occur.  
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Chapter 8.Discussion Chapter 
 
8.1. Preamble. 
 
The purpose of this chapter is to discuss the implications of the experimental findings 
of the previous three chapters for natural ventilation design and performance. The 
latter part of the chapter refers to other models which were used during this research 
with the intention to further improve our understanding of natural ventilation. 
 
8.2. Discussion of results 
 
8.2.1. Benchmark 1 (Simple model) 
 
Chapters 4 and 5 discussed and analysed results from a cube shaped model 
measuring 0.29 x 0.29 x 0.29m with openings on the floor, ceiling, and two opposite 
sides. Hollow cylinders were fabricated such that they could slide into the openings 
on the ceiling of the model to form stacks allowing for stack ventilation to also be 
simulated. The simulations conducted can be categorised as ‘filling’ simulations or 
‘emptying simulations. 
 
8.2.1.1. Filling simulations within simple model 
 
Filling simulations were all initially set up such that the model was filled with ambient 
fluid and there was no brine flowing into the model. At time, t = 0s, the brine source 
was turned on and one of several flow regimes began depending on the location of 
the openings used during each simulation. In total, there were 4 different opening 
location strategies simulated with several simulations conducted within a strategy 
with varying number of openings (Figure 8.1). The location of the openings within 
strategy 2 and 3 caused incoming fluid to collide with the hot air plume, resulting in a 
disturbed plume. The resulting thermal environment caused by a disturbed plume is 
further discussed later within this section. 
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Strategy 1: Openings on side (non-disturbed plume) 
 
 
 
Strategy 2: Openings on side (disturbed plume) 
 
 
 
 
Strategy 3: Openings on floor and ceiling 
 
Strategy 4: Openings on floor and stacks on ceiling 
Figure 8.1.Opening strategies for filling simulations used in Chapter 4 and 5. 
Simulations following strategy 1 followed traditional displacement ventilation flow 
which results in a layer of ambient temperature at low level, with an interface at high 
level and a layer of warmer-than-ambient temperatures above the interface. Such a 
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strategy is useful when ambient temperatures are already warm. However care is 
required to ensure that the interface height is above the occupants within the space 
to avoid thermal discomfort. 
At the time of writing the literature review for this research, work by others could not 
be found which simulated strategies 2, 3 and 4. 
The opening locations in strategy 2 are similar to those in strategy 1, except that the 
lower openings are placed such that incoming ambient fluid collides with the brine 
plume. Such interactions cause the temperature at low level to rise above ambient 
levels, which will be an attractive solution when ambient temperatures are cool.  
The theory discussed in Chapter 2 states that as the height difference between lower 
and upper openings increases, the flow rate through the space increases, which 
results in reduced internal temperatures and a higher interface. As a result, this 
suggests that strategy 3 and 4 should produce a thermal environment which is more 
attractive when ambient temperatures are warmer. However, incoming ambient fluid 
had sufficient velocity that it penetrated the interface, dispelling warmer-than-ambient 
fluid towards the floor, resulting in a mixed environment similar to ventilation strategy 
2. However, low level temperatures were observed to be greater than that of 
ventilation strategy 2 which would mean that ventilation strategies 3 and 4 were 
suitable when ambient temperatures were cold. Interestingly, almost identical 
temperatures at low level were observed between a ventilation strategy 2 simulations 
using 2No. openings at low and high level and a ventilation strategy 4 simulation 
using 4No. openings. This suggests that the location of the openings can have a 
more significant impact on internal temperatures than opening area.  
Care is required when applying the results from the filling simulations discussed 
above to real world natural ventilation. This is because water bath modelling with 
brine does not simulate gravity currents at the start of the model. Gravity currents 
describe cool air flowing into a warmer space through an opening. As the air flows 
into the space, the air becomes less buoyant due to it being cooler in temperature  
and as a result, flows into the space whilst decreasing in height towards the floor. 
This did not occur within the simulations as water external from the model was at the 
same density as water within the model at near the floor. However, for a number of 
simulations conducted, part way through the simulation, densities at low level began 
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to increase resulting in a density difference between incoming fresh water and the 
low density brine near the floor of the model. In such cases, the incoming water was 
not observed to flow to the floor of the model and this is likely due to the following 
reasons. Firstly, when the openings were on the floor and ceiling, the velocity 
associated with the incoming fresh water was sufficient to overcome any reduction in 
buoyancy. Secondly, the velocity associated with the incoming fresh water resulted 
in rapid mixing, resulting in the density of the incoming fluid tending towards the 
buoyancy at low level.  
 
8.2.1.2. Discussion of emptying simulations within simple model 
 
For initial draining simulations, interface heights were measured with time and 
results compared with theoretic predictions for traditional displacement flow regimes. 
Close agreement was achieved until the interface height approached the upper 
openings, when a significant reduction in draining rate occurred. It was found that 
this was caused by a mixed layer below the interface, which comprised of a lower 
temperature than the layer of fluid above the interface. Night purging ventilation 
strategies rely upon openings to dispel built up heat within a room during periods 
where the room is unoccupied (for example at night). If a mixed layer exists within 
the space, then draining times will significantly increase (greater than double the 
time required to drain), greatly diminishing the effectiveness of the purging strategy. 
Ventilation strategy 1 simulations were observed to have relatively small mixed 
layers, while ventilation strategies 2, 3 and 4 had significantly larger mixed layers. 
The effect of the mixed layer is sufficient to ensure that a ventilation strategy 1 
simulation with 2No. openings at low and high level achieved a faster draining time 
than ventilation strategies 3 and 4 with 4No. openings at low and high level.   
 
8.2.2. Benchmark 2 (Open plan office) 
 
Three different flow regimes were confirmed to exist for a model with a single low 
level opening and 2No. stacks of different lengths (Figure 8.2). Varying the lower 
opening area dictates which of the three flow regimes develops when brine begins to 
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flow into the model and depending on the size of the lower opening, it is possible to 
force the flow regime to change to one or both other flow regimes. This was 
achieved by simulating fans which could eject warmer-than-ambient fluid from within 
the model to flow out of the stack, or force ambient fluid to flow into the stack. The 
simulated fans were required to inject or expel a specific volume of fluid which 
equated to between 10 and 20% of the stack volume to change the flow regime. The 
simulated fans can then be turned off, allowing natural ventilation to drive the flow 
through the space without the flow regime reverting back to the previous flow regime.  
 
 
 
 
 
 
 
 
 Regime i)               Regime ii)       Regime iii) 
Figure 8.2. Three possible flow regimes for model used in Chapter 6. 
 
When steady state was reached for each of the three flow regimes, varying internal 
temperatures and flow patterns existed. Regime ii) followed traditional displacement 
ventilation whilst i) and iii) had mixed environments, with Regime iii) achieving the 
highest temperatures at both low and high level.  
A naturally ventilated building using this stack strategy with automated fans is an 
effective method of changing the flow regime of a space to decrease or increase 
temperatures at low level, adapting to different heat loads and ambient temperatures.   
8.2.3. Benchmark 3 (Hospital ward) 
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A novel ventilation strategy was simulated which used a ceiling mounted duct, 
intended to direct incoming fresh fluid onto a patient in a hospital bed and a stack to 
enable stale air to flow out of the space (Figure 8.3). Four separate simulations were 
conducted with the heat source in each simulation located in a different location near 
the bed.  
 
 
 
 
 
 
 
 
 
 
Figure 8.3.Benchmark 3 model. 
 
For each of the four simulations, interface height and internal thermal conditions 
varied. Two of the simulations on either side of the bed developed traditional 
displacement ventilation until the interface layer fell below the opening into the duct. 
At this point, incoming ambient air mixed with warmer-than-ambient air, causing an 
increase in temperature at low level. For the simulation where the heat source was 
on the bed, the height increase resulted in a higher interface such that there was no 
interaction with the duct opening.  
This would have prevented the incoming ambient fluid from mixing with the warmer 
than ambient layer. However, because there was a build-up of warmer-than-ambient 
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fluid behind the duct. This built up layer of warmer-than-ambient fluid began flowing 
over the duct opening and mixing was able to occur. For the case where the brine 
source was located on the side of the bed furthest from the duct, incoming ambient 
fluid collided with the plume from the simulated heat source, resulting in significant 
mixing at low level which resulted in the greatest temperatures at both low and high 
level. 
 
8.2.4. Natural ventilation design implications 
The small driving forces associated with NV buildings will often result in large 
opening areas to ensure sufficient flow rates to prevent overheating. The 
practicalities of such large opening areas are not always possible for buildings, 
resulting in air conditioning being used instead of an NV strategy. This results in an 
increase in energy usage and importantly, an increase in carbon equivalent 
emissions.  
When sufficiently large opening areas are achieved within an NV strategy, internal 
temperatures can still become warmer than theoretical assumptions under certain 
circumstances. These can include interactions between incoming ambient fluid and a 
heat source plume or wind overpowering the NV driving forces, both examples result 
in different internal temperatures which may cause occupants to experience 
discomfort. Uncomfortable thermal conditions within a NV building may result in 
occupants and building owners having a negative perspective of natural ventilation, 
which may further increase the usage of air conditioning within buildings. 
Importantly, this research has shown that different NV strategies within a water bath 
model can result in very different internal thermal environments. Certain strategies 
can achieve comfortable internal temperatures with considerably smaller opening 
areas, suggesting that building designers need to carefully select the most suited NV 
strategy.  
Once an NV building is constructed, it is often expensive and difficult to change the 
NV strategy or increase the opening area. Ensuring that there is flexibility is 
important to ensure a more thermally comfortable space. Traditionally, this has 
involved windows which can be opened by varying degrees ensuring that occupants 
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can vary the amount of ventilation to the space. This will result in increases or 
decreases in internal temperatures, however may cause cold droughts during winter. 
Positioning openings such that incoming ambient fluid is pre-heated by warmer than 
ambient air within the room reduces the risk of cold droughts whilst also reducing 
heating requirements. Interestingly, this research suggests that it may be possible to 
mechanically force different flow regimes to ensure thermally comfortable internal 
conditions with both varying external temperatures and number of people/internal 
heat gains. This could ensure that NV buildings can be adaptive to the often flexible 
occupancy   
 
8.3. Other models 
 
In addition to the three models described in chapters 4, 5, 6 and 7, the research 
looked at two other models in order to further understand mechanically forcing 
specific flow regimes and complicated interactions between geometry and heat 
sources within a NV building. 
 
8.3.1. Benchmark 2 with a distributed heat source. 
 
Chenvidyakarn and Woods (2004) reported on a model with a distributed heat 
source and showed that it was possible for multiple flow regimes to occur. Their 
simulations were conducted within a water bath using heated wires to simulate a 
heat source. A model was fabricated with a sintered bronze plate (see 2.7.2.6), 
initially to determine if multiple flows could also occur within water bath modelling 
using brine to simulate a heat source.   
The sintered bronze plate used to simulate the distributed heat source closely 
followed theoretic predictions, at steady state, the space was filled with warmer than 
ambient fluid. By varying the lower opening area and simulating wind, three different 
flow regimes were observed. Further simulations were conducted to analyse the 
effect on the internal thermal environment when the lower opening position is varied 
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and the consequences to the emptying of the space. However, limitations with the 
sintered bronze plate prevented sufficient simulations for further analysis. This was 
due to algae forming within the bronze plate which over time reduced the volume 
flow rate of brine which could flow through the plate. After several simulations, 
sufficient quantity of algae was present that even with the use of a pump, brine could 
not be pumped through the plate. The high price of a bronze sintered plate (approx. 
£150 per sheet) meant that it was not feasible to run further simulations with new 
sintered bronze plates. 
 
 
8.3.2 Benchmark 4 (Theatre) 
 
Originally, it was intended for this research to discuss four benchmarks, with the 
fourth consisting of a highly complicated theatre model (Figure 8.4). Involving over 
100 nozzles on raked seating, the model was complex,taking over 6 months to 
construct. Initial simulations showed highly promising results, with varying flow 
regimes caused by the location of heat sources around the space resulting in poor 
ventilation in certain areas of the model. For example, when occupants were located 
on the lower seating tier, brine flowed onto the upper seating tier, resulting in the 
exposure of stale warm air which would reduce thermal comfort and health. Brine 
from the stage heat sources were also shown to flow onto the upper seating area. 
 
 
 
 
 
 
 Stage  Lower seating tier  Upper seating tier 
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Figure 8.4.Theatre model which was intended to form Benchmark 4. 
 
Unfortunately, algae formed within the nozzles which resulted in reduced flow rate 
into the model with some nozzles becoming completely blocked. The model had to 
be taken apart to enable access to the nozzles which then had to be cleaned. This 
process was time consuming and whilst care was taken, the model could not be put 
back together to the same level of workmanship that it had been originally 
constructed with due to the intricacy of the model but it was deemed sufficient for 
modelling to continue. However, air had become trapped within many of the nozzles 
preventing brine from flowing through the nozzles and into the model. The air 
pockets could not be removed without again taking the model apart, which resulted 
in permanent damage to the model. No further modelling could take place within this 
research with this model due to time constraints. 
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Benchmark 4 pushed the boundaries of Water Bath Modelling with the use of brine, 
although it is recommended that if future research is conducted on Benchmark 4, 
that brine is not used and instead, electric filaments are used to produce density 
differences within the model. The use of electric filaments instead of brine will have 
the advantage that there will be no nozzles, preventing the issues of air pockets and 
algae. 
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Chapter 9. Conclusions and suggestions for further work 
 
9.1. Conclusions from this work 
 
Low energy solutions to our everyday needs have become increasingly important 
with increased understanding of global warming. UK and European legislation is 
updated every few years to encourage building designers to ensure that the 
buildings they design use increasingly less energy. Natural ventilation offers a low 
energy alternative to mechanical ventilation and air conditioning for the control of 
internal temperatures and pollutants.  
This work was concerned with the application of natural ventilation as a strategy to 
achieve a thermally comfortable internal environment. The aims of this research can 
be split into two: firstly to design and build a water bath facility and show agreement 
with existing theory and secondly, to use the facility to compare the effect of opening 
strategies on the thermal environment and simulate time dependent flows.  
A water bath modelling facility was constructed and simple simulations were run 
which demonstrated that there was close agreement between experimental, 
theoretical and observations from other researchers for interface heights, flow 
regimes and internal temperatures. Such close agreement provided confidence that 
the WBM facility modelled natural ventilation accurately and allowed for more 
complicated simulations to be conducted. 
This research provides some guidance for building designers by demonstrating the 
effect that different opening strategies has on internal temperatures, flow regimes 
and energy use within a space. This will help ensure that the correct opening 
strategy for a naturally ventilated space will be selected, reducing the risk of thermal 
discomfort whilst also increasing the use of natural ventilation and minimising 
mechanical ventilation and air conditioning.  
Firstly, building designers must select whether a displacement or mixed natural 
ventilation strategy provides a more favourable thermal environment. The former 
ensures that ambient air is at low level and hot air is at high level whilst the latter has 
a thermal environment which is warmer than ambient throughout. A displaced 
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thermal environment is well suited to ventilating a space when ambient temperatures 
are high (i.e. during summer), whilst a mixed environment is most effective in winter 
by reducing the requirement for heating. Both thermal environments are achieved 
primarily with different opening strategies. It is apparent that a trade off is required 
when a naturally ventilated space is designed: building designers will have to 
determine whether cooler temperatures at low level in summer or smaller heating 
requirements in winter is a priority. A space with substantial heat gains will likely 
require less heating during winter, but thermal comfort of occupants will significantly 
improve during summer with a displacement ventilation strategy. The opposite is true 
for a space with small heat gains, where differences between ambient and internal 
temperatures are much smaller during summer, but substantial savings in heating 
can be made in winter. 
Secondly, the position of openings and the potential use of stacks must be carefully 
considered to ensure that the desired thermal environment is achieved (Chapter 4). 
If openings are placed on the floor of a room or if stacks are used, it is likely that a 
mixed thermal environment will occur. Whereas a displacement thermal environment 
will likely occur when the openings are placed on the walls of the room. Stacks are 
often used by building designers to increase air flow into a space compared to a 
cross ventilated strategy with the intention of reducing internal temperatures. 
However stacks have been shown to cause a mixed thermal environment, resulting 
in greater temperatures at low levels than cross ventilated spaces.  
Thirdly the position of any heat sources within a space should be carefully 
considered. Incoming ambient air from an opening may collide within a hot air plume, 
resulting in a thermally mixed environment. This poses considerable difficulty with 
building designers as the location of heat sources is unlikely to be fixed throughout 
the lifetime of a building. 
Fourthly, building designers will have to ascertain whether a night time draining 
strategy is required to cool any thermal mass within a room. The draining of a 
naturally ventilated space with a mixed thermal environment takes more than double 
the amount of time to reach ambient temperatures compared with the draining of a 
displaced thermal environment. This could prevent any thermal mass being fully 
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recharged, resulting in a space becoming warmer and warmer throughout the 
summer.  
Finally, interactions between resulting heat plumes and the geometry of a space 
must be considered if high level openings are used to allow fresh air to flow into a 
space (Chapter 6). It has been shown that in specific cases, warmer than ambient air 
can build up in localised regions around the fresh air inlet, resulting in a mixed 
thermal environment instead of displacement occurring.  
An experimental ventilation technique was demonstrated which was able to produce 
both a displaced and mixed thermal environment within a room by taking advantage 
of time dependent flows (Chapter 7). This was achieved by using intermittent 
temporary fans within the stacks of a room which would be controlled by temperature 
sensors. The energy requirements of the intermittent fans and temperature sensors 
would be very small in comparison to the energy costs of a mechanical or air 
conditioned system. Such a design enables larger spaces with high heat gains to 
become naturally ventilated with displacement ventilation during summer, whilst in 
winter, a mixed mode ventilation strategy saves considerable energy in heating. 
 
9.2. Future work 
 
Initial simulations of raked-seat auditoriums with stacks provided insight into time 
dependent flows which were dictated by the location of the heat sources. However, 
the complex nature of the model prevented a complete analysis. Instead of 
simulating a heat source with brine, heated wires could be used. The results from 
this will likely provide a stronger understanding of time dependant flows and also 
show how flow regimes form within a complicated NV space. 
Further analysis of the resulting thermal environment and flow regimes with different 
opening locations whilst controlling time dependent flows is required. This will further 
our understanding of the most effective strategies for ensuring thermally comfortable 
conditions in large spaces with large heat gains whilst reducing heating requirements. 
The control mechanism for controlling time dependent flows is also required to 
produce a working prototype. This would likely consist of internal and temperature 
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sensors along with automatic controlled louvres at low and high level, with the ability 
to determine which flow regime would most likely achieve the greatest thermal 
comfort for occupants within the space. 
Within Chapter 3, poorly ventilated zones were briefly discussed. Simulating different 
ventilation strategies and determining any dead spaces will highlight any poorly 
ventilated areas within a space. This will lead to further research on how to reduce, 
and if possible eliminate such zones.  
Further comparisons between CFD and water bath modelling would work towards 
providing further confidence in the results of both simulating techniques, of particular 
interest is whether gravity currents occur in the CFD model at times when within the 
water bath, it does not even though there is a density difference between the fluid at 
low level in the model and incoming fluid with a high associated velocity. 
This work has shown that different entrainment values can be used to ensure close 
theoretical agreement with interface heights and internal densities. Further 
investigation is required to ascertain if more understanding is required in this area of 
research. 
 
9.3 Limitations of the work 
 
Water Bath Modelling (WBM) is a physical modelling technique. As a result, 
breakages should be expected and did invariably occur during this research. These 
included nozzles becoming filled with algae, sensors failing and even models 
breaking. Whilst the replacement or cleaning of the nozzles was a quick process, 
replacement of sensors and repairing of models was time consuming and in some 
cases expensive.  
The natural ventilation equations within Chapter 2 do not account for heat loss 
through the fabric or the additional heating within a space due to radiation which is 
emitted by most heat sources. If brine is used to model a heat source within WBM, 
there is no simple way to model heat loss through the fabric or radiation and as a 
result, neither of these were modelled within this research. It should be noted that 
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other researchers who use Brine within WBM do not take these factors into account. 
As buildings become increasingly insulated, the effect that heat losses have on the 
thermal conditions within a space is reduced and therefore reduces the importance 
of this limitation on WBM. As discussed in Chapter 2, not simulating the radiant heat 
within a space is likely to result in a marginally increased interface height. This will 
not have an impact on results unless interactions between the interface and the 
geometry of the space leads to different thermal environments (see Chapter 7).  
Assuming a displacement ventilation strategy, fresh water occupies the area within 
the model below the interface and is of the same density as the fresh water flowing 
into the model from the lower opening(s). At full scale, air flowing into the model is 
usually more dense (cooler) than air within the room at low level. This can result in 
what is referred to as density currents, where the incoming, denser fluid flows 
towards the floor due to its decreased buoyancy. Further investigation is required to 
ascertain whether this has any significant effect on results within water bath 
modelling. 
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Appendix A. Experimental uncertainty 
 
With all experimental research, there is an associated uncertainty with the results. It 
is important to document this uncertainty to provide confidence that the measured 
data within this research reflects what actually occurred within the experiments of 
this research. 
There are several main areas of uncertainty and they are as follows: 
 
‐ The effect of parallax errors on interface height measurements 
‐ The accuracy of density measurements for both brine within the model and 
within the reservoir. 
Parallax errors are discussed in section 3.4.7 (page 87) of this research. They 
introduce an uncertainty of interface height measurements by +/- 10% of H and this 
uncertainty is plotted on graphs within section 4.3.2.2 (page 110). Whilst significant, 
the graphs showed that even with maximum uncertainty, the interface heights were 
still within maximum and minimum coefficient of discharge theoretical plots. When 
plotted against theoretical coefficient of discharge 0.61, the experiment measured 
interface height closely follows the theoretical curve. As a result, whilst the maximum 
possible parallax error is large and significant, it is likely that the actual parallax error 
within the measured interface height results is much smaller. 
The accuracy of the density measurements during simulations are important to 
ensure that the results and consequent analysis follows what actually occurred within 
the simulation. Density probes were located at low and high level within the models 
to measure the density of brine during simulations and they had a corresponding 
accuracy to 1 x 10-7g/cm3. The difference between the brine flowing into the model of 
many simulations within this research and fresh water was 0.1011g/cm3 whilst the 
difference between steady state densities and fresh water was in the region of 3x10-3 
g/cm3. The probes were recalibrated before every set of simulations and the level of 
accuracy from the probes is deemed more than sufficient for the level of change in 
density throughout the simulation.     
 
 
