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Quantum signatures of ray-optically invisible non-metricities
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Ray optics effectively fail to detect an eleven-parameter family of deviations from a metric
spacetime geometry. These ray-optically invisible deviations, however, affect quantum field
theoretic scattering amplitudes and bound states. To show this, we first prove renormaliz-
ability and gauge invariance of the pertinent quantum electrodynamics to any loop order.
We then calculate scattering amplitudes and radiative corrections and determine the bound
states of the hydrogen atom in the presence of ray-optically undetectable deviations. In
particular, we find effects on the anomalous magnetic moment of the electron as well as
the ionisation energy and hyperfine transition of hydrogen, which is of direct relevance to
astrophysical measurements.
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3I. INTRODUCTION
Maxwell theory—linear electrodynamics on a metric spacetime manifold—implies that a clas-
sical light ray cannot split into two, or more, rays outside a material optical medium. But does
the converse hold? Can the observational absence of such a splitting of light rays be used in order
to exclude that the underlying spacetime structure deviates from the usual metric geometry, while
still keeping with the linear superposition principle of classical electrodynamics? This is not an
entirely academic question. For letting an assumption, which is merely sufficient for the absence
of a phenomenon, pass as a necessary one, rids one of the due generality that is usually needed in
order to understand other phenomena. In our case, these other phenomena are quantum effects
caused by non-metricities that do not affect the paths of light rays.
In this article, we first identify all such ray-optically invisible non-metricities that can underlie
any linear theory of classical electrodynamics that follows from an action [1–4] on a flat back-
ground. This leads to the insight that there is an eleven-parameter family of non-metricities that
are not seen to first order perturbation theory around a flat metric background. Strictly adhering
to the principles of linear perturbation theory, only linear terms in the non-metricities are kept,
while higher order terms are discarded entirely. We emphasize this fact since the ray-optical invis-
ibility of the non-metricities hinges crucially on the employment of first order perturbation theory:
deviations from the paths of light rays in metric spacetime are merely quadratically suppressed.
This definition of invisibility, however, is in full accordance with the presence of inevitable bounds
on the resolution of any experimental apparatus. For conclusions drawn from an assumption of
exactly unaltered light paths, see [5] for the restriction of the background geometry and [6, 7] for
quantum effects. Due to our admission of a finite resolution of any experiment aimed at detecting
deviations from light paths on a metric background, our results complement those drawn from the
more idealized previous treatments.
Our quantization of linear electrodynamics with ray-optically invisible non-metricities, together
with an explicit proof of renormalizability and gauge-invariance to any loop order, then provides
the foundation for the investigation of quantum effects of experimental relevance. We calculate
the pertinent corrections from these non-metricities to Bhabha scattering and to the anomalous
magnetic moment of the electron to the same order as currently known in standard QED. Fur-
thermore, we reveal a qualitatively new coupling of the electron spin and the magnetic field that
necessarily obtains in the presence of ray-optically invisible deviations from a Lorentzian geometry.
Our ensuing discussion of the bound states of hydrogen yields effects on the ionization energy, a
scaling of the astrophysically relevant 21.1 cm line of the hyperfine transition of hydrogen and the
qualitatively new lifting of the degeneracy of the participating triplet state. Our results extend and
complement existing studies of sectors of the standard model extension [8–10], to whose findings
we will therefore refer throughout this article.
Throughout this article, spacetime indices ranging over 0, 1, 2, 3 are denoted a, b, c, . . . , while
purely spatial indices with respect to a particular observer frame, ranging over 1, 2, 3, are denoted
by α, β, γ, . . . . The Levi-Civita tensor densities are normalized as ǫ0123 = 1 and ǫ
0123 = −1 and
the Minkowski metric η in normal coordinates as η00 = 1 and ηαα = −1.
4II. DIRAC-MAXWELL THEORY WITH RAY-OPTICALLY INVISIBLE DEVIATIONS
The most general electrodynamics that still obey a linear superposition principle have been
thoroughly studied [1–4]. The salient feature of these theories, as far as their ray-optical limit is
concerned, is that they feature birefringence of arbitrary strength even in vacuo: an unpolarized
light ray will generically split into two rays of particular polarizations and speeds. Which polariza-
tions, and which speeds, is determined by the pertinent refined background geometry. The known
results relevant for this paper are pithily reviewed in section IIA. In order to provide sources for
these general linear electrodynamics, we construct first derivative order field equations on such
backgrounds in section II B. Their formulation is achieved by refined Dirac matrices, which are
defined by a quaternary algebra, rather than the usual binary one, and some subsidiary trace
conditions. We will then restrict attention, from section IIC onward, to those eleven-parameter
perturbations away from a Minkowskian metric that effectively do not affect the paths of classical
light rays. It is then the purpose of the remainder of this paper to show how these ray-optically
invisible deviations affect scattering amplitudes of the ensuing renormalizable quantum field theory
and the spectrum of atomic hydrogen.
A. Maximal linear extension of Maxwell theory
The most general electrodynamics coupled to a vector current j, which follow from an action
and still satisfy a superposition principle, are given by
Sstrong[A] =
∫
d4x ω
[
−1
8
GabcdFabFcd − jaAa
]
, (1)
where A is the one-form abelian gauge potential and F = dA the associated field strength. The
fourth rank contravariant tensor G featuring in this action is restricted, without loss of generality,
to possess the same algebraic symmetries as a curvature tensor,
Gabcd = G[ab][cd] = Gcdab and Gabcd +Gacdb +Gadbc = 0 , (2)
and can physically be thought of as the constitutive tensor that relates the electromagnetic induc-
tions to the field strengths [2, 4], while the weight-one scalar density ω is a further background
degree of freedom, independent of the constitutive tensor and needed to make the integral measure
well-defined.
Note that we chose to build the required tensor density in the above action as the product of an
individual scalar density ω and an individual tensor Gabcd, which is subtly more information than
would be carried by direct use of a tensor density of the same rank. This choice, however, affords
us just sufficient structure to gravitationally close [11] the above action, which is a procedure to
constructively derive, not postulate, the most general dynamics for the geometry (ω,Gabcd) such
that the derived gravitational dynamics shares its initial value surfaces with those of the given
matter dynamics. See [12], which achieves this explicitly for the weak field gravitational dynamics
that will provide the non-metric geometric backgrounds to which we will soon need to restrict
5for phenomenological reasons. Concrete predictions—for when and where which quantum effects
occur—then follow from combining the solutions of that canonical weak field gravity theory and
the findings of this paper.
Returning to the pure matter theory, we find that variation of the general linear electrodynamics
action with respect to the gauge potential A yields the equations of motion
− 1
ω
∂b(ωG
abcd∂cAd) = j
a , (3)
whose geometric-optical limit restricts the wave covector of light rays to satisfy a quartic dispersion
relation
P abcdkakbkckd = 0 ,
rather than the familiar quadratic one that is enforced in a Lorentzian metric background geometry.
The polynomial defined by the left hand side arises as the principal polynomial of the partial
differential matter field equation (3). Indeed, removing the abelian gauge ambiguity (in one way
or another, see [13, 14]), one obtains the explicit expression for the totally symmetric tensor field
P abcd = − 1
24
ω2ǫmnpqǫrstuG
mnr(aGb|ps|cGd)qtu (4)
that defines the quartic dispersion relation above. If the constitutive tensor G is chosen such that
the electromagnetic field equations have a well-posed initial value problem, it follows that the
principal polynomial is hyperbolic [15].
The quartic structure then generically admits two different future-directed light rays in the
same spatial direction, which effect is known as birefringence. Either of them corresponds to a
particular wave covector k, which in turn is related by [16]
Gabcdkakcad = 0
to the polarization a that of the light ray. As was shown in [17], by employing an interplay of
results from the convex analysis of hyperbolic polynomials and real algebraic geometry, the quartic
dispersion relation already dictates that the action for the worldline x(λ) of a light ray is
Slight ray[x, µ] :=
∫
dλµP#abcd x˙
a x˙b x˙c x˙d , (5)
where the so-called dual polynomial is given by
P#abcd = −
1
24
ω−2ǫmnpqǫrstuGmnr(aGb|ps|cGd)qtu .
Canonical quantizability of the above electromagnetic field equations requires that not only
the principal polynomial is hyperbolic, but also this dual polynomial, as is shown in the same
article. This ultimately leads to a significant restriction of the possible constitutive tensors Gabcd
to only 7 out of 23 possible algebraic classes [18]. This is precisely the same mechanism as the
one that restricts any metric that can underly standard Maxwell theory to the one algebraic class
that is characterized by Lorentzian signature (although in the metric case, hyperbolicity of the
6principal polynomial P ab = gab already implies hyperbolicity of the dual dual polynomial given by
P#ab = gab).
This article is concerned with the quantum effects produced by the presence of non-metricities.
This requires to also transfer the standard Dirac equation to the same refined background as
underlies the general linear electrodynamics we discussed in this subsection. Remarkably, the
principal polynomial defined by (4) already fully determines the relevant refined Dirac algebra in
the next section.
B. Dirac fields on the same background geometry
In order to provide a charged vector current ja to source the general linear electrodynamics (1),
we follow Dirac and consider a field ψ that takes values in some finite-dimensional hermitian inner
product space V and satisfies a first derivative order field equation of the form[
iγa∂a −m
]
ψ(x) = 0 , (6)
where the γa are four suitable endomorphisms on V . Suitability is here already decided by the
requirement that these field equations can employ the same initial value surfaces as the general
linear electrodynamics, for the simple reason that they must evolve together. This is ensured [19]
if the endomorphisms γa satisfy the quaternary algebra
γ(aγbγcγd) = P abcd idV (7)
together with the three trace conditions
tr
[
γa
]
= 0 , tr
[
γ(aγb)
]
= 0 , tr
[
γ(aγbγc)
]
= 0 . (8)
Any quadruplet of such matrices γa thus presents a refinement of the Dirac algebra to a general
linear background, and we will thus refer to them as refined Dirac matrices. If one can find,
additionally, a hermitian endomorphism Γ = Γ† satisfying
(Γ†)−1(γa)†Γ† = γa ,
one may also provide an action from which one obtains the refined Dirac equation (6) by variation
with respect to ψ, or equivalently, ψ¯ := ψ†Γ, namely
S[ψ, ψ¯] =
∫
d 4x ψ¯(iγa∂a −m)ψ . (9)
An explicit representation of this refined Dirac algebra has been provided in [19], but is fortu-
nately not needed for the purposes of this paper. This is because, starting with the next section,
we will consider only such general linear backgrounds that arise from a small eleven-parameter
perturbation around a flat spacetime metric. For these, the refined Dirac algebra (7) effectively
reduces to the standard Dirac algebra and only the electromagnetic gauge potential feels the de-
viation from a metric geometry, but not the Dirac field. Based on the results stated here, this
fortunate reduction of the complexity of the refined Dirac field dynamics can be easily seen at the
end of the following subsection.
7C. Ray-optically invisible deviations from a metric background
Splitting of light rays in vacuo is experimentally excluded to high precision [20–22]. This section
is concerned with the circumstances under which this is merely due to quadratic suppression of the
effect.
We start by purposely over-interpreting the above observational finding, by taking it to mean
that there is exactly zero birefringence. As ultimately follows from [5], exactly vanishing birefrin-
gence implies, in our technical implementation, that
Gabcdg := g
acgbd − gadgbc and ωg :=
√
− det gab (10)
in terms of a Lorentzian metric gab, which indeed corresponds to the dispersion relation
P abcd = g(abgcd) . (11)
This is because an additionally allowed dilaton can first be absorbed into the metric and an addi-
tionally allowed axion can be absorbed into the density and then removed by conformal invariance.
Now closing the gap—between the brutish assumption of exactly vanishing birefringence and
what is supported experimentally—we admit small, but otherwise generic linear, deviations from
a Lorentzian background geometry. We will find that there is an eleven-parameter family of linear
perturbations away from a metric for which a modification of the paths of classical light rays, as
determined by the action (5), is quadratically suppressed. More precisely, consider a perturbation
Eabcd of the constitutive tensor and a perturbation e of the scalar density,
Gabcd = gacgbd − gadgbc + Eabcd and ω =
√
−det gab + e , (12)
and assume that the respective entries are sufficiently small to justify dropping any terms beyond
linear order. Careful calculation yields the intermediate result
P abcd = g′(abg′cd) + second order terms in Eabcd and e
for g′ab := (1 + e)gab + 12E
ambngmn. This is, of course, not quite yet the announced result of a
dispersion relation that is unchanged to zeroth and first order, since the first order contributions in
Eabcd and e are merely hidden in the notation, and indeed reappear as cross terms upon expansion
of g′ab. But one can easily show that these first order terms are merely an artefact that can be
gauged away by a change of local frame. More precisely, employing the pointwise transformation
ea
′
a = (1− 12e)δa
′
a − 14Ea
′mkngmngak ,
one finds for the constitutive tensor and scalar density in the new frame that
Gabcd = gacgbd − gadgbc + Eabcd and ω =
√
− det gab + e (13)
for perturbations Eabcd and e that satisfy the gauge conditions
Eambm =
1
4
Emnmng
ab and e = −1
8
Emnmn . (14)
8This reveals two important facts. First, only eleven components of the perturbation of the consti-
tutive tensor effect a deviation from a metric geometry. Secondly, any effective perturbation of the
scalar density is entirely determined by the effective perturbation of the constitutive tensor. Most
importantly, however, one now finds that the associated dispersion relation,
P abcd = g(abgcd) + second order terms in E and e , (15)
does not contain any linear correction in the effective perturbations. Deviations from light paths in
the ray-optical limit are thus quadratically suppressed, as claimed. Without loss of generality, we
may thus restrict attention to perturbations (13) that satisfy the conditions (14) when considering
ray-optically invisible perturbations.
D. Interacting electrodynamics with ray-optically invisible flat perturbations
On the scale of the hydrogen atom (whose modified spectrum we calculate in section V), and
below (such as for the N -loop correction of the anomalous magnetic moment of the electron derived
in section IVD), the effects of spacetime curvature can safely be neglected. For the purpose of this
article, we may thus assume spacetime to be flat, such that the components of the constitutive
tensor are constant throughout the manifold and the above construction is valid globally. Moreover,
we may choose to work in coordinates where gab = ηab, and of course do so, for calculational
convenience and because results thus are those seen from a local observer frame [17].
Clearly, for ray-optically invisible deviations from metric geometry, the generically quartic Dirac
algebra identified in section IIB factorizes, and thus reduces to the familiar binary Dirac algebra.
Thus these deviations are effectively invisible not only to the light rays of geometric optics, but also
to Dirac fermions. In any case, coupling of Dirac fields with the electromagnetic field via minimal
coupling is straightforwardly achieved by use of a charged current ja := Qeposψ¯γ
aψ, where epos > 0.
We thus have, on a ray-optically invisibly refined flat background, the total action
S[ψ,A] =
∫
d 4x (1+e)
[
−1
8
(ηacηbd − ηadηbc +Eabcd)FabFcd + ψ¯(iγa∂a −QeposγaAa −m)ψ
]
(16)
for general linear electrodynamics minimally coupled to a Dirac field of charge Qepos, where the
perturbations e and Eabcd satisfy the conditions (14) and γ(aγb) = ηab. A similar contribution to
EabcdFabFcd appeared already in the action of the effective field theory known as SME, studied
both in flat spacetime [8] and in curved spacetime [9]. In this context E is usually denoted by 2kF ,
which is double tracefree but does not satisfy (14).
We conclude that in linear perturbation theory of a flat spacetime, there is an eleven-parameter
family of perturbations of the constitutive tensor that is entirely invisible to geometric optics and
Dirac fields, but felt by the electromagnetic gauge potential. It is the existence of this domain that
makes the results of this article relevant, since they are not at variance with the observed light
paths predicted by standard theory.
9III. QUANTIZATION AND RENORMALIZATION
We show that quantum electrodynamics with ray-optically invisible deviations from a Lorentzian
background is renormalizable and gauge invariant to arbitrary loop-order. To this end we prepare
dimensional regularization by extending the theory to arbitrary dimensions and then quantize a`
la Batalin-Vilkovisky. The Feynman rules, which we identify in the course of these more formal
developments, will be practically relevant for the calculations of scattering amplitudes and vertex
corrections in section IV.
A. Dimensional regularization
The action (16) readily generalizes to integer dimensions D ≥ 3, with the only difference that
A, F , E and η now come as their D-dimensional versions, and γa and ψ are the 2⌊D/2⌋-dimensional
representations of the Dirac gamma matrices and the Dirac spinor, respectively. Note that there
is no explicit appearance of the dimension in the Lagrangian.
In contrast, the four-dimensional perturbation conditions (14) do pick up an explicit dependence
on the dimension D. Indeed, while the D-dimensional perturbation still takes the form
Gabcd = ηacηbd − ηadηbc + Eabcd and ω =
√
− det ηab + e , (17)
the restrictions on the corresponding D-dimensional perturbations Eabcd and e now read
Eambm =
1
D
Emnmn η
ab and e = − 1
2D
Emnmn , (18)
as one shows exactly along the same lines as before for the physical case of four dimensions. The
principal polynomial, up to second order corrections, is then again simply the Minkowski metric,
now in D dimensions,
P ab = ηab ,
without explicit dependence on D.
The above distinction, between implicit and explicit dependence on the spacetime dimension,
plays a role for the extrapolation of the above expressions to D complex dimensions. For in the
practical implementation of dimensional regularization, one may treat the implicit dimensional
dependence of the various tensorial objects (in our case the electromagnetic field Aa, Minkowski
metric ηab, perturbations Eabcd and e, density ω, Dirac matrices γa and Dirac spinors ψ) entirely
formally. The only exception would be presented by tensors and tensor densities (such as ǫa1a2...aD)
whose rank varies with D, but this case does not occur in this article. In contrast, any explicit
dependence (such as the value of the trace ηabηab = D or the above relations (18) between the
various perturbation components) is simply extended from the calculated expressions for integer
dimensions to complex D. We will use the above quantities with this understanding whenever we
dimensionally regularize in this article.
10
B. Batalin-Vilkovisky quantization
We now quantize the theory in the Batalin-Vilkovisky formalism [23, 24]. The proof of renor-
malizability and gauge invariance to every loop order is comparatively straightforward there. The
procedure is to first parametrize the infinitesimal version of the U(1) gauge symmetry
ψ′(x) = e−iQeposΛ(x)ψ(x) , ψ¯′(x) = eiQeposΛ(x)ψ¯(x) , A′n(x) = An(x) + ∂nΛ(x)
of the classical action (16) through an anti-commuting field C(x), such that Λ(x) = θC(x) for a
Grassmann number θ. The infinitesimal gauge transformations thus become
sψ = −iQeposC(x)ψ(x) , sψ¯(x) = −iQeposψ¯(x)C(x) , sAn(x) = ∂nC(x) , (19)
where the generator s is defined as
θsφ(x) := φ′(x)− φ(x) for φ = ψ, ψ¯, An .
Another anti-commuting field C¯(x) and an auxiliary field B(x) are introduced to later fix the
gauge. It is convenient to collect all these fields in the sextuple Φ = (ψ, ψ¯, A,C, C¯,B). For every
field Φα, one then introduces a BRST source Kα, with the opposite statistics (commuting if the
field is anti-commuting, and vice versa). The fields and the BRST sources are conjugate variables
with respect to the anti-commuting bracket
(F,G) :=
∫
dDx ω
(
δrF
δΦα(x)
δℓG
δKα(x)
− δrF
δKα(x)
δℓG
δΦα(x)
)
acting on any two functionals F (Φ,K) and G(Φ,K) of the fields and sources. The subscripts r
and ℓ on the derivatives indicate whether the differentiated variable is sorted to the right or to
the left of its prefactor, which is relevant for Grassmann variables. Next one extends the classical
action (16) in D complex dimensions to an action SBV[Φ,K] that satisfies the master equation
(SBV, SBV) = 0 subject to the four boundary conditions
SBV[ψ, ψ¯, A, 0, . . . , 0] = S[ψ, ψ¯, A] and
δrSBV
δKα˜
(Φ, 0) = −sΦα˜
for α˜ restricted to 1, 2, 3. Thus one finds the extended action of QED in a spacetime with ray-
optically invisible non-metricities to be
SBV[Φ
α,Kα] =
∫
dDxω
[
−1
4
FabF
ab − 1
8
FabFcdE
abcd + ψ¯(i/∂ −m−Qepos /A)ψ
]
+
+
∫
dDxω
[
−λ
2
B2 +B∂nAn − C¯C
]
+
+
∫
dDxω
[
KnA∂nC + iQeposψ¯CKψ¯ + iQeposKψCψ −BKC¯
]
.
(20)
The first line is the classical action for birefringent electrodynamics with a minimally coupled
fermion, the second line is the gauge fixing sector and the last line ensures the boundary conditions
above. Since this whole construction only builds on the gauge symmetry of the theory, it is not
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surprising that the only non-metric term in the extended action above is the linear one inherited
from the classical action.
The extended action (20) becomes the bare extended action if all the fields, coupling constants
and external sources are replaced by their bare counterparts, which we denote either with a sub-
script or a superscript B. After integrating the auxiliary field B(x) out of the path integral, the
ghosts C(x) and C¯(x) decouple and after setting to zero also the BRST sources, the remaining
action reads
SB[ψB , AB ]=
∫
dDx(1+eB)
[
−1
4
FBabF
ab
B −
1
8
FBabF
B
cdE
abcd
B + ψ¯B(i/∂−mB−QeBpos /AB)ψB+
1
2λB
(∂aA
a
B)
2
]
,
(21)
with the usual Lorenz gauge-fixing term. Thus one directly reads off the Feynman rules. First we
find the photon propagator
a b
q
= − i
q2 + iǫ
[
ηab + (λ− 1) qaqb
q2 + iǫ
− Earbs q
rqs
q2 + iǫ
]
. (22)
The photon polarizations can be found explicitly only when the specific form of the perturbation
Eabcd is known, see [25], where the perturbation E is denoted by 2kF and does not satisfy the
restrictions (18). However, the diagrams we consider in section IV only contain fermions as ingoing
and outgoing particles, thus we do not have to worry about photon polarizations. Secondly, we
find the fermion propagator
α β
p
=
i(/p +m)αβ
p2 −m2 + iǫ , (23)
and finally the vertex
α β
n
= −iQepos µε/2(γn)αβ . (24)
The factor µε/2 in the vertex, employing an arbitrary mass scale µ, has been introduced in order
for the charge to have correct physical dimension in complex D = 4− ε spacetime dimensions. We
immediately notice that both, the fermion propagator and the vertex, are unchanged compared to
standard QED on flat Minkowski spacetime. This is due to the fact that the Dirac algebra remains
unchanged, which also implies that the free Dirac spinors are the usual u(p, s) and v(p, s).
C. Gauge invariance and renormalizability at every loop
It is now straightforward to establish that the maximal linear extension of quantum electrody-
namics, from the usual Lorentzian metric background to the eleven-parameter family of deviations
that are invisible to ray optics, is renormalizable and thus physically meaningful.
For redefining the fields, the couplings and the external sources in the bare action as
(Φα)B = (ZΦα)
1/2Φα , (Kα)B = ZKαKα , E
abcd
B = ZEE
abcd ,
mB = Zmm, Qe
B
pos = Zeposµ
ε/2Qepos , λB = Zλλ ,
(25)
12
where no sum over α is understood, one obtains the renormalized action, whose classical sector is
S =
∫
dDxω
[
−1
4
ZAFabF
ab − 1
8
ZAZEFabFcdE
abcd + Zψψ¯(i/∂ − Zmm− ZeposZ1/2A µε/2Qepos /A)ψ
]
.
(26)
At the end of this section, we show that every divergence can be eliminated by a suitable choice of
the renormalization constants Z, of which we now determine the independent ones. Since the ghosts
decouple and one cannot build any one-particle-irreducible diagrams with exterior legs provided
by the auxiliary field B or the source Kα, the gauge fixing sector and the sources sector do not
renormalize. This fact and the Ward identity (30), detailed later on in this subsection, imply the
relations
ZA = Z
−2
epos , Zλ = Z
−2
epos , ZKα = Z
−1
epos(ZΦα)
−1/2
between the renormalization constants. Apart from the field and coupling redefinitions (25), we
also allow the scalar density perturbation e to be renormalized by
eB = Ze e .
Requiring, however, that (18), the second restriction on the perturbation, holds after renormaliza-
tion, immediately yields Ze = ZE . Thus the scalar density perturbation renormalizes exactly as
the tensor perturbation. In summary, the only renormalization constants left to be determined are
Zψ, Zm, Zepos and ZE.
Before we can prove the renormalizability of the theory at every loop, we need to discuss the
possible contributions of the perturbation E to the vacuum polarization
a b
q
:= iΠab(q) , (27)
which collects the one-particle-irreducible radiative corrections to the photon propagator, to the
fermion self-energy
α β
p
:= −i[Σ(p)]α
β
, (28)
which collects the one-particle-irreducible radiative corrections to the fermion propagator, and to
the proper vertex
p′ α pβ
n
q
:= −iQepos
[
Γn(p′, p)
]α
β
, (29)
which collects the one-particle-irreducible radiative corrections to the vertex. To this end, we first
notice that every term already appearing in standard QED may now appear multiplied by Eij ij.
This, in turn, implies that the renormalization constants Zψ, Zm and Zepos may now also contain
a part linear in Eij ij . The analysis of the other possible contributions is greatly simplified if we
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replace Earbs in the photon propagator (22) with (Earbs + Ebras)/2. This substitution does not
change the value of the propagator, by virtue of the symmetries (2). We begin by writing all
possible Lorentz-covariant terms, using as building blocks the momenta of the external legs, the
gamma matrices and the components Eabcd in the particular combination described above. We
then simplify each of them by use of the symmetries (2) and the first restriction (18) on the
perturbation.
In the vacuum polarization (27), there is a new divergent term proportional to Earbsqrqs, which
can be eliminated through a renormalization of Eabcd and yields the value of ZE . In contrast to the
other renormalization constants, ZE cannot depend on E
ij
ij because such a contribution would
be of second order in E. The fermion self-energy (28) does not contain any other new term. The
proper vertex (29) is related with the fermion self-energy through the Ward identity
Γn(p, p) = γn − ∂Σ(p)
∂pn
, (30)
which holds also in our theory, since the gauge-fixing and BRST source sectors of the extended
action (20) are the same as in metric QED. Thus, also the proper vertex does not contain any
other new contribution.
At this point, we are ready to prove the renormalizability of the theory at every loop. For it can
be shown that since the bare extended action SB satisfies the master equation (SB , SB) = 0, also the
bare generating functional of the one-particle-irreducible diagrams ΓB does, so that (ΓB ,ΓB) = 0.
The proof then proceeds using induction on the number of loops in order to show that the diver-
gences can be removed preserving the master equation, as in the standard case [26, 27]. The only
difference arises when considering all the possible divergent gauge-invariant local terms of dimen-
sion less than or equal to 4. Other than the standard terms FabF
ab, ψ¯ψ and ψ¯ /Dψ, which can be
eliminated by a suitable choice of Zψ, Ze and Zm, we also need to include E
abcdFabFcd, which can
be eliminated by a suitable choice of ZE . Thus, general linear electrodynamics can be renormalized
at every loop in a gauge-invariant way. Note that the restrictions (18) on the perturbations were
central to the background of our proof. If they are not heeded in the renormalization process,
new interactions in the loop corrections of the fermion sector are generated, see [28]. Thus these
corrections drive the theory outside the domain of ray-optically invisible deviations.
D. Renormalization constants in the on-shell scheme
Using dimensional regularization in D = 4 − ε complex dimensions, we now determine the
relevant one-loop renormalization constants in the on-shell scheme, where the renormalized prop-
agators have poles in the physical masses with a residue of 1, and the renormalized electric charge
is the physical one.
The vacuum polarization in renormalized perturbation theory, i.e., with the counterterms in-
cluded, takes the form
iΠab(q) = iΠ(q2)(q2ηab − qaqb) + iΠE(q2)Earbsqrqs .
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The requirement that the photon propagator has the pole in the physical mass with a residue of 1
translates into the two conditions Π(0) = 0 and ΠE(0) = 0, from which one obtains the one-loop
renormalization constants
Z o.s.A = 1 + Π1-loop(0) and Z
o.s.
E =
1 + ΠE1-loop(0)
Z o.s.A
. (31)
On the other hand, the same requirement for the fermion propagator translates into the two
conditions
Σ(p)|/p=m = 0 and
[
∂Σ(p)
∂/p
]
/p=m
= 0
on the fermion self-energy −iΣ(p) in renormalized perturbation theory, from which one obtains the
one-loop renormalization constants
Z o.s.ψ = 1 +
[
∂Σ1-loop(p)
∂/p
]
/p=m
and Z o.s.m = 1−
Σ1-loop(p)|/p=m
m
. (32)
Moreover, one requires that the non-relativistic potential of a charged particle in a quasi-static and
uniform electric field, obtained by means of the Born approximation, is the renormalized electric
charge in the on-shell scheme times the electrostatic potential of the external field. This is obtained
by imposing the condition
lim
q→0
u¯(p′)
[− iQeposΓn(p′, p)]u(p) = u¯(p′)[− iQeposγn]u(p) ,
on the proper vertex in renormalized perturbation theory. By virtue of the Ward identity (30),
the above condition is satisfied as long as Z o.s.e =
(
Z o.s.A
)−1/2
. Thus, the proper vertex does not
contain any new information for the renormalization of the theory, and we need to consider only
the one-loop radiative corrections to the propagators.
The first diagram to be taken under consideration is the one-loop vacuum polarization
a b
q
:= iΠab1-loop(q) .
Since the fermion propagator (23) and the vertex (24) of QED in a spacetime with ray-optically
invisible non-metricities are the same of those of standard QED, the vacuum polarization takes the
same value as that of standard QED. One thus easily obtains
iΠab1-loop(q) = −i(q2ηab − qaqb)
Q2e2
pos
12π2
[
2
ε
− γE + log
(
4πµ2
m2
)
+O(q2)
]
,
where γE is the Euler-Mascheroni constant. From the above expression and the equations (31),
one finds the one-loop renormalization constants
Z o.s.A = 1−
Q2e2pos
12π2
[
2
ε
− γE + log
(
4πµ2
m2
)]
and Zo.s.E =
(
Z o.s.A
)−1
. (33)
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Using the relation Z o.s.e =
(
Z o.s.A
)−1/2
, one further finds
Z o.s.e = 1 +
Q2e2pos
24π2
[
2
ε
− γE + log
(
4πµ2
m2
)]
. (34)
The second diagram to be taken under consideration is one-loop fermion self-energy
α β
p := −i[Σ1-loop(p)]αβ ,
which now depends on the perturbation E, due to the presence of the photon propagator. In order
to avoid infrared divergences, it is useful to replace the photon propagator (22) with
a b
q
= − i
q2 − δ2 + iǫ
[
ηab + (λ− 1) qaqb
q2 − λδ2 + iǫ −Earbs
qrqs
q2 − δ2 + iǫ
]
, (35)
where δ is a small photon mass used as an infrared regulator. The Feynman prescription iǫ will
not be shown explicitly in the following equations. The one-loop fermion self-energy
−iΣ1-loop(p)=
(
iQeposµ
ε/2
)2∫ dDk
(2π)D
γa
i(/p+ /k +m)
(p+ k)2 −m2γ
b
{
− i
k2−δ2
[
ηab+(λ−1) kakb
k2−λδ2−Earbs
krks
k2−δ2
]}
can be split into a sum of the zeroth order contribution in E, denoted by −iΣ01-loop(p), and the
first order contribution, denoted by −iΣE1-loop(p). The former is the standard QED contribution
−iΣ01-loop(p) =− 3
iQ2e2pos
(4π)2
[
2
ε
− γE + log
(
4πµ2
m2
)
+
4
3
]
m
+ (/p −m)
iQ2e2pos
(4π)2
{
λ
[
2
ε
− γE + log
(
4πµ2
m2
)
+ 4− 2 log
(
m2
δ2
)]
−(λ− 1)
[
3 +
λ log λ
λ− 1 − 3 log
(
m2
δ2
)]}
+O((/p−m)2) .
(36)
On the other hand, the contribution linear in E is
−iΣH1-loop(p) =
iQ2e2
pos
4(4π)2
Eijij
[
2
ε
− γE + log
(
4πµ2
m2
)
+
5
2
]
m
+
iQ2e2
pos
4(4π)2
Eijij
[
log
(
m2
δ2
)
− 2
]
(/p−m) +O
(
(/p−m)2
)
.
Using the above result, one finds the one-loop values
Z o.s.ψ = 1−
Q2e2
pos
(4π)2
{
λ
[
2
ε
− γE + log
(
4πµ2
m2
)
+ 4− 2 log
(
m2
δ2
)]
−(λ− 1)
[
3 +
λ log λ
λ− 1 − 3 log
(
m2
δ2
)]
− E
ij
ij
4
[
2− log
(
m2
δ2
)]}
(37)
and
Z o.s.m = 1−
3Q2e2
pos
(4π)2
{(
1− E
ij
ij
12
)[
2
ε
− γE + log
(
4πµ2
m2
)]
+
4
3
− 5
24
Eijij
}
(38)
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for the other two renormalization constants.
We have thus determined the four independent renormalization constants at one-loop in the
on-shell scheme. This was possible analyzing the one-loop vacuum polarization, which is the same
as in standard QED, and the one-loop fermion self-energy, which contains a new term linear in the
full trace of the perturbation Eijij .
The one-loop on-shell renormalization of ray-optically invisible birefringent electrodynamics can
find its application also in the photon sector of the SME [8, 9]. In this context, indeed, the one-
loop renormalization was worked out considering the divergent part of the relevant diagrams [29],
without the finite contributions necessary for the on-shell scheme.
IV. SCATTERING AND ANOMALOUS MAGNETIC MOMENT
We now calculate potentially measurable effects using the Feynman rules for the photon prop-
agator (22), fermion propagator (23) and vertex (24) for general linear quantum electrodynamics.
This is pursued by analizing the effects of the perturbation (17) in three different scattering pro-
cesses: e+e− → f¯f , Bhabha scattering and the scattering of an electron in an external magnetic
field. Several scattering processes with similar backgrounds, such as SME, have been considered
in the literature: see [25] for the study of e+e− → γγ with a perturbation close to (17) and [30]
for the study of Bhabha scattering with a modified Dirac sector, but a standard photon sector in
the action.
A. e+e− → f¯f scattering
The first process taken into consideration is the scattering e+e− → f¯f , for a fermion f different
from e±, but otherwise generic. This process contains only fermions as external legs for which we
can use the usual free Dirac spinors u(p, s) and v(p, s), since the Dirac sector in (16) and the Dirac
algebra remain unchanged by the perturbation (17), as already mentioned in section IIIB. At tree
level, the scattering consists in the diagram
q
a
b
e+ e−
f¯ f
p′ p
k′ k
.
Here, the electron has charge −epos and mass m, while f has charge Qepos and mass M . The
tree-level amplitude in the Feynman gauge (λ = 1) is
iM = u¯f (k)
[− iQeposγb]vf (k′)v¯e(p′)[ieposγa]ue(p)−i
q2
[
ηab − Eambn q
mqn
q2
]
,
where ε = 0, since the tree-level process is not divergent. In order to simplify the results, we move
to the center of mass frame through a Lorentz transformation. One should only keep in mind that
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Eabcd needs to be transformed accordingly with a Lorentzian change of frame. We further choose
the orientation of the axes in such a way that
p = −p′ = |p|zˆ and
k = −k′ = |k|rˆ := |k|(sin θ cosϕ xˆ+ sin θ sinϕ yˆ + cos θ zˆ) .
Since spin polarizations are often not measured experimentally, we then take the average of the
initial spin polarizations, the sum of the final spin polarizations and compute the differential cross
section, which, with the help of the first restriction (18) on the perturbation, can be put in the
form
dσ
dΩ
=
Q2α2
4s
√
s− 4M2
s− 4m2
{
1+
4(m2+M2)
s
+
(
1− 4m
2
s
)(
1− 4M
2
s
)
cos2 θ+
− 2 sin2θ
(
1− 4M
2
s
)(
cos2ϕE0101+ sin2ϕE0202+ 2 sinϕ cosϕE0102
)
+
− 2
[(
1− 4m
2
s
)
+
4m2
s
(
1− 4M
2
s
)
cos2 θ
]
E0303 − 1
2
Eijij+
− 2 sin θ cos θ
(
1 +
4m2
s
)(
1− 4M
2
s
)(
cosϕE0103 + sinϕE0203
)}
,
(39)
where α = e2pos/(4π) is the fine structure constant and s := (p + p
′)2 is one of Mandelstam’s
variables.
We notice that the factor presented by the curly brackets in (39) is not symmetric in m and M .
However, this does not imply a violation of time-reversal invariance when computing the inverse
scattering process f¯f → e+e− cross section and comparing the result with the time-reversed one
of the direct process. This is seen as follows. The cross section of the inverse process can be
indeed inferred when switching m with M , but is expressed in the frame where k is along zˆ and p
along rˆ. The cross-section of the time-reversed process instead is expressed in the frame where p
is along −zˆ and k along −rˆ, and does not change by flipping the sing of all the spatial momenta.
The two frames are related by the rotation that interchanges k/|k| and p/|p|. If we express the
components of E in the one frame in terms of its components in the other, we indeed find the
differential cross section of the inverse process starting from the one of the direct process, implying
that time-reversal is not violated.
Even if the detector does not resolve different angles ϕ, we still have an effect. Indeed, integrating
out ϕ in the cross section and using again the first restriction (18) on the perturbation, we find
dσ
d cos θ
=
πQ2α2
2s
√
s− 4M2
s− 4m2
{
1 +
4(m2 +M2)
s
+
(
1− 4m
2
s
)(
1− 4M
2
s
)
cos2 θ+
−
[(
1− 8m
2
s
+
4M2
s
)
+
(
1 +
8m2
s
)(
1− 4M
2
s
)
cos2 θ
]
E0303+
−1
4
[(
1 +
4M2
s
)
+
(
1− 4M
2
s
)
cos2 θ
]
Eijij
}
.
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B. Bhabha scattering
The second process we take into consideration is the Bhabha scattering e+e− → e+e−, which
is of direct interest for the determination of luminosity [31], both in past [32] and in future e+e−
colliders [33, 34]. As for the previous scattering, only fermions appear as external legs and we can
use for them the usual free Dirac spinors u(p, s) and v(p, s), since the Dirac sector in (16) and the
Dirac algebra remain unchanged by the perturbation (17). At tree level, the scattering consists in
the sum of the two diagrams
q
a
b
e− e+
e− e+
p k
p′ k′
+
q′
a b
e− e+
e− e+
p k
p′ k′
.
The charge of the electron is −epos and its mass is m. The tree-level amplitude in Feynman gauge
(λ = 1) is
iM = v¯(k)(ieposγa)u(p)u¯(p′)(ieposγb)v(k′)−i
q2
[
ηab − Eambn q
mqn
q2
]
+
− u¯(p′)(ieposγa)u(p)v¯(k)(ieposγb)v(k′)−i
q′2
[
ηab − Eambn q
′mq′n
q′2
]
,
where ε = 0, since the tree-level process is not divergent. As before, we move to the center of mass
frame with the axes oriented in such a way that
p = −k = |p|zˆ and
p′ = −k′ = |p|(sin θ cosϕ xˆ+ sin θ sinϕ yˆ + cos θ zˆ) .
Since spin polarizations are often not measured experimentally, we can take the average of the
initial spin polarizations, the sum of the final spin polarizations and compute the differential cross
section. In the ultra-relativistic limit (s≫ m2), using the first restriction (18) on the perturbation,
one obtains
dσ
dΩ
=
α2
2s
[
1
2
(1 + cos2 θ) +
1 + cos4(θ/2)
sin4(θ/2)
− 2cos
4(θ/2)
sin2(θ/2)
+
− (3 + cos
2 θ) sin2 θ
4 sin4(θ/2)
(
cos2 ϕE0101+ sin2 ϕE0202+ 2 sinϕ cosϕE0102
)
+
− (7 + cos
2 θ) sin θ cos θ
4 sin4(θ/2)
(
cosϕE0103 + sinϕE0203
)
+
− 3 + 5 cos
2 θ
4 sin4(θ/2)
E0303 − 5 + 3 cos
2 θ
16 sin4(θ/2)
Eijij
]
.
(40)
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Again there is an effect, even if the detector does not resolve different angles ϕ. Integrating out ϕ
and using again the first restriction (18) on the perturbation, we also find
dσ
d cos θ
=
πα2
s
[
1
2
(1 + cos2 θ) +
1 + cos4(θ/2)
sin4(θ/2)
− 2cos
4(θ/2)
sin2(θ/2)
+
−cos
4 θ + 12 cos2 θ + 3
8 sin4(θ/2)
E0303 − (1 + cos
2 θ)(7 + cos2 θ)
32 sin4(θ/2)
Eijij
]
.
We have thus shown, for two prototypical tree-level processes, how the Feynman rules derived in
section IIIB can produce measurable effects in the tree-level cross-sections, both when the detector
is sensitive to the angle ϕ and when it is not. We now continue with the investigation of one-loop
processes.
C. Electron in an external magnetic field
We now study the scattering of an electron in a quasi-static and uniform external magnetic
field. At tree level, this process consists of merely the vertex (24) and, thus, it does not contain
any correction of the perturbation Eabcd. For this reason, we study one-loop radiative corrections
to the vertex, which will provide us with the anomalous magnetic moment of the electron in the
presence of ray-optically invisible perturbations of a Minkowskian spacetime.
The said process, up to one-loop, is the sum of two diagrams: the tree-level vertex and the
one-loop contribution. We thus write
p′ p
n
q
=
p′ p
n
q
+
p′ p
n
q
:= ieposΓ
n(p, p′) ,
where p and p′ are the momenta of the ingoing and outgoing on-shell electrons, respectively,
q = p′ − p is ~ times the wave covector of the oscillating external potential and −epos is the charge
of the electron. Since the external magnetic field is quasi-static and uniform, q is very small. Thus
it is reasonable to expand the scattering amplitude in powers of q and neglect second and higher
orders.
The tree-level contribution above is
u¯(p′)
[
ieposΓ
n
tree(p, p
′)
]
u(p) = u¯(p′)
[
ieposµ
ε/2 γn
]
u(p) , (41)
while the one-loop contribution In := u¯(p′)
[
ieposΓ
n
1-loop(p
′, p)
]
u(p) is
In = (ieposµ
ε/2)3
∫
dDk
(2π)D
[
− i
k2 − δ2 + iǫ
(
ηab − Earbs k
rks
k2 − δ2 + iǫ
)]
×
× u¯(p′)γa i(/p
′ − /k +m)
(p′ − k)2 −m2 + iǫγ
n i(/p− /k +m)
(p − k)2 −m2 + iǫγ
bu(p) ,
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where we have chosen the Feynman gauge (λ = 1) and used the photon propagator (35) with
a small photon mass δ in order to avoid infrared divergences. The ultraviolet divergences, on
the other hand, are treated using dimensional regularization, where integrals are performed in
D = 4− ε complex dimensions and an arbitrary mass scale µ is introduced in order to preserve the
correct physical dimension of the electric charge. The Feynman prescription iǫ will not be shown
explicitly in the equations below. The integral In can be split into a sum consisting of a zeroth
order contribution in E, denoted by In0 , and a first order contribution in E, denoted by I
n
E . The
former gives the standard QED contribution
In0 = ieposµ
ε/2 α
2π
u¯(p′)
{
γn
[
1
ε
+
1
2
log
(
4πµ2
m2
)
− γE
2
+ 2− log
(
m2
δ2
)]
+
iσnℓqℓ
2m
}
u(p) +O(q2) ,
(42)
where γE is the Euler-Mascheroni constant, α the fine structure constant, σ
nℓ := i2 [γ
n, γℓ] and the
expression has already been expanded in powers of q, neglecting second and higher orders.
We start the computation of InE by using twice the Feynman parametrization to simplify the
denominators, and obtain
InE = −6e3posµ3ε/2
∫ 1
0
dx
∫ 1
0
dy y(1−y)
∫
dDk
(2π)D
u¯(p′)Earbskrksγa(/k − /p′ −m)γn(/k − /p−m)γbu(p)[
(k − y px)2 −
(
y2p2x + (1− y)δ2
)]4 ,
(43)
having defined px := xp+ (1− x)p′. We can now simplify the numerator by use of /pu(p) = mu(p),
u¯(p′)/p′ = u¯(p′)m and the first restriction (18) on the perturbation. Changing the integration
variable k′ = k − y px and dropping all terms containing odd powers of k′, the numerator N =
NA +NB +NC consists of a part
NA = u¯(p
′)
[
−E
ij
ij
D
k′2/k′γn/k′ + 2E rnsa k
′
rk
′
s/k
′
γa/k
′
]
u(p) ,
which is quartic in the integrated momentum k′, another part
NB = u¯(p
′)
{
− y2E
ij
ij
D
[
k′2/pxγ
n
/px + p
2
x /k
′
γn/k
′
+ 4k′ · px(k′n/px + pnx/k
′
)− 4(k′ · px)2γn
]
+
+ 2y2E rnsa
[
k′rk
′
s/pxγ
a
/px + pxrpxs/k
′
γa/k
′
+ 2(k′rpxs + pxrk
′
s)(p
a
x/k
′
+ k′a/px − k′ · pxγa)
]
+
+ 2yE rbsa
[
k′rk
′
s(pb/pxγ
aγn + p′bγ
nγa/px) + (k
′
rpxs + pxrk
′
s)(pb/k
′
γaγn + p′bγ
nγa/k
′
)
]
+
+ 4Earbsk′rk
′
spap
′
bγ
n
}
u(p) ,
which is quadratic in the integrated momentum k′, and a third part
NC = u¯(p
′)
{
− y4E
ij
ij
D
p2x /pxγ
n
/px + 2y
4E rnsa pxrpxs/pxγ
a
/px+
+ 2y3E rbsa pxrpxs(pb/pxγ
aγn + p′bγ
nγa/px) + 4y
2Earbspxrpxspap
′
bγ
n
}
u(p) ,
which does not depend on the integrated momentum k′ at all.
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The contribution of NA to the integral (43) is divergent a priori, but in fact finite, yielding
(InE)A =
iµε/2e3pos
8(4π)2
Eijijγ
n .
The contributions NB and NC , which we denote by (I
n
E)B and (I
n
E)C respectively, are ultraviolet
finite and can thus be computed at D = 4, yielding
(InE)B =
iµε/2e3pos
12(4π)2
{
Eijij
2
γn
[
4− 3
∫ 1
0
dx
m2
p2x
+ 6
∫ 1
0
dx
p · p′
p2x
(
log
(
p2x
δ2
)
− 2
)]
+
− E
ij
ij
2
m(p+ p′)n
∫ 1
0
dx
1
p2x
− 16E rnsa
∫ 1
0
dx
pxrpxs
p2x
+
−3(Earbs + Eabrs)prp′s(γnγaγb + γaγbγn)
∫ 1
0
dx
1
p2x
}
and
(InE)C = −
iµε/2e3pos
(4π)2
{
Eijij
24
γn − E
ij
ij
24
m(p+ p′)n
∫ 1
0
dx
1
p2x
− 1
3
E rnsa γ
a
∫ 1
0
dx
pxrpxs
p2x
+
+ E rbsa
∫ 1
0
dx
pxrpxs
p2x
(pb/pxγ
aγn + p′bγ
nγa/px)+
+2Earbspap
′
bγ
n
∫ 1
0
dx
pxrpxs
(p2x)
2
[
log
(
p2x
δ2
)
− 3
]}
.
Expanding in powers of q neglecting second and higher orders, summing all contributions and
replacing (p+ p′)n with 2mγn − iσnℓqℓ by use of the Gordon identity, we then find
InE =− ieposµε/2
α
4π
u¯(p′)
[
1
2
Eijijγ
n − 1
4
Eijijγ
n log
(
m2
δ2
)
+
+
iσab
8m3
E rnsa (p
′ + p)r(p′ + p)sqb + 2
iσna
8m2
Earbs(p
′ + p)b(p′ + p)rqs+
+
1
2
Earbs + Eabrs
4m2
(p′ + p)rqs(γaγbγn + γnγaγb)
]
u(p) .
(44)
Taking the sum of the tree-level contribution (41), the one-loop corrections (42), (44) and the
one-loop counter-term in the on-shell scheme,
u¯(p′)

p′ p
n
q
u(p) = ieposµε/2(Zo.s.ψ − 1)u¯(p′)γnu(p) ,
where the renormalization constant Z o.s.ψ is given by (37), after setting λ = 1 and Q = −1, we
finally obtain the relevant renormalized quantity
ieposu¯(p
′)Γno.s.u(p) = ieposu¯(p
′)
[
F1 γ
n + F2
iσnℓqℓ
2m
+
+ F3
iσab
8m3
E rnsa (p
′ + p)r(p′ + p)sqb + F4
iσna
8m3
Earbs(p
′ + p)b(p′ + p)rqs+
+F5
Earbs + Eabrs
4m2
(p′ + p)rqs(γaγbγn + γnγaγb)
]
u(p) +O(q2) ,
(45)
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where we calculated the form factors to take the values
F1 = 1 , F2 =
α
2π
, F3 = − α
4π
, F4 = − α
2π
, F5 = − α
8π
. (46)
This concludes the computation of the one-loop proper vertex. In the next subsection, we
analyze the physical implications.
D. Emergence of a qualitatively new spin-magnetic coupling
We now use the renormalized one-loop vertex (45) in order to determine the non-relativistic
potential of an electron in a quasi-static and uniform external magnetic field. This will provide us
with a correction of the anomalous magnetic moment of the electron—which result we will however
significantly refine in the next subsection—and a new small interaction between the spin and the
magnetic field. Both are corrections to the standard QED case.
Multiplying the one-loop vertex (45) by the Fourier transform of the electromagnetic external
potential A˜n(q), one obtains the scattering amplitude
iM = u¯(p′)[ieposΓno.s.(p, p′)]u(p)A˜n(q) .
Then taking the non-relativistic limit |p| ≪ m, by neglecting all contributions quadratic in p and
all those linear in both p and H, and using the Born approximation
V (x) = − 1
2m
∫
d 3q
(2π)3
e−iqαx
αM(q) ,
one derives the non-relativistic interaction potential
V (x) =
[
2(F1 + F2) +
Eijij
4
(F3 − F4 + 6F5)
]〈eposs
2m
〉
·B + (F3 − F4 + 6F5)E0α0β
〈epossα
2m
〉
Bβ ,
where 〈s〉 := ξ′s ξ, with ξ denoting the polarization of the ingoing electron and ξ′ that of the
outgoing electron. Expanding V (x) in terms of the form factors (46) and the tracefree tensor
Êαβ := E0α0β +
Eijij
12
δαβ (47)
(which will make another appearance in section VH, where it will be seen to control a splitting of
the triplet of the hyperfine structure of hydrogen), the non-relativistic potential for the electron in
an external quasi-static and uniform magnetic field becomes
V (x) = 2
[
1 +
α
2π
(
1− E
ij
ij
12
)]〈eposs
2m
〉
·B − α
2π
Êαβ
〈epossα
2m
〉
Bβ . (48)
The first summand in V (x) is the minimal coupling of the spin with the magnetic field, featuring
a however slightly modified anomalous magnetic moment of the electron
a :=
g − 2
2
= (F1 + F2 − 1) +
Eijij
12
(F3 − F4 + 6F5) = α
2π
(
1− E
ij
ij
12
)
, (49)
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which is compatible with what is obtained by Carone et al. [35] for the special case of an isotropic
background. On the other hand, the second summand in (48) presents a qualitatively new inter-
action
δV (x) = − α
2π
Êαβ
〈epossα
2m
〉
Bβ (50)
between the spin and the magnetic field.
This concludes the calculation of the scattering of an electron in an external electromagnetic
field in a spacetime with ray-optically invisible non-metricities. As for the tree-level scatterings, we
found only very subtle differences with respect to QED, both in the modification of the Schwinger
correction to the anomalous magnetic moment (49) and in the appearance of a quantitatively small,
but qualitatively new term in the potential (50).
E. Anomalous magnetic moment to any order from ray-optically invisible non-metricities
In section IVC, we have computed the one-loop radiative corrections to the vertex and used
them in section IVD to derive the one-loop anomalous magnetic moment (49) of the electron. Now
we show how to deduce the anomalous magnetic moment of the electron at every loop order, once
it is known in metric QED.
Since the renormalization constant for the vertex and the anomalous magnetic moment are
scalar, they depend on the perturbation Eabcd only through its full trace Eijij . Thus when com-
puting the anomalous magnetic moment, we can replace the perturbation Eabcd with any other per-
turbation E˜abcd, on the condition that both the perturbation have the same full trace, Eijij = E˜
ij
ij.
In particular, we can take
E˜abcd =
Eijij
D(D − 1)(η
acηbd − ηadηbc) . (51)
Moreover, since the physical quantities do not depend on the gauge parameter λ, we choose the
Landau gauge to set it to zero. Then the photon propagator (22) for the perturbation (51) becomes
a b
q
= − i
q2 + iǫ
(
ηab − qaqb
q2 + iǫ
)[
1− E
ij
ij
D(D − 1)
]
, (52)
which, up to the scalar factor in square brackets, is the usual photon propagator for standard QED
in Landau gauge.
The topology of the diagrams implies that the ℓ-loop vertex radiative correction iepos Γ
n
ℓ (p, p
′, α)
contains ℓ photon propagators and (2ℓ + 1) vertices. Here we chose to denote the momentum of
the ingoing fermion by p and that of the outgoing by p′, to leave explicit the dependence on the
fine structure constant α and to factor out epos. The (2ℓ+ 1) vertices carry a factor eposα
ℓ, while
the ℓ photon propagators carry the factor in square brackets in (52) to the power of ℓ. Thus, we
can write
iepos Γ
n
ℓ (p, p
′, α) = iepos α ℓ
[
1− E
ij
ij
D(D − 1)
]ℓ
Inℓ (p, p
′) ,
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where Inℓ (p, p
′) is defined through the relation Γnℓ,QED(p, p
′, α) = α ℓInℓ (p, p
′). We then find, for the
particular perturbation (51) in Landau gauge, the relation
iepos Γ
n
ℓ (p, p
′, α) = iepos Γnℓ,QED(p, p
′, α˜) , where α˜ := α
[
1− E
ij
ij
D(D − 1)
]
, (53)
from which it follows that the ℓ-loop anomalous magnetic moment for quantum electrodynamics,
in the presence of ray-optically invisible perturbations around flat Lorentzian spacetime, is given
by
aℓ(α) = aℓ,QED(α˜) , where α˜ := α
(
1− E
ij
ij
12
)
, (54)
having set D = 4, since the quantity is finite. In principle, ultraviolet and infrared regulators, as
the photon mass employed in section IVC, could break relation (53), but this is merely an effect
of the chosen regularization technique, which disappears after renormalization and does not affect
relation (54) between physical quantities.
The anomalous magnetic moment of the electron is measured with high precision [36] and can
be used, in metric QED, to determine the value of the fine structure constant [37]. With the same
procedure, we can determine the value
α
(
1− E
ij
ij
12
)
= 1/137.035 999 2(2) , (55)
where the uncertainty in brackets comes from having neglected, in the theoretical calculation,
the hadronic contribution, whose order of magnitude is ahadron ≃ 2 × 10−12, and the electroweak
contribution, whose order of magnitude is even smaller.
It is thus shown to be possible to determine, with high precision, the value of a particular
combination of the fine structure constant α and the double trace of the perturbation Eijij . In order
to determine their individual values, it is necessary to find at least another independent measurable
quantity depending on them. For the moment, we content ourself with the determination of the
fine structure constant α in ray-optically invisible birefringent electrodynamics. Indeed, many
bounds to the value of Eijij have been found in the past in the context of SME [21, 22, 38–40],
with the identification Eij ij = −12k˜tr, and can be used to find a precise value of α. Since the
tensor E, together with the density e, provides the geometry of spacetime and vary from point to
point as a consequence of its dynamics [12], it is important to compared the experimental value of
the anomalous magnetic moment, which is measured on the surface of Earth, with those bounds
determined on the surface of Earth. With this in mind, using the bound |Eij ij/12| < 10−10, one
finds the value
α = 1/137.035 999 2(2) (56)
for the fine structure constant.
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V. BOUND STATES AND SPECTRUM OF HYDROGEN
We obtain the bound states of the hydrogen atom in the presence of ray-optically invisible
non-metricities. This is done by employing the Born-Oppenheimer approximation and a classical
treatment of the electromagnetic field generated by the proton’s charge and magnetic moment,
followed by a second order quantum mechanical perturbation around the known exact solution
of the relativistic hydrogen atom. In particular, we find the effect of ray-optically invisible non-
metricities on the hyperfine structure of hydrogen, which plays a significant role in astrophysics.
In the context of the SME, various studies of the hydrogen atom have been undertaken. These,
however, were only concerned with modifications in the Dirac equation, while working with usual
Maxwellian electromagnetism, see [10] and references therein. From this point of view, our work is
complementary to the literature, for we investigate the effect of a refined electromagnetism, while
Dirac’s equation remains unaltered.
A. The proton’s electromagnetic field
The classical electromagnetic potential produced by the proton has two constituents: one from
the electric charge of the proton and one due to the proton’s magnetic moment. We calculate now
both contributions from the electromagnetic field equations.
First, we obtain the refinement of the general time-independent solution of the field equations.
On a flat spacetime with ray-optically invisible non-metricities, and after choosing there the Lorenz
gauge ηab∂aAb = 0, the field equations (3) for the gauge potential A become(
ηad−Eabcd∂b∂c
)
Ad = j
a (57)
with  := ηab∂a∂b. Solutions to these field equations are given by convolution of the Green’s
function ∆de with the source term j
a. The Green’s function is the solution of(
ηad− Eabcd∂b∂c
)
∆de(x) = δ
a
e δ
(4)(x)
and for its Fourier transform one finds
(F∆de) (q) = − 1
q2
(
ηde + E
bc
d e
qbqc
q2
)
,
with q2 := ηabqaqb. For source terms j(x, t) = j(x) without time dependence, as are provided by
a resting proton’s charge and magnetic moment, we can perform an inverse Fourier transform to
find the refined Biot-Savart law
Aa =
∫
d3x′
jb(x′)
4π|x′ − x|
(
ηab +
1
2
Eaµνb
(
ηµν +
(x′ − x)µ(x′ − x)ν
|x′ − x|2
))
, (58)
where |x′ − x| := √−ηµν(x′ − x)µ(x′ − x)ν . With this expression at hand, it is now a simple
exercise to calculate the two contributions to the proton’s potential.
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The proton’s charge epos sources the electromagnetic field equations by
j0(x, t) = eposδ
(3)(x) and jβ = 0 ,
which trivializes the integration in the Biot-Savart law and thus yields as the modification of the
standard Coulomb potential in the presence of ray-optically invisible non-metricities
Achargea (x) =
Qepos
4πr
(
ηa0 +
1
2
Eaµν0
(
ηµν +
xµxν
r2
))
, (59)
where r2 := −ηµνxµxν . The second contribution to the electromagnetic field of the proton is due
to its magnetic dipole moment. Classically, a magnetic dipole is a circular current in the limit of
vanishing radius. This amounts to the electromagnetic potential of a magnetic dipole M being,
by definition, the solution of the field equations (57) with the source term
j0 = 0 and j =
|M |
πa2
δ(r − a)δ(M · x)M × x
in the limit a → 0. For tangibility we used the intuitive notations M · x and M × x which are
defined as
M · x := −ηµνMµxν and (M × x)µ := −ηµνǫνρσMρxσ . (60)
Inserting this into the Biot-Savart law (58), expanding in powers of ar , calculating the occurring
integrals with the help of Mathematica, and then letting a → 0, one finds the electromagnetic
potential of the magnetic dipole to be
Amagnetica = −
Mµxν
4πr3
(
ǫaµν +
1
2
ǫβµνEaρσ
β
(
ηρσ + 3
xρxσ
r2
)
+ ǫβµρηνσEa
(ρσ)β
)
. (61)
Note that for a vanishing perturbation E this reproduces the standard result A = 1
4πr3
M × x.
B. Refined Hamiltonian of hydrogen
We consider the hydrogen atom quantum mechanically as a two-body system composed of a
spin-12 proton of mass mp and charge epos and a spin-
1
2 electron of mass me and charge −epos that
moves in the electromagnetic potential generated by the charge and the magnetic moment of the
proton. The much larger mass of the proton allows for a Born-Oppenheimer approximation, so
that the state of the entire atom can be assumed to be a simple tensor product
Ψatom = ψelectron ⊗ ψproton ,
rather than a linear combination of such. Additionally considering the frame where the proton is
at rest, we may further describe the positive energy states of the proton simply by ψproton ∈ C2.
The electron’s wave function, however, is a full Dirac spinor field ψelectron with reduced Dirac mass
mred :=
memp
me+mp
, whose negative energy states will be discarded later on by hand in this first
quantized treatment.
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With the above assumptions, the fully time-dependent quantum mechanical equation of motion
for the hydrogen atom reads
(iγa∂a + eposγ
aAa −mred)Ψatom = 0 ,
if all operators, with the notable exception of Aa, are agreed to act non-trivially only on the first
factor of the tensor product ψelectron⊗ψproton, e.g., γa(ψelectron⊗ψproton) := (γaψelectron)⊗ψproton. The
electromagnetic potential, in contrast, being dependent on the proton’s spin through its magnetic
moment operator
Mµ(ψelectron ⊗ ψproton) := gpepos
2mp
ψelectron ⊗ (12σµψproton) (with gyromagnetic ratio gp ≈ 5.59) ,
acts non-trivially on both factors. The complete electromagnetic potential generated by the proton
is given by the sum of the two contributions Acharge and Amagnetic of eqs. (59) and (61) respectively,
such that
Aa =
epos
4πr
(
ηa0 +
1
2
Eaµν0
xµxν
r2
)
−M
µxν
4πr3
(
ǫaµν +
1
2
ǫβµνEaρσ
β
(
ηρσ + 3
xρxσ
r2
)
+ ǫβµρηνσEa
(ρσ)β
)
.
Rewriting the above equation of motion in Schro¨dinger form i∂tΨ
atom = HΨatom, which one obtains
by acting on both sides with γ0 and rearranging terms, one identifies the Hamiltonian
H := −iγ0γµ∂µ − eposγ0γaAa + γ0mred
of the hydrogen atom in a spacetime with ray-optically invisible non-metricities.
For stationary states Ψatom(x, t) = Ψatom(x)e−iEt, solving the Dirac equation thus reduces to
the eigenvalue problem EΨatom(x) = HΨatom(x) . With regards to the perturbative determination
of the spectrum of H, we choose to display the Hamiltonian as a sum
H = H0 +Hhfs +Habs +Hrel (62)
of individual contributions (controlled by the fine structure constant α := e2pos/(4π) and the hyper-
fine parameter µ := gp/(2mprB), where rB := 1/(mredα) denotes the Bohr radius)
H0 := − iγ0γµ∂µ − α
r
+ γ0mred ,
Hhfs := µ
α
r
rB
r
γ0γαSˆµ
xν
r
ǫαµν ,
Habs := − α
2r
γ0γaEaµν0
xµxν
r2
,
Hrel := µ
α
r
rB
r
γ0γaSˆµ
xν
r
(
1
2
ǫβµνEaρσ
β
(
ηρσ + 3
xρxσ
r2
)
+ ǫβµρηνσEa
(ρσ)β
)
.
The partH0 is known to be exactly solvable and thus provides the basis for a perturbative treatment
of the other contributions. Of these, only Hhfs appears in the calculation of the standard hyperfine
structure, while the two remaining parts are entirely due to the ray-optically invisible deviations
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C. The need for a second order perturbation analysis
Compared to the Coulomb potential αr in H0, the three correction operators in the full Hamil-
tonian (62) are suppressed by the hyperfine parameter µ, the ray-optically invisible perturbation
components Eabcd, or both. More precisely,
Hhfs ∼ µH0 , Habs ∼ EabcdH0 , Hrel ∼ µEabcdH0 . (63)
With the hyperfine parameter µ = gp/(2mprB) ≈ 1.11 × 10−5 being small compared to unity, and
the eleven-parameter family of small deviations Eabcd to be considered only to linear order in our
approach, we will be able to derive the hydrogen spectrum as a twelve-parameter perturbation of
the eigenvalue problem for H0, whose exact solutions are known and for the conceptual discussion
in this section will be denoted by |En, α〉 with the eigenenergy En and a degeneracy label α.
Following usual quantum mechanical perturbation theory, the corrections to the energy levels
En are given by the eigenvalues of the transition matrix Tn, whose elements 〈En, α|Tn|En, β〉 are
given by the obvious first order contribution 〈En, α|Hhfs +Habs +Hrel|En, β〉 plus the second order
contribution ∑
m6=n, γ
〈En, α|Hhfs +Habs +Hrel|Em, γ〉〈Em, γ|Hhfs +Habs +Hrel|En, β〉
Em − En
plus higher order contributions, which we will not need to consider. Bearing in mind the relative
magnitudes (63) of the single operators, it is apparent that for the first order correction due to Hrel,
there is a second order term of comparable magnitude from the product of Hhfs and Habs. It is thus
inevitable to also calculate these second order terms. However, we will not need to calculate all
the second order contributions, but only those comparable in magnitude to the first order terms.
Taking into account the phenomenological fact that the spectral corrections from extra geometric
degrees of freedom are significantly weaker than those from the magnetic moment of the proton,
these relevant terms are the second order correction to the usual hyperfine structure, H2hfs, and the
above mentioned products HhfsHabs and HabsHhfs.
In the following sections, all these contributions to the transition matrix Tn are calculated. After
having fixed notation in a most concise review of the exact solution of the eigenproblem of H0 in
section VD, we calculate the usual hyperfine structure up to second order in section VE. From
then on we turn to the investigation of the effects of ray-optically invisible non-metricities. While
section VF is concerned with the purely non-metric corrections, in section VG we investigate
the combined effects of non-metricity and proton spin, including the relevant second order terms
identified above. The full transition matrix is then of course obtained by summing all these
contributions. Because of its immediate phenomenological relevance, we investigate in section VH
the hyperfine structure of hydrogen in the presence of ray-optically invisible non-metricities.
D. Exact solution without proton spin and without non-metricities
The eigenproblem of H0, the unperturbed relativistic hydrogen problem, is exactly solvable
[41, 42] and can be found in many textbooks on advanced quantum mechanics [43, 44]. We will
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thus only shortly revisit its most essential features, and thereby introduce the notation used in the
sections to follow.
The fully relativistic energy spectrum of the hydrogen atom is given by
E(n, κ,m, s) := E(n, |κ|) = mred√
1 +
(
α
n+
√
κ2−α2
)2 ,
where n ∈ N, κ ∈ −N (for n = 0) or κ ∈ Z\{0} (for n > 0), m = −|κ| + 12 , . . . , |κ| − 12 and
s = −12 , 12 , and the corresponding eigenstates |nκms〉 explicitly read
〈x|nκms〉 = N (2mredα)
3
2 e−
y
2w yK−1
 [L2Kn ( yw)− w+κn L2Kn−1 ( yw)]Ymκ (n)
w−W
iα
[
L2Kn
( y
w
)
+ w+κn L
2K
n−1
( y
w
)]Ym−κ(n)
⊗ χ(s) ,
where we split the coordinates x into radial and angular components according to xµ = 12rByn
µ
such that |n| = 1 and the radial variable y is dimensionless. Furthermore we abbreviated frequent
combinations of quantum numbers (and the finestructure constant α) as
K :=
√
κ2 − α2 , W := n+K , w :=
√
W 2 + α2 .
The definitions of the Laguerre functions Lλn(z) and the two component spherical spinors Ymκ (n),
and the precise form of the normalization constant N are given in the appendix. The χ(s) denote
the unit spinors for the proton, with χ(+
1
2 ) = (1, 0), χ(−
1
2 ) = (0, 1).
Since we wish to inspect the effects of ray-optically invisible non-metricities on the 21 cm line,
we are especially interested in the level splitting of the ground state(s). These we denote by
|ms〉 := |0,−1,m, s〉 with both the electron spin m and and the proton spin s taking values either
−12 or +12 . With all these prerequisites at hand, we can now begin to calculate all the relevant
contributions to the 4-by-4 ground state transition matrix 〈m′s′|Tg|ms〉. By the outline at the end
of section VC, the latter is given by
〈m′s′|Tg|ms〉 = 〈m′s′|TVE|ms〉+ 〈m′s′|TVF|ms〉+ 〈m′s′|TVG|ms〉 ,
where the single contributions explicitly read
〈m′s′|TVE|ms〉 = 〈m′s′|Hhfs|ms〉+
∑
n′′,κ′′,m′′,s′′
〈m′s′|Hhfs|n′′κ′′m′′s′′〉〈n′′κ′′m′′s′′|Hhfs|ms〉
E(n′′, |κ′′|)− Eg ,
〈m′s′|TVF|ms〉 = 〈m′s′|Habs|ms〉 ,
〈m′s′|TVG|ms〉 = 〈m′s′|Hrel|ms〉+ 2
∑
n′′,κ′′,m′′,s′′
〈m′s′|Hhfs|n′′κ′′m′′s′′〉〈n′′κ′′m′′s′′|Habs|ms〉
E(n′′, |κ′′|)− Eg .
Remember that the sums in the second order terms run over only those combinations of quantum
numbers for which E(n′′, |κ′′|) is different from the ground state energy Eg, such that the denom-
inator is non-zero. The second order term in the last line is a cross-term from the square, thus
the factor of two. More precisely, this would have to be two terms, HhfsHabs and HabsHhfs, which
a priori are not equal. However, our explicit calculation below shows that this in fact is the case,
which brings about the two.
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E. Corrections from proton spin, but without non-metricities
This section is dedicated to the corrections that have nothing to do with the non-metric per-
turbation, namely the usual hyperfine structure, to first and second order perturbation theory in
µ. To this end, we consider the first order correction matrix elements 〈n′κ′m′s′|Hhfs|nκms〉, which
take the explicit form
µmredαN ′N
×
[(
w −W + w′ −W ′) ( 200In′κ′nκ − 211In′κ′nκ )+ (w −W − w′ +W ′) ( 201In′κ′nκ − 210In′κ′nκ )]
×
[
δ−κ′,κ−1
|2κ − 1|
(
τµ−κ
)
m′m
+
4κδκ′,κ
4κ2 − 1 (σ
µ
κ)m′m −
δ−κ′,κ+1
|2κ + 1| (τ
µ
κ )m′m
]
(σµ)s′s . (64)
The precise form of the integrals aijI
n′κ′
nκ and the matrices σ
µ
κ and τ
µ
κ are given in the appendix.
Of immediate relevance, however, is that the σµ±1 coincide with the three standard Pauli sigma
matrices σµ. Using the above expression, we can now straightforwardly calculate the individual
terms in TVE for the ground states. The first one is simply 〈m′s′|Hhfs|ms〉, for which one obtains
−2
3
µmredα
3
2− 2α2 −√1− α2 (σ
µ ⊗ σµ)m′s′,ms =:
1
4
∆Ehfs

1
−1 2
2 −1
1

m′s′,ms
.
This is the usual first order hyperfine transition matrix. Indeed, it has the three-fold degenerate
eigenvalue +14∆Ehfs corresponding to the hyperfine structure triplet state and the non-degenerate
eigenvalue −34∆Ehfs corresponding to the singlet state, given in terms of the hyperfine transition
energy
∆Ehfs ≈ 9.41 × 10−25 J = hc
21.1 cm
.
Let us go on to the second term in TVE. For generic states |nκms〉, |n′κ′m′s′〉 of same energy,
that is n′ = n and |κ′| = |κ|, we have the second order correction∑
n′′,κ′′,m′′,s′′
〈nκ′m′s′|Hhfs|n′′κ′′m′′s′′〉〈n′′κ′′m′′s′′|Hhfs|nκms〉
E(n′′, |κ′′|)− E(n, |κ|) ,
for which one explicitly obtains
4mredα
2µ2δκ′,κ
{
δm′mδs′s
[
κ− 1
2κ− 1Anκ(−κ+ 1) +
4κ2
4κ2 − 1Anκ(κ) +
κ+ 1
2κ+ 1
Anκ(−κ− 1)
]
+ (σµκ ⊗ σµ)m′s′,ms
[
κ− 1
(2κ − 1)2Anκ(−κ+ 1) +
8κ2
(4κ2 − 1)2Anκ(κ)−
κ+ 1
(2κ+ 1)2
Anκ(−κ− 1)
]}
,
with the function Anκ(κ
′′) defined in the appendix. For the ground states |ms〉, this becomes
a1∆Ehfs δm′mδs′s +
a2
4
∆Ehfs

1
−1 2
2 −1
1

m′s′,ms
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with
a1 : =
µ
α
(2− 2α2 −
√
1− α2)(A0,−1(2) + 2A0,−1(−1)) ≈ 2.0× 10−8 ,
a2 : =
4µ
3α
(2− 2α2 −
√
1− α2)(A0,−1(2)− 4A0,−1(−1)) ≈ −5.4× 10−8 .
The defintions are exact, but the approximate numeric values are given only as a rough estimate.
They have been obtained numerically by truncating the infinite sum over n′′ occuring in Anκ and
will need to be replaced by sufficiently precise estimates before they are used to compare predictions
to data.
The results of this subsection yield the contribution TVE to the full transition matrix. In addition
to the usual first order hyperfine structure, we obtained the second order terms, which qualitatively,
however, yield nothing new: the a1 term is proportional to unity, δm′mδs′s, and thus just shifts
all the states together, while a2 constitutes a small correction to the hyperfine transition energy
∆Ehfs. We had to calculate them, however, in order to be consistent with the introduction of all
corrections linear in the non-metricities E in the next two subsections.
F. Corrections from non-metricities, but without proton spin
In this section we calculate the purely non-metric contribution to the transition matrix, that is
〈m′s′|Habs|ms〉. Since we will need to use them again for TVG, let us start by calculating all the
matrix elements of Habs. For 〈n′κ′m′s′|Habs|nκms〉 one gets
mredα
4
N ′N δs′s
×
{[(
α+
(w′ −W ′)(w −W )
α
)(
1
00I
n′κ′
nκ +
1
11I
n′κ′
nκ
)
−
(
α− (w
′ −W ′)(w −W )
α
)(
1
01I
n′κ′
nκ +
1
10I
n′κ′
nκ
) ]
×
[
δκ′,κ−2
4(κ− 1)2 − 1
(
τµ−κ+1τ
ν
−κ
)
m′m
+
δκ′,κ+2
4(κ + 1)2 − 1
(
τµκ+1τ
ν
κ
)
m′m
+
4δ−κ′,κ−1
|2κ− 3|(4κ2 − 1)
(
τµ−κσ
ν
−κ
)
m′m
+
4δ−κ′,κ+1
|2κ+ 3|(4κ2 − 1) (τ
µ
κσ
ν
κ)m′m −
2δκ′κ
4κ2 − 1
(
σµκσ
ν
κ − (4κ2 − 1)ηµν1
)
m′m
]
Eµ0ν0
+
1
2
[ (
w −W + w′ −W ′) ( 100In′κ′nκ − 111In′κ′nκ )+ (w −W − w′ +W ′) ( 101In′κ′nκ − 110In′κ′nκ )]
×
[
δ−κ′,κ−2
4(κ− 1)2 − 1
(
τµ−κ+1τ
ν
−κ
)
m′m
− δ−κ′,κ+2
4(κ+ 1)2 − 1
(
τµκ+1τ
ν
κ
)
m′m
+
2δκ′,κ−1
|2κ+ 1|(2κ − 3)
(
τµ−κσ
ν
−κ
)
m′m
+
2δκ′,κ+1
|2κ− 1|(2κ + 3) (τ
µ
κ σ
ν
κ)m′m
]
ǫµρσE
ρσ
ν0
}
, (65)
which for the ground states reduces to
mredα
2Eabab
12
√
1− α2 δm′mδs′s .
Note that, just like the a1 term in TVE, this contribution is proportional to the identity δm′mδs′s;
it does not contribute to any splitting of the states, but merely yields an absolute shift of all the
states together. Thus it is irrelevant to the hyperfine structure, but contributes to a shift in the
ionization energy (71) below.
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G. Combined corrections from proton spin and non-metricities
We now come to the calculation of 〈m′s′|TVG|ms〉, which presents the non-metric correction to
the hyperfine structure. As before, for generality we will start with arbitrary states of same energy
(n′ = n, |κ′| = |κ|) and only then specialize to the ground states |ms〉.
The matrix elements of Hrel between states of same energy, 〈nκ′m′s′|Hrel|nκms〉, are
−1
2
mredα
2
4κ2 − 1N
2
√
w − κ′
w − κ (σµ)s′s
×
{
δκ′,−κ
[(
α+
(w −W )2
α
)(
2
00I
n′κ′
nκ +
2
11I
n′κ′
nκ
)
−
(
α− (w −W )
2
α
)(
2
01I
n′κ′
nκ +
2
10I
n′κ′
nκ
) ]
×
[
ηρσσµκ −
9
2(4κ2 − 9)
(
σ(µκ σ
ρ
κσ
σ)
κ + (4κ
2 − 5)η(ρσσµ)κ
)]
m′m
ǫραβE
αβ
σ0
+ δκ′,κ
4κ(w −W )
4κ2 − 9
(
2
00I
n′κ′
nκ − 211In
′κ′
nκ
)
× [4(4κ2 − 9)ηµρσσκ + (4κ2 + 3)ηρσσµκ + 3σµκσρκσσκ − 6iǫµρνσσκσνκ]m′mEρ0σ0
− δκ′,κ(w −W )
(
2
01I
n′κ′
nκ − 210In
′κ′
nκ
)
iǫµρν{σσκ , σνκ}m′mEρ0σ0
}
,
which for the ground states reduces to
1
4
∆Ehfs
(
7
10
Êµν +
1
12
Eababδ
µ
ν
)
(σµ ⊗ σν)m′s′,ms ,
and thus directly yields the first order term in TVG. Note that the tracefree tensor (47) makes
another appearance here. As before, where Êµν controlled a qualitatively new spin-magnetic
coupling, also here the term Êµν(σµ⊗σν) produces a qualitatively new effect: it lifts the degeneracy
of the triplet states in the hyperfine structure of the hydrogen atom, as we will see in detail in the
next section.
For the remaining second order term in TVG we take recourse to the matrix elements of Hhfs and
Habs, calculated in (64) and (65), respectively. Between states of equal energy, we find the second
order contribution
2
∑
n′′,κ′′,m′′,s′′
〈nκ′m′s′|Hhfs|n′′κ′′m′′s′′〉〈n′′κ′′m′′s′′|Habs|nκms〉
E(n′′, |κ′′|)−E(n, |κ|)
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to be given explicitly by
− 2µmredα
2 (σµ)s′s
4κ2 − 1
×
{
δκ′κ
[
Bnκ(−κ+ 1)
4(κ− 1)2 − 1
(
σµκσ
α
κσ
β
κ +
(
4(κ− 1)2 − 1) ηµασβκ + 2(2κ − 1)ηαβσµκ − (2κ− 1)iǫµατσβκστκ)
m′m
− Bnκ(−κ− 1)
4(κ+ 1)2 − 1
(
σµκσ
α
κσ
β
κ +
(
4(κ+ 1)2 − 1) ηµασβκ − 2(2κ+ 1)ηαβσµκ + (2κ+ 1)iǫµατσβκστκ)
m′m
+ 2κBnκ(κ)
(
σµκσ
α
κσ
β
κ − (4κ2 − 1)ηαβσµκ
)
m′m
]
Eα0β0
− 1
4
δκ′,−κ
[
Cnκ(κ− 1)
2κ− 3
(
σµκσ
α
κσ
β
κ +
(
4(κ − 1)2 − 1) ηµασβκ + 2(2κ − 1)ηαβσµκ − (2κ − 1)iǫµατσβκστκ)
m′m
− Cnκ(κ+ 1)
2κ+ 3
(
σµκσ
α
κσ
β
κ +
(
4(κ+ 1)2 − 1) ηµασβκ − 2(2κ + 1)ηαβσµκ + (2κ + 1)iǫµατσβκστκ)
m′m
]
ǫαρσE
ρσ
β0
}
,
with Bnκ(κ
′′) and Cnκ(κ′′) defined in the appendix. For the ground states, this reduces to
−λ
4
∆Ehfs(b2Ê
µ
ν +
b1
12
Eababδ
µ
ν )(σµ ⊗ σν)m′s′,ms ,
with
b1 :=
24
α
(2− 2α2 −
√
1− α2)B0,−1(−1) ≈ 1.74 ,
b2 :=
4
5α
(2− 2α2 −
√
1− α2)B0,−1(2) ≈ −2.9× 10−4 .
Again, the second order does not bring qualitatively new features. Both terms appearing in the
formula above are already present in the first order correction due to Hrel. The precise impact of
all these terms on the energy levels will be the topic of the next section.
H. Hyperfine structure and ionization energy of hydrogen
We find that three out of the eleven ray-optically invisible deviations affect the hyperfine struc-
ture. In particular, the triplet states are no longer degenerate in general, as illustrated in fig. 1.
Their splitting is controlled by the three cubic roots of a complex number that encodes two of
the three effective degrees of freedom. The remaining relevant parameter is the full contraction
Eabab, which shifts both, the energy of ionization and of the hyperfine transition. The latter plays
a central role for the detection of hydrogen and its state of motion in astrophysical measurements.
Collecting all relevant terms from sections VE, VF and VG, we obtain for the ground state
transition matrix
〈m′s′|Tg|ms〉 = 〈m′s′|TVE|ms〉+ 〈m′s′|TVF|ms〉+ 〈m′s′|TVG|ms〉
the sum(
a1∆Ehfs+
mredα
2Eabab
12
√
1− α2
)
δm′mδs′s
−1
4
∆Ehfs
[(
1+a2− 1−b1
12
Eabab
)
δµν−
(
7
10
−b2
)
Êµν
]
(σµ ⊗ σν)m′s′ ,ms . (66)
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FIG. 1: Hyperfine structure of hydrogen in the presence of ray-optically invisible non-metricities. Left:
the degenerate triplet for Eabab = 0, Êµν = 0. Note that this is the case if the entire perturbation E
abcd
vanishes, but that the converse does not hold: there may still be components Eαβγ0 6= 0, but those do
not affect the ground states. Middle: the triplet remains degenerate, but the hyperfine transition energy is
modified if Eabab 6= 0, Êµν = 0. Right: the triplet is resolved, but with an unchanged center of weight, if
and only if Êµν 6= 0.
In order to calculate the eigenvalues ∆Ek, k ∈ {0, 1, 2, 3}, we note that the transition matrix has
two constituents: the first line is proportional to δm′mδs′s, which is the identity on the space of
ground states, diagonal in every basis, whereas the second line has non-trivial eigenvalues. Thus
we may make the ansatz
∆Ek =
(
a1∆Ehfs +
mredα
2Eabab
12
√
1− α2
)
+
1
4
∆Ehfs ξk . (67)
Up to a factor 14∆Ehfs, the ξk controlling these eigenvalues are given by the roots of the characteristic
polynomial of the second line in eq. (66). This is a quartic polynomial, and thus algebraically
solvable. One quickly finds the first root, and thus the first hyperfine energy level through (67),
ξ0 = −3
(
1 + a2 +
b1 − 1
12
Eabab
)
, (68)
which reduces the problem of finding the remaining three hyperfine structure energy levels to the
solution of a cubic polynomial. Then using the known solution formula one also finds the remaining
three (κ = 1, 2, 3) roots
ξκ = 1 + a2 +
b1 − 1
12
Eabab + 2
5
3
(
7
10
− b2
)
Re
3,κ
√
det Ê + i
√
1
54
(tr Ê2)3 − (det Ê)2 , (69)
featuring the four numerical constants a1, a2, b1, b2 determined in the two subsections VE and VG
above. Note in particular, that the last term involves a cubic root, whose three possible choices of
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complex phase distinguish the three ξκ. Removing all non-metricities Eabcd = 0 and second order
terms (a1/2 = b1/2 = 0), we are left with
∆E0 = − 3
4
∆Ehfs and ∆Eκ =
1
4
∆Ehfs ,
which properly recovers the standard first order hyperfine structure, see the left of fig. 1. From
(68) and (69), we see that this standard splitting is now stretched to
∆EROIDhfs =
(
1 + a2 +
b1 − 1
12
Eabab
)
∆Ehfs (70)
for ray-optically invisible deviations from a Lorentzian spacetime. Note that the stretching factor
can be both larger and smaller than unity. This reveals a modification of the hyperfine splitting
∆Ehfs, but yields not a qualitatively new effect, see the middle of fig. 1.
Qualitatively new, however, is the splitting of the triplet states, induced by the cubic root
in eq. (69). The real, symmetric and tracefree perturbation components Êµν feature only two
invariant perturbation degrees of freedom, while the remaining three encode the spatial orientation
of the eigenbasis, but do not affect the energy levels of the hydrogen atom. This can be deduced
from the fact that det Ê as well as tr Ê2 can be written completely in terms of the eigenvalues
of Ê. Doing so, one also quickly sees that (tr Ê2)3 ≥ 54(det Ê)2, where equality holds when two
eigenvalues coincide. The expression under the cubic root thus takes values in the entire complex
plane, up to the fact that the sign of the imaginary part is determined by the choice of sign for
the square root. Precisely this sign, however, is irrelevant, since only the real part of the three
cubic roots contributes to (69). Picturing the cubic root as an equilateral triangle in the complex
plane, whose corners are projected onto the real axis, it is evident that the unweighted average
of the three levels remains unaltered, since the sum of the three possible roots adds up to zero.
Orientation and size of the mentioned equilateral triangle correspond to the two effective degrees
of freedom of Êµν , see the prototypical situation on the right of fig. 1.
With the energy level of the singlet state now known, we finally collect all terms that contribute
to the ionization energy
EROID
ionization
= mred
(
1−
√
1− α2
)
+
(
3 + 3a2
4
− a1
)
∆Ehfs − 1
12
(
mredα
2
√
1− α2 +
3− 3b1
4
∆Ehfs
)
Eabab
(71)
of a hydrogen atom on a spacetime with ray-optically invisible deviations from a Lorentzian back-
ground. As in the scaling (70) of the 21.1 cm line of hydrogen, it is again the double trace Eabab
of the ray-optically invisible perturbation that single-handedly controls the shift in the ionization
energy.
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VI. CONCLUSIONS
In this paper, we identified an eleven-parameter deformation of Lorentzian geometry that can
still carry gauge field and spinor dynamics, but is invisible to the classical ray optics of either.
We showed the pertinent quantum electrodynamics to be gauge-invariantly renormalizable to any
loop order and thus to provide a fundamental quantum theory for the electromagnetic interactions.
This makes this non-metric geometry an interesting candidate for a hitherto not detected spacetime
geometry.
Quantum effects, however, do feel these non-metricities to first order perturbation theory. In
quantum field theoretic scattering, they appear already at tree level in Bhabha scattering. At one
loop, we studied the scattering of an electron in an external magnetic field, where we found a
qualitatively new interaction between the electron spin and the external magnetic field. Because of
the special structure of ray-optically invisible deviations, we were able to compute the anomalous
magnetic moment of the electron up to every loop order at which it is known in standard QED (54),
yielding the particular combination (55) of the fine structure constant α and the double trace of
the eleven-parameter perturbation Eabcd. A single further result of comparable precision, relating
the same two quantities or containing either one of them as the only experimental unknown, will
thus allow to determine both the fine structure constant and the double trace of the non-metric
perturbation. For the moment, however, using the current known bounds on the double trace of the
perturbation, it was at least possible to determine a precise value of the fine structure constant (56)
when ray-optically invisible non-metricities are present.
Moreover, we investigated the bound states of atomic hydrogen in the presence of ray-optically
invisible non-metricities. The pertinent result here is that only three out of the eleven perturbative
degrees of freedom affect the hyperfine structure, and thus the astrophysically crucially relevant
21.1 cm line. While two of these source a splitting of the triplet states, the remaining one, namely
again the double trace Eabab, simultaneously controls two effects: it shifts the ionization energy
(71) as well as the hyperfine transition energy (70). While the ionization energy yields the same
functional connection of α and Eabab as the anomalous magnetic moment—and hence does not con-
tribute new information—any sufficiently precise measurement of the modified hyperfine structure
will, in principle, provide sufficient new information to determine the fine structure constant and
the double trace of a non-metric perturbation. This would therefore amount to a direct quantum
test of a non-metric spacetime structure.
While we assumed a fixed non-metric perturbation around a Lorentzian manifold in this article—
and even chose to freeze them to constant values over the tiny domains on which the quantum
effects studied here take place—there is indeed a way to determine the (ultimately gravitational)
dynamics that such perturbations, once unfrozen, must satisfy. This has become possible by the
gravitational closure mechanism [11], which allows to calculate, rather than stipulate, the dynamics
that the background geometry underlying given canonically quantizable matter field dynamics must
satisfy, in order to enable a common canonical evolution of the geometric degrees of freedom with
those of matter. Especially in the weak field regime, which is precisely the scope of this work,
the gravitational closure of the electrodynamics (16) has been performed explicitly [12] by way of
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linear perturbation theory. Thus it is possible to predict how strongly the background geometry
deviates from a Lorentzian metric in various physical situations of interest, such as in the far field
of a single mass, a binary, or a rotating galactic disk. This way, gravitational closure enables one
to embed the findings of this paper into a fully coherent theory: we know how these perturbations
are generated, where they are to be expected, and then can make specific predictions for their
actual quantitative effects on Bhabha scattering, the electron’s anomalous magnetic moment and
the 21.1 cm line in physical situations, where the weak field approximation employed here pertains.
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Appendix: Conventions and notations for special functions and integrals
We frequently use an array of special functions and integrals in section V, in connection with
the eigenstates |nκms〉 of the exactly diagonalizable part of the Hamiltonian of the relativistic
hydrogen atom. These are collected in this appendix for the reader’s convenience.
In subsection VD, the normalization constant used in the general expression for the eigenstates
|nκms〉 is given by
N := 1
2wK+1
√
(w − κ)(w +W )n!
wΓ(2K + 1 + n)
, (72)
using the shorthands W , w and K introduced in that subsection for expressions in terms of the
quantum numbers n, κ, m, s. Moreover, the generalized Laguerre polynomials Lλn(z) used there
are the solutions of Laguerre’s equation(
z
d2
dz2
+ (λ+ 1− z) d
dz
+ n
)
Lλn(z) = 0 , (73)
which read explicitly [45]
Lλn(z) =
n∑
k=0
Γ(λ+ n+ 1)
Γ(λ+ k + 1)
(−z)k
(n− k)!k! . (74)
The spinor spherical harmonics Ymκ (n) are defined by
Ymκ (n) :=
1√
2d
−v
√
d− vmY m−
1
2
d− 1
2
(n)
√
d+ vmY
m+ 1
2
d− 1
2
(n)
 , v := sign κ , d := ∣∣∣∣κ+ 12
∣∣∣∣ (75)
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with the spherical harmonics [46]
Y ml (θ, ϕ) :=
√
(2l + 1)(l −m)!
4π(l +m)!
Pml (cos θ)e
imϕ . (76)
In subsection VE, we use that the spinor spherical harmonics satisfy the identity [47]
σµYmκ =
−1
2κ+ 1
|κ|+ 1
2∑
m′=−|κ|+ 1
2
Ym′κ (σµκ)m′m +
1
|2κ+ 1|
|κ′|+ 1
2∑
m′=−|κ′|+ 1
2
Ym′κ′ (τµκ )m′m , (77)
where the matrices σµκ and τ
µ
κ are given by(
σ1κ
)
m′m
:=
√
κ2 − m¯2 (δm′,m−1 + δm′,m+1) (78)(
σ2κ
)
m′m
:=
√
κ2 − m¯2 (iδm′,m−1 − iδm′,m+1) (79)(
σ3κ
)
m′m
:= 2m¯δm′m (80)
(
τ1κ
)
m′m
:= − v
√
(κ′ + m¯)(m¯− κ)δm′,m−1 + v
√
(κ+ m¯)(m¯− κ′)δm′,m+1 (81)(
τ2κ
)
m′m
:= − vi
√
(κ′ + m¯)(m¯− κ)δm′,m−1 − vi
√
(κ+ m¯)(m¯− κ′)δm′,m+1 (82)(
τ3κ
)
m′m
:= − 2
√
−
(
κ+
1
2
)(
κ′ +
1
2
)
− m¯2δm′m (83)
and κ′ := −(κ + 1), m¯ := (m′ + m)/2. Note that from the explicit expressions above, one can
directly read off that σµ±1 = σ
µ, where the σµ are the standard Pauli matrices. Furthermore, the
σκ and τκ matrices satisfy a series of identities, of which the most important for the purposes of
this paper is
[σµκ , σ
ν
κ] = 2iε
µν
ρσ
ρ
κ . (84)
Throughout subsections VE, VF and VG, we use the following shorthand symbols for repeat-
edly appearing radial integrals, in order to lighten the notation.
a
ijI
n′κ′
nκ :=
(
w′ + κ′
n′
)i(w + κ
n
)j ∫ ∞
0
dy e−
w′+w
2w′w
yyK
′+K−aL2K
′
n′−i
( y
w′
)
L2Kn−j
( y
w
)
(85)
Note that this is well-defined only for n′− i ≥ 0 and n− j ≥ 0. In all other cases aijIn
′κ′
nκ := 0. Note
also that, since Lλ0 = 1,
a
n′nI
n′κ′
nκ =
(
w′ + κ′
n′
)n′ (w + κ
n
)n(w′ +w
2w′w
)−(K ′+K−a+1)
Γ
(
K ′ +K − a+ 1) . (86)
Furthermore, in the second order corrections, there appear the functions Anκ, Bnκ, Cnκ, which are
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defined as
Anκ(κ
′′) :=
∑
n′′
w′′w
wW ′′ − w′′W N
2N ′′2
×
[ (
w −W + w′′ −W ′′) ( 200In′′κ′′nκ − 211In′′κ′′nκ )
+
(
w −W − w′′ +W ′′) ( 201In′′κ′′nκ − 210In′′κ′′nκ ) ]2 ,
Bnκ(κ
′′) :=
∑
n′′
w′′w
wW ′′ − w′′W N
2N ′′2
×
[ (
w −W + w′′ −W ′′) ( 200In′′κ′′nκ − 211In′′κ′′nκ )
+
(
w −W − w′′ +W ′′) ( 201In′′κ′′nκ − 210In′′κ′′nκ ) ]
×
[(
α+
(w′′ −W ′′)(w −W )
α
)(
1
00I
n′′κ′′
nκ +
1
11I
n′′κ′′
nκ
)
−
(
α− (w
′′ −W ′′)(w −W )
α
)(
1
01I
n′′κ′′
nκ +
1
10I
n′′κ′′
nκ
) ]
,
Cnκ(κ
′′) :=
∑
n′′
w′′w
wW ′′ − w′′W N
2N ′′2
√
w + κ
w − κ
×
[ (
w −W + w′′ −W ′′) ( 200In′′κ′′n,−κ − 211In′′κ′′n,−κ)
+
(
w −W − w′′ +W ′′) ( 201In′′κ′′n,−κ − 210In′′κ′′n,−κ) ]
×
[ (
w −W + w′′ −W ′′) ( 100In′′κ′′nκ − 111In′′κ′′nκ )
+
(
w −W − w′′ +W ′′) ( 101In′′κ′′nκ − 110In′′κ′′nκ ) ] ,
where the summation over n′′ runs over N0 if |κ′′| 6= |κ| and over N0\{n} if |κ′′| = |κ|.
[1] C. Truesdell and R. Toupin, in Principles of Classical Mechanics and Field Theory/Prinzipien der
Klassischen Mechanik und Feldtheorie (Springer, 1960), pp. 226–858.
[2] E. J. Post, Formal structure of electromagnetics: general covariance and electromagnetics (Courier
Corporation, 1997).
[3] Y. N. Obukhov and F. W. Hehl, Physics Letters B 458, 466 (1999).
[4] F. Hehl and Y. Obukhov, Foundations of Classical Electrodynamics: Charge, Flux, and Metric, Progress
in Mathematical Physics (Birkha¨user Boston, 2003).
[5] C. Laemmerzahl and F. W. Hehl, Phys. Rev. D70, 105022 (2004), gr-qc/0409072.
[6] F. R. Klinkhamer and M. Risse, Phys. Rev. D77, 016002 (2008), 0709.2502.
[7] F. R. Klinkhamer, in Proceedings, 34th International Conference on High Energy Physics
(ICHEP 2008): Philadelphia, Pennsylvania, July 30-August 5, 2008 (2008), 0810.1446, URL
https://inspirehep.net/record/798892/files/arXiv:0810.1446.pdf.
[8] D. Colladay and V. A. Kostelecky, Phys. Rev. D58, 116002 (1998), hep-ph/9809521.
[9] V. A. Kostelecky, Phys. Rev. D69, 105009 (2004), hep-th/0312310.
[10] V. A. Kosteleck and A. J. Vargas, Phys. Rev. D92, 056002 (2015), 1506.01706.
[11] F. P. Schuller, N. Stritzelberger, F. Wolz, and M. Du¨ll, ArXiv e-prints (2016), 1611.08878.
40
[12] F. P. Schuller, N. Stritzelberger, J. Schneider, and F. Wolz (2017), in preparation.
[13] G. F. Rubilar, Y. N. Obukhov, and F. W. Hehl, International Journal of Modern Physics D 11, 1227
(2002).
[14] Y. Itin, Journal of Physics A: Mathematical and Theoretical 42, 475402 (2009).
[15] L. G˚arding, Acta Mathematica 85, 1 (1951).
[16] R. Punzi, F. P. Schuller, and M. N. Wohlfarth, Classical and Quantum Gravity 26, 035024 (2009).
[17] D. Ra¨tzel, S. Rivera, and F. P. Schuller, Physical Review D 83, 044047 (2011).
[18] F. P. Schuller, C. Witte, and M. N. Wohlfarth, Annals of Physics 325, 1853 (2010).
[19] S. Rivera Herna´ndez, Ph.D. thesis, Max Planck Institute for
Gravitational Physics and University of Potsdam (2012), URL
https://publishup.uni-potsdam.de/opus4-ubp/frontdoor/index/index/docId/4495.
[20] V. A. Kostelecky and M. Mewes, Phys. Rev. D66, 056005 (2002), hep-ph/0205211.
[21] V. A. Kosteleck and M. Mewes, Phys. Rev. Lett. 110, 201601 (2013), 1301.5367.
[22] B. Altschul, Phys. Rev. D75, 105003 (2007), hep-th/0701270.
[23] I. A. Batalin and G. A. Vilkovisky, Phys. Lett. B102, 27 (1981), [,463(1981)].
[24] I. A. Batalin and G. A. Vilkovisky, Phys. Rev. D28, 2567 (1983), [Erratum: Phys. Rev.D30,508(1984)].
[25] D. Colladay and V. A. Kostelecky, Phys. Lett. B511, 209 (2001), hep-ph/0104300.
[26] D. Anselmi, Renormalization (2014), 14B1 Renorm, chapters 5-6.
[27] S. Weinberg, The quantum theory of fields. Vol. 2: Modern applications (Cambridge University Press,
2013), chapters 15-17.
[28] T. R. S. Santos and R. F. Sobreiro, Braz. J. Phys. 46, 437 (2016), 1502.06881.
[29] V. A. Kostelecky, C. D. Lane, and A. G. M. Pickering, Phys. Rev.D65, 056006 (2002), hep-th/0111123.
[30] B. Charneski, M. Gomes, R. V. Maluf, and A. J. da Silva, Phys. Rev. D86, 045003 (2012), 1204.0755.
[31] C. M. Carloni Calame, G. Montagna, O. Nicrosini, and F. Piccinini, Acta Phys. Polon. B46, 2227
(2015).
[32] S. Jadach et al., in CERN Workshop on LEP2 Physics (followed by 2nd meeting, 15-16 Jun 1995 and 3rd
meeting 2-3 Nov 1995) Geneva, Switzerland, February 2-3, 1995 (1996), pp. 229–298, hep-ph/9602393,
URL https://inspirehep.net/record/416260/files/arXiv:hep-ph_9602393.pdf.
[33] M. Bicer et al. (TLEP Design Study Working Group), JHEP 01, 164 (2014), 1308.6176.
[34] H. Baer, T. Barklow, K. Fujii, Y. Gao, A. Hoang, S. Kanemura, J. List, H. E. Logan, A. Nomerotski,
M. Perelstein, et al. (2013), 1306.6352.
[35] C. D. Carone, M. Sher, and M. Vanderhaeghen, Phys. Rev. D74, 077901 (2006), hep-ph/0609150.
[36] D. Hanneke, S. Fogwell, and G. Gabrielse, Phys. Rev. Lett. 100, 120801 (2008), 0801.1134.
[37] T. Aoyama, M. Hayakawa, T. Kinoshita, and M. Nio, Phys. Rev. Lett. 109, 111807 (2012), 1205.5368.
[38] V. A. Kosteleck, A. C. Melissinos, and M. Mewes, Phys. Lett. B761, 1 (2016), 1608.02592.
[39] Y. Michimura, N. Matsumoto, N. Ohmae, W. Kokuyama, Y. Aso, M. Ando, and K. Tsubono, Phys.
Rev. Lett. 110, 200401 (2013), 1303.6709.
[40] F. N. Baynes, M. E. Tobar, and A. N. Luiten, Phys. Rev. Lett. 108, 260801 (2012).
[41] P. A. Dirac, in Proceedings of the Royal Society of London A: Mathematical, Physical and Engineering
Sciences (The Royal Society, 1928), vol. 117, pp. 610–624.
[42] F. Pidduck, Journal of the London Mathematical Society 1, 163 (1929).
[43] J. J. Sakurai, Advanced quantum mechanics (Addison-Wesley Publishing Company, 1967).
[44] E. Merzbacher, Quantum Mechanics (Wiley, 1998).
[45] Wolfram functions – generalized Laguerre polynomials, http://functions.wolfram.com/05.08.02.0001.01,
accessed: 2017-03-20.
[46] Wolfram functions – spherical harmonics, http://functions.wolfram.com/05.10.02.0001.01, ac-
41
cessed: 2017-03-20.
[47] R. Szmytkowski, Journal of Mathematical Chemistry 42, 397 (2007).
