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This paper is devoted to the issues in development and implementation of parallel
algorithms for solving practical problems. We consider a routing problem with constraints
and complicated cost functions. The visited objects are assumed to be clusters, or
megalopolises (nonempty nite sets), and the visit to each one entails certain tasks, which
we call interior jobs. The order of visits is subject to precedence constraints. The costs
of movements depend on the set of pending tasks (not yet complete at the time of the
movement), which is also referred to as "sequence dependence", "position dependence", and
"state dependence". Such dependence arises, in particular, in routing problems concerning
emergencies at nuclear power plants, similar to the Chernobyl and Fukushima Daiichi
incidents. For example, one could consider a disaster recovery problem concerned with
sequential dismantlement of radiation sources; in this case, the crew conducting the
dismantlement is exposed to the radiation from the sources that have not yet been dealt
with. Hence the dependence on pending tasks in the cost functions that measure the
crew's radiation exposure. The latter dependence reects the "shutdown" operations for the
corresponding radiation sources. This paper sets forth an approach to a parallel solution for
this problem, which was implemented and run on the URAN supercomputer. The results
of the computational experiment are presented.
Keywords: dynamic programming; route; sequencing; precedence constraints; parallel
computation.
Introduction
Many real-life problems feature the issues connected with routing (transportation,
routing the tool of CNC plate cutting machines, minimization of sta exposure to
radiation during operations in radioactively contaminated environment). This paper is
devoted to a study of an important class of discrete optimization problems, namely,
the problems concerning multiple movements under constraints. The prototype of the
considered problem is the well-known intractable travelling salesman problem (TSP),
see [1, Ch. 3]; to name just a few works on TSP, [29]. However, in applications, one often
has to satisfy certain additional constraints. In particular, constraints arise in the problem
of minimizing the exposure of nuclear power plant sta conducting operations related to
dismantling radiation sources. A typical characteristic of the latter problem is dependence
on the set of pending tasks: only the sources that are not yet dismantled at the time of each
operations do "radiate". There are also other applications [1012]. Another peculiarity,
which arises, for example, in the known problem of dismantling a decommissioned nuclear
power generation unit, consists in precedence constraints on the sequence of operations;
this is formalized by specifying ordered pairs (OP) of operations where the rst component
of the pair must be conducted before the second one. Finally, in contrast with "ordinary"
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TSP, in applications, the "cities" visited may possess some internal structure and are
thus rendered not as "cities" but as clusters of cities, or megalopolises, which introduces
a certain additional variation into the movements  the problem develops a two-layer
hierarchy: layer one is the sequencing of megalopolises through a permutation of their
indices  the route, and layer two is the choice of a "track" along the given route, i.e., the
exact versions of movements through the megalopolises. The arguments leading to a two-
layer optimization problem are stated in [13], and the applications of methods developed
in [13] for problems of nuclear power generation are discussed in [14,15].
Among the applications of theoretical constructions of [13], note the problems of
machine engineering concerned with CNC cutting machines; see [1620].
In this connection, note that in routing problems of appreciable dimension one could
hardly avoid the use of heuristics, particularly in nonmetric statements (with nonmetric
travel cost functions), which is the case for the problem considered in this paper. However,
then, there appears the problem of testing the heuristics on problem instances of the
corresponding class. This can be conducted (see [21]) on model problem instances of smaller
dimension that nevertheless possess all features of the problem statement: constraints,
cost functions, etc. In the mentioned model problems, we intend to use the DP apparatus
to nd the value (extremum). Then, by running the heuristics on the same problems,
after a representative body of statistics is accumulated, one could analyze how close the
heuristic results are to the mentioned extremum. After a heuristic is determined to be
"suciently good" in the mentioned sense, we can later apply it to a "big" problem that
can no longer be solved through DP. Thus, DP can be used to create a kind of proving
ground for heuristics; still, it is possible that the success of a heuristic on model problem
instances will not transfer to instances of greater dimension, whence a desire to expand
the usability frame of DP as a testing instrument onto model problem instances of greater
dimension, which could not be solved on a personal computer. It is deemed worthwhile
to use supercomputers to consider the model problem instances the dimensions of which
are closer to their real-life prototypes while retaining all complications and additional
constraints typical in practice (expand the proving ground boundaries). To this end, we
use a parallel version of dynamic programming aimed at supercomputers; in this paper,
we describe the constructions aligned with the problem of minimizing nuclear power plant
sta exposure to radiation during operations connected with dismantling radiation sources.
1. Problem Statement and Discussion
Let us start with general denitions, notions, and notations. The symbol
4
= denotes
equality by denition. A set, all elements of which are themselves sets is called a family.
The real line is denoted by R; R+
4
= f 2 R j 0 6 g, N 4= f1; 2; : : :g and N0 4= N [ f0g =
f0; 1; 2; : : :g, N  N0  R. For p 2 N0 and q 2 N0, assume p; q 4= ft 2 N0 j (p 6 t)& (t 6
q)g. For every ordered pair (OP) z = (a; b) of arbitrary objects a and b, denote by pr1(z)
and pr2(z), respectively, its rst and second elements: pr1(z) = a; pr2(z) = b. For an
object x, the corresponding singleton set is denoted by fxg. For arbitrary objects a, b,
and c, by convention [22, p. 17], assume (a; b; c)
4
= ((a; b); c). For three arbitrary sets A,
B, and C, following [22, p. 17], we assume ABC 4= (AB)C, thus, for  2 AB
and  2 C, we have (; ) 2 A  B  C. By R+[S] we denote the set of all functions
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from a nonempty set S into R+. For a set H, denote by P(H) the set of all subsets of H,
P 0(H) 4= P(H) n f?g; denote by Fin(H) the family of all (nonempty) nite sets of P 0(H).
If H is a nite set, then Fin(H) = P 0(H). To a nonempty nite setK, assign its cardinality
jKj 2 N and the (nonempty) set (bi)[K] of all bijections [23, p. 87] of the set 1; jKj onto K;
in addition, j?j 4= 0. A permutation of a nonempty set T is [23, p. 87] a bijection of T
onto itself; for every permutation  of T , there exists an inverse permutation  1 of the
set T : ( 1(t)) =  1((t)) = t 8t 2 T .
Fix a nonempty set X, a point x 2 X, a number N 2 N; N > 2,(nonempty nite)
sets  megalopolises M1 2 Fin(X); : : : ;MN 2 Fin(X), and relations M1 2 P 0(M1 
M1); : : : ;MN 2 P 0(MNMN): Here and below, assume (x =2Mj 8j 2 1; N)& (Mp\Mq =
? 8p 2 1; N 8q 2 1; N n fpg). For each j 2 1; N , OPs from Mj determine the feasible
interior jobs connected with visitingMj: the rst element of such an OP is the entry point,
and the second element is the exit point. We consider the processes of the following [24,
(3.3)] form:
x!(pr1(z1)2M(1) pr2(z1)2M(1))! :::!(pr1(zN)2M(N) pr2(zN)2M(N)); (1.1)
where z1 2 M(1); : : : ; zN 2 M(N), and  is a permutation of indices of 1; N , hereinafter
referred to as route. Assume that in (1.1) the straight arrows denote the exterior
movements and the wavy arrows denote the motions connected with (interior) jobs. The
objects of our choice are ; z1; : : : ; zN . LetMj
4
= fpr2(z) : z 2Mjg 2 Fin(Mj) 8j 2 1; N ;
X 4= fxg [
SN
i=1Mi

2 Fin(X); X 4= fxg [
SN
i=1Mi

2 Fin(X): In connection with
(1.1), note that both exterior movements and interior jobs conducted as the megalopolises
are visited are measured through the given functions, and the results of these measurements
are aggregated additively, which is the natural way for many applications. Here and below,
assume P 4= (bi)[1; N ], and also assume that each specic  2 P (see (1.1)) must satisfy
the precedence constraints, which are dened by means of the set K 2 P(1; N  1; N) ;
OPs from K will be called address pairs; the feasibility of  2 P can be reduced to the
following requirement: for z = (i; j) 2 K, the set Mi must be visited before Mj. Here and
below, assume [24, (3.11)] the following:
8K0 2 P 0(K)9z0 2 K0 : pr1(z0) 6= pr2(z) 8z 2 K0: (1.2)
Then, the set A of all feasible (with respect to precedence) routes from P has the following
form [24, (3.12)]: A
4
= f 2 Pj 1(pr1(z)) <  1(pr2(z)) 8z 2 Kg 2 P 0(P): In connection
with (1.2), note that pr1(z) 6= pr2(z) 8z 2 K. As evident from (1.1), the choice of some
route  2 A does not yet determine the whole process, it must be supplemented with
some track z1; : : : ; zN . A track has to agree with the given route, and the solution is
constructed in the form of OP consisting of a route and a track, where the route must
be an element of A. It is useful to bear in mind that such interpretation allows one to
consider not only (1:1) but also the partial processes connected with visiting megalopolises
Mk; k 2 K, where K  1; N . Such interpretation is also useful in connection with the
dynamic programming (DP); it was laid out in [21,24,25]. In this paper, we omit its details
and devote most of our attention to the computational concerns. We limit ourselves to
a description of "complete" routes and "tracks" (trajectories), similar to (1.1). Thus, if
 2 P, denote by Z the set of all tuples (zi)i20;N : 0; N ! X  X such that (z0 =
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(x0; x0))& ( zt 2 M(t) 8t 2 1; N); Z is a nonempty nite set. Feasible solutions will be
represented by the OPs (; (zi)i20;N), where  2 A and (zi)i20;N 2 Z; N 4= P 0(1; N).
Consider the following cost functions (they are assumed to be known): c 2 R+[X 
X  N], c1 2 R+[X  X  N]; : : : ; cN 2 R+[X  X  N]; f 2 R+[X]. In terms of these
functions, let us dene the additive criterion: for  2 A and (zi)i20;N 2 Z, set
C[(zi)i20;N ]
4
=
NP
t=1
[c(pr2(zt 1); pr1(zt); f(j) : j 2 t; Ng)+
+ c(t)(zt; f(j) : j 2 t; Ng)] + f(pr2(zN)):
(1.3)
Our principal problem is as follows: C[(zi)i20;N ] ! min;  2 A; (zi)i20;N 2 Z; for this
problem, there exists a nonempty set of optimal feasible solutions and the problem's value
 the following extremum:
V
4
= min
2A
min
(zi)i20;N 2Z
C[(zi)i20;N ] 2 R+: (1.4)
Our goal is to nd V (1.4) and some optimal feasible solution (0; (z0i )i20;N), where
0 2 A and (z0i )i20;N 2 Z0 ; evidently, they satisfy C0 [(z0i )i20;N ] = V .
2. Dynamic Programming. Layers of Bellman Function
Our problem is solved by means of a variety of DP [21, 24, 25], which we specify in a
brief form. We use the construction from [21,24,25], which is based on the layer structure
of the Bellman function; the algorithm of their construction is sketched below. Let us
consider the construction of state space layers by means of the crossing-out operator (for
tasks in the task list) [13, Pt. 2]: I : N ! N; specically, for K 2 N, set (K) 4= fz 2
K j (pr1(z) 2 K)& (pr2(z) 2 K)g and I(K) 4= K n fpr2(z) : z 2 (K)g: Operator I(K)
is used to construct the layers of the state space. To this end, consider a (nonempty)
set G
4
= fK 2 N j 8z 2 K (pr1(z) 2 K) ) (pr2(z) 2 K)g, clearly, 1; N 2 G; we call
its elements feasible task lists. We sort the mentioned lists by their cardinality, Gs
4
=
fK 2 G j s = jKjg 8s 2 1; N: Then, the family fGj : j 2 1; Ng is a partition of G. In
addition, G1
4
= fftg : t 2 1; N n K1g; where K1 4= fpr1(z) : z 2 Kg. Also [21, 24, 25],
Gs 1 = fK nfjg : K 2 Gs; j 2 I(K)g 8s 2 2; N: Thus we obtain a recurrence procedure:
GN = f1; Ng, GN ! GN 1 ! : : :! G1: Based on this procedure, we construct the state
space layers, which we denote D0; D1; : : : ; DN . Specically, D0 = f(x;?) : x 2Mg; where
M is by denition the union of all the sets Mi; i 2 1; N nK1. Next, DN 4= f(x0; 1; N)g
(the singleton that contains the OP (x0; 1; N)). If s 2 1; N   1 and K 2 Gs, we have [25]
the following sequence of denitions:
Js(K)
4
= ft 2 1; N nK j ftg [K 2 Gs+1g;Ms[K] 4=
[
j2Js(K)
Mj;Ds[K]
4
=
4
= f(x;K) : x 2Ms[K]g 2 P 0(XGs):
Thus, for s 2 1; N   1, the layer Ds is dened by the rule
Ds
4
=
[
K2Gs
Ds[K]: (2.1)
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It is easy to see that D0 6= ?; D1 6= ?; : : : ; DN 6= ?. If s 2 1; N; (x;K) 2 Ds; j 2 I(K),
and z 2Mj, then (pr2(z); K n fjg) 2 Ds 1:
Recurrence procedure for construction of the layers. Consider a system of
funcions v0 2 R+[D0]; v1 2 R+[D1]; : : : ; vN 2 R+[DN ].
First, dene v0 2 R+[D0] by the condition v0(x;?) 4= f(x) 8x 2 M: Further
constructions implement the following recurrence scheme: for s 2 1; N , if the function
vs 1 2 R+[Ds 1] is already constructed, then vs 2 R+[Ds] can be determined by the rule
vs(x;K)
4
= min
j2I(K)
min
z2Mj
[c(x; pr1(z); K)+cj(z;K)+vs 1(pr2(z); K nfjg)] 8(x;K) 2 Ds: (2.2)
From the general constructions of [21,24,25], there follows the equality
V = vN(x
0; 1; N); (2.3)
which lets us determine the global extremum (see (1.4)). The procedure v0 ! v1 ! : : :!
V; which is completely dened by virtue of (2.2), can be regarded as an algorithm for
determining V , during which, only one layer of the Bellman function is retained in the
computer's RAM; for details, refer to [26]. Similar idea was proposed in [27]. Construction
of optimal solution corresponds to [21,24, 4, 7].
3. Independent Computations of Bellman Function Layers
Further exposition follows a version of general construction [24, 28, 29] connected
with conducting independent computations. Recall that (2.2) and (2.3) state the "nal"
formula for determining V through vN 1. Thus, further constructions require one to
determine vN 1, which is conducted by the procedure below (it is clear how to compute V
if vN 1 is known). The function vN 1 is dened on the set DN 1, which is dened
through GN 1. Here and below, assume N > 3; we have
GN 1 = f1; N n fjg : j 2 I(1; N)g; (3.1)
since GN = f1; Ng, it is possible to determine DN 1. Assume all the layer-functions
will be constructed on n nodes, where n
4
= jGN 1j = jI(1; N)j 2 N. To facilitate these
constructions, each layer D0; D1; : : : ; DN will be interpreted as a union of n subsets; each
such subset will be distributed to a specic node, which would construct its fragment of
the layer. This construction will be conducted through auxiliary discrete dynamic systems
(DDS), the trajectories of which will be determined through systems of inclusions. Thus,
assume K 2 GN 1, and let T[K] be the set of all the tuples (Kt)t20;N 2 : 0; N   2 ! G
such that (K0
4
= K) & (8 2 1; N   2 9s 2 I(K 1) : K = K 1 n fsg). Given tuples 
trajectories of the system  are not uniquely determined for each given K; thus, for each
"time" t 2 0; N   2, we have a reachability set (RS) eT[K; t], dened to be the set of all
the lists Kt such that (K )20;N 2 are the trajectories from T[K]:
eT[K; t] 4= fKt : (Ki)i20;N 2 2 T[K]g; (3.2)
in addition [28, 29], eT[K; t] 2 P 0(GN (t+1)). As it is easy to see, for every K 2 GN 1,
(eT[K; 0] = fKg) & (eT[K;N   2]  G1): Now, the families of feasible lists of xed
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cardinality can be determined through these RSs, specically,
GN (t+1) =
[
K2GN 1
eT[K; t] 8t 2 0; N   2: (3.3)
Let us also note that the mentioned RSs could [29, Proposition 16] be determined in a
recurrent fashion for a xed condition: if K 2 GN 1 and t 2 0; N   3, then eT[K; t+ 1] =
fP n fhg : P 2 eT[K; t]; h 2 I(P )g: Through RSs, we construct the "individual" (to each
computation nodeits own) state space layers: for K 2 GN 1 and s 2 1; N   1, in view
of (2.1), set
Ds[K] 4=
[
P2eT[K;N (s+1)]
Ds[P ] 2 P 0(Ds): (3.4)
These layers (3.4) possess the property (pr2(z); Q n fsg) 2 Dl[K] 8l 2 1; N   2 8(x;Q) 2
Dl+1[K] 8s 2 I(Q) 8z 2Ms: In view of (3.4), for K 2 GN 1 and s 2 1; N   1, assume
Ws[K] 4= (vs(x; P ))(x;P )2Ds[K] = (v(x; P ))(x;P )2Ds[K] 2 R+[Ds[K]]: (3.5)
In particular, for K 2 GN 1, we can determine D1[K] 2 P 0(D1) andW1[K] 2 R+[D1[K]].
To explicitly describe D1[K] forK 2 GN 1, let us rst note, in view of (3.4), that eT[K;N 
2]  G1, whence 8P 2 eT[K;N   2] 9t 2 1; N nK1 : P = ftg: Consequently [24, 10.4],
we have the property 8K 2 GN 1 8(x; P ) 2 D1[K] 9t 2 1; N nK1 : P = ftg. In view
of (2.2), and (3.5), we nd that, for K 2 G1 and (x; P ) 2 D1[K],
W1[K](x; P ) = v1(x; P ) = min
j2I(P )
min
z2Mj
[c(x; pr1(z); P ) + cj(z; P ) + v0(pr2(z); P n fjg)];
where P = ftg for a certain t 2 1; N n K1 and, consequently [24, Remark 3.2], I(P ) =
I(ftg) = ftg = P ; then,
W1[K](x; P ) = min
j2P
min
z2Mj
[c(x; pr1(z); P ) + cj(z; P ) + f(pr2(z))] (3.6)
(in (3.6), note that, evidently,Mt M and pr2(z) 2Mt since j 2 P implies j = t). Since
in (3.6) P is a singleton, this formula may be simplied: following [30, (5.7)], consider, for
K 2 GN 1 (see [29, (62), Proposition 7], a nonempty set M0[K] 4= fh 2 1; N nK1jfhg 2eT[K;N   2]g for K 2 GN 1. In view of (3.4), we obtain
D1[K] =
[
P2eT[K;N 2]
D1[P ] =
[
P2eT[K;N 2]
f(x; P ) : x 2M1[P ]g; (3.7)
where eT[K;N   2] = ffhg : h 2 M0[K]g [27, Proposition 5.1]; thus, from (3.7), we have
D1[K] = f(x; fhg) : h 2 M0[K]; x 2 M1[fhg]g: Next, for K 2 GN 1 and h 2 M0[K],
we have fhg 2 eT[K;N   2], where h 2 1; N nK1; thus, fhg 2 G1 and J1(fhg) = ft 2
1; N n fhgjft;hg 2 G2g;
M1[fhg] =
[
j2J1(fhg)
Mj: (3.8)
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In view of (3.6), for K 2 GN 1; h 2 M0[K], and x 2 M1[fhg], we have the following
property: (x; fhg) 2 D1[K] and
W1[K](x; fhg) = min
z2Mh
[c(x; pr1(z); fhg) + ch(z; fhg) + f(pr2(z))]: (3.9)
Through (3.9), we can fully determine the function W1[K], while, to use (3.9) we
have to, knowing K 2 GN 1 and h 2 M0[K], construct J1(fhg), and then determine
M1[fhg] by means of (3.8), after which we can nally use formula (3.9) for x 2M1[fhg].
We determine all the functions W1[K]; K 2 GN 1. Further constructions will concern
one single computation node. A transformation of a function Wl[K] into Wl+1[K], where
K 2 GN 1 and l 2 1; N   2, is determined by a relation similar to (2.2) (indeed, by (3.5),
for (x;Q) 2 Dl+1[K], s 2 I(Q), and z 2 Ms, the value Wl[K](pr2(z); Q n fsg) 2 R+
is dened and can be used to compute Wl+1[K](x;Q)). Thus (see (2.2) and (3.5)), for
K 2 GN 1, l 2 1; N   1, and (x;Q) 2 Dl+1[K], we have [24, (10.17)]
Wl+1[K](x;Q) = min
s2I(Q)
min
z2Mj
[c(x; pr1(z); Q) + cj(z;Q) +Wl[K](pr2(z); Q n fsg)]: (3.10)
Fix K 2 GN 1. For this set, we have the corresponding layers Ds[K] (3.4), s 2
1; N   1, which form a nonempty set in the state space. For s 2 1; N   1, the function
Ws[K] 2 R+[Ds[K]] is dened. In particular, the function W1[K] 2 R+[D1[K]] is dened;
to determine its values, (3.9) should be used in view of the representation of D1[K].
Further construction of functionsW1[K]; : : : ;WN 1[K] is conducted based on a recurrence
procedure based on (3.10). Specically, for l 2 1; N   2, the transformation of Wl[K] into
Wl+1[K] is determined by the expression 8(x;Q) 2 Dl+1[K]:
Wl+1[K](x;Q) = min
s2I(Q)
min
z2Mj
[c(x; pr1(z); Q) + cj(z;Q) +Wl[K](pr2(z); Q n fsg)]: (3.11)
Rule (3.11) is a specication of (3.10). Thus, (3.11) describes the transformationWl[K]!
Wl+1[K]: Since the choice of l was arbitrary, we obtain the recurrence procedure
W1[K]!W2[K]! : : : !WN 1[K]: (3.12)
All computations connected with (3.12) are conducted by a single computation node
independently of other nodes.
4. Construction of Layers of Bellman Function
We note positions [29, Section 7]. In particular, from [29, Proposition 17], we have the
equalities
Ds =
[
K2GN 1
Ds[K] 8s 2 1; N   1: (4.1)
Equalities (4.1) provide for a "union" of the processes conducted by the separate
computation nodes. Our intention in this is to construct the layers v1; : : : ; vN 1. For every
s 2 1; N   1, we have the functions Ws[K]; K 2 GN 1; the domains of which (that is,
the sets Ds[K]; K 2 GN 1) form, in view of (4.1), a cover of Ds. So the function vs
is completely determined. The functions from this collection agree in view of (3.5): for
K1 2 GN 1; K2 2 GN 1; s 2 1; N   1; (x; P ) 2 Ds[K1] \ Ds[K2], we have
Ws[K1](x; P ) = vs(x; P ) =Ws[K2](x; P ): (4.2)
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In view of (4.1) and (4.2), we obtain the following simple rule of construction of the
function vs for s 2 1; N   1. Having "particular" functions, to determine vs(x0; K0), where
(x0; K0) 2 Ds, rst, in view of (4.1), obtain the setK0 2 GN 1 such that (x0; K0) 2 Ds[K0].
Then, in view of (3.5), vs(x0; K0) = Ws[K0](x0; K0): Property (4.2) means that a specic
choice of K0 2 GN 1 with the property (x0; K0) 2 Ds[K0] can be arbitrary. Based on the
given rule, all values of the function vs can be determined and, therefore, the function
itself. Thus, being in possession of functions (3.5), we obtain all the layers v0; v1; : : : ; vN
of the Bellman function. Based on these layers, through procedures that solve the local
problems, we determine the optimal feasible solution. To construct such a solution, the
computer should retain all the layers v1; : : : ; vN of the Bellman function in its memory.
Algorithm for determining the global extremum. Consider a procedure for
determining V (2.3), during the implementation of which, in the memory of each
computational node, there is only retained one "particular" function of the form (3.5),
i.e., an "individual" Bellman function layer. Without loss of generality, consider the
computational node that processes the set K 2 GN 1. The ultimate goal of the procedure
running on this node is to construct the function WN 1[K] 2 R+[DN 1[K]]:
Principal steps of the iteration procedure.
1) Determine W1[K] 2 R+[D1[K]] from (3.9).
2) For s 2 1; N   2, assume the "particular" function Ws[K] 2 R+[Ds[K]] is already
constructed. Then, through (3.10), compute the values of the functionWs+1[K], which only
use the values of the function Ws[K] (in (3.10), set l = s). This yields the "particular"
function Ws+1[K] 2 R+[Ds+1[K]]: Next, the memory holding the values Ws[K] is released,
and then lled with the values of Ws+1[K]: the "particular" functions are overwritten.
3) After consecutively conducting step 2), we obtain WN 1[K].
After steps 1)3) are completed at each computation node, there are obtained
WN 1[K]; K 2 GN 1: Now, construct vN 1 through the equality
DN 1 =
[
K2GN 1
DN 1[K]: (4.3)
For every state (x^; P^ ) 2 DN 1, determine, by means of (4.3), the set K^ 2 GN 1 such
that (x^; P^ ) 2 DN 1[K^]. Then, we have the value WN 1[K^](x^; P^ ) 2 R+ for which, in view
of (3.5), there holds the equality vN 1(x^; P^ ) = WN 1[K^](x^; P^ ): Thus, we obtain all the
values of the function vN 1. Through the function vN 1 (the layer of the Bellman function),
we determine the global extremum V . In connection with this procedure, note [26], where it
was proved that one can determine the value of V without constructing the optimal feasible
solution for problems of greater dimension. For constructing of the optimal solution, the
above-mentioned algorithm is changed: it is required to determine not only vN 1 but all
functions vs; s 2 1; N   1: These functions are required to be kept in the memory of
the computer. The concrete variant of such constructing is connected with (4.2). Under
construction of all functions vs; s 2 1; N   1; it is required to use procedure of Section 3.
5. Model and Computational Experiment
Let us consider a specic version of the general problem; assume X = R  R (the
problem on a plane). We study the formulation where each megalopolis is a system of
entries and exits for a certain zone of heightened intensity of certain harmful factors (in
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particular, radiation). The necessary activities are conducted by a point agent in the
zone. The aim of activities inside a megalopolis is to go from the entry point to the
radiation source, dismantle it, and then leave the megalopolis through an exit point. The
radiation left after dismantling a source is assumed to be negligible. Thus, a megalopolis
is, essentially, a "near zone" of the radiation source. Other (non-dismantled) radiation
sources are also assumed to have a nonnegligible eect both during movement between
megalopolises and during the near zone activities (interior jobs). The eect of radiation is
assumed to be cumulative, whence the additive cost aggregation assumed in this paper.
Another feature of the problem statement is the fact that when moving to a source to
dismantle it, as the agent enters the near zone, the agent is assumed to be aected by it;
however, after dismantlement, as the agent moves to exit the zone, the agent is not aected
by the (dismantled) source anymore. Consequently, the degree of radiation exposure of
the agent during the rst stage depends on the length of the stage and, therefore, on the
distance between the entry point and the radiation source. During exterior movements,
the eect of each single source is not as pronounced, however, the cumulative eect of
non-dismantled sources can not be ignored.
Passing by a radiation source s and dismantling it. Let us connect the system
of megalopolises with a system of point "radiating" objects (zi)i21;N : 1; N ! X with
the following property: zi =2 Mi 8i 2 1; N . Dismantlement of the objects z1; : : : ; zN is
the aim of visiting the megalopolises: specically, during a visit to M(i), the agent has
to enter some entry point pr1(zi), move to the point z(i), dismantle the radiation source
number (i), and then reach an exit point pr2(zi). This implements scheme (2.1).
Let us sketch a description of the eect of a single source during the movement from
the given point of the plane to another point (as mentioned before, the exposure suered
during these movements is summed up) in the "regular" case, when the trajectory does not
pass through any "active" radiation sources. Thus, as the agent moves from a point i to a
point j, the losses (in our model), or rather, the exposure suered during the movement
due to the eect of the (active) source s is as follows:
ci;j[fsg] =
TZ
0
s
2s;t(t)
dt =
= 2i;j
s
v
i;jZ
0
d 
2i;j+ 2j;s   2i;s   2i;j
2
+
 
42i;j
2
i;s   (2j;s   2i;s   2i;j)2
 ;
(5.1)
where  denotes the Euclidean distance (where necessary, the mentioned distances are
subscripted); s is the intensity of the source s, and v is the movement speed. To calculate
the integral use one of the following table formulas:Z
dR
A2 +R2
=
1
A
arctg
R
A
+ C;
Z
dR
A2  R2 =
1
2A
ln
A+RA R
+C;
depending on whether the sign is 42i;j
2
i;s   (2j;s   2i;s   2i;j)2. If the source s lies on the
trajectory of the motion from point i to point j, the cost ci;j[fsg] is assumed to be a very
large number (roughly speaking, ci;j[fsg] = 1; in the actual computation, the number
that is several times greater than the most "costly" motion is sucient).
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Approaching radiation source s for dismantlement (determining the cost of
interior jobs). In this case, assume that the point j coincides with s and consider the
exposure suered by the agent during the approach to the source that is to be dismantled.
Thus, we still follow the model where the exposure is inversely proportional to the
square of the distance to the source; however, to avoid the ill-posedness as the agent
reaches the source, which could lead to a division by 0, the denominator of the integrand
in (5.1) is increased by 1. To account for a more intense radiation in the near zone, we add
factor 3 (which describes the case of radiation intensity not being weakened by obstacles,
the latter being possible during exterior movements). So, in this case, the losses (the
exposure) are calculated by the following formula:
ci;j[fsg] = ci;s[fsg] = 3
 s
v
 i;jZ
0
d
2 + 1
= 3
 s
v

arctg(i;j): (5.2)
About constructing of cost functions. For constructing of c; c1; : : : ; cN , it is
required the values dened by (5.1) and (5.2) are summed from s 2 K, where K is
the corresponding list of tasks that are not implemented at the time of moving (we keep
in mind the determination of values c(x; y;K) or cj(x; y;K), where j 2 1; N).
Computational experiment. Let us consider the model instances of the routing
problem for dismantling radiation sources on a plane. The megalopolises, which imitate the
possible entry and exit points of the chambers housing the radiation sources, are obtained
by discretizing circles: at each circle, there are 12 points, equally spaced starting with the
point with the angle coordinate of 0. Each megalopolis is assigned a point object, which
imitates the radiation source of the chamber. Let the starting point of the dismantlement
process coincide with the point of origin, i.e., x0 = (0; 0); after dismantling all radiation
sources, the agent must return to the depot (the point of origin). Recall that function  is
essentially the Euclidean distance. Assume the speed of the agent is 4 times greater outside
the chambers than it is within  this models the intrinsic diculty of moving inside the
megalopolises, which is due to the presence of hardware, various structures, or mechanisms,
which hamper the rapid movement inside. Here are some results concerning the calculations
on supercomputers URAN. For the model with 30 megalopolises and 30 address pairs (51
pairs in transitive closure [31]) that determine the precedence constraints, the following
results were obtained: total exposure (total losses): 222,9, total computation time: 17m 46s.
For the model with 31 megalopolis and 34 address pairs (63 pairs in transitive closure [31]),
the following results were obtained: total exposure (total losses): 226,5, total computation
time: 15m 56s. Let us now consider the results of the accounts of the same tasks on a
PC. For the model with 30 megalopolises and 30 address pairs, the following results were
obtained: total exposure (total losses): 222,9, total computation time: 7h 26m 7s. For
the model with 31 megalopolis and 34 address pairs, the following results were obtained:
total exposure (total losses): 226,5, total computation time: 6h 29m 55s. A decrease in
computation time for the problem with the greater number of megalopolises is due to
the more "strict" precedence constraints, which signicantly decrease both the volume of
computations involved in obtaining the values of the Bellman function and the memory
usage. For more information on the inuence of precedence constraints on computation
time and memory usage of dynamic programming solutions, refer to [32]. Calculating the
optimal route for the passage of 45 megacities, with 20 cities each is realized. This setting
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is weakened by 40 conditions of precedence. The calculation was performed on the URAN
supercomputer in the interval 1 hour 1 minute.
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ÐÅØÅÍÈÅ ÇÀÄÀ×È ÌÀÐØÐÓÒÈÇÀÖÈÈ Ñ ÈÑÏÎËÜÇÎÂÀÍÈÅÌ
ÑÕÅÌÛ ÍÅÇÀÂÈÑÈÌÛÕ ÂÛ×ÈÑËÅÍÈÉ
À.Ã. ×åíöîâ1;2, À.Ì. Ãðèãîðüåâ1, À.À. ×åíöîâ1
1Èíñòèòóò ìàòåìàòèêè è ìåõàíèêè èì. Í.Í.Êðàñîâñêîãî ÓðÎ ÐÀÍ, ã. Åêàòåðèíáóðã,
Ðîññèéñêàÿ Ôåäåðàöèÿ
2Óðàëüñêèé ôåäåðàëüíûé óíèâåðñèòåò èì. ïåðâîãî Ïðåçèäåíòà Ðîññèè Á.Í. Åëüöèíà,
ã. Åêàòåðèíáóðã, Ðîññèéñêàÿ Ôåäåðàöèÿ
Ñòàòüÿ ïîñâÿùåíà âîïðîñàì ïîñòðîåíèÿ è ðåàëèçàöèè ïàðàëëåëüíûõ àëãîðèòìîâ
äëÿ ðåøåíèÿ ïðèêëàäíûõ çàäà÷. Ðàññìàòðèâàåòñÿ çàäà÷à ìàðøðóòèçàöèè ïåðåìåùå-
íèé ñ îãðàíè÷åíèÿìè è óñëîæíåííûìè ôóíêöèÿìè ñòîèìîñòè. Ïðåäïîëàãàåòñÿ, ÷òî
îáúåêòû ïîñåùåíèÿ  ñóòü ìåãàïîëèñû (íåïóñòûå êîíå÷íûå ìíîæåñòâà), ïðè ïîñåùå-
íèè êîòîðûõ äîëæíû âûïîëíÿòñÿ íåêîòîðûå ðàáîòû, èìåíóåìûå äàëåå âíóòðåííèìè.
Ïî ïîñòàíîâêå çàäà÷è èìåþòñÿ îãðàíè÷åíèÿ â âèäå óñëîâèé ïðåäøåñòâîâàíèÿ. Ñòî-
èìîñòè ïåðåìåùåíèé çàâèñÿò îò ñïèñêà çàäàíèé, êîòîðûå íå âûïîëíåíû íà ìîìåíò
ïåðåìåùåíèÿ. Ñèòóàöèÿ òàêîãî ðîäà âîçíèêàåò, â ÷àñòíîñòè, ïðè àâàðèéíûõ ñèòóàöè-
ÿõ, ñâÿçàííûõ ñ ðàáîòîé ÀÝÑ è ïîäîáíûõ ïðîèñõîäÿùèì â ×åðíîáûëå è Ôóêóñèìå.
Ðå÷ü èäåò îá óòèëèçàöèè èñòî÷íèêîâ ðàäèîàêòèâíîãî èçëó÷åíèÿ, îñóùåñòâëÿåìîé ïî-
ñëåäîâàòåëüíî âî âðåìåíè; â ýòîì ñëó÷àå èñïîëíèòåëü íàõîäèòñÿ ïîä âîçäåéñòâèåì
èñòî÷íèêîâ, êîòîðûå íå áûëè äåìîíòèðîâàíû íà ìîìåíò ñîîòâåòñòâóþùåãî ïåðåìå-
ùåíèÿ. Çà ñ÷åò ýòîãî â ôóíêöèÿõ ñòîèìîñòè, îöåíèâàþùèõ âîçäåéñòâèå ðàäèàöèè íà
èñïîëíèòåëÿ, âîçíèêàåò çàâèñèìîñòü îò ñïèñêà íåâûïîëíåííûõ çàäàíèé. Ïîñëåäíèå
ñîñòîÿò â òîì èëè èíîì âàðèàíòå âûêëþ÷åíèÿ ñîîòâåòñòâóþùåãî èñòî÷íèêà. Â íà-
ñòîÿùåì èññëåäîâàíèè èçëàãàåòñÿ ïîäõîä ê ðåøåíèþ äàííîé çàäà÷è ïàðàëëåëüíûì
àëãîðèòìîì, ðåàëèçóåìûì íà ñóïåðêîìïüþòåðå ÓÐÀÍ. Ïðèâåäåíû ðåçóëüòàòû âû÷èñ-
ëèòåëüíîãî ýêñïåðèìåíòà.
Êëþ÷åâûå ñëîâà: äèíàìè÷åñêîå ïðîãðàììèðîâàíèå; ìàðøðóò; óñëîâèÿ ïðåäøå-
ñòâîâàíèÿ; ïàðàëëåëüíûé àëãîðèòì.
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