We study a class of models of i.i.d. random environments in general dimensions d ≥ 2, where each site is equipped randomly with an environment, and a parameter p governs the frequency of certain environments that can act as a barrier. We show that many of these models (including some which are non-monotone in p) exhibit a sharp phase transition for the geometry of connected clusters as p varies.
Introduction
Fix d ≥ 2, and set [d] = {1, 2, . . . , d}. Let E + = {e i } i∈ [d] denote the set of canonical basis vectors for Z d and let E − = {−e i } i∈ [d] and E = E + ∪ E − . The orthant model is the name we give to the random directed graph in which a vertex x ∈ Z d either connects (with probability p) to all x + e, e ∈ E + , or (with probability 1 − p) to each x + e, e ∈ E − . Our motivation was to show two properties of the orthant model in all dimensions.
• That "filling in" the holes in the forward cluster of the origin o yields a cluster bounded by sites of type E + (and this filled-in region is in turn the forward cluster of a different model, which we will call the half-orthant model );
• That this cluster undergoes a phase transition in p;
Both statements will be special cases of more general results (i.e. for a broader class of models) that we describe below.
Models and main results
Let µ be a probability measure on the power set of E. Let (G x ) x∈Z d be i.i.d. with law µ. This induces a random directed graph on Z d -insert arrows from x to each of the vertices {x + e : e ∈ G x }. We are interested in the set of vertices C x ⊂ Z d that can be reached from x by following arrows, as well as the sets B x = {y ∈ Z d :
x ∈ C y } and M x = C x ∩ B x . These models are examples of degenerate random environments -see [5, 6] . The study of these environments lays the foundation for understanding random walks in non-elliptic random environments. See [1, 10, 11] for the uniformly elliptic theory and [7, 8] (together with the references in the latter) for the non-elliptic case. In this context the arrows from x represent the possible steps that the walk can take from x. Then the condition that C x is infinite for every x is precisely the condition which ensures that the random walker does not get stuck on a finite set of sites (see e.g. [7, Lemma 2.2] ). This is the setting that interests us. To state our main results we introduce an explicit probability space (with a particular coupling structure) on which our models are defined. Let (Ω, F, P) be a probability space on which (U x ) x∈Z d , (U x ) x∈Z d are i.i.d. U (0, 1] random variables.
Let k, ∈ N, E = (E 1 , . . . , E k ), F = (F 1 , . . . , F ) with each E i , F j ⊂ E. Let D k = {(r 1 , . . . , r k ) : r i ≥ 0 for each i and k i=1 r i = 1}. For p ∈ [0, 1], r ∈ D k , q ∈ D and x ∈ Z d , set
We denote the C x for this model by C x (E, F , r, q, p). If k = = 1 then r 1 = q 1 = 1 and we say that the model is 2-valued and we write C x (E 1 , F 1 , p) for the forward cluster. Or, if the sets E 1 and F 1 are understood, simply C x (p).
Let E = ∩ k i=1 E i and E = ∪ k i=1 E i , and similarly F = ∩ i=1 F i and F = ∪ i=1 F i . Let Ω + = {x : U x < p} (these are the sites that receive an E environment), and Ω − = {x : U x ≥ p}. rem:subsets Remark 1. If E i ⊂ E i for each i ∈ [k] and F i ⊂ F i for each i ∈ [ ] then for each r, q, and p, we have C o (E , F , r, q, p) ⊂ C o (E, F , r, q, p).
exa:orthant
Example 1. The case k = = 1, E 1 = E + and F 1 = E − is what we have referred to above as the orthant model. The sets C x (E + , E − , p) are non-monotone in p.
When d = 2, this model was studied in [5] and [6] . The left side of Figure 1 shows an example. We henceforth assume the following, which clearly holds for the orthant model. 
(2) 2-valued-bound Figure 1 : Realisations of finite parts of the set C o for the orthant and halforthant models (Examples 1 and 2) with p = 0.7 and d = 2. So k = = 1 and on the left, E 1 = {e 1 , e 2 } and F 1 = {−e 1 , −e 2 }, while E 1 = {e 1 , e 2 } and F 1 = E(2) on the right. They are generated from the same U 's. Note that the boundaries of the two shaded clusters are the same (see Theorem 1).
fig:2d_e1e2
Observe that under Condition 1, from any site at least one of the arrows in direction e 1 or −e 2 is available (the former is available if the local environment is E i for some i, while the latter is available otherwise), so every C x contains an infinite self-avoiding path.
exa:maximal
Example 2. The case k = = 1, E 1 = E + and F 1 = E will be referred to as the half-orthant model. It is the "maximal" model satisfying Condition 1. Since
is monotone decreasing in p in this case. Obviously C o (0) = Z d and C o (1) = (Z + ) d . It will turn out that there is a non-trivial phase transition for having C o (p) = Z d . See the right side of Figure 1 for an illustration of this model, when d = 2. Likewise we may compare the following two models, with Figure 2 showing part of a realisation of the environment and the cluster C o (.5) for Examples 3 and 4 in two dimensions.
exa:e_1a
For fixed F , let F * denote the corresponding object with F i replaced with E for each i. Note that we obtain the same model if we take = 1 and F 1 = E, so we will write C x (E, r, p) for C x (E, F * , r, q, p). Then, by Remark 1,
(3) banana1 Figure 2 : Realisations of finite parts of the set C o ( 1 2 ) for two models with k = = 1 and d = 2. On the left we have E 1 = {e 1 } and F 1 = {−e 1 , e 2 , −e 2 } and on the right E 1 = {e 1 } and F 1 = E(2). They are generated from the same environment. Note that the boundaries of the two shaded clusters are the same (see Theorem 1).
fig:2d_e1
For 
Our first main result is the following. See Figures 1 and 2 for 2-valued illustrations when d = 2. See Figure 3 for a simulation of a 3-dimensional model.
thm:main1
Theorem 1. Assume Condition 1. Then for each x ∈ Z d , and p ∈ (0, 1],
Note that it is not true in general that C o (E, F , r, q, p) = C o (E, r, p). However, roughly speaking Theorem 1 says that if you only care about the outer boundary of C o then under Condition 1 you may as well set = 1 and F 1 = E.
Another way of viewing this result is that C o (E, r, p) is C o (E, F , r, q, p) with its holes filled in.
The above results reveal that under Condition 1, a special role is played by the case = 1, F 1 = E(d). For this reason we will state some results in this special case, i.e. assuming the following condition cond2 Condition 2. d ≥ 2, e 1 ∈ E, E ⊂ E + , = 1, and F 1 = E(d).
We now state our second main result which reveals a non-trivial phase transition for the occurrence of the event {C o = Z d }.
thm:main2
Theorem 2. Assume Condition 2. Then there exists p c (E, d, r) ∈ (0, 1) such that:
We conjecture that C o = Z d in the case p = p c as well. When d = 2, Theorem 2 follows from [6, Propositions 2.3 and 2.4]. Those results also imply a version (d = 2 only) of the Theorem under Condition 1, where the conclusion C o = Z 2 (when p < p c ) is replaced withC o = Z 2 (when p < p c ), whereC o is C o with its finite "holes" filled in (and note that all of the holes are finite in 2 dimensions). In general dimensions we do not know whether all holes in C o are finite. Theorems 1 and 2 seem to be the most natural way of describing the phase transition in general dimensions.
Theorems 1 and 2 make use of a dual percolation model. When d > 2 this is a type of surface percolation. See [2, 3, 4] for recent work on other higher dimensional percolation structures.
It is natural to ask about asymptotic properties of the boundary of C o when p > p c . To this end, let P p denote the law of the model with fixed (E, F , r, q, p) and let Z denote the discrete hyperplane {y ∈ Z d : y · e 1 = 0}.
open:Wshape
Open problem 1. Fix d ≥ 2 and assume Condition 1. Prove that if p > p c then for each v ∈ Z there exists a deterministic ζ(v) ∈ R depending on E, d, r, q, p (but not F ) such that
In [9] a version of this result is proved for Examples 1 and 2 in general dimensions, though with the assumption that p is sufficiently large.
All of the above results concern the forward cluster C o . A crucial difference between forward and backward clusters is that Condition 1 does not ensure that B o is infinite. In the case of Example 1, if e i ∈ Ω + and −e i ∈ Ω − for each i ∈ [d] (this has positive probability for any p ∈ (0, 1)) then there are no arrows pointing to the origin, so B o = {o}. Under Condition 2 however, B o will be infinite, since it contains −Z + e 1 . Another key difference between forward and backward clusters when d = 2 is that under Condition 1 B o is "simply connected" as a subset of Z 2 , while C o can have holes. The former does not hold for d > 2 (see Example 5 in Section 3). It seems that for d > 2 there is no simple geometric description of the possible boundaries for finite B o 's. Infinite B o clusters appear to be more regular. It would be interesting to characterize infinite clusters that can arise as B o .
For We conjecture that B o = Z d when p = p c as well. The following is an immediate consequence of Theorems 2 and 3. 
We will prove a partial result in this direction. For i = 1 and z ∈ Z d , define a family of planes
For comparison, in the case of the orthant model with d = 2, the corresponding alternatives are respectively that B o is finite; that B o is either Z 2 or the region below a decreasing function; or that B o is the region above a decreasing function. See Proposition 3.8 of [5] for a more precise statement.
It is trivial that B o is connected as a subset of the graph Z d . For the complementary cluster, we will show the following. Section 3 contains further discussion of related questions. The remainder of this paper is organised as follows. In Section 2 we prove Theorems 1 and 2. In Section 3 we prove Theorem 3 and Propositions 1 and 2. 
Proof. Fix x ∈ Z d . We will construct a self-avoiding path P ⊂ C o from o to an x 2 of the form
. . , d} denote the set of indices j ∈ {2, . . . , d} for which x·e j ≥ 0 and e j ∈ E, and let J = {2, . . . , d} \ J. If J = ∅, take x 1 = o. If not, suppose that J = {j 1 , . . . , j k } for some k ≥ 1. Construct a path P 1 ⊂ C o from o as follows: whenever we are at an F site, take the step −e 1 ; whenever we are at an E site take the step e j1 , until the j 1 -st coordinate matches that of x, then continue with j 2 etc. Repeat this until we exhaust the coordinates in J. Because all its coordinates are monotonic, P 1 is self-avoiding, so the environments we see are independent. Therefore we do eventually exhaust the coordinates in J, and arrive at a point x 1 whose J coordinates match those of x.
If J is empty then all coordinates of x 1 (except the first) match those of x, and we are done (with x 2 = x 1 ). Otherwise from the point x 1 construct a selfavoiding path P 2 ⊂ C o as follows: if at an E site, take the step e 1 . Otherwise, at an F site, take a step that moves some J coordinate closer to the corresponding coordinate of x. By definition of J , such a step is possible at every F site.
All coordinates of P 2 are monotonic, so as before, this process eventually terminates at some point point x 2 ∈ C o , whose coordinates (other than the first) match those of x. Thus L x < ∞ as claimed.
Note that P 1 followed by P 2 is indeed self-avoiding, despite the fact that the first coordinate initially decreases and then increases, because the last step of P 1 is never in the direction −e 1 .
lem:Wfinite2
Lemma 2. Assume Condition 1 and let p ∈ (0, 1).
We may continue in this way till we find some x − (k + j)e 1 ∈ Ω + ∩ C o (because p ∈ (0, 1) implies that the probability is zero that x − (k + j)e 1 ∈ Ω − for every j > 0). In other words, if x − ke 1 ∈ Ω − ∩ C o for infinitely many k > 0 then also x − ke 1 ∈ Ω + ∩ C o for infinitely many k > 0.
Similarly one can prove the converse. Thus, on the event that L x = −∞, we have that infinitely many of the points {x − ke 1 : k < 0} are in Ω + ∩ C o and infinitely many are in Ω − ∩ C o . Using the former, we see that infinitely many of {x + e − ke 1 : k < 0} are in C o , whenever e ∈ E. Using the latter, we see that infinitely many of {x + e − ke 1 : k < 0} are in C o , whenever e ∈ E \ E. Thus L x+e = −∞ for any e ∈ E. Using this argument repeatedly proves that
Under Condition 1, this shows that {L o is finite} = {L x is finite for every x ∈ Z d } almost surely. But note that the zero-one law for these events won't be established till later in this section. Lemma 2 can be upgraded slightly (though we will not actually make use of this fact). For i ∈ [d] and x ∈ Z d , let L (i) x = inf{k ∈ Z : x + ke i ∈ C o }, and note that L (1) x = L x by definition. Then we have the following. Given that N r is finite, we define N r+1 = inf{m : C o (m)∩M Nr = ∅}. If N r+1 is finite then we may find some point y r ∈ M Nr ∩C o (N r+1 )\C o (N r+1 −1), whose environment has not been explored prior to the iteration N r+1 . Therefore that environment is independent of what has come before, and we will have e ∈ G yr with probability at least p ∧ (1 − p) > 0. If every N r is finite this gives infinitely many independent opportunities to have e ∈ G yr .
It follows that almost surely, either:
The latter case this implies that y r +e ∈ C o for infinitely many r, so L (i) x+e = −∞. Repeating this argument proves the result. Note that taking k = w(y) in (8) reveals that w(y + w(y)e 1 ) = 0 for each y ∈ Z d . Therefore (s1) above could be replaced by S = {x ∈ Z d : w(x) = 0}. Proof. Remark 2 shows that x → L x is a side function. Thus (s1) holds. Now let z ∈ S L . We must have z ∈ Ω + , since if not then z − e 1 ∈ C o , which would contradict the definition of L z . This verifies (s2).
Turning to (s3), suppose that L y+e > L y and e = ±e 1 . Then e / ∈ E (since if it were, then y + L y e 1 ∈ C o implies that y + e + L y e 1 ∈ C o , and therefore L y ≤ L y+e ). Suppose that y + ke 1 ∈ Ω − for some k ∈ [L y , . . . , L y+e ), and letk be the first such k. Then y +ke 1 ∈ C o , since y + L y e 1 ∈ C o and e 1 ∈ G y+je1 for each j ∈ [L y ,k). Therefore y +ke 1 + e ∈ C o (since e / ∈ E), so L y+e ≤k < L y+e , which is impossible. Therefore y + ke 1 ∈ Ω + for each k ∈ [L y , . . . , L y+e ).
This also shows that y + ke 1 ∈ C o for each such k, so in fact e / ∈ G y+ke1 for any such k (otherwise y +ke 1 +e ∈ C o and hence L y+e ≤ k, which is impossible). This verifies (s3), confirming thatS L is an (E, +) barrier.
Finally
There exists a self-avoiding path y 0 , y 1 , . . . , y N in C o from y 0 = o to y N = z. Let z 1 be the first location y along this path at which w(y) > 0. Then z 1 = o since we've assumed that w(o) ≤ 0. Let z 2 denote the location immediately preceding z 1 along this path. Then w(z 2 ) ≤ 0 and z 1 = z 2 + e for some e = e 1 . We cannot have e = e 1 , since in that case w(z 1 ) = w(z 2 ) − 1 < 0 < w(z 1 ), which is impossible.
We cannot have e = −e 1 either. If it were, then w(z 2 ) − 1 = w(z 1 ) < 0 ≤ w(z 2 ), so in fact w(z 2 ) = 0. Thus z 2 ∈ S, so by (s2) we have z 2 ∈ Ω + . This implies that −e 1 / ∈ G z2 which is impossible, given the definition of z 2 . Therefore e = ±e 1 . We know that w(z 1 ) > 0 ≥ w(z 2 ), or in other words, 0 ∈ [w(z 2 ), w(z 2 + e)). By (s3) it follows that z 2 ∈ Ω + and e / ∈ G z2 . This is impossible, given the definition of z 2 , which establishes that all L x ≥ w(x).
The final conclusion now holds, because if x ∈ C o then w(x) ≤ L x ≤ 0.
In the next argument, for simplicity, we will write L x and L * x respectively for the objects L x (E, F , r, q, p) and L x (E, r, p) of Theorem 1. Recall that the former corresponds to a model satisfying Condition 1, and the latter to a corresponding model satisfying Condition 2. We will adopt the same shorthand for other quantities obtained from these model so that, for example, Theorem 1 is the statement that L x = L *
x and (C o ) {1+} = C * o .
Proof of Theorem 1. If p = 1 the claim is trivial, so assume p ∈ (0, 1). By (4), L * x ≤ L x for every x ∈ Z d . Thus if L x = −∞ for every x then there is nothing to prove.
By Lemma 2 we may therefore assume that L u > −∞ for every u ∈ Z d . By Lemma 4, S L satisfies (s1)-(s3) and by definition, L o ≤ 0. By Lemma 5 we obtain that L * x ≥ L x for every x ∈ Z d . Now consider the second assertion. In one direction, the fact that e 1 ∈ G *
In the other direction, let x ∈ C * o . Then L * x ≤ 0 so by the first part of the Theorem, also L x ≤ 0. This implies that x ∈ (C o ) {1+} , and we're done.
Note that probability enters the above arguments only via Lemmas 1 and 2. Outside of those results, the proofs are purely graph-theoretic. We cannot entirely eliminate probability however. For example, setting p = 0 in Example
Proof of Theorem 2. Assume Condition 2 and that p ∈ (0, 1). Consider the following alternatives: The event that there exists an (E, +) barrier (somewhere) is translation invariant, and by ergodicity of the environment it follows that the probability that there exists an (E, +) barrier is 0 or 1. If it is 1, then it follows that the probability that there exists an (E, +) barrier with w(o) ≤ n increases to 1 as n → ∞. By translation invariance, this probability does not actually depend on n, hence almost surely there is such an (E, +) barrier with w(o) ≤ 0.
We have shown that for each p ∈ (0, 1), either (i) holds almost surely or (ii) holds almost surely. In case (i), since e 1 is always ∈ G x we have C o (p) = Z d . In case (ii), clearly C o (p) = Z d . Since , (2, −2, −1), (2, −1, −1), (1, −1, −1), (1, 0, −1), (0, 0, −1) and back to (0, 0, 0). See Figure 4 .
Here we specify whether various (finitely many) vertices (x, y, z) ∈ Z 3 are in Ω + or Ω − (if the environment isn't specified, it isn't relevant for the example, and * indicates that the vertex is in B o ). • The following vertices with z = −1 are in Ω − :
(1, 0, −1) * , (2, −1, −1) * , (3, −2, −1) * (−3, 0, −1), (−2, 0, −1), (−1, 0, −1), (0, −1, −1), (1, −2, −1), (0, −3, −1), (1, −3, −1), (2, −3, −1), (3, −4, −1).
• The following vertices with z = −1 are in Ω + :
(0, 0, −1) * , (1, −1, −1) * , (2, −2, −1) * , (3, −3, −1) * (0, 1, −1), (1, 1, −1), (2, 0, −1), (3, −1, −1), (4, −2, −1), (4, −3, −1).
• The following vertices with z = 1 are in Ω − :
(−3, 0, 1) * , (−2, −1, 1) * , (−1, −2, 1) * , (0, −3, 1) * , (−4, 0, 1), (−4, −1, 1), (−3, −2, 1), (−2, −3, 1), (−1, −4, 1), (0, −4, 1),
• The following vertices with z = 1 are in Ω + :
(−3, −1, 1) * , (−2, −2, 1) * , (−1, −3, 1) * (−3, 1, 1), (−2, 0, 1), (−1, 0, 1), (0, 0, 1), (−1, −1, 1), (0, −2, 1), (1, −3, 1), (2, −3, 1), (3, −3, 1).
• For any vertex (x, y, 1) * appearing above set (x, y, 2) ∈ Ω + , and for any vertex (x, y, −1) * appearing above, set (x, y, −2) ∈ Ω − .
Recall ( Suppose that z ∈ B o and let e = ±e 1 . Since p ∈ (0, 1) we have that infinitely many points in (z + e) {1−} contain −e almost surely, and all of these points are therefore in B o as well. This proves that R x > −∞ a.s. for every x ∈ Z d .
If R x = ∞ for some x ∈ Z d then in fact x + Ze 1 ⊂ B o and therefore for each e = ±e 1 almost surely infinitely many points of the form x + e + ke 1 with k ≥ 0 are in B o as well. Therefore R x+e = ∞ a.s. on {R x = ∞}. This proves that {every R x is finite} ∪ {every R x = ∞} has probability one.
If p > p c then with probability 1 there exists an (E, +) barrier with w(o) > 0. Lemma 5 shows that if z ∈ Z d satisfies w(z) ≤ 0, then every x ∈ C z will satisfy w(x) ≤ 0. This implies that o / ∈ C z . Thus no such z can lie in B o , and therefore
On the other hand, suppose p < p c . If (R x ) x∈Z d are all finite then let S = {x + (R x + 1)e 1 : x ∈ Z d }. We claim thatS is an (E, +) barrier, with w(x) = R x + 1 and w(o) > 0. But that is a contradiction, since no such barrier exists when p < p c . So in fact, all the R x will be infinite. Therefore it only remains to prove thatS is an (E, +) barrier.
To prove this, note first that for each y ∈ x + Ze 1 and k ∈ Z we have by definition that R y+ke1 = R y − k. Therefore w(x) := R x + 1 is side function, so (s1) is satisfied. Next, S ⊂ Ω + since for any z ∈ S, z − e 1 ∈ B o but z / ∈ B o so −e 1 / ∈ G z . So (s2) holds. Finally, suppose e = ±e 1 and w(y + e) > w(y). We know that (y + e) + ke 1 ∈ B o for every k < w(y + e), while y + ke 1 / ∈ B o for k ≥ w(y). This implies that e / ∈ G y+ke1 for any k ∈ [w(y), w(y + e)). Therefore also y + ke 1 ∈ Ω + for such k, which shows (s3).
Before we prove Proposition 1 we will state and prove several Lemmas that together will imply the proposition. For y ∈ Z d and k 1 , Either −e ∈ E or −e ∈ F . Since p ∈ (0, 1) we have that infinitely many points z in (y + e)[Z + ] have −e ∈ G z and likewise, infinitely many points z in (y + e) [ 
The proof of the following is similar, and is left to the reader. 
Obviously, under the assumptions of Lemma 8 we have K x+e1 = K x − 1, hence w(x) := K x + 1 satisfies (8) . Similarly, in Lemma 9 we have K x+e1 = K x − 1.
Recall the notation Z i (z) and B i o (z) given prior to the statement of Proposition 1. 
is a single interval (which is possibly empty or infinite, but not bi-infinite).
Proof. For y 1 , y 2 ∈ Z i (z) \ B o , we can follows paths consistent with the environment and consisting of only steps e 1 (from Ω + sites) and −e i (from Ω − sites) that eventually intersect (as in Proposition 3.8 of [5] ). These paths lie entirely in Z i (z) \ B o since only moves e 1 , −e i were used and y 1 ,
This proves the first claim. For the second claim, suppose that I is not an interval. Then there exist y 1 , y 2 ∈ I with y [1] 1 < y [1] 2 − 1 and such that v ∈ B for every v ∈ z [Z] with y [1] 1 < v [1] < y [1] 2 . Then y 1 , y 2 / ∈ B o , since they neighbour B but are / ∈ B. From y 1 and y 2 we may follow paths consistent with the environment using only e 1 and −e i moves from Ω + sites and Ω − sites respectively. These paths eventually meet (again, as in Proposition 3.8 of [5] ) and are contained in Z i (z) \ B o . Similarly, if e i ∈ E then from y 1 and y 2 we may follow paths consistent with the environment using only −e 1 and e i moves, from Ω − sites and Ω + sites respectively. If e i / ∈ E then we may instead follow paths using only e i and e 1 moves, from Ω − sites and Ω + sites respectively. In either case the two paths intersect and are contained in We will construct self-avoiding paths from each, consistent with the environment, that eventually meet. By definition, both paths must lie in B c o , which will establish the result. Without loss of generality, y [d] 1 ≤ y [d] 2 . Build a path from y 2 by following e 1 at sites in Ω + and −e d at sites in Ω − till we reach a point y 2 ∈ B c o whose d'th coordinate agrees with that of y 1 . Let y 1 = y 1 . Repeating the same argument, now starting from y 1 and y 2 , we will in turn reach points whose d'th and (d−1)'st coordinates agree. Continuing in this way, we'll reach points x 1 , x 2 ∈ B c o , all of whose coordinates agree, other than the first two. In the notation from before Proposition 1 we'll have that x 1 , x 2 belong to the plane Z 2 (x 1 ).
But from x 1 and x 2 we may now apply the planar construction of Proposition 3.8 of [5] (also used above in the proof of Lemma 10) to build paths in Z 2 (x 1 )∩B c o that eventually cross. Thus y 1 and y 2 both connect to that crossing point.
