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り，推薦システムや SNS(Social Networking Service) といっ
たサービスで幅広く用いられている [1], [9], [15]．
グラフ分析技術のひとつに，ObjectRank [2], [10] がある．












N，エッジ数を M，演算の繰り返し回数を T とすると，重要
















































A N N の遷移行列
d ダンピングファクタ
rt キーワード t に対する各ノードの重要度を並べた N  1 のベクトル
qt キーワード t についてのクエリベクトル
BS(t) キーワード t をもつノードの集合
提案手法は 100 万のノードと 500 万のエッジを持つグラフ
に対し，約 2 秒で検索結果を得ることができる（ 4. 1 節）．
 正確性: 提案手法は ObjectRank の上位 k 件の結果を高
い近似精度で導出することができる．上限値の先読みを行






べき乗法を用いた ObjectRank と比較して約 5 倍高速に計算
できることを示した．
本稿の構成は次の通りである．まず， 2. 節で前提となる知




表 1 に本稿が用いる記号とその定義を示す．本節では，2. 1
節で ObjectRank の概要について，2. 2 節で ObjectRank の
重要度評価について，2. 3 節で ObjectRank の問題点について
それぞれ述べる．
2. 1 ObjectRank の概要
図 1 ObjectRank のシステム
ObjectRank のシステムの概要を図 1 に示す．ObjectRank








2. 2 ObjectRank の重要度評価
2. 2. 1 データモデル
ObjectRank はデータベース内のオブジェクトをラベル付き
有向グラフとして表現する．まず，グラフのノードとエッジの種
類，及びエッジの重みを定義した Authority Transfer Schema
Graph を作成する（以降，Schema Graph と呼ぶ）．各種ノー
ドとエッジはラベルが付与され，ラベルによって種類が区別さ
れる．各エッジの重みはそのエッジによって遷移する重要度の
割合を示す．ただし，重みは 0 以上 1 以下の値をとり，一つの
ノードから出るエッジの重みの総和は 1 以下に設定する必要が
ある．図 2 に文献データベースを表現した Schema Graph の
例を示す．図 2 の例では，\Conference" や \Year" といった
ラベルが付与された 4 種類のノードと，それらをつなぐ 8 種
類のエッジが存在する．
図 2 文献データベースの Schema Graph
図 3 図 2 に基づいて作成された Data Graph の例
次に，Schema Graph に基づいて対象の全データを実体化し
たグラフ Authority Transfer Data Graph を構築する（以降，





みを数えたものとする．図 3 に 図 2 に基づいて作成された文献
データベースの Data Graph の例を示す．図 3 では，\Balmin,
A." ノードから \ObjectRank" ノードには重みが 0.1 である
エッジが張られている．これは，Schema Graph の \Author"
から \Paper" へのエッジの重みである 0.2 を，\Balmin, A."
の出次数 2 で割った値である．
2. 2. 2 重要度の計算方法
ObjectRank は，上述の方法により構築された Data Graph
に対して重要度評価を行う．ノードとエッジの集合をそれぞれ
V，E，ノード数とエッジ数をそれぞれ N，M とする．ある
キーワード t と Data Graph G = (V;E) が与えられたとき，
ObjectRank はキーワード t に対する各ノードの重要度を並べ
たベクトル rt = [rt(v1); rt(v2); : : : ; rt(vN )] をランダムウォー
クモデル [3] に基づいて計算する．すなわち，キーワード t を
持つノード集合を BS(t) とすると，ランダムサーファは BS(t)
に含まれるランダムなノードを始点として (1) エッジの重みに




rt = dArt + (1  d)qt (1)
ただし，A は N N の遷移行列であり，(i; j) 要素にはノード
vj から vi にエッジ eji が存在する場合は eji の重みを，それ
以外の場合は 0 を格納する．d (0 < d < 1) はダンピングファ
クタ，qt は n 次元のクエリベクトルであり，以下のように求
める．
qt(v) =
8<:1=jBS(t)j (v 2 BS(t))0 (otherwise)




t  dAr(i)t + (1  d)qt (2)
r
(i)
t は i 回目の繰り返し計算によって求めた重要度のベクト
ルである．k r(i+1)t   r(i)t k が十分小さくなったとき，重要度
が収束したとして繰り返し計算を終了する．




要度 rt を計算し，ノードの id id(u) と重要度 rt(u) のペア





2. 3 ObjectRank の問題点
ObjectRank は，べき乗法を用いて各ノードの重要度が収束
するまで式 (2) を繰り返し計算する必要があるため，重要度評
価の計算量は O((N +M)T ) となる．索引構築時にはこの計算
をデータベース内に現れる全てのキーワードに対して行う必要
があり，索引構築の計算量は O((N +M)TK) となる．大規模
なグラフを対象とした際には N，M，および K が増加するた
め，計算コストが爆発的に増大するという問題がある．







できるため，従来の ObjectRank と比較して Top-k 検索を高
速に行うことができる．理論的な解析により，i 番目の繰り返
し計算における上限値 r(i)t (v) と下限値 r
(i)
t (v) は重要度の収束
値 rt(v) に対し r
(i)
t (v) <= rt(v) <= r
(i)
t (v) の性質を満たし，得
られる上位 k 件の検索結果は従来の ObjectRank により得ら
れる結果と一致することが保証される．
また我々が行った予備実験により，上述の提案手法は繰り返




値を任意の数 s だけ先読みし，r(i+s)t (v) を推定する．そして，
得られた推定値を用いることで繰り返し計算の序盤においても
ノードの枝刈りを可能とし，枝刈りのさらなる高速化を図る．
以降では， 3. 2 節において上限値と下限値の定義とその性質
の議論を行い， 3. 3 節で提案手法の基本的なアルゴリズムを説





t を長さ i のランダムウォークの確率を表す N 次元ベク
トルとする．p(i)t = A
iqt で計算し，i = 0 のとき pi = q であ
る．このとき，i 番目の繰り返し計算における ObjectRank ス
コアの下限値 r(i)t と上限値 r
(i)
t を以下に定義する．
定義 3.1 (下限値). i 番目の繰り返し計算におけるノード v の
下限値は次のように計算する．































ただし，Gi を i 番目の繰り返し計算における部分グラフ，G0
を元のグラフとし，V0 は G0 のノード集合を表す．
(i)
t (v)
は (i)t (v) = maxfp(i)t (v)  p(i 1)t (v); 0g により計算する．A
はエッジの最大の重みを格納した N 次元ベクトルであり，
A(v) = maxfA(v; u) : u 2 Gig となる．
補題 3.1 (下限値の性質). i 番目の繰り返し計算において，下
限値 r(i)t (v) は次の性質を満たす．
r(i)t (v) <= rt(v) (5)





t + (1  d)qt
= d2A2r
(i 2)
t + (1  d)(dAqt + qt)
= diAir
(0)
t + (1  d)fdi 1Ai 1qt +   + qtg
= diAir
(0)






最終的な ObjectRank のスコアベクトルは r(i)t の収束値であ
るため，rt = r
(1)




























が成り立つため，補題 3.1 の式 (5) が成立する．
補題 3.2 (上限値の性質). i 番目の繰り返し計算において，上
限値 r(i)t (v) は次の性質を満たす．
r
(i)




















るため，明らかに r(1)t (v) = rt(v) が成り立つ．式 (3.2) より
r
(i)











となる．ここで，0 < d < 1 かつ 0 <= p
(1)
t (v) <= 1 である








t A(v) = 0とある．ゆえに，
r
(1)





t (v)となるため，rt(v) = r
(1)
t (v)




Algorithm 1 Our basic proposed algorithm
Input: G, given graph; t, keyword; k, # of answer vertices
Output: Top-k vertices from nal subgraph Gi+1
1: i 0
2: Gi  G
3: repeat
4: for each v 2 Gi do
5: calculate r(i)t (v) and r
(i)
t (v) by equation (9) and (10)
6: end for
7: i  the k-th largest lower bound in Gi
8: construct Gi+1 by pruning vertices s.t fv 2 Vi : r(i)t (v) < ig from
Gi
9: i i + 1




補題 3.4 (下限値と上限値の逐次的な計算). i 番目の繰り返し
計算において，下限値 r(i)t (v) と上限値 r
(i)
t (v) は次式で計算す
る．また，次式は p(i)t (v) が計算済みであるとき O(1) で計算
可能である．
r(i)t (v) =
















t A(v) (i j= 0)
(10)






t (v) = (1   d)p(0)t (v) = (1   d)qt(v) が成り
立つ．また，定義 3.2 より r(i)t (v) = (1   d)qt(v) + dqt(v) +
d
(1 d)A(v) = qt(v) +
d
(1 d)A(v) が成り立つ．このとき，d，
qt(v)，A(v) は定数であるため，式 (9)，(10) は O(1) で計算
可能である．
次に，i j= 0 のとき，定義 3.1 より r(i)t (v)   r(i 1)t (v) =
(1  d)dip(i)t (v) となり，r(i)t (v) = r(i 1)t + (1  d)dip(i)t (v) が






















A(v) は定数であるため，式 (9)，(10) は O(1) で計算でき
る．
3. 3 基本的なアルゴリズム
提案手法の基本的なアルゴリズムを Algorithm 1 に示す．
i (i = 0; 1; : : : ) 番目の繰り返し計算において，各ノードの重要
度の上限値 r(i)t (v)，下限値 r
(i)
t (v) を計算する（5 行目）．閾
値 i を i 番目の繰り返し計算における k 番目に大きい下限値
とする（7 行目）．このとき，上限値が i を下回ったノードを
グラフ Gi から取り除き，新たな部分グラフ Gi+1 を構築する
（8 行目）．Gi+1 に含まれるノード数 jVi+1j が k に達したと
き計算を終了し，k 件のノードを返す．
Algorithm 1 が従来の ObjectRank と同様の結果が得られ
ることを示すために，以下の補題を導入する．
補題 3.5 (アルゴリズムの正確性). 提案手法は，従来の Ob-
jectRank によって得られる上位 k 件のノードを正確に検索す
ることができる．
証明. 従来の ObjectRank によって計算される重要度の収束
値の k 番目に大きな値を  とする．すなわち，あるノード v
が上位 k 件の検索結果に含まれるとき，重要度の収束値 rt(v)
は必ず  <= rt(v) を満たす．i 番目の繰り返し計算における k
番目に大きな下限値を i とすると，補題 3.1 より i <=  が
成り立つ．提案手法は r(i)t (u) < i を満たすようなノード u
をグラフから枝刈りするが，補題 3.2 よりノード u について
rt(u) <= r
(i)
t (u) <  が成り立つ．これは検索結果に含まれる場



















を大幅に削減できているが，1  5 番目の繰り返し計算時には
約 1 % のノードに対してのみ枝刈りが行われていることがわか
る．これは，Algorithm 1 に示した提案手法の枝刈り判定の条
件（8 行目）に起因している．提案手法は i 番目の繰り返し計算
において k 番目に大きな下限値を i としたときに r
(i)
t (v) < i






ユーザが指定した任意の数 s について r(i+s)t (v) を推定する．
また，本稿では r(i+s)t (v) を上限値の予測値と呼ぶ．
任意の閾値  (>= 0) について，i 番目の繰り返し計算におい




t から s ホップ
以内に到達不可能であるノードの集合を R(i+s)t とする．この
とき，i 番目の繰り返し計算において v 2 R(i+s)t となるノード
v の上限値の予測値は以下の式で計算する．
定義 3.3 (上限値の予測値). i 番目の繰り返し計算において，
任意の自然数 s (> 0) について v 2 R(i+s)t を満たすノード v
の上限値の予測値 r(i+s)t (v) は以下の式で計算される．
r
(i+s)









補題 3.6 (上限値の予測値の性質). i 番目の繰り返し計算にお
いて r(i)t (v) と r
(i+s)
t (v) は次の性質を満たす．
 = 0 であるとき，
rt(v) <= r
(i+s)
t (v) <= r
(i)
t (v) (12)
 > 0 であるとき，
r
(i+s)
t (v) <= r
(i)
t (v) (13)





t (v) +(1  
















t (v); : : : ; p
(i+s)
t (v) はすべて 0 となる．ゆえに，
r
(i+s)























t (v); : : : ; p
(i+s)
t (v) は非零の値を取りうる．ゆえ





rithm 2 に示す．基本的な流れは Algorithm 1 と同様であるが，
7  12 行目で上限値を先読みする点が異なる．また，入力とし
て先読みを行う回数 s，閾値 ，s ホップでの到達可能性を格
納した索引 R を与える．R は，グラフに含まれる各ノードに
ついて，s ホップ以内で到達可能なノード集合を計算し格納し
たものである．
i (i = 0; 1; : : : ) 番目の繰り返し計算において，各ノードの
重要度の上限値 r(i)t (v)，下限値 r
(i)
t (v) を計算する（4  6 行








8行目）．R(i+s)t に含まれる各ノード v について，r
(i+s)
t (v) を
計算し枝刈り判定に用いる上限値に置き換える（9  12 行目）．
閾値 i を i 番目の繰り返し計算における k 番目に大きい下限
値とする（13 行目）．このとき，上限値が i を下回ったノー
ドをグラフ Gi から取り除き，新たな部分グラフ Gi+1 を構築




補題 3.7 (アルゴリズムの正確性). Algorithm 2 は従来の Ob-
jectRank によって得られる上位 k 件のノードと比較して， > 0
であるときは近似解を， = 0 であるときは同一の解を導出
する．
証明. 従来の ObjectRank によって計算される重要度の収束
値の k 番目に大きな値を  とする．すなわち，あるノード v
が上位 k 件の検索結果に含まれるとき，重要度の収束値 rt(v)
は必ず  <= rt(v) を満たす．i 番目の繰り返し計算における k
番目に大きな下限値を i とすると，補題 3.1 より i <=  が成
り立つ．提案手法は r(i)t (u) < i を満たすようなノード u をグ
ラフから枝刈りするが，補題 3.2， 3.6 より， = 0 であると
きはノード u について rt(u) <= r
(i+s)
t (u) <= r
(i)
t (u) <  が成り
立つ．これは検索結果に含まれる場合の条件  <= rt(v) に矛盾
するため，提案手法は上位 k 件になり得ないノードを必ず枝刈
りする． > 0 であるとき，r(i+s)t (u) <  <= rt(v) を満たす可
能性があるため，上位 k 件に含まれるノードを枝刈りしてしま
う場合がある．
4. 評 価 実 験
本節では，提案手法，従来の ObjectRank および既存手法の
BinRank [13] を実行し，効率性と検索結果上位 k 件の近似精
度の観点で提案手法の有効性を検証する．
 提案手法: Algorithm 1 及び Algorithm 2 に示した提案
手法．
 ObjectRank: べき乗法を用いた従来の計算方法 [2]．
 BinRank: 全体のグラフと比較してノード数の少ない部分
グラフを構築することで高速化を図る手法 [13]．BinRank
Algorithm 2 Our advanced proposed algorithm
Input: G, given graph; t, keyword; k, # of answer vertices; s, the constant;
, threshold; R, reachability index
Output: Top-k vertices from nal subgraph Gi+1
1: i 0
2: Gi  G
3: repeat
4: for each v 2 Gi do
5: calculate r(i)t (v) and r
(i)
t (v) by equation (9) and (10)
6: end for
7: add vertices s.t. fv 2 Vi : p(i)t (v) > g to P
(i)
t
8: compute R(i+s)t from P
(i)
t and reachability table R
9: for each v 2 R(i+s)t do
10: calculate r(i+s)t (v) by Equaeion (11)




13: i  the k-th largest lower bound in Gi
14: construct Gi+1 by pruning vertices s.t. fv 2 Vi : r(i)t (v) < ig from
Gi
15: i i + 1
16: until jVi+1j = k
17: return Vi+1


















スを用いた．Schema Graph は図 2 に示した文献 [2] と同様
のものを使用し，Data Graph を構築した．Data Graph の
詳細は表 2 に示す．ダンピングファクタ d は文献 [2] と同様
に d = 0:85 とした．プログラムは C++ で実装し，計算機は
3.5GHz CPU，メモリが 128GB の Linux サーバを用いた．




2）の両方を実行し，Alg. 2 については s と  の値を変化さ
せて実行時間の計測を行った．結果を図 6 に示す．実験結果よ
り，逐次枝刈りによる提案手法（Alg. 1）は従来のべき乗法を





法（Alg. 1）既存手法である BinRank と比較してもより高速
（注1）：http://aminer.org





















i = 3_6 番目の繰り返し計算時においてより多くのノードを枝刈
りすることが可能となる．




BinRank は 10 時間以上もの事前計算を要することが示された．







引 R として保持する必要があった．表 3 に R の計算にかかる
実行時間を示す．s = 1 の場合は遷移行列を参照するだけで R
を構築できるため，高速に R を計算することができる．s = 2
の場合は各頂点を始点として幅優先探索を実行し s ホップ以内
で到達できるノードを探索するため，索引の構築には約 6 分の
時間を要する結果となった．s を大きくするにつれて R が密









jCompSet(t; k) \ORSet(t; k)j
k
(14)
CompSet(t; k) はキーワード t に対して提案手法または Bin-


















5. 関 連 研 究
PageRank や ObjectRank といったランダムウォークモデル
に基づくグラフ分析技術の研究が近年盛んに行われている．既












ノードを逐次的に枝刈りし，PageRank の Top-k 検索を高速



















































本研究は，JSPS科研費 16H06650 ならびに JST ACT-I の
助成を受けたものである．
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