The relativistic Dirac Hamiltonian that describes the motion of electrons in a magnetic field contains only paramagnetic terms ͑i.e., terms linear in the vector potential A͒ while the corresponding nonrelativistic Schrödinger Hamiltonian also contains diamagnetic terms ͑i.e., those from an A 2 operator͒. We demonstrate that all diamagnetic terms relativistically arise from second-order perturbation theory and that they correspond to a ''redressing'' of the electrons by the magnetic field. If the nonrelativistic limit is taken with a fixed no-pair Hamiltonian ͑no redressing͒, the diamagnetic term is missing. The Schrödinger equation is normally obtained by taking the nonrelativistic limit of the Dirac one-electron equation, we show why nonrelativistic use of the A 2 operator is also correct in the many-electron case. In nonrelativistic approaches, diamagnetic terms are usually considered in first-order perturbation theory because they can be evaluated as an expectation value over the ground state wave function. The possibility of also using an expectation value expression, instead of a second-order expression, in the relativistic case is investigated. We also introduce and discuss the concept of ''magnetically balanced'' basis sets in relativistic calculations.
I. INTRODUCTION
If we want to study molecules in an external magnetic field or if we take nuclear spins into account we need to consider the interaction of electrons with a magnetic field. The theoretical description of such systems is complicated by the fact that magnetic fields break the time reversal symmetry of the system. Under the usual experimental conditions the magnetic fields are weak compared to the electric field due to the nuclei and we may, therefore, expect that their effects are well described by perturbation theory. For closed-shell systems the first-order energy correction is zero due to time reversal symmetry, so that the lowest order contribution is the second-order energy correction E (2) . In the usual nonrelativistic Rayleigh-Schrödinger perturbation theory with exact solutions to the zeroth-order Hamiltonian, the second-order energy correction has the general sum-overstates form
where H 1 is linear in the perturbation and H 2 is quadratic in the perturbation. Formally magnetic fields B are introduced by applying the minimal electromagnetic coupling, i.e., ͓in SI units͔
p→ϭpϩeA, ͑2͒
where A is a vector potential corresponding to B. Within the framework of nonrelativistic theory one obtains perturbation operators that are linear and quadratic in the vector potential 
͑3͒
where s is the electronic spin operator and g e is the electronic g-factor, corrected for QED effects. ͓Apart from the deviation of the electronic g-factor from 2, which is a QED ͑quantum electrodynamics͒ effect, these operators follow from the nonrelativistic limit of the Dirac equation given in Eq. ͑9͒ below, using that sϭ/2.͔ The perturbation operator linear in the vector potential contributes to the first term of E (2) which has the form of a sum-over-states and represents the paramagnetic contribution ͑which, for example, for nuclear spin-spin couplings give the spin-independent paramagnetic spin-orbit as well as the spin-dependent spindipole/Fermi contact contributions͒. The perturbation operator quadratic in the vector potential generates the second term of E (2) which has the form of an expectation value and is denoted the diamagnetic term.
Within the framework of four-component relativistic theory only a single perturbation operator, linear in the vector potential, appears
As we shall see later, Eq. ͑1͒ must be generalized for the many-electron case and then takes the form of a linear response equation, but this generalization does not affect the arguments here. Apparently then, there is no diamagneticlike a͒ contribution in the relativistic domain. Sternheim 1 has, however, shown that in this framework and for one-electron systems the diamagnetic contribution is approximately equal to the part of the first term in E (2) which involves summation over positronic orbitals. Pyykkö 2 has extended this analysis to many-electron systems by generalizing the summation over positronic orbitals to the summation over positronic states. We will, in this article, demonstrate that these assumptions should be taken with care within four-component theory. The problem is as follows: In the standard treatment of the many-electron problem the wave function of a given electronic state is expressed as a sum of Slater determinants of one-particle electronic orbitals. In the relativistic case the one-particle basis contains solutions of both positive and negative energy. We will follow the no-pair approach of QED 3 by identifying the negative energy solutions as positronic orbitals that are unoccupied in the electronic ground states of molecules. The many-electron wave function is then expanded in terms of Slater determinants consisting of electronic orbitals only. In order to treat the external magnetic field in the framework of sum-over-states perturbation theory it would be necessary to include the complete set of solutions of the zeroth-order Hamiltonian, also those containing mixed states ͑Slater determinants built from both electronic and positronic orbitals͒. This is inconsistent because it is in contradiction with the no-pair approach of QED. In addition, according to the QED interpretation of the negative energy solutions inclusion of these mixed states is unphysical because they represent states with different charge from the zeroth-order wave function. Mathematically they are, however, needed for a complete description of the perturbed wave function.
We will show that this apparent contradiction can be overcome by using response theory instead of the sum-overstates formalism. Within this framework one may include the positronic degrees of freedom without explicitly treating the determinants that contain positronic orbitals. In this way one prevents problems with the unboundedness of the Dirac operator, like the Brown-Ravenhall disease. 4 We shall also carefully investigate whether it makes any sense to think in terms of diamagneticlike contributions in four-component relativistic molecular calculations, and we shall define a sequence of approximations leading to the reformulation of the diamagnetic contribution in terms of an expectation value. Such a reformulation begins with a separation of the linear response function ͑at the Dirac-Hartree-Fock level͒ into two terms corresponding to e-e orbital rotations ͑between occupied and virtual electronic orbitals͒ and e-p rotations ͑between occupied electronic and virtual positronic orbitals͒. The diamagnetic term arises from the latter term. We will further investigate the validity of the expectation value exposition by numerical results. We have chosen to focus on the indirect spin-spin couplings which arise in nuclear magnetic resonance ͑NMR͒ spectroscopy.
II. THEORY

A. Background
Our point of departure is Dirac's relativistic wave equation. 5 An inherent complication of this equation is that it describes two kinds of particles, namely electrons and positrons. In the absence of external fields the spectrum of the Dirac operator splits into two branches, corresponding to free electrons and free positrons. With the introduction of an external field the spectrum is modified with the possible appearance of bound electronic or positronic states. In this paper we consider molecular systems and interaction energies much lower than the 2mc 2 required for the creation of real electron-positron pairs. The relativistic treatment of such systems is usually done within a no-pair approximation, in which the Dirac operator is embedded between projection operators onto the electronic states. Sucher 6 has discussed various choices of no-pair Hamiltonians for molecular applications. One choice is to define the projection operators in terms of the free electronic solutions, whereas another possibility is to use solutions of the attractive electric field of stationary nuclei. The latter choice is referred to as the Furry 7 picture. Neither of these no-pair Hamiltonians is optimal for the solution of many-electron molecular systems, since the projection operators do not take into account the repulsive interaction of the electrons. The Furry projection operators are, however, expected to perform better than the free particle projections since they represent a better approximation to the actual potential of the system. Mittleman 8 has pointed out that a better choice of projections in manyelectron Dirac-Hartree-Fock calculations is obtained by inclusion of the mean-field electron repulsion potential. The projection operators are then continuously updated during the iterative solution of the Dirac-Hartree-Fock equations and find their final form at convergence.
The no-pair projection operators are thus defined by a specific choice of the external potential. Within the no-pair approximation focus is on the electronic states. It is important, however, to realize that the external potential defines what are electronic solutions and what are positronic solutions. Any change in the external potential results in a redressing of electrons and positrons such that an electronic solution of a given potential will have both electronic and positronic contributions in terms of solutions of a different potential. This has profound implications for the application of no-pair Hamiltonians, as has been discussed by Heully et al. 9 Consider electronic solutions of an external potential V 1 . As stated above, these solutions will have both electronic and positronic contributions in terms of solutions of a different external potential V 2 ͑and vice versa͒. We now consider the solutions for the system in the presence of the external potential V 1 using a no-pair Hamiltonian with projection operators defined by the external potential V 2 . Clearly the no-pair ''electronic'' solutions obtained this way differ from the ''true'' electronic solutions of potential V 1 since some positronic contributions in terms of solutions of V 2 are missing and some electronic contributions in terms of V 2 have been introduced that correspond to positronic contributions in terms of V 1 . From these considerations it is obvious that the optimal choice of projection operators for a no-pair Hamiltonian is the actual external potential of the system under study. This, however, requires knowledge of the solutions beforehand or an iterative procedure.
There are cases within the no-pair approximation in which it is not possible or not convenient to have projection operators in terms of the actual potential of the system. In perturbation theory the solutions of the full Hamiltonian are expanded in terms of the solutions of a zeroth-order Hamiltonian H 0 , and within the no-pair approximation the summation in the second-order energy expression E (2) is limited to electronic solutions only. The perturbative solutions will then approximate the solutions of the full Hamiltonian embedded in projection operators defined with respect to the potential of the zeroth order Hamiltonian and not the true solutions of the full Hamiltonian. We will demonstrate in this paper, both by theory and by calculations, that in the case of magnetic properties the missing part of the secondorder energy correction corresponds to the diamagnetic term.
The positronic degrees of freedom are thus required for a proper perturbational treatment of magnetic properties in four-component theory. It is, however, important to realize that positronic contributions that are introduced in the perturbation expression above are not meant to take into account interaction of the zeroth-order electronic state with other states containing electrons and positrons, as in QED, but only to obtain full relaxation of the reference electronic state to the effect of the perturbation. There appears to be a lot of confusion in the literature on this point. As pointed out in the introduction, by resorting to response theory we an take into account the full modification of the one-particle basis by the external magnetic field without having to explicitly treat the problematic mixed states of electronic and positronic orbitals. In Sec. II C we shall investigate the many-electron case, but we shall first turn to one-electron systems to see the difference between a variational and a perturbational treatment of magnetic properties.
B. One-electron case
In this section we review how the diamagnetic term stems from the inclusion of the positronic eigenstates of the zeroth order Hamiltonian in the perturbative second-order energy expression within the sum-over-states scheme, and we analyze in detail the error we introduce by approximating this term with an expectation value in the relativistic case.
Exact solution and nonrelativistic limit
As background for the following discussion we first summarize a typical treatment of how the diamagnetic term may be obtained in the nonrelativistic limit by elimination of the small component. Consider the solutions of the Dirac equation for a molecular one-electron system in the presence of an external magnetic field represented by a vector potential A. The full electronic Dirac equation reads
in which the mechanical moment is ϭpϩeA. We have explicitly indicated that the eigenfunctions and eigenvalues of the Dirac equation depend on the external magnetic field.
The large and small components of exact solutions of this equation are related by
in which
.
͑7͒
In the nonrelativistic limit c→ϱ and for electronic states k(E A )→1. In the absence of an external vector potential A one then obtains the standard kinetic balance condition. Now, however, there is a magnetic component to the coupling of the large and small components. Inserting relation ͑6͒ into Eq. ͑5͒ one obtains an equation in terms of the large components only with the magnetic terms included
Considering the nonrelativistic limit the final expression is
͑9͒
where the third and fourth terms are the nonrelativistic perturbation operators in Eq. ͑3͒. It is seen that the diamagnetic term (e 2 /2m)A 2 appears naturally in this way.
Perturbational approach and nonrelativistic limit
Consider next the perturbative solution of this Dirac equation. We choose
as the perturbation and the solutions of
as the zeroth-order solutions. Note that the small and large components of the zeroth-order Hamiltonian are now related
which is different from Eq. ͑6͒. This has important consequences for the perturbative solution of the full Hamiltonian. In order to describe the difference between the exact solution in Eq. ͑5͒ and the zeroth order (Aϭ0) solution in Eq. ͑11͒ by perturbation theory, it is obvious that the sum over n in the E (2) expression of Eq. ͑1͒ should include both the positive and negative energy solutions of Eq. ͑11͒, that is, both the electronic and the positronic solutions. The relativistic second-order correction to E in Eq. ͑1͒ can for oneelectron systems thus be separated into two terms
where we have written for clarification an explicit summation over electronic ͑n͒ and positronic (n ) one-particle states. By comparison with Sec. II B 1 we can now identify the E e (2) term as the standard perturbation term corresponding to a fixed no-pair Hamiltonian, while the E p (2) term describes the additional redressing of the electrons caused by the positronic degrees of freedom in response to the external magnetic field. ͑cf. the discussion in Sec. II A͒. Considering only the positive energy eigensolutions, it has been shown that one obtains only the paramagnetic contributions, whereas diamagnetic contributions are absent.
2,10,11 Hence, in the case of for example the indirect spin-spin coupling constant J one obtains the paramagnetic spin-orbit ͑PSO͒, Fermi contact ͑FC͒, and spin-dipolar ͑SD͒ terms. The diamagnetic spin-orbit ͑DSO͒ term is not contained in this part of the second-order correction to E.
Sternheim stated 1 that the diamagnetic contribution is obtained from the second term E p (2) by the following approximations and assumptions ͑his ''states'' are one-particle states, i.e., spinors͒:
1. all E 0 ϪE n are replaced by 2mc 2 ; 2. the explicit summation over positronic states is replaced by the resolution of the identity; and 3. all components of the vector potential A commute. One then directly obtains an expression that resembles the diamagnetic contribution in the nonrelativistic domain
In this formula A 2 is a diagonal four-component operator. Taking the nonrelativistic limit of this expression makes the small component of the wave function zero and yields the nonrelativistic diamagnetic expression in terms of the large component wave function that then becomes the nonrelativistic wave function. We shall now analyze the validity of this approach.
The summation over positronic states can be reexpressed in the following way:
where we have introduced the relation
When inserting the resolution of the identity it must be remembered that it includes the summation over both electronic and positronic solutions. Proper insertion in the first term on the right-hand-side ͑rhs͒ of Eq. ͑15͒ gives
͑17͒
Substituting Eq. ͑17͒ into Eq. ͑15͒ we finally get
͑18͒
The first term on the rhs of Eq. ͑18͒ gives the well-known diamagnetic term in the nonrelativistic limit. We would like to point out that Eq. ͑18͒ is exact and is fully relativistic. This means that even within the relativistic domain a diamagnetic expectation value term can be obtained ͑but it is only really useful if the two summations can be neglected͒.
In all three terms of Eq. ͑18͒ the c-factors in H 1 cancel the c 2 in the 2mc 2 denominator. The first term is thus of zeroth order in c. In the second term we have the matrix element of ␣•A between two electron solutions. This makes this term approximately of order O(c Ϫ2 ), cf. Eq. ͑12͒. In the third term the matrix elements of ␣•A are taken between a positron and an electron solution which means that the upper ͑large͒ component of the electron solution is coupled to the lower ͑large͒ component of the positron solution, and they are, therefore, of zeroth order in c. However, the presence of the correction factor to the right involving ⌬E n means that also the third term will be approximately of order O(c Ϫ2 ), unless deep-lying positronic solutions with non-negligible ⌬E n values compared to 2mc 2 contribute significantly. Such solutions correspond in a way to positrons with large kinetic energy, i.e., they will oscillate rapidly and they are, therefore, unlikely to have any significant overlap with the reference electronic state through H 1 ͑as long as A is slowly oscillating͒. This indicates that also the third term will be small compared to the first. In Sec. II C 2 we outline a detailed procedure to check the validity of this assumption in the many-electron case.
When we insert Eq. ͑18͒ into Eq. ͑13͒ we end up with a modified ͑but exact͒ form of the second-order energy
that directly can be related to the nonrelativistic second-order energy by letting c approach infinity. The first term in the numerator of the first term becomes the diamagnetic term.
The second term in that numerator is for one-electron systems the square of the first-order energy correction divided by 2mc 2 , which gives a relativistic correction of order O(c Ϫ2 ). For many-electron systems we shall later see that the correction is not simply the square of the first-order energy correction ͓Eq. ͑32͔͒. The second term in Eq. ͑19͒ goes to all the paramagnetic nonrelativistic terms ͑spin-independent as well as spin-dependent͒ in the nonrelativistic limit and the third term disappears because c goes to infinity and ⌬E n is equal to zero in that limit.
The relative contribution of the diamagnetic and paramagnetic terms is known to depend on the choice of gauge for the vector potential A. Only the sum of the two terms is gauge invariant in the limit of a complete basis set. This gauge dependence of the individual terms is easily explained by considering the resolution of identity in Eq. ͑17͒. Depending on the operator the contribution of the partial sums may vary and changing the gauge represents such a change of operator that does not affect the total second-order energy.
C. Many-electron case
Response theory
In the Mittleman picture, the no-pair Hamiltonian for the many-electron system is defined with respect to the total potential from the nuclei and the average repulsion from the other electrons ͑including exchange͒, 8 as discussed in Sec. II A. This is a variational condition and is, therefore, directly applicable to variational models as the single determinant, uncorrelated Dirac-Hartree-Fock ͑DHF͒ or a correlated model such as multiconfiguration Dirac-Hartree-Fock. We will in this section limit the discussion to the DHF approximation.
In this ''fuzzy'' picture the no-pair Hamiltonian is dynamically redefined during the wave function optimization process, such that it adapts to the average repulsion between the electrons as defined in the used wave function approximation. The implication of this is that the energy should be stationary with respect to mixing of electronic and positronic orbitals, in other words, that the energy should be stationary ͑and maximized͒ with respect to orbital rotations between the occupied electronic orbitals and the ''virtual'' positronic orbitals. 12, 13 In a DHF calculation this is today routinely achieved through diagonalization of the total DHF matrix rather than the electron-electron block of the matrix. The latter would correspond to freezing the no-pair Hamiltonian. If, for example, electronic spinors were defined by initially diagonalizing the one-electron Dirac-Hamiltonian this would correspond to the Furry picture, with the problems discussed above in Sec. II A.
In order to continue the discussion we need a formalism for describing orbital rotations, and this is most conveniently done in the formalism of second quantization. We shall use the formalism introduced in the paper by Jensen et al. on four-component multiconfiguration self-consistent field models, 13 to which we refer for more details. This formalism, if expressed in terms of complex orbitals, has essentially the same structure in both relativistic and nonrelativistic theory. In the relativistic case the zeroth-order Hamiltonian is taken as the Dirac-Coulomb operator and the orbital basis consists of four-component spinors. At the ͑Dirac-͒Hartree-Fock level of theory the wave function is defined by a set of parameters , which describe all nonredundant orbital rotations applied to a reference Slater-determinant
Indices s,t and i,j will be used for virtual and occupied orbitals, respectively. We now assume that our reference determinant is the fully optimized wave function with respect to the zeroth-order Hamiltonian. If we add a one-electron perturbation of field-strength ⑀
the wave function is no longer optimized. We may make a Taylor expansion with respect to the zeroth-order wave function in terms of the orbital parameters
The expansion defines the gradient E ͓1͔ and Hessian E ͓2͔ which corresponds to single and double derivatives, respectively, of the energy with respect to the wave function parameters , evaluated for the current orbitals (ϭ0). Both quantities may be split into two parts corresponding to the two terms of the Hamiltonian ͓Eq. ͑21͔͒, e.g.,
͑23͒
Note that E 0 ͓1͔ ϭ0 since ϭ0 corresponds to the wave function optimized with respect to the zeroth-order Hamiltonian.
Second-order properties are defined as second derivatives of the energy in terms of the perturbation parameter ⑀ at zero field. As ϭ0 at zero field (⑀ϭ0), application of this definition to the Taylor expansion in Eq. ͑22͒ gives
͑24͒
From time-independent perturbation theory 14 it follows that the first-order wave function ͑i.e., the correction linear in ⑀͒ is given by the parameters
Insertion of Eq. ͑25͒ into Eq. ͑24͒ gives the final expression
͑26͒
The identification of the second derivative of the energy with the polarization propagator at the random phase approximation ͑RPA͒ level for frequency independent properties 
The diamagnetic term in the many-electron case
Having developed the pertinent formulas we now turn our attention to the analysis of second-order magnetic properties within the framework of four-component relativistic theory. A major difference between nonrelativistic and relativistic response theory formulated in the language of second quantization is that in the latter case the orbital rotation parameters describe rotations between occupied electronic and virtual positronic orbitals (e -p rotations͒ in addition to the rotations between occupied and virtual electronic spinors (e -e rotations͒. The orbital rotation parameters thereby splits into two classes
corresponding to e -e and e -p rotations, respectively. To distinguish the two classes of virtual orbitals we shall continue the convention of Sec. II B 2 and use overbar ͑e.g., s) for positronic indices when needed.
The Hessian E 0 ͓2͔ of Eq. ͑26͒ corresponds to the principal propagator P of response theory in the frequency independent case and has the explicit form
At this point it may be instructive to return to the oneelectron case discussed in Sec. II B. The perturbational approach now corresponds to solving the response equation Eq. ͑25͒. Since all two-electron terms disappear we immediately recover the sum-over-states expression given in Eq. ͑13͒, and it becomes clear that leaving out p gives only paramagnetic terms. Solving with both e and p gives the same result as Eq. ͑13͒, that is, it includes in addition the diamagnetic terms. This again shows that the inclusion of the positronic spinors corresponding to a redressing of the electrons caused by the external magnetic field is the origin of the diamagnetic term in the one-electron case.
We thus see that for the one-electron case this formulation based on second quantization and unitary rotations of the molecular orbitals gives the same answers as the traditional approach in previous sections. However, this formalism can be applied to the many-electron case. The sum over states formalism cannot be applied here, because states including positronic spinors are meaningless and wrong in the Dirac-Coulomb approach and should only be considered in a QED formulation. The inclusion of the positronic spinors in the spinor rotation operator as done here is correct and has a clear physical meaning: it describes the redressing of the electrons caused by the altered potential. For the following analysis it is convenient to slightly reorder the principal propagator ͓Eq. ͑28͔͒ in order to separate e -e and e -p rotations. The principal propagator is then blocked in the following way: .
͑29͒
The electronic subblock P ee originating from e is identical to the relativistic no-pair RPA propagator analyzed in Ref.
10. In Ref.
10 it was also shown that taking the nonrelativistic limit of these relativistic RPA equations in the no-pair approximation ͑that is, excluding p ) gives the nonrelativistic RPA equations for the paramagnetic terms. By analogy with the one-electron case, it follows that the diamagnetic term comes from the nonrelativistic limit of the p block of the full relativistic RPA equations. Let us analyze the order of magnitude of the different A and B matrix blocks of Eq. ͑29͒ using the explicit expressions in Eq. ͑28͒. Four types of two-electron integrals enter in these blocks. In the ee-block all spinors in the integrals are of the electronic type. Consequently the integrals are of order unity: O(c 0 ). In the ep-and pe-blocks one of the virtual spinors is of positronic type and the other virtual and the two occupied spinors are of electronic type. All integrals appearing in these blocks are thus of order O(c Ϫ1 ). In the pp-block the integrals representing a Coulombic interaction between positronic and occupied electronic spinors, i.e., (s t͉ ji) in the A block, are of order unity, while all other integrals in the A block and all integrals in the B block are of order O(c Ϫ2 ). From this analysis one may propose to neglect the peand ep-blocks of the principal propagator matrix in Eq. ͑29͒. In such a case the equation for the relativistic propagators will be divided in two branches, one for electronicelectronic virtual (e -e) excitations and another for electronic-positronic virtual (e -p) excitations, that is 
which is analogous to the one-electron expression on the left-hand-side ͑lhs͒ of Eq. ͑15͒. We can, therefore, directly follow the one-electron analysis in the following steps. ͑When this approximation is applied to the P ee block in nonrelativistic RPA this approach has been called the simple transition approximation, 16 and the approximation is very crude. Here the approximation is expected to be much better because (⑀ i Ϫ⑀ s ) is of order 2mc 2 .) 3. In the third step the denominator (⑀ i Ϫ⑀ s ) is replaced by 2mc 2 , which is a test of the Sternheim approximation.
1
The difference between steps 2 and 3 is then equivalent to the second term on the rhs of Eq. ͑15͒. 4. After insertion of the resolution of identity analogous to Eq. ͑17͒ and the perturbation operator ͓Eq. ͑10͔͒ explicitly, one obtains
͑32͒
Differences between 3 and 4 will arise solely due to basis set incompleteness and present a measure for the adequacy of the basis set to calculate the diamagnetic term by explicit summation. 5. In the final step we retain only the expectation value corresponding to the diamagnetic term
This formulation resembles the nonrelativistic one and becomes exact in the nonrelativistic limit. Similar approximation steps leading to a diamagnetic expectation value term can be done for multiconfiguration selfconsistent field ͑MCSCF͒ wave functions.
III. CALCULATIONS ON THE K-TENSOR OF THE WATER ANALOGUES
Following the discussion presented above in Sec. II C 2 we will now investigate each approximation step for diamagnetic terms from ''approximation 0,'' the exact RPA expression in a finite basis, to ''approximation 5,'' the expectation value expression in Eq. ͑33͒, for a particular example. As an example we have chosen the diamagnetic spin-orbit term in calculations of reduced indirect spin-spin couplings for the water analogues, i.e., XH 2 model compounds (XϭO, S, Se, and Te͒. The usual isotropic indirect nuclear spin coupling J MN in Hz between nuclei M and N is related to the reduced coupling
where ␥ M is the isotope dependent magnetogyric ratio for a specific isotope of nuclei M. We report the reduced couplings because they only depend on electronic effects, not on the specific isotope, and they can thus directly be compared between molecules in a series as the water analogues.
A. The reduced indirect nuclear spin-spin couplings, K
and H(p) and O/S(d) functions were taken from the cc-pVTZ. 19 In addition five tight s-functions were added to each atomic species in an inward even-tempered series with ␤ϭ10.
Basis sets for Se and Te were chosen as a relativistically optimized even tempered family basis using a modified 20 version of GRASP. 21 The defining parameters for relativistically optimized even tempered basis sets that were used are given in Table II . The even tempered formula for the kth Gaussian exponent is k ϭ␣␤ kϪ1 where k runs from 1 to the number of exponents N. A family basis is the result of making beta independent of the angular momentum and by choosing a common starting point for each series of exponents. Since these Se and Te basis sets were tested for the use in electric field gradient ͑EFG͒ calculations we also investigated the addition of tight s-functions that do not influence the EFG but may make a difference for the calculated spin-spin couplings. No significant changes were found upon adding three tight s-functions ͑exponents 10 7 , 10 8 , and 10 9 a 0 Ϫ2 ) for Se and two tight s-functions ͑exponents 10 8 and 10 9 a 0 Ϫ2 ) for Te. So the original basis was kept for both Se and Te. For Hydrogen in both the H 2 Se and H 2 Te model compounds we used Sadlej's basis set 22 in uncontracted form and augmented with a tight p ͑exponent 4.915 78a 0 Ϫ2 ) and a d ͑exponent 0.710 716a 0 Ϫ2 ) function. In general the basis sets used here are not optimized for spin-spin coupling, and one cannot expect to get converged RPA results. However, they are sufficiently good for the purpose here, that is to study the diamagnetic term. To calculate good coupling constants close to experiment would also require inclusion of electron correlation and the correlation error is much greater than the basis set error ͑see e.g., the calculations on H 2 O in Ref. 22͒.
C. Results and discussion
The results for 1 K(X,H) calculations of the different approximations defined in Sec. II C 2 are shown in Table III . It is seen that the experimental trend is reproduced: When the atom X is going down in the periodic table the 1 K(X,H) coupling is becoming more negative. No further comparison to experiment will be made, because the RPA model is poor for calculating spin-spin coupling constants. In nonrelativistic calculations this is caused by triplet instabilities or near triplet instabilities, which lead to a poor description of the triplet spectrum, and the problems carry over to the relativistic RPA. However, the diamagnetic spin orbit term ͑DSO͒ is a singlet property nonrelativistically and does not suffer the problems of the total value. The RPA model is, therefore, acceptable for the analysis of the DSO term.
The ''diamagnetic'' e -p rotation contribution is very small in all 1 K͑X,H͒ calculations. The contribution in H 2 O is of the same order of magnitude as the DSO nonrelativistic contribution given previously by Geertsen and Oddershede ͑Ϫ0.0430͒. 23 The same authors obtained a total nonrelativistic RPA value for 1 K(O,H) of ϩ59.452, which is close to ours. The differences can be attributed to our poorer basis set.
The results for the 2 K(H,H) calculations for the different approximations are shown in Table IV . It is seen that the e -p rotation contribution is important for all four molecules, although the contribution is becoming smaller when X goes down the periodic table. The H 2 O contribution ͑Ϫ0.5346͒ is close to that found by Geertsen and Oddershede ͑Ϫ0.5967͒. 23 When this contribution is calculated as an expectation value of A 2 ͑''Approx. 5''͒ the value is even closer ͑Ϫ0.5644͒, this effect will be discussed below. Previous nonrelativistic calculations of 2 K(H,H) 22 gave a value of Ϫ1.2868 which is close to ours. The main difference is in the e -e contribution which corresponds to the Fermi contact, paramagnetic spin-orbit, and spin-dipolar terms and this reflects deficiencies in our basis set.
Let us now investigate the effect of the five approximation steps. Decoupling the pp-part of the propagator ͑''Approx. 1''͒ and using a diagonal approximation for this part ͑''Approx. 2''͒ give only very small changes as compared to the full RPA result ͑''Approx. 0''͒. The replacement of the diagonal by Ϫ2mc 2 gives a significant change for the X-H coupling for the heavier systems, but not for the H-H coupling ͑as seen in Table IV͒ . We suggest that this reflects the nonrelativistic character of the wave functions near the light hydrogen nuclei, in the sense that the small components of all occupied spinors are very small close to the hydrogen nuclei. This indicates that the n spinors which contribute to the e -p rotations for the hydrogens will have very small large components and thus energy differences close to the free-particle limit of 2mc 2 . The same argument can be used for the light Oxygen and fairly light Sulphur nuclei.
From ''Approx. 3'' to ''Approx. 4'' the finite basis set summation is substituted with the resolution of identity, which gives a significant effect for all the couplings calculated. This indicates that the basis sets used are not complete. Part of this is due to the use of a small component basis set that is designed to satisfy the kinetic balance relation as dictated by the ␣•p operator ͑restricted kinetic balance, RKB͒, while the present response calculations gauge the completeness with respect to the ␣•A operator ͓compare Eqs. ͑6͒ and ͑12͔͒. A convenient, but far from optimal, way to extend the positronic space is to use a so-called unrestricted kinetically balanced basis set ͑UKB͒. In this method one represents both the large and small component functions with Cartesian Gaussian type functions, eliminating the 3s and higher contaminant functions only in the large component. This gives a small component basis set that is larger in size than the conventional restricted type basis set ͑in which each large component function is balanced by precisely one small component function͒, without significantly increasing the computational effort. We have done a series of calculations on water in which the unrestricted formalism was used and find that the transition from ''Approx. 3'' to ''Approx. 4'' is indeed more smooth than in the restricted formalism ͑see Table V͒ . This can be understood from the form of the ␣
•A operator ͓see Eq. ͑36͔͒. This operator is multiplicative, which means it couples a large component l-type basis function with a small component (lϩ1)-type basis function, while the ␣•p operator couples with a fixed combination of a small component (lϪ1)-type and (lϩ1)-type basis function, this fixed combination is the RKB. In UKB small component (lϪ1)-type and (lϩ1)-type basis functions are kept as separate functions, and it is thus clear why the UKB performs better in Table V. Practical application of this scheme is, however, hampered by numerical instabilities due to the increasing linear dependency in such a basis. This made it impractical to use the unrestricted scheme in the calculations on the heavier dihydrides in our current implementation. A way to proceed is in principle to generalize the kinetic balance relation and introduce an additional set of ''magnetically balanced'' basis functions. Given the form of the ␣•A operator this will, however, lead to much more complicated basis functions. 
IV. CONCLUSIONS
In this paper we have given a new insight on different contributions to magnetic properties. Starting from a fully relativistic formulation the origin of diamagnetic terms for magnetic properties is clear: When a magnetic field is applied to a molecular system the electronic spinors are modified in such a way that contributions from positronic spinors should be considered in calculating the response of the system to the external field.
Both paramagnetic and diamagnetic terms in nonrelativistic formalisms are obtained from a single operator ͓Eq. ͑4͔͒ in the relativistic domain. This means that the separation in two parts arises from manipulation. As summarized in Sec. II B 1 the nonrelativistic diamagnetic contribution appears naturally for one-electron systems when the magnetic interaction is included from the outset in the Dirac equation. On the other side, considering electronic and positronic oneelectron states obtained for the system in absence of a magnetic field, the nonrelativistic diamagnetic contribution appears in perturbation theory if and only if the positronic states are taken into account ͑Sec. II B 2͒, as shown before.
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The fully relativistic second-order energy correction for oneelectron systems as written in Eq. ͑19͒ shows that it can be divided into three terms; the first two can be identified as diamagnetic like and paramagneticlike and the third term disappears if c goes to infinity. The first two terms are completely in terms of electronic spinors while the last term includes positronic spinors explicitly.
In the many-electron case propagator methods are frequently used in the nonrelativistic domain to calculate magnetic properties. In this paper we used relativistic polarization propagators at the RPA level to show that the diamagnetic contribution arises exclusively from the pp block of the principal propagator ͓see Eq. ͑30͔͒ when the ep part of it is neglected. From our results the difference between step 0 and step 1 pointed out in Sec. II C 2 is vanishingly small for XH 2 model compounds. This means that the ep part of P in Eq. ͑29͒ is negligible compared with the other parts of P.
Calculated NMR-K values with a fully relativistic code are presented. The well-known experimental trend for 1 K(X,H) couplings in XH 2 -type molecules is qualitatively reproduced. Our numerical results show that calculating the diamagnetic contribution to the reduced nuclear spin coupling as a relativistic four-component expectation value of A 2 is quite a good approximation to its RPA value for the model compounds. It is also shown that Sternheim's oneelectron approximation can be applied with confidence in these many-electron cases. As another interesting result we suggest that the difference between steps 3 and 4 can be used as a test of basis set completeness for magnetic properties. UKB basis sets may be used to obtain improved ''magnetic balance,'' but care must be used to avoid numerical problems. 
