Abstract-If computing system performance is degradable, then as recognized in a number of recent studies, system evaluation must deal simultaneously with aspects of both performance and reliability. One approach is the evaluation of a system's "performability," which relative to a specified performance variable Y, generally requires solution of the probability distribution function of Y. In this paper we examine the feasibility of closed-form solutions of performability when Y is continuous. In particular, we consider the modeling of a degradable buffer/multiprocessor system whose performance Y is the (normalized) average throughput rate realized during a bounded interval of time.
I. INTRODUCTION IN the evaluation of computing systems, issues of performance and reliability have traditionally been distinguished by regarding "performance" as "how well the system performs, provided it is correct" (see [1] - [3] , for example) and regarding "reliability" as "the probability of performing successfully" (see [4] [5] [6] [7] , for example). Although this distinction is meaningful for hardware and software architectures which exhibit "all or nothing" behavior in the presence of faults, it becomes blurred in the context of distributed, multifunction systems (computers, computer-communication networks, operating systems, databases, etc.) where performance is "degradable." As recognized in a number of recent studies [8] [9] [10] [11] [12] [13] [14] [15] [16] , the evaluation of degradable systems calls for unified performance-reliability measures, which in the terminology of [ 12] , quantify a system's "performability." Such measures, in turn, call for appropriate generalizations of the types of analytic models and solution methods employed in performance and reliability evaluation.
To accommodate these needs, a general modeling framework was introduced in [8] (and subsequently refined in [12] ) wherein the "performance" of a system S over a specified time period T is represented by a random variable Ys taking values in a set A. Elements of A are the "accomplishment levels" (performance outcomes) to be distinguished in the evaluation process. With respect to Ys, the "performability" of S is the Manuscript received October 9, 1981 ; revised January 7, 1982 probability measure induced by Ys, where for any measurable set B of accomplishment levels (B c A) pS(B) = probability that S performs at a level in B. (For more precise development of this and related concepts, see [12] .) Performability evaluation thus entails a complete probabilistic description of the performance variable Ys, as opposed to partial information such as its expected value, its variance, etc. Prior work on the development of specific performability models and solutions has dealt primarily with discrete performance variables ranging over a countable and typically finite set of accomplishment levels (see [ 1] and [14] , for example). In the overall process of system design and validation, the use of these discrete variable methods is best suited to validation of a completed system design with respect to "bottom line" performability requirements. However, if the evaluation results disclose that a design is deficient, the performability data need not be indicative of just how the design should be modified. This is due to the fact that lower level, design-oriented details are often suppressed by a high-level, discrete performance variable. Hence, early validation (during the design process) at lower system and subsystem levels is required if negative results are to indicate how the design should be modified.
In the latter validation context, and more generally, in the context of "design aids," we believe that performability models and solutions can likewise play an important role. Here, there is a need to consider more detailed aspects of system and subsystem behavior (e.g., speed, responsiveness, etc.), which, when modeled as performance variables, can assume a continuum of values. Accordingly, the evaluation methods called for here must deal with continuous performance variables as well as discrete performance variables. Moreover, to support the investigation of various design tradeoffs, there is a need to develop methods which yield closed-form performability solutions, expressed as a function of the underlying model parameters. Some initial results, aimed at fulfilling these needs, are established in the presentation that follows. The presentation expands on an earlier, more condensed description of this work that appeared in [17] .
II. MODEL CONSTRUCTION
The system we consider is a total system S = (C, E), where informally, computer C and environment E can be described as follows. C is a degradable multiprocessor system consisting 0018-9340/82/0700-0648$00.75 © 1982 IEEE of N identical processors (N > 1) and a buffer (queue) for temporary storage of incoming tasks (see Fig. 1 ). The buffer B is assumed to have a finite capacity L(L > 0), that is, B is capable of storing at most L tasks. Note that by allowing N = 1, we are including the degenerate case of a (nondegradable) uniprocessor system. Similarly, by allowing L = 0, we are including the case where C actually has no buffer at all. The environment E is the arrival of computational tasks at the input to the computer. We assume here that tasks arrive randomly (one at a time) and that there is no upper bound on the total number of arrivals. More detailed descriptions of C and E will be supplied momentarily.
Performance Variable
Regarding performance, we presume that, ideally, the user wants the computer to process all tasks that arrive during some specified utilization period T. However, due to the finite capacity of the buffer and to faults which may occur in the buffer and processors, ideal behavior will generally not In other words, the performance of S can also be interpreted as the "normalized average throughput rate," normalized with respect to the average arrival rate and averaged over the utilization period T = [0, t].
To solve the probability distribution function of Ys, and hence the performability of S, the specific nature of the computer C and environment E must be spelled out in more detail. We begin with the environment. Computer Model As depicted in Fig. 1 , the fault-free structure of the computer is determined by values of two basic parameters N = number of processors (N > 1) (6) L = storage capacity of the buffer (L > 0). (7) To describe how the system is altered by faults, we assume the following. If C is fault-free (i.e., resources B, P1, P2, * *, PN are fault-free), then all processors are active (no "standbys") and are able to process tasks concurrently. Each processor is self-testing, and in the presence of a single faulty processor, the system is able to recover (with a specified "coverage") to an (N -1)-processor configuration, provided that N > 2. In this configuration, C behaves the same as a fault-free version of the system with N -1 processors (provided (N -1) > 2). When The combined "coverage" c' in state i (when interpreted directly in terms of Fig. 2 ) is the probability of a transition to state i -1 given a transition from state i. In terms of resource faults, ci is therefore the probability that a transition from state i is caused by a processor fault, and in turn, C is able to recover from that fault via self-test and reconfiguration. As the latter is specified by the coverage parameter Cp (9), it follows, via a simple conditional probability argument, that i: fault-free buffer and i faultfree processors (1 < i < N) 0: system failure. Modeling how structure varies (probabilistically) as a function of time thus reduces to a standard problem encountered in reliability modeling. In this regard, let us assume that resources fail (become faulty) at constant rates equal to their respective long run average failure rates. More specifically, for each of the processors, let Xp = processor failure rate (8) and let cp denote the coverage referred to above, i.e., cp = probability of recovering from a processor fault.
For the buffer B with capacity L, we assume that B is constructed from L "stages" (11) Finally, if we suppose that resource failures are independent and permanent (i.e., there is no "repair"), then the structure of C can be modeled as the Markov process XR of Fig. 2 , where the state set of XR is QR.
The parameters Xi(l < i < N) and c1(2 < i < N) of Fig. 2 are formulated as follows in terms of the basic parameters defined above. The transition rate Xi from structure state i is just the accumulated failure rate of fault-free resources associated with state i, that is Xi = iXp +XB = iXp + LXb.
(12)
For each structure state i E QR, we now proceed to construct a submodel of C that accounts for the internal state behavior of C when its structure is fixed at i. Suppose, first, that all resources are fault-free (i = N). Then when the buffer is empty and at least one processor is idle, processing of an incoming task is immediately undertaken by an idle processor. If all processors are busy, an incoming task is stored in buffer B, provided that B is not "full" (i.e., the number of tasks stored in B is less than L); as soon as one of the processors becomes idle, it begins to process the task that was least recently stored in the buffer. Finally, if B is full when a task arrives, the task is rejected (lost) and hence not processed at all. When only i processors are fault-free (structure state i, 0 < i < N), the system behaves as described above if each occurrence of the word "processor" is replaced by "fault-free processor." Upon failure of the system (state 0), processing ceases and any incoming task is rejected.
On closer inspection and in queueing theoretic terms (see [18] and [19] , for example), structure state i(1 < i < N) can be viewed as a queueing system with i servers (the fault-free processors), a finite queue of size L (the buffer), and a firstcome-first-served queueing discipline. If, further, we assume that the processing times for each fault-free processor are independent and exponentially distributed with parameter A = average processing rate (in the long run) (14) (1) and (4)], we find that the relevant aspects of XE have been incorporated in Xc, so that Xc can serve as the base model of S, i.e., Xs = Xc.
As a base model, Xc is similar in both its purpose and its appearance (Fig. 4) to the kind of "workload models" considered by Gay and Ketelsen [10] . One difference is that we make no assignment of "capacities" to the states of the model. Rather, the computational capacity of a given structural configuration is implied by certain transition rates, i.e., in structure state i, the maximum processing rate is i,u tasks/unit time. The major difference, however, is that the systems considered in [10] ex- pressed in terms of y, t (the duration of utilization), and the parameters of the base model Xs = Xc (Fig. 4) . The parameters involved, including those derived from basic parameters, are summarized in Table I . Such a formulation, however, would require (among other things) an exact, time-dependent solution of the state probabilities of the base model. Although this is possible, in principle, it is fraught with practical difficulties. Indeed, for even the simplest models of this sort, e.g., an M/M/ 1 queue, such a solution is far from trivial (see [ 18, pp. 73-78] ). On the other hand, if we are willing to settle for a good approximate solution, many of these difficulties may be circumvented.
Adopting the latter strategy, let us suppose that the system is such that the utilization time and the average failure times of the resources are much larger than the average interarrival time of incoming tasks and the average processing time of a processor, i.e., t, /Xp, l/Xb >> 1/a, I/I (15) Note that this situation wi 11 prevail in most computing system applications since the quantities on the left are usually multiples of hours, while those on the right are typically fractions& of seconds. For example, if t = 10 h and 1/a = I s, then t/(1/a) = 36 000. Assuming (15) (as we do throughout the remainder of the discussion), from the formulation of Xi [see (12) (16) and suppose that the system enters state i during utilization, i.e., W' > 0. Then with high probability, W» >> 1/Oa, 1/ I. In other words, the time spent in a structure state (if entered) is likely to be long compared to the intertransition times among the internal states of that structure (see Fig. 4) .
Thus, to a good first approximation, the internal state behavior in structure state i can be viewed as the long run, equilibrium behavior of the process XA,i (Fig. 3) (Fig.. 2) , XR can serve as the base model for the remaining part of the solution process. Accordingly, task arrival rate (5) number of processors (6) buffer capacity (7) processor failure rate (8) processor coverage (9) processor processing rate (14) buffer stage failure rate (10) buffer failure rate (11) transition rate from structure is visited, the variable Vi is thus the time of a single "sojourn" in state i. Moreover, since XR is a Markov process, it is known (see [21 ] , for example) that these sojourn times are exponentially distributed and are conditionally independent, given the sequence of states that are visited. The formulation offvl u(v u) is straightforward, due to the independence of the sojourn times Vi corresponding to states in the sequence u. Given u, for each state i E u (meaning, with a slight abuse of notation, that i appears in the sequence u), we know that Vi is exponentially distributed with parameter
Xi (see (12) and (29) Determining the multiple integral of (27), on the other hand, is generally quite difficult, due to the nonlinear form of the capability function 'y [see (24)]. Details of this process are illustrated, for the case N = 2, in the section that follows.
As for the second product term in (26), the solution of Prob[U = u] is immediate by inspection of the state-transition-rate diagram of XR (Fig. 2) . Given a state sequence u, u may be viewed a trajectory of the "imbedded" discrete-time 2) For each state sequence u, apply (28) and (29) to determine the conditional joint pdf of V given U = u, and then apply (27) to determine the PDF of Y given U = u.
3) For each state sequence u, apply (30) and (31) to determine the probability that U = u.
4) Combining the results of 2) and 3), apply (26) to determine the PDF Fy of the performance variable Y.
Dual-Processor Example
To illustrate this procedure, and particularly, the kind of solutions it is capable of producing, let us consider the case of a buffered dual-processor (N = 2).
Step 1 Step 2: When N = 2, there are four state sequences to consider: ui = (2, 1), u2 = (2), u3 = (1), and U4 = A. Interpreting these sequences, if a state trajectory (of XR) has sequence ul, then the system is initially fault-free, and during [0, o), recovers from a single processor fault before eventually failing. If the sequence is U2, the system is initially fault-free but fails on the first occurrence of a processor or buffer fault. U3 says that one processor is initially faulty; U4 says that the system failed prior to utilization. Applying Step 2) with respect to sequence u I (the remaining cases are simpler and we omit their illustration), by (28) we have fvlu(vlul) = Xie-XIvX2e-X2V2.
To subsequently obtain its integral [see (27) ] over the region Cy = Iv I y (v) < y}, it is necessary to characterize Cy for various ranges ofy so as to determine the specific limits of integration. This is done by specializing -y (24) to the case in point (N = 2) and examining the boundary -y-I(y) that delimits the region Cy. Thus, for example, if y is in the range rI < y < r2, then Cy is the region of the v -v2 plane depicted in Table I ). Then for the instance where y is in the range r, y < r2, integration over Cy (see Fig. 5 Fig. 7 is similar to Fig. 6 except that P2 = 1 (whence p I = po = 0), i.e., the system is initially fault-free.
Solution with respect to an arbitrary measurable set B of accomplishment levels can then be formulated via integration (see [12, eq. (9)]). In practice, however, the sets B are typically intervals, in which case the performability values are provided directly by Fy. For example, if one is interested in the system's ability to perform within specified limits bo and bI (bo < b1), then B = lblbo < b <bIj, whenceps(B) = Fy(bl) -Fy(bo).
Another example, and one that arises even more frequently in practice, is the ability of the system to perform above a specified " performance threshold" bo. In this case, B = lb lb > bol and ps (B) = 1 -Fy(bo).
Application of the Solution
To illustrate an application of the dual-processor solution (Table II) , let us suppose that the designer wants to maximize the probability that the normalized average throughput rate exceeds a specified fraction bo. In other words, as discussed above, the accomplishment set in question is B = lb I b > bo} and we want to maximize the probability ps(B) = 1 -Fy(bo). 1°T . 15. 20. 2. Suppose further that the design choice is the value of the buffer capacity L, which is interesting since this choice can influence performance and reliability in a compensating manner. Were performance the only issue, then L should be made as large as possible (subject to other practical constraints such as cost) since the larger the buffer, the higher the normalized average throughput rate [see (21) ]. On the other hand, if reliability were the only issue, then no buffer at all (L = 0) is the best choice since it will minimize the probability of system failure. Realistically, however, both performance and reliability are issues, and when considered simultaneously, we find that the performability (relative to a specified set B) can be optimized by an appropriate choice of L.
For example, suppose that B = Jblb > 0.751, i.e., the system S performs within B if the normalized average throughput rate is greater than 0.75. Then for various choices of the buffer stage failure rate Xb (the remaining parameter values are as in Fig. 7 ), the variation of ps(B) as a function of buffer capacity L is displayed in Fig. 8 . In the case of a perfectly reliable buffer (Xb = 0), we note that performability is a monotonically increasing function of the buffer capacit L, as one would expect. On the other hand, when buffer stages fail at a nonzero rate, we see that L can be chosen so as to maximize performability, where the higher the failure rate, the lower the optimum value of L. This is but one example of how such a closed-form solution of performability might be applied. Indeed, for the solution in question (Table II) , we have only begun to investigate its implications. Therefore, we intend to continue our exploration of various properties of this solution. We also want to investigate how the modeling and solution techniques discussed herein might be extended so as to apply to a more general class of systems.
