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UNE VERSION EFFECTIVE DU THE´ORE`ME DE
LINDEMANN-WEIERSTRASS PAR DES ME´THODES
D’INDE´PENDANCE ALGE´BRIQUE
DAMIEN ROY
Re´sume´. On pre´sente une nouvelle de´monstration comple`tement effective du the´ore`me de
Lindemann-Weierstrass base´e sur des me´thodes d’inde´pendance alge´brique. Quoique sen-
siblement moins bonne que la meilleure estimation connue a` ce jour, duˆe a` A. Sert, elle
ame´liore toutefois la meilleure estimation, duˆe a` M. Ably, obtenue par ce type de me´thode.
La nouveaute´ de l’argument re´side dans la simplicite´ de la construction de fonctions auxili-
aires. On exploite ce trait pour introduire le non-spe´cialiste aux me´thodes d’inde´pendance
alge´brique.
Abstract. We present a new completely effective proof of the Lindemann-Weierstrass
theorem based on algebraic independence methods. Although it is slightly weaker than the
best known estimate due to A. Sert, it improves the best estimate due to M. Ably obtained
by such methods. The novelty of the proof lies in the simplicity of the construction of
auxiliary functions, a fact that we exploit to introduce the non-specialist to methods of
algebraic independence.
1. Introduction
Le the´ore`me de Lindemann-Weierstrass est un des re´sultats les plus satisfaisants de la
the´orie des nombres transcendants. Il peut se formuler de manie`res e´quivalentes soit comme
un e´nonce´ d’inde´pendance line´aire:
“Si β1, . . . , βN ∈ C sont des nombres alge´briques distincts, alors e
β1 , . . . , eβN
sont line´airement inde´pendants sur Q.”,
ou bien comme un e´nonce´ d’inde´pendance alge´brique:
“Si α1, . . . , αt ∈ C sont des nombres alge´briques line´airement inde´pendants
sur Q, alors eα1 , . . . , eαt sont alge´briquement inde´pendants sur Q.”.
La preuve originale [27], e´tablie par K. Weierstrass en 1885, repose sur la premie`re formu-
lation graˆce a` une extension de la me´thode de C. Hermite [10]. Elle emploie des syste`mes
d’approximants de Pade´ simultane´s pour les fonctions eβ1x, . . . , eβNx. Des variations de la
preuve, utilisant la meˆme me´thode tout en y apportant diffe´rentes simplifications ou des
e´clairages nouveaux, ont e´te´ propose´es par plusieurs auteurs dont D. Hilbert et K. Mahler.
L’appendice de [16] en fournit un compte-rendu exhaustif. On pourra consulter les chapitres
1 de [3] ou de [18] pour une de´monstration tre`s succincte du the´ore`me ou encore [25] pour
une pre´sentation motive´e de la me´thode d’Hermite.
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En 1929, C. L. Siegel a initie´ une vaste ge´ne´ralisation de ces recherches en introduisant sa
the´orie des E-fonctions, comple´te´e par A. B. Shidlovski˘ı dans une se´rie de travaux a` partir
de 1954. Cette the´orie et certains des re´sultats auxquels elle conduit sont expose´s dans
[16, ch. 4–7], [18, ch. 2] et [3, ch. 11]. Ne´anmoins, il s’agit encore, a` la base, de me´thodes
d’inde´pendance line´aire.
La premie`re de´monstration du the´ore`me de Lindemann-Weierstrass base´e sur la seconde
formulation, utilisant donc des me´thodes d’inde´pendance alge´brique, a e´te´ pre´sente´e en 1980
par G. V. Chudnovsky dans [9] pour au plus trois nombres (i.e. pour t ≤ 3). Par une
adaptation de cette me´thode il obtient aussi un analogue de ce the´ore`me pour la fonction ℘
de Weierstrass associe´e a` une courbe elliptique de´finie sur Q avec multiplication complexe,
mais avec la meˆme limitation, leve´e par la suite par P. Philippon [19] et G. Wu¨stholz [28].
Le but de ce travail est de donner une nouvelle de´monstration simple du the´ore`me de
Lindemann-Weierstrass, a` l’aide de me´thodes d’inde´pendance alge´brique, sous une forme
quantitative ame´liorant celle obtenue par M. Ably en 1994 par des me´thodes semblables [1].
Notre re´sultat principal, ci-dessous, est toutefois moins pre´cis que la meilleure estimation
pleinement explicite, duˆe a` A. Sert [24].
The´ore`me 1.1. Soient α1, . . . , αt ∈ C des nombres alge´briques line´airement inde´pendants
sur Q. Soit c un majorant des valeurs absolues de tous leurs conjugue´s, soit q ∈ N un entier
positif tel que qα1, . . . , qαt soient des entiers alge´briques, et soit d le degre´ de Q(α1, . . . , αt)
sur Q. Pour toute paire d’entiers positifs D et H et tout polynoˆme non nul P ∈ Z[X1, . . . , Xt]
de degre´ au plus D a` coefficients entiers en valeur absolue au plus H, on a
|P (eα1 , . . . , eαt)| ≥ H−3dS
t
exp
(
−(cqS)18S
t
)
,
ou` S = 6dt(t!)D.
La borne infe´rieure donne´e par le the´ore`me est une mesure d’inde´pendance alge´brique.
Elle implique l’inde´pendance alge´brique de eα1 , . . . , eαt sur Q. Le premier re´sultat de ce type
revient a` Mahler [15] en 1931. En s’appuyant sur la me´thode d’Hermite, il de´montre, avec les
notations ci-dessus, l’existence de quantite´s c1 = c1(α1, . . . , αt) et H0 = H0(D,α1, . . . , αt),
non explicite´es, telles que |P (eα1, . . . , eαt)| ≥ H−c1D
t
si H ≥ H0. En 1977, Yu. V. Nesterenko
de´montre une version quantitative du the´ore`me de Siegel-Shidlovski˘ı. Dans la situation
pre´sente, son re´sultat [17, thm. 4] fournit c1 = (4d)
t(td2 + d + 1) et montre qu’on peut
prendre H0 = exp(exp(c2D
2t log(D + 1))) pour une constante c2 = c2(α1, . . . , αt) non ex-
plicite´e. Le re´sultat d’Ably mentionne´ plus toˆt fait moins bien au niveau de la constante
c1 mais ame´liore la de´pendance de H0 en fonction du majorant D du degre´ de P . Sans
entrer dans les de´tails, disons simplement que, dans les notations du the´ore`me ci-dessus,
la minoration qu’il obtient revient a` prendre S de l’ordre de dt24t
2
D. Quant a` la mesure
obtenue par Sert, elle revient plutoˆt a` prendre S de l’ordre de dtD. Pour y parvenir, ce
dernier utilise la remarquable me´thode des de´terminants d’interpolation de M. Laurent. Il
obtient d’abord une version quantitative de la premie`re forme du the´ore`me de Lindemann-
Weierstrass, donc une mesure d’inde´pendance line´aire, puis, par spe´cialisation, il en de´duit
une mesure d’inde´pendance alge´brique. Dans ce contexte, mentionnons qu’a` la suite du tra-
vail de Sert, D. Bertrand a utilise´ a` son tour la me´thode des de´terminants d’interpolation
pour donner une nouvelle de´monstration du the´ore`me de Siegel-Shidlovski˘ı [4] qui, pour
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reprendre les mots de son auteur, jette un pont entre les de´monstrations originales de ce
the´ore`me et celle plus re´cente obtenue par Y. Andre´ [2] ge´ne´ralisant l’approche de´ploye´e par
J.-P. Be´zivin et P. Robba dans leur preuve ade´lique du the´ore`me de Lindemann-Weierstrass
(version line´aire) [7]. Quoique les de´monstrations de [2] et de [7] ne semblent pas conduire
aise´ment a` des e´nonce´s quantitatifs, il est probable que la preuve du the´ore`me de Lindemann-
Weierstrass que donne D. Bertrand dans [4, §5] puisse quant a` elle mener a` une nouvelle
mesure d’inde´pendance alge´brique des exponentielles de nombres alge´briques.
Sur un plan plus spe´culatif, on note que le the´ore`me de Lindemann-Weierstrass fournit
une de´montration indirecte des conjectures de [23] pour les familles de nombres de la forme
(α1, . . . , αt, e
α1 , . . . , eαt) avec α1, . . . , αt alge´briques sur Q. Cependant, il est possible qu’une
de´monstration directe puisse conduire a` d’autres mesures d’inde´pendance alge´brique comme
on en connaˆıt dans le cas d’un seul nombre. Par exemple, P. L. Cisjouw [8] a obtenu en 1974
la mesure |P (eα1)| ≥ exp(−c3D
2(D + logH)) avec c3 = c3(α1) qui, pour les petites valeurs
de H , est plus pre´cise que les mesures de´crites ci-dessus.
Au niveau des outils, la preuve du the´ore`me 1.1 utilise seulement la notion de hauteur de
Weil d’un point alge´brique et quelques proprie´te´s fondamentales du re´sultant de polynoˆmes
en plusieurs variables rappele´es aux paragraphes 3 et 4. Dans ses grandes lignes, le sche´ma
de de´monstration est classique. Le but est de prendre le re´sultant de l’homoge´ne´ise´ hP de P
avec des polynoˆmes homoge`nes Q1, . . . , Qt a` coefficients dans K = Q(α1, . . . , αt), construits
de telle sorte que leurs valeurs absolues au point u = (1, eα1 , . . . , eαt) soient petites et que
hP,Q1, . . . , Qt n’aient pas de ze´ro commun dans P
t(C). Alors le re´sultant de ces polynoˆmes
n’est pas nul et, sous des conditions approprie´es, cela conduit a` une minoration pour la
valeur absolue de hP (u) = P (eα1 , . . . , eαt). Pour atteindre ce but, notre premier pas re´side
en la construction d’une fonction analytique particulie`rement simple, de´crite au paragraphe
suivant. Ses valeurs fournissent une famille F de polynoˆmes homoge`nes de degre´ S, a`
coefficients dans K, dont on montre au paragraphe 5 qu’ils n’ont pas de ze´ro commun dans
Pt(C). On en tire Q1, . . . , Qt, et on conclut, au paragraphe 6, avec la preuve d’une version
le´ge`rement plus ge´ne´rale du the´ore`me 1.1.
2. Fonction auxiliaire
On utilise le re´sultat d’interpolation suivant qui remonte a` Lagrange. Pour tout sous-
ensemble fini E de C de cardinalite´ N ≥ 1, tout entier T ≥ 1, et toute famille de nombres
complexes uα,j indexe´e par les couples (α, j) avec α ∈ E et j ∈ {0, 1, . . . , T − 1}, il existe un
et un seul polynoˆme p(x) de C[x] de degre´ < NT tel que
p(j)(α) = uα,j (α ∈ E, 0 ≤ j < T ),
ou` p(j) de´signe la j-ie`me de´rive´e de p. En particulier, si f est une fonction holomorphe de´finie
sur un ouvert de C contenant E, on peut choisir p de telle sorte que
p(j)(α) = f (j)(α) (α ∈ E, 0 ≤ j < T ).
Alors la diffe´rence f(x)− p(x) s’annule avec multiplicite´ au moins T en chaque point de E.
Soient α1, . . . , αt, c et q comme dans l’e´nonce´ du the´ore`me 1.1. Pour notre objet, nous
employons un ensemble E qui de´pend d’un parame`tre entier S ≥ 1, et qui est contenu dans
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le sous-groupe de C engendre´ par les coordonne´es du point α = (α1, . . . , αt). En posant,
pour chaque m = (m1, . . . , mt) ∈ Z
t,
m ·α = m1α1 + · · ·+mtαt et |m| = |m1|+ · · ·+ |mt|,
l’ensemble en question est
(1) E = {m ·α ; m ∈ Σ(S)} ou` Σ(S) = {m ∈ Nt ; |m| < S}.
Nous nous proposons d’e´tudier la fonction
g(x) = ex − p(x)
ou` p(x) est le polynoˆme d’interpolation construit comme ci-dessus pour le choix de f(x) = ex.
Cette fonction auxiliaire de´pend donc de deux parame`tres entiers S, T ≥ 1. On verra que,
pour des choix approprie´s de ceux-ci, les de´rive´es de g(x) aux pointsm ·α avecm ∈ Σ(S+1)
sont si petites que cela interdit toute relation de de´pendance alge´brique entre eα1 , . . . , eαt .
Cela conduira a` la mesure d’inde´pendance alge´brique pre´sente´e dans l’introduction.
Pour e´tablir qu’une telle fonction est petite en de pareils points, on pense d’abord a`
employer un lemme de Schwarz. Or, cela ne fonctionne pas ici, puisque la majoration que l’on
posse`de pour le degre´ du polynoˆme p(x) est essentiellement e´gale au nombre de ze´ros T |Σ(S)|
que g(x) acquiert, compte tenu des multiplicite´s. Nous allons donc proce´der autrement.
Pour S, T ≥ 1 fixe´s, on poseN = |Σ(S)|. AlorsE contient N points en vertu de l’hypothe`se
d’inde´pendance line´aire de α1, . . . , αt. Pour chaque m ∈ N
t avec |m| < S et chaque j ∈
{0, 1, . . . , T − 1}, on de´signe par Am,j(x) le polynoˆme de C[x] de degre´ < NT qui satisfait
(2) A
(ℓ)
m,j(n ·α) =
{
1 si n =m et ℓ = j,
0 sinon,
pour tout n ∈ Σ(S) et tout ℓ ∈ {0, 1, . . . , T − 1}. On note aussi C{x} l’anneau des fonctions
holomorphes sur C qu’on identifie au sous-anneau de C[[x]] des se´ries convergentes sur tout
C. La fonction exponentielle ex est un e´le´ment de cet anneau et la fonction auxiliaire g(x)
introduite ci-dessus est son image sous l’application line´aire ϕ : C{x} → C{x} donne´e par
(3) ϕ(f(x)) = f(x)−
∑
m∈Σ(S)
0≤j<T
f (j)(m ·α)Am,j(x).
Le noyau de ϕ e´tant le sous-espace C[x]<NT des polynoˆmes de degre´ < NT , on en de´duit le
re´sultat suivant ou`, pour j ∈ N et k ∈ R, on pose k(j) = k(k − 1) . . . (k − j + 1).
Proposition 2.1. Pour toute se´rie entie`re f(x) =
∑∞
k=0 ckx
k ∈ C{x}, on a
ϕ(f(x)) =
∞∑
k=NT
ckϕ(x
k) =
∞∑
k=NT
ck
(
xk −
∑
m∈Σ(S)
0≤j<T
k(j)(m ·α)k−jAm,j(x)
)
,
les se´ries de droite convergeant uniforme´ment sur tout compact de C.
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De´monstration. On sait que, pour tout j ∈ N, on a f (j)(x) =
∑∞
k=j ckk
(j)xk−j , la convergence
de cette se´rie e´tant uniforme sur tout compact. On en de´duit, par re´arrangement des termes,
ϕ(f(x)) =
∞∑
k=0
ckx
k −
∑
m∈Σ(S)
0≤j<T
( ∞∑
k=j
ckk
(j)(m ·α)k−j
)
Am,j(x) =
∞∑
k=0
ckϕ(x
k).
La conclusion suit puisque ϕ(xk) = 0 pour k < NT . 
Puisque la convergence est uniforme sur tout compact, on peut de´river termes a` termes
la se´rie qui repre´sente ϕ(f(x)). Pour notre fonction auxiliaire, on en de´duit les formules
suivantes dont la premie`re de´coule de la de´finition et la seconde de la proposition.
Corollaire 2.2. La fonction auxiliaire g(x) = ϕ(ex) = ex −
∑
em·αAm,j(x) satisfait
g(ℓ)(n ·α) = en·α −
∑
m∈Σ(S)
0≤j<T
em·αA
(ℓ)
m,j(n ·α)
=
∞∑
k=NT
1
k!
(
k(ℓ)(n ·α)k−ℓ −
∑
m∈Σ(S)
0≤j<T
k(j)(m ·α)k−jA
(ℓ)
m,j(n ·α)
)
pour tout ℓ ∈ N et tout n ∈ Zt.
Comme les polynoˆmes Am,j(x) sont a` coefficients dans Q(α1, . . . , αt), la premie`re formule
montre que les nombres g(ℓ)(n · α) appartiennent au corps Q(α1, . . . , αt, e
α1 , . . . , eαt). La
seconde permet de majorer leurs valeurs absolues graˆce au fait que k! croˆıt tre`s rapidement
en fonction de k. C’est fondamentalement le meˆme phe´nome`ne qui est a` la base de la
me´thode d’Hermite. En pratique, on prendra n ∈ Σ(S + 1) et ℓ ∈ {0, 1, . . . , T − 1}. Les
deux paragraphes suivants sont un rappel d’outils qui permettront d’exploiter ces donne´es.
3. Hauteur
Soit K ⊂ C une extension alge´brique de Q de degre´ fini d, soit OK l’anneau des entiers
de K, et soit NK/Q la norme de K sur Q. Pour chaque entier n ≥ 1 et chaque point non nul
u = (u0, u1, . . . , un) ∈ K
n+1, on de´signe par NK/Q(u) la norme de l’ide´al fractionnaire de K
engendre´ par u0, . . . , un en tant que OK-module. Pour chaque plongement σ de K dans C,
on de´signe aussi par uσ le point (σ(u0), . . . , σ(un)) ∈ C
n+1 et par ‖uσ‖ = max0≤i≤n |σ(ui)|
sa norme du maximum. Enfin, on pose
H∞(u) =
∏
σ
‖uσ‖1/d, Hfin(u) = NK/Q(u)
−1/d et H(u) = H∞(u)Hfin(u),
le produit de gauche portant sur les d plongements distincts σ de K dans C. Le nombre
H(u) s’appelle la hauteur de Weil absolue de u. Elle satisfait H(u) ≥ 1 et H(λu) = H(u)
pour tout λ ∈ K∗. De plus, si L est un sous-corps de K contenant les coordonne´es de u,
alors la hauteur de u est la meˆme calcule´e sur K ou sur L. On renvoie le lecteur a` [26, §3.2]
pour une de´finition alternative de la hauteur en termes de produit de hauteurs locales et un
traitement plus complet de ses proprie´te´s.
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On de´finit la hauteur H(P ) d’un polynoˆme non nul P a` coefficients dans K comme e´tant
la hauteur du vecteur de ses coordonne´es dans un ordre quelconque. En particulier, si P
est a` coefficients dans Z, alors H(P ) = cont(P )−1‖P‖, ou` cont(P ) de´signe le contenu de
P , c’est-a`-dire le pgcd de ses coefficients. Par ailleurs, on de´finit la longueur L(P ) d’un
polynoˆme P a` coefficients dans C comme la somme des valeurs absolues de ses coefficients.
Ces notions nous serons utiles a` travers le re´sultat suivant.
Proposition 3.1. Soient Ui = (Ui,1, . . . , Ui,ni) pour i = 0, . . . , t, des familles inde´pendantes
d’inde´termine´es sur K, et soit R ∈ Z[U0, . . . ,Ut] un polynoˆme multi-homoge`ne de multi-
degre´ (N0, . . . , Nt) en ces familles d’inde´termine´es. Supposons que, pour i = 0, . . . , t, il existe
ui ∈ K
ni et ǫi ∈ C
ni tels que
R(u0, . . . ,ut) 6= 0 et R(u0 + ǫ0, . . . ,ut + ǫt) = 0.
Alors on a
1 ≤ 2N0+···+NtL(R)dH(u0)
dN0 · · ·H(ut)
dNt max
(
‖ǫ0‖
‖u0‖
, . . . ,
‖ǫt‖
‖ut‖
)
.
On peut conside´rer cette dernie`re ine´galite´ comme une minoration de la distance du point
(u0, . . . ,ut) au plus proche ze´ro complexe de R.
De´monstration. Pour i = 0, . . . , t, de´signons par Ai l’ide´al fractionnaire de K engendre´ par
les coordonne´es de ui. Comme R est multi-homoge`ne de multi-degre´ (N0, . . . , Nt), le nombre
R(u0, . . . ,ut) est un e´le´ment non nul de A
N0
0 · · ·A
Nt
t et par suite
(4) |NK/Q(R(u0, . . . ,ut))| ≥ NK/Q(A
N0
0 · · ·A
Nt
t ) = Hfin(u0)
−dN0 · · ·Hfin(ut)
−dNt .
Pour tout plongement σ : K → C, on a aussi
|σ(R(u0, . . . ,ut))| = |R(u
σ
0 , . . . ,u
σ
t )| ≤ L(R)‖u
σ
0‖
N0 · · · ‖uσt ‖
Nt .
Pour le plongement donne´ par l’inclusion de K dans C, on utilise plutoˆt l’estimation
|R(u0, . . . ,ut)| = |R(u0 + ǫ0, . . . ,ut + ǫt)− R(u0, . . . ,ut)|
≤ 2N0+···+NtL(R)‖u0‖
N0 · · · ‖ut‖
Nt max
(
‖ǫ0‖
‖u0‖
, . . . ,
‖ǫt‖
‖ut‖
)
qui se ve´rifie aise´ment en se ramenant d’abord au cas ou` R est un monoˆme puis, par ho-
moge´ne´ite´, au cas ou` ‖u0‖ = · · · = ‖ut‖ = 1 (comme on a alors |R(u0, . . . ,ut)| ≤ L(R), on
peut, pour ce dernier calcul, supposer que ‖ǫ0‖, . . . , ‖ǫt‖ ≤ 1). On en de´duit que
|NK/Q(R(u0, . . . ,ut))| ≤ 2
N0+···+NtL(R)dH∞(u0)
dN0 · · ·H∞(ut)
dNt max
0≤i≤t
‖ǫi‖
‖ui‖
,
et la conclusion suit en combinant cette estimation avec (4). 
4. Re´sultant
L’introduction du re´sultant comme outil de la the´orie des nombres transcendants est rela-
tivement re´cente. Quoique E. Borel [6] ait e´te´ le premier a` l’utiliser pour des polynoˆmes
en une variable en 1899, c’est seulement a` partir de 1949 que, graˆce au crite`re de Gel’fond,
son emploi s’est syste´matise´. Pour les polynoˆmes en plusieurs variables, il faut encore at-
tendre les travaux de G. V. Chudnovsky autour de 1974, puis l’introduction de la the´orie
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de l’e´limination par Yu. Nesterenko [17] en 1977. De nos jours, ces efforts culminent avec le
crite`re de P. Philippon [20] de 1986 qui, pour les questions d’inde´pendance alge´brique, fournit
une ge´ne´ralisation quasi-optimale du crite`re de Gel’fond (voir l’introduction de [20] pour un
bref historique des travaux ante´rieurs). Des raffinements de ce crite`re duˆs a` E. M. Jabbouri
[11] et a` C. Jadot [12] permettent d’en de´duire des mesures d’inde´pendance alge´brique mais,
dans le travail pre´sent, nous n’aurons besoin que des proprie´te´s les plus simples du re´sultant
de polynoˆmes homoge`nes en plusieurs variables.
Pour rappeler ces proprie´te´s, on travaille avec l’anneau de polynoˆmes C[X] ou` X =
(X0, . . . , Xt) est une famille de t+1 inde´termine´es et, pour chaque entier D ≥ 0, on de´signe
par C[X]D sa partie homoge`ne de degre´ D, c’est-a`-dire le sous-espace vectoriel de C[X]
engendre´ sur C par les monoˆmes de degre´ total D.
Proposition 4.1. Pour chaque suite de t+1 entiers positifs D = (D0, . . . , Dt), il existe une
application polynomiale
ResD : C[X]D0 × · · · × C[X]Dt −→ C ,
appele´e re´sultant en degre´ D, qui posse`de les proprie´te´s suivantes :
(1) ses ze´ros sont les suites de polynoˆmes (Q0, . . . , Qt) ∈ C[X]D0 × · · · × C[X]Dt qui
admettent au moins un ze´ro commun dans Pt(C) ;
(2) pour chaque i = 0, . . . , t, elle est homoge`ne de degre´ D0 · · ·Dt/Di en son argument
d’indice i, c’est-a`-dire que
ResD(Q0, . . . , λQi, . . . , Qt) = λ
D0···Dt/DiResD(Q0, . . . , Qt)
pour tout λ ∈ C et tout (Q0, . . . , Qt) ∈ C[X]D0 × · · · × C[X]Dt ;
(3) le polynoˆme qui la repre´sente dans la base des (t+1)-uplets de monoˆmes du C-espace
vectoriel C[X]D0 × · · · × C[X]Dt est a` coefficients dans Z et irre´ductible sur Z ;
(4) le polynoˆme en question est de longueur au plus (t+ 1)3(t+1)D0···Dt.
En vertu du the´ore`me des ze´ros d’Hilbert, les proprie´te´s (1) et (3) caracte´risent ResD a`
multiplication pre`s par ±1. Les proprie´te´s (2) et (4) viennent donc simplement pre´ciser sa
nature en majorant son degre´ et la taille de ses coefficients dans la base des (t+1)-uplets de
monoˆmes. Ces estimations sont cruciales pour les applications en inde´pendance alge´brique
comme l’exemple que nous allons traˆıter ici l’illustrera.
En degre´ 1 = (1, . . . , 1), le re´sultant est un objet familier. C’est simplement le de´terminant
de t+1 formes line´aires, det : (C[X]1)
t+1 → C. C’est une application homoge`ne de degre´ 1 en
chacun de ses t+1 arguments et son polynoˆme sous-jacent est de longueur (t+1)! ≤ (t+1)t+1.
L’existence d’une application polynomiale satisfaisant les conditions (1) a` (3) est un
re´sultat classique [14, Chap. I, §§7, 9, 10]. Quant a` la proprie´te´ (4), de nature arithme´tique,
elle semble eˆtre plus re´cente et son extension aux varie´te´s projectives fait l’objet de recherches
actives initie´es dans [22]. L’estimation que nous donnons ici est relativement grossie`re mais
suffisante pour notre objet.
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De´monstration de la proprie´te´ (4). La proposition 2.8 de [20] montre que la mesure de Mahler
M(ResD) du re´sultant en degre´ D (de´finie dans [20, §I.3]) satisfait
logM(ResD) ≤ D0 · · ·Dt
(
(t+ 1) log(t + 1) + logM(Res1)
)
≤ 2(t+ 1) log(t+ 1)D0 · · ·Dt,
la seconde estimation utilisant la majoration M(Res1) ≤ L(Res1) ≤ (t + 1)
t+1 mentionne´e
pre´ce´demment. Graˆce au lemme 1.13 de [20], on en de´duit, comme dans la preuve du lemme
3.5 de [13], que
L(ResD) ≤M(ResD)
t∏
i=0
(
Di + t
t
)D0···Dt/Di
≤ (t+ 1)3(t+1)D0···Dt ,
en utilisant l’estimation grossie`re
(
D+t
t
)
≤ (t+ 1)D valable pour tout entier D ≥ 0. 
Notons que si on applique plutoˆt la proposition 5.3 de [13], on obtient pour L(ResD) la
majoration (t+ 1)4(t+1)D0···Dt qui est moins pre´cise.
Soit K ⊂ C un corps de nombres de degre´ d, comme au paragraphe pre´ce´dent. De la
proposition 4.1, on ne retiendra que la conse´quence suivante.
Corollaire 4.2. Soient Q0, . . . , Qt des polynoˆmes homoge`nes de K[X] de degre´s respectifs
D0, . . . , Dt ≥ 1, sans ze´ro commun dans P
t(C), et soit (ξ1, . . . , ξt) ∈ C
t. Pour i = 0, . . . , t,
on pose δi := Qi(1, ξ1, . . . , ξt). Alors, on a
1 ≤ (t+ 1)4d(t+1)D0 ···Dt
(
t∏
i=0
H(Qi)
dD0···Dt/Di
)
max
(
|δ0|
‖Q0‖
, . . . ,
|δt|
‖Qt‖
)
.
De´monstration. On a
ResD(Q0, . . . , Qt) 6= 0 et ResD(Q0 − δ0X
D0
0 , . . . , Qt − δtX
Dt
0 ) = 0
puisque Q0, . . . , Qt n’ont pas de ze´ro commun dans P
t(C) tandis que, pour i = 0, . . . , t, les
polynoˆmes Qi − δiX
Di
0 ∈ C[X]Di s’annulent tous au point (1 : ξ1 : · · · : ξt) ∈ P
t(C). La
conclusion suit en appliquant la proposition 3.1 avec pour R le polynoˆme sous-jacent a` ResD
et Ni = D0 · · ·Dt/Di pour i = 0, . . . , t. 
En spe´cialisant encore davantage, on en de´duit le re´sultat suivant adapte´ spe´cifiquement
a` notre objet ou`, rappelons-le, OK de´signe l’anneau des entiers de K.
Corollaire 4.3. Soient 1 ≤ D ≤ S des entiers, soit F un sous-ensemble fini de polynoˆmes
homoge`nes de OK [X] de degre´ S sans ze´ro commun dans P
t(C), soit P un polynoˆme ho-
moge`ne non nul de K[X] de degre´ D, et soit (ξ1, . . . , ξt) ∈ C
t. On se donne des nombres
re´els positifs B et δ tels que ‖Qσ‖ ≤ B et |Q(1, ξ1, . . . , ξt)| ≤ δ pour tout Q ∈ F et tout
plongement σ de K dans C. Alors on a
1 ≤ H(P )dS
t(
(t+ 1)8SS2tB
)dtDSt−1
max
{
δ
B
,
|P (1, ξ1, . . . , ξt)|
‖P‖
}
.
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De´monstration. Une construction ge´ome´trique duˆe a` W. D. Brownawell et D. W. Masser [5],
reprise par le lemme 1.9 de [20], montre que, pour i = 1, . . . , t, il existe une combinaison
line´aire Qi d’au plus DS
i−1 e´le´ments de F , a` coefficients entiers de valeur absolue au plus
DSi−1, telle que, pour i = 0, . . . , t, la varie´te´ Vi des ze´ros communs de P,Q1, . . . , Qi dans
Pt(C) soit e´quidimensionnelle de dimension t − i − 1 et, si i 6= t, de degre´ au plus DSi.
Pour l’e´tablir, on proce`de par re´currence sur i en notant que, pour i = 0, cette condition
est remplie puisque P est non nul de degre´ D. Par ailleurs, si cette condition est satisfaite
pour un entier i avec 0 ≤ i < t et un choix approprie´ de Q1, . . . , Qi, alors Vi posse`de au plus
DSi composantes irre´ductibles W1, . . . ,Wk toutes de meˆme dimension t− i−1. Pour chaque
j = 1, . . . , k, on choisit un point wj de Wj, puis un e´le´ment Fj de F tel que Fj(wj) 6= 0.
Alors il existe une combinaison line´aire Qi+1 = m1F1 + · · ·+mkFk avec m1, . . . , mk entiers,
en valeur absolue au plus DSi, telle que Qi+1(wj) 6= 0 pour j = 1, . . . , k. Pour ce choix de
Qi+1, la varie´te´ Vi+1 intersection de Vi et de l’hypersurface Qi+1 = 0 est e´quidimensionnelle
de dimension t− i− 2 et, si i+1 6= t, de degre´ au plus deg(Vi)S ≤ DS
i+1 comme requis. En
particulier, pour i = t, cela signifie que P,Q1, . . . , Qt n’ont aucun ze´ro commun dans P
t(C).
Pour tout i = 1, . . . , t et tout plongement σ de K dans C, on a
‖Qσi ‖ ≤ S
2tB et |Qi(1, ξ1, . . . , ξt)| ≤ S
2tδ
car D ≤ S. Comme chacun des Qi est a` coefficients dans OK , on en de´duit
H(Qi)
d ≤ H∞(Qi)
d =
∏
σ
‖Qσi ‖ ≤ (S
2tB)d−1‖Qi‖ ≤ (S
2tB)d (1 ≤ i ≤ t).
Alors le corollaire 4.2 livre
1 ≤ (t + 1)4d(t+1)DS
t
H(P )dS
t
(S2tB)dtDS
t−1
max
{
S2tδ
S2tB
,
|P (1, ξ1, . . . , ξt)|
‖P‖
}
et la conclusion suit en majorant le premier facteur par (t+ 1)8dtDS
t
. 
5. Lemme de ze´ros
On reprend les notations du paragraphe 2 avec S, T ≥ 1 fixe´s. On pose aussi
X = (X1, . . . , Xt) et X = (X0, . . . , Xt)
ou` X0, . . . , Xt sont des inde´termine´es sur C. Enfin, pour tout n = (n1, . . . , nt) ∈ N
t et tout
z = (z1, . . . , zt) ∈ C
t, on de´finit
Xn = Xn11 · · ·X
nt
t et z
n = zn11 · · · z
nt
t .
Alors, pour ℓ ∈ {0, 1, . . . , T − 1} et n ∈ Σ(S + 1), la premie`re formule du corollaire 2.2
montre que
(5) g(ℓ)(n ·α) = Qn,ℓ(1, e
α1 , . . . , eαt)
ou`
(6) Qn,ℓ(X) = X
S−|n|
0 X
n −
∑
m∈Σ(S)
0≤j<T
A
(ℓ)
m,j(n ·α)X
S−|m|
0 X
m
est un polynoˆme homoge`ne de C[X] de degre´ S. Le but de ce paragraphe est de de´montrer
le re´sultat suivant qui nous permettra par la suite d’appliquer le corollaire 4.3.
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Proposition 5.1. Supposons T ≥ 2. Alors les polynoˆmes Qn,ℓ avec n ∈ Σ(S + 1) et
0 ≤ ℓ < T n’ont pas de ze´ro commun dans Pt(C).
On pourrait de´montrer un re´sultat de ce type en employant, pour le groupe Ga × Gm,
le formidable lemme de ze´ros de P. Philippon [21] comme le fait M. Ably dans [1] mais il
faudrait encore traˆıter se´pare´ment les points “a` l’infini”. La de´monstration ci-dessous est
purement e´le´mentaire et e´vite cette difficulte´.
De´monstration. Supposons au contraire qu’ils admettent un ze´ro commun (z0 : · · · : zt) ∈
Pt(C) et posons z = (z1, . . . , zt) ∈ C
t. Si z0 = 0, on obtient aussitoˆt z
n = 0 pour tout
n ∈ Σ(S + 1) \Σ(S), mais alors z1 = · · · = zt = 0, ce qui est impossible. Donc on doit avoir
z0 6= 0, ce qui permet de supposer que z0 = 1. Alors, en termes du polynoˆme
p(x) :=
∑
m∈Σ(S)
0≤j<T
Am,j(x)z
m ∈ C[x],
l’hypothe`se devient
(7) zn = p(ℓ)(n ·α) (n ∈ Σ(S + 1), 0 ≤ ℓ < T ).
Pour i = 1, . . . , t, on en de´duit que
p(ℓ)(m ·α+ αi) = ziz
m = zip
(ℓ)(m ·α) (m ∈ Σ(S), 0 ≤ ℓ < T ),
et par suite
(8) p(x+ αi) = zip(x)
puisque p(x) est de degre´ infe´rieur a` T |Σ(S)|. Or, pour n = 0, les relations (7) signifient que
p(ℓ)(0) = 1 (0 ≤ ℓ < T ). Donc, p(x) est un polynoˆme non nul de degre´ au moins T − 1 > 0
et par suite la relation (8) n’est possible que si zi = 1 et αi = 0 pour i = 1, . . . , t. Comme
aucun des αi n’est nul, c’est la contradiction cherche´e. 
6. Estimations et conclusion
On poursuit avec les notations des paragraphes 2 et 5. Pour des entiers S, T ≥ 1 fixe´s, on
pose
F := {r ∈ Zt ; r 6= 0 et |r| < S} et ∆ := (T − 1)! q2T |F |+T
∏
r∈F
(r ·α)2T .
Le but de ce paragraphe est, dans un premier temps, de montrer que les polynoˆmes ∆Qn,ℓ
avec n ∈ Σ(S + 1) et 0 ≤ ℓ < T sont a` coefficients dans OK et de majorer les normes de
leurs conjugue´s. Ensuite, on majorera leurs valeurs absolues au point (1, eα1, . . . , eαt). En
appliquant le corollaire 4.3, on sera alors en mesure de de´montrer le the´ore`me 1.1 sous une
forme le´ge`rement plus ge´ne´rale.
Auparavant, on note que tout point de F s’e´crit sous la forme (±m1, . . . ,±mt) pour un
choix de (m1, . . . , mt) ∈ Σ(S) \ {0}. Par conse´quent, la cardinalite´ |F | de F est au plus
2t(N − 1) ou` N = |Σ(S)|. Dans les calculs qui suivent, on utilisera aussi le fait que cq ≥ 1.
Cela de´coule du fait que tout e´le´ment non nul de OK posse`de au moins un conjugue´ de valeur
absolue ≥ 1 et les conjugue´s de qα1, . . . , qαt ∈ OK sont tous de valeur absolue ≤ cq.
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Lemme 6.1. Soient m ∈ Σ(S), n ∈ Σ(S + 1) et j, ℓ ∈ {0, 1, . . . , T − 1}. Alors, les nombres
∆ et ∆A
(ℓ)
m,j(n · α) sont des e´le´ments de Z[qα] ⊆ OK dont les conjugue´s ont leur valeur
absolue majore´e par
B0 := (NT )
2T−2(cqS)2
t+1NT .
De´monstration. En posant E ′ = Σ(S) \ {m}, le polynoˆme Am,j(x) s’e´crit
Am,j(x) =
( ∏
m′∈E′
(x−m′ ·α)T
)
Pm,j(x−m ·α)
ou` Pm,j de´signe le polynoˆme de degre´ infe´rieur a` T pour lequel
Am,j(x) ≡
1
j!
(x−m ·α)j mod (x−m ·α)T .
En remplac¸ant x par x+m ·α, cette dernie`re condition devient( ∏
m′∈E′
(x− (m′ −m) ·α)T
)
Pm,j(x) ≡
xj
j!
mod xT .
Ainsi, dans l’anneau des se´ries formelles C[[x]], on a
Pm,j(x) ≡
xj
j!
∏
m′∈E′
((
(m−m′) ·α
)−T (
1−
x
(m′ −m) ·α
)−T)
mod xT
≡
xj
cm,j
∏
m′∈E′
(
∞∑
i=0
xi
((m′ −m) ·α)i
)T
mod xT ,
ou` cm,j = j!
∏
m′∈E′
(
(m −m′) · α
)T
. En de´veloppant cette expression, on en de´duit que
Pm,j(x) est une somme de
(
T |E′|+T−j−1
T−j−1
)
produits de la forme
xi+j
cm,j((m
′
1 −m) ·α) · · · ((m
′
i −m) ·α)
ou` i est un entier avec 0 ≤ i ≤ T − j − 1 et ou` m′1, . . . ,m
′
i sont des e´le´ments de E
′ non
ne´cessairement distincts. Par suite, Am,j(x) est la somme des produits
1
j!
( ∏
m′∈E′
x−m′ ·α
(m−m′) ·α
)T
(x−m ·α)i+j
((m′1 −m) ·α) · · · ((m
′
i −m) ·α)
pour les meˆmes choix de i et dem′1, . . . ,m
′
i. Puisquem−E
′ et E ′−m sont des sous-ensembles
de F , ces produits s’e´crivent encore sous la forme
(9)
(x−m1 ·α) · · · (x−mk ·α)
j!(r1 ·α) · · · (rk−j ·α)
ou` k est un entier avec j + T |E ′| ≤ k < T (|E ′|+ 1) = NT , ou` m1, . . . ,mk sont des e´le´ments
de E = Σ(S), et ou` r1, . . . , rk−j sont des e´le´ments de F , chacun de ces derniers e´tant re´pe´te´
au plus 2T fois.
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En vertu de ce qui pre´ce`de, la de´rive´e A
(ℓ)
m,j(x) est une somme de produits semblables
aux produits (9) mais avec ℓ facteurs en moins au nume´rateur. De plus, le nombre de ces
produits ne de´passe pas
(NT )ℓ
(
T |E ′|+ T − j − 1
T − j − 1
)
≤
(NT )2(T−1)
(T − 1)!
.
Alors ∆A
(ℓ)
m,j(n ·α) est une somme d’autant de produits de la forme
(T − 1)!
j!
q2T |F |+T (r1 ·α) · · · (rk ·α)
ou` cette fois k de´signe un entier au plus e´gal a` 2T |F |+ T et ou` r1, . . . , rk sont des e´le´ments
de Zt de longueur |ri| ≤ S (1 ≤ i ≤ k). On conclut que ∆A
(ℓ)
m,j(n · α) est un e´le´ment de
Z[qα] et que, pour tout plongement σ de K dans C, on a∣∣∣(∆A(ℓ)m,j(n ·α))σ∣∣∣ ≤ (NT )2(T−1)(cqS)2T |F |+T .
Comme cette majoration s’applique aussi a` |∆σ|, la conclusion suit en notant que |F | ≤
2t(N − 1). 
Proposition 6.2. Supposons N ≥ 6 et NT ≥ 2ecqS. Soient n ∈ Σ(S + 1) et ℓ ∈
{0, 1, . . . , T −1}. Alors, ∆Qn,ℓ est un polynoˆme homoge`ne de OK [X] de degre´ S qui satisfait,
pour tout plongement σ de K dans C,
‖∆σQσ
n,ℓ‖ ≤ TB0 et |∆Qn,ℓ(1, e
α1 , . . . , eαt)| ≤
(
cqS
T
)NT
T TB0.
De´monstration. La majoration de norme ainsi que l’assertion qui la pre´ce`de de´coulent di-
rectement du lemme pre´ce´dent joint a` la de´finition (6) du polynoˆme Qn,ℓ. Pour e´tablir l’autre
majoration, on utilise la seconde formule du Corollaire 2.2
∆Qn,ℓ(1, e
α1 , . . . , eαt) = ∆g(ℓ)(n ·α)
=
∞∑
k=NT
1
k!
(
∆k(ℓ)(n ·α)k−ℓ −
∑
m∈Σ(S)
0≤j<T
k(j)(m ·α)k−j∆A
(ℓ)
m,j(n ·α)
)
.
Graˆce au lemme pre´ce´dent, la valeur absolue de cette quantite´ est majore´e par
B0
∞∑
k=NT
1
k!
(
kT−1(cS)k−ℓ +N
T−1∑
j=0
kj(cS)k−j
)
≤ B0
∞∑
k=NT
(cqS)k
k!
NkT ,
puisque la somme porte sur k ≥ NT , que NT ≥ 3, et que max{1, cS} ≤ cqS. Comme
k! ≥ (k/e)k pour tout entier k ≥ 0, cette dernie`re quantite´ est a` son tour majore´e par
NB0
∞∑
k=NT
(
ecqS
k
)k
kT ≤ NB0
∞∑
k=NT
(
ecqS
NT
)k
(NT )T
≤ 2NB0
(
ecqS
NT
)NT
(NT )T car NT ≥ 2ecqS,
≤
(
cqS
T
)NT
T TB0 car N ≥ 6.
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
Si D, H et P sont comme au the´ore`me 1.1, alors le polynoˆme homoge`ne P˜ de degre´
D associe´ a` P est de hauteur H(P˜ ) ≤ H et satisfait par construction P˜ (1, eα1, . . . , eαt) =
P (eα1, . . . , eαt). Donc le the´ore`me 1.1 de´coule du re´sultat suivant sur lequel nous concluons
ce travail.
The´ore`me 6.3. Soit D ≥ 1 un entier positif et soit P un polynoˆme homoge`ne non nul de
K[X] de degre´ D. Alors, on a
(10) ρ :=
|P (1, eα1, . . . , eαt)|
‖P‖
≥ H(P )−3dS
t
exp
(
−(cqS)18S
t
)
,
ou` S = 6dt(t!)D.
De´monstration. Soit T le plus petit entier positif qui satisfasse a` la fois
T ≥ (cqS)2
t+2N et TNT ≥ H(P )3dS
t
, ou` N = |Σ(S)| =
(
S + t− 1
t
)
.
En vertu des propositions 5.1 et 6.2, les produits ∆Qn,ℓ avec n ∈ Σ(S + 1) et 0 ≤ ℓ < T
forment une famille F de polynoˆmes homoge`nes de OK [X] de degre´ S sans ze´ro commun dans
Pt(C) qui satisfont les conditions du corollaire 4.3 avec B = TB0 et δ = (cqS/T )
NTT TB0 ou`
B0 est donne´ par le lemme 6.1. Ce corollaire livre donc
(11) 1 ≤ H(P )dS
t
(
(t+ 1)8SS2tTB0
)dtDSt−1
max
{(
cqS
T
)NT
T T , ρ
}
.
Pour les estimations subse´quentes, on utilisera
St
t!
≤ N =
S(S + 1) · · · (S + t− 1)
t!
≤
(S + t)t
t!
≤
St
t!
(
1 +
1
6t
)t
≤
2St
t!
,
qui impliquent plus grossie`rement 6t ≤ S ≤ N ≤ St en tenant compte du fait que, pour
t = 1, on a N = S. Ainsi, en vertu du choix de S, on trouve
dtDSt−1 ≤
St
6t!
≤
N
6
.
On va montrer que
(12) H(P )dS
t
(
(t+ 1)8SS2tTB0
)N/6(cqS
T
)NT
T T < 1.
Si on accepte ce re´sultat, l’ine´galite´ (11) entraˆıne aussitoˆt
(13) ρ >
(
cqS
T
)NT
T T ≥
(
2
T
)NT−T
≥ (T − 1)−N(T−1),
car cqS ≥ S ≥ 2 et T ≥ N ≥ 2. En vertu du choix de T , on a par ailleurs
T − 1 ≤ (cqS)2
t+2N ≤ exp
(
2t+2N(cqS)
)
ou (T − 1)N(T−1) ≤ H(P )3dS
t
.
Comme H(P ) ≥ 1, on en de´duit
(14) (T − 1)N(T−1) ≤ H(P )3dS
t
exp
(
2t+2N(cqS)N(cqS)2
t+2N
)
.
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Comme 2 ≤ S, N ≤ St et S ≤ cqS, on a aussi
2t+2N(cqS)N(cqS)2
t+2N ≤ (cqS)2
t+2N+3t+3
≤ (cqS)(2
t+2+t)N car N ≥ 6,
≤ (cqS)2(2
t+2+t)St/t! car N ≤ 2St/t!,
≤ (cqS)18S
t
.
En substituant cette estimation dans (14) puis le re´sultat dans (13), on obtient l’ine´galite´
annonce´e (10). Il reste donc a` ve´rifier (12). Pour ce faire, on utilise d’abord t + 1 ≤ S,
N ≤ St et S ≤ cqS, donc
(t + 1)8SS2tTB0 = (t+ 1)
8SS2tT (NT )2T−2(cqS)2
t+1NT
≤ T 2T (cqS)2
t+1NT+8S+2tT
≤ T 2T (cqS)(2
t+1+1)NT ,
ou` la dernie`re majoration de´coule du fait que 8S +2tT ≤ 6tT ≤ NT . Comme N ≥ 6, on en
de´duit que le membre de gauche de (12) est strictement majore´ par
H(P )dS
t
(
T 3T (cqS)(2
t+1+2)NT
)N/6
T−NT .
En vertu du choix de T , ce nombre est a` son tour majore´ par TNT/3(T 4T )N/6T−NT = 1,
comme annonce´. 
Remerciements. Il me fait plaisir de remercier Daniel Bertrand, Michel Laurent et le
referee pour leurs suggestions des re´fe´rences bibliographiques [2, 4, 7, 16, 28]. Je tiens aussi
a` te´moigner de ma reconnaissance envers Michel Waldschmidt pour son inte´reˆt dans mes
travaux, ses constants encouragements, et de si nombreuses discussions depuis plus de 20
ans de´ja`.
Bibliographie
[1] M. Ably, Une version quantitative du the´ore`me de Lindemann-Weierstrass, Acta Arith. 67 (1994),
29–45.
[2] Y. Andre´, Se´ries Gevrey de type arithme´tique. II. Transcendance sans transcendance, Ann. of Math.
151 (2000), 741–756.
[3] A. Baker, Transcendental number theory, Cambridge University Press, London-New York, 1975, x+147
pp.
[4] D. Bertrand, Le the´ore`me de Siegel-Shidlovsky revisite´, dans: Number Theory, Analysis and Geometry:
In Memory of Serge Lang, e´diteurs: D. Goldfeld, J. Jorgenson, P. Jones, D. Ramakrishnan, K. Ribet,
J. Tate, Springer, 2012, pp. 51–67.
[5] W. D. Brownawell and D. W. Masser, Multiplicity estimates for analytic functions II, Duke Math. J.
47 (1980), 273–295.
[6] E´. Borel, Sur la nature arithme´tique du nombre e, C. R. Acad. Sci. Paris 128 (1899), 596–599.
[7] J.-P. Be´zivin, P. Robba, A new p-adic method for proving irrationality and transcendence results, Ann.
of Math. 129 (1989), 151–160.
[8] P. L. Cijsouw, Transcendence measures of certain numbers whose transcendency was proved by A. Baker,
Compositio Math. 28 (1974), 179–194.
[9] G. Chudnovsky, Algebraic independence of the values of elliptic function at algebraic points. Elliptic
analogue of the Lindemann-Weierstrass theorem., Invent. Math. 61 (1980), 267–290.
SUR LE THE´ORE`ME DE LINDEMANN-WEIERSTRASS EFFECTIF 15
[10] C. Hermite, Sur la fonction exponentielle, C. R. Acad. Sci. Paris 77 (1873), 18–24, 74–79, 226–233,
285–293.
[11] E. M. Jabbouri, Sur un crite`re d’inde´pendance alge´brique de P. Philippon, dans : Approximations
diophantiennes et nombres transcendants, Luminy 1990, e´diteur: P. Philippon, Walter de Gruyter,
1992, 195–202.
[12] C. Jadot, Crite`res pour l’inde´pendance alge´brique et line´aire, the`se de doctorat, Univ. Paris VI (Pierre
et Marie Curie), Paris, 1996.
[13] M. Laurent and D. Roy, Criteria of algebraic independence with multiplicities and approximation by
hypersurfaces, J. reine angew. Math. 536 (2001), 65–114.
[14] F. S. Macaulay, The algebraic theory of modular systems, Cambridge U. Press, 1994 (premie`re publica-
tion en 1916), xxxi+112 pp.
[15] K. Mahler, Zur Approximation der Exponentialfunktion und des Logarithmus I, J. reine angew. Math.
166 (1931), 118–136.
[16] K. Mahler, Lectures on transcendental numbers, Lecture Notes in Mathematics 546, Springer-Verlag,
Berlin-New York, 1976, xxi+254 pp.
[17] Yu. V. Nesterenko, Estimates for the orders of zeros of functions of a certain class and their applications
in the theory of transcendental numbers, Izv. Akad. Nauk SSSR Ser. Mat. 41 (1977), 253–284; traduction
anglaise: Math. USSR Izv. 11 (1977), 239–270.
[18] Yu. V. Nesterenko, Algebraic independence, Narosa Publishing House, New Delhi, 2009, viii+162 pp.
[19] P. Philippon, Varie´te´s abe´liennes et inde´pendance alge´brique II : un analogue abe´lien du the´ore`me de
Lindemann-Weierstrass, Invent. Math. 72 (1983), 389–405.
[20] P. Philippon, Crite`res pour l’inde´pendance alge´brique, Pub. Math. IHES 64 (1986), 5–52.
[21] P. Philippon, Lemmes de ze´ros dans les groupes alge´briques commutatifs, Bull. Soc. Math. France 114
(1986), 355–383.
[22] P. Philippon, Sur des hauteurs alternatives I, Math. Ann. 289 (1991), 255–283.
[23] D. Roy, An arithmetic criterion for the values of the exponential function, Acta Arith. 97 (2001),
183–194.
[24] A. Sert, Une version effective du the´ore`me de Lindemann-Weierstrass par les de´terminants d’interpo-
lation, J. Number Theory 76 (1999), 94–119.
[25] M. Waldschmidt, Les de´buts de la the´orie des nombres transcendants (a` l’occasion du centenaire de la
transcendance de pi), Cahiers du se´minaire d’histoire des mathe´matiques 4 (1983), 93–115.
[26] M. Waldschmidt, Diophantine Approximation on Linear Algebraic Groups, Grundlehren 326, Springer-
Verlag, 2000, xxiii+633 pp.
[27] K. Weierstrass, Zu Lindemann’s Abhandlung “U¨ber die Ludolph’sche Zahl”, Berl. Ber. (1885), 1067–
1086.
[28] G. Wu¨stholz, U¨ber das Abelsche Analogon des Lindemannschen Satzes. I, Invent. Math. 72 (1983),
363–388.
De´partement de Mathe´matiques, Universite´ d’Ottawa, 585 King Edward, Ottawa, Ontario
K1N 6N5, Canada
E-mail address : droy@uottawa.ca
