Abstract-Accurate and robust image motion detection has been of substantial interest in the image processing and computer vision communities. Unfortunately, no single motion detection algorithm has been universally superior, yet biological vision systems are adept at motion detection. Recent research in neural signals have shown biological neural systems are highly responsive to signals which appear to be chaotic in nature. In this paper, we exploit these biological results and hypothesize that motion in images may produce changes in pixel amplitudes that are reminiscent of chaotic dynamical systems.
I. INTRODUCTION
Detection and segmentation of objects based on their motion in images, including in the presence of spatiotemporally varying illumination has been the subject of intensive research for many years, with two more recent examples provided in [1] and [3] . To date none of these algorithms have been shown to be generally superior. One interesting observation here is that all of these methods operate on the grayscale imagery. However, the grayscale image space is the result of a complex interaction of: (i) the motion of object of interest, (ii) its surface characteristics, and (iii) the external illumination pattern which makes it difficult to separate the effects of illumination and motion [1] [3] .
In this paper we demonstrate that the effects of motion in images results in apparent chaotic behavior in the image pixel amplitudes, while the effects of illumination on pixel amplitudes remain deterministic; thereby making it possible to robustly distinguish changes in pixel amplitudes due to illumination from changes in pixel amplitudes due to the motion. We also demonstrate that a mathematical justification for the possible presence of chaotic behavior is grounded in the explicit nonlinearities in the governing equations of image reflectance.
Chaos theory has been successfully used to model many naturally occurring processes in physics, and most recently have also found success in modeling biological neural activity [20] [21] [19] . While chaos theory has been an active field of research, there have not been many applications of chaos to image processing and none to date for motion detection [28] [33] . Based on the increasing evidence of chaos in biological neural systems, it is possible that this current research may ultimately provide insight into why many biological vision systems are so adept at motion detection. In particular, we will demonstrate that the tools from chaos theory can serve as the basis for a robust approach to three common issues in active vision: (i) a method for motion detection that is inherently robust against spatio-temporal illumination changes, (ii) an efficient scheme for attention direction and (iii) a mechanism for determining the temporal gaze control (time lag between image frames) [10] .
The paper is organized as follows. Section II provides an overview of the background of illumination and motion modeling in video streams, Section III provides a background on research into chaotic and fractal behavior of biological neural systems. Section IV demonstrates the chaotic effects of motion in video streams, while Section V demonstrates that spatio-temporal illumination changes are clearly non-chaotic. Section VII then introduces measures for quantitatively evaluating whether chaos may be present in an image, and Section VIII then applies these measures to the task of motion detection in video streams.
Based on "The effects of motion and spatio-temporal nonuniform illumination on image-pair joint scattergrams", by M. 
II. BACKGROUND ON IMAGE MODELING
The two mechanisms through which the pixel amplitudes of a perceived image can change are: (i) changes due to illumination and (ii) changes due to motion of objects within the image. The purpose of this paper is to show that each of these sources of change produce dramatically different behavior in the perceived pixel amplitudes of the image. These differences are due to the subtle mechanism through which they impact the scene radiance that is detected by the camera.
A. Illumination Modeling
The effects of illumination on images within video sequences has been modeled by various researchers in one of three mechanisms: (i) additive, (ii) multiplicative, and (iii) a combination of additive and multiplicative effects, with many authors not empirically justifying the models used [3] [4] [5] [2] .
Each of these possible mechanisms can be modeled mathematically from the equation for scene radiance, L, under the assumption of Lambertian reflectance [4] :
where ρ is the albedo of the object surface, N r is the normal to the surface of the object, and I r is the directional illumination. For multiplicative effects in external illumination, the scene radiance changes enter Equation (1) as a scale factor λ to the illumination, resulting in multiplicative scene radiance m L :
Likewise if the effects are additive then the scene radiance changes enter Equation (1) as an additive factor λ to the illumination, resulting in additive scene
There are more complex reflectance models such as the Torrance-Sparrow model which combines specular and diffuse components of scene radiance [6] : (6) We now require a methodology to validate whether the effects of global illumination changes between image frames impact our image pixel amplitudes through Equations (2) and (5) or Equations (3) and (6) . A useful tool for analyzing the changes between pixel amplitudes within pairs of images is the joint histogram, which was motivated by the recent popularization of mutual information for image registration [13] , and in parallel has also recently been used by Cho and Kim [2] . The joint histogram is intimately related to the mutual information between two images, defined as [13] : H(a, b) , where a and b are the pixel amplitudes in each of the respective images and the pair (a, b) provides the coordinate for the entry in the joint histogram. When the joint-histogram is generated for an image with itself, the result is a well defined ridge corresponding to the straight line a = b, where a and b are the pixel amplitudes in each of the respective image, as shown in Figure 1 (a) . Likewise, Figure 1 (b) shows an alternate representation for the joint histogram, which is the phase plot of the image amplitude changes. Both of these representations can be used interchangeably for analyzing the changes in amplitudes between image pairs, and both formats will be used throughout the paper depending on the desired effect to be highlighted.
In Figure 2 we take an image and artificially inject additive and multiplicative illumination changes to form a second image which we then compare with the original image to understand the effects of these illumination changes on the joint histogram H(a, b). We observe that the illumination change results in linear transformations in the joint histogram, with multiplicative illumination resulting in a change in the slope of the line in this joint histogram, while an additive change in illumination results in a change in the y-intercept of the line in the joint histogram. This distinct difference in the effects of additive and multiplicative illumination modeling can now easily be verified empirically. The empirical effects on the joint histogram between an image pair experiencing global illumination changes is provided in Figure 3 . Cho and Kim in [2] also analyzed the joint histograms as a means for detecting global illumination changes and found similar results. The change in slope of the diagonal in Figure 3 (c) verifies that illumination changes in images are indeed multiplicative. More interesting than global illumination changes, are the changes caused by spatio-temporally varying illumination.
These are light bands and other illumination patterns that change over time and are spatially localized within the image, as shown in Figure  4 . We model partial illumination as a pattern with a Gaussian roll-off in amplitude along the boundaries. Figure 5 shows the images and their resultant joint histograms for an artificially injected additive and multiplicative illumination band with Gaussian-shaped roll-off. Here the general envelope of the joint histogram matches that of the uniformly distributed illumination of 
B. Motion Modeling
We can also see from Equation (2) that the changes in reflectance occurring in the scene within a region captured by a pixel due to the motion of an object result in non-linear multiplicative effects through the dot product of the surface normal (and its related albedo) with the illumination source as the object moves in the scene.
Likewise, changes reflectance occurring in the scene within a region captured by a pixel due to illumination changes result in a linear multiplicative effect via the illumination scaling parameter λ . As can be seen in Figure 6 , the changes in the normal to the object surface is highly dynamic and non-linear, even for very closely spaced points on the object as it moves through the image. This non-linearity of motion has also been observed by Xu and Roy-Chowdury who state: "[the changes in the observed coordinate points] is a non-linear function of the [rotational and translational] motion variables" [5] . They then developed a bi-linear model based on the work by Basri and Jacobs [4] to explain the effects of motion and illumination, under an assumption of small changes to support linearizing this non-linear relationship. Whether this non-linear behavior results in actual chaotic signals, or is more accurately modeled as a complex aperiodic forcing function driving complex changes in the pixel amplitudes is an open area of research. These aperiodic forcing functions generated by moving object may be the source of the interesting highly structured behaviors of the phase plots of the pixel amplitudes. As we will show in the following section, one popular model for neural activity is to model neurons as a collection of loosely coupled oscillators. Irrespective of the particular model, we will see that the end result of motion in image sequences is a complex trajectory of the pixel amplitudes in phase space which is quite distinct from illumination changes and also is well suited for analysis using tools from chaos theory.
There have been many different models and resultant methodologies for detecting motion in video sequences, and it is beyond the scope of this paper to address all of them [12] . One other interesting approach for motion segmentation which can provide some additional insight to our approach s is the method of normalized cuts by Shi and Malik [9] . In their approach they model the pixels in an image as a collection of coupled oscillators, where the coupling strength is proportional to the likelihood of the pixels belonging to a common object. Unfortunately, as has been common in most approaches, their approach then performed a purely linear analysis of these couplings using eigen-value analysis. Again, by focusing on the linear behavior, the more interesting non-linear behavior of the pixel amplitudes under motion may have been missed.
The popular method of optical flow for image motion analysis is based on a simplified version of the Navier Stokes equation [12] :
where I is the image brightness and v is the velocity of the object in the image plane. This equation is based on a number of assumptions including, small changes in position and, most importantly, image constancy which assumes all changes in pixel amplitudes are due to motion and not illumination changes. This model is particularly interesting for supporting the discussion of possible chaotic behavior in the pixel amplitudes due to motion since, as we will show in Section VI, the Navier-Stokes equation is one of the few mathematical models of dynamical systems for which chaos has been regularly observed and its measured effects can be proven to be mathematically sound. Another popular family of motion detection algorithms involves analysis of the image sequences with Gabor filters of varying frequency and orientation, such as the Fleet and Jepson method of using [12] . The approach is based on analyzing signal phases in an attempt to improve performance against illumination changes, however, as we demonstrated in [11] the approach was still extremely sensitive to complex spatiotemporally changing illumination. Additionally, these algorithms have been argued as having a biological underpinning based on the orientation sensitivity of the neurons in the human vision system. It is also important to note that these methods are also highly linear in their analysis of the image sequences, as they are based on linear matched filter processing.
In summary, there have been numerous approaches to motion detection, but none of these methods have been proven universally superior. Additionally, as the author demonstrated in [11] , the outputs of many of these algorithms can be dramatically different, particularly in the presence of complex spatio-temporally varying illumination patterns. Fusing the outputs of multiple of these algorithms proved effective in reducing these effects; however the fusion of multiple algorithm outputs is computationally prohibitive in most applications.
One common approach of all of the methods is the use of linearization assumptions to facilitate computation of the various key parameters within the algorithms. As inferred by the behavior of the object normals and the sudden changes in albedo typical for particularly manmade objects shown in Figure 6 above, the effects of motion are more realistically non-linear. Rather than relying on either multiple linearizations or other rather broad assumptions, we propose embracing the nonlinearities present in the basic imaging equation of Equation (2) . It has been shown that dynamical systems which are driven by an underlying non-linear multiplicative process often exhibit chaotic behavior [24] [25] . Equation (1) and (2) demonstrate that the perceived amplitude in an image is a non-linear multiplicative process (non-linear through the vector dot product). Consequently, we propose adopting established methods from chaotic systems analysis to attempt to exploit these non-linearities. Interestingly, Cho and Kim in [2] also witnessed non-linearities in the joint histograms but treated them as outliers that confounded their computation of a global illumination change.
By paralleling other disciplines which have recognized the benefits of analyzing non-linear systems using chaos theory, we propose a chaos-based framework for exploring the subtleties of spatio-temporal illumination changes, motion changes, and even object shadows in image sequences.
III. CHAOS AND MULTI-FRACTALITY IN NEURAL SYSTEMS
In addition to the mathematical justifications for analyzing the effects of motion in video sequences with chaos theory, there are biological indications that this approach may be advantageous. There is currently an active debate in the neuro-biology community regarding whether signals in biological neural pathways have a chaotic nature [20] [20] . They proposed a chaotic model to explain the problem of alternation in perception of ambiguous objects, where each possible explanation of the viewed object represents a distinct basin of attraction, and the neural system transitions between basins [20] . Likewise, earlier work by Freeman proposed that the olfactory system exhibits chaotic behavior, and then used chaotic basins of attraction to explain the ability of biological systems to recognize a single scent from a complex background of scents [19] . They also found evidence of chaotic behavior in visual perception where Freeman observed: 'the images [of EEG brain activity] suggest that an act of perception consists of an explosive leap of the dynamical system from the "basin" of one chaotic attractor to another' [19] . Korn and Faure describe results from analyzing sensory neurons where it has been shown that 'dynamical information can be preserved when a chaotic input… is converted into a spike train [22] . Interestingly, they also note that "there could be considerable benefits for the nervous system to choose chaotic regimes given their wide range of behaviors and their aptitude to quickly react to changing conditions". This ability to quickly react to changing conditions is of particular benefit to our application of motion detection, and addresses one of the open research areas defined by Beauchemin et al., namely "efficient computation schemes for attention" [10] .
In general, however, there have been many more models based on chaos than there has been empirical evidence supporting these models.
Consequently, Velaquez proposes a more pragmatic approach by suggesting an "attractor-like" behavior of neural signals rather than committing to the existence of pure chaos [23] . He also notes that the non-predictable nature of these signals may be neither from chaos or stochastic origins but from aperiodic forcing phenomena, which is a reasonable explanation for the interesting motion related pixel-amplitude behavior we will be demonstrating, where the shape of the object moving through the image space serves as this aperiodic forcing function.
Korn and Faure note that 'the tools of nonlinear dynamics have become irreplaceable for revealing hidden mechanisms", and we will be demonstrating the effectiveness of these tools for motion detection. Towards this end, many researchers have been "using fractal theory to…characterize neuronal dynamics" [21] . Zheng et al. have demonstrated that the neural firings in the human brain "are consistent with a multi-fractal process…" [21] . There is also a strong relationship between chaos and fractals, as mentioned by Peitgen [24] : "as geometrical patterns, strange attractors are fractals;
[while] as dynamical objects, strange attractors are chaotic." Thus whether the underlying dynamics are truly chaotic or based on these aperiodic forcing functions, the fractal tools from chaos theory will prove useful for analyzing the embedded structure in the "attractor-like" trajectories of the phase plots, and will provide a mechanism for differentiating motion from complex spatio-temporal variations in illumination in video sequences.
The following section provides examples of the interesting effects in the phase plot of the pixel amplitudes due to the motion of objects in an image sequence. These phase plot trajectories exhibit complex chaotic-like behavior, while the trajectories due to illumination changes exhibit well-structured non-chaotic behavior.
IV. CHAOS-LIKE EFFECTS OF MOTION ON IMAGE

AMPLITUDES
Recent research by the author in [1] has shown that motion between image pairs exhibits interesting chaotic behavior when behavior when viewed in the joint histogram domain between the two images, as shown in Figure 7 (d), and the phase plot in (e). Figure 7 (a) provides the complete first image in the sequential pair where the image has been divided into regions, which we term mosaics. This image division is an important first step in chaos-theory based analysis since the joint histogram of the entire image is the result of multiple motions, lighting effects, and noise which makes detecting motion from a joint histogram of an entire image difficult. We propose instead to work with the joint histograms of these smaller mosaics. Russakoff [27] . Figure  7 (e) shows the amplitude versus change-in-amplitude plot for this sequence. Figure 8 shows additional examples of phase plots from image sequences with motion in them, one from the CAVIAR dataset [17] and another from the author's lab-collected dataset. We observe that the phase plots in Figure 7 (e) and Figure 8 (c) and (f) exhibit the chaotic pattern with complex structure appearing since motion is present in these sequences.
It is also important to determine whether the effects in the phase plot due to motion as shown in Figure 7 and Figure 8 are distinct from the effects of noise. Figure 9 (c) shows the phase plot of a region in the image with no change between image frames other than changes due to noise without noise filtering. Conventionally, phase plots map the trajectory of a single point over time; while in Figure 7 (e) and Figure 8 (c) and (f), the phase plots map the pixel amplitudeversus-change in pixel amplitude for the entire ensemble of pixels comprising the image. Although we adopt the term frame-wise phase plot to differentiate it from the conventional temporal phase plot, nevertheless these two representations are intimately related. Figure 10 highlights the tracking of a collection of closely spaced pixels (5 pixels spacing) over 24 time samples as a vehicle moves through the image [16] , and Figure 11 (a) through (c) show the resulting temporal phase plots generated by this collection of pixels as they are tracked through the frames in Figure 10 There are three important phenomena to observe from Figure 7 , Figure 11 , and Figure 12 : (i) the structural parallelism between the frame-wise phase plots and the temporal phase plots, (ii) the sensitivity to the initial pixel location of the trajectory through phase space, and (iii) the localization of the phase trajectories into distinct regions of attraction in the phase space (recall the attractor-like phenomena proposed by Velaquez). All three of these phenomena are critical characteristics of chaotic systems and will be discussed below.
The first phenomena, the parallelism between the frame-wise phase plot and the temporal phase plots, is a manifestation of ergodicity where the temporal behavior of the phase space trajectory of a single particle can alternatively be analyzed by viewing a spatial average in phase space of an ensemble of particles [25] . Ergodicity is critical concept in analyzing chaotic systems, and can be expressed mathematically by [25] :
where m is the size of the ensemble, g(x) is the ergodic quantity being computed, x is the state space variable, and µ is the measure of integration over the region A of the phase plot. While ergodicity is a well accepted assumption in many physical systems, it can rarely be visually demonstrated as it is here. The second phenomena, sensitivity to the initial pixel location, can be seen by following the trajectories of pixels at closely spaced locations in the images over time, particularly visible in Figure 12 . The sensitivity to initial conditions of the trajectories in the phase space is a key indicator of the possible presence of chaos in a dynamical system [24] [25]. The third phenomenon, namely the localization of the phase space trajectories into distinct basins of attraction is shown in Figure 11 (c) where there are two distinct centers about which sets of trajectories are bound. In this phase plot the trajectory of the pixels capturing the reflectance of the vehicle remain in one region (or basin) of the phase plot, while the pixels capturing the reflectance of the shadow region remain in their own distinct basin. These basins of attraction may be indicative of Freeman's transitions in neural system between basins of attraction during perception of multiple events [19] .
The detection of chaos in the phase plots can serve as a robust indicator of the presence of motion in the image sequence, as can be seen in Figure 13 (from CAVIAR [17]). In Figure 13 (a) and (b) a person is entering the image from a doorway and is partially visible in the first column in rows 2-4 (highlighted by the ellipse in Figure 13 (b) ). Note the corresponding chaotic behavior evident in these regions of the phase space mosaics in Figure 13 (c) . Thus, chaos theory may explain the ability of biological perceptive systems to rapidly focus attention on motion.
One final interesting benefit of chaos theory for motion analysis arises in choosing proper time lags which will be appropriate for detecting motions of carrying speeds throughout an image. Most motion detection and segmentation algorithms have difficulty detecting small motion changes, and also lack a general framework for determining an adequate time lag between frames for detection.
The phase plot inherently provides a mechanism for selecting time lags, as well as for detecting chaotic behavior based on a process called unfolding. In conventionally applied unfolding a multidimensional phase space is generated by creating new dimensions for successively increasing time lags, and then selecting a subspace where the presence of chaos can be either confirmed or refuted [24] . For our analysis here we have simply selected the subspace corresponding to the greatest lag, however, future research is directed at more complex subspace methods. Figure 14 shows the application of unfolding of the chaotic behavior as the time lag between samples is increased, where the vehicle in the upper right hand corner of the image is slowly moving. In Figure 14 (f) there is little evidence of chaos while as the phase plot is unfolded through higher time lags; the chaotic nature of the signal becomes evident. This approach can provide a framework for detecting motion, where a sequence of lags are tested and if no motion results, the region of the image frame is deemed to have no motion.
V. NON-CHAOTIC EFFECTS OF ILLUMINATION CHANGES ON IMAGE AMPLITUDES
While image sequences with motion have demonstrated chaos-like behavior of the trajectories of pixel amplitudes in phase space, namely sensitivity to initial conditions, fractal structure, and the possible presence of basins of attraction, the effects of illumination changes in phase space are highly localized and deterministic. The effects on the joint histogram between an image pair experiencing spatio-temporally varying illumination changes is provided in Figure 15 . Cho and Kim in [2] analyzed the joint histograms as a means for detecting global illumination changes; however, they did not discuss spatio-temporally varying illumination patterns. The extent of the envelope of the spatially varying illumination shown in Figure 15 (c) is defined by the slope change corresponding to the maximum illumination change present, and the spread of the diagonal band corresponds to the spatial roll-off in amplitude of the illumination across the light band. Figure 16 shows the effects on the phase plot due to illumination changes, where specifically Figure 16 (c) shows the frame-wise phase plot and Figure 16 (d) zooms in on a region of the temporal phase plot showing the highly correlated linear motions of the trajectories corresponding to a neighborhood of image points. As stated by Tel and Gruiz, "[one difference] between chaotic and non-chaotic systems is that, in the former case, the phase space objects… trace out complicated (fractal) sets, whereas in the non-chaotic case the objects suffer weak deformations" [27] .
Figure 17 provides another example of very strong highly focused spatio-temporally varying illumination. We observe the highly deterministic features of the phase plot, where there are two substructures reminiscent of the slope changing effects of global illumination change, where one diagonal structure corresponds to the pixels that are changing from ambient illumination to focused illumination, and the other diagonal structure corresponds to pixels that were illuminated by the focused illumination, and in the next frame are illuminated by only ambient. Notice also the interesting region between these two focused structures where pixel amplitude trajectories can be seen transitioning between each condition. While this region is of relatively lower density it maintains a well-bounded structure within the two boundaries identifying multiplicative illumination change, which is quite distinct from the complex structure of the motion trajectories shown in Figure 7 , Figure 8 , and Figure 12 .
We are ultimately interested in segmenting motion in image sequences with spatio-temporal illumination changes. Consequently, Figure 18 demonstrates the effects on the phase plot of an image sequence with both motion and illumination present. In Figure 18 (c) the non-chaotic characteristic of the upper portion of the phase plot is clearly visible (this region corresponds to the pixels in the image mosaic with illumination change), which is in sharp contrast to the highly chaotic nature of the lower portion of the phase plot (corresponding to the object motion). One useful property of ergodicity ensures that "sets defined by dynamical systems have locally the same [fractal] dimension everywhere", (commonly referred to as the Eckmann-Ruelle conjecture) [25] , which is verified by the local nature of the illumination versus motion effects in Figure 18 (c). This implies that any local chaotic measure calculated within the phase plot will be consistent within local regions corresponding to one of the three possible conditions: (i) no change, (ii) change due to moving objects, or (iii) change due to illumination. Thus, if for each pixel in the original image, its location in the phase plot is recorded, then the chaotic measure in the phase plot of the region within which that point lies can be used to determine whether the point in the original image experienced no change, illumination change, or motion.
VI. MULTI-FRACTAL AND CHAOTIC MEASURES
When analyzed as time series, the most common measure for detecting chaos is the calculation of the Lyapunov exponents (and all related measures) of the phase space trajectories, which provide " useful bounds on the dimensions of the attractors" [25] . Eckmann and Ruelle state that: "the Lyapunov exponents, the entropy, and the Hausdorff dimension associated with a phase plot …all are related to how excited and how chaotic a system is" [25] . From the domain of fractal analysis, there are three classes of measures used for computing fractal dimensions: (i) morphological dimensions, (i) entropy dimensions and (iii) transform dimensions [29] . When applied to analyzing chaotic dynamics, these morphological measures are applied to the phase plot to estimate the fractal dimension, where higher fractal dimensions imply the existence of chaos.
Most morphological-based dimension measures are either directly related to or motivated by the Hausdorff dimension, ( ) A s h ε which is defined as [24] :
where{ } i U is the set of hyperspheres of dimension s and of diameter of
, providing an open cover over space A.
While the Hausdorff dimension is a member of the morphological dimensions, it is not easily calculated. Fortunately, there are numerous dimensions, such as the box counting dimension which are closely related (and provably upper bounds to the Hausdorff dimension), which are readily calculated. The box counting dimension,
, is defined as [28] :
where ( )
is the smallest number of boxes of size δ that cover the space A. A critical limitation of the box counting dimension for our application is that it provides a single number to describe a fractal. Thus it would not be suitable for motion segmentation since the phase plots may simultaneously consist of three distinct regions: (i) regions of no change, (ii) regions of change due to illumination, and (iii) regions of change due to motion. Applications for which the fractal measures are not the same for all points are referred to as multifractals. The phase plot in Figure 18 (c) which clearly is multi-fractal as expected, due to the non-fractal characteristics of the portion of the phase plot corresponding to illumination versus the highly fractal characteristics of the portion of the phase plot corresponding to motion [29] .
Other possible multi-fractal measures include the Renyi dimension spectrum, which unifies the morphological and entropy dimensions or the more recently developed Local Fractal Dimension, which performs greyscale morphology operations to compute the blanket surfaces of the image at varying resolutions, where a blanket is a surface below or above which all the image amplitudes within a local neighborhood are contained [31] . The Renyi dimension suffers from two limitations for the motion segmentation application: (i) it does not provide local measures to differentiate changes in individual pixels due to motion, and (ii) it is unreliable for applications with finite data [30] . While in general images can often contain millions of pixels, the regions of the images actually containing the moving objects can be relatively small. Likewise, while the local fractal dimension was shown to be suitable for texture images, we found it was not well behaved for the phase plots, due we believe to the sparse nature of the phase plot image in comparison to a conventional grayscale texture image.
By considering the limitations of the above measures we can summarize that a fractal measure for motion segmentation must possess two features: (i) be a local measure and (ii) can be estimated for finite data sets [30] . Consequently, we propose using a variant of the box counting dimension that incorporates features of the information dimension, called the Holder exponent ( )
(also called the point-wise dimension) which is defined according to [24] [28]: . If the line does not adequately fit a straight line then the measure is not meaningful, which means that region of the phase plot is non-fractal, and likewise assumed to be non-chaotic [24] . We observe the Holder value of 2.06 for the motion point and 1.38 for the illumination. In Figure 18 (c) and (d) it can be seen that the data points corresponding to the largest radii do not fit the line well since no new pixels are found at this large radius. Consequently these points are ignored for computing the line fit. The fractal dimension from the Holder exponent serves as the measure for estimating the local fractality of each point in the phase space which then maps to each pixel in the original grayscale image for performing motion segmentation.
While for motion segmentation, it appears that the Holder exponent (point-wise dimension) provides the required features, Eckmann and Ruelle ask a critical question: "is there any chance that the dimensions, exponents, and entropies [for chaotic measures] are finite numbers" [25] . Interestingly, for two-dimensions the various measures required to assess the existence of chaos have been proven to be finite when the dynamics is governed by the Navier-Stokes equation, which is the mathematical model for optical flow. Since optical flow calculations in image sequences is restricted to the twodimensions, two key ergodic quantities: (i) the rate of entropy creation and (ii) the Hausdorff dimension, are thus ensured to remain finite.
Since the Holder dimension is closely related to the Hausdorff dimension, with cell counting replaced with a weighted cell counting, with the weight of each cell being the density measure, µ with 1 < µ , we can be reasonably confident that our measure should also remain finite in the presence of the chaotic dynamics we are hoping to detect. While the relation of optical flow to the Navier-Stokes equation ensures our measures will be finite, it must still be determined whether the measures are locally consistent to support segmentation. This can be assured through one useful property of ergodicity which ensures that "sets defined by dynamical systems have locally the same Hausdorff dimension everywhere", which has been defined as the Eckmann-Ruelle conjecture [25] [28] . This implies that whatever fractal dimension is calculated will be consistent across the region of the phase plot corresponding to the moving objects, while the fractal dimension of regions of the phase plot due to illumination change will also be consistent. Figure 20 provides the histograms for the Holder exponent and the root-sum-of-squares (RSS) error of the line fit demonstrated in Figure 19 for each non-zero location in the phase plot. Note the apparent multimodality of both parameters where higher Holder exponents and lower RSS errors corresponding to pixels with motion. Figure 21 (a) shows the resultant phase plot after using the histograms to compute thresholds and removing non-fractal regions of the phase plot. Here the threshold is derived from a simple bi-modal histogram analysis and set to a value of 1.5. Figure 21 This processing is performed on every mosaic that comprises the image as shown in Figure 22 (a). For each mosaic, the phase plot of the current image with past image frames is computed. Initially a time lag of one frame is used. At this point, the image may show chaotic behavior, and the local Holder exponent is computed, or it shows only minimal spread, or no spread. Regions with no spread are ignored as regions of no motion. Regions of slight spread in the phase plot are further processed using increasing time lags until either an adequate phase spread is detected or a maximum time lag is reached. Regions where a phase spread is detected at maximum time lag then correspond to regions of the image with very slowly moving objects.
VII. APPLICATION TO MOTION DETECTION
Thus the chaos-based approach simultaneously supports, detecting objects of varying motion with time lags appropriate to the motion. Figure 22 (b) shows the phase plots for each mosaic, where when higher lags are needed, the phase plots are shown as a staggered stack. In Figure 22 (c) we provide the optical flow (LucasKanade) motion field, where the noise effects along the roadway edge produce low amplitude 'motion' (in red) which is commensurate with the motion of an actual vehicle entering the scene in the upper right corner. The phase plots correctly show no motion in the lower right corner (row 4, column 4 in the phase plot), while stack of increasing time-lag phase plots in the upper right mosaic (row 2 column 4) properly detects the existence of a small moving object. Lastly, Figure 22 (d) shows the resultant motion segmentation from thresholding the Holder exponent histograms presented in Figure 20 . Note the ability to scale the time scale based on the extent of the chaotic trajectories provides varying temporal scales for analyzing low and high speed objects. For comparison, the result of processing of this image using conventional optical flow is shown in Figure 22 (c).
VIII. CONCLUSIONS AND FUTURE WORK
In this paper we explored the chaos-like behavior of image amplitudes in phase space when an image sequence is experiencing motion.
The distinct characteristics of illumination and motion when viewed in the phase plots were demonstrated. The existence of basins of attraction associated with both distinct moving objects in an image and objects and their shadows was demonstrated. The concept of ergodicity was also demonstrated through comparisons of the internal structure of conventional temporal phase plot and the frame-wise phase plots of sequential images.
The existence of chaos-like behavior in image sequences due to motion is particularly interesting in light of the effectiveness of biological neural systems in detecting motion when coupled with possible demonstrations of the existence of chaos in biological perception systems. Likewise we demonstrated that the effects due to illumination changes are non-chaotic and follow highly deterministic trajectories in phase space. The resultant structure of the phase space trajectories of pixel amplitudes of motion-related change and illumination related change provide a robust feature for motion detection in the presence of even complex spatio-temporal illumination changes.
In future work we will investigate four areas: (i) further exploration of the distinct basins of attraction of objects and their shadows, (ii) chaotic/fractal measures for isolating strange attractors from deterministic regions of the phase plots, (iii) an algorithm to search through temporal lags to detect very low speed motions, and (iv) an algorithm to automate motion segmentation processing.
