In the present communication we review recent advances in o-band silicon photonics transceivers and wavelength routers and demonstrate their potential application in board-level and rack level interconnection for edge and disaggregated data centers.
Introduction
Cisco predicts that Annual global cloud IP traffic will reach 8.6 ZB while the data created globally by Internet of Everything (IoE) devices will reach 507.5 ZB per year by 2019. The two predictions alone are enough to underline two transformative trends in data centers: 1) the rise of hyperscale data centers, expected to account for almost half of the total installed data center (DC) servers worldwide by 2020 [1] , and 2) the emergence of edge data centers as distributed compute nodes placed near the network access in the next generation 5G network deployments, to serve applications with ultra-low latency requirements. Optical interconnects have been a major drive in the data center networks (DCN) evolution, have now reached the form of 100Gb PSM4 and CWDM4 transceiver to penetrate all levels of hierarchical DCN interconnection [2], while focusing already on scaling to 400Gbps networks [3].
However, scaling up the DCN and designing it to perform with minimal latency will take more than simply scale the transceivers and switches capacity, already a major challenge, and will require radically new architectural approaches that effectively take advantage of the progress in PIC technologies. Google recently indicated that near future hyperscale data centers will soon require a 5Pb/s network capacity, which is roughly an order of magnitude greater than the total bisection of the internet [4] . To address such network scaling, Facebook has already turned its interest towards the highest-performing bandwidth and reach technologies deployed for telecomparticularly switching, routing, and transport DWDM technologies [5] . Facebook and Acacia are not alone, with other key industrial representatives from DC operators such as Google [7] , to equipment vendors such as Rockley [6] and other major academic institutions [8] [9] , to propose their versions of DWDM technologies for scaling data centers. Their common ground is on full scale DWDM networks, as this inherent ability of light for channel parallelism is the only practical approach for efficiently scaling the future DC networks.
Following this rationale, in the present communication we present recent advancements in key-enabling WDM routing components, such as a Silicon Photonic integrated Arrayed Waveguide Grating Routers -AWGR operating in the O-band and discuss new WDM concepts for future data centers networks, such as 1) the deployment of transceivers with broadcasting functionality for processor-to-processor or board-to-board interconnection and 2) the use of broadcast-and-select rack-level topologies towards flatter, faster and more energy efficient interconnections. AWGR are essential components in wavelength routing architectures offering all-passive non-blocking, all-to-all interconnection schemes that support N^2 interconnections using N wavelengths when employed as N×N routers.
8x8 Silicon Photonic AWGR
However, their deployment in data centers suggests AWGRs designed for operation in the O-band in order to be compatible with the QSFP transceivers. To this end, we present a novel silicon integrated AWGR device [10] , where the 8 channels are aligned to match the CLR4/CWDM optical interface specifications but with a denser channel spacing. To meet these requirements, the AWGR was designed with 10nm-channel spacing [1261 nm, 1271 nm…1331 nm], 400 GHz 3-dB bandwidth and an Free Spectral Range (FSR) of 80 nm.
Broadcast-friendly optical transceivers for AWGR-based routing
We propose a new WDM routing scheme that proves advantageous in cases where broadcasting is evident, such as processor to processor communication in multi-socket server boards. The scheme employs WDM parallel transceivers with multiple Ring Modulators (RMs) for the unicast and multicast communication between the multiple nodes and a broadband Mach-Zehnder Modulator (MZM) in the common WDM multiplexed transmitter nodes path to enable broadcast operation in an energy-efficient manner. In this architecture, direct wavelength cycling routing is achieved with an AWGR platform, allowing for simultaneous direct all-to-all interconnection between the multiple nodes through a collision-and buffer-less scheme. Experimental validation of single optical links and 1-to-2 broadcasting operation has been demonstrated with 10Gb/s On/Off Keyed (OOK) optical data signals, exploiting silicon photonics building blocks. The results reveal that optical links have the potential to outperform their electronics counterparts for p2p interconnection in terms of bandwidth and energy efficiency.
Rack-level WDM broadcast-and-filtering topologies
For the broadcast mode, we propose an architecture that can be implemented in a hybrid mode of optical and Ethernet that employs a broadcast-and-filter topology. In this case, the receiver module on each socket has a filter for look-up whether the broadcasting packets need to be forwarded into the operation system. The filtering process can be implemented with a parser and a CAM (Content Addressable Memory) or TCAM (Ternary Content Addressable memory) for look-up. The filtering processor consists of a parser, a match table incorporating the TCAM or CAM and a Finite State Machine (FSM) to control whether it forwards or drops the packets. The prototype hardware can be implemented on a FPGA platform feeding four SFP+ ports.
The broadcast-and-filtering topology can be combined with the WDM broadcast friendly concepts to provide a flatter board-or rack-level connectivity with improved latency characteristics and enhanced energy efficiency.
