The present paper aims to propose a new computational method for potential learning to improve generalization and interpretation. Potential learning has been proposed to simplify the computational procedures of information maximization and to specify which neurons should be fired. However, it is often the case that potential learning sometimes absorbs too much information content on input patterns in the early stage of learning, which tends to degrade generalization performance. This can be solved by making potential learning as slow as possible. Accordingly, we here propose a procedure called "self-assimilation" in which connection weights are accentuated by their characteristics observed in the specific learning step. This makes it possible to predict future connection weights in the early stage of learning. Thus, it is possible to improve generalization by slow learning and at the same time to improve the interpretation of connection weights via the enhanced characteristics of the connection weights. The method was applied to an artificial data set, as well as a real data set of counter services at a local government office in the Tokyo metropolitan area. The results show that improved generalization was observed by making learning as slow as possible. In addition, the number of strong connection weights became smaller for better interpretation by self-assimilation.
Introduction

Problems of Information-Theoretic Methods
Information-theoretic methods have played important roles in neural information where information content on input patterns is maximized or minimized, depending on the specific problem, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . In these methods, there has been persistent difficulty in computing information content in terms of entropy or mutual information. Thus, there have been many attempts to reduce computational complexity by supposing that neurons are distributed independently or uniformly [11, 12, 13] . However, they have not necessarily been successful in simplifying the computational procedures. In addition, there is another problem, namely, the information-theoretic method cannot specify which neurons should be fired. For example, in a state of maximum information, one neuron fires while all others cease to do so. To maximize information we should choose which neuron is fired, but the criteria to do so remain uncertain. Thus, in order for the information-theoretic methods to be used practically, the problem of complex computation and uncertain specifications of fired neurons must be solved.
Potential Learning
Potential learning has been previously proposed to simplify computational procedures and to specify which neuron is fired in information maximization [14, 15, 16, 17] . When the information content of neurons is supposed to be maximized, then just one neuron should fire, while all the others cease to do so. In potential learning, this neuron should have maximum potentiality and be fired maximally. The potentiality of neurons represents the neurons' ability to respond appropriately to as many different situations as possible. For the first approximation, the potentiality has been defined as the variance of neurons.
Potential learning has three strong points, namely, simple computational procedures, specification of which neuron to fire, and independence of operations. By supposing the potentiality of neurons, it is possible to maximize mutual information simply by changing the potential parameter; no complex computational procedures are needed. Second, the method can explicitly determine which neuron is to be fired. Because potential learning aims to increase the potentiality of neurons, a neuron to be fired should be one with higher potentiality. Third, potentiality maximization or information maximization can be applied independently of error minimization. The potentiality is given in the initial stage of learning, and learning is considered to be a procedure to assimilate this potentiality into connection weights. Thus, there is no complex parameter control to compromise between potentiality maximization and error minimization as usefully done in the conventional methods. Thus, potential learning can simplify the computational procedures and at the same time extract the meaning of fired neurons.
Self-Assimilation for Excessive Information
Potential learning has been proved to be useful in improving the generalization and interpretation of neural networks. However, there is a problem called "excessive information acquisition", which occurs when potential learning tends to absorb too much information on input patterns even in the early stage of learning steps. In particular, when the problems become more complex and practical, this tendency became clearer. Since information maximization corresponds to a decrease in the number of neurons to be used in learning, it becomes easier to interpret the behaviors of neurons in a state with excessive information content. However, excessive information or excessive simplification has unfavorable effects on generalization performance. This means that the excessive information acquisition naturally degrades generalization performance. One solution for this problem is to make learning as slow as possible to prevent neural networks from acquiring too much information content. Because of this slow learning, potential learning requires a large number of learning steps to improve generalization performance,
To overcome this excessive information acquisition problem, we here propose a procedure called "self-assimilation", where the characteristics of connection weights are forced to be accentuated by assimilating the characteristics of the weights themselves. Because the characteristics of connection weights become gradually clearer when the information content becomes higher, this accentuation of connection weights is able to predict the future characteristics of connection weights from their present state. The self-assimilation aims to extract the main features of connection weights in stages with low information content, where neurons do not necessarily respond to input patterns explicitly. In other words, we try to infer the main characteristic of connection weights even in the early stages of learning. By this method, it is possible that the learning can proceed as slowly as possible to improve generalization, while the main features can be detected in the early stage of learning.
Paper Organization
In Section 2, we briefly explain the concept of potentiality assimilation and self-assimilation. We then explain the computational procedures for potential learning and self-assimilation, and introduce self-assimilated connection weights and mutual information. In addition, we explain how to interpret connection weights obtained by different data sets and initial conditions, which is called "collective interpretation". We provide the computational procedures for assimilating potentiality. In Section 3, we present two experimental results on an artificial data set and on a real data set on the counter services of a local government office in the Tokyo metropolitan area. The experimental results show that generalization was improved by slow learning and smaller parameter values, and that self-assimilation led to the detection of clear characteristics of connection weights, even in the early stages of learning. For the real data set, the final results by our method suggest that the configuration of the counters is the main reason behind stopping the processes of the counter services.
Theory and Computational Methods
2.1 Potentiality Assimilation and SelfAssimilation
Potential Learning for Interpretation
Information maximization methods have long been used to interpret final representations by simplifying network configurations [18, 19, 20] . In this case, the information content can be stored in a small number of neurons and connection weights. As mentioned in the introduction section, the information maximization methods require heavy computation to compute the entropy and corresponding information content. To address this issue, we have previously introduced potential learning to simplify the computational procedures [14, 15, 16, 17] . In maximum information states, only one neuron fires while all others cease to do so. Thus, one of the possible ways to realize this situation is to optimally determine which neuron should be fired. Potential learning aims to do precisely this by identifying the neuron with maximum potentiality. In previous studies, potentiality has been defined in terms of variance. Thus, the neuron to be fired should have maximum variance. This potentiality is assimilated in connection weights as initial conditions as shown in Figure 1 . As shown in Figure 1 (a), in the first step of potential learning, a neural network is first trained to determine the estimated potentiality of neurons. In the second step in Figure  1 (b), this potentiality is assimilated into connection weights. These steps continue along their predetermined course. As shown in Figure 1 (c), in the final step, the potentiality of a hidden neuron becomes the largest and all the other neurons tend to be much smaller.
As shown in Figure 1 , let w t jk denote connection weights from the kth input neuron to the jth hidden neuron for the tth data set. Then, the potentiality is
where L is the number of input neurons, and
The potentiality is normalized as
where M is the number of hidden neurons. Then, the potential information is
where T is the number of input patterns and p( j) denotes the average firing probability for the jth hidden neuron
The potential information can be increased by assimilating the relative potentiality
where v max is the maximum potentiality and r denotes the potential parameter, having positive values. The first step uses the ordinary backpropagation with the early stopping as shown in Figure 1 (a) to determine the potentiality of connection weights. Then, in the second step in Figure 1 (b), initial weights are added to the potentiality computed in the first step. To obtain the weights of the n + 1th step, we must add the potentiality computed in the nth step
Then, learning is performed until the early stopping criterion is met. By increasing the parameter r, the potential information can be increased gradually.
Self-Assimilation for Enhancement
Self-assimilation is a method to enhance the characteristics of connection weights themselves. Figure 2 shows the process of potential learning and self-assimilation. After first determining the potentiality of neurons, potentiality assimilation is applied by changing the potential parameter in Figure 2(a) . Then, the self-assimilation is applied to enhance connection weights by changing the potential parameter in Figure 2 (b). As already mentioned, potential information tends to increase gradually in learning. Self-assimilation tries to infer what the states of connection weights will be in the later stages of learning at an earlier point. Thus, self-assimilation aims to predict future characteristics by observing the characteristics of the present stage.
Self-assimilation implies that connection weights can be transformed, reflecting their characteristics of potentiality. The self-assimilated potentiality is
where
Then, we have self-assimilated mutual information
Finally, we note difference between simple potential learning and self-assimilation. In simple potential learning, the potentiality is forced to be assimilated into connection weights by repeating the processes of assimilation. On the other hand, in self-assimilation, weights are not updated; rather, only the parameter r is changed to control the potentiality in Figure 2(b) . First, the parameter r is chosen so as to improve generalization performance. After learning is complete, connection weights are transformed by the relative potentiality computed from the connection weights themselves. This transformational operation has the effect of predicting the future characteristics of connection weights. Thus, at the very early stages of learning, we can predict the final or future characteristics of connection weights.
Collective Interpretation
The neural networks tend to produce a variety of connection weights, depending on input patterns and initial conditions; we thus need to develop a method to interpret them all. Usually, the production of many different kinds of connection weights has been considered to be one of the main shortcomings of neural networks, compared with conventional statistical methods such as regression analysis. However, we consider the production of many weights to be one of the main strengths of neural networks, if those weights can be interpreted collectively.
This means that we try to produce many different kinds of connection weights in Figure 3 . The main characteristics of these connection weights can be inferred from their average. In other words, we consider main characteristics to be those common to many different types of connection weights. Thus, we should develop a method to interpret the collective behaviors of connection weights: a new method of interpretation and a new way of visualize the final results from neural networks. The collective interpretation is robust to small changes in data sets and initial conditions. Thus, the method can stabilize the final interpretation of results, which has been a serious problem with neural networks.
Let t w r jk and t w r i j denote input-hidden and hidden-output connection weights, then the average weights called "collective weights" are computed byw
where sign(W i j )denotes the sign of hidden output 
Experimental Outline
The first experiment aims to show that the new method could improve generalization performance by detecting the importance of input neurons (variables). In the experiment, the artificial data set was composed of two sets of random values in Figure  4 (a). The problem was to classify the data set into two classes. As shown in Figure 4 (a), the variable x 1 was more important in the classification, and that methods should be able to detect this difference. The number of input patterns was 2,000 and the data set was divided into the training (70%), validation (15%) and testing (15%); ten different data sets were taken. Figure 4 (b) shows the network architecture where two input, ten hidden and two output neurons were used. All the parameter values for learning were default ones in Matlab neural networks for easily reproducing the present results.
Potential Information Maximization
The potential information increased gradually and became close to 0.9 as the parameter increased. Figure 5 shows potential information and its corresponding generalization errors. As shown in Figure  5 (a), when the parameter r increased, the potential information increased gradually. When the parameter r was 0.01, the potential information did not increase even when the number of steps increased. When the parameter r was increased to 0.1, the information increased slightly. When the parameter r was 1, the information became close to 0.9 with seven steps. When the parameter r was increased to ten, the information shifted between 0.8 and 0.9 and then increased slowly and surpassed 0.9. These results show that when the parameter r was increased from one to ten, the potential information was forced to increase rapidly.
As shown in Figure 5 (b), generalization errors decreased when the number of steps increased. In particular, when the parameter r was 0.1, the lowest generalization errors were obtained. When the parameter r was 0.01, the generalization errors deceased very steadily, though the generalization errors were rather large. When the parameter was 0.1, the generalization errors decreased to the lowest point with seven steps. When the parameter r was further increased to one, the generalization errors deceased with seven steps, and then inversely increased. When the parameter r was 10, the generalization errors deceased greatly with two steps and then later fluctuated. These results show that too much information with higher parameter values prevented neural networks from improving generalization performance. Figure 6 shows connection weights by four different parameter values for the artificial data set. When the parameter r was 0.01 in Figure 6 (a), many strong positive and negative weights could be seen, even when the number of steps was increased from one in Figure6(a1) to ten in Figure 6 (a5). When the parameter was 0.1, connection weights from the second input neuron became slightly weaker. When the parameter r increased to one in Figure 6 (c) and ten in Figure 6 (d), only connection weights to the tenth hidden neurons remained strong, while all the others became almost zero. When the parameter r increased gradually, the number of stronger connection weights became smaller. Finally, only connection weights into the tenth hidden neurons remained strong. These results show that when the parameter r increased and correspondingly the potential information increased, the number of strong connection weights became smaller.
Self-Assimilated Information and Generalization
The self-assimilated information was computed by keeping the parameter at 0.1. Since the best generalization error was obtained with r=0.1, the parameter r was only changed in the self-assimilation without actual training. Results showed that information could be increased through self-assimilation while keeping generalization errors small. Figure  7 shows the self-assimilated potential information (a) and generalization (b) for four different parameter values. When the parameter values were 0.01 and 0.1, the self-assimilated information increased gradually and in the same direction. When the pa- rameter was 1, the information increased and became larger than 0.6. When the parameter r was ten, the self-assimilated information became close to 0.9. On the other hand, the generalization errors were the same as those in Figure 5 (b) because the parameter r was actually 0.1 in Figure 7 (b). Figure 8 shows connection weights when the parameter r increased from 0.01 (a) to 10 (d). The number of stronger connection weights became smaller when the parameter r increased. Finally, when the parameter r was ten, connection weights into the tenth hidden neuron remained strong. These results show that the self-assimilated information maximization could produce connection weights close to the ones obtained by actually changing the parameter r without learning in Figure 6. 
Collective Interpretation
When the parameter r increased, the number of strong connection weights became smaller and the same type of connection weights were obtained. Figure 9 shows the self-assimilated connection weights by two parameter values (0.1 and 10) and ten different data sets. As shown in the figures, the strongest connection weights for r=0.1 remained strong for r=10. Even with different data sets and initial conditions, the same type of connection weights could be produced in the end. Thus, it was possible to average the connection weights to examine the characteristics of connection weights. Figure 10 shows the average self-assimilated connection weights with three different parameter values and by the logistic analysis for the artificial data set. As can be seen in the fugues, the average connection weights from the first input neuron were stronger than those from the second input neuron. When the parameter r was 0.1 in Figure 10 (a) and 1 in Figure 10(b) , the average weights from the first input neuron were much larger than the weights from the second input neuron, but they were negative. When the parameter r was 10, in Figure  10 (c), the average weights from the second neuron became positive. Thus, the connection weights were close to the regression coefficients by the regression analysis in Figure 10 (d). As will be explained later, the generalization error produced by the present method was smaller than that by the regression analysis. In other words, the present method could produce better generalization performance while maintaining the importance of input variables.
Generalization Comparison
The new method could produce the lowest generalization errors with higher potential information as shown in Table 1 . When the parameter r was 0.01, the potential information was relatively low, were smaller. When self-assimilation was used, the actual parameter in learning was 0.1 and naturally the best generalization error was obtained, as explained above. However, the potential information increased from 0.3096 (r=0.01) to 0.8549(r=10). These results show that self-assimilation could increase potential information while keeping the generalization error low. In other words, self-assimilation could increase , all values were smaller. When self-assimilation was used, the actual parameter in learning was 0.1 and naturally the best generalization error was obtained, as explained above. However, the potential information increased from 0.3096 (r=0.01) to 0.8549(r=10). These results show that selfassimilation could increase potential information while keeping the generalization error low. In other words, self-assimilation could increase information without degrading generalization performance and actual training.
Counter Services Data
Experimental Outline
This method was also applied to the data on the counter services at a local government office in the Tokyo metropolitan area, provided by the data analysis competition in 2015 organized by the management sciences association 1 . The number of items was 3,194, of which 1,000 were used exclusively for optimizing neural networks. Of these 1,000 items, 70 percent was used for training neural network, while the remaining 30 percent was used for checking the learning. As shown in Figure 11 , the number of input, hidden and output neurons were 6, 10 and 2, respectively. The objective of the neural networks was to infer whether the counter services were being interrupted or not. We used Matlab neural networks toolbox with all default values for easy reproduction of the present results. Figure 11 . Network architecture for the counter services data
Potential Mutual Information and Generalization
Figure 12(a) shows potential mutual information when the number of steps increased from 1 to 50. When the parameter was 0.01, mutual information increased very slowly and could not go beyond 0.6. When the parameter was 0.1, the information increased immediately to 0.9 with 15 steps and then fluctuated around 0.9. When the parameter was 1, the information jumped to 0.9 with five steps and reached its stable state. When the parameter r increased further to 10, the information also jumped to 0.9 with five steps. However, the information began to fluctuate in the later stages of learning steps. The results show that by increasing the parameter r, the information could be increased. When the parameter r was 0.1, the generalization errors decreased gradually until the number of steps was 25. Then, the error could not be decreased. When the parameter r increased further to 1 and 10, the errors sharply decreased only with a few learning steps. Then, the errors began to fluctuate around 0.09. The results show that the generalization errors could not be decreased, when the parameter r was increased. When the parameter r increased, the potential information tended to increase as shown in Figure 12 (a). This means that when the parameter increased, too much information or excessive information was accumulated. This excessive information tends to degrade generalization performance, making it necessary to reduce this excessive information content. Figure 13 shows connection weights when the parameter increased from 0.01 to 10. As can be seen in the figure, when the parameter increased, gradually, connection weights into the ninth hidden neurons remained strong, while all the other weights were pushed toward zero. When the parameter r was 0.01, many strong connection weights were produced. Though connection weights into the ninth hidden neuron became stronger, we had some difficulty in detecting important connection weights. When the parameter was increased to 0.1, the connection weights into the ninth hidden neuron became more explicit. When the parameter was increased from 1 and 10, for all steps except the first step, the connection weights into the ninth hidden neuron remained strong, while all the other connection weights became almost zero.
Connection Weights
The results show that if we try to improve generalization performance, we need heavily distributed connection weights, which prevents us from interpreting the connection weights. On the other hand, if we try to interpret connection weights, we need to increase the parameter r and hence increase the potential information. This increase in the potential information has the effect of simplifying connection weights for better interpretation. However, generalization performance is degraded because of the excessive potential information.
Self-Assimilated Information and Generalization
To reduce the excessive information content, we introduced self-assimilation, where the characteristics of connection weights are used to modify the weights themselves. We expected that the characteristics of weights would be accentuated by the process of self-assimilation. Thus, with a relatively small number of learning steps, we presumed that we could estimate the main characteristics of the connection weights. For the parameter r, keeping the parameter r smaller, we attempted to extract connection weights similar to those obtained when the parameter r was much larger. Figure 14 shows self-assimilated information when the parameter increased from 0.01 to 10. As shown in Figure 14(b) , generalization errors were lower because the parameter was actually set to 0.01. However, potential mutual information was increased in this case. As shown in Figure 14(a) , when the parameter r was 0.01, the potential information slowly increased but to a level below 0.6. When the parameter was 0.1, the information increased over 0.6. When the information was further increased to 1, the information became close to 0.9. Finally, when the parameter r was 10, the information increased to almost the maximum value of 1, in just three steps. This shows that the selfassimilation can be used to increase the information or the self-assimilated information almost to the maximum value of 1 in the end, while maintaining good generalization performance. Figure 15 shows the connection weights when the parameter increased from 0.01 to 10. When the parameter increased, the connection weights into the ninth hidden neuron became stronger. When the parameter r was 0.01, many strong connection weights were produced. When the parameter r increased from 0.01 to 0.1, connection weights into the ninth neuron tended to gradually become larger. When the parameter r was 1, connection weights into the ninth hidden neuron became clearer, while keeping some weak connection weights. When the parameter was ten, connection weights into the ninth hidden neuron remained strong while all the other connection weights became almost zero.
Self-Assimilated Connection Weights
If we compare the connection weights in Figure 13 with the self-assimilation weights in Figure 15 , we can see that the self-assimilated weights clearly represented the real weights. Because the self-assimilated weights are not accompanied by learning processes, it can be that self-assimilation is able to estimate the characteristics of weights in a much simpler manner.
Collective Interpretation
Figures 16(a) and (b) show connection weights adjusted by the signs of hidden-output connection weights by ten different data sets and initial conditions for r=0.01 and 10, respectively. When the parameter r was 0.01, connection weights to a specific neuron became larger, but there were still many weak connection weights. When the parameter r increased to 10, those weak connection weights disappeared and connection weights into a specific neuron remained strong. Of ten connection weights, six weights showed that the connection weights from the first neuron were much clearer than the other ones. Thus, we can see that the first input neuron played the most important role in learning.
Figure 17(a) shows the average connection weights when the parameter was 0.01. Connection weights from the first, fourth and sixth input neurons were strongly positive, while weights from the third and fifth input neurons were strongly negative. When parameter increased to 10 in Figure  17 (b), connection weights from the first input neuron remained strong, while all the other connection weights became smaller. Figure 17(c) shows regression coefficients by the logistic regression analysis. One of the major differences between the methods lay in the strength of the connection weights from the first input neuron, which was much smaller than those by the potential information method in Figure  17 (a) and (b). In other words, self-assimilation was able to highlight the importance of the first input neuron clearly.
Let us interpret the average weights in Figure  17 (b). The connection weights from the third input neuron and the fifth input neuron, representing the waiting time and staying time, were strongly negative. This means that as the waiting time and staying time become larger, the possibility of interruption became naturally higher. On the other hand, the larger positive connection weight from the first input neuron could be observed. The first input neuron was simply the counter number. In other words, when the counter number increased, the possibility of interruption became smaller. This suggests that the counter placement in the city government office was a major cause of interruption. Practically, what this means is that to reduce the loss by the interruption, it may be wise to re-organize the placement of the counters. Table 2 shows generalization comparison by the present method, BP with the early stopping and the logistic analysis. The lowest average error of 0.071 was obtained by the present method. The lowest errors of 0.043 and 0.093 in terms of minimum and maximum error were also obtained by the present method. Thus, the lowest errors in terms of the average, minimum and maximum values were obtained by the present method. By the logistic analysis, the error increased to 0.101. Finally, the worst error of 0.111 was obtained by the BP with the early stopping.
Generalization Comparison
For the standard deviation, the smallest value of 0003 was obtained by the logistic regression analysis. This means that the stable solutions were obtained by the logistic regression analysis. By the Figure 15 . Self-assimilated weights by four different initial weights for the counter services data. conventional BP with the early stopping, the standard deviation was 0.048 -the largest value. When the parameter r increased from 0.01 to 10, the standard deviation decreased from 0.017 to 0.013. This means that by increasing information, the learning became more stable.
Finally, the real information was 0.078 by the conventional BP. When the parameter increased from 0.01 to 1, the information increased from 0.409 to 0.925. Then, the information decreased slightly to 0.908, when the parameter r was 10. Correspondingly, the generalization error increased from 0.071 to 0.086 when the parameter increased from 0.01 to 1. Then, the average error decreased slightly to 0.085 when the parameter r was 10. This suggests that the excessive information acquisition degrades generalization performance.
Conclusion
The present paper proposed a new type of information-theoretic method called "selfassimilation" to solve the problem of excessive information acquisition. Thus far, the potential learning method has shown good performance in terms of generalization and interpretation. However, one of the major problems is that the method tends to acquire information content excessively in the early stages of learning. To cope with this problem, we had previously attempted to make learning as slow as possible by reducing the potentiality parameter. This means that neural networks tend to acquire information content very slowly, a require a large number of learning steps.
To solve this problem of excessive information acquisition, we introduced the self-assimilation method where the characteristics of connection weights are enhanced by increasing the potentiality parameter. This makes it possible to predict the future characteristics of connection weights. Thus, we can improve generalization performance by eliminating excessive information and at the same time interpreting connection weights whose future characteristics are predicted by the enhancement of the weights.
The method was applied to the data of the counter services of a local government of Tokyo metropolitan area. The results showed that excessive information was eliminated, and in addition, a smaller number of connection weights were produced for better interpretation. One of the major problems is how to choose the appropriate potentiality parameter to compromise between the ratio of learning and generalization. However, even at the present stage of study, it can be said that the method is simple enough to be applied to large-scale data and multi-layered neural networks.
