focus Many architecture evaluation methods are available (see the sidebar, "Related Work on Architecture Evaluation and Erosion"). 3, 4 Unfortunately, as a survey conducted by Muhammad Babar and Ian Gorton showed, industry's adoption of architecture evaluations is low. Babar and Gorton concluded that "there is limited out-of-the-box process and tool support for companies that want to start doing architecture evaluations." 5 We propose bridging this gap through a lightweight sanity check for implemented architectures (LiSCIA), based on nine years of experience in evaluating more than 100 different industrial software systems, as well as on our earlier research on maintainability indicators. [6] [7] [8] LiSCIA is a concrete, easy-to-apply architecture evaluation method that aims to obtain insight into a system's quality within a day. By applying LiSCIA at the start of a software project and then periodically (for example, every six months or at every release), evaluators can spot potential problems with the implemented architecture quickly and deal with them at an early stage.
Evaluating Architectures
Existing methodologies for architecture evaluations are divided into early and so-called late evaluations. 4 Early evaluations focus on designed architectures, whereas late architecture evaluations focus on an architecture after it has been implemented. LiSCIA falls in the latter category as it aims to evaluate an implemented architecture.
Our experience shows that recurrent evaluation of an implemented architecture helps to identify architecture erosion, 9 the steady decay of an implemented architecture's quality. In past years, the Software Improvement Group (SIG; www.sig.eu) has offered this type of recurrent evaluation as part of its software monitoring service 10 and software risk assessments (SRAs). 7 
S
oftware architecture has been loosely defined as the organizational structure of a software system, including the components, connectors, constraints, and rationale. 1 Evaluating a system's software architecture helps stakeholders to check whether the architecture complies with their interests. Additionally, the evaluation can result in a common understanding of the architecture's strengths and weaknesses. All of this helps to determine which quality criteria the system meets because "architectures allow or preclude nearly all of the system's quality attributes." 2
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The lightweight sanity check for implemented architectures (LiSCIA) is an easy-to-use evaluation method that can reveal potential problems as a software system evolves.
A Lightweight Sanity Check for Implemented Architectures software evolution
In both services, the SIG examines a system's technical quality and links it to business risks. An SRA does this once, whereas a software monitor follows a system's evolution over a longer period of time.
Recently, we conducted a study using more than 40 risk assessment reports from the past two years. We identified 15 system attributes that influence the quality of an implemented architecture. 6 These 15 attributes, together with our experience in monitoring the development of software systems, form the basis of LiSCIA. In essence, we designed LiSCIA to concretely measure these abstract attributes. Additionally, LiSCIA represents a basic formalization of the steps we normally undertake at the start of an SRA and during the reevaluations within a software monitoring project.
LiSCIA focuses on the "maintainability" quality attribute of a software system. Because of its lightweight nature, it doesn't offer a complete architecture evaluation. However, by recurrently applying LiSCIA, evaluators can obtain insights into the current status of a system's implemented architecture. With this recurring insight, evaluators can take appropriate actions to control the architecture's erosion. Additionally, LiSCIA's results offer a platform for discussing current issues and can justify refactorings or a broader architecture evaluation.
LiSCIA Design
While designing LiSCIA, we considered the following key issues to ensure that it's practical yet generally applicable:
■ The evaluation takes no more than a day. ■ The evaluation includes ways to improve the system-that is, it helps the evaluator define actions. ■ The evaluation isn't limited to a specific programming language or technology. ■ The evaluation can handle different levels of abstraction.
LiSCIA consists of two phases: a start-up phase (done once) and an evaluation phase (performed for every evaluation). The start-up phase results in an overview report, which is the input for the evaluation phase. The evaluation phase produces an evaluation report containing the results of the evaluation and specific actions. These actions might require adjustments to the overview report. Both the (possibly adjusted) overview report and the evaluation report serve as input to a system reevaluation. Figure 1 illustrates the complete process.
Definitions
LiSCIA uses the module viewtype to reason about an implemented architecture's structure. 11 This viewtype divides the system into coherent chunks of functionality called modules. A module can represent some business functionality, such as accounting or stocks, or a more technical functionality, such as GUI or XML processing. We can apply LiSCIA to both decompositions. Better yet, we can apply LiSCIA to the same version of a system using different decompositions. In this way, we can explore different modularization views on the architecture. Each view can give different insights, which can lead to a better understanding of the implemented architecture as a whole.
A unit within LiSCIA is a logical block of source code that implements some sort of functionality. The typical unit in LiSCIA is a source file. Units are grouped into containers. In LiSCIA, the normal container is a directory on the file system.
Using the source file as a unit complies with the notion that files are typically the dominant decomposition of functionality. 12 In other words, most programming languages use the file as a logical grouping of functionality. An argument against this decomposition is that some technologies offer a more fine-grained granularity of functionality. For example, for the Java language, the classes (or even methods) can be seen as a separate decomposition of functionality. We chose files to make the method independent of the evaluated technology. 
Start-up Phase
In the start-up phase, the evaluator must first define the modules of the system under review. In some cases, the modules are defined in the technical documentation; in others, the modules are apparent from, for example, the directory, package, or namespace structure. When high-level documentation is unavailable, the evaluator can obtain modules by interviewing the system's developers. In our experience, developers can typically produce a description (and drawing) of the modules (and the relationships between them) of the systems they work on. Details in these descriptions are often incorrect, but adjustments to the descriptions can be defined as actions in the evaluation phase.
After defining the modules, the evaluator should place each unit in the system under one of the defined modules. To do this, patterns are placed on the names of the units and their containers. For example, if all units in the "gui" container are part of the GUI module, a logical pattern for the module would be .*/gui/.*.
To ensure a well-balanced evaluation, every unit should be matched to a single module. A unit that should actually be placed under multiple modules likely implements parts of different functionalities, which indicates limited separation of concerns. In this case, the developers should either split these units into different parts, or the evaluator should introduce a module capturing the two functionalities.
As a last step in the start-up phase, the evaluator should identify the types of technologies used within the project. For LiSCIA, "technologies" refers not only to programming languages, but also to frameworks, libraries, build tools, and possibly even hardware platforms.
The start-up phase report includes a description of the modules and patterns and a list of technologies.
Evaluation Phase
The LiSCIA evaluation phase consists of answering a list of questions concerning the architectural elements identified in the start-up phase. Many of the questions are grouped into pairs. Usually, the first question asks about a specific situation and the second requests an explanation. The answer to the first question is either "yes" or "no," whereas the answer to the second question is open ended. This set-up requires the evaluator to be explicit, but leaves room for explaining why a certain situation occurs.
LiSCIA also provides a set of actions linked to the questions that can serve as a guide to answering the questions. In principle, the answers must explain why the action belonging to a question doesn't need to be taken. We defined the actions such that when there's no valid reason to ignore the action, the implemented architecture's maintainability can benefit from performing the given action.
We divide the questions and actions into five categories. These categories cover the grouping of sources, the technologies used in the system, and the modules' functionalities, sizes, and dependencies. Table 1 lists some key properties of these categories. The complete list of 28 questions and 28 actions appears at www.sig.eu/en/liscia.
Each category includes questions related to the current situation as well as questions related to the previous evaluation. The latter type of questions can be ignored in the initial evaluation, since their primary objective is to reveal the reasons for differences between the versions compared.
Source groups. The "source groups" category has a good example of reevaluation questions. As a first step in this category, the evaluator must determine whether all units belong to a module, given the patterns described in the overview report. During the Module functionality Decomposition of functionality over modules 5 6 Module size Size of modules, distribution of system size over modules, and growth of modules 6 5 Module dependencies Expected, circular, unwanted, and changed dependencies 6 7
Technologies Combination, version, usage, and size distribution of the used technologies 7 6 start-up phase, the evaluator designs the patterns for the module to capture all units. It's therefore likely that during the first evaluation, all units are placed under a module. Because most of the questions in this category are about units that aren't matched to a module, they can be ignored for this first evaluation session. During later evaluation sessions, an evaluator might find that new units have been added to the system that aren't matched by any module pattern. We've experienced this situation many times. In some cases, these units are simply mistakenly misplaced and the units can easily be moved to their correct locations. In other cases, a new module (together with a new pattern) must be introduced because new functionality is introduced. Questions regarding the ideas behind this new module, and possibly additional modules, are also part of this category of questions.
Even though the mapping of units to modules should be complete during the first evaluation, this isn't always the case, especially when the evaluator uses existing documentation as part of the overview report. For example, in one of our assessments, we evaluated a system containing more than 4 million lines of code. The existing documentation described several modules. In addition, the documentation included a file describing each source file's mapping to one of these modules. Evaluating this mapping carefully, we discovered that more than 30 percent of the source files couldn't be assigned to a module. Additionally, a considerable part of the mapping contained source files that no longer existed. One of the actions defined for this system was to reorder the source files to better resemble the module structure as outlined in the documentation. This example illustrates the importance of verifying existing documentation against the current implementation, instead of assuming that the documentation is correct.
Module functionality. In the second category, the evaluator focuses on how the system's functionality is spread out over the modules. For example, one question asks whether each module's functionality can be described in a single sentence. The question helps the evaluator determine whether the current decomposition of functionality isn't too generic. Several systems we encountered defined a module called "utilities" (or something similar). When this module's exact functionality is described, it turns out that the module contains not only generic functionality, but also business functionality, specific parsing functionality, or an object model. In these cases, the action is to split up the module into a truly generic part and separate modules for the more specific types of functionality.
Module size. This third category of questions relates to module size. To keep LiSCIA usable for a large range of systems, we intentionally kept the exact definition of "size of a module" abstract. Nevertheless, in most cases the size of a module
Related Work on Architecture Evaluation and Erosion
A major distinction exists between the lightweight sanity check for implemented architectures (LiSCIA) and other architecture evaluation techniques. 1, 2 Unlike many of the available architecture evaluations, LiSCIA predefines a notion of quality in terms of maintainability. Other available architecture evaluation methods, including those explicitly aimed at an implemented architecture, such as the one proposed by Per Olof Bengtsson and Jan Bosch, 3 don't provide such a notion. Instead, virtually all methods contain a phase in which the evaluators define the notion of quality. As we discuss in the main text, this limits the use of LiSCIA to a specific purpose, but makes it easier to start an architecture evaluation.
Approaches for dealing with architecture erosion typically try to incorporate a solution into the architecture's design. This approach helps avoid architecture erosion, but Jilles van Gurp and Jan Bosch conclude that "even an optimal design strategy for the design phase does not deliver an optimal design." 4 In addition, predicting all new and changed requirements during the definition of a first release of a system is impossible. So, even if the design was optimal in some sense for the first release, there's a good chance that the design needs to be adapted.
To conclude, you can't completely avoid changes to an implemented architecture. Therefore, an evaluation should account for the architecture that is currently implemented when dealing with software change to avoid, or minimize, architectural erosion.
Some approaches do account for the implemented architecture, such as the approach Nenad Medvidovic and Vladimir Jakobac proposed. 5 The main difference between this (and similar) approaches and LiSCIA is when they deal with erosion. LiSCIA tries to detect erosion when it has happened, whereas other approaches try to prevent erosion from happening. Because these approaches are complementary, both are useful and necessary. We realize that dealing with erosion after it has happened is more difficult and costly, but it's better to deal with erosion as soon as it's been introduced rather than when other issues need to be resolved.
can be represented by the sum of the LOC of all units in the module.
The questions in this category aren't related only to the individual modules' size, they also consider the distribution of the size of the complete system over the modules. Additionally, this category contains questions related to the modules' growth. These last types of questions are especially useful in detecting unwanted evolution within the system, but also help in detecting unwanted development effort.
For example, in one of our monitoring projects, several modules were marked as "old." These old modules contained poor-quality legacy code that was still used, but wasn't actively maintained. After inspecting the modules' growth, we discovered that new functionality was still being added to these old modules. The explanation given was that it was easier to add the new functionality in this module. However, even though it was easier, it resulted in the addition of large and complex pieces of code because this new code had to follow the legacy code's structure. The action that resulted from this observation was the functionality's migration to a new module, where it would be easier to maintain and test.
Module dependencies.
To answer the questions in this category, the dependencies between modules must be available. Similar to module size, we kept the "dependencies between modules" concept abstract. However, we can calculate the dependencies between modules by first determining the dependencies between units (for example, the calls between methods inside the source files), after which we can raise these dependencies to the module level.
The questions in this category help the evaluator assess the wanted, unwanted, and circular dependencies between modules. In addition, we defined questions about added and removed dependencies for when a previous evaluation is available. One of the questions in the latter category is whether any new dependencies have been added, as was the case on one of our monitoring projects. The follow-up question is whether this dependency is expected, which, in the case of this project, it wasn't. The new dependency wasn't allowed according to predefined layering rules. After reporting this violation of the architecture, the project lead was surprised and asked the developers for an explanation. The developers recognized the violation and explained that it was introduced because a third module wasn't finished yet. As soon as this third module was finished, the dependency would be removed. An evaluation report documented all of this. Four months later, when the third module was finished, the evaluator reminded the developers of this undesired dependency and they removed it.
Technologies. The last category helps the evaluator assess the combination of the technologies used within the system. In addition, the questions in this category deal with the age, usage, and support for each of the technologies. For example, one question asks whether the latest version of each technology is used. In many projects, the latest version isn't used. The usual explanation for this is that developers had no time to upgrade the system. In these situations, the evaluator defines an action to upgrade to the latest technology as soon as possible. This is done to prevent developers from using legacy technology without an easy upgrade path. A different explanation for the same situation is that management decided to always use the second-tolast version of a technology because this version has already proven itself in practice. In these cases, no action is defined, but the evaluation report documents the explanation for not implementing the action.
Result. The evaluation phase report documents answers to all the questions and, if applicable, a list of actions. With this report, developers or project managers can justify certain refactorings. In addition, the report gives a basic overview of the architecture as it's currently implemented. The report can therefore serve as a factual basis for discussions about the current architecture and as input to the next evaluation session.
Applications
Because LiSCIA is based on our experience in monitoring existing software systems, we were able to provide examples to show how evaluators can use the different parts of the method to discover problems in an implemented architecture. To evaluate the complete LiSCIA method, we're currently using LiSCIA as part of our daily practice. Currently, we don't have enough data available to formally evaluate the method, but the first results look promising.
We've applied LiSCIA in several situations, such as to start the evaluation process of a new system and as a sanity check after an evaluation. Overall, the consultants who used LiSCIA reacted positively. They appreciated the methodology's structure, as well as the questions' type and ordering. One consultant was particularly pleased beDevelopers or project managers can use the evaluation phase report to justify certain refactorings.
cause LiSCIA's straightforward application has, in his words, "mercilessly led to the discovery of the embedding of a forked open source system in the code."
Apart from this discovery, LiSCIA's application led to more detailed evaluations of certain system attributes. For example, the addition of a new technology in one system led to a detailed evaluation of how this new technology interacted with the old technologies, and how the old technologies interacted with each other. In a different system, LiSCIA's application warranted a deeper look into how functionality was divided over the modules. In general, LiSCIA was able to identify which attributes of the implemented architecture deserved a more thorough evaluation.
The application of LiSCIA took between 30 minutes (for the sanity check) and one day (as the start of a new system's evaluation). In the first case, all data needed to evaluate the system was already available, while in the latter case, the data was constructed during LiSCIA's application. In both cases, the consultants weren't involved in the reviewed systems' development.
These preliminary results show that we can apply LiSCIA within a day and that it helps identify weaknesses in the implemented architecture. However, we must conduct a more formal study to confirm these results.
Limitations
The initial evaluation of LiSCIA brought some critical aspects of the method to our attention. As a start, one consultant stressed that LiSCIA should be applied by an expert outside the development team, pointing out that "it is hard for a software engineer to remain objective when it concerns his own code."
LiSCIA does indeed rely heavily on the evaluator's opinion. After all, it is the evaluator who decides whether a given explanation is good enough in the project's setting. Therefore, we believe that it's a good idea to let a second expert examine the evaluation report, just to make sure that none of the explanations are flawed.
Different consultants also pointed out a second limitation of LiSCIA. They stated that the method relies on some of our internal toolset's functionality, which might limit the usability outside of our company. This is a correct observation, since LiSCIA relies on (automated) tool support to determine, for example, the size of the modules and the dependencies between the system's units. However, we believe that anyone can make these types of measurements through freely available tools.
The only investment needed is in the aggregation of the raw output of these tools, which is a relatively minor investment.
A third limitation of LiSCIA is that it only aims to discover potential risks related to maintainability. Additionally, because LiSCIA uses only a single viewpoint to evaluate the architecture, it likely doesn't even cover all potential risks in this area.
In our view, these limitations can also be considered the method's strengths. First of all, when a system isn't maintainable, dealing with other quality issues such as performance and reliability becomes more difficult. Thus, a first focus on maintainability is justified. This focus also allows for a scoped setup of the questionnaire, which makes sure that implementing LiSCIA in current projects only requires little effort. Moreover, we deliberately positioned LiSCIA as a lightweight check to ensure that it's seen as a stepping stone toward broader architecture evaluations. Last but not least, the collection of questions and actions reflects years of experience in conducting architectural evaluations, making it likely that they cover the most important maintainability risks. W e're currently evaluating the formal LiSCIA method by applying it in our current practice. In addition, we're interested to see whether LiSCIA is useful in environments outside SIG. For this, we call upon you to try out LiSCIA and share your results with us. By combining our own experience with community feedback, we hope to report on This special issue aims to provide an overview of what component software has contributed to software engineering, what challenges have been addressed, which have been solved and which not, and what is the state of the art and current industrial practice. We plan to show successes, experiences, and possibly failures in component-based approaches in practice. Our aim is also to bring about a discussion of different aspects of component software used in different application domains-such as information systems, or embedded systems-and also in different software engineering domains-such as SOA, product line architectures, and so on. We especially welcome case studies, lessons learned, and success and failure stories in component software. The issue will summarize current results and expectations for the near future. 
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