Machine education is an emerging research field that focuses on the problem which is inverse to machine learning. To date, the literature on educating machines is still in its infancy. A fairly low number of methodology and method papers are scattered throughout various formal and informal publication avenues, mainly because the field is not yet well coalesced (with no well established discussion forums or investigation pathways), but also due to the breadth of its potential ramifications and research directions. In this study we bring together the existing literature and organise the discussion into a small number of research directions (out of many) which are to date sufficiently explored to form a minimal critical mass that can push the machine education concept further towards a standalone research field status.
Introduction
With the unprecedented achievements in machine learning concepts and technologies, machine agents are getting closer and closer to true autonomous operation in all respects implied by the definition of autonomy [1] . As learning machine agents gained momentum, a problem that is inverse to learning started to become increasingly relevant. This is the education problem, where if a learning mechanism is in place, the quality of the training that the learner undertakes is paramount for the learning outcome. In other words, if two agents implement the same learning mechanism, the one that receives better education will perform better the tasks of interest. Thus, educating a machine learner is an attempt to find an optimal training program (i.e. the way the training inputs are organised), to maximise certain outcomes of the learning process in relation to the tasks of interest.
The attempt to organise these inputs is in many ways similar to designing a curriculum or an educational program in human education, which is perhaps the best analogy that can be used to convey the machine education idea to an audience. The analogy is nevertheless forced, because is implies somewhat that today's machine agents possess sufficient learning capabilities to be subject to education in similar ways the humans are, yet, it is useful because is very intuitive. In the case of humans, education is possible due to the fact that all ingredients/enablers of long-term continual learning are in place, i.e. the bio-physiological substrate consisting of memory and computation capabilities along with the relevant sensing and embodiment. In the case of machines, we can endeavour to speak about education in the context of long-term continual learners, where this can be seen as a facilitator for achieving artificial general intelligence (strong AI). However, we must be aware of the limitations, which are still major, machine learners have in comparison to human learners. Thus, while the concept of machine education is the most pertinent in relation to artificial general intelligence, the pioneering work reported in the literature in the last decade started from the narrow artificial intelligence concept (weak AI), where curriculum design is applied to single task (or task-set) machine learners used in general problem-solving.
Certainly, both strong and weak AI endeavours can benefit greatly from the machine education concept. However, the challenge when trying to discuss the machine education field is the great variety of learning machine agents, in terms of both the learning mechanisms and the embodiment they employ (that includes disembodied agents too). Inevitably, there is no one education framework that can be envisaged to fit all, and hence, we should expect educational endeavours to be in great extent empirical and context-related, at least in these early days of the machine education research. Thus, in this study, rather than discussing particular approaches, which are indeed very diverse in the issues they attempt to tackle, we consider beneficial to organise the discussion based on four major directions of research in machine education, which already attracted sufficient interest and generated a body of literature which, while still small, is sufficient to create a momentum that moves forward the whole field. These directions account for the educational goal, or in other words, the learning outcome that the educator wants to maximise, and are as follows: improving the learning speed [2] , improving the task proficiency [3] , achieve trustworthy AI [4] , and achieve strong AI [5] .
We believe that this article has the merit of bringing together for the first time studies in machine education that are greatly scattered throughout many publication avenues, with many of them being relatively informal.
In light of the above, the discussion is structured as follows. Section 2 presents a brief historical view that captures the emergence of the machine education concept. Then, Sections 3, 4, 5, and 6 bring together and discuss the existing work in each of the four directions. In the end, Section 7 summarises and concludes the article.
A Historical View
The idea that education can be used in computational domain to facilitate artificial intelligent behaviour preceded even the actual computer technology. In his seminal study on computers and intelligence, published in 1950 [6] , Turing, among other ideas, speculated on a way to achieve machine intelligence in a nondeterministic manner, without employing either logic or knowledge [7] . This is the education and learning way-that is, growing/nurturing the intelligence, rather than building it, in an machine agent.
While learning has been extensively addressed since then, the education side received attention only very recently, even though in essence, any machine learning piece of research contains implicitly, in a certain extent, a necessary insight into the inverse problem too.
The first study that explicitly treated the problem of educating machines was published by Bengio and colleagues [8] in 2009 in a weak AI context, where the authors present a method to organise the sequence in which the data samples from the training set are presented to a neural learner, with the purpose of accelerating learning. The approach to education is coined by the authors as curriculum learning, a name that later has been used in several other studies in weak AI contexts. This was an important milestone for machine education, and, arguably though, can be considered the debut of research in this field.
Another milestone was the first attempt to establish a comprehensive formalism for the education problem, which was published by Zhu in 2015 [9] . Several studies prior to that, including Bengio's curriculum learning study from 2009, formalised the education concept; however, the respective formalisms were context-related and applicable only to the specific example problems the authors wanted to investigate. In the 2015 study Zhu collates some of the previous attempts into a general mathematical formalism where the education process is described as a tandem between a teaching dimension and a learning dimension. From the learning agent's perspective, a training set D is given, and the agent learns a modelθ. The learning process can be then expressed using the regularised empirical risk minimisation framework given in Equation 1:
where Θ is the hypothesis space, l is the loss function, D is the training set, and λ is the regularisation weight. Education assumes the opposite process, in which the target model θ * is given, and the educator has to find a training set D which will lead the learner trained on D to (approximately, according to [9] ) learn Θ * . Then, education becomes a bi-level optimisation problem in which Equation 2 is the education objective (educator's problem), and Equation 3 is the learner's machine learning problem. The educator's goal is to bring learner's learned modelΘ close to the target Θ * while keeping the teaching set at a feasible/minimal size (||D|| is the cardinality of the teaching set).
The formalism captured well the concept of machine education in a weak AI perspective, but made some limiting assumptions; for example, the educator (1) optimises over a discrete space of teaching sets and (2) needs to know the learning algorithm (model) to formulate the optimisation. The latter especially can be argued with a counter-example described in [10] , which shows that an autonomous educator implemented via an evolutionary computation algorithm can find an optimal training set for a learner with no knowledge about how the learner operates. In order to address some of the limitations, Zhu et al. later extended the formalism to include more education goals [11] ; however, this is outside of the scope of this article.
In 2017, the third and perhaps most important milestone has been reached when the first meeting dedicated to machine education took place at NIPS'17, under the name "NIPS'17 Workshop: Teaching machines, robots and humans". This was the first event where machine education researchers brainstormed to identify challenges and opportunities of the emerging field and put the basis of a research community. The work presented and discussed at the meeting consisted of a number of position papers that speculated on potential research directions in machine education and sketched several investigation pathways to be followed to advance knowledge in the field.
This study builds on the milestones mentioned above, and discusses four of the research directions discussed at the 2017 machine education meeting: improve the speed of learning, improve the task competency, achieve trustworthy AI, and achieve strong AI. While more potential investigation pathways could be brought into attention, some are still in a speculative stage with no concrete work reported in the literature so far, therefore they do not provide a basis for discussion as yet.
Education for Faster Learning
When the learning goal is defined, and the amount of learning is fixed, speeding up the learning process, or learning from less samples can be greatly beneficial. In contexts where large models need to be learn, computation cost, in terms of either or both time and processing, is one of the major bottlenecks. Optimisation of the learning cost has been addressed under the concept of curriculum learning, starting with the pioneering work of Bengio et al. [2] . Like all efforts related to educating machines, curriculum learning optimises the environmental and peer inputs to the agent, such as the sequence, quantity and composition of the corresponding training data, except that the typical goal is narrowed down to reducing the cost of learning.
In general, curriculum learning is used in stationary 1 supervised learning contexts, and most of the work is related to neural (non-symbolic) learners, even though in theory it can be applied to any type of learning (for example, a curriculum design applied to a learner with both symbolic and non-symbolic components can be found in [15] ). An entirely non-symbolic approach to cur-riculum learning is presented in [2] , where the authors use deep neural networks that learn initially from simple examples and then progress towards learning from more complex ones in order to gradually increase proficiency in a task of interest. In this way, a skill bootstrap effect is obtained, but this is not emphasised by the authors. The claimed purpose is to speed up the learning, based on the assumption that by choosing the order in which examples are presented to the learner, one can guide training towards faster learning. In [2] the authors see a curriculum as a sequence of training iterations. For each training criterion in the sequence a certain set of weights is assigned to the training examples. This can be generalised as a process of re-weighting the training distribution. In the initial stage (first training iteration), the weights favour training examples that describe the simplest concepts and can be learnt easy. The next training iterations involve slight changes in the weighting of examples, which increase at each step the chances of sampling slightly more difficult examples. At the end of the sequence, the re-weighting of the examples leads to a uniform weight distribution, which means the training is performed on the target training set/distribution. Starting from this, Bengio and colleagues continued investigating the rationality underlying this learning paradigm in a number of studies, and discussed the relationship between conventional optimisation techniques and the educational approach, i.e. the continuation method and the annealing method. More details about these methods can be found in [16] and [17] .
The curriculum learning concept has been instantiated by other authors too, in a range of applications where the key is to find a ranking function that assigns learning priorities to training samples. In a more recent study [18] , Zaremba and Sutskever refine the approach presented in [2] , and use a similar curriculum learning method in conjunction with a Recurrent NN (RNN) with long shortterm memory (LTSM) units. In [19] the authors attempt to teach a robot the concept of graspability, which involves deciding if an object can be grasped and picked up with one hand. In this study human subjects were asked to assign a learning sequence of graspability to various objects, and ranking was determined by the common sense of the participants.
In curriculum learning, the curriculum, which can be seen as a ranking function, is typically derived by predetermined heuristics for particular problems. An example is in the original curriculum learning study of Bengio et al. [2] where the authors apply the methodology to classifying geometrical shapes. The ranking function in this case is derived by the variability in shape, which means the shapes exhibiting less variability should be learned earlier. In [20] the authors used grammar induction, where the ranking function is derived in terms of the length of a sentence. In this study the heuristic is that the number of possible solutions grows exponentially with the length of the sentence. Thus, shorter sentences are easier to learn and should be learnt earlier.
The heuristics involved in curriculum learning is beneficial, as it implies flexibility to incorporate prior knowledge from various sources [21] . However, this may lead to inconsistency between the fixed curriculum and the dynamically learned models. This equates with a curriculum that is predetermined a priori and cannot be adjusted accordingly to take into account any feedback about the learner. From a human behavioural perspective, evidence have shown that curriculum learning is consistent with some of the principles in human teaching [19] , i.e. the teacher driven education.
Education for Increased Competency
Improving the level of task competency the learner achieves at the end of the learning process is another purpose of the educational effort. This aspect of machine education has been investigated under several approaches grouped under the umbrella of self-paced learning (SPL) and self-paced curriculum learning (SPCL). Both follow the same approach to education like curriculum learning, where the instructional sequence allows the learner to gradually progress from easy to more complex samples in training. However, they target improved task proficiency, i.e. the learning outcome, rather than the optimisation of the instructional process (faster learning).
Self-paced learning, introduced by Kumar et al. [3] , approaches the organisation of training experience from easy to complex from the perspective of the learner, which in human education would be similar to student-driven education. This approach starts from the fact that a readily computable measure of the complexity of training experiences may not be available to the teacher. Hence, ordering the training sequence from easy to more difficult prior to the beginning of the training, like in curriculum learning, may be challenging if not impossible. The solution proposed by SPL is to decide the sample order based on the feedback received from learner, as training progresses through the training iterations. This means the curriculum is determined dynamically during the training to adjust to learner's learning pace. Thus, at each iteration the self-paced learning algorithm simultaneously selects easy samples and learns a new parameter vector. The number of samples selected is governed by a weight that is annealed until the entire training data has been considered.
An application of SPL can be found in [22] , where Lee and Grauman use the concept for a visual discovery task. Their method, called self-paced discovery, learns to categorise objects by extracting compact, object-level models from a pool of unlabelled image data. The method focuses on the easiest instances first, and progressively expands its repertoire to include more complex objects. Easier regions are defined as those with both high likelihood of generic objectness and high familiarity of surrounding objects. At each cycle of the discovery process, the easiness of each sub-window in the pool of images is re-evaluated, and a single prominent cluster is then retrieved from the easiest instances. As the system gradually accumulates models, each new and more difficult discovery benefits from the knowledge provided by earlier discoveries. The study demonstrates the superiority of the self-paced method over the traditional machine learning approach, where batch learning over randomised training sequence is used. In batch learning, where no educational process is employed, equal attention is paid to all training instances, simultaneously, regardless of the strength of their appearance or context cues.
Curriculum learning and SPL generated substantial momentum in machine education. The two methods share a similar conceptual paradigm, but differ in the specific education schemes (teacher-student focus), as well as in the purpose (process-outcome improvement). In curriculum learning, the education scheme is predetermined by prior knowledge, and remains fixed throughout the learning process, being heavily dependant on the quality of the prior knowledge (or quality of the teacher) and ignoring feedback from the learner. In SPL, the education scheme is dynamically changed to fit the learning pace of the leaner, but the approach is unable to deal with prior knowledge. To overcome the issues posed by the two methodologies, a unified framework called self-paced curriculum learning has been proposed in [21] by Jiang and colleagues.
SPCL is formulated as a concise optimisation problem that takes into account both prior knowledge known before training and the learning progress during training. In terms of similarities with human education, SPCL would account for a collaborative teacher-student educational approach. The education scheme learns latent variable models through an iterative approach where at each iteration two actions are performed: selection of easy samples and update of the parameter vector. The number of samples selected at each iteration is determined by a weight that is gradually annealed such that later iterations introduce more samples. The algorithm converges when all samples have been considered and the objective function cannot be improved further.
A form of self-paced curriculum learning is presented in [23] by Romero et al. as a knowledge distillation problem, where a small and fast neural learner uses the knowledge accumulated by a large and slow learner which plays the teacher role. Distillation is typically used in reinforcement learning contexts [24] (where it is known as policy distillation), and is not an educational process per se, because the student learner only uses the final model learnt by the teacher network, in order to bootstrap certain skills. The main process employed in distillation is imitation learning; therefore, this is rather a traditional machine learning problem. However, in [23] , the authors enhance distillation approach to obtain a cooperative teacher-student approach. In this approach, the student learner uses not only the final model but also intermediate representations learned by the teacher, dynamically, as required by the current training status. This allows the student to generalise better and also run faster. The study demonstrates using the CIFAR-10 dataset that a deep student network with almost 10.4 times less parameters outperforms in terms of both speed and learning outcome a larger, state-of-the-art teacher network.
Education for Trustworthy AI
With increased capabilities of the learning machine agents also comes the problem of their trust capabilities. These condition, or at least influence their social acceptance and inclusion, as well as the overall performance of the team/society they operate in. On the one hand, since they are inherently adaptive and oper-ate based on learning from environmental and peer inputs, it becomes problematic whether they will achieve their intended purposes, and more importantly, whether they will do so without harming or impeding their peers (and the society at large) to operate efficiently. It is important thus that their behaviour is trustworthy from the perspective of others (peers, designers, etc.). On the other hand, while operating in a designated team for a particular task, or in society for general purposes, these agents should also be able to trust/distrust their peers and take from them or give them control over tasks, whenever needed, to achieve (either individual or collective) goals. Trust is therefore at the core of social intelligent behaviour [25] , and from a machine intelligence perspective this is a fundamental issue in relation to intelligent agents, which are supposed to operate in real-life conditions, in our society. Socially, heterogeneous teams of human and machine agents require first of all that trust between team members is enabled at each moment in time [1] . Without trust, delegation of tasks, acceptance of tasks, sharing of tasks and any collaborative intelligent behaviour in general may be hardly achievable, and thus, the functionality of the team may be further affected, with significant impact on its success.
From a trust perspective, through a curriculum, machine education focuses on enabling the machine agents to achieve training-induced value systems [26] that guide them to behave in the intended way and not otherwise. While not entirely excluding hard constraints and prescriptive behaviours, in machine education it is typically desired that agents gain trustworthy use of their skills purely by extracting the value systems through exposure to external world and learning. In human-machine teaming, trust is concerned not only with gaining an agent's own trustworthy behaviour, but also with the agent gaining trust in behaviours of others in the team [25] . Machine education can contribute to this when the system of values of an agent emerges from observing both physical environment and peers agents. Therefore, an agent can be educated or can self-educate for both sides of trustworthiness: become trustworthy, and trust others (humans or machines); in addition, the agent can be re-educated or can self-educate continuously towards expansion of its skills and value system, in order to be reused in different missions and/or different teams. In this manner, the machine education paradigm can be used to create trustworthy machine learning systems.
The use of education with a focus on trust is still in its infancy, with very few studies grouped typically around the idea of designing curricula to overcome adversarial influence (i.e. adversarial sampling). Curriculum design for adversarial contexts has been studied mainly with a focus on adversarial alterations of the training data, known as causative availability [27] , where alterations can be done based on various sample selection methods. Examples are targeted alterations focusing on particular samples that are of interest for an adversary, or indiscriminate alterations produced with randomly selected samples across the training data set. Regardless of the way the samples to be altered are chosen, the alteration itself plays an important role in learning accuracy and subsequent trustworthiness of the learner agent [10] . Thus, the pertinent way to ensure these agents achieve the intended goals, is to train them using ap-propriate exposure to or interaction with relevant training material, or in other words, to find optimal curricula through which the agents can be educated to perform well even in the presence of adversarial activity. The educational process in this case is concerned with finding the appropriate sequence, quantity and composition of the training data, so that the learner can learn properly regardless of the adversarial inputs [27, 28] .
Adversarial influence [29] can manifest in the training samples, in the test samples, or in both. Depending on this, robustness of a learning agent can be discussed from several points of view. The learning point of view is concerned with finding the learning mechanism itself, which can guarantee the desired behaviour of the learning agents [30, 31] . The testing point of view is focused on ensuring the appropriate trade-off between generalisation and overfitting is achieved, so that the learner does not respond to stimuli outside a desired range [32] .
Adversarial influence has perhaps the most serious effects on neural learners, due to well known issues of artificial neural networks, which suffer greatly from perturbations in the input data. The input perturbation issue has been first investigated by Szegedy et al. [33] , who showed that even for the most advanced deep neural networks, which generalise very well on recognition/classification tasks, small imperceptible non-random perturbations can lead to significant changes in network's prediction and accuracy. Later work of [30] extended the study and showed for an image processing task that such distortions can result in 100% misclassification for a state of the art deep neural network. The method they proposed for mitigating these effects employed both on the education (pre-processing and training strategies) and learning mechanisms (network topology) through the addition of a denoising autoencoder. A more recent study investigated the nature of the distorsions, proposing a linear formalisation, and further studied their mathematical underpinning and propagation through the representations build by networks in their various layers [32] . In a different study Papernot et al. [28] proposed a curriculum based on distillation as a defence mechanism against adversarial perturbations in deep neural networks, while Shaham and colleagues [31] attempted to increase the local stability of neural learners through a curriculum based on Robust Optimisation. Later, in [10] , evolutionary computation has been used to evolve a curriculum that takes advantage of the forgetting mechanisms inherent to deep neural learners. The adversarial influence in this study is of the categorical type, where a fraction of the training samples is intentionally labelled with erroneous categories. A supervised learning agent in the form of a deep convolutional neural network which learns to recognise/classify handwritten digits from 0 to 9, and an mutation-only genetic algorithm is used to evolve the order of the data samples in the training set (including the adversarial samples) to mitigate the influence of the adversarial samples on learning accuracy.
Education for Strong AI
Of all research directions discussed in this article, AGI is the least covered in the literature. While the AGI field itself has sufficient breadth and depth, as well as a long tradition, it focuses on the learning problem, even though education is very tightly coupled to it and inherently embedded. Thus, out of this literature we could select and discuss only a small number of studies which are explicitly positioned as contributions to the education problem.
Strong AI has been traditionally associated with the concepts of lifelong machine learning in machine learning, and continual cognitive development in cognitive science. In both directions the key characteristics of continual development are continuous learning process, knowledge and skill acquisition, and use of past experience to facilitate future learning [34] . Through these, the purpose is to exceed the isolated learning paradigm on which machine learning has been founded, and achieve complex cognitive machine agents that operate similar to humans. Designing education programs for strong AI has been only very recently addressed, and focused in two directions: top-down and bottom-up development.
In the top-down perspective the investigations focus on tasks, and typically mix cognitive task analysis [35] and system dynamics [36] ; i.e. they design frameworks for facilitating the learning of known complex tasks by decomposing and organising then into simple primitive tasks. Several studies [5, 37] discussed the need of a task theory in relation to artificial systems, to handle the developmental perspective. Thorrisson et al. [37] position the task concept at the core of artificial systems, due to the fact tasks are used for both training and evaluation of these systems, and therefore, tasks are fundamental for designing education programs. In [5] a framework with 11 design principles is proposed in relation to both the tasks and the environment in which an artificial agent operates, with the purpose of facilitating a consistent path for development of strong AI capabilities. Later, in [37] a framework with 6 design principles is proposed, taking into account only the tasks and not the environment. An application of such top-down approach in a practical context is reported in [15] , where the authors describe a curriculum applied to a task-based computational Sudoku solver. The solver learns to play Sudoku based on a set of primitive cognitive tasks which are learnt in isolation. The primitive tasks are then aggregated through a symbolic production system to solve Sudoku boards of a known difficulty in a cognitively plausible manner.
In the bottom-up perspective the focus is on skills, where the investigations involve machine agents or systems that acquire simple skills to perform simple tasks, and then gradually acquire through exposure to environment new and/or more complex skills. These allow the performance of new and/or more complex tasks which exceed the task-set envisaged by the educator at the design stage. Typically, the investigations employ non-symbolic approaches in the form of neural learning agents. Such approach has been presented in a study by Zaremba and Sutskever [18] , who refine the classic curriculum learning approach introduced by Bengio [2] . They use a similar curriculum learning method in con-junction with a recurrent neural network with long short-term memory units to provide the memory substrate needed for skill transfer and generalisation to new tasks. In another study [38] , the authors propose the progressive neural networks, claiming advanced ability to gradually learn skills for solving multiple new tasks. They note that the proposed progressive networks are able to perform skill acquisition and transfer, while avoiding catastrophic forgetting. The proposed networks are tested in multiple reinforcement learning tasks on various 3D maze games, confirming that transfer occurs at both low-level sensory and high-level control layers of the learned policies.
Conclusions
This study presented a discussion on the literature related to the emerging field of machine education. The discussion brings together studies in machine education belonging to four major directions of research in this field. The four directions are: improve the learning speed, improve the task proficiency, achieve trustworthy AI, and achieve strong AI. These directions account for the educational goals, or in other words, the learning outcomes that the educator wants to maximise.
The discussions presented in this article show that machine education, while not yet coalesced as a standalone research field, has gained already sufficient momentum to be presented to an audience as a successful endeavour. Through this article, the author provides to the interested audience a valuable tool, i.e. a one-stop information source, to facilitate their own endeavours of pursuing one or more of the goals of machine education.
