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Abstract. It has long been recognized that gradual secular changes in environmental
parameters may lead to discontinuous changes in ecosystems. The dominant model ex-
plaining such changes has been the presence of alternative attractors and their basins. We
discuss a related model, that of basin boundary collisions, that may also produce discon-
tinuous changes in an environmental variable. The alternative model suggests that the
underlying structure of the basins themselves may be gradually changed by the changing
environmental factor. Consequently, the basin of the chaotic attractor may disappear, because
it intersects the alternative basin; hence the term basin boundary collision. The implications
of this model can be dramatic, such as sudden and unpredictable extinctions or dramatic
and unexpected changes in ecosystem syndromes. Furthermore, where this model applies,
ancillary phenomena such as a lag in time of the ecosystem change or the existence of so-
called chaotic transients may be important. Also discussed are the implications of these
results in a world in which slowly changing forcing parameters are well known (e.g., gradual
increases of CO2 in the atmosphere, and gradual changes in political attitudes about con-
servation).
Key words: basins of attraction; basin boundary collision; chaos; models, discontinuous change
in ecosystems; one-dimensional maps; strange attractors.
INTRODUCTION
Populations and communities often exhibit dramatic
shifts in both time and space. Most frequently, such
shifts correspond to a correlated shift in some envi-
ronmental variable. Forests become pastures, because
they are burned by humans; aquatic vegetation gives
way to terrestrial vegetation at the margin of a lake.
Such obvious cause-and-effect relationships make it
easy to assume that any discontinuous change in pop-
ulations or communities will be associated with some
causative environmental parameter that had also dra-
matically changed. With this assumption, it is an easy
trap to tacitly assume the obverse: that gradual secular
changes in environmental parameters lead to gradual
secular changes in populations and communities. Ecol-
ogists have long recognized that this is not true. Fre-
quently, gradual secular changes in environmental pa-
rameters can also lead to sudden and dramatic changes
in population and community variables.
Such discontinuous transformations in population
and community characteristics occur in many ecolog-
ical contexts. It is common in such cases to seek ex-
planations in parallel changes in some environmental
parameter. However, such patterns can be equally ex-
plained by various forms of bifurcation (May 1977,
Guckenheimer and Holmes 1983, Derrick and Metzgar
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1991), one of which is the basin boundary collision
(Grebogi et al. 1982, 1983, Abraham and Shaw 1988).
In this paper, we explore some of the qualitative be-
havior patterns expected from this specific bifurcation
in its many forms. This bifurcation type is capable of
producing dramatic qualitative changes in population
behavior in the face of small and secular changes in
environmental parameters.
For example, consider population density changes
shown in Fig. 1. The population is initially chaotic,
suddenly jumping into a stable equilibrium at time a.
This behavior is followed by oscillations expanding to
chaos again, but is then followed by another jump to
different oscillations that decay into a single equilib-
rium point at time b. This point ultimately becomes
suddenly chaotic again, at time c, but this time over a
broader range of population densities. Witnessing sim-
ilar discontinuous changes in the behavior of a natural
population would likely initiate a search for some par-
ticular environmental parameter that, itself, suddenly
changed at the same times that the population exhibited
these dramatic qualitative changes. However, in fact,
those population changes were the consequence of a
smooth secular change in an environmental parameter,
as will be discussed.
A closely related phenomenon is the sometimes-dra-
matic time lag that occurs between a sudden environ-
mental change and consequent population or commu-
nity shifts. The opening of the Welland canal permitted
the entrance of lampreys into the Great Lakes, but only
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FIG. 1. Exemplary time series of population densities (see Introduction). Note that, throughout, time is measured in time
steps that possess no units.
decades later did the dramatic decline of the Great
Lakes fishery occur. The inexorable pressure slowly
building up from the presence of this novel parasite
eventually caused the sudden decline in the commercial
fish populations. Similarly, when Europeans migrated
westward in North America, they suddenly discovered
the delicacy of squabs, thus dramatically altering the
habitat and death rate of passenger pigeons. The seem-
ingly infinite abundance of this species suggested that
its exploitation could be continued forever, yet its sud-
den extinction was probably set in stone with the com-
ing of European habits, although the event itself was
later in coming.
The prevailing model that is usually employed to
explain discontinuous variable change that results from
slow secular parameter change is the qualitative idea
of alternative attractors with alternative basins (May
1977, Guckenheimer and Holmes 1983, Derrick and
Metzgar 1991). The earlier equilibrium state of the
Great Lakes fish community may not have been directly
altered by the presence of the lamprey, but a new equi-
librium point was introduced, one in which the popu-
lation densities of most commercial fish species was
significantly lower than in the original equilibrium
point. Thus two equilibrium points theoretically exist-
ed, one in which the lamprey population density was
zero, and the commercial fish were at exploitable abun-
dances; and one in which the lamprey density was non-
zero, and the commercial fish were at relatively lower
(and subexploitable) densities. The opening of the Wel-
land Canal pushed the system into the basin of attrac-
tion of this second equilibrium point, but it was some
time before the population trajectories actually made
their way over to the new equilibrium point. In general,
alternative equilibria and their basins may normally
exist, and environmental variables may push popula-
tions such that they suddenly jump from one basin to
another, thus resulting in sudden and sometimes dra-
matic change.
An alternative model suggests that the underlying
structure of the basins themselves may be gradually
changed by the changing environmental factor. The
consequences of this assumption can be dramatic when
at least one of the attractors is chaotic. Various dramatic
events are possible, such as sudden extinctions
(McCann and Yodzis 1994) or dramatic changes in eco-
system syndromes (Vandermeer 1997b). Effectively,
there are circumstances in which we expect the basin
of the chaotic attractor to effectively disappear, because
it intersects the alternative basin; hence the term basin
boundary collision. Such an event may occur because
of a gradual secular change in an environmental pa-
rameter, thus explaining the emergence of sudden dra-
matic ecosystem change in the face of slow secular
parameter change. Furthermore, where this model ap-
plies, ancillary phenomena such as a lag in time of the
ecosystem change or the existence of so-called chaotic
transients may be important (Grebogi et al. 1982, 1983,
Abraham and Shaw 1988). This paper seeks to explain
such phenomena to a general audience of ecologists,
in order that the expected behavior patterns may be
more generally appreciated.
In facing a natural world in which gradual environ-
mental changes are certainly the norm, and most re-
cently in which anthropogenic changes are approaching
normalcy, an understanding of how such slow secular
changes can produce sudden and unexpected changes
in population behavior is important. From gradual in-
creases of CO2 in the atmosphere to gradual changes
in political attitudes about conservation, such secular
changes abound in the contemporary world. While it
cannot be denied that these gradual transformations are
all around us, can we conclude that ecosystem re-
sponses are likely to also be gradual, or might the un-
derlying dynamics of those ecosystems imply sudden
qualitative changes in behavior? The basin boundary
collision is one mechanism whereby gradual parameter
change is translated into sudden and frequently dra-
matic changes in ecosystem behavior for a variety of
ecological models. Exploring this bifurcation form, we
use one-dimensional maps for illustrative purposes, es-
pecially the logistic map and a particular form of the
doubly composed logistic map. However, the results
are not particularly sensitive to these particular forms.
Basin boundary collisions are common bifurcations in
a wide range of continuous models, as well (e.g., Van-
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FIG. 2. Graph of Eq. 2 illustrating position of attractors
(m), repeller (M), basins, and basin boundaries (– – –). The
regions with 0 , Nt , b and c , Nt , d define the basin for
the lower attractor, while the region with b , Nt , c defines
the basin for the upper attractor.
dermeer 1996). Depending on the context of the model,
this bifurcation type may provide a metaphor of qual-
itative change in ecosystems, generally.
MODELS
Logistic equation with migration
Simple population growth has frequently been mod-
eled with the logistic equation, either in continuous or
discrete form. In most natural populations, the phe-
nomenon of population growth is complicated by mi-
gration and/or predator harvesting of some sort. Here
we use the logistic map to model such common cir-
cumstances. Consider first the simple logistic map de-
picting the changes in population density, N:
Nt11 5 rNt(1 2 Nt) (1)
where Nt is the population density at time t, and r is
the intrinsic rate of increase. The general behavior of
this model is now very well understood (May and Oster
1976, Feigenbaum 1979). To make a heuristic point
about basins and their boundaries, suppose there is a
constant out-migration from the population that is in-
dependent of the density of the population. Such a pat-
tern might occur for a variety of reasons. For instance,
a constant predator population may extract a constant
number of individuals each year, a hunting regulation
may permit a constant number of animals to be shot,
or a fixed number of fields may be treated with her-
bicides each year. Assuming density-independent elim-
ination from the population, we modify Eq. 1 to obtain
N 5 rN (1 2 N ) 2 m for rN (1 2 N ) 2 m . 0 (2a)t11 t t t t
N 5 0 for rN (1 2 N ) 2 m # 0 (2b)t11 t t
where m is the number of individuals removed from
the population during each time unit. There are three
singularities, two attractors, and one repeller (two sta-
ble equilibrium points and one unstable one), when m
. 0. The upper attractor is given by
N* 5 (r 2 1)/2r 1 [(r 2 1)2 2 4rm)]1/2/2r
while the lower attractor is given by
N* 5 0.
The repeller is given by
N* 5 (r 2 1)/2r 2 [(r 2 1)2 2 4rm)]1/2/2r.
In all cases, the asterisk (*) indicates equilibrium,
whether stable or unstable. The repeller is also a se-
paratrix, which is the point that separates the two basins
of attraction associated with the two attractors. These
concepts are clarified in the diagram in Fig. 2. The
basin of attraction (referred to hereafter as simply the
basin) is the collection of points such that, when the
system is initiated at any of them, it winds up at the
associated attractor. The basin is thus aptly compared
to a river basin or lake basin, in that all water that falls
in the basin, by definition, ends up in the river or lake,
the metaphorical attractor. As is evident in Fig. 2, the
single repeller defines the common boundary of the
two basins, usually referred to as the separatrix.
This model (Eq. 2) generates the same result reported
by McCann and Yodzis (1994) for a different model,
namely sudden extinction. The lower attractor of the
system represents extinction of the population, and two
forms of bifurcation may lead a formerly stable pop-
ulation to that point. The bifurcation diagram with m
as the bifurcation parameter, is illustrated in Fig. 3a
(for r 5 5.0). Note the obvious sudden extinction
events: (1) if m slowly increases, when it reaches 0.8
the population suddenly goes extinct, and (2) if m slow-
ly decreases, when it reaches 0.35 the population also
suddenly goes extinct. These two extinction events are
the result of two distinct bifurcation types, as illustrated
in Fig. 3b. The more common bifurcation type occurs
when the function, itself, first intersects (i.e., becomes
tangent to) the 458 line, frequently referred to as a
saddle–node bifurcation. This point is easily calculated
for the present model by setting Nt11 equal to Nt and
solving Eq. 2a for the case where both roots are equal,
thus obtaining the critical value of m (where m* in-
dicates the value of m for which the two roots are
equal):
m* 5 (r 2 1)2/4r
which, for the present example is 0.8. As we will dis-
cuss, structurally a saddle–node bifurcation can be
thought of as a special case of the basin boundary col-
lision, in that the repeller, which marks the boundary
of the two basins, collides with the upper attractor,
which is its own attractor boundary (since it is a single
point).
However, a distinct form of basin boundary collision
occurs as m decreases to 0.35, as is evident in the
bifurcation diagram (Fig. 3a). Here, the largest projec-
tion from a strange attractor (i.e., from the peak of the
graph of the function) intersects the boundary of the
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FIG. 3. Analysis of Eq. 2: (a) bifurcation diagram with r
5 0.5; (b) the two basin boundary collisions. The first, oc-
curring at m 5 0.35, is a true basin boundary collision, with
the trajectory indicated by the straight-line path that begins
at the peak of the function described by Eq. 2 and terminates
at the separatrix, as indicated by the arrow. The second, oc-
curring at m 5 0.8, is a saddle–node bifurcation.
FIG. 4. Illustration of the dynamics of Eq. 2. (a) Two
basins of attraction with two attractors (one chaotic and one
a point that lies at the origin), with m 5 0.0352. (b) A single
basin of attraction with a single attractor (at the origin), but
with many trajectories in the part of the basin that had in
panel (a) been associated with the chaotic attractor; m 5
0.348. These trajectories are called chaotic transients.
basin, thus suddenly incorporating what had been the
strange attractor into the basin for the lower attractor.
By projecting from the peak of the function, for a given
a value of r and solving for m such that projection
intersects the lower repeller, it is easy to show that this
point occurs when
(r 2 1) 2 [(r 2 1)2 2 4mr]1/2
5 2r2[(r/4)(1 2 (r/4)) 1 rm(m 2 1)].
Both the saddle–node bifurcation point and the basin
boundary collision are illustrated for this example in
Fig. 3b. The essential idea of the basin boundary col-
lision is that the projection from the upper boundary
of the strange attractor (i.e., the peak of the function)
intersects the separatrix, which is the boundary of the
lower basin. Thus the trajectories that were formerly
members of the strange attractor suddenly become part
of the basin, and, in doing so, incorporate all of the
space that was previously part of that attractor into the
new basin of attraction. The key trajectory is illustrated
in Fig. 3b, where it is obvious that the projection from
the top of the map (which is the upper boundary of the
strange attractor) intersects exactly at the repeller,
which marks the position of the basin boundary.
In Fig. 4, we illustrate the dynamic behavior of the
model before and after the upper basin boundary col-
lision (m 5 0.35; see Fig. 3b). In Fig. 4a, the function
intersects the 458 line at two points, both of which are
repellers. The zero point is an attractor, and there are
two basins. One is associated with the attractor at zero,
the other, with the upper repeller; the lower repeller
marks a separatrix, separating the two basins. In the
upper basin, there is a chaotic attractor, the boundaries
of which are shown with dashed lines. In this scenario
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the system will either remain within the chaotic at-
tractor forever, or will rapidly wind up at zero, de-
pending on where it is initiated. Several trajectories are
illustrated within the chaotic attractor.
In Fig. 4b, the value of m has been reduced suffi-
ciently to cause the intersection of the separatrix of the
two basins with the boundary of the attractor, i.e., the
basin boundary collision. This formally obliterates the
upper basin since there is no longer an attractor to the
right (above) of the lower intersection of the function
with the 458 line (now labeled the ‘‘critical point,’’
since it no longer separates two basins and thus cannot
be properly called a separatrix). Now, all points of
initiation of the system will eventually arrive at zero.
However, because the structure of the model is only
slightly different from what it was before the basin
boundary collision, much of its qualitative behavior
looks similar to what it had been. Thus, if the system
is initiated to the right of the critical point it will exhibit
behavior that looks almost identical to the behavior of
the chaotic attractor of Fig. 4a. Nevertheless, eventu-
ally the trajectories will breach the critical point, and
rapidly converge on zero. The trajectories to the right
(above) of the critical point in Fig. 4b have almost
identical properties as the trajectories in the chaotic
attractors of Fig. 4a. Yet, they are transients (that is,
the system inevitably arrives at and stays at zero) and
are referred to as ‘‘chaotic transients’’ (Grebogi et al.
1983). Chaotic transients may behave very much like
chaotic attractors, but eventually they will suddenly
change as the system moves to the region of the basin
that had been the alternative basin before the basin
boundary collision. For example, in Fig. 4b, the system
may behave almost exactly as the system in Fig. 4a for
a long period of time, then suddenly, seemingly without
warning, it will rapidly go to zero.
It is also worth noting in passing that if m is thought
of as the balance between immigration and emigration,
reducing the value of m is equivalent to increasing
immigration into the population, which, as is evident
in the bifurcation diagram (Fig. 3a), tends to promote
chaos. This is in contradistinction to the results of Stone
(1993) for a more complicated model. Migration may,
in this instance, either increase or decrease the likeli-
hood of chaos, depending on the model chosen.
Composed logistic model
In contradistinction to the previous example, many
populations cannot be usefully modeled when all in-
dividuals are considered identical. The dramatic dif-
ference in survivorship and reproduction due to dif-
ferences in age for many animal populations is one
example. Insects and other invertebrates that progress
through different ‘‘stages’’ are another. For such situ-
ations, the age- or stage-distributed form of population
growth is the appropriate platform (Leslie 1945, Lef-
kovitch 1965). Here, we note that the fact of a distrib-
uted population, when density dependence is operative,
is sufficient to generate a basin boundary collision.
Consider a population in two distinct phases, for
instance larva (X ) and adult (Y ). Presuming both larvae
and adult live exactly one time period (one time period
is necessary for larval development and metamorpho-
sis, and all adults die after one time period), the pro-
jection matrix equation would be (Leslie 1945)
X f 0 Xt11 t
5 . (3)[ ] [ ][ ]Y 0 p Yt11 t
A projection matrix with constant coefficients always
represents an exponentially growing population. For
purposes of the present communication, we expand the
model (Eq. 3) to allow for density-dependent effects
in both the fecundity factor ( f ) and the survival prob-
ability ( p) (Higgins et al. 1997). Assume the survi-
vorship factor is
p 5 r1(1 2 Xt)
which is to say the larvae undergo a logistic form of
survivorship. Maximum survivorship is at the limit as
Xt approaches zero, and survivorship decreases as a
function of the population density of the larvae. As-
sume the fecundity factor is
f 5 r2(k 2 Yt)
where we presume an upper limit, essentially a carrying
capacity, on the population of potential offspring (k),
and a maximum rate of offspring production of r2k. The
resulting matrix equation then becomes
X r (k 2 Y ) 0 Xt11 2 t t
5[ ] [ ][ ]Y 0 r (1 2 X ) Yt11 1 t t
where, for minimal biological reasons, r1 , 1.0, and
(1/4) , k , (2[r2]21/2). Multiplying the matrix equation,
we obtain the following two-dimensional map:
X 5 r Y (k 2 Y ) (4a)t11 2 t t
Y 5 r X (1 2 X ). (4b)t11 1 t t
This map is conveniently represented as a one-dimen-
sional map through the process of composition, namely,
Xt12 5 r1r2Xt(1 2 Xt)(k 2 r1Xt(1 2 Xt)) (5)
which is a quartic function, the dynamics of which are
reasonably well known (Chang et al. 1981, Kot and
Shaffer 1984, Vandermeer 1997a).
The first example (Fig. 1) was generated with this
model (Eq. 5). The parameter r1 was set equal to 1.0
(its maximum value); k and r2 were simultaneously
varied, with k decreasing and r2 increasing, simulating
a change along the traditional r and k continuum (hold-
ing r1 5 1.0, r2 increasing linearly within 40–50, and
k decreasing linearly in the range 0.309–0.25). Thus,
one could imagine a rapid but smooth evolutionary
change from a species more k-like to a species more
r-like as generating the sorts of sudden changes in de-
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FIG. 5. Illustration of the three bifurcations of Fig. 1. (a) In Fig. 1, point a, r1 5 1.0, r2 5 41.15, and k 5 0.301. (b) In
Fig. 1, point b, r1 5 1.0, r2 5 46.25, and k 5 0.272. (c) In Fig. 1, region between points b and c, r1 5 1.0, r2 5 47, and k
5 0.267. (d) In Fig. 1, point c, r1 5 1.0, r2 5 48, and k 5 0.262.
mographic behavior illustrated in Fig. 1. A variety of
environmental changes could also be imagined that
would generate such smooth transitions of these two
parameters.
The three important basin boundary collisions (la-
beled a, b, and c, in Fig. 1) are illustrated in Fig. 5. In
Fig. 5a, the bifurcation point for a saddle–node bifur-
cation at the lower attractor is presented. The time se-
ries in Fig. 1 begins with the function above this point,
such that the upper strange attractor is the only attractor
in the system. Arriving at the bifurcation point (Fig.
5a, and point a in Fig. 1), the boundary of the strange
attractor intersects the basin boundary of the new point
attractor created by the saddle–node bifurcation, and
the attractor captures all of the trajectories that were
formerly associated with the strange attractor. As the
parameters k and r2 continue changing, the lower point
attractor undergoes period doubling bifurcations to an-
other strange attractor (region between a and b in Fig.
1), until the bifurcation point illustrated in Fig. 5b is
reached, at which point the basin for the lower attractor
intersects that of the upper attractor, which is periodic
at this point. Further changes in k and r2 cause the upper
attractor to change into a point attractor (Fig. 5c) and
eventually to undergo another saddle–node bifurcation
(Fig. 5d). At this point, what had been the basin of the
upper attractor disappears, and the trajectories that had
formerly been part of the basin now become part of
the lower strange attractor. Again, the saddle–node bi-
furcation was accompanied by a basin boundary col-
lision in that the basin boundary of the upper point
attractor collided with the attractor itself, thus oblit-
erating both basin boundary and point attractor (point
c in Fig. 1). Note that there had been trajectories that
remained seemingly chaotic during the period between
points b and c in Fig. 1. The lower repeller generated
complicated trajectories that appeared to be chaotic,
but the potential boundaries of what had been a chaotic
attractor intersected the basin boundaries of the upper
point attractor, and thus those trajectories were for-
merly just part of the upper basin. With the destruction
of that upper basin (at point c in Fig. 1) the chaos-like
trajectories become a true strange attractor. This tran-
sient behavior is referred to as resulting from chaotic
transients, as mentioned earlier (see Models: Logistic
equation with migration; (Grebogi et al 1983).
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FIG. 6. Exemplary time series for Eq. 5,
with r1 5 1.0 and linear increase in k within the
range 0.274–0.268, and linear increase in r2
within the range 49–54.5. (a) Trajectory begin-
ning near the strange attractor at x ø 0.5, and
(b) trajectory beginning near the strange attrac-
tor at x ø 0.75.
The importance of chaotic transients can be appre-
ciated by the seemingly rare occurrence of strange at-
tractor boundary collisions. If two alternative strange
attractors characterize a system, a secular parameter
change may move the boundaries of the attractors to-
wards one another, such that at the exact point where
one intersects the basin boundary of the other, it also
intersects the other’s attractor boundary. However,
what seems more likely to occur is first the collision
of the boundary of one attractor with the basin bound-
ary of the other, and, subsequently, the reverse colli-
sion. As an example consider the time series illustrated
in Fig. 6. In Fig. 6a, using Eq. 5, a strange attractor
located at x ø 0.5 slowly expands with a secular change
in k and r2 (the exact figures for parameter change are
given in the figure legend). Suddenly its boundary col-
lides with the basin of the second, larger attractor, and
both the former larger attractor and the smaller attractor
become part of the same strange attractor (the time
period after the point labeled ‘‘second basin boundary
collision’’ in Fig. 6). In Fig. 6b, we begin with the
alternative strange attractor, located at x ø 0.75. The
same secular change in parameters produces a basin
boundary collision (labeled first basin boundary col-
lision in Fig. 6) in which the boundary of this upper
attractor collides with the basin boundary of the lower
attractor. Furthermore, the former upper attractor loses
its identity as an attractor, becoming part of the col-
lection of transients in the expanded basin of attraction
of the lower attractor. Further secular changes in the
parameter reveals the same behavioral change as ob-
served in Fig. 6a, and at the point of the second basin
boundary collision. The exact mechanisms of these two
collisions are illustrated in Fig. 7. In Fig. 7a is pictured
the first basin boundary collision of Fig. 6. The upper
boundary of the upper attractor (the second peak of the
map) maps into the basin boundary (the separatrix);
thus, that attractor boundary collides with that basin
boundary. In Fig. 7b the lower boundary of the lower
attractor maps into the middle repeller (which had been
the basin boundary before the previous bifurcation),
thus uniting the lower attractor with the chaotic tran-
sients that had been part of the upper attractor. The
terminology here is strained, in that the bifurcation is
structurally the same as a basin boundary collision, yet
there was no basin boundary to be collided with, since
the repeller ceased to mark the boundary of any basin
after the first collision had taken place (Fig. 6a). Nev-
ertheless, the basic idea is clear, and inventing a new
term would not likely make it clearer.
The general phenomenon is illustrated diagrammat-
ically in Fig. 8. Two separate strange attractors exist
in two basins of attraction (Fig 8a). Gradual change in
parameters yields the situation in Fig. 8b, and either
the left or right side of the figure. That is, both attractors
increase their boundaries, but one does so faster than
the other (the left one on the left graph, the right one
on the right graph). Eventually, the attractor that in-
creases its boundaries fastest collides with the basin
boundary to produce the situation in Fig. 8c. It is easy
to conceive of a situation where the left- and right-
hand sides of the diagram are equal, and both attractors
intersect the basin boundary at exactly the same time;
this would be called an attractor boundary collision,
and would result in a sudden combination of both at-
tractors into one large attractor, more or less encom-
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FIG. 7. The critical bifurcations of the time series of Fig.
6. (a) First basin boundary collision (at r2 5 49.55 and k 5
0.2734); and (b) second basin boundary collision, which in-
volves a shadow attractor (see Models: Composed logistic
model ) (at r2 5 51.2 and k 5 0.2716).
passing the extreme boundaries of both original at-
tractors. Nevertheless, it seems likely that most natural
systems would not produce such a collision, but rather
one of the attractors will expand more rapidly than the
other, resulting in a basin boundary collision, and later
a collision with the chaotic transients. It is an important
concept, because the chaotic transients form part of the
main structure of the large attractor that will be created
when the second basin boundary collides with the re-
peller. Knowing something about the structure of the
chaotic transients thus enables a prediction about the
large attractor that emerges. Naturally, if the system is
arranged so that both basin boundary collisions occur
simultaneously (left and right sides of Fig. 8c occur
simultaneously) the question of chaotic transients never
arises, and we can simply speak of an attractor bound-
ary collision. It seems more likely that basin and at-
tractor boundaries will collide at different times, mean-
ing that usually there will be some time period in which
chaotic transients exist.
DISCUSSION
The phenomenon of discontinuous change in the
qualitative behavior of ecosystems is well known, from
sudden local extinction of subpopulations (Harrison
1991), to dramatic changes in pollen records (Colin-
vaux et al. 1996). Previously, discontinuous ecological
change has been modeled using the local saddle–node
basin boundary collision (May 1977). It is local in the
sense that it involves an event at a point in phase space,
where a saddle point and a node collide. Here we note
that, in nonlinear dynamics, there is a far larger rep-
ertoire of global basin boundary collisions that involve
events in a finite region of phase space. Thus, discon-
tinuous change in model behavior precipitated by con-
tinuous change in model parameters may be far more
common in ecological models than one tends to expect.
Noy-Meir’s well-known analysis of herbivory (Noy-
Meir 1975) is an excellent example of alternative basins
of attraction and provides a potential example of the
operation of basin boundary collisions. Grazing her-
bivores (and by implication any consumer–resource
system) may live in a system with two alternative equi-
libria and basins: (1) both herbivore and plant densities
are high, and the control on the system is from external
forces (i.e., the plants are near their carrying capacities,
thus control is from ‘‘below,’’ due to the competition
among individual plants), and (2) both herbivore and
plant densities are lower and control is internal to the
system (the plant matter is maintained at a very low
density by the herbivore pressure, itself, thus control
is from ‘‘above,’’ due to the consumption by the her-
bivore). Initiating the system at high grazing densities
such that the plants never recuperate fully will result
in the second equilibrium, while initiating the system
at low grazing densities such that the plants are allowed
to approach their own carrying capacity will result in
the first equilibrium.
This situation arises when the herbivore isocline is
a ‘‘humped’’ isocline, and the predator isocline is sig-
moidal in shape, which potentially results from a va-
riety of ecological sources (type III functional re-
sponse, predator switching behavior, or a tendency of
predators to congregate where there are congregations
of prey). The two isoclines may thus cross at three
points, creating three distinct equilibrium points. The
lower point is the control-from-above point, and the
upper point is the control-from-below point. The graph
in Fig. 9a is such a plot: the lower equilibrium in this
case is chaotic, the upper equilibrium is a focal point
attractor (damped oscillations), and the middle point is
unstable and marks a point on the separatrix between
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FIG. 8. Diagrammatic representation of the bifurcation sequence of Fig. 6, illustrating two possible pathways to an
expanded strange attractor. (a) Two separate strange attractors exist in two basins of attraction. (b) After gradual change in
parameters, either the left or right side of the figure emerges. (c) The attractor that increases its boundaries fastest collides
with the basin boundary. (d) After further expansion of the boundary of the remaining strange attractor, an expanded strange
attractor emerges.
the two basins of attraction (illustrated in this example
by a dotted line).
Consider this formulation in terms of the well-known
phenomenon of secondary agricultural pests emerging
as a consequence of pesticide-induced mortality of nat-
ural enemies. The system can be qualitatively modeled
as shown in Fig. 9a, where two basins of attraction are
associated with two attractors. When concentrated near
the lower attractor, the natural enemy holds the pest
species under control, which is to say the population
density of the pest is always below the economic
threshold. In the example of Fig. 9a, and the lower
attractor is drawn as a chaotic attractor, but it is a highly
constrained chaotic attractor, such that trajectories are
contained within a relatively small area around the cen-
tral unstable equilibrium point. (In a two-dimensional
case it is not formally possible to have a chaotic at-
tractor, but we here assume, for heuristic purposes, that
there are other variables in the system that provide the
necessary multidimensionality for chaos to emerge and
that we are simply plotting this particular two-dimen-
sional subsystem). When the system is located at this
lower chaotic attractor, the natural enemy is in control
of the potential pest, which never exceeds the economic
threshold and is probably not even noticed by the farm-
er. However, after the initiation of pesticide spraying,
for some other species of pest that indeed does exceed
its economic threshold, the predator isocline will gen-
erally decline with an associated distortion in the basins
of attraction. The prey isocline is likely to decline also,
but usually the predator is more affected by the spray
than the herbivore. Thus, here we examine the system
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FIG. 9. Illustration of the possible dynamics of a pest
species and its natural enemies, using the basic formulation
of Noy-Meir (1975), with typical predator and prey isoclines
delimiting qualitatively distinct dynamic zones of the phase
space. The economic threshold is the minimum size of the
pest population that causes significant economic damage.
(a) Existence of two attractors in two basins of attraction.
The lower attractor is chaotic, and the upper attractor is a
focal point. The lower attractor, even though chaotic, has
boundaries that ensure the pest will never exceed the eco-
nomic threshold limit. (b) After pesticide application is ini-
tiated, the predator isocline is changed, and the resulting se-
paratrix intersects the boundary of the strange attractor. This
is the point of basin boundary collision. The chaotic tran-
sients, which were formerly simply the trajectories of the
chaotic attractor in panel (a), may keep the system below the
economic threshold for some long period of time, but even-
tually the trajectory closest to the boundary of the attractor
will be realized. At this point, the other basin of attraction
will attract the trajectory, and it will rapidly move to the other
attractor (which is a focal point attractor) and maintain itself
forever above the economic threshold. The pest has thus be-
come a secondary pest.
with only the predator isocline changing. The new sit-
uation, after pesticide spraying has begun, is illustrated
in Fig. 9b. Here the separatrix has encountered the
boundary of the strange attractor, and the lower basin
of attraction merges with the upper basin. The pest now
will inevitably exceed the threshold level, although it
may stay within the bounds of what had before been
its chaotic attractor for a long period of time. That is,
it may exhibit many chaotic transients, never exceeding
the economic threshold, before actually moving up to
the higher attractor and becoming a legitimate pest.
The amount of time it spends within the confines of
the original attractor boundaries (the time it exhibits
chaotic transients) could be very large, implying that
the initiation of pesticide spraying could have set in
stone the fact that this potential pest will someday be-
come a real pest, and it is only a matter of time before
it emerges as such.
The many types of discontinuities found in nature
could well be fingerprints of basin boundary collisions.
For example, vegetation successional sequences can
exhibit discontinuous changes at some point during
succession. Mortality rates of Eryngium cuneifolium, a
fire-dependent Florida scrub, increased dramatically
;6–7 yr subsequent to fire (Menges and Kimmich
1996). Postfire succession caused a gradual change in
microhabitat parameters that may have resulted in a
basin boundary collision between the species’ attractor
and the extinction basin. The parameter m in Eq. 1 may
be thought of as a metaphor for succesional change,
and, as it increases, the extinction basin boundary
moves upwards, eventually colliding with the attractor.
Various zonations, so well known in ecology, could
also be consequences of this sort of bifurcation. For
example, Vaccinium myrtillus and Vaccinium uliginos-
um exhibit starkly discontinuous distributions on a
combined pH and water table depth gradient (Bragazz
and Gerdol 1996). Gradual changes in pH and water
table depth may represent environmental changes that
eventually induce a basin boundary collision, thus ex-
plaining this discontinuity.
The use of some groups as bioindicators of ecolog-
ical stress may be misleading if there are alternative
attractors and there exists the potential for basin bound-
ary collisions. Observed changes in the bioindicators
used to calibrate this tool may represent slow changes
in one attractor and ignore the possible existence of an
alternative attractor, leading to an underestimate of the
potential for ecosystem change with further environ-
mental perturbation. The potential existence of alter-
native attractors and the possibility of basin boundary
collisions should reinforce current reticence to apply
predictive models beyond the empirical range of pa-
rameter estimates (Weiner 1996).
The potential for basin boundary collision to cause
qualitative change in ecological equilibria is clear.
While other mechanisms may equally account for such
change, either through the dynamics of population in-
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teractions or the physical background itself being dis-
continuous, basin boundary collision is an additional
phenomenon that should be added to the collection of
potential mechanisms. Furthermore, the basin bound-
ary collision also predicts the possibility that dramatic
changes in population behavior can happen with no
change whatsoever in parameters. That is, once the
basin boundary collision has occurred, the population
trajectories may continue as chaotic transients for a
long period of time before stabilizing at the point in
the alternative basin. Thus, to take the previous pest
example, after the initiation of pesticide spray, there
may be no further change in the ecosystem. Yet, even-
tually the previously benign herbivore will eventually
surge to become a pest, a fact that may seem enigmatic
to an observer not aware that there had been a basin
boundary collision in the past.
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