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Abstract
We consider a discrete-time bipartite matching model with random arrivals of units of
supply and demand that can wait in queues located at the nodes in the network. A control
policy determines which are matched at each time. The focus is on the infinite-horizon
average-cost optimal control problem. A relaxation of the stochastic control problem
is proposed, which is found to be a special case of an inventory model, as treated in
the classical theory of Clark and Scarf. The optimal policy for the relaxation admits a
closed-form expression. Based on the policy for this relaxation, a new matching policy is
proposed. For a parameterized family of models in which the network load approaches
capacity, this policy is shown to be approximately optimal, with bounded regret, even
though the average cost grows without bound.
Keywords: Matching models, Stochastic optimal control, Queueing networks.
1 Introduction
We consider a discrete-time bipartite matching model with random arrivals of units of ‘supply’
and ‘demand’ that can wait in queues located at the nodes in the network. A control policy
determines which are matched at each time. We focus on the infinite-horizon average-cost
optimal control problem. A relaxation of the stochastic control problem is proposed, which
is found to be a special case of an inventory model, as treated in the classical theory of Clark
and Scarf. The optimal policy for the relaxation admits a closed-form expression. Based
on the policy for this relaxation, a new matching policy is proposed. For a parameterized
family of models in which the network load approaches capacity, this policy is shown to be
approximately optimal, with bounded regret, even though the average cost grows without
bound.
The theory of matching has a long history in economics, mathematics, and graph theory
[8, 13], with applications found in many other areas such as chemistry and information theory.
Most of the work is in a static setting. The dynamic model has received recent attention in
[6, 9].
The most compelling application is organ donation: United Network for Organ Sharing
(UNOS) offers kidney paired donation (KPD). This is a transplant option for candidates who
have a living donor who is medically able, but cannot donate a kidney to their intended
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Figure 1: The NN network.
candidate because they are incompatible (i.e., poorly matched) [1]. In this application, or
application to resource allocation (such as in scheduling in a power grid) [5, 20], or pattern
recognition [19], data arrives sequentially and randomly, so that matching decisions must
be made in real-time, taking into account the uncertainty of future requirements for supply
or demand, or the uncertainty of the sequence of classification tasks to be undertaken. The
choice of matching decisions can be cast as an optimal control problem for a dynamic matching
model.
This paper builds upon the prior work [6] that established necessary and sufficient condi-
tions for stability of a dynamic matching model (in the sense that there exists a Markovian
matching policy for which the controlled process is positive Harris recurrent), and gave several
examples of policies that have maximal stability region (sometimes known as “throughput
optimal”). The goal in the present work is to obtain a better understanding of the structure
of optimal policies. Based on this, we seek policies with good performance, as quantified
by average-cost of the Markovian model: given a linear cost function c on buffer levels, the
average cost is the long-run average,
η = lim sup
N→∞
1
N
N−1∑
t=0
E
[
c(X(t))
]
(1)
This will in general depend on the initial conditions, and on the policy that determines
matching decisions.
These goals are addressed using a combination of relaxation techniques. Convex relax-
ations are used to avoid the combinatorial issues introduced by integer constraints. A second
geometric relaxation technique, the workload relaxation framework of [15, 16] is used as an
approach to model reduction. This idea was originally inspired by the heavy-traffic theory of
[10, 12, 11].
In the research summarized here, the workload relaxation is used for two purposes. First,
it is used to obtain a lower bound η̂∗ on the optimal average cost for the matching model.
Second, a value function for the relaxation is used to construct a real-valued function h on
the state space of buffer values. It is interpreted as an approximate value function for the
matching model, and is used in this paper to define a matching policy — a variant of the
h-MaxWeight policy of [14].
Theorem 2.6 summarizes the main results of this paper. A family of arrival processes
{Aδ : δ ∈ [0, 1]} is considered, in which the lower bound η̂∗ = η̂∗(δ) tends to infinity as δ ↓ 0.
The performance of the proposed policy is shown to be asymptotically optimal, with bounded
regret:
η̂∗ ≤ η ≤ η̂∗ +O(1), (2)
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where the term O(1) is independent of δ ∈ (0, 1], and η̂∗ grows as 1/δ.
The workload relaxation is a one-dimensional controlled random walk. For the matching
model with arrival process Aδ, the relaxation is defined on the same probability space, and
evolves as,
Ŵ (t+ 1) = Ŵ (t)− δ + Iˆ(t) + ∆(t+ 1), t ≥ 0, (3)
in which Ŵ (0) ∈ R is given, the idleness process Iˆ(t) takes values in the interval [0, nu], δ > 0
is given, and ∆ is an i.i.d. sequence in R with zero mean. The effective cost c : R → R+
that is obtained as the value of a nonlinear program. If the cost function c is linear, then
the effective cost is piecewise linear. This is taken as a cost function for the one-dimensional
workload model. The lower bound η̂∗ is precisely the optimal average cost for this relaxation,
and admits a tight approximation. Details can be found in Section 2.3.
Many of the results in [16] on workload relaxations are based on stabilizability of the
arrival-free model. That is, it is assumed that the network without arrivals can be stabilized
using some policy. This assumption fails for matching models. Consider the case of organ
donation (e.g. [1]): if there is a patient waiting for a kidney, and no donors arrive, then
the patient will wait for eternity. Nevertheless, there is a natural formulation of workload
for these models. Each component of the multi-dimensional workload process can take on
positive and negative values, much like what is found in inventory models. It is found that
optimal policies will have structure similar to what is found in inventory theory, such as the
classical work of Clark and Scarf [7]. In particular, based on a one-dimensional relaxation,
an approximating model is obtained that can be identified as an inventory model of a special
form, so that an optimal policy for the relaxation is obtained via a one-dimensional threshold
policy.
These conclusions imply that optimal policies do not follow the conventions of [6]. Optimal
policies may idle, in the sense that no matches are made at certain time instances, even though
matches are possible.
The prior work [14] establishes asymptotic optimality of the h-MaxWeight policy for a
class of scheduling models. In this case the relaxation is a workload model that is non-
idling since it evolves on the non-negative integers. The approximation was logarithmic:
η ≤ η̂∗ +O(log(1/δ)).
In the present paper, this policy is refined to take into account structure found in the
optimal policy for a workload relaxation, leading to the h-MaxWeight with threshold policy,
or h-MWT. In the present paper it is shown that the function h can be designed so that the
regret is bounded, in the sense of (2). This is the first paper to obtain bounded regret for
a stochastic network model, except those special cases for which an optimal policy is known
in closed-form. It is also the first to obtain any form of heavy-traffic approximate optimality
when the workload model is not “minimal” as in [14] or [10, 11].
The prior work [9] considers a general class of matching models, with performance analysis
based on an asymptotic heavy-traffic setting. The conclusions are very different because of the
different assumptions imposed on the network model: when specialized to connected bipartite
graphs, their Assumption 1 implies that bipartite graph reduces to a star network.
The matching graphs considered in [9] allow more general topologies, including certain
hypergraphs. Assumption 1 is useful in their analysis because it is then possible to establish
a form of path-wise optimality for the workload model under a particular policy. This is
not possible for the models considered in the present paper because the workload process
takes on positive and negative values — consequently, an average-cost optimal policy is a
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threshold form which is inconsistent with path-wise optimality (see Section 5.5 of [16] for
further discussion).
The remainder of the paper is organized as follows: Section 2 describes the Markovian
matching model, the fluid model, along with a characterization of workload, and consequences
for control. This section concludes with the main results for the model in heavy-traffic.
Section 3 contains the detailed policy description and the main ideas of the proof. Detailed
proofs may be found in the Appendix. Conclusions and directions for future research are
described in Section 4.
2 Bipartite matching model
The bipartite matching model introduced in this section is a queueing network model with
two classes of buffers, distinguished by their role as providing supply or demand of resources.
The description of the model requires the following primitives, where the notation is
adapted from Definition 2.1 of [6]. We let `S denote the number of supply classes, `D denote
the number of demand classes, and define the following index sets:
D: Indices of demand classes. S: Indices of supply classes.
E : Matching pairs, E ⊂ D × S. A: Arrival pairs, A ⊂ D × S
The bipartite graph (D ∪ S, E) is called the matching graph. It is assumed throughout
that this graph is connected.
The NN-network shown in Fig. 1 is an example in which `D = `S = 3, and the set E denotes
the edges (ei) shown in the figure. Each of the three integers {xDi : i = 1, 2, 3} correspond to
units of demand of a particular type, and {xSi : i = 1, 2, 3} correspond to units of the three
different types of supply.
To capture volatility in arrivals and temporal dynamics we introduce next a discrete-time
Markov Decision Process (MDP) model that resembles a model for a multi-class queueing
network. The main departure from traditional queueing networks is that there are no con-
straints on service rates. Instead of “service”, activities in this model correspond to matching
a particular unit of supply with a unit of demand.
2.1 MDP model
The vector of buffer levels for the dynamic matching model is denoted Q(t). It takes values
in Z`+, where ` = `D + `S . When it is necessary to emphasize the different roles for supply or
demand buffers, we use the notation
Q(t) = (QD1 (t) , . . . , Q
D
`D
(t) , QS1(t) , . . . , Q
S
`S
(t))T (4)
It is often convenient to drop the super-scripts. In this case, for i ∈ D:={1, . . . , `D}, the integer
Qi(t) denotes the number of units of demand of class i, and for j ∈ S := {`D+ 1, . . . , `D+ `S},
the integer Qj(t) denotes the units of supply of class j.
Let ξ0 = (1, . . . , 1,−1, . . . ,−1)T, the vector with `D entries of +1, followed by `S entries
of −1. The queue length vector is subject to the following balance constraint:
ξ0 ·Q(t) = 0 (5)
For simplicity, in this paper we do not impose upper bounds on buffers.
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An i.i.d. arrival process is denoted A. We adopt the assumptions used in the prior work
[6], that a single pair arrive at each time slot – one of demand and one of supply. That is, for
each t, A(t) takes values in the set
A = {1i + 1j : (i, j) ∈ A}, (6)
where 1i denotes a column vector with ith component equal to 1 and zero elsewhere.
An input process U represents the sequence of matching activities. The queue dynamics
are defined by the recursion,
Q(t+ 1) = Q(t)− U(t) +A(t) , t ≥ 0 (7)
At each time t, the input is subject to integer constraints, and constraints consistent with the
matching graph. These constraints are captured by the finite input space,
U =
{
u =
∑
e∈E
neu
e : ne ∈ Z+, |n| ≤ nu
}
(8)
where |n| = ∑ne, and nu ≥ 1 is a fixed integer. The vectors {ue} are an enumeration of all
single matches across edges of the matching graph: that is, ue = 1i + 1j for e = (i, j) ∈ E .
There are also implicit constraints on U(t), since the components of Q(t) are constrained to
non-negative integer values.
The integer nu must be chosen sufficiently large to ensure stabilizability of the network.
This constraint on the input is imposed only to simplify Taylor series approximations used
to obtain performance bounds. It is assumed henceforth that nu ≥ 4, so that the randomized
policies used in our analysis are feasible.
Based on (6) and (8) we have
ξ0 · U(t) = 0 and ξ0 ·A(t) = 0 , a.s. (9)
Consequently, the constraint (5) holds automatically under (8) and (6), provided it holds at
time t = 0. That is, for each t, Q(t) takes values in the set
Q = {q ∈ Z`+ : ξ0 · q = 0}.
The sequence U is viewed as the input process for the MDP model. Since it is useful
to allow U(t) to depend on both Q(t) and A(t), in parts of the analysis the pair process
Y (t) = (Q(t), A(t)) is chosen as the state process. It is assumed that the input process U is
non-anticipative (a function of present and past values of Y ). A stationary (state feedback)
policy is of the form U(t) = ψ(Y (t)), for some function ψ : Q × A → U. We allow for
randomized stationary policies in our analysis, such as Lemma 2.5 below.
We assume a linear cost function on buffer levels and aim to minimize the average cost
given by (1), in which X(t) = Q(t) +A(t). This process evolves very much like (7):
X(t+ 1) = X(t)− U(t) +A(t+ 1), (10)
which takes values in the discrete space X = Q. A stationary policy is denoted U(t) =
φ(X(t)) in this case. The policy in our main result will be of this form.
Prop. 2.1 below establishes that the optimal average cost using the state process Y is
identical to what is achievable using the smaller state process X. The existance of an optimal
policy requires stabilizability of the network.
5
2.2 Stabilizability
Let S(i) denote the set of supply classes that can be matched with a class i demand, and
let D(j) denote the set of demand classes that can be matched with a class j supply. This
definition and the extension to subsets D ⊂ D and S ⊂ S is formalized as follows:
S(i) = {j ∈ S : (i, j) ∈ E} , D(j) = {i ∈ D : (i, j) ∈ E}
S(D) =
⋃
i∈D
S(i) , D(S) =
⋃
j∈S
D(j)
For any vector x ∈ R`+ denote, |xD| =
∑
i∈D xi, |xS | =
∑
j∈S xj .
The MDP model is said stabilizable if there exists a policy for which the controlled MDP
model is positive Harris recurrent.
The necessary and sufficient condition for stabilizability of the MDP model is given as
follows, based on the mean arrival rate vector α = E[A(t)]: NCond: For all non-empty subsets
D ( D and S ( S,
|αD| < |αS(D)| and |αS | < |αD(S)| (11)
The proof can be found in [6]. In that paper, it is shown that the following policy, called
Match the Longest (ML) is stabilizing under NCond:
φ(x) = arg max{u · ∇h (x) : u ∈ U(x)}, x ∈ X, (12)
with h(x) = ‖x‖2, the usual `2-norm. Adan and Weiss [4] have shown that the FCFS (First
Come First Served) policy also has a maximal stability region. The stationary distribution
under FCFS policy has a product form [2, 3], but there is no efficient algorithm for the
normalizing constant.
The proof of the stability result for ML policy is based on the fact that this policy mini-
mizes the drift of the quadratic Lyapunov function,
V (q, a) =
∑`
k=1
x2k,
for (q, a) ∈ Q × A and x = q + a. A bounded negative drift condition was shown for a
randomized policy constructed using network flow arguments. Randomized policies based on
network flows are also used in Section 2.4.
Under NCond we are also assured of the existence of an optimal policy for either MDP
model. Recall that η∗ denotes the optimal average for the MDP with state process X. Let
η∗Y denote the optimal average cost for the MDP with the larger state process Y . Given the
greater information, it is immediate that η∗Y ≤ η∗. In fact, the two are identical:
Proposition 2.1. If NCond holds, then the optimal average cost exists as a deterministic con-
stant, independent of initial conditions, for either MDP. Moreover, the average costs are equal:
η∗Y = η
∗.
Proof. Theorem 9.0.2 of [16] implies that the existence of optimal policies. For the MDP with
state process Y , it also follows from [16, Theorem 9.0.2] that there is a function g∗ : Q×A →
R that solves the average cost optimality equation:
min
u∈U
E[c(q + a) + g∗(Y (t+ 1)) | Y (t) = (q, a) , U(t) = u] = g∗(q, a) + η∗Y (13)
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An optimal policy achieving the optimal average cost η∗Y is any minimizer:
ψ∗(q, a) = arg min
u∈U
E[g∗(Y (t+ 1)) | Y (t) = (q, a) , U(t) = u]
Substituting (q−u+a,A(t+1)) = Y (t+1) within the conditional expectation gives ψ∗(q, a) =
arg minu∈U g
∗(q + a− u) where
g∗(q + a− u) =
∑
a′∈A
g∗(q + a− u, a′)P{A(t+ 1) = a′}
That is, the optimal input-output pair satisfies U∗(t) = ψ∗(Y ∗(t)) = arg minu g∗(X∗(t)−
u), with X∗(t) = Q∗(t) + A(t) for t ≥ 0. This implies that η∗ ≤ η∗Y , which completes the
proof since we already have the reverse inequality. uunionsq
2.3 Workload
For any set D ( D we let ξD denote the vector whose components are 1 for i ∈ D, −1 for
i ∈ S(D), and zero elsewhere. The vectors {ξD} play a role similar to workload vectors in
standard queueing models. Condition NCond can be equivalently expressed,
ξD · α < 0, for all D ( D
We could introduce symmetric notation for S ⊂ S, but this is unnecessary: for each S ( S,
denote by Sˆ = ∪{S′ : D(S′) = D(S)}. By definition of Sˆ and the connectivity of the graph,
S(D(S)c) = Sˆc. Thus,
ξS ≤ ξSˆ = ξD(S)c − ξ0.
Our assumptions imply that α · ξ0 = 0, so it is sufficient to consider only demand in a
characterization of NCond.
We can now define a workload process that evolves as (3). For a particular set D ( D we
take W (t) = ξD ·X(t), and δ = −ξD · α.
Proposition 2.2. The workload process evolves according to the recursion,
W (t+ 1) = W (t)− δ + I(t) + ∆(t+ 1), t ≥ 0, (14)
in which δ > 0, ∆(t + 1) = δ + ξD · A(t + 1), and I(t) = −ξD · U(t). The zero-mean i.i.d.
sequence ∆ takes values in R. Moreover, I(t) takes values in the non-negative integers Z+,
and is zero if and only if there is no cross-matching between S(D) and Dc.
Proof. Under NCond it follows that δ > 0. The properties of I(t) = −ξD · U(t) follow from
the definition of ξD. uunionsq
Given a convex cost function c : R`+ → R+, the effective cost is defined as the solution to
the convex program,
c(w) := min{c(x) : x ∈ R`+, ξD · x = w}, w ∈ R (15)
It is assumed throughout this paper that c : R`+ → R+ is a linear function of the state,
c(x) =
∑
cixi, with ci > 0 for each i. It follows that c is piecewise linear. This and other
conclusions are summarized in Lemma 2.3, whose simple proof is omitted.
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Lemma 2.3. For a linear cost function c, the solution to the linear program (15) results in a
piecewise linear function of w:
c(w) = max(c+w,−c−w) (16)
where c+ = cD+ + c
S
+ and c− = cD− + cS−, with
cD+ = min{ci : i ∈ D} , cS+ = min{cj : j ∈ Sc}
cS− = min{cj : j ∈ S} , cD− = min{ci : i ∈ Dc}
(17)
An optimizer x∗ for (15) exists in which exactly two entries are non-zero. The form depends
on the sign of w:
w ≥ 0 : x∗i = w for some i ∈ D satisfying ci = cD+,
x∗j = w for some j ∈ Sc satisfying cj = cS+.
w < 0 : x∗i = |w| for some i ∈ Dc satisfying ci = cD−,
x∗j = |w| for some j ∈ S satisfying cj = cS−.
(18)
uunionsq
The controlled random walk (3) with cost function c is thus a relaxation of the original
MDP model, with controlled input Iˆ taking values in R+. In [16, Theorem 9.7.2] it is shown
that an optimal policy is determined by a threshold policy of the following form: There is a
scalar τ• > 0 so that
Iˆ(t) = max{δ − Ŵ (t)− τ•, 0} (19)
Under this policy, the stochastic process {Φ(t) = Ŵ (t) − ∆(t)} is a reflected random walk
on [−τ•,∞). Equation (7.37) of [16] defines the diffusion heuristic, intended to approximate
this threshold based on a reflected-Brownian motion (RBM) model,
τ∗ = 12
σ2∆
δ
log
(
1 +
c+
c−
)
(20)
where δ is the drift appearing in (19) and σ2∆ is the variance of ∆(t).
2.4 Randomized policies and network flows
In [6, Theorem 7.1], a randomized policy based on a solution of a network flow problem was
used in the stability proof for the ML policy. The randomized policy used in the proof of
our main result, Theorem 2.6, will be based on a slighlty different network flow problem,
corresponding to a specific workload vector.
We use standard terminology from network flow theory. Fix some demand and supply sets
D ⊂ D and S ⊂ S, and let GD∪S denote the restricted matching graph: GD∪S = {D∪S, ED∪S},
where ED∪S = {(i, j) ∈ E : i ∈ D and j ∈ S}. Consider the directed graph
ND∪S =
(
D ∪ S ∪ {a, f}, END∪S
)
, (21)
where END∪S = ED∪S ∪ {(a, i), i ∈ D} ∪ {(j, f), j ∈ S}. Nodes a and f are the source and the
sink of this network, as illustrated in Figure 2. Endow the arcs of ED∪S with infinite capacity,
an arc of type (a, i) with capacity αi, and an arc of type (j, f) with capacity αj .
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Figure 2: Network flow problem for the directed graph END∪S : The arcs in ED∪S have infinite
capacity, an arc of type (a, i) has capacity αi, and an arc of type (j, f) has capacity αj
Recall that a cut is a subset of the arcs whose removal disconnects a and f . The capacity
of a cut is the sum of the capacities of the arcs.
Recall that T : EN → R+ is a flow if: (i) ∀i ∈ D, T (a, i) =
∑
j∈S(i) T (i, j), and ∀j ∈ S,∑
i∈D(j) T (i, j) = T (j, f); (ii) ∀(x, y) ∈ EN , T (x, y) is less than or equal to the capacity of
(x, y). The value of T is
∑
i T (a, i) =
∑
j T (j, f).
Lemma 2.4. [6] If S(D) ⊂ S, then under conditions (11), the maximal a-f flow is equal to
αD. Moreover, there exists a maximal a-f flow such that the flow value on each edge in ED∪S
is strictly positive. Symetrically, if D(S) ⊂ D, then there is a strictly positive f -a flow of
value αS .
Proof. The result for D = D and S = S is stated as Lemma 3.2 in [6]. Denote by F a strictly
positive flow of value αD = αS = 1 for network ND∪S and by FD∪S its restriction to the arcs
in ND∪S . Flow FD∪S is strictly positive and has value αD (all the outgoing arcs from set D
in the original network are still present in ND∪S , as S(D) ⊂ S). uunionsq
The following construction will be one of the key ingredients in the proof of our main
result, Theorem 2.6. It is assumed that conditions (11) hold.
Translating a network flow into a randomized policy Let D ⊂ D and δ = −ξD · α.
Let F be a strictly positive flow of value αD for the network flow problem for the matching
graph GD∪S , with S = S(D).
A randomized matching policy can be defined as follows. Assume that the state at time t
is Y (t) = (Q(t), A(t)) = (q, a) for some (q, a) ∈ Q×A. Denote by D+(q) = {i ∈ D | qi > 0}
and S+(q) = {j ∈ S | qj > 0} respectively the set of demand and the supply queues with
non-empty buffers. For each j ∈ S, we define a probability vector p(j),
p
(j)
i =
1
αj
[
F (i, j) +
αj − F (j, f)
|D+(q)|
]
, i ∈ D+(q) . (22)
This defines indeed a probability vector:∑
i∈D+(q)
p
(j)
i =
1
αj
[
αj − F (j, f) +
∑
i∈D+(q)
F (i, j)
]
=
1
αj
[
αj − F (j, f) + F (j, f)
]
= 1 .
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Symmetricaly, for each i ∈ D, we define a probability vector p(i),
p
(i)
j =
1
αi
[
F (i, j) +
αi − F (a, i)
|S+(q)|
]
, j ∈ S+(q) . (23)
As F is a network flow, these probability vectors satisfy,
p
(j)
i ≥
F (i, j)
αj
, j ∈ S, i ∈ D+(q), (24)
p
(i)
j ≥
F (i, j)
αi
, i ∈ D, j ∈ S+(q). (25)
Let a = 1i + 1j for some (i, j) ∈ A. Then the new arrival of a supply item j is matched
to a demand item in D+(q) independently of the past, according to probability vector p(j).
The new arrival of a demand item i is matched to a supply item in S+(q) independently of
the past, according to probability vector p(i).
Lemma 2.5. Under this randomized policy, the following drift condition holds whenever i ∈ D
such that qi ≥ 1:
E
[
Qi(t+ 1) | Q(t) = q
] ≤ qi. (26)
For supply buffers j ∈ S satisfying qj ≥ 1,
E
[
Qj(t+ 1) | Q(t) = q
] ≤ qj + αj − ∑
i∈D∩D(j)
F (i, j) ≤ qj + δ (27)
and
E
[∑
qj≥1
Qj(t+ 1) | Q(t) = q
] ≤∑
qj≥1
qj + δ. (28)
Proof. Consider i ∈ D+(q). Under this policy we obtain a lower bound on the conditional
mean E[Ui(t) | Q(t) = q, A(t) = a]: It is minimized when q` ≥ 1 for every demand buffer
` ∈ D, and qk = 0 for every supply buffer k such that (i, k) ∈ ED∪S . There is at most one
supply arrival at each time step,
∑
j∈S aj ≤ 1 (the supply arrival can be in class Sc).
Consequently,
E[Ui(t) | Q(t) = q, A(t) = a] =
∑
j∈S(i)
1{aj = 1}p(j)i ≥
∑
j∈S(i)
1{aj = 1}F (i, j)
αj
.
Recalling that E
[
Ai(t) | Q(t) = q
]
= E
[
Ai(t)
]
= αi, we conclude that
E
[
Ui(t) | Q(t) = q
]
= E
[
E[Ui(t) | Q(t), A(t)] | Q(t) = q
]
≥
∑
j∈S(i)
αj
F (i, j)
αj
=
∑
j∈S(i)
F (i, j) = αi,
where the final equality follows because F is a maximum value flow. The claim (26) follows
since,
E
[
Qi(t+ 1) | Q(t) = q
]
= E
[
Qi(t) +Ai(t)− Ui(t) | Q(t) = q
]
= qi + αi − E
[
Ui(t) | Q(t) = q
]
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The proof of (27) is similar. The last inequality in (27) and (28) follow from the fact that
for all j,
∑
i∈D∩D(j) F (i, j) ≤ αj , and∑
j∈S
(
αj −
∑
i∈D∩D(j)
F (i, j)
)
= αS − αD = δ.
uunionsq
2.5 Asymptotic optimality
The structure of the policy for the relaxation is the inspiration for the following refinement
of the h-MaxWeight policy in (12).
For a differentiable function h : R` → R+, and a threshold τ ≥ 0, the h-MWT (h-
MaxWeight with threshold) policy is obtained as the solution to the constrained non-linear
program,
φ(x) = arg max u · ∇h (x)
subject to u ∈ U(x) and ξD · (x− u) ≤ −τ
(29)
Based on the definition of workload and idleness appearing (14), the constraint ξD · (x−u) ≤
−τ is equivalently expressed
I(t) ≤ −W (t)− τ, when X(t) = x and U(t) = u.
This constraint recalls the definition of a threshold policy (19) for the workload relaxation.
We take τ = τ∗ in our main results, and the function h is also designed using inspiration
from the workload relaxation.
To evaluate performance we consider an asymptotic setting: Assume that we have a family
of arrival processes {Aδ(t)} parameterized by δ ∈ [0, δ¯•], where δ¯• ∈ (0, 1). Each is assumed
to satisfy (6). The following additional assumptions are imposed throughout:
(A1) For one set D ( D we have ξD · αδ = −δ, where αδ denotes the mean of Aδ(t).
Moreover, there is a fixed constant δ > 0 such that ξD
′ · αδ ≤ −δ for any D′ ( D,
D′ 6= D, and δ ∈ [0, δ¯•].
(A2) The distributions are continuous at δ = 0, with linear rate: For some constant b,
E[‖Aδ(t)−A0(t)‖] ≤ bδ. (30)
(A3) The sets E and A do not depend upon δ, and the graph associated with E is connected.
Moreover, there exists i0 ∈ S(D), j0 ∈ Dc, and pI > 0 such that
P{Aδi0(t) ≥ 1 and Aδj0(t) ≥ 1} ≥ pI , 0 ≤ δ ≤ δ¯•. (31)
We suppress the dependency of A,Q,U on δ when there is no risk of confusion. We also let
ξ = ξD, so that δ = −ξ · α.
We are now prepared to state the main result of the paper, establishing asymptotic op-
timality of a family of h-MWT policies. The construction of the function h is performed in
Section 3. We let η∗ denote the optimal average cost for the MDP model, η̂∗ the optimal
average cost for (3), and the following is shown to approximate each of these values:
η̂∗∗ = τ∗c− = 12
σ2∆
δ
c− log
(
1 +
c+
c−
)
(32)
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Theorem 2.6 (Asymptotic Optimality With Bounded Regret). Suppose that Assumptions
(A1)–(A3) hold. For each δ ∈ (0, δ¯•], there is a function h such that the h-MWT policy using
the threshold τ∗ has finite average cost η, satisfying the following bounds,
η̂∗ ≤ η∗ ≤ η ≤ η̂∗ +O(1)
where the constantO(1) does not depend upon δ. Moreover, the average cost for the relaxation
is approximated by the value in (32):
η̂∗ = η̂∗∗ +O(1)
The proof is constructive, with h defined in eq. (38) in the following section.
3 Construction of the h-MWT policy
In what follows we describe a particular construction of h designed to approximate the solution
to an average cost optimality equation (ACOE) for the MDP model: For x ∈ X,
min
u∈U
E[c(X(t)) + h∗(X(t+ 1)) | X(t) = x , U(t) = u] = h∗(x) + η∗, (33)
in which η∗ is the optimal average cost, and h∗ is the relative value function. The construc-
tion is based on a heavy-traffic setting, following the work of Harrison [10], Kelly [11] and
subsequent research (see [16] for a bibliography). It is taken as the sum of two terms,
h(x) = hˆ(ξ · x) + hc(x)
Similar to [14], the function hc is introduced to penalize deviations between c(x) and c(ξ · x).
The first term hˆ is a function of workload. For w ≥ −τ∗, it solves the second-order
differential equation,
− δhˆ′ (w) + 12σ2∆hˆ′′ (w) = −c(w) + η̂∗∗, (34)
where the threshold τ∗ is defined in (20), and the optimal average cost η̂∗∗ is given in (32).
There is a solution that is convex and increasing on [−τ∗,∞), with hˆ′(−τ∗) = hˆ′′(−τ∗) = 0:
For constants {A±, B±, C±, D±},
hˆ(w) =
A+w
2 +B+w w ≥ 0
A−w2 +B−w + C− +D−eΘw −τ∗ ≤ w ≤ 0
(35)
where Θ−1 = 12σ
2
∆/δ. Formulae for all of the other parameters can be found in the proof of
Lemma A.2.
The domain is extended to obtain a convex, C2 function on all of R. We fix a parameter
δ+ ∈ (0, pI), where pI > 0 is used in Assumption (A3). The sum δ + δ+ is interpreted as the
desired idleness rate when w < −τ∗. Fix another constant θ > 0, and for w < −τ∗ define
hˆ(w) = hˆ(−τ∗) + c−
δ+
[
1
2(w + τ
∗)2 +
1
θ
(w + τ∗) +
1
θ2
(
1− exp(θ(w + τ∗))
)]
(36)
where hˆ(−τ∗) is given in (35).
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We now turn to the construction of hc. For this we might take a constant times [c(x) −
c(ξ · x)]2. This fails because of positive drift on the boundary of X.
Let x˜ denote the function of x with entries,
x˜k = xk + β(e
−xk/β − 1) ,
where β > 0 is a constant. The right hand side vanishes at the origin, as does its first
derivative. The constant β is chosen so that its derivative with respect to xk is small for xk
in some interval [0, q] (see Step 2 of the proof of Theorem 2.6 below).
A similar transformation for workload is used,
w˜ = sign(w)
[|w|+ β(e−|w|/β − 1)] (37)
If w = ξ · x then the definition does not change, but w˜ is of course a function of x; the
perturbation ensures that c(w˜) is C1 as a function of x.
The resulting perturbation of [c(x)− c(w)]2 is used to define hc. Consequently, h and its
gradient are given by,
h(x) = hˆ(w) + hc(x) = hˆ(w) + κ[c(x˜)− c(w˜)]2 (38)
∇h (x) = hˆ′(w)ξ +∇hc(x) , x ∈ R`+, w = ξ · x. (39)
Proof of Theorem 2.6. In what follows we give the proof of Theorem 2.6 using the function
h in (38), with sufficiently large values of κ and β, and a sufficiently small value of δ+ > 0.
The notation O(1) implies a term that is uniformly bounded in both δ > 0 and q ∈ X. This
bound may depend on β, κ, and δ+, but these constants will be fixed, independent of δ and
q.
Step 1 The first step is to obtain a bound that suggests the ACOE (33). However, for
performance bounds it is more convenient to work with the Markov chain Q rather than X.
The function h is translated to a function of Q(t) via,
V (q) = E[h(X(t)) | Q(t) = q] = E[h(q +A(t))],
where the value of t is arbitrary.
Recall from Prop. 2.2 that I(t) = 0 if and only if there is no cross-matching between S(D)
and Dc, where I(t) = −ξTU(t). From the constraints in (29) it follows that I(t) = 0 when
W (t) ≥ −τ∗ under the h-MWT policy.
Lemma 3.1 follows from a second-order Taylor series expansion for h. It also requires the
uniform Lipschitz bound for hˆ′′ that is given in Lemma A.2.
Lemma 3.1. The following bound holds under any policy satisfying I(t) = 0 when W (t) ≥
−τ∗: For each q ∈ X,
E[V (Q(t+ 1))−V (Q(t)) | Q(t) = q] ≤ −cidp(q) + η∗ +O(1) , (40)
where the function cidp is dependent on the policy:
cidp(q) := E[∇h (X(t)) · (U(t)− α) | Q(t) = q
]
+ 12σ
2
∆hˆ
′′(ξ · q)− η∗ (41)
uunionsq
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The subscript “idp” refers to “inverse dynamic programming”; a concept from approxi-
mate dynamic programming in which an approximate value function is given, and from this a
cost function is obtained [18]. If this cost function approximates the cost function of interest,
then via this approach we obtain bounds on the average cost.
Suppose that the following bound can be established for some policy satisfying the non-
idling constraint in (29):
cidp(q) ≥ c(q) +O(1) . (42)
The h-MWT policy maximizes the dot-product within the expectation in (41), subject to
(29). Consequently, if (42) holds for one such policy, it must also hold for the h-MWT policy.
The bounds (40) and (42) imply the Foster-Lyapunov drift condition
E[V (Q(t+ 1))− V (Q(t)) | Q(t) = q] ≤ −c(q) + η∗ +O(1), q ∈ X. (43)
The sequence Q is a Markov chain under any stationary policy. It is well-known that (43)
implies that the average-cost defined in (1) is bounded by η∗ +O(1) [17, 16].
To see how the bound (42) is obtained, recall the definition of h in (39) as the sum of two
terms. Considering each term separately leads to the proof of Lemma 3.2, which bounds cidp
by the sum of two terms. The proof is given in Section A.3.
This bound requires two additional definitions: mean idleness, and the gap between the
current cost and the effective cost,
ι(q) = E[I(t) | Q(t) = q]
ζ(q) = c(q)− c(ξ · q)
(44)
Lemma 3.2. The following decomposition holds under the assumptions of Lemma 3.1,
− cidp(q) ≤ B(q) +Bc(q) +O(1) (45)
in which
B(q) = (ι(q)− δ)hˆ′(ξ · q) + 12σ2∆hˆ′′(ξ · q)− η̂∗∗ (46)
Bc(q) = 2κζ(q)
{
E
[
c(X˜(t+ 1)) (47)
− c(X˜(t)) | Q(t) = q]+ c−ι(q) + c+δ}
uunionsq
In Step 2 we construct a randomized policy, designed so that
(i) The non-idling constraint in (29) holds.
(ii) Idling is enforced for W (t) < −τ∗:
ι(q) = (δ + δ+)E[1{W (t) < −τ∗} | Q(t) = q
]
. (48)
It is shown in Lemma A.5 (in Section A.3 of the appendix) that(48) implies the following
bound:
B(q) ≤ −c(ξ · q) +O(1) (49)
The proof is based on the dynamic programming equation (34).
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(iii) For some εc > 0, independent of δ > 0,
Bc(q) ≤ −2κ
(
εc − c−δ+ − c+δ
)(
c(q)− c(ξ · q)) (50)
The constants δ+ and δ¯• are chosen so that εc − c−δ+ − c+δ¯• > 0. We then take κ =
1
2(εc − c−δ+ − c+δ¯•)−1, so that
Bc(q) ≤ −c(q) + c(ξ · q) +O(1)
Substituting these bounds on B(q) and Bc(q) into (45), we conclude that the drift condi-
tion (42) holds under this policy. The h-MWT policy must also satisfy the lower bound (42),
which establishes (43).
Step 2 A randomized policy is designed to satisfy properties (i)–(iii) from Step 1. In
particular, idling is permitted only when the workload is below the threshold −τ∗.
A constant q ≥ 1 is required in the construction of this policy, and based on this we define
cgap = 1 + 4`qcmax (51)
where cmax = max ci, and ` is the number of buffers in the network. The lower bound required
for β is given in (68), and a lower bound required for q is given in (69).
Lemma 3.3. Under the assumptions of Theorem 2.6, there exist constants δ¯0 ∈ (0, δ¯•) and
ε0, ε
′
0 > 0, such for each δ ∈ [0, δ¯0], there is a randomized policy that allows no cross-matching,
and satisfies the following uniform bounds: For any q ∈ X,
(i) If c(q) < c(ξ · q) + cgap, then for each j
E
[
Qj(t+ 1) | Q(t) = q
] ≤ qj + δ , provided qj ≥ 1 (52)
(ii) If c(q) ≥ c(ξ · q) + cgap, then there are k,m for which qk ≥ q, qm ≥ 1,
E
[
Qk(t+ 1) | Q(t) = q
] ≤ qk − ε0
E
[
ckQk(t+ 1) + cmQm(t+ 1) | Q(t) = q
] ≤ ckqk + cmqm − ε′0 (53)
and moreover (52) continues to hold for all j 6= m.
uunionsq
A parallel result is established in the Appendix (Lemma B.6), in which idling is enforced
at average rate δ + δ+ when W (t) < −τ∗, so that (48) holds.
The bound (50) requires an additional step.
Step 3 Whenever c(q) ≥ c(ξ · q) + cgap, the randomized policy satisfies,
E
[
c(X˜(t+ 1))− c(X˜(t)) | Q(t)] ≤ −εc (54)
where εc > 0. The proof is contained in Section B.1; it is based on the proof of Prop. 2.7 of
[14].
These three steps define the randomized policy that satisfies (42), which shows that (43)
holds under the h-MWT policy. This completes the proof of the theorem. uunionsq
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Figure 3: Shown on the right is the h-MWT policy in which the threshold τ was taken as a parameter.
The plots on the right hand side compare the average cost obtained using h-MWT, MaxWeight (given
by (12) with h(x) =
∑
cix
2
i ), and a priority policy.
Numerical experiments were performed for the NN-network for various cost functions and
arrival statistics. Results from one set of experiments are shown in Fig. 3. The set D in this
experiment was taken to be D = {3D}, and the arrival rate was chosen so that δ = −ξTα
was much smaller than −ξD′ · α for any other set D′ ( D. The cost was taken to be
c(x) = xD1 + 2x
D
2 + 3x
D
3 + 3x
S
1 + 2x
S
2 + x
S
3 .
The policy (29) was considered for various values of the threshold τ . For each value of τ ,
the average cost was estimated by the sample-path averages,
1
T
T∑
t=1
c(Q(t)) .
The value T = 5× 106 was required for reliable estimation.
The results are shown on the left hand side of Fig. 3. The average cost is large because
the drift vector was taken to be small, δ = 0.007. Recall that the workload relaxation (3)
will have an average cost of order O(δ−1). The best value of τ obtained through simulation
is very close to the value τ∗ predicted by the RBM model.
In the comparison plots shown on the right, the static priority policy gives priority to
vertical matches (edges e1, e3 and e5 in Fig. 1). The MaxWeight policy considered was
cost-weighted: Given the state x, a new demand of type i is matched to a supply class j∗
satisfying,
j∗ ∈ arg max
j∈S(i)
cjxSj .
Matching of supply is determined symmetrically.
The average cost under the h-MWT policy (using the τ = τ∗) performed the best – about
30% lower than the cost-weighted MaxWeight policy.
4 Conclusions
The dynamic bipartite matching model is an unusual queueing system with the particularity
that the workload process can be negative. We have shown how relaxation techniques can
lead to insight for the construction of good policies with low complexity.
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The numerical results show that the average-cost performance can be outstanding when
compared with priority policies, or standard versions of the MaxWeight policy. It is remark-
able how well the “diffusion heuristic” predicts the best threshold for the discrete-time model.
The key argument is a correspondence with models in inventory theory. Although the
theoretical results are based on a heavy-traffic setting, this structure will play some role even
when the assumptions of the paper are violated.
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Appendix
This appendix contains full details for the first two steps of the proof of Theorem 2.6. The
third step is immediate from Prop. 2.7 of [14].
A Step 1: Drift for h
This section concerns mainly the function hˆ, and concludes with a proof of Lemma 3.2.
Recall that hˆ depends on the parameter Θ = δ/(2σ2∆), and a fixed constant θ > 0. Based
on the solution we obtain these conclusions:
Proposition A.1. There exist unique constants {A±, B±, C−, D−} such that the function hˆ
defined by (35,36) satisfies the following:
(i) The ODE (34) holds for w > −τ∗, and for w ≤ −τ∗ we have the approximation,
δ+hˆ
′ (w) + 12σ
2
∆hˆ
′′ (w) = −c(w) + η̂∗∗ +O(1) (55)
where the term “O(1)” depends on θ but is independent of δ.
(ii) hˆ is strictly convex and C2 on all of R, with a unique minimum at the threshold.
Moreover,
hˆ′(−τ∗) = hˆ′′(−τ∗) = 0.
(iii) It has quadratic growth globally, and cubic growth locally: For a constant K <∞,
and all δ > 0,
|hˆ′(w)| ≤ K min
{
δ−1(w + τ∗), (w + τ∗)2
}
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Proof. Lemma A.2 establishes that hˆ is C2 and solves the ODE (34) on the domain (−τ∗,∞).
For w ≤ −τ∗ we use the definition (36) to compute,
δ+hˆ
′ (w)+12σ
2
∆hˆ
′′ (w)
= δ+
c−
δ+
[
(w + τ∗) +
1
θ
− 1
θ
exp(θ(w + τ∗))
]
+ 12σ
2
∆
c−
δ+
[
1− exp(θ(w + τ∗)
] (56)
On using the identity c−τ∗ = η̂∗∗, and c−w = −c(w) for w < 0, the right hand side becomes,
−c(w) + η̂∗∗ + (c−
θ
+ 12σ
2
∆
c−
δ+
)(
1− exp(θ(w + τ∗))
This proves (55) when w + τ∗ ≤ 0.
We now prove (ii). It follows from the definition (36) that hˆ is convex on (−∞,−τ∗) —
its second derivative is strictly positive on this interval. It also follows from this definition
that
lim
w↑−τ∗
hˆ′(w) = lim
w↑−τ∗
hˆ′′(w) = 0.
It is established in Lemma A.2 that hˆ is C2, convex and increasing on (−τ∗,∞), with
lim
w↓−τ∗
hˆ′(w) = lim
w↓−τ∗
hˆ′′(w) = 0.
Part (iii) also follows from Lemma A.2. uunionsq
A.1 Computation of hˆ for w ≥ −τ ∗
The following result gives properties of hˆ on this domain. The proof contains an explicit
construction for hˆ.
Lemma A.2. There exist unique constants {A±, B±, C−, D−} for which the function (35) is
C2 on [−τ∗,∞), with hˆ′ (−τ∗) = hˆ′′ (−τ∗) = 0. With these parameters, the function hˆ has
the following additional properties:
(i) It is strictly convex on [−τ∗,∞).
(ii) The second derivative satisfies, for some K <∞, and all δ > 0, w,w′ ∈ [−τ∗,∞),∣∣∣ d2
dw2
hˆ(w)
∣∣∣ ≤ K 1
δ∣∣∣ d2
dw2
hˆ(w)− d
2
dw2
hˆ(w′)
∣∣∣ ≤ K|w − w′|
(iii) The third derivative exists for w 6= 0, it is uniformly bounded by (c+ + c−)/σ2∆ on
(−τ∗, 0), and vanishes for w > 0.
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Proof. We first demonstrate that for a unique choice of parameters, the function hˆ is a C1
solution to (34). It immediately follows that the function is also C2 on [−τ∗,∞), since the
ODE (34) implies the following representation for the second derivative:
1
2σ
2
∆hˆ
′′ (w) = δhˆ′ (w)− c(w) + c(−τ∗), w ≥ −τ∗ (57)
The last term appears because η̂∗∗ = c(−τ∗) by the definitions.
For w > 0, eq. (34) gives,
−δ(2A+w +B+) + 12σ2∆(2A+) = −c+w + η̂∗∗
from which we conclude that
A+ =
c+
2δ
, B+ =
1
δ
(
σ2∆A+ − η̂∗∗
)
In terms of Θ this becomes,
A+ =
1
Θ
1
σ2∆
c+, B+ =
2
Θ
A+ − 1
δ
η̂∗∗
For w < 0 there is the additional exponential term, and the right hand side is modified as
follows,
−δ(2A−w +B− +D−ΘeΘw) + 12σ2∆(2A− +D−Θ2eΘw) = c−w + η̂∗∗
The exponential terms on the left hand side cancel, which gives as previously,
A− = − 1
Θ
1
σ2∆
c−, B− =
2
Θ
A− − 1
δ
η̂∗∗
The parameter D− is computed by imposing the constraint that hˆ is differentiable at the
origin:
B− + ΘD− =
d
dw
hˆ (0−) = d
dw
hˆ (0+) = B+
Consequently,
D− =
1
Θ
(
B+ −B−
)
=
2
Θ2
(A+ + |A−|) = 2
Θ3
1
σ2∆
(c+ + c−)
We then obtain C− by imposing continuity at zero.
The second derivative is given by,
d2
dw2
hˆ(w) = 2A− + Θ2D−eΘw, −τ∗ < w < 0 .
The right hand side evaluated at −τ∗ becomes,
d2
dw2
hˆ (−τ∗) = 2A− + Θ2D−e−Θτ∗ = 0
This follows from the formula τ∗ = Θ−1 log(1 + c+/c−), and the formulae for A− and D−. It
is thus established that hˆ′′ (−τ∗) = hˆ′ (−τ∗) = 0.
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Next we establish convexity. For this, consider the third derivative,
d3
dw3
hˆ(w) = Θ3D−eΘw , −τ∗ < w < 0.
Hence the second derivative is increasing on this domain, and we have seen that d
2
dw2
hˆ (−τ∗) =
0. It follows that the second derivative is strictly positive on (−τ∗, 0). The second derivative
is obviously positive on R+, which implies strict convexity on [−τ∗,∞).
Finally, the third derivative is bounded by Θ3D− = (c+ + c−)/σ2∆, which establishes (iii),
and the Lipschitz property for the second derivative in (ii). uunionsq
A.2 Implications for workload
The following bounds are obtained using a second order Taylor-series approximation. com-
bined with the uniform Lipschitz continuity of hˆ′′ obtained in Lemma A.2.
The first general bound is expressed in terms of the “ideal” idleness process,
I0(t) = 0 if W (t) ≥ −τ∗, and I0(t) = δ+ + δ otherwise.
Recall that δ+ is used in the definition of hˆ on the interval (−∞,−τ∗), and pI was introduced
in (A3).
Proposition A.3. Consider the workload process in discrete time defined by W (t) = ξTX(t),
which evolves as (14).
(i) The following bounds hold under any policy satisfying I(t) = 0 when W (t) ≥ −τ∗:
For each q ∈ X,
E[hˆ(W (t+ 1))−hˆ(W (t)) | Q(t) = q]
= −c(ξ · q) + η̂∗∗
+ E[hˆ′(W (t))(I(t)− I0(t)) | Q(t) = q]+O(1) (58)
(ii) Assume that the scalar δ+ > 0 used in the definition of hˆ satisfies δ+ ∈ (0, pI). There
is a stationary policy such that for each q ∈ X and δ ∈ (0, pI − δ+),
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q] ≤ −c(ξ · q) + η̂∗∗ +O(1) (59)
Proof. Prop. A.1 establishes that hˆ is C2 and convex, with a unique minimum at −τ∗. The
second derivative hˆ′′ satisfies a Lipschitz bound that is independent of δ, by Lemma A.2.
These results make possible a second-order Taylor series approximation to bound the drift
(58):
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q]
= E
[
hˆ′(W (t))[−δ + I(t) + ∆(t+ 1)] | Q(t) = q]
+ E
[
1
2 hˆ
′′(W (t))[−δ + I(t) + ∆(t+ 1)]2 | Q(t) = q] +O(1)
where each expectation on the right hand side is conditioned on Q(t) = q. These two
terms on the right hand side can be transformed using the fact that ∆(t+ 1) has zero mean,
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and is independent of (Q(t),W (t)):
E
[
hˆ′(W (t))[−δ + I(t) + ∆(t+ 1)] | Q(t) = q]
= E
[
hˆ′(W (t))[−δ + I(t)] | Q(t) = q]
E
[
hˆ′′(W (t))[−δ + I(t) + ∆(t+ 1)]2 | Q(t) = q]
= E
[
hˆ′′(W (t))[−δ + I(t)]2 | Q(t) = q]
+ σ2∆E
[
hˆ′′(W (t)) | Q(t) = q]
We have E
[
hˆ′′(W (t))[−δ + I(t)]2 | Q(t) = q] = O(1) under the conditions of (i), so that on
combining these three equations,
E[hˆ(W (t+ 1))−hˆ(W (t)) | Q(t) = q]
= E
[
hˆ′(W (t))[−δ + I(t)] | Q(t) = q]
+ 12σ
2
∆E
[
hˆ′′(W (t)) | Q(t) = q]+O(1)
Consider the special case I(t) = I0(t). Combining the ODE (34) and the ODE bound
given in (55) gives
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q]
= E
[
hˆ′(W (t))[−δ + I0(t)] + 12σ2∆hˆ′′(W (t)) | Q(t) = q
]
+O(1)
= −E[c(W (t)) | Q(t) = q]+ η̂∗∗ +O(1)
= −c(ξ · q) + η̂∗∗ +O(1)
This is why I0(t) is called “ideal”.
In general we have additional terms because of the error between I(t) and I0(t):
E[hˆ(W (t+ 1))−hˆ(W (t)) | Q(t) = q]
= −c(ξ · q) + η̂∗∗ + E[hˆ′(W (t))(I(t)− I0(t)) | Q(t) = q] +O(1)
which gives (58).
We now prove (ii). Consider any policy with the following two features: First, I(t) = 0
whenever W (t) ≥ −τ∗. Second, when W (t) < −τ∗, then exactly one cross-match on the edge
(i0, j0) is performed whenever the two corresponding buffers are non-empty: Xi0(t) ≥ 1 and
Xj0(t) ≥ 1. This event occurs with positive probability due to the bound (31) assumed in
(A3).
Under a policy with these two features, a first order Taylor series approximation gives the
simpler approximation,
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q]
= −c(ξ · q) + η̂∗∗
+ hˆ′(ξ · q)E[(I(t)− I0(t))1{W (t) < −τ∗} | Q(t) = q] +O(1)
(60)
We consider two cases separately.
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First we consider q for which w(q) ≥ −τ∗, so that hˆ′(ξ · q) ≥ 0. If ξT(q +A(t)) = W (t) <
−τ∗, then w(q) < −τ∗ + 1 since ξTA(t) ≥ −1. It follows that |w(q) + τ∗| ≤ 1 if W (t) < −τ∗
occurs with positive probability, and w(q) ≥ −τ∗. Moreover, using a Taylor series expansion,
hˆ′(ξ · q) = hˆ′(−τ∗) + hˆ′′(−τ∗)(ξ · q + τ∗) +O(1)
where we have used the Lipschitz bound on hˆ′′. The first and second derivatives of hˆ vanish
at the threshold, giving hˆ′(ξ · q) = O(1). This and (60) establish the desired bound in (ii) for
q satisfying w(q) ≥ −τ∗.
Consider next q satisfying hˆ′(ξ · q) ≤ 0. Equivalently, w(q) ≤ −τ∗. In this case we have
the lower bound,
I(t)1{W (t) < 0} ≥ 1{A(t) = (i0, j0)}
Hence by (60), when hˆ′(ξ · q) ≤ 0,
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q]
≤ −c(ξ · q) + η̂∗∗ + hˆ′(ξ · q)E[1{A(t) = (i0, j0)} − δ+ − δ] +O(1)
≤ −c(ξ · q) + η̂∗∗ + hˆ′(ξ · q)[pI − δ+ − δ] +O(1)
≤ −c(ξ · q) + η̂∗∗ +O(1)
uunionsq
Similar calculations show that η̂∗∗ is an approximate lower bound on η̂∗, and hence also
η∗:
Lemma A.4. The average cost η̂∗ for the workload model is approximately lower bounded by
its approximation, uniformly in δ > 0:
η̂∗ ≥ η̂∗∗ +O(1).
Proof. The optimized relaxation is denoted Ŵ
∗
: this is the controlled Markov chain (3), with
optimal idleness process given in (19). The increment −δ + ∆(t) = ξTA(t) takes values in
{−1, 0, 1}, so that Ŵ ∗(t) ≥ −τ• − 1 for t ≥ 1.
Optimality of the threshold policy (19) is established in [16, Theorem 9.7.2] through a
construction of the solution hˆ∗ to the ACOE,
min
I≥0
E[hˆ∗(w − δ + I + ∆(t+ 1))] = hˆ∗(w)− c(w) + η∗, w ∈ R.
The minimum is achieved using (19). This can be expressed,
E[hˆ∗(Ŵ ∗(t+ 1))− hˆ∗(Ŵ ∗(t)) | Ŵ ∗(t)] = −c(Ŵ ∗(t)) + η∗, t ≥ 0.
The relative value function hˆ∗ has quadratic growth on (0,∞), and η∗ is the optimal average
cost. By summing the equation above over t = 0 to N − 1, and taking the expectation of
both sides, we obtain for each initial condition Ŵ ∗(0) = w ∈ R,
1
N
N−1∑
t=0
E[c(Ŵ ∗(t))] = η∗ +
1
N
(
hˆ∗(w)− E[hˆ∗(Ŵ ∗(N))]
)
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The right hand side converges to η∗ as N →∞. It follows that N−1E[hˆ∗(Ŵ ∗(N)) | Ŵ ∗(0) =
w] also tends to zero. The function hˆ also has quadratic growth, which implies
lim
N→∞
N−1E[hˆ(Ŵ ∗(N)) | Ŵ ∗(0) = w] = 0, w ∈ R. (61)
Following the same steps as in the proof of Prop. A.3, we can show that for each w ∈ R,
each δ > 0, and any idleness process {Iˆ(t)},
E[hˆ(Ŵ (t+ 1))− hˆ(Ŵ (t)) | Ŵ (t) = w]
= −c(w) + η̂∗∗ + E[hˆ′(Ŵ (t))(Iˆ(t)− I0(t)) | Ŵ (t) = w]
+ 12E[hˆ
′′(Ŵ (t))[I(t)]21{W (t) ≥ −τ∗} | Ŵ (t) = w]+O(1)
Hence for the optimal process,
E[hˆ(Ŵ ∗(t+ 1))− hˆ(Ŵ ∗(t)) | Ŵ ∗(t) = w]
≥ −c(w) + η̂∗∗ + E[hˆ′(Ŵ (t))(Iˆ∗(t)− I0(t)) | Ŵ ∗(t) = w]+O(1)
This bound holds for any choice of δ+ > 0 in the definition of hˆ and Iˆ
0
; we don’t require
δ+ ∈ (0, pI).
We have Iˆ∗(t) ≤ 1 for all t, for initial conditions w ≥ −τ•. If we choose δ+ = 1 in the
definition of hˆ, it follows that Iˆ∗(t)−I0(t) ≤ 0 when hˆ′(Ŵ (t)) < 0, and hence hˆ′(Ŵ (t))(Iˆ∗(t)−
I0(t)) ≥ 0 for all t. That is,
E[hˆ(Ŵ ∗(t+ 1))−hˆ(Ŵ ∗(t)) | Ŵ ∗(t) = w]
≥ −c(w) + η̂∗∗ +O(1) , w ≥ −τ•.
Summing both sides over t = 0 to N − 1 as before, we obtain the lower bound,
1
N
N−1∑
t=0
E[c(Ŵ ∗(t))] ≥ η∗∗ + 1
N
(
hˆ(w)− E[hˆ(Ŵ ∗(N))]
)
+O(1)
in which Ŵ ∗(0) = w in each expectation. Finally, applying the result (61) gives,
η∗ = lim
N→∞
1
N
N−1∑
t=0
E[c(Ŵ ∗(t)) | Ŵ ∗(0) = w]
≥ η∗∗ + lim
N→∞
1
N
(
hˆ(w)− E[hˆ(Ŵ ∗(N)) | Ŵ ∗(0) = w]
)
+O(1)
= η∗∗ +O(1)
uunionsq
A.3 Lemma 3.2 and related bounds
The results in this subsection begin with the representation
E[V (Q(t+ 1))− V (Q(t)) | Q(t) = q] = E[h(X(t+ 1))− h(X(t)) | Q(t) = q],
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combined with the following Taylor series approximation:
E[h(X(t+ 1))−h(X(t)) | Q(t) = q]
= E[hˆ′(W (t))[W (t+ 1)−W (t)] | Q(t) = q] (62a)
+ E[hˆ′′(W (t))[W (t+ 1)−W (t)]2 | Q(t) = q] (62b)
+ E[∇hc (X(t)) · (U(t) + α) | Q(t)
]
+O(1) (62c)
The O(1) error arises from Lipschitz continuity of hˆ′′ obtained in Lemma A.2, which justifies
evaluating the second derivative at W (t) in (62b).
In the proof that follows it is shown that the function Bc(q) is an approximation of (62c),
and B(q) + η̂∗∗ is an approximation of the sum of (62a) and (62b):
B(q) + η̂∗∗ = E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q] +O(1)
= E[hˆ′(W (t))[W (t+ 1)−W (t)] | Q(t) = q]
+ E[hˆ′′(W (t))[W (t+ 1)−W (t)]2 | Q(t) = q] +O(1)
(63)
Proof of (63) and Lemma 3.2. To establish (63), we begin with an approximation of the term
in (62a). Lipschitz continuity of hˆ′′, established in Lemma A.2, gives
hˆ′(W (t)) = hˆ′(ξ · q + I(t) + ξ ·A(t)) = hˆ′(ξ · q) + hˆ′′(ξ · q)[I(t) + ξ ·A(t))] +O(1)
Moreover, since I(t) = 0 for W (t) ≥ −τ∗ we have hˆ′′(W (t))I(t) = O(1), and hence also
hˆ′′(ξ · q)I(t) = hˆ′′(W (t))I(t) +O(1) = O(1).
These two approximations imply that
hˆ′(W (t)) = hˆ′(ξ · q) + hˆ′′(ξ · q)ξ ·A(t) +O(1)
and hence the conditional expectation (62a) admits the bound,
E[hˆ′(W (t))[W (t+ 1)−W (t)] | Q(t) = q]
= E[{hˆ′(ξ · q) + hˆ′′(ξ · q)ξ ·A(t)}[I(t) + ξ ·A(t+ 1)] | Q(t) = q] +O(1)
= {hˆ′(ξ · q) + hˆ′′(ξ · q)(−δ)}[ι(q)− δ] +O(1)
= hˆ′(ξ · q)[ι(q)− δ] +O(1)
where the last bound used hˆ′′(w) = O(δ−1), which is also given in Lemma A.2.
Applying Lipschitz continuity of hˆ′′ once more gives an approximation for (62b):
E[hˆ′′(W (t))[W (t+ 1)−W (t)]2 | Q(t) = q]
= E[hˆ′′(ξ · q)[ξ ·A(t+ 1) + I(t)]2 | Q(t) = q] +O(1)
= E[hˆ′′(ξ · q)[ξ ·A(t+ 1) + δ]2 | Q(t) = q] +O(1)
= hˆ′′(ξ · q)σ2∆ +O(1)
Combining these approximations for (62a) and (62b) gives (63).
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To see that (62c) is approximately equal to Bc(q) we begin with the bound,
E[∇hc (X(t)) · (U(t) + α) | Q(t)
]
= E[hc(X(t+ 1))− hc(X(t)) | Q(t)
]
+O(1)
= 2κζ(q)E
[
c(X˜(t+ 1))− c(X˜(t)) | Q(t)]
− 2κζ(q)E[c(W˜ (t+ 1))− c(W˜ (t)) | Q(t)]+O(1)
(64)
where ζ(q) = c(q)− c(ξ · q) was introduced in (44). The term involving workload is bounded
using convexity of c:
c(W˜ (t+ 1)) ≥ c(W˜ (t)) + δc[W˜ (t+ 1)− W˜ (t)]
where δc is any sub-gradient of c at W˜ (t). This leads to the pair of bounds,
E[c(W˜ (t+ 1))− c(W˜ (t)) | X(t)] ≥ {−δc+ W (t) ≥ 0−I(t)c+ W (t) ≤ 0
Summing over both cases gives the upper bound,
−E[c(W˜ (t+ 1))− c(W˜ (t)) | Q(t)] ≤ E[c−I(t) + c+δ | Q(t) = q]
This combined with (64) completes the proof that the term (62c) is equal to Bc(q) + O(1),
which completes the proof of the lemma. uunionsq
We next establish the implication (48) =⇒ (49):
Lemma A.5. If ι(q) satisfies (48) then (49) holds: B(q) ≤ −c(ξ · q) +O(1).
Proof. Recall the approximation (63):
B(q) + η̂∗∗ = E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q] +O(1)
Proposition A.3 (i) implies that under (48)
E[hˆ(W (t+ 1))− hˆ(W (t)) | Q(t) = q] = −c(ξ · q) + η̂∗∗ +O(1)
These two approximations imply the desired conclusion that B(q) = −c(ξ · q) +O(1). uunionsq
B Step 2: Construction of randomized policy
B.1 Setting parameters in x˜
The following analysis is adapted from Prop. 2.7 of [14].
Consider the general Taylor series approximation for a function f : R → R that is twice
continuously differentiable (C2). The following second-order version of the Mean Value The-
orem holds: For any r, r+ ∈ R,
f(r+) = f(r) + f ′(r)(r+ − r) + 12f ′′(r)(r+ − r)2
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where r lies on the interval with extreme points r and r+. The derivatives of the function
f(r) = r + β(e−r/β − 1) are
f ′(r) = 1− e−r/β , f ′′(r) = e−r/β/β
We take r = Qi(t) and r
+ = Xi(t + 1), so that −1 ≤ r+ − r ≤ 2, (r+ − r)2 ≤ 4, f ′′(r) ≤
f ′′((r − 1)+), and consequently
f(r+) ≤ f(r) + f ′(r)(r+ − r) + 2f ′′((r − 1)+)
Using the notation X˜i(t+ 1) = f(Xi(t+ 1)), Q˜i(t) = f(Qi(t)), this becomes
X˜i(t+ 1) ≤ Q˜i(t) + [1− e−qi/β][Xi(t+ 1)−Qi(t)] + 2
β
e−(qi−1)+/β ,
with q = Q(t). Moreover, the function f is convex, so that
X˜i(t) = f(Qi(t) +Ai(t)) ≥ f(Qi(t)) + f ′(Qi(t))Ai(t) = Q˜i(t) + [1− e−qi/β]Ai(t)
Combining these bounds gives,
X˜i(t+ 1)− X˜i(t) ≤ [1− e−qi/β][Xi(t+ 1)−Xi(t)] + 2
β
e−(qi−1)+/β . (65)
With these preliminaries we obtain the following corollaries to Lemma 3.3. We begin with
the implication of (52):
Lemma B.1. Suppose that q = Q(t) satisfies one of two conditions: Either qi = 0, or qi ≥ 1
and the zero-drift condition (52) holds. Then
E
[
X˜i(t+ 1)− X˜i(t) | Q(t)
] ≤ 2
β
(66)
Proof. The bound is obtained on taking conditional expectations of each side of (65),
E
[
X˜i(t+ 1)− X˜i(t) | Q(t) = q
] ≤ [1− e−qi/β]E[Xi(t+ 1)−Xi(t) | Q(t) = q]
+
2
β
e−(qi−1)+/β
(67)
If qi = 0 then [1− e−qi/β] = 0, giving (66). Otherwise [1− e−qi/β] > 0, but we always have
E[Xi(t+ 1)−Xi(t) | Q(t) = q] = E[Qi(t+ 1)−Qi(t) | Q(t) = q]
The right hand side is non-positive under (52), so that (67) again implies (66). uunionsq
The value of β can now be set based on the value of ε0 > 0 appearing in (53). Throughout
the remainder of the appendix it is chosen so that the following bound holds:
|c| 2
β
≤ ε0
4
(68)
where |c| = ∑ ci. Then, using (66), it follows that the sum of positive drift from all “null
buffers” is at most ε0/4.
With the values of ε0 > 0 and β > 0 fixed, choose q ≥ 1 so that the following bound holds:(
−[1− e−q/β]ε0 + 2
β
e−(q−1)/β
)
≤ −12ε0 (69)
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Lemma B.2. Suppose that the pair of bounds in (53) hold, with qk ≥ q, qm ≥ 1. Then,
E
[
X˜k(t+ 1)− X˜k(t) | Q(t)
]
≤ −12ε0 (70)
E
[
ckX˜k(t+ 1) + cmX˜m(t+ 1)−
(
ckX˜k(t) + cmX˜m(t)
) | Q(t)]
≤ cm 2
β
− 12ε0
(71)
Proof. The Taylor series bound (67) gives,
E
[
X˜k(t+ 1)− X˜k(t) | Q(t) = q
] ≤ [1− e−qk/β](−ε0) + 2
β
e−(qk−1)/β
This combined with (69) implies (70) when qk ≥ q.
The bound (71) also follows from (67). The additional term cm/2β appears because no
lower bound has been imposed on qm. uunionsq
B.2 Proof of Lemma 3.3
Step I: decomposition into two connected components and the basic network flows.
A nonidling policy corresponds to a policy in a new matching graph without the arcs
between S and Dc. This cuts the matching graph into two subgraphs, G1 = GD1∪S1 and
G2 = GD2∪S2 , with D1 = D, S1 = S(D1), D2 = Dc, and S2 = Sc1.
Lemma B.3. Under assumption (A1), both subgraphs G1 and G2 are connected.
Proof. The proof is by contradiction: suppose that G1 is not connected. By definition of
S1 = D(D1), for any s ∈ S1 there is an arc to some d ∈ D1. Therefore, G1 not being
connected implies that D1 can be decomposed as D1 = D
′
1 ∪D′′1 , D′1, D′′1 6= ∅, with no path
in G1 between D′1 and D′′1 . Set S′1 = S(D′1) and S′′1 = S(D′′1). Then,
ξD1 · α = −δ, ξD′1 · α = −δ′, and ξD′′1 · α = −δ′′,
with δ′, δ′′ > 0 and δ = δ′ + δ′′. These implications violate Assumption (A1).
For G2 the arguments are symmetrical (with S2 playing the role of D1). uunionsq
Let N1 and N2 be the corresponding networks as defined by (21). The first step is to
establish a slightly stronger version of Lemma 2.4. In what follows, we only consider N1, the
arguments for N2 are symmetrical.
Lemma B.4. Under Assumptions (A1)-(A3), there is a flow F1 of value αD1 for network N1
such that
γ = min
e∈E1
F1(e) ≥ 1|E1| mink∈D1∪S1 infδ∈[0,δ¯•]
αδ(k) > 0. (72)
Proof. The proof follows similar arguments as in [6, Lemma 3.2]. Suppose that Assumption
(A1)-(A3) are satisfied. Denote by D1(s) = {d ∈ D1 : (d, s) ∈ E1} and S1(d) = {s ∈ S1 :
(d, s) ∈ E1}. Note that S1(d) = S(d), d ∈ D1, by the definition of S1.
Fix
ν =
1
|E1| min
{
δ
2
, min
k∈D1∪S1
inf
δ∈[0,δ¯•]
αδ(k)
}
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which under Assumption (A3) is strictly positive. As D1 ( D, α(D1) < 1, and hence
ν < 1/|E1|. Consider the function Fν : E1 → R+ defined by
Fν(x, y) =

ν for (x, y) = (d, s) ∈ E1
|S1(d)| ν for (x, y) = (a, d), d ∈ D1
|D1(s)| ν for (x, y) = (s, f), s ∈ S1 .
By construction, Fν is a flow for N1. Set
α˜(d) =
α(d)− |S1(d)|ν
1− |E1|ν , d ∈ D1
α˜(s) =
α(s)− |D1(s)|ν
1− |E1|ν , s ∈ S1 .
As ν ≤ min
{
mind∈D1
α(d)
|S1(d)| ,mins∈S1
α(s)
|D1(s)|
}
, α˜(k) ≥ 0 for k ∈ D1 ∪ S1.
For any D′ ( D1, ξD
′ ≤ ξDˆ′ , with Dˆ′ = ∪{D′′ : S(D′′) = S(D′)}. Thus
ξD
′ · α˜ ≤ ξDˆ′ · α˜ = 1
1− |E1|ν
ξDˆ′ · α− ν(∑
d∈Dˆ′
|S1(d)| −
∑
s∈S(D′)
|D1(s)|)

≤ 1
1− |E1|ν
−δ + ν ∑
s∈S(D′)
|D1(s)|
 ≤ 1
1− |E1|ν (−δ + ν|E1|) < 0 .
Consider the directed graph N1, with new capacities on the demand and supply arcs
defined by α˜.
The above shows that NCond (11) are satisfied for N1 at δ = 0. By Assumption (A2)
this is still satisfied for any S′ ( S1 for a small enough interval [0, δ¯•]. By applying Lemma
2.4, there exists a flow F˜1 : E1 → R+ of value αD1 . Define
F1 : E1 → R+, F1 = Fν + (1− |E1|ν)F˜1 .
By construction F1 is a flow for the graph N1 with the original capacity constraints α. The
value of F1 is αD1 and it satisfies F1(e) ≥ γ for all e ∈ E1. uunionsq
The corresponding basic randomized policy is given by equations (22) and (23) for the
two subgraphs. In what follows, we concentrate only on the subgraph G1 (the analysis of the
subgraph G2 is symmetrical).
For a state q ∈ X satisfying c(q) < c(ξ · q) + cgap, this basic policy satisfies (52) of
Lemma 3.3. This follows directly from Lemma 2.5. For a state q ∈ X satisfying c(q) ≥
c(ξ · q) + cgap, we slightly modify this basic randomized policy to get a strictly negative drift.
Step II: modified network flow.
We assume in the following that ξ · q ≥ 0. In the case ξ · q < 0, the arguments are similar.
Based on the definitions (16, 17), a state q ∈ X satisfying c(q) ≥ c(ξ · q) + cgap satisfies
at least one of the following:∑
i∈D1
qici +
∑
j∈S1
qjcj ≥ (ξ · q)cD+ + cgap/2; (73)∑
i∈D2
qici +
∑
j∈S2
qjcj ≥ (ξ · q)cS+ + cgap/2. (74)
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We consider only the first case; the second is symmetrical.
Lemma B.5. Suppose that (73) holds, with cgap is given in (51).
Then, at least one of the following is satisfied:
(a) there is some j ∈ S1 such that qj ≥ q;
(b) there is some i ∈ D1 such that ci > cD+ and qi ≥ q.
Proof. If q does not satisfy either of the two above conditions, then∑
i∈D1
qici +
∑
j∈S1
qjcj = (ξ · q)cD+ +
∑
i∈D1
qi(ci − cD+) +
∑
j∈S1
qj(cj + cD+)
≤ (ξ · q)cD+ + q
∑
i∈D1
(ci − cD+) + q
∑
j∈S1
(cj + cD+)
≤ (ξ · q)cD+ + 2`qcmax < (ξ · q)cD+ + cgap/2,
where the first inequality uses the fact that ci ≥ cD+ for each i ∈ D1, and in the second we
used the bound |D1| + |S1| ≤ ` and the definition of cgap in (51). The final inequality is in
contradiction with (73). uunionsq
We next consider cases (a) and (b) of Lemma B.5 separately.
Case (a): In this case there is also some i ∈ D1 such that qi ≥ 1. Indeed,∑
`∈D1
q` = ξ · q +
∑
k∈S1
qk ≥
∑
k∈S1
qk ≥ q, (75)
as we consider the case ξ · q ≥ 0. For this choice of i, j, we modify the basic randomized
matching policy to increase the matching rate of classes i and j slightly above their arrival
rate.
Without loss of generality, we assume that (i, j) 6∈ E1 = ED1∪S1 (otherwise a modified
randomized policy can be obtained by first matching an item i with an item j and then using
the basic randomized policy). There is a simple path connecting j to i using edges in E1 (since
G1 is connected). Denote this path by
j = j1, i1, j2, i2, j3, . . . , im−1, jm, im = i. (76)
Take 0 < ε1 < γ and consider a new network problem N ′1 in which the capacities of arcs (a, i)
and (j, f) are increased by ε1. Define a new flow F
′
1 by adding ε1(1,−1, 1, . . . , 1) along the
path (76):
F ′1(ik, jk) = F1(ik, jk) + ε1, 1 ≤ k ≤ m
and F ′1(ik, jk+1) = F1(ik, jk+1)− ε1, 1 ≤ k ≤ m− 1.
For the other entries, F ′1(e) = F1(e).
For i and j, we now have∑
s∈S1
F ′1(i, s) = αi + ε1,
∑
d∈D1
F ′1(d, j) = αj + ε1.
The modified matching probability vectors are defined as follows:
• For all d ∈ D1 such that d 6= i, compute pˆ(d) using (22) for the modified flow F ′1.
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• For all s ∈ S1 such that s 6= j, compute pˆ(s) using (23) for the modified flow F ′1.
• For i and j use the basic flow F1: pˆ(i) = p(i) and pˆ(j) = p(j).
A modified randomized policy can now be defined as follows:
• If the queue i1 is not empty, an item i1 is matched with an item j (recall that qj > 0).
• If the queue jm is not empty, an item i is matched with an item jm (recall that qi > 0).
• New arrivals choose their potential match independently, according to the matching
vectors pˆ. It may be possible that the chosen queue is already empty after the first two
steps: in that case, the new arrival is stored in the buffer.
Using similar arguments as in the proof of Lemma 2.5, we can analyze the drift of all
non-empty queues. We distinguish six cases:
• For queue i, qi > 0 and
∑
s∈S(i) F
′
1(i, s) =
∑
s∈S(i) F1(i, s) + ε1 = αi + ε1, thus
E
[
Ui(t) | Q(t) = q
]
= E
[
E[Ui(t) | Q(t), A(t)] | Q(t) = q
]
≥
∑
s∈S(i)
F ′1(i, s) = αi + ε1,
and
E
[
Qi(t+ 1) | Q(t) = q
]
= E
[
Qi(t) +Ai(t)− Ui(t) | Q(t) = q
]
≤ qi − ε1.
(77)
• For queue j, qj ≥ q, and
∑
d∈D1∩D(j) F
′
1(d, j) =
∑
d∈D1∩D(j) F1(d, j) + ε1, thus
E
[
Qj(t+ 1) | Q(t) = q
] ≤ qj + αj − ∑
d∈D1∩D(j)
F1(d, j)− ε1 ≤ qj + δ − ε1, (78)
where the last inequality follows as in the proof of Lemma 2.5.
• For queue i1, if qi1 > 0, there is always a match (i1, j) as defined by step 1 of the
modified randomized policy. Thus, if qi1 > 0,
E
[
Qi1(t+ 1) | Q(t) = q
] ≤ qi1 + αi1 − 1 ≤ qi1 .
• For queue jm, if qjm > 0, then there is always a match (i, jm) as defined by step 2 of
the modified randomized policy. Thus, if qjm > 0,
E
[
Qjm(t+ 1) | Q(t) = q
] ≤ qjm + αjm − 1 ≤ qjm .
• For queue d ∈ D1\{i, i1},
∑
s∈S(d) F
′
1(d, s) =
∑
s∈S(d) F1(d, s). Thus, if qd > 0,
E
[
Qd(t+ 1) | Q(t) = q
] ≤ qd.
• For queue s ∈ S1\{j, jm},
∑
d∈D1∩D(s) F
′
1(d, s) =
∑
d∈D1∩D(s) F1(d, s). Thus, if qs > 0,
E
[
Qs(t+ 1) | Q(t) = q
] ≤ qs + αs − ∑
d∈D1∩D(s)
F1(d, s) ≤ qs + δ.
31
This establishes the conclusions of Lemma 3.3, with k = i, m = j, ε0 = ε1 > 0, and
ε′0 = (ci + cj)(ε1 − δ) > 0, for δ small enough.
Case (b): In this case, we will modify the basic flow to increase the matching rate of class
i above its arrival rate. At the same time, we will decrease the matching rate of queue i0 (a
queue with cost cD+).
There is a path connecting i to i0 using edges in E1. Denote this path by
i = i1, j1, i2, j2, . . . , in−1, jn−1, in = i0.
Take 0 < ε2 < γ. Consider a new network problem in which the capacity of arc (a, i) is in-
creased and of arc (a, i0) decreased by ε2. Define a new flow F
′′
1 by adding ε2(1,−1, 1, . . . ,−1)
on the above path from i to i0:
F ′′1 (ik, jk) = F1(ik, jk) + ε2, 1 ≤ k ≤ n− 1
and F ′′1 (ik, jk−1) = F1(ik, jk−1)− ε2, 2 ≤ k ≤ n.
For the other entries, F ′′1 (e) = F1(e).
The rest of the proof is now similar. We define a new randomized policy using F ′′1 for
the matching vectors for all queues in D1 and S1, except for queues i and i0 that keep the
matching vectors defined using the basic flow F1.
A modified randomized policy is defined as follows:
• If the queue j1 is not empty, an item i is matched with an item j1 (we know that qi > 0).
• New arrivals are choose their potential match independantly, according to their match-
ing vectors.
This has impact only on queues i, i0, j1, and jn−1; for the others, the drift remains the
same as for the basic randomized policy.
• For queue i, qi > 0 and
∑
s∈S(i) F
′′
1 (i, s) =
∑
s∈S(i) F1(i, s) + ε2 = αi + ε2, thus
E
[
Qi(t+ 1) | Q(t) = q
] ≤ qi − ε2.
• For queue i0,
∑
s∈S(i) F
′′
1 (i0, s) =
∑
s∈S(i0) F1(i0, s)− ε2 = αi0 − ε2, thus if qi0 > 0, then
E
[
Qi0(t+ 1) | Q(t) = q
] ≤ qi0 + ε2.
• For queue j1, if qj1 > 0, then there is always a match (i, j1) as defined by step 1 of the
modified randomized policy. Thus, if qj1 > 0,
E
[
Qj1(t+ 1) | Q(t) = q
] ≤ qj1 + αj1 − 1 ≤ qj1 .
• For queue jn−1,
E
[
Ujn−1(t) | Q(t) = q
]
= E
[
E[Ujn−1(t) | Q(t), A(t)] | Q(t) = q
]
≥
∑
d∈D1∩D(jn−1)\{i0}
F ′′1 (d, jn−1) + F1(i0, jn−1)
≥
∑
d∈D1∩D(jn−1)
F1(d, jn−1) + ε2,
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and
E
[
Qjn−1(t+ 1) |Q(t) = q
]
= E
[
Qjn−1(t) +Ajn−1(t)− Ujn−1(t) | Q(t) = q
]
≤ qjn−1 + αjn−1 −
∑
d∈D1∩D(jn−1)
F1(d, jn−1)− ε2
≤ qjn−1 + δ − ε2.
We again obtain the conclusions of Lemma 3.3, with k = i,m = i0, ε0 = ε2 > 0, and
ε′0 = (cD+ − ci)ε2 > 0.
B.3 Drift with idling
We need a corresponding lemma when idling is required (W (t) < −τ∗):
Lemma B.6. Under the assumptions of Theorem 2.6, there exist constants ε0 > 0, δ¯0 ∈ (0, δ¯•),
and δ¯+ > 0, such that for each δ+ ∈ (0, δ¯+) and δ ∈ [0, δ¯0], there is a randomized policy
that satisfies the uniform bounds (i) and (ii) in Lemma 3.3. In addition, the corresponding
workload satisfies,
E[I(t) | Q(t)]− δ = E[W (t+ 1)−W (t) | Q(t)] = δ+ (79)
Proof. Consider the basic randomized policy as in Step II of the proof of Lemma 3.3, obtained
using a strictly positive flow F1 of value αD for the network flow problem N1 defined in Step I
of the proof of Lemma 3.3. Set γ = mine∈E1 F1(e) > 0, as in (72).
Most of the arguments are the same as in the proof of Lemma 3.3. We highlight only
the differences in what follows. One main difference is that, to ensure idling in (79), we now
need cross-matchings (matchings of items in S1 with demand items in D2 = D
c
1). The other
is the fact that Step II of the proof of Lemma 3.3 was written assuming ξ · q ≥ 0. Here we
have ξ · q < −τ∗ < 0, so we first start by explaining the similarity with Step II of the proof
of Lemma 3.3.
A state q ∈ X satisfying c(q) ≥ c(ξ · q) + cgap satisfies at least one of the following:∑
i∈D1
qici +
∑
j∈S1
qjcj ≥ −(ξ · q)cS− + cgap/2; (80)∑
i∈D2
qici +
∑
j∈S2
qjcj ≥ −(ξ · q)cD− + cgap/2. (81)
We will consider the first case; the second is symmetrical.
Lemma B.5 can be extended to the present setting: For any cgap > 0 defined in (51), at
least one of the following is satisfied
(a) there is some i ∈ D1 such that qi ≥ q;
(b) there is some j ∈ S1 such that cj > cS− and qj ≥ q.
Case (a): In this case, under the assumption on cgap, there is also some j ∈ S1 such that
qj ≥ 1 (for the details see the equivalent step for the case ξ ·q ≥ 0 in the proof of Lemma 3.3).
As in the proof of Lemma 3.3, we modify the basic randomized matching policy to increase
the matching rate of classes i and j slightly above their arrival rate.
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Without loss of generality, we assume that (i, j) 6∈ E1 (otherwise a modified randomized
policy can be obtained by first matching an item i with an item j and then using the basic
randomized policy).
As in Step II of the proof of Lemma 3.3, there is a path connecting j to i using edges in
E1 (since G1 is connected). Denote this path by
j = j1i1j2i2j3 . . . im−1jmim = i.
Furthermore, under Assumption (A3), there exists s′ ∈ S1 and d′ ∈ D2 such that
P{Aδs′(t) ≥ 1 and Aδd′(t) ≥ 1} ≥ pI , 0 ≤ δ ≤ δ¯•. (82)
We assume that in this case, the newly arrived items d′ and s′ are matched with some
probability ε2. We need to compensate for the decrease of the matching rate of class s
′
available for items in D1. We do this by constructing a new path from j to s
′ (such a path
exists since G1 is connected). Denote this path by
j = j′1i
′
1j
′
2i
′
2 . . . j
′
n−1i
′
n−1j
′
n = s
′.
Take ε1 and ε2 = (δ + δ+)/pI such that 0 < ε1 + ε2pI < γ, where γ is defined by (72).
Consider a new network problem N ′1 in which the capacity of arc (a, i) is increased by ε1 and
(j, f) is increased by ε1 + ε2pI . Define a new flow F
′
1 in two steps:
• Add ε1(1,−1, 1, . . . , 1) on a path from j to i to the flow F1,
Fˆ1(ik, jk) = F1(ik, jk) + ε1, 1 ≤ k ≤ m
and Fˆ1(ik, jk+1) = F1(ik, jk+1)− ε1, 1 ≤ k ≤ m− 1.
For the other entries, Fˆ1(e) = F1(e).
• Add ε2pI(1,−1, 1, . . . ,−1) on a path from j to s to the flow Fˆ1,
F ′1(i
′
k, j
′
k) = Fˆ1(i
′
k, j
′
k) + ε2pI , 1 ≤ k ≤ n− 1
and F ′1(i
′
k−1, j
′
k) = Fˆ1(i
′
k−1, j
′
k)− ε2pI , 2 ≤ k ≤ n.
For the other entries, F ′1(e) = Fˆ1(e).
The modified matching probability vectors are defined as follows:
• For all d ∈ D1 such that d 6= i, compute pˆ(d) using (22) for the modified flow F ′1.
• For all s ∈ S1 such that s 6∈ {j, s′}, compute pˆ(s′) using (23) for the modified flow F ′1.
• For s′, compute pˆ(s) using (23) for the modified flow F ′1 and α′s′ = αs′ − ε2pI .
• For i and j use the basic flow F1: pˆ(i) = p(i) and pˆ(j) = p(j).
A modified randomized policy can now be defined as follows:
• An item i is matched with an item jm, if qjm > 0.
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• Queue j is used in both paths, thus the first step is to determine the path to be
considered:
– With probability ε1ε1+ε2pI , an item j is matched with an item i1, if qi1 > 0.
– With probability ε2pIε1+ε2pI , an item j is matched with an item i
′
1, if qi′1 > 0.
• If the new arrivals are d′ and s′, then with probability ε2 they are matched together.
Otherwise s′ considered as an usual new arrival for the network N1, and it chooses its
match according to pˆ(s
′).
• New arrivals choose their potential match independantly, according to the matching
vectors pˆ. It may be possible that the chosen queue is already empty after the first two
steps. In that case the new arrival is stored in the buffer.
Then, using similar arguments as in the proof of Lemma 3.3, the conclusions of the lemma
hold for k = i, m = j, ε0 = ε1, ε
′
0 = ciε1 + cj(ε1 + ε2pI − δ) > 0, for δ small enough.
Case (b): In this case, we modify the basic flow to increase the matching rate of class j
above its arrival rate. At the same time, we decrease the matching rate of j0 (a queue with
cj0 = c
S−), using a path connecting j to j0 using edges in E1:
j = j1i1j2i2 . . . jn−1in−1jn = j0.
As in case (a), the newly arrived items d′ and s′ are matched with some probability ε4.
To compensate for the decrease of the matching rate of class s′ available for items in D1, we
use a path from j to s′:
j = j′′1 i
′′
1j
′′
2 i
′′
2 . . . j
′′
m−1i
′′
m−1j
′′
m = s
′.
Take ε3 and ε4 = (δ + δ+)/pI such that 0 < ε3 + ε4pI < γ, where γ is defined by (72).
Consider a new network problem in which the capacity of arc (j, f) is increased by ε3 + ε4pI
and the capacity of (j0, f) decreased by ε3. Define a new flow F
′′
1 in two steps:
• Add ε3(1,−1, 1, . . . ,−1) on a path from j to s to the flow F1:
Fˆ1(ik, jk) = F1(ik, jk) + ε3, 1 ≤ k ≤ n− 1
and Fˆ1(ik−1, jk) = F1(ik−1, jk)− ε3, 2 ≤ k ≤ n.
For the other entries, Fˆ1(e) = F1(e).
• add ε4pI(1,−1, 1, . . . ,−1) on a path from j to s′ to the flow Fˆ1:
F ′′1 (i
′′
k, j
′′
k ) = Fˆ1(i
′′
k, j
′′
k ) + ε4pI , 1 ≤ k ≤ m− 1
and F ′′1 (i
′′
k−1, j
′′
k ) = Fˆ1(i
′′
k−1, j
′′
k )− ε4pI , 2 ≤ k ≤ m.
For the other entries, F ′′1 (e) = Fˆ1(e).
The rest of the proof is now similar. We define a new randomized policy using F ′′, and
lemma holds for k = j, m = j0, ε0 = ε3 − δ, ε′0 = (cj + cj0)(ε3 − δ) + cj0ε4pI > 0, for δ small
enough. uunionsq
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