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In recent years, machine learning methods have revealed their remarkable performance, while on the 
other hand they usually require large training data. When only small data set is available, data augmentation 
is virtually essential. For general natural language processing applications, we propose a data augmentation 
method for document. Our method replaces suitable similar word in the target text context using an existing 
thesaurus and word vectorization methods. In evaluation, we conducted document classification test with and 
without our text augmentation. Our method using "Weblio" thesaurus and "fastText" modified with "SCDV" 
as vectorization showed superior classification performance by about 10% to preceding studies. 
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１．	はじめに 
近年では機械学習の手法が様々な分野，領域で多くの
成果をあげるようになった．しかし，機械学習の手法は
高い精度を達成するために大量のデータセットを要求す
るものが多い．小さいデータセットでの学習は，過学習
の原因になり，汎化性能の低下に繋がる．画像処理分野
であれば画像のデータセットに対して回転やトリミング
を行うことでデータを拡張することができるが，テキス
トデータに対して，このような操作を行うことはできな
い．そこで，テキストデータを対象にしたデータオーグ
メンテーション手法を開発する必要がある．	
テキストデータの拡張に関連した研究には以下のよう
なものがある．塚原ら[1]は，テキスト雑談コーパスに対
して，"おはようございます"を"おはよう"，"-ですよね"
を"-ですもんね"というような独自の話し言葉変換規則
を	173	種類定義し，これを元にオーグメンテーションを
行う手法を提案した．また，宮崎ら[2]や武田ら[3]は，
人手により言い回しの書き換えを行なった文章から，書
き換えられた差分を獲得し，これを元に書き換え規則を
生成，オーグメントを行う手法を提案した．しかし，こ
れらの手法は人手による作業が多いことから，広い分野
のテキストに対して規則を生成するのが難しいという問
題がある．	
Wang ら[4]は，単語の分散表現を用いて，近いベクト
ルを持つ単語を置き換えることでデータを拡張する手法
を提案した．また西本ら[5]は WordNet という辞書を用い
て拡張する手法を提案した．WordNet は概念辞書	(意味
辞書)	と呼ばれるもので	synset	という同義語のグルー
プを持っている．この手法では置換対象となる単語と同
じ	synset	に含まれている単語群の中からランダムに選
択し置換することでデータを拡張する．しかし，これら
の手法ではオーグメント時に置換対象の１語にしか注目
していないため，「"金”を振り込む」と「"金”を掘り当
てる」のように文脈による単語の意味の変化を考慮する
ことができないという問題がある．	
本研究では，辞書に掲載されている類義語の中でも，
オーグメントを行うテキストの文脈に合った単語を選択，
置換することで，精度の高いオーグメントを目指す．文
脈を考慮するため，従来手法の類義語辞典から置換候補
を獲得する手法に加えて，分散表現を用いて置換前後の
テキストの類似度を算出し，この値から置換候補の”確か
らしさ”を算出する手法を提案する．	
	
２．	方法 
（１）提案手法概要 
提案する手法は，大きく分けて”置換する単語の獲得”
と”置換操作”の段階で構成されている．図１に提案する
オーグメント手法の概要を示す．	
	
図１ オーグメント手法の概要 
	
"置換する単語の獲得"では，はじめにオーグメントの
対象となるテキストを取得する．次に，取得したテキス
トの	1	語に注目し，その語と類似している単語を類義語
辞書から取得，取得した単語群を置換候補とする．その
後，各候補に対して"確からしさ"を算出し，最も確から
しい置換候補を，そのテキストにおける"置換可能単語"
としてデータベースに登録する．テキスト中の全ての単
語に対して上記の操作が終了した後，"置換操作"の段階
となり，データベースの情報を元にテキストの語を置換
することで，新しいテキストを生成する．ここでの"確か
らしさが高い"とは，元のテキストと新しく生成したテキ
ストの類似度が高いものとする．これは，近い意味を持
つ単語が置き換えられたのであれば，置換前後でテキス
トの意味は変化しない，つまり類似度が高くなるという
仮定から定義している．類似度の算出には，４節で説明
する定量化手法を用いる．これらの手法を用いた"確から
しさ"の詳しい算出方法は次節で述べる．	
（２）置換する単語の獲得 
"置換する単語の獲得"の段階では，対象となるテキス
トの各単語に対し，類義語辞書から置換候補を獲得し，
各候補の"確からしさ"を算出，最も確からしい候補を置
換可能単語データベースに登録する処理を行う．	
本研究では"確からしさ"の算出方法として"置換前後
の類似度が高いもの"と"置換前後で類似度の変化が少な
いもの"の２種類を提案する．評価実験では，どちらの手
法がより精度を向上させたかを確認した．	
a）置換前後の類似度が高い候補を置換可能単語とする 
この手法では，元の文書ベクトルと候補の単語で置換
した後の文書ベクトルの類似度が高いものを”確からし
い”候補とする．以降この手法を M-1 と記述する． 
b）置換前後の類似度の変化が少ない候補を置換可能単
語とする 
この手法では，”対象単語の１語と残りの語群からなる
文書ベクトルの類似度”と”置換候補の１語とその他の語
群からなる文書ベクトルの類似度”を比べた時，変化が少
なかったものを”確からしい”が高い候補とする．以降，
この手法を M-2 と記述する．	
（３）置換操作 
“置換操作”の段階では，”置換する単語の獲得”で獲得
した置換可能単語データベースを元に置換を行う．単語
を置換する際は，文章中の何割の単語を入れ替えるかを
設定してから行う．このような操作をすることで，オー
グメンテーションで生成されるテキストの数を，組み合
わせの数だけ増やすことができる．本稿では以降，文章
中の語彙数に対して置換する語数の割合を”置換率”と表
記する．評価実験では，置換率を変えることで精度がど
のように変化するか確認した． 
（４）“確からしさ”の算出に使用する定量化手法 
a）Word2Vec 
Word2Vec[6]は Mikolov らによって提案された，コー
パス内の単語の共起関係をニューラルネットワークを用
いて学習することによって，任意次元のベクトルに定量
化する手法である．この手法では，単語の意味を踏まえ
た定量化をすることができ，定量化した単語ベクトルの
演算で単語間の関係を表現することができるという特徴
がある．例えば"king - man + woman"という単語ベクト
ルの演算を行うと"queen"のベクトルと類似しているベ
クトルを算出することができる．また，定量化した単語
ベクトル間のコサイン類似度が，その単語間の類似度に
対応しているという特徴がある． 
Word2Vec では２種類のネットワーク構造が提案され
ているが，本研究では Skip-gram モデルを使用した． 
b）GloVe 
GloVe[7]は Pennington らによって提案された，
Word2Vec を拡張した定量化手法である．これは
Word2vecの Skip-gram モデルにコーパス内の狂気頻度
による重み付けを行うモデルである．この重み付けによ
り，コーパス内における各単語の共起関係を学習しやす
くなり，より高品質なベクトルを獲得することができる．
また，GloVe は Word2vec と同様に単語の意味を踏まえ
た演算を行うことができる． 
c）fastText 
fastText[8]は Bojanowski らによって提案された，
Word2Vec を拡張した定量化手法である．fastText は，
文字 n-gram を用いることで，従来手法では考慮されて
いなかった形態素の字面情報を定量化に使用している．
これにより，従来手法では別々の語として扱われてい
た”go”と”goes”のような活用形や表記揺れを起こしてい
る語を，近い意味を持つ語としてまとめることができる．
また fastText は Word2Vec や GloVe と同様に単語の意
味を踏まえて演算することができる． 
d）SCDV 
SCDV[9]はMekalaらによって提案された，Word2Vec
に対してクラスタリング手法を用いて，ベクトル空間を
?
?
?
?
?
?
?
?
?
?
?
?
?
????????????????
??????????????????
?????
?????????????
????????????
????????????????
?????????????
修正することで，より高精度な定量化を行う手法である．
この手法では，事前に学習した Word2vec と各単語の
IDF 値，そして全単語ベクトルを GMM でクラスタリン
グし得られた，各クラスタに属する確率を掛け合わせ，
掛け合わせた結果を連結させることで単語ベクトルを拡
張している． 
本研究では，SCDV がより高精度な定量化手法となる
ことを期待して，元となる単語ベクトルを Word2vec か
ら Word2Vec より定量化の精度が高いとされている
GloVe と fastText に変更したものを提案する．本稿では，
元となった定量化手法を明確にするためにそれぞ
れ，”SCDV-Word2Vec”，”SCDV-GloVe”，”SCDV-fast
Text”と表記する． 
（５）類義語辞書 
本研究では，十分な項目数を持ち，継続的に更新がな
されていることからWeblio[10]というWeb上の類義語辞
書を使用した． 
本研究では，オーグメンテーションに使用する置換単
語の候補を獲得するためにこの辞書を使用した．しかし，
Weblio には，見出し語が”愛嬌を振りまく”のように複数
の形態素からなる項目や，”〜とは限らない”のように汎
用性を持たせている項目がある．実験を行う際はこれら
の項目を除いた，見出し語の数が 31,785 個で構成されて
いる 697,475 件を使用した． 
（６）評価実験に使用した文書の定量化手法 
評価実験には，Paragraph Vector[11]という文書の定量
化手法を使用した．Paragraph Vector は Le らによって提
案された Word2Vec の適用範囲を単語から可変長の文書
に拡張した定量化手法である．また，Paragraph Vector
は Word2Vec と同様，定量化したベクトル間のコサイン
類似度がその文書館の類似度に対応しているという特徴
がある． 
Paragraph VectorはWord2Vec と同様２つのモデル構造
が提案されているが，本研究では，Le らの提案論文内で
精度が高いとしていたPV-DMのモデル構造を採用した． 
本研究では，この手法を用いて文書のカテゴリ推定問
題を解く実験を行なった． 
 
３．	実験 
オーグメントの精度を直接算出することはできないた
め，文書のカテゴリ推定問題のデータセットに対して各
オーグメント手法を適用することで，推定精度変化の変
化から間接的にオーグメントの精度を確認した．また，
共通のデータセットを用いて，オーグメントを行うテキ
ストを任意の場所で区切ることで長さを変えたとき，オ
ーグメントの精度がどのように変化するかを確認した． 
（１）拡張されたテキスト 
提案手法でオーグメントした結果，出力されたテキス
トの一部を以下に示す． 
 
・	 原文 
 … 今回 の 討論会 は かなり の 収穫 だ ... 
・	 置換後 
… この度 の 討論会 は かなり の 収穫 だ … 
… 今回 の ディベート は かなり の 収穫 だ … 
… 今回 の 討論会 は 豊富 の 収穫 だ … 
… 今回 の 討論会 は かなり の 取れ高 だ … 
 
拡張されたテキストを目視で確認したところ，正しく
置換されているものがあることを確認することができた．
しかし，文脈による語意は正しいが，一般的な日本語の
言い回しでは使われないような拡張結果も確認できた． 
（２）各手法の精度の変化 
ニュースサイトに掲載されている記事テキストのカテ
ゴリ推定とグルメサイトに投稿されたレビュー値を推定
する実験から提案手法によるデータオーグメンテーショ
ンによって各実験の推定精度がどのように変化するかを
確認する実験を行なった．もし，オーグメントした場合
の推定精度が，別のオーグメントをした場合の推定精度
よりも高くなった場合，前者のオーグメントの精度が高
かったと考えられる． 
実験では，オーグメントを行わなかった場合，本稿で
提案した M-1 と M-2 を Word2Vec，GloVe，fastText，
SCDV-Word2Vec，SCDV-GloVe，SCDV-fastText の６種
類の定量化手法を用いてそれぞれオーグメントした場合，
先行研究で提案された，類義語辞書からランダムで選択
した類義語で置換する手法(以降 “Thesaurus Random”)を
用いた場合，そして，辞書を使わず，単純に単語ベクト
ルの類似度が高い単語で置換する手法を使用した場合で，
精度の違いを比較した．さらに”単語ベクトルの類似度を
用いる”手法を提案している論文では，Word2vec を使用
していたが，本実験では GloVe と fastText を用いて類似
度を算出する方法でも精度を確認した．本稿ではこの手
法に用いた定量化手法を明確にするため，”Nearest 
Word2Vec”，”Nearest GloVe”，”Nearest fastText”と表記す
る． 
a）記事のカテゴリ推定 
カテゴリ推定では，ロンウイット社が公開しているニ
ュース記事コーパス[12]の本文データを使用した．この
データセットでは記事が 9 種類のカテゴリに分かれてい
るため９クラスの文書分類問題として実験を行なった． 
実験には２章６節で示した Paragraph Vector を使用し
た．まず，paragraph vector を用いて学習用の記事と評
価用の記事を定量化し，その後，評価用の記事と類似度
が高かった記事のカテゴリを推定結果として出力した．
この実験に対して 10 分割交差検定を行い評価を行なっ
た．表 1 にオーグメントを行わなかった場合 (No 
Augmentation)と各手法でオーグメントした場合の精度
をまとめる． 
 
表 1 各手法と推定結果の関係(カテゴリ推定) 
手法名 Accuracy Precision Recall 
SCDV-fastText(M-2) 63.3 69.7 63.3 
SCDV-fastText(M-1) 58.9 63.5 58.9 
SCDV-GloVe(M-2) 54.4 64.7 53.4 
GloVe(M-2) 54.4 63.9 54.4 
Thesaurus Random 53.5 60.8 53.3 
Nearest fastText 53.2 57.6 63.4 
Nearest GloVe 51.3 54.2 60.3 
GloVe(M-1) 51.1 55.1 61.1 
SCDV-Word2Vec(M-2) 50.8 56.4 51.1 
SCDV-GloVe(M-1) 50.0 64.7 44.4 
Nearest Word2Vec 49.9 55.4 50.1 
Word2Vec(M-2) 48.3 56.2 45.6 
Word2Vec(M-1) 48.1 56.8 48.8 
SCDV-Word2Vec(M-1) 47.8 55.4 43.1 
fastText(M-1) 42.2 54.5 42.2 
fastText(M-2) 41.1 51.0 42.1 
No Augmentation 31.1 41.8 34.1 
 
結果より，オーグメントを行うことで推定精度が向上
することが確認できた．中でも，SCDV-fastText(M-2)
を用いたデータ拡張が最も推定精度を向上させるという
結果が得られた．また，M-1 と M-2 の手法を比べると
M-2の方が精度を向上させる傾向にあることが確認でき
た． 
b）レビュー値推定 
レ ビ ュ ー 推 定 で は Livedoor 社 が 公 開 し て い
る”livedoor グルメ DataSets”[13]の投稿テキストとレ
ビュー値を使用した．このデータセットでは，５段階の
評価と投稿テキストで構成されているため，５クラスの
文書分類問題として実験を行なった． 
この実験でも Paragraph Vector を使用し，各テキス
トを定量化した．そして，評価用のテキストと類似度が
高かったものを推定結果として出力した．表 2 にオーグ
メントしなかった場合と各手法でオーグメントした場合
の精度をまとめる． 
結果より，オーグメント手法によって推定精度が向上
することを確認できたが，拡張を行わなかった場合より
も精度を低下させた手法もあることが確認できた．特に，
単語ベクトルの類似度が高い単語で置換する手法は全て
精度を下げる結果となった．また，この実験結果でも
M-2 が M-1 よりも推定精度を向上させやすい傾向にあ
ることが確認できた． 
（３）置換率の近いによる精度の変化 
テキスト中の単語のうちどれだけの単語を置換するの
が良いかを調べるため，置換率を変えて精度の変化を確
認した．実験の操作は２節で行なった実験と同じだが，
オーグメントを行う際の置換率を 0%から 100％まで 
表 2 各手法と推定結果の関係(レビュー推定) 
手法名 Accuracy Precision Recall 
SCDV-fastText(M-2) 40.1 45.7 39.9 
SCDV-fastText(M-1) 38.3 46.4 39.1 
fastText(M-2) 35.8 46.4 35.8 
Word2Vec(M-2) 34.4 45.1 35.1 
SCDV-GloVe(M-1) 33.3 44.9 33.3 
GloVe(M-2) 32.5 42.4 33.2 
fastText(M-1) 32.4 41.8 33.3 
SCDV-GloVe(M-2) 31.7 32.5 32.5 
SCDV-Word2Vec(M-2) 31.7 42.8 32.5 
No Augmentation 31.5 31.6 31.6 
GloVe(M-1) 31.1 38.8 32.5 
Nearest GloVe 30.2 45.5 30.0 
SCDV-Word2Vec(M-1) 29.2 32.2 29.2 
Thesaurus Random 29.0 39.3 29.1 
Word2Vec(M-1) 28.3 33.9 29.1 
Nearest Word2Vec 28.0 30.9 29.2 
Nearest fastText 27.6 37.1 28.2 
 
10%おきに変えて結果を観察した．本稿では上記の実験
でスコアが良かった SCDV-fastText の M-1 と M-2 を用
いてオーグメントを行なった結果を掲載する．データセ
ットは上記の実験でも使用したニュース記事コーパスを
使用した．表３に置換率ごとの推定精度をまとめる． 
次に，上記の結果をグラフにまとめたものを図２と図
３に示す．グラフは縦軸が Accuracy で横軸が置換率で
ある． 
結果より，M-1 と M-2 のどちらでも置換率を 30%か
ら 40%に設定した場合，精度が高くなる傾向があること
が確認できた． 
（４）テキストの長さによる精度の変化 
この実験では，オーグメントの対象となるテキストを
任意の単位で分割することで，精度がどのように変化す
るかを確認した．本実験での分割単位は，テキストの構
成要素単位を用いた，文，段落，文書(記事１枚分)の３
パターン，加えて形態素の個数を元に１０語，５０語，
１００語，２００語，３００語を１単位とする５パター
ンの計８パターンを検証した．実験の操作は２節で行な
った実験と同じである．本稿では２節の実験で最も精度
を向上させた SCDV-fastText(M-2)を用いてオーグメント
を行なった結果を掲載する．テキストの長さと推定精度
の変化を表 4 にまとめる． 
結果より，文章の構成要素による分割では文書(１記事
分)が最も精度がよく，語数での分割では３００語が最も
精度が高かった．またテキストの単位が短くなるにつれ
て精度が低くなっていることが確認できた． 
 
 
 
 
 
 
表３ 置換率と推定結果の関係 M-1 
置換率 Accuracy Precision Recall 
0 31.1 41.8 34.1 
10 38.0 45.7 39.1 
20 37.3 50.8 47.7 
30 57.8 59.1 58.8 
40 58.9 63.5 58.9 
50 45.6 53.8 45.6 
60 37.8 49.6 37.8 
70 33.3 46.2 35.3 
80 41.3 52.2 42.1 
90 28.9 43.7 32.9 
100 34.4 46.5 37.4 
 
 
図２ 置換率と推定結果の関係 M-1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
表４ 置換率と推定結果の関係 M-2 
置換率 Accuracy Precision Recall 
0 31.1 41.8 34.1 
10 41.9 55.0 48.9 
20 42.3 54.6 52.3 
30 61.1 70.1 61.1 
40 63.3 69.7 63.3 
50 48.9 55.3 48.9 
60 46.7 52.8 51.7 
70 41.1 54.1 43.1 
80 33.3 49.1 37.4 
90 45.6 50.4 46.6 
100 47.6 54.4 48.8 
 
 
図３ 置換率と推定結果の関係 M-2 
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表５ テキストの長さと推定結果の関係 
分割単位 Accuracy Precision Recall 
１文 38.3 44.9 39.1 
段落 41.4 46.8 40.4 
文書 63.3 69.7 63.3 
１０語 11.1 26.1 22.2 
５０語 24.4 39.8 26.3 
１００語 35.1 36.1 32.2 
２００語 30.0 36.0 30.6 
３００語 50.0 64.5 51.1 
 
４．	考察 
（１）提案手法の比較 
本研究ではオーグメント操作の一部として，２種類の”
確からしさ”の算出手法を提案した．結果より，オーグメ
ンテーションによる推定精度の向上は，M-2 の方が大き
い傾向があった．さらに，M-1 は置換候補の単語に対し
て毎回，文書ベクトルを算出した後で，置換前の文書ベ
クトルとの類似度を算出しなくてはならないが，M-2 は
置換候補の単語ベクトルと事前に算出してある残りの語
の文書ベクトルとの類似度を算出し，元の類似度との差
を計算するのみである．このことから，計算量の観点か
らでも M-2 が優れていると考えられる． 
以上のことから，本稿で提案した手法では，置換前後
の類似度の差を用いて候補の”確からしさ”を算出しオー
グメントを行う手法が良いと考えられる． 
（２）拡張対象によるオーグメント精度の変化 
本稿で行なった実験結果を比べると表２で示した推定
精度が表１で示した推定精度と比べて，全体的に低かっ
た．これはデータセットを構成しているテキストが原因
であると考えられる． 
３章２節 a 項で使用したデータセットは１つの文書が
平均３５０単語で構成されているのに対し，３章２節 b
項で使用したデータセットは１文書あたり平均５０単語
程度で構成されている．テキストの長さによるオーグメ
ント精度への影響は次節で考察するが，テキストが短い
ことが原因の一つと考えられる． 
さらに３章２節 a 項で使用したデータセットはニュー
ス記事であることから，掲載前に校閲がなされるため，
一定の口調や表記が保たれているが，３章２節 b 項で使
用したデータセットは，ユーザが自由に投稿することが
できるテキストであることから，表記揺れや誤字脱字，
くだけた表現が多く含まれていると考えられる．以上の
ことから，３章２節 b 項で行なった実験の推定精度が低
くなったと考えられる． 
しかしながら，ユーザが自由に投稿できるようなテキ
ストで構成されているデータセットでも，データオーグ
メンテーションを行うことで精度を向上させることがで
きることが確認できた． 
（３）置換率による精度の変化 
表３，表４で示したように，置換率を 30%から 40%に
設定した場合に精度が高くなる傾向がった．しかし，そ
れ以外では推定精度の向上は小さかった．置換率を低く
設定した場合や高く設定した場合は図４の赤枠内のよう
に新しく拡張したテキストでも，他のテキストとの共通
部分が多くなる． 
このことから，置換率が低い場合や高い場合だと，単
語を置換して新しくテキストを生成しても，大部分が同
じテキストとなるため，オーグメントの効果が薄まった
のではないかと考えられる． 
 
図４ 置換率と文中の共通部分の関係 
 
（４）テキストの長さによるオーグメント精度の変化 
表５で示したように，オーグメントの精度は文書単位
が最も高く，語数単位では３００語が最も精度が高かっ
た．また，テキストの長さが短くなるにつれオーグメン
ト精度は低下した．これは，テキストが短くなるにつれ，
そのテキストを特徴立てる単語ベクトルを獲得しにくく
なったことが原因と考えられる．テキストの特徴を獲得
することができなかったことで，そのテキスト(文脈)に
適した置換候補を選択することができず，結果として精
度が低下したと考えられる． 
（５）定量化手法の精度 
結果で示したように，提案手法の中で SCDV-fastText
を用いた手法が，どちらの実験でも最も精度を高めるこ
とができた． 
本研究の提案手法は，それぞれの単語ベクトルを元に”
確からしさ”を算出していることから，オーグメントの正
確さは，単語ベクトルを生成する定量化手法の精度に依
存すると考えられる．このことから，実験で用いた６種
類 の 定 量 化 手 法 の 中 で も ， 本 研 究 で 提 案 し た
SCDV-fastText が高い精度で定量化することができてい
ると考えられる． 
 
５．	まとめ 
本研究では，既存の類義語辞書と単語の定量化手法を
用いて，テキストに対してオーグメンテーションを行う
手法を提案した．提案したオーグメンテーションを行う
ことで先行研究の手法よりもオーグメントの精度を向上
させることができた．また，従来の定量化手法の改変と
して提案した，SCDV-fastText は他の定量化手法よりも
優位であることを示した．今後の課題として，表記揺れ
やくだけた表現が含まれるテキストや語数が少ないテキ
ストに対しても，高い精度でオーグメンテーションを行
うことが挙げられる． 
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付録 
“確からしさ”算出方法で提案したM-1とM-2のアルゴ
リズムを疑似コードによって記述したもの． 
 
M-1 置換前後の類似度が高い候補を DB に登録 
Input: text : word vectors in text 
Output: Replace word database 
1: for each word vector wv in text do 
2:   /* "Document vector" is  
average of word vectors in the text */ 
3:   odv = calculate document text vector 
4:   dwvs = get similar word vectors from thesaurus 
5:   /* Set original word to the first word candidate */ 
6:   wc=wv 
7:   for each word dwv in vocabulary dwvs do 
8:     tc = replace target word wv in text and condidate  
word dwv 
9:     dcv = calculate document tc vector 
10:    s = calculate similarity between original vector dwvs  
and replaced vector dcv 
11:    if the similarity s is highest then 
12:      /* Replace word candidate */ 
13:      wc = dwv 
14:    end if 
15:   end for 
16:   if wv is not wc then 
17:     Register original word and Replace word pairs in  
the database 
18:   end if 
19: end for 
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M-2 置換前後で類似度の変化が少ない候補を DB に登録 
Input: text : wotd vectors in text 
Output: Replace word database 
1: for each word vector wv in text do 
2:   owvs = word vectors other than w in text 
3:   odv = calculate document owvs vector 
4:   s = calculate similarity between target word wv and 
        original document vector odv 
5:   dwvs = get similar word vectors from thesaurus 
6:   /* Make original word the first candidate */ 
7:   wc = wv 
8:   for each word dwv in vocabulary dwvs do 
9:     sc = calculate similarity between word vector dwv 
           and original vector odv 
10:    if | difference in the degree of similarity s and sc | is  
smallest then 
11:     /* Replace word candidate */ 
12:     wc = dwv 
13:    end if 
14:   end for 
15:   if wc is not wc then 
16:     Register original word and Replace word pairs in  
the database 
17:   end if 
18: end for 
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