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Summary 
We obtain a normal approximation to the conditional distribution of 
maximum likelihood estimates in location-scale families. The variance 
matrix is the inverse of minus the observed log likelihood second 
derivative matrix at the likelihood maximum, as opposed to the inverse of 
the Fisher information. Numerical results are given for the Cauchy case. 
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1. Introduction. In a recent paper [2], the general theory of exact 
and approximate conditional inference for single-parameter likelihoods 
has been discussed. The essence of that theory is that in large samples 
the maximum likelihood estimator has an approximate normal distribution, 
conditional on an exact or asymptotic ancillary statistic, whose variance 
is the reciprocal of the observed likelihood information (as opposed to 
the average, or Fisher information). A classic case is that of the loca-
tion parameter 8 in independent sampling from a cont_inuous regular 
.. 
density f(x-8), where if £8 denotes the second derivative of the sample 
log likelihood and e the maximum likelihood estimator, then is 
,.. 
ancillary and for large samples 8 is conditionally approximately 
N(9, l/-19) . In this case the result gives an excellent approximation 
to the full conditional distribution (derived by Fisher [3] and Pitman 
[ 5]) for moderate sample sizes , as evidenced by numerica 1 results for 
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the Cauchy distribution in [2]. 
While the corresponding general theory for several parameters is 
extremely difficult, it turns out that for regular location-scale 
families the corresponding results flow simply from the known duality of 
conditional distribution and likelihood function. This paper outlines 
the theory and shows how well it works for the particular case of 
independent samples from the Cauchy distribution. Sections 2 and 4 
describe first-order and second-order conditional properties of maximum 
likelihood estimates for location and scale. Section 3 gives corresponding 
numerical results. for the Cauchy case based on Monte Carlo studies. 
2. First-order Theory. Let x1 , .•. , Xn be independently distributed 
with common density 
l f(x-µ) 
CJ CJ 
(-co< X < co), (2.1) 
The density f is assumed regular, 
,. 
and the maximum likelihood estimator 0 is assumed to be a stationary 
point of the log likelihood function 
n -0 
.ee(x) = -ne2 + _I:1 log"f{e 2 (xj-el)} 
]= 
. 
We denote first and second derivatives of .e9 by .e9 (a vector) and 
.e9 (a matrix) respectively. 
The exact theory of inference about 91 and e2 was fully described 
by Fisher [3] and Pitman [5]. The full likelihood information is retained 
,. 
by drawing inferences from the conditional distribution of 9 given the 
value of the ancillary configuration 
,.. 
-92 ,. x.-u 
b. = e (x.-91 ) = J...:. J J 8 
(bl' •.• , bn) 
(j = 1, .... n) 
which may be defined by 
··-
--
-
-
-
-
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-
-
-
-
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The exact conditional density of (~,;) is (see [~ , 5 ]) 
f (~,;jb) ~ ;n- 2exp[ t 0(x)} (2 .2) 
To obtain a pproximation resu l ts analogous to those in [2 ], we define 
the pivotal sta tis tics 
,.. 
-e ,.. 
s l = e 2 (01- 81) 
,.. 
s2 = 82- 82 (2 . 3) 
whose j oint conditional density i s, using (2 . 2 ) . 
_:.=...:._=..:___:_ ___ _ 
~~ to ft Noo 301 
Pago 8, line 14- 0.85 should ba 0.085 
Pase JJ., line 2 o,(n-1) should ba OP(n 4 ) • 
.:> l '- \µ, - 1-" / /U i:!.UU ~2 = ~u~ u - 10g ~ 
is approximately bivariate normal with covariance matrix V given by 
( ( V ) ) • • (_02 ij = [ - to(b) rl = l L/0µ2 
&2 
-o2 Moµacr) -1 
- 02 if "cP2 ( µ ,<Y )=(a ' CJ)' 
(2 . 7) 
A formal proof of this resu l t fo llows by extending results of Ha lker [6 ] 
as in [2 ] and need not be given here . Note that by integrating over the 
set [b : I (b) =constant } , the result of the Lemma may be taken as 
0 
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.. 
conditional on £ (b) • 
0 
As Fisher suggested, the second derivative matrix 
,. 
contains "most" of the ancillary information about the distribution of 8 . 
The practical consequence of the Lemma is that approximate conditional 
confidence limits for µ are given by 
.. 
If £"' a 
.. _1 
µ+(normal quantile) x-v((l,1) element of -£0 } . 
is very variable, these conditional limits may be very different 
from the unconditional limits, which use Fisher information \t = E(- t 8) 
in place of -£9 . The Lemma is intended as a more relevant result than 
the usual unconditional one involving i 9 . 
The approximation (2.6) can be remarkably accurate. Simulation 
results for the Cauchy case are discussed in the ·next section, Here we 
illustrate (2.6) graphically for a single standard Cauchy sample of size 
n = 20. The sample values (x-µ)/8 are, in order, 
-12.61 -6.14 -4.84 -2.11 -0.84 -0.65 -0.65 -0.54 -0.32 -0.25 
- 0.20 +0.31 0.41 0.62 0.68 1.52 3 .25 
and ~ = -0.0645, cr = 0.622 . The second derivative matrix is close to 
its expectation. Figure 2.1 shows two views of the exact conditional 
distribution (2.5) and the normal approximation (2.6), on the lines 
s2 = 0{cr::a) and s 1 = 0{µ=µ) • In each case the function is plotted 
relative to its maximum. Notice that although the approximations are 
very good, the normal tail dies off faster than the exact tail on the 
axis. (This is not unexpected because is a studentized statistic. 
a point we return to later.) 
Although the remainder of the paper continues to deal with µ and cr 
for model (2.1), it is worth pointing out that the results extend to the 
linear model. If T (Xi-uia)/cr are independently distributed with density 
J 
J 
I I I I l 
- 2.s.e.. 
I I I (. l I I l l I 
0 
- 2. s.~. 0 
Figure 2.1 ~xact likelihood function exp{l_ 8 ~b)} \continuous curve) 
and conditional normal approximation :dashed curve) for Cauchy sample 
of size 20. Graphs show functions relative to maxima with 
graph) and s 1=o,second graph). 
s =o, first 
2 
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f, where 
.•• ' u 
n 
are known vectors,. and if 
b = (x. -u:a:) /cr j J 1. (j=l, ... ,n) 
then the Lemma generalizes as follows. 
Lemma' The conditional distribution of 
sl = ~(~-a) and s2 = log cr - log cr 
cr 
given (b1 , ••• , bn) is approximately multivariate normal with covariance 
matrix inverse 
(
I:u .u~g"(b.) 
J J J 
I:u~b.g"(b.) 
J J J 
I:u .b .g"(b. )) J J J 
I:b~g"(b.) J . J 
where g"(b) = d2 log f(b)/db2 • 
3. Numerical Results for the Cauchy Case. To illustrate the theory 
outlined in Section 2 we use the Cauchy density 
f(y) = {n(l+y2 )}-1 
One special reason for this choice is that the coefficient of variation of 
la is high, so that differences between conditional and unconditional 
inferences can be appreciable. Recent contributions on maximum likelihood 
estimation for the Cauchy location and scale are by Haas~ al [4] and 
Copas [1], the latter showing that t 9 has a unique local maximum. Maximum 
likelihood estimation for location only was used as an exa~ple in [2]. 
The numerical results presented here are based on extensive simulations 
for sample sizes n = 20 (15,000 samples) and n = 40 (10,000 samples) 
Given a sample of pseudo-random Cauchy deviates, an initial estimate 
9 = (µ1 ,log 81) was computed using efficient linear combinations of order 
statistics for ~ and cr. Then likelihood scoring was used to iterate 
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toward the solution of t 9 = 0. The convergence criterion for both ,.. ,.. 
lone-step change in estimate!< .005 (u.nconditional st. err. of estimate); 
if convergence was not attained by the twentieth iteration the sample was 
discarded. In most samples less than ten iterations are needed. 
Figure 3.l graphs the empirical variance of s1 = (µ-µ)/6 for intervals 
of values of v11 , the theoretical approximate variance of s1 , for both 
n = 20 and n = 40 Most points correspond to at least 200 samples: and 
standard errors of variance estimates are indicated. vu 
is an excellent approximation for v11 < 0.10 and hence for virtually all 
It is clear that 
cases at n = 40. For most cases at n = 20. i.e. v11 > 0.10 the approxi-
mation is good, but an underestimate (the unconditional approximation 0.10 is 
a drastic underestimate of the unconditional variance 0.12). The central Ba% 
range of v11 values at n = 20 is 0.85 to 0.13, so that large deviations 
from the unconditional variance are quite probable. 
The underestimation of variance at n = 20 is mostly due to variation 
in 
,. 
(J • Section 4 describes the derivation of second-order approximations 
which in Figure 3.l are plotted for n = 20 (open circles). 
Figures 3.2 (n = 20) and 3.3 (n = 40) summarize results for 95% 
confidence intervals for µ. Graphs (a) correspond to basic conditional 
normal approximation limits µ ± 2 a-vvu_, and graphs (b) correspond to 
exact unconditional limits as described by Haas et al [4]. Clearly the 
conditional error rates for the unconditional procedure vary considerably 
over the probable range of v11 The approximate conditional limits work 
very well for n = 40, but are very poor at n = 20. This might be 
anticipated from the variance results and the tail behavior in Figure 2.1. 
Figure 3.2 (c) corresponds to the conditional normal approximation but 
with .the second-order variance approximation described in Section 4. The 
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results ~ere are excellent. 
For the scale parameter> Figure 3.4 shows conditional variance of 
s2 = log 6 - log cr versus the theoretical approximation v22 ~ for n = 20 
and n = 40. Here the approximation is superb. The probable range of 
values for is similar to that for v11 , so that again large deviations 
from the unconditional variance (0.10) are quit~ likely. 
To sum up, the approximate theory of Section 2 seems more than adequate 
for n = 40. But in the location case for n = 20 there is a need for 
second-order approximations. Unconditional inference can be quite misleading 
for probable values of data configurations. 
4. Second-order Approximations. The numerical results of Section 3 
suggest that the basic normal approximation for s1 = (µ-µ)/cr is very 
good for n = 40, but not for n ~ 20 (strictly for v11 ~ 0.10) . By 
comparison with results in [2], we judge that this is due to the use of 
cr in place of cr, Indeed. in the normal case the N(O,n-1) approximation 
for s1 is not very good for n ~ 20 (the exact normal-theory variance of 
s1 is (n-3)-
1) . By considering a higher-order expansion of (2.6) we 
can obtain second-order terms of expansions for the conditional mean and 
variance of s1 (and similarly for s2 , although this seems unnecessary 
here). The calculations are parallel to those in [2] for the location 
case. 
with i,j, ••• = 1,2. Then by expanding the right-hand side of (2.6) 
about the bivariate normal term we have 
(4.1) 
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where 
and Z* denotes expectation with respect to the approximating 
N2 {o,((vij))} distribution for (s1 ,s2 ) • Next we replace the exponents 
in (4.1) by the approximation 
(4.2) 
Finally we compute expectations of numerator and denominator using standard 
moment properties of the bivariate normal distribution. 
Before describing the general result, consider the illustrative case 
of normal f • In this case the required derivatives are 
dll = -n, d22 = -2n, dll2 = 2n, d222 = 4n, dll22 = -4n, d2222 = -Sn, 
all others being zero. Then substitution of (4.2) for the exponents in 
(4.1) and moment evaluation easily leads to 
E(S2 )~.! + ~ 1 n n 
matching the exact result l/(n-3) • 
The general result is the fearsome expression 
E ( 81 I b) ~ v 11 +~1111 v {1 +2d1112 v 12 "11 $1122 ( 5vf2 v 11 +vf 1 v 22) 
+d1222<vr2+v12v11v22)-tid2222vf2v22+~11vi1 
+f12( 39vf2vf1+6vi1v22)+f22<12vi2+3ov12vllv22+?v~1~2) 
which includes all O (n-1 ) terms. p 
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(4. 3) 
This second-order approximation was used in the simulations described 
in Section 3 for n = 20, where in Figures 3.l and 3.2 it appears to give 
satisfactory improvement both for conditional variance and, more important, 
for conditional confidence intervals. 
The corresponding expression for bias of s1 , derived in the same 
way, is 
If f is symmetric, and if we average over b with fixed 
(i.e. treat as the conditioning statistic), then derivatives of 
odd order with respect to a1 vanish and many of the terms in (4.3) are 
very small; E(s1 jv11 ) = 0 by synnnetry. For the Cauchy case the numerical 
evidence would suggest that a good second-order approximation to conditional 
variance is 
To derive a corresponding theoretical result would seem to be out of the 
question. 
5. Final Connnents. For likelihood inference about a single parameter, 
,.. 
9 and .t9 contain "most" of the information. A suitably scaled version 
.. 
of t9 acts as an exact or approximate ancillary, conditional on which 
•\.1 
-£"' · may be taken as the variance of 13 in a normal approximation. The 9 
same result has been shown to hold here for location and scale parameters 
jointly, and in particular provides a simple way to approximate the con-
ditional standard error for the location parameter (and general linear 
.. 
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model parameters). For problems in which 19 has a large coefficient of 
variation, the above results can differ greatly from unconditional asymptotic 
results using Fisher information. 
Our discussion has focussed mainly mseparate estimation of one 
parameter, namely µ. For simultaneous estimation our results suggest that 
the likelihood ratio method of obtaining confidence regions fits into the 
approximate conditional theory (in the sense that nominal chi-square pro-
perties will hold approximately conditional on the ancillary), because 
This aspect has not been investigated in any detail, although it would 
obviously be an important part of a multi-parameter theory. 
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