We are interested in solutions Ψt of the Schrödinger equation of N interacting bosons under the influence of a time dependent external field, where the range and the coupling constant of the interaction scale with N in such a way, that the interaction energy per particle stays more or less constant. Let N ϕ 0 be the particle number operator with respect to some ϕ0 ∈ L 2 (R 3 → C). Assume that the relative particle number of the initial wave function N −1 Ψ0, N ϕ 0 Ψ0 converges to one as N → ∞. We shall show that we can find a ϕt ∈ L 2 (R 3 → C) such that limN→∞ N −1 Ψt, N ϕt Ψt = 1 and that ϕt is -dependent of the scaling of the range of the interaction -solution of the Gross-Pitaevskii or Hartree equation.
Introduction
In this paper we wish to analyze the dynamics of a Bose condensate of N interacting particles when the external trap -described by an external potential A t -is changed, for example removed.
We are interested in solutions of the N -particle Schrödinger equation
with some symmetric Ψ 0 we shall specify below and the Hamiltonian
acting on the Hilbert space L 2 (R 3N → C), where β ∈ R stands for the scaling behavior of the interaction. The v N β we wish to analyze scales with the particle number in such a way, that the total interaction energy scales in the same way as the total kinetic energy of the N particles. For the heuristic arguments we shall give first one should think of a interaction which is given by v N β (x) = N −1+3β v(N β x) for a compactly supported, spherically symmetric, positive potential v ∈ L ∞ . The interactions we shall choose below will be of a more general form. The A t describing the trap potential is a time dependent external potential which we shall choose -in contrast to v N β -not N -dependent. Note, that H conserves symmetry, i.e. for any symmetric function Ψ 0 also HΨ 0 and thus Ψ t is symmetric.
Assume moreover that the initial wave function Ψ 0 is a condensate, i.e. that there exists a L 2 function ϕ 0 such that
where n ϕ0 is the particle number operator of particles in ϕ 0 (see Definition 2.1 (c) and Lemma 2.3 (a)).
Under these and some additional technical assumptions we shall show that also Ψ t will be a condensate, i.e. that there exist L 2 functions ϕ t such that lim N →∞ Ψ 0 , n ϕt Ψ 0 = 1 uniform in t on any compact subset of R + and -under additional decay conditions on ϕ t -uniform in t ∈ R + . Even more: We shall show that ϕ t solves the differential equation
with ϕ 0 as above, where the "mean field" V ϕt depends on ϕ t itself, so (3) is a non-linear equation. For different regimes of β different effective mean field potentials will appear:
We explain the table. For β < 0 lim N →∞ v(x 1 − x j ) ≈ v(x − y)|ϕ t | 2 (y)d 3 y assuming that the particles are |ϕ t | 2 -distributed. In this case (3) is called "Hartree equation". This limit has already been proven in the literature [8] . A sketch of an alternative proof shall be given below to motivate the technique used in this paper for the cases 0 < β ≤ 1 we shall focus on here.
For 0 < β the interaction becomes δ-like. To be able to "average out" the potential it is important to control the microscopic structure of Ψ t . Assuming that the energy of Ψ t is small, the microscopic structure is -whenever two particles approach -roughly given by the zero energy scattering length of the potential 1/2v N β (the factor 1/2 comes from the fact that one has to go to relative coordinates of the two particles).
For β = 1 the scaling of the potential is such that the zero energy scattering state of f N (x) of the potential v N β /2 scales like f N = f 1 (N x). It follows that the mean field is given by 2a|ϕ t | 2 , where a is the scattering length of v/2. For 0 < β < 1 the scaling is "softer" and the microscopic structure disappears as N → ∞. Thus the mean field is given by V ϕt = v 1 |ϕ t | 2 . One can also argue, that for "soft scalings" the scattering length is in good approximation given by the first order Born approximation, i.e. by the L 1 -norm of the interaction.
For β > 1 note, that the scattering length of a spherically symmetric potential is always smaller than the radius of its support, thus for β > 1 N a N → 0 for N → ∞, implying that the interaction becomes negligible for β > 1 as N → ∞.
The cases β = 1 and 0 < β < 1 have been proven recently for the special case A t ≡ 0 [1, 2, 3, 4] . We shall give an alternative proof including time dependent external potentials and with weaker conditions on Ψ 0 and also generalizing to hard core potentials for β = 1.
Definition of the Projectors
Before we consider the different cases of 0 ≤ β ≤ 1 we define the following operators acting on L 2 (R 3N → C) we shall need in the proofs below 
. , N } → R
+ we define the operator f ϕ :
We shall also need translations of the operators f : (4) ) equals the relative particle number operator of particles not in the state ϕ, i.e.
(d) For any function f : {0, 1, . . . , N } → R + , any function v : R 6 → R and any j, k = 0, 1, 2 we have
where
Proof: (a) follows immediate from definition 2.1, using that p j and q j are orthogonal projectors.
For (b) note that 1 =
and (b) follows.
For (5) we can write using symmetry of Ψ
Similarly we have for (6)
and (c) follows. Using the definitions above we have for (d)
For (e) we have
Using that
thus part (c) of the Lemma yields
With the operator inequality ( n ϕ ) λ < ( n ϕ ) γ for any λ < γ we get (e).
Convergence of the Reduced Density Matrix
Proof: We shall show that
for any j, l > 0, which is equivalent to (a). Let lim N →∞ Ψ, ( n ϕ ) j Ψ = 0 for some j > 0. It follows, that there exists a function δ(N ) with lim N →∞ δ(N ) = 0 such that
Let k(N ) be the smallest integer such that
Thus lim N →∞ Ψ, ( n ϕ ) j Ψ = 0 and (a) follows.
With (a) we can choose without loss of generality j = 2 to prove (b). So let
With Lemma 2.3 (c) we have using symmetry of Ψ t that lim N →∞ q
The first summand equals p 
Remark 2.5 Similarly one can proof that lim
implies convergence of the reduced k-particle density matrix for any fixed k < ∞.
Derivation of the Hartree equation
Let us now consider the different cases for β. To motivate the technique we shall use below, we first take a short look at β = 0. In this case we have that the mean field is of the form v ⋆ |ϕ t | 2 and (3) becomes the Hartree equation. Let ϕ t be a solution of the Hartree equation, let T < ∞ be such that ϕ t ∞ < ∞ for all t < T .
Defining
and assuming that α 0 → 0 as N → ∞ we wish to show that α t → 0 uniform in t < T . Note, that α t is 1/N times the expectation of particles which are not in the state ϕ t , i.e. 1 − α t = Ψ t , 1 − ( n ϕt ) 2 Ψ t is 1/N times the expectation of particles which are in the state ϕ t .
By (8)
Using symmetry of Ψ t and Definition 2.1 we have
Using selfadjointness of the multiplication operators the first and third summand cancel out and we get
Remember that in the case β = 0 the scaling is such that v
Using Lemma 2.3 (c) it follows in view of (8) that one can find a C < ∞ such that |α
thus by Gronwalls Lemma α t → 0 for N → ∞ uniform in t < T (under the assumptions above, in particular α 0 → 0 for N → ∞).
Derivation of the Gross-Pitaevskii equation
Let us now consider the case 0 < β ≤ 1. Then (3) becomes the Gross Pitaevskii equation
The respective Gross Pitaevskii energy is given by
To control Ψ t , n ϕ GP t Ψ t , the solutions ϕ
GP t
of the Gross Pitaevskii equation we shall consider have to satisfy some additional conditions. If we have in addition sufficiently strong decay conditions on ϕ GP t in t we can even get control on the respective α t uniform in t < ∞. Therefore we shall define next the sets G and G dec of solutions of (9) which satisfy these conditions Definition 4.1
and
Furthermore we shall -depending on β -need some conditions on the interaction v N β . These conditions shall include the potentials we used in the introduction, i.e. potentials which scale like v
For any 0 < β < 1 let
and let
where scat(v) is the scattering length of the potential v.
With these definitions we arrive at the main Theorem: (c) It has been proven for a large class of external potentials that the Nparticle ground state wave function Ψ satisfies the conditions (11) and (12) [5, 6, 7] . on p j , q j , P j , P j,k and ·.
Proof of the Theorem
Note that due to Lemma 2.4 (a) we have some flexibility in choosing which term we wish to control: To prove the Theorem we can choose to control Ψ t , ( n) γ Ψ t for arbitrary γ > 0 . We shall use γ = 1 since we shall estimate the kinetic energy (see Lemma 5.4 below) in terms of Ψ t , n Ψ t .
Definition 4.6 Using the notation
(15)
Lemma 4.7 For any solution of the Schrödinger equation Ψ t we have
d dt α(Ψ t ) = 2α ′ 1 (Ψ t ) + 4α ′ 2 (Ψ t ) .
Proof:
We have for 0 < β ≤ 1 for the time derivative
Using symmetry of Ψ it follows that
Note that we can write for any m : {1, . . . ,
Using symmetry of Ψ and selfadjointness of h 1,2 P N −2,k−2 it follows that
5 The Gross Pitaevskii equation for 0 < β < 1/3
In this section we shall control α 1,Ψ and α 2,Ψ under additional conditions on β, namely β < 1/3 for α 1,Ψ and β < 1 for α 2,Ψ .
Lemma 5.1 We have under the conditions of Theorem 4.3 that there exists a
Proof: Using (14) and 1
Using that ℑ( Ψ, AΨ ) = −ℑ( Ψ, A t Ψ ) for any operator A and that Ψ is symmetric (note that p 1 q 2 h 1,2 q 1 p 2 is invariant under adjunction plus exchange of the variable x 1 and x 2 ) and Lemma 2.3 (dc) we get
Then we have under the conditions of the Theorem that there exists a C < ∞ and a ξ > 0 such that (a) for any 0 < β < 1
The proof of Lemma 5.2 shall be given in the Appendix for later reference in a more general form.
Control of the kinetic energy for β < 1
To finish the control of α(Ψ t ) we shall provide a sufficient estimate on the kinetic energy of Ψ t , in particular ∇ 1 q 1 Ψ t . This estimate shall be given in terms of α(Ψ t ), thus finally our estimate on α ′ (Ψ t ) shall depend on α Ψ making α(Ψ t ) controllable by a Gronwall argument. For that we need
Then we have under the conditions of the Theorem that there exists a C < ∞ and a ξ > 0 such that for any 0 < β < 1
The proof of which shall be given together with the proof of Lemma 5.2 in the Appendix. 
Proof: Using symmetry of Ψ t
Using symmetry of Ψ t
where we used Lemma 2.3 (e) in the last step. It follows using condition (12) that for N sufficiently small (i.e. such that
We get using symmetry of Ψ t and self adjointness of the multiplication operators for the last summand in (18)
Using symmetry of Ψ t , the absolute value of the second term is bounded by
2 in its more general form as given in the Appendix and using positivity of v N β (implying positivity of line (19)) we get that
so with (18)
Note also that ∇Ψ t 2 = ∇p 1 Ψ t 2 + ∇q 1 Ψ t 2 and
Choosing ξ ≤ min{δ, 1/4, β, 1 − β} Lemma 5.4 follows.
Proof of Theorem 4.3 for β < 1/3
Lemma 4.7 with Lemma 5.1 and Lemma 5.4 gives
We shall use a Gronwall argument to control α(Ψ t ): Consider the differential equation
Since the right hand side of (22) is positive, the solution γ t with γ 0 = α(Ψ 0 ) dominates α(Ψ t ). Moreover γ t increases monotonously, thus sup 0≤s≤t {γ s } = γ t and γ
It follows that 
be the zero energy scattering state of the potential 
Since g N β1,β2 (x) = 0 for x > 2N −β1 it follows that
which is (a).
Next we have to show that W
Note also that W 
and again using (24)
It follows that the support of W 
Control of the kinetic energy for β = 1
Next we shall control the kinetic energy ∇ 1 Ψ for β = 1. Note that in this case, a relevant part of the kinetic energy is absorbed to form the microscopic structure. That part of the kinetic energy is concentrated around the scattering centers.
The microscopic structure can -as long as there are no three particle interactions -be controlled using Lemma 6.2. So we shall first cutoff three particle interactions without disturbing ∇ 1 Ψ, i.e. we define a cutoff function which does not depend on x 1 and cuts off all parts of the wave function where two particles x j , x k with j = k, j, k = 1 come to close (R 1 given by Definition 6.3).
After that we shall subtract that part of the kinetic energy which is used to form the microscopic structure. The latter is concentrated around the scattering centra (i.e. on the set S j given by Definition 6.3).
Definition 6.3 For any
j, k = {1, . . . , N } let s j,k := {X ∈ R 3N : |x j − x k | < N −26/27 } (26) S j := k =j s j,k S j := R 3N \S j R j,k := l =j,k s k,l R j,k := R 3N \R j,k Proposition 6.4 Ψ t − 1 Rj Ψ t < CN −7/54 .
Proof:
Using Hölder and Sobolev we get
Since ∇ 1 Ψ t < C the Proposition follows.
Lemma 6.5 Let under the conditions of the Theorem β ≤ 1. Then there exists a γ > 0 such that for any
Proof: Below we shall use from time to time that for any f ∈ L 2 , any g ∈ L 1 and any normalized Ψ, χ
where · op stands for the operator norm
AΨ .
Let us now prove Lemma 6.5. Recall (18)
By definition of the set S 1 the support of the potentials v 
is positive and
For the last summand in the first line we have using positivity of W N β,1
We already got bounds on S 1 , S 3 and S 6 : All these terms appeared in (19) above and could be estimated by the right hand side of Lemma 5.4. S 5 > 0 since W N 1,β is positive. For S 2 we have
which is in view of Proposition 6.4 bounded by the right hand of (27).
For S 4 we have
Using Hölder and Sobolev we have
it follows with (32) that S 4 is bounded by the right hand side of (27). Hence
For the first summand in (33) we can write
we can find a γ > 0 such that
Using that 1 − p t Ψ t 2 = q t Ψ t 2 < α(Ψ) and that both summands are positive the Lemma follows.
6.3 Redefinition of α for 1/3 < β ≤ 1
As mentioned in the introduction one has to control the microscopic structure of Ψ when β increases. On the technical level that means, that for β > 1/3 the α ′ 1 and for β = 1 the α ′ 2 can't be controlled. We have to equip the α 1/2 with the respective microscopic structure. We shall do that by adding the functions λ 1,2 to α 1/2 and λ First note that we can replace in the estimate of the second term in Lemma 5.2 (a) ∇ 1 q 1 Ψ t by 1 S1 ∇ 1 q 1 Ψ t : Lemma 6.6 Under the conditions of Lemma 5.2 we have for 0 < β < 1
The proof shall be given in the Appendix.
Lemma 6.8 There exists a γ > 0 such that (a) For any solution of the Schödinger equation
Proof: (a) follows as above, using that 
It follows that
Using symmetry of Ψ and
For the first summand we have
With Lemma 6.5 it follows that |S 0 | is bounded by the right hand side of (35). Using as above (see proof of Lemma 5.1) that ℑ( Ψ, AΨ ) = −ℑ( Ψ, A t Ψ ) for any operator A and that Ψ is symmetric (note that p 1 q 2 v N β (x 1 − x 2 )q 1 p 2 is invariant under adjunction plus exchange of the variable x 1 and x 2 ) and Lemma 2.3 (d) we get for S 1 Lemma 6.2 (b) ) it follows with Lemma 6.6 that
With Lemma 6.5 it follows that |S 1 | is bounded by the right hand side of (35). For S 2 and S 3 we get integrating by parts
With Lemma 6.5 it follows that |S 2 + S 3 | is bounded by the right hand side of (35).
With Lemma 6.5 it follows that |S 4 | is bounded by the right hand side of (35). For S 5 we have using q 2 = 1 − p 2
which is due to Lemma 6.5 and Lemma 2.3 bounded by the right hand side of (35). For the second summand we have in view of Lemma 2.
With Lemma 6.5 it follows that |S 5 | is bounded by the right hand side of (35). Similarly we get for S 6 using Lemma 2.3 (d)
With Lemma 6.5 it follows that |S 6 | is bounded by the right hand side of (35). For S 7 + S 10 we use (17) to get
It follows using symmetry and Lemma 2.3 that
With Lemma 6.5 it follows that |S 7 + S 10 | is bounded by the right hand side of (35). For S 8 and S 9 note first, that
With Lemma 6.5 it follows that the latter is bounded by the right hand side of (35), thus it suffices to control
instead of S 8 and S 9 . For S 8 we have
which is again bounded by the right hand side of (35). For S 9
Note that due to (23)
) with g(x) < C/(N |x| + 1) and g(x) = 0 for x > CN −8/9 . It follows that
Using Hölder and Sobolev it follows that for sufficiently large N g(
It follows that also S 9 is bounded by the right hand side of (35) and (b) follows.
Similar as for α 2 (Ψ) above, we wish to equip α 1 (Ψ) with a microscopic structure, i.e. define a λ 1 (Ψ) and a λ become controllable for 1/3 ≤ β ≤ 1. As a first step we shall define λ 1 (Ψ) similar as λ 2 (Ψ) above (c.f. Definition Lemma 6.7) comparing α 1 (Ψ) with α 1 (Ψ), i.e. we define
As above (Lemma 6.8 (a) and (c)) we have
we get furthermore
| we can use (36), replacing g N 8/9,β by g N 2/7,β and ( n − n 1 )p 1 q 2 by ( n − n 2 )p 1 p 2 . Using symmetry, 1 = p j + q j and (17) and reordering the summands we get
For T 0 to T 11 one can copy the estimates of S 0 to S 10 above and gets, that 11 j=0 T j is bounded by
Instead of controlling T 12 and T 13 we add another term which pays respect to higher orders of for the microscopic structure, i.e. we define
we get similar terms as the T j above, the only difference being an additional operator N 2 g N 2/7,β (x j −x k )p j p k and a higher order derivative of n (interpreting m − m 1 as the derivative of m). We arrive at terms which are bounded by (38) and the respective T 12 and T 13 , i.e.
Iteratively we add higher orders of the microscopic structure for the remaining terms. Each iteration yields another operator N 2 g N 2/7,β (x j − x k )p j p k and a "higher order derivative of n", thus a factor N −1/7 . We stop the iteration as soon as all the remaining terms can be estimated by (38). Thus we get Lemma 6.9 There exists a γ > 0 and functionals λ 1 (Ψ) and λ
Summarizing ( 
Proof of Theorem 4.3 for β ≥ 1/3
In view of Corollary 6.10 (c) and Lemma 2.4 (b) it suffices to prove that
under the assumption lim N →∞ N γ λ(Ψ 0 ) = 0. Therefore we use the estimates we get from Corollary 6.10 (b) on the time derivative of λ(Ψ t ) and a Gronwall-like argument.
it follows that λ(Ψ t ) is bounded from above by the solution µ t of the differential equation
for N large enough. Note, that under the assumptions of the Theorem
Thus ζ t tends to zero as N → ∞ uniform in t < T , so does µ t and so does λ(Ψ t ). With Corollary 6.10 (c) the Theorem follows. 
Since under our assumptions ϕ
follows. The left hand side of (41) is bounded by
With (45) and Lemma 2.3 we get (41).
Next we shall prove (44). To estimate this term note, that the operator norm of p 1 p 2 v N β (x 1 , x 2 ) mq 1 q 2 restricted to subspace of symmetric functions is much smaller than the operator norm on full L 2 (R 3N → C). Therefore one has to use symmetry of Ψ to get good control of this term. We define for some δ > 0 we shall specify below the functions m a,b : {1, . . . ,
Using Lemma 2.
For any h : {1, . . . , N } → R + we have that
where we used Lemma 2.3 as well as that under our conditions v
Choosing 0 < δ < (−1 + 3β)/2 and ξ < min{−1 + 3β + 2δ, δ} (44) follows.
(42) for 0 ≤ β < 1/3 can be proven in the same way replacing m by 1. For 1/3 ≤ β < 1 we define U N (x) := 
Integration by parts and Lemma 2.3 (d) yield
For S 2 we have similar as above
For the last factor we write
Note, that ∇ 1 h N (x 1 − x 2 ) = −∇ 2 h N (x 1 − x 2 ), thus
so as above S 4 is bounded by the right hand side of (42). For S 5 we estimate
which is (see below (48)) of order N −2+3β . Thus S 2 is bounded by the right hand side of (42).
For S 3 note, that ∇ 1 h N (x 1 − x 2 ) = −∇ 2 h N (x 1 − x 2 ). Integration by parts yields For the last factor we write
Ψ, m 2 q 1 p j (∇ 1 h N (x 1 − x j )) 2 m 2 q 1 p j Ψ =: S 9 + S 10 .
Partial integrations yield so as above S 9 is bounded by the right hand side of (42). For S 10 we estimate
which is (see below (48)) of order N −2+3β . Using |ab| < a 2 + b 2 we get that S 6 is bounded by the right hand side of (43).
For S 7 we have using symmetry
Ψ, q 1 p j m 2 (∇ 1 h N (x 1 − x j ))1 S1 ∇ 1 q 1 q j Ψ | (55)
Using again symmetry we have 
