We discuss how to learn non-recursive directed probabilistic logical models from relational data. This problem has been tackled before by upgrading the structure-search algorithm initially proposed for Bayesian networks. In this paper we show how to upgrade another algorithm for learning Bayesian networks, namely ordering-search. For Bayesian networks, ordering-search was found to work better than structure-search. It is non-obvious that these results carry over to the relational case, however, since there ordering-search needs to be implemented quite differently. Hence, we perform an experimental comparison of these upgraded algorithms on four relational domains. We conclude that also in the relational case orderingsearch is competitive with structure-search in terms of quality of the learned models, while ordering-search is significantly faster.
Introduction
There is an increasing interest in probabilistic logical models as can be seen from the variety of formalisms that have recently been introduced for representing such models. Many of these formalisms deal with directed models that are upgrades of Bayesian networks to the relational case. Learning algorithms have been developed for several such formalisms [12, 15, 19] . Most of these algorithms are essentially upgrades of the traditional structure-search algorithm for Bayesian networks [13] .
An alternative algorithm for learning Bayesian networks, more recent than structure-search, is ordering-search [22] . Ordering-search is based on the fact that it is relatively easy to learn a Bayesian network if an ordering on the random variables is given (because this eliminates the possibility of cycles; this was for instance the idea behind the seminal K2 learning algorithm [3] ). However, usually the best ordering is not known in advance. Hence, the idea behind ordering-search is to perform a heuristic search through the space of possible orderings to find the best ordering. Teyssier and Koller [22] experimentally compared ordering-search to structure-search for learning Bayesian networks. They found that ordering-search is competitive with structure-search in terms of quality of the learned Bayesian networks, while ordering-search is usually faster.
Unlike structure-search, ordering-search has not yet been upgraded to the relational case. The good performance of ordering-search for Bayesian networks motivates us to perform this upgrade, and to investigate whether also in that case ordering-search still performs well as compared to structure-search. This is an interesting question since it is non-obvious that the efficiency advantage of orderingsearch over structure-search as observed for Bayesian networks also holds in the relational case. The reason for this is that ordering-search needs to be implemented quite differently in the relational case due to the fact that simple conditional probability tables can no longer be used (see Section 6.1.5).
Contributions
The main contributions of this work are three-fold. First, we upgrade the orderingsearch algorithm towards learning non-recursive directed probabilistic logical models. Second, we discuss the relation of the resulting algorithm to the original ordering-search algorithm and to several algorithms for learning recursive dependencies. Third, we experimentally compare our ordering-search algorithm to the upgraded structure-search algorithm on four relational domains. We use the formalism Logical Bayesian Networks [6] but the proposed approach is also applicable to related formalisms such as Probabilistic Relational Models [10, 12] , Bayesian Logic Programs [15, 16] and Relational Bayesian Networks [14] .
Part of this work has been published before [9] . This paper extends our previous work in three ways. First, we included a discussion of some properties of Logical Bayesian Networks that are relevant for learning, and how to deal with them. Second, we included a discussion of the relation of our ordering-search algorithm for Logical Bayesian Networks to related algorithms (namely the original orderingsearch algorithm and several algorithms for learning directed probabilistic logical models with recursive dependencies). Third, we extended the experimental analysis in several respects (we added two real-world datasets, we performed a more detailed analysis of running times of the algorithms, we report learning curves, and we give examples of learned dependencies). Apart from the above extensions, this paper also provides some more details on several issues.
Structure of the paper
This paper is structured as follows. We first discuss some preliminaries in Section 2. Then we review Logical Bayesian Networks in Section 3 and discuss some relevant properties in Section 4. We discuss the setting of learning non-recursive Logical Bayesian Networks in Section 5 and the corresponding ordering-search and structure-search algorithms in Section 6. We experimentally compare these algorithms in Section 7. In Section 8 we briefly discuss learning recursive models. Finally, in Section 9 we conclude.
Preliminaries
We first discuss some preliminaries about Bayesian networks [13] and logic programming [17] .
Bayesian networks
A Bayesian network is a compact specification of a joint probability distribution on a set of random variables (in this paper we only consider discrete random variables). A Bayesian network consists of a qualitative part and a quantitative part. The qualitative part is a directed acyclic graph, the so-called 'structure' of the Bayesian network. The nodes in this graph represent random variables, and the directed edges specify (in)dependencies between the random variables: each variable is conditionally independent of its non-descendants given its parents. Essentially, the parents of a variable can be seen as the 'direct influences' of that variable. The quantitative part of a Bayesian network is a set of conditional probability distributions (CPDs). Concretely, each variable X needs a CPD that specifies the probability distribution of X given its parents (i.e., for each joint state of the parents of X, this CPD specifies a probability distribution on the possible values of X). CPDs can be represented in several ways. Two popular formats are conditional probability tables [13] and probability trees [11] .
When learning Bayesian networks from data, the goal is usually to find the structure and CPDs that maximize a certain scoring criterion, such as likelihood or the Bayesian Information Criterion [13] .
Logic programming
A predicate represents a property or relation and is denoted as p/n, where p is the name and n is the number of arguments or arity. Arguments of predicates are called terms, and can be constants (denoted by lower-case symbols), variables (denoted by upper-case symbols) or compound objects. An atom is a predicate together with the right number of arguments. A literal is an atom or a negated atom. A term, atom or literal is ground if it does not contain any variables. A (ground) substitution is an assignment of (ground) terms to variables and the result of applying a substitution θ to a literal (or conjunction of literals) l is denoted by lθ. An interpretation of a set of logical predicates is an assignment of a truth value to each ground atom that is built from these predicates and that has arguments belonging to the considered domain of discourse.
A definite clause is of the form head ← body, where head is an atom and body is a conjunction of atoms (all free variables in the clause are implicitly universally quantified). A definite logic program is a finite set of definite clauses. The least Herbrand model of a definite logic program is an interpretation of all predicates used in the program in which all the clauses of the program are satisfied. Practically speaking, the least Herbrand model captures the semantics of a logic program.
Logical Bayesian networks
We now review Logical Bayesian Networks by means of an example. We also define the notion of recursive and non-recursive Logical Bayesian Networks, and briefly discuss the relation of Logical Bayesian Networks to some other probabilistic logic formalisms.
Logical Bayesian networks: example
A Logical Bayesian Network or LBN [6] is essentially a specification of a Bayesian network conditioned on some logical input predicates that describe the domain of discourse. For instance, when modelling the well-known 'university' domain [12] , we would use predicates student/1, course/1, prof /1, teaches/2 and takes/2 with their obvious meanings. The semantics of an LBN is that, given an interpretation of these logical predicates, the LBN induces a particular Bayesian network (see below).
In LBNs random variables are represented as ground atoms built from certain special predicates, the probabilistic predicates. For instance, if intelligence/1 is a probabilistic predicate then the atom intelligence(ann) is called a probabilistic atom and represents a random variable. Apart from sets of logical and probabilistic predicates, an LBN basically consists of three parts: a set of random variable declarations, a set of dependency statements, and a set of logical CPDs. The former two together determine the structure of the induced Bayesian network, while the logical CPDs quantify the dependencies in this structure.
The structure of the induced Bayesian network
For a given interpretation of the logical predicates, the random variable declarations in an LBN determine the set of random variables (nodes) in the induced Bayesian network, while the dependency statements determine the dependencies (edges). Together, this fully determines the structure of the induced Bayesian network.
Random variable declarations are of the form random( p) ← body, where random/1 is a logical predicate (which cannot be used outside of the random variable declarations), p is a probabilistic atom and body is a conjunction of logical atoms. For the university domain, the random variable declarations are the following. random(intelligence(S)) <-student(S). random(ranking(S)) <-student(S). random(difficulty(C)) <-course(C). random(rating(C)) <-course(C). random(ability(P)) <-prof(P). random(popularity(P)) <-prof(P). random(grade(S,C)) <-takes(S,C). random(satisfaction(S,C)) <-takes(S,C).
Informally, the first clause, for instance, should be read as "intelligence(S ) is a random variable if S is a student". Assuming that the interpretation of the logical predicates is defined by a set of definite clauses, these clauses together with the random variable declarations form a definite logic program, the random variable declaration program, that defines the random variables in the induced Bayesian network. 1 Formally, there is a random variable a for every atom random(a) in the least Herbrand model of the random variable declaration program.
Dependency statements are of the form head | body ← context, where head is a probabilistic atom, body is a conjunction of probabilistic atoms and context is conjunction of logical literals. If the context is empty (or 'true') we omit it from the notation and write head | body. The dependency statements for the university domain are the following.
grade(S,C) | intelligence(S), difficulty(C). ranking(S) | grade(S,C). satisfaction(S,C) | grade(S,C). satisfaction(S,C) | ability(P) <-teaches(P,C). rating(C) | satisfaction(S,C). popularity(P) | rating(C) <-teaches(P,C).
Informally, the first statement, for instance, should be read as "the grade of a student S for a course C depends on the intelligence of S and the difficulty of C" and the last statement as "the popularity of a professor P depends on the rating of a course C if P teaches C". Formally, a dependency statement a | a 1 , . . . a n ← context specifies that a i θ is a parent of aθ in the induced Bayesian network if θ is a ground substitution for which the conjunction random(a)θ, random(a 1 )θ, . . . random(a n )θ, contextθ is true in the least Herbrand model of the random variable declaration program. Note that this implies that a dependency statement with multiple probabilistic atoms in the body (such as the first statement) only 'fires' if all atoms in the body are indeed random variables.
To make this more concrete, consider the following interpretation of the logical predicates (specified as a set of facts for these predicates). student(mike). student(emma). prof(john). course(ai). course(ml). takes(emma,ai).
takes(emma,ml). takes(mike,ai). teaches(john,ai).
teaches(john,ml).
Given an LBN with the above random variable declarations and dependency statements, the structure of the induced Bayesian network for this interpretation is shown in Fig. 1 . The random variables (nodes) in this network are determined intelligence(mike) intelligence(emma) difficulty(ai) difficulty(ml) grade(mike,ai) grade(emma,ml) grade(emma,ai) ranking(emma) ranking(mike) ability(john) satisfaction(mike,ai) satisfaction(emma,ml) satisfaction(emma,ai) rating(ml) rating(ai) popularity(john) Fig. 1 The structure of the induced Bayesian network for our running example by the random variable declarations, the dependencies (edges) by the dependency statements.
Quantifying the dependencies
To quantify the dependencies specified by the dependency statements, LBNs associate with each probabilistic predicate a so-called logical CPD. These logical CPDs can be used to determine the CPDs in the induced Bayesian network. We represent logical CPDs under the form of logical probability trees in Tilde [7] (as an alternative to the combining rules used in some other formalisms [14] [15] [16] 19] ). The leaves of the tree for a probabilistic atom p target contain probability distributions on the values of p target . The internal nodes of the tree contain a) tests on the values of a probabilistic atom, b) conjunctions of logical literals or c) combinations of the two. In order for the tree for a probabilistic atom p target to be consistent with the dependency statements, the tree can of course only test on probabilistic atoms that are parents of p target according to the dependency statements. An example of a tree for satisf action(S, C ) is shown in Fig. 2 . Recall that according to the dependency statements, satisf action(S, C ) depends on grade(S, C ), and on ab ility(P ) where P teaches C. Note that we cannot simply use conditional probability tables as a format for representing CPDs in LBNs since they are too restrictive. One problem is that conditional probability tables cannot deal with a variable number of inputs (as occurs for instance when the ranking of a student depends on his grades for all courses taken, and the number of courses per student can vary). Logical probability trees in Tilde can deal with a variable number of inputs because the tests in the internal nodes are first-order queries. As shown by Van Assche et al. [23] , this makes it possible to express selection (for instance, does there exist a course for which the student has a high grade), aggregation (for instance, is the average of all grades of the student high) and combinations of the two.
Recursive and non-recursive logical Bayesian networks
The predicate dependency graph of an LBN is the graph that contains a node for each probabilistic predicate and an edge from a node p 1 to a node p 2 if the LBN contains a dependency statement with predicate p 2 in the head and p 1 in the body. The predicate dependency graph of the LBN for the university domain is shown in Fig. 3 .
An LBN is called non-recursive if its predicate dependency graph is acyclic and recursive otherwise. Note that for non-recursive LBNs the induced Bayesian network (for any interpretation of the logical predicates) is always acyclic. For recursive LBNs, the induced network can be cyclic or acyclic depending on the interpretation of the logical predicates. If it is cyclic then the semantics of the LBN with respect to that interpretation is left undefined.
Related probabilistic logic formalisms
The formalism of LBNs is closely related to other probabilistic logic formalisms that are based on Bayesian networks. Some of the many such formalisms are Probabilistic Relational Models [12] , Bayesian Logic Programs [16] and Relational Bayesian Networks [14] . Like LBNs, most of these formalisms make a distinction between a qualitative part (such as the random variable declarations and dependency statements in LBNs), and a quantitative part (such as the logical CPDs in LBNs). For each of these formalisms, the representation for the qualitative part is somewhat different. For some more details on this issue, we refer to Fierens et al. [6] . However, the main difference between LBNs and other probabilistic logic formalisms based on Bayesian networks might be in the quantitative part. To the best of our knowledge, LBNs is the only such formalism that uses logical probability trees to quantify the dependencies. Most other formalisms instead use some kind of combining rules (such as noisy-or) [16] or combination functions [14] . Our motivation for using logical probability trees in LBNs is the success of probability trees as a format for specifying CPDs in Bayesian networks [11] . The advantage of probability trees is that they can compactly represent CPDs that exhibit context-specific independencies, which makes it possible to learn more accurate Bayesian networks [11] and speed up probabilistic inference [1] . By using logical probability trees in LBNs, we essentially upgrade this approach to the relational case.
Properties of logical Bayesian networks
In this section we discuss two properties of LBNs that have to do with cases in which dependency statements can be rewritten into other dependency statements, leading to an equivalent LBN. (We call two LBNs equivalent if, for any possible interpretation of the logical predicates, their induced Bayesian network for that interpretation is the same.) 1. A dependency statement with multiple atoms in the body can be rewritten into a set of dependency statements each with only one atom in the body. We call this process 'decomposing' the dependency statement. 2. Some dependency statements are redundant or contain redundant literals in the context. Such redundant statements or literals can be removed.
Both these properties are relevant with respect to learning.
1. The first property implies that we can restrict the hypothesis space to LBNs with dependency statements with only one atom in the body (since any other LBN is equivalent to such an LBN). 2. The second property is useful to simplify learned dependency statements.
We will make use of these two observations in Section 6.
Below we only discuss these two properties for LBNs in which the random variable declarations are disjoint (the head of any random variable declaration does not unify with the head of any other random variable declaration). The reason for this is that these properties are most easily formulated for such LBNs and that only considering such LBNs is no restriction: any set of non-disjoint random variable declarations can be translated into an equivalent set of disjoint random variable declarations by introducing an extra logical predicate.
Example 1 (Disjoint random variable declarations) The following two random variable declarations are not disjoint.
random(ranking(S)) <-bachelor_student(S). random(ranking(S)) <-master_student(S).
If we include the following clauses student(S) <-bachelor_student(S). student(S) <-master_student(S).
as background knowledge in the random variable declaration program, then we can replace the two original random variable declarations by the following one.
random(ranking(S)) <-student(S).
Decomposing dependency statements
We now show that a dependency statement with multiple atoms in the body can be decomposed into an equivalent set of dependency statements each with only one atom in the body. We prove this theorem in Appendix A.1. The intuition behind this decomposition is best explained in two steps.
1. Recall that a dependency statement of the form
only 'fires' if all atoms in the body are defined as random variables (Section 3.1.1). Hence, such a dependency statement can be replaced by the following set of 'decomposed' dependency statements.
The function of the extra random/1 atoms in the context of these decomposed dependency statements is to ensure that these statements fire if and only if the original dependency statement fires too. 2. For each of these decomposed dependency statements, we can replace all the random/1 atoms in the context by their definition as given by the random variable declarations (in logic programming terminology, this is called unfolding the random/1 atoms). The result of this step is the set of dependency statements given by Theorem 1.
We now illustrate this using two examples.
Example 2 (Decomposing dependency statements) Consider again the LBN for our running example, in particular the following random variable declarations and dependency statement.
random(intelligence(S)) <-student(S). random(difficulty(C)) <-course(C). random(grade(S,C)) <-takes(S,C). grade(S,C) | intelligence(S), difficulty(C).
In a first step, this dependency statement can be decomposed into the two following statements.
grade(S,C) | intelligence(S) <-random(difficulty(C)). grade(S,C) | difficulty(C) <-random(intelligence(S)).
In a second step, we can replace the random/1 atoms in the context by their definition as given by the random variable declarations.
grade(S,C) | intelligence(S) <-course(C). grade(S,C) | difficulty(C) <-student(S).
Example 3 (Decomposing dependency statements (2)) As a more advanced example, consider the following random variable declarations and dependency statement.
random(ranking(S)) <-student(S). random(intelligence(S)) <-student(S). random(thesis_score(S)) <-student(S), in_master(S). ranking(S) | intelligence(S), thesis_score(S).
The dependency statement only fires if both intelligence and thesis-score are defined as random variables. Note that ranking and intelligence are defined for students but thesis-score is defined only for particular students, namely master students. Hence, the dependency statement only fires for master students.
In a first step, this dependency statement can be decomposed as follows.
ranking(S) | intelligence(S) <-random(thesis_score(S)). ranking(S) | thesis_score(S) <-random(intelligence(S)).
In a second step, we can again replace the random/1 atoms by their definition.
ranking(S) | intelligence(S) <-student(S), in_master(S). ranking(S) | thesis_score(S) <-student(S).
In the next section we show how these statements can be further simplified.
Redundancy in dependency statements
We now show that some LBNs contain redundant dependency statements, or redundant literals in the context of the dependency statements. The definitions below are relative to some set of random variable declarations, but we leave this set implicit.
Definition 1 (Redundant dependency statement)
We call a dependency statement of the form
redundant with respect to another dependency statement with the same head and
The intuition behind this definition is the following. The condition in this definition is such that the second dependency statement (with c 2 in the context) fires whenever the first statement fires. Since both statements have the same head and body, this makes the first statement redundant.
Definition 2 (Redundant context literal)
We call a literal l in the context of a dependency statement of the form a | a 1 , . . . , a n ← c, l.
(with c being a conjunction of logical literals) redundant if the conjunction random(a), random(a 1 ), . . . , random(a n ), c implies l.
The following theorem shows that removing redundant dependency statements or redundant literals preserves the semantics of an LBN. random(ranking(S)) <-student(S). random(intelligence(S)) <-student(S). random(thesis_score(S)) <-student(S), in_master(S). ranking(S) | intelligence(S) <-student(S), in_master(S). ranking(S) | thesis_score(S) <-student(S).
In both dependency statements, the literal student(S ) is redundant. The intuition is that these statements only fire if ranking(S ) is a random variable, which requires that S is a student (according to the random variable declaration of ranking(S )). Hence we can remove these literals from the context.
ranking(S) | intelligence(S) <-in_master(S). ranking(S) | thesis_score(S).
Note that the second statement does not specify in the context that S should be a master student. This is indeed not needed since thesis-score is only defined for master students and hence the statement only fires for master students anyway.
In this example only redundant literals occurred. An example where redundant statements occur can be found later in this paper (Section 6.1.4).
Learning non-recursive logical Bayesian networks: the learning setting
We now discuss the problem of learning LBNs from relational data. In this paper we focus on learning non-recursive LBNs. We briefly discuss learning recursive models in Section 8.
The learning task that we consider can be summarized as follows.
-Given:
-a set of random variable declarations, -a scoring criterion, -a dataset.
-Find: the LBN (i.e., dependency statements and logical CPDs) that maximizes the score on the dataset.
Note that we assume that the random variable declarations are given. This is similar to the learning setting for Probabilistic Relational Models, where the relational schema is given [10, 12] . As a scoring criterion we use the Bayesian Information Criterion (BIC) [7, 13] , but our algorithms can be used with any other decomposable scoring criterion as well (in terms of LBNs, a scoring criterion is decomposable if the score of an LBN can be written as the sum of local scores for each of the logical CPDs in that LBN).
The data that we learn from is a dataset of mega examples (terminology adopted from Mihalkova et al. [18] ). Each mega example is a set of connected pieces of information. For instance, in a dataset about the inheritance of genes among family members, each mega example would correspond to one particular family; in a dataset for the university domain, each mega example corresponds to one particular collection of students, professors and courses with all their relations and properties. We assume that mega examples are mutually independent. Learning from a dataset consisting of independent mega examples (as opposed to learning from a single relational database) is useful for instance for cross validation. We use the term 'mega example' rather than simply 'example' because, as we will see later, each mega example can give rise to multiple smaller examples for learning logical CPDs.
In our learning setting, each mega example consists of two parts: a logical part and a probabilistic part. The logical part consists of an interpretation of the logical predicates. The probabilistic part consists of an assignment of values to all ground random variables (as determined by the random variable declarations). This is similar to the data used for learning Bayesian Logic Programs [5] or Relational Bayesian Networks [14] .
Example 5 Consider a simplified variant of the university domain in which we consider only students and courses (but no professors) and use only four probabilistic predicates (ranking/1, dif f iculty/1, rating/1 and grade/2). The logical part of a mega example would then specify all students and courses, and which students take which courses. This could for instance look as follows. student(s1). student(s2). course(c1).
course(c2). takes(s1,c1).
takes(s2,c1). takes(s2,c2).
The probabilistic part of a mega example specifies a value for all random variables for that mega example. This could for instance look as follows.
ranking(s1)=high ranking(s2)=mid difficulty(c1)=mid difficulty(c2)=high rating(c1)=low rating(c2)=mid grade(s1,c1)=high grade(s2,c1)=mid grade(s2,c2)=low
Learning non-recursive logical Bayesian networks: the algorithms
We now discuss the algorithms for learning non-recursive LBNs. We first show how to upgrade the ordering-search algorithm for Bayesian networks towards nonrecursive LBNs. Next, we briefly discuss a structure-search algorithm for LBNs that is similar to existing learning algorithms for other probabilistic logic formalisms. Finally, we briefly discuss how both algorithms can be implemented in an efficient way. To stress the difference with Logical Bayesian Networks we will sometimes refer to ordinary Bayesian networks as 'propositional' Bayesian networks.
Ordering-search
First we briefly discuss ordering-search for the propositional case. Then we discuss the case of LBNs, and the differences between the two.
Ordering-search for propositional Bayesian networks
Ordering-search for propositional Bayesian networks [22] is based on two observations.
-It is relatively easy to learn a Bayesian network if an ordering on the random variables is given. -Usually the best ordering is not known in advance. Hence a search through the space of possible orderings needs to be carried out to find the best ordering.
We now explain this further.
Given an ordering on the random variables, it is relatively easy to learn the best Bayesian network consistent with that ordering (by consistent we mean that the parents of a variable X should all precede X in the ordering). Given such an ordering, and provided that the scoring criterion used is decomposable, the learning task decomposes: to find the Bayesian network with the highest score we simply need to find for each random variable separately the CPD with the maximal local score. Note that the function of the ordering is to eliminate the possibility of cycles (if we would not take into account an ordering, learning each CPD separately would very likely lead to cycles in the network, which is not allowed). Note that in principle the parents for a variable X could be all the variables that precede X in the ordering. However, this would lead to a 'fully-connected' network, which is undesirable. Hence, the approach of Teyssier and Koller [22] is to look for the best k parents for X (they use at most k = 4). They do this by considering all possible parent sets of size k (i.e., all subsets of size k of the set of variables that precede X in the ordering). For each such set they compute the score of the resulting CPD. They then select the highest scoring CPD, and use this as the final CPD for X. The parents of X are then the variables that occur in that CPD. This procedure is applied in turn to each random variable X, yielding a complete Bayesian network.
Using the above strategy, the score of the resulting network depends heavily on the ordering that is used. However, usually the optimal ordering is not known in advance. Hence, the idea of ordering-search is to search through the space of orderings, for each ordering applying the above procedure for finding the CPDs (we discuss the search process in more detail for LBNs below). At the end, the best ordering is retained, and the Bayesian network for that ordering is returned as the final network.
Teyssier and Koller [22] experimentally compared ordering-search and structuresearch for propositional Bayesian networks and found that ordering-search is always at least as good and usually faster. As an explanation they note that the space of orderings is smaller than the space of structures, and that ordering-search does not need acyclicity tests, which are costly if there are many variables.
Ordering-search for logical Bayesian networks
Until now ordering-search has not yet been upgraded to the case of non-recursive directed probabilistic logical models. 2 The above conclusions from the propositional case motivated us to consider this. We now show how to upgrade ordering-search towards learning non-recursive LBNs.
Similar to the case of propositional Bayesian networks, it is easy to learn a nonrecursive LBN when an ordering on the probabilistic predicates is given. Again the learning task decomposes: we can learn for each probabilistic predicate separately the logical CPD. To learn the logical CPD for a predicate p, we learn a logical probability tree for predicting p. This procedure is applied in turn to each probabilistic predicate p, yielding a set of logical CPDs. As we explain below, the dependency statements can be extracted from these logical CPDs in a post-processing step. Recall from the previous section that in the propositional case some care needs to be taken to ensure that the resulting network is not fully-connected. In our learning algorithm for LBNs, this is accomplished in a quite simple way. This is due to the fact that we use logical probability trees as CPDs, and that learning algorithms for decision trees are typically 'selective' (if we learn a decision tree with as input a number of predicates, then the learned tree will typically only contain tests on some of these predicates). Hence, to learn the tree for a predicate p, we simply supply all predicates preceding p in the ordering as inputs to the learning algorithm, and let the learning algorithm select which of these predicates are really relevant for predicting p. The selectivity of the tree learning algorithm then ensures that we do not obtain a 'fullyconnected' LBN.
The above strategy requires an ordering on the probabilistic predicates. When the optimal ordering is not known in advance, we need to search over possible orderings. Obviously exhaustive search is infeasible, so some kind of heuristic search is needed. Like Teyssier and Koller [22] in the propositional case, we essentially perform hillclimbing through the space of all orderings. Concretely, we start from a random ordering and compute the score for this ordering (i.e., the score of the LBN learned using this ordering). Then we consider all candidate orderings in the neighbourhood of the initial ordering, and select the ordering with the highest score. Using this ordering as the new ordering, we repeat the same procedure, and so on until we obtain no more improvements. We then use the logical CPDs learned for the final ordering as the final logical CPDs. 3 This algorithm is summarized in Fig. 4 . In the above algorithm the neighbourhood of an ordering is defined as the set of orderings that can be obtained by swapping a pair of adjacent predicates in that ordering (this is similar to what is done for propositional Bayesian networks [22] ). Note that the size of the neighbourhoods is n − 1, with n the number of probabilistic predicates (because there are n − 1 different possibilities for swapping adjacent predicates in an ordering). Since the size of the neighbourhoods is equal to the branching factor of the search, this implies that the branching factor of orderingsearch is linear in the number of probabilistic predicates. This will turn out to be important in our experiments.
Below we explain how to learn and score logical CPDs (when we know the set of predicates that are used as in input for the logical CPD), and how to extract dependency statements from a logical CPD. At the end, we also discuss some differences between our ordering-search algorithm for LBNs and the algorithm for propositional Bayesian networks.
Learning logical CPDs
We represent logical CPDs as logical probability trees like the tree in Fig. 2 (p. 6) . Such trees can be learned using any of the standard probability tree algorithms in Tilde [7] . The only two issues are which scoring criterion to use for the trees, and how to construct the datasets for learning the trees. In this paper we use the Bayesian Information Criterion (BIC) [7, 13] for scoring the trees. We now explain how we construct the datasets.
To learn a logical CPD for a target predicate p target we need a dataset of labelled examples which can be derived from the mega examples in the original dataset. In general, a single mega example can give rise to multiple examples in the dataset for the logical CPD since there can be multiple ground atoms for the predicate p target in the mega example. Concretely, each random variable (ground probabilistic atom) X built from p target in each mega example m leads to one example e in the dataset for the logical CPD. This example e is labelled with the value of X in m and consists of the part of m that is relevant for X.
Example 6 Consider the logical CPD for the probabilistic predicate dif f iculty/1 in the university domain. Note that each random variable for dif f iculty/1 in each mega example corresponds to a particular course. Hence, each course C in each mega example m gives rise to another example e in the dataset for this logical CPD. Such an example e contains all information from the mega example m that is about the course C or about a student linked to C (for instance through the takes/2 relation).
Concretely, the simplified mega example given in Example 5 contains two courses and hence leads to two examples in the dataset for the logical CPD for dif f iculty/1. The first example is about course c1, is labelled with 'difficulty=mid' and looks as follows.
course(c1). student(s1). student(s2). takes(s1,c1).
takes(s2,c1).
ranking(s1)=high ranking(s2)=mid rating(c1)=low grade(s1,c1)=high grade(s2,c1)=mid
The second example is about course c2, is labelled with 'difficulty=high' and looks as follows.
course(c2). student(s2). takes(s2,c2).
ranking(s2)=mid rating(c2)=mid grade(s2,c2)=low
Extracting dependency statements from a logical CPD
The result of the search over orderings is the set of logical CPDs that was learned for the final ordering. To obtain a complete LBN, we still need to determine the dependency statements. It turns out that the dependency statements can be extracted from the logical CPDs (this is a generalization of the fact that the directed acyclic graph of a Bayesian network can be extracted from the CPDs in that network). Below we explain how to do this for a logical CPD specified as a logical probability tree. To obtain a complete LBN, this procedure needs to be applied to the logical probability tree for each probabilistic predicate. When extracting dependency statements from a logical probability tree with as target the probabilistic atom p target , we want to find a set of statements that is consistent with the tree (i.e., the tree should never test any probabilistic atom that is not a parent of p target according to the set of statements). We do this by creating a dependency statement for each test on a probabilistic atom in each internal node of the tree. Call the atom that is tested p test and the node N. In the most general case, apart from the test on p test , the node N can contain a number of tests on other probabilistic atoms and a conjunction l of logical literals. We then create a dependency statement of the form p target | p test ← l, path(N), where path(N) is a conjunction of logical literals that describes the path from the root to N. Each node on this path can contribute a number of logical literals to path(N). A succeeded node (i.e., a node for which the succeeding branch of the tree was chosen in the path) contributes all logical literals that it contains. A failed node that does not contain any tests on probabilistic atoms contributes the negation of all its logical literals. A failed node that contains a test on a probabilistic atom does not contribute to the path (letting such a node contribute the negation of its logical literals could be inconsistent since we cannot be sure that the logical literals caused the failure, rather than the probabilistic tests).
After we applied the above procedure to extract all dependency statements, we simplify those statements by removing redundant literals and redundant statements (Section 4.2).
Example 7
Consider the probability tree shown in Fig. 2 (p.6) . For this tree, p target is satisf action(S, C ). For the root node, p test is ab ility(P ), l is teaches(P, C ) and the path is empty. For the internal node below the root to the left, p test is grade(S, C ), l is empty and the path is teaches(P, C ). For the node below the root to the right, p test is grade(S, C ) and l and the path are both empty. The three resulting dependency statements for these nodes are respectively the following.
satisfaction(S,C) | ability(P) <-teaches(P,C). satisfaction(S,C) | grade(S,C) <-teaches(P,C). satisfaction(S,C) | grade(S,C).
The second statement can be removed since it is redundant with respect to the third statement.
Note that with the above approach we never learn dependency statements with multiple atoms in the body. This is no restriction since we have shown in Section 4.1 that each such LBN is equivalent to an LBN with dependency statements with only one atom in the body, which can be learned. Also note that in the above procedure for extracting the dependency statements from a logical probability tree, the probabilistic atoms in the internal nodes never contribute to path(N) for a node N. The reason for this is that path(N) is the context of the dependency statement and the context can only contain logical literals but no probabilistic atoms. This implies that generally not all independence information specified in a logical probability tree can be captured by the dependency statements. This is not surprising: it also holds in the propositional case (for instance, a CPD under the form of a probability tree can capture context-specific independence while the structure of a Bayesian network cannot [1] ).
Differences between ordering-search for LBNs and propositional ordering-search
Two obvious differences between ordering-search for LBNs and ordering-search as proposed by Teyssier and Koller [22] for propositional Bayesian networks are that for LBNs we use orderings on the set of probabilistic predicates (instead of on the set of random variables), and the extraction of the structure from the CPDs is more complex.
A third and more important difference is that we use logical probability trees as CPDs whereas Teyssier and Koller use conditional probability tables. Recall that for LBNs we cannot use conditional probability tables since they are too restrictive (Section 3.1.2). However, for propositional Bayesian networks it would be possible to use (propositional) probability trees instead of conditional probability tables. Such an approach would have both an advantage and a disadvantage with respect to efficiency:
-The advantage of using probability trees is that we need to learn fewer CPDs than when using conditional probability tables. This is a consequence of the fact that probability trees are selective but conditional probability tables are not. Suppose that we are given an ordering and a random variable X for which we need to learn the CPD. Using probability trees, we simply learn a CPD with as input all random variables preceding X in the ordering, and we let the decision tree learning algorithm select from all these variables the relevant ones. Using tables, selecting from all the variables the relevant ones is more complex because tables are not selective. Hence, the approach of Teyssier and Koller is to put an upper bound k on the number of inputs for the CPDs. Concretely, they compute the score of all CPDs for X that have at most k random variables (from all the variables preceding X in the ordering) as inputs, and then determine the parents of X as all random variables that are used in the highest scoring CPD. The drawback of this is that there are many such CPDs. Hence this is computationally only feasible for small k (Teyssier and Koller use at most k = 4).
-The disadvantage of using probability trees is that learning a single CPD is computationally less efficient than when using conditional probability tables (with an upper bound on the number of inputs).
Using tables with an upper bound k on the number of inputs allows Teyssier and Koller to compute beforehand the sufficient statistics for all CPDs that could ever be needed during the search over orderings. As a consequence, the actual search over orderings becomes very fast. In contrast, when using probability trees it is not efficient to learn all CPDs beforehand. Hence, in our ordering-search algorithm for LBNs we do not learn probability trees beforehand but learn them on the fly as they are needed.
To summarize, using probability trees instead of conditional probability tables has two opposing effects: fewer CPDs need to be learned, but learning a single CPD is less efficient. It is unclear what the combined effect of these two opposing effects is since this has not yet been studied. Although using conditional probability tables in LBNs is not an option (since they are too restrictive), this issue is nevertheless relevant for our work: it implies that it is non-obvious that the efficiency advantage of ordering-search over structure-search that was observed by Teyssier and Koller [22] also holds in the case of LBNs. This is part of our motivation for experimentally comparing ordering-search and structure-search for LBNs in Section 7.
Structure-search
We now discuss structure-search. First we briefly discuss the propositional case, then we discuss the case of LBNs.
Structure-search for propositional Bayesian networks
Structure-search (also known as DAG-search) is the most well-known and most straightforward approach for learning propositional Bayesian networks [13] . It is based on two observations.
-It is relatively easy to learn the CPDs in a Bayesian network if the structure of the network (the directed acyclic graph) is given. -If the best structure is not known in advance, a search through the space of possible structures needs to be carried out to find the best structure.
Structure-search for logical Bayesian networks
The structure-search algorithm for propositional Bayesian networks has already been upgraded to the relational case for several formalisms [10, 12, 15, 16, 19] . The algorithm that we use for LBNs is very similar to these existing upgrades, in specific the algorithm for learning Probabilistic Relational Models [10, 12] . One possible approach to structure-search for LBNs would be to define refinement operators for sets of dependency statements, and use these operators to organize the search. To avoid double computations in the learning process, we would then have to take into account possible redundancy in the dependency statements (see Section 4.2). However, for learning non-recursive models, a more simple approach can be taken: we can search in the space of predicate dependency graphs instead of in the space of dependency statements. Recall from Section 3.2 that a predicate dependency graph specifies for each predicate on which other predicates it depends but not exactly how. Hence, when searching in the space of predicate dependency graphs, redundancy is less of a problem, and hence the search process is easier to implement.
Our structure-search algorithm for LBNs is basically hill-climbing in the space of predicate dependency graphs. To learn the logical CPD for a predicate p, given a predicate dependency graph S, we simply learn a logical probability tree for predicting p with as input all predicates that are parents of p in S. When we found the final predicate dependency graph and the corresponding logical CPDs, we extract the dependency statements from these logical CPDs in exactly the same way as in our ordering-search algorithm (Section 6.1.4). The resulting structure-search algorithm for LBNs is summarized in Fig. 5 .
To find the initial predicate dependency graph in the above algorithm, we borrow some elements from our ordering-search algorithm. Specifically, we generate a random initial ordering, learn logical CPDs for this ordering, and extract the predicate dependency graph from these logical CPDs (this amounts to simply checking which predicates are used inside which logical CPDs). 4 4 In our experiments, we use the same random initial ordering for ordering-search and structuresearch. Hence, both algorithms always start from the same point. This ensures that an experimental comparison of both algorithms evaluates the search process itself and not the starting point of the search. In the above algorithm the neighbourhood of a predicate dependency graph S is defined as the set of all acyclic graphs that can be obtained by adding, deleting or reversing an edge in S. Note that the number of possibilities to add an edge in a predicate dependency graph is in general quadratic in the number of probabilistic predicates. Hence the branching factor of structure-search is quadratic in the number of probabilistic predicates. Recall that it was linear for ordering-search (Section 6.1.2, p. 14).
We also implemented an extension to the above structure-search algorithm for LBNs, namely lookahead: with lookahead we not only try adding one edge but also adding two edges with the same head during a single refinement step. The experimental results were rather discouraging, however: lookahead does not significantly improve the quality of the learned models (in terms of test log-likelihood or number of dependency statements), but significantly slows down the algorithm [8] . Hence, we do not consider this extension further.
Efficiently implementing the algorithms
We now briefly show some optimizations that can be used to implement the above algorithms for learning LBNs efficiently, provided that the scoring criterion is decomposable. These optimizations apply equally well to the propositional case as to the case of LBNs. In fact, in the propositional case they are entirely standard [13] .
When using a decomposable scoring criterion, the ordering-search and structuresearch algorithms can be implemented quite efficiently because decomposability has two beneficial effects on the computation of the score-change for a candidate ordering (Δscore(O cand ) in the algorithm of Fig. 4 ) or candidate structure (Δscore(S cand ) in Fig. 5 ).
-Locality: the score-change for a candidate ordering/structure only depends on the score of the logical CPDs that are different for the candidate ordering/structure than for the current ordering/structure. For ordering-search and structure-search there are at most two such logical CPDs. 5 Hence, score-changes can be computed quite efficiently.
-Reusability: many of the score-changes that are computed during one iteration of the loop (the "repeat" in Figs. 4 or 5) are still valid during the next iteration and can be reused. To be precise, a score-change due to a modification m 1 is still valid after a modification m 2 to the current ordering/structure if and only if the set of probabilistic input predicates that is changed by m 1 was not changed by m 2 .
Experiments
We now experimentally compare the above algorithms for learning LBNs (orderingsearch and structure-search). We discuss the datasets, the experimental setup and the results.
Datasets
We perform experiments on four relational domains: the synthetic university domain used before in our examples, and three real-world datasets (IMDB, UWCSE and WebKB) that are popular benchmarks in the field of statistical relational learning.
For the synthetic university domain we generated datasets with a varying number of mega examples from the LBN given in Section 3. The logical part of each mega example was specified by hand (it contains 20 students, 10 courses, 5 professors and their relationships). The probabilistic part of each mega example was constructed by sampling from the given LBN. Each mega example corresponds to 230 random variables. We generated datasets of 5, 10, 15, 31, 62, 125 and 250 mega examples (we refer to these datasets as 'Univ5' to 'Univ250').
The UWCSE dataset [21] contains information about 140 graduate students, 52 professors and 132 courses at a computer science department. The dataset consists of five mega examples, each corresponding to a specific research area. Since in this dataset relations are of special importance, 6 we incorporate them into the probabilistic model. In LBNs this can be accomplished by simply modelling them as probabilistic predicates. In total, we use three logical predicates (student/1, prof /1 5 For ordering-search there are exactly two such logical CPDs since a new candidate ordering is obtained by swapping two adjacent predicates in the current ordering and this influences only the logical CPDs for these two predicates. For structure-search there are at most two such logical CPDs since a new candidate predicate dependency graph is obtained by adding/deleting/reversing an edge in the current graph, and adding/deleting an edge influences only the logical CPD for the predicate that the edge points to, while reversing an edge influences the logical CPDs for both predicates involved. 6 For instance, this dataset has been used for supervised learning with the 'advised by' relation as the target [21] .
and course/1) and ten probabilistic predicates with the following random variable declarations.
random(phase_in_PhD(S)) <-student(S). random(year_in_PhD(S)) <-student(S). random(student_nb_publications(S)) <-student(S). random(position(P)) <-prof(P). random(prof_nb_publications(P)) <-prof(P). random(level(C)) <-course(C). random(teaches(P,C)) <-prof(P), course(C). random(assistant(S,C)) <-student(S), course(C). random(advised_by(S,P)) <-student(S), prof(P). random(co_author(S,P)) <-student(S), prof(P).
Of course, since this is a real-world dataset the true dependency statements are unknown.
The IMDB dataset was extracted from the internet movie database (www.imdb. com). The dataset that we use (by Mihalkova et al. [18] ) contains information about 20 movies, 236 actors and 32 directors. This information is divided over five mega examples. We use three logical predicates (actor/1, director/1 and movie/1) and seven probabilistic predicates with the following random variable declarations.
random(gender(A)) <-actor(A). random(comedy(D)) <-director(D). random(crime(D)) <-director(D). random(drama(D)) <-director(D). random(worked_for(A,D)) <-actor(A), director(D). random(acts(A,M)) <-actor(A), movie(M). random(directs(D,M)) <-director(D), movie(M).
The WebKB dataset is about people (faculty or students), courses and projects at the computer science departments of four universities [4] . The dataset that we use [18] contains information about 746 people, 163 courses and 80 projects, divided over four mega examples (each corresponding to a different university). We use three logical predicates ( person/1, project/1 and course/1) and five probabilistic predicates with the following random variable declarations.
random(faculty(P)) <-person(P). random(student(P)) <-person(P). random(has_project(P,Pr)) <-person(P), project(Pr). random(assistant(P,C)) <-person(P), course(C). random(prof(P,C)) <-person(P), course(C).
The main characteristics of the above datasets are summarized in Table 1 . 
Experimental setup
For all experiments we performed five-fold cross validation (except for WebKB we performed four-fold cross validation since this dataset contains only four mega examples). For the synthetic university domain, mega examples were divided over equal-sized folds randomly. For the real world datasets, each fold corresponds to one mega example. We report the average results over the folds and use two-tailed paired t-tests (with α = 0.05) to assess the significance of differences between two algorithms. We use four evaluation criteria: normalized test log-likelihood (the log-likelihood on the test data divided by the number of mega examples), normalized train score (the score on the training data divided by the number of mega examples; while not important in itself it can give some insight into the degree of overfitting of an algorithm), number of dependency statements learned (smaller is usually better because of ease of interpretation) and running time.
For the synthetic university domain we know the true LBN that generated the data. Hence, we can use as a fifth evaluation criterion the degree to which a learned LBN matches this true LBN. A simple measure for this would be the number of dependency statements that the true LBN has in common with the learned LBN. However, the problem with this is that generally it is even in theory not possible to learn the true direction of each dependency statement from data. 7 Hence, instead we measure the maximum overlap between the true LBN and the Markov equivalence class C learned of the learned LBN (we look for the LBN in C learned that has the most directions in common with the true LBN). We refer to this as the number of correct dependencies learned.
For all evaluation criteria we report the results for the two algorithms. For test loglikelihood and train score we additionally report the results for the 'empty LBN' as a baseline. With an 'empty LBN' we mean an LBN with no dependency statements, this is the LBN according to which all random variables are independent.
Experimental results
We now report our experimental results. First we focus on the comparison of the two algorithms, ordering-search (OS) and structure-search (SS). Then we analyze the running times of both algorithms in more detail. Finally we briefly show some of the dependencies learned on the real-world datasets.
Ordering-search versus structure-search
Our experimental results for OS and SS are given in Table 2 and summarized in  Table 3 . An entry in the latter table (for a particular evaluation criterion and dataset) has the following meaning: if one of the two algorithms is significantly better than the other we show the best algorithm; if there is no statistically significant difference between the two algorithms we fill in "/". Note that for the real-world datasets we cannot measure the number of correct dependencies learned since we do not know the true LBN for these datasets. For the synthetic university domain we also plotted the results as a function of dataset size in Fig. 6 .
In terms of quality of the learned LBNs, the main conclusion from our results is that OS and SS are competitive with each other.
-For none of the datasets there is a significant difference in test log-likelihood between OS and SS (see Table 3 ). In terms of train score, SS performs significantly better than OS in one case (the UWCSE dataset), but this difference on training data does not carry over to the test data. As expected, OS and SS always perform better than the empty LBN (in terms of test log-likelihood and train score).
The evolution of test log-likelihood and train score as a function of the dataset size for the synthetic university domain (Fig. 6 ) is as expected: both improve rapidly when initially increasing the dataset size but this improvement slows down when moving to bigger datasets, and likelihood and score seem to saturate. The figure also shows that the differences between OS and SS are very small as compared to the differences with the empty LBN. -For none of the datasets there is a significant difference in the number of dependency statements learned by OS and SS (see Table 3 ). Also, the evolution of the number of dependency statements as a function of the dataset size (Fig. 6 ) does not show any clear trends. -Since for the synthetic university domain we know the true LBN, we can measure the number of correct dependencies learned by OS and SS. SS learns significantly more correct dependencies in two cases while the opposite never occurs. The evolution of the number of correct dependencies learned as a function of the dataset size (Fig. 6 ) is as expected: it increases rapidly when initially increasing the dataset size and then saturates. For sufficiently big datasets, SS learns nearly all seven true dependencies while OS does slightly worse with on average 5.7 true dependencies. We had a closer look at the experiments with the biggest dataset sizes in which not all seven true dependencies were learned and found that the problem was always in having the wrong direction for a dependency but never in 'missing' a dependency (i.e., all true 'undirected' dependencies are always learned but sometimes a dependency is learned in the wrong direction even though the two directions are not Markov equivalent). This can also explain why the above differences in the number of correct dependencies learned between OS and SS do not lead to significant differences in test log-likelihood.
The results for running time show that OS is always significantly faster than SS. On the synthetic university domain, running time behaves linearly in the dataset size for both OS and SS (Fig. 6 ), but nevertheless running time is always significantly smaller for OS than for SS, with differences between a factor 3.0 and 3.9. Also on the real-world datasets the running time is always significantly smaller for OS, with differences between a factor 2.3 and 4.0. We analyze the reason for these differences between OS and SS in more detail in the next section.
Since OS is competitive with SS in terms of quality of the learned LBNs, and OS is significantly faster, we conclude that overall OS is preferable to SS for learning non-recursive LBNs.
Analysis of running times
In this section we analyze the running time of both algorithms in more detail by decomposing it into the running times of the main different steps in the algorithms. Such an analysis has not been made before for ordering-search (also not in the propositional case).
The total running time T total of the ordering-search and structure-search algorithms can be decomposed as follows
where T init denotes the initialization time (the time for learning and scoring all logical CPDs for the initial ordering/structure), T f irst denotes the time for the first iteration (i.e., the first execution of the repeat loop of the algorithms) and T rest denotes the time for all other iterations. The reason for considering the first iteration separately is that it typically takes a lot longer than any of the other iterations since all the score-changes needed in the first iteration effectively have to be computed, while in the next iterations most of them can be reused without extra computation (see Section 6.3). Let I denote the number of iterations not including the first one. If we define the average time per iteration (not including the first one) as T avg = T rest /I, we can rewrite the total running time as follows.
Our experimental results for each of the above measures are shown in Table 4 . Note that T init is the same for both algorithms. Hence, below we only discuss T total , T f irst , T avg and I.
Recall from the previous section that the total running time, T total , was always significantly lower for OS than for SS with differences being between a factor 2.3 and 4.0. This can be explained as follows.
-The time for the first iteration, T f irst , is always significantly lower for OS than for SS. This was expected since in the first iteration all elements of the neighbourhood of the initial ordering/structure have to be scored and the size of the neighbourhood, and hence the branching factor of the search, is smaller for OS than for SS (linear in the number of probabilistic predicates for OS but quadratic for SS, see Sections 6.1 and 6.2). In our experiments the difference in T f irst between OS and SS goes from a factor 1.7 to 4.1. We conclude that the main reason why OS is faster than SS, is that OS has a smaller branching factor (linear in the number of probabilistic predicates, while it is quadratic for SS).
Learned dependencies on real-world datasets
For each real-world dataset we investigated the learned dependency statements. Most of the dependencies that were frequently learned (for both algorithms and the various folds in the cross validation) confirm our intuitions about these datasets (the true dependencies are of course unknown for these datasets). Some examples of such dependencies, and their common sense interpretations obtained by investigating the corresponding logical CPDs, are the following.
-IMDB dataset:
The corresponding logical CPD specifies that, if a director is into drama, he is less likely to be into comedy.
-acts(A, M) depends on worked_f or(A, D) and directs(D, M):
An actor is likely to be in a movie if he worked for a director who directs that movie.
-gender(A) depends on worked_f or(A, D) and drama(D):
An actor is more likely to be male if he worked for a director who is into drama.
-UWCSE dataset:
A student is more likely to have many publications if he is in a higher year. -prof _nb _ publications(P ) depends on advised_b y(S, P ):
A professor is more likely to have many publications if he advises more students.
-assistant(S, C ) depends on advised_b y(S, P ) and teaches(P, C ):
A student is more likely to be the teaching assistant for a course if he is advised by a professor who teaches that course.
A student is more likely to be the teaching assistant for a course if the level of the course is lower (the possible levels are undergraduate, advanced undergraduate and graduate). This can be explained by the fact that the lower the course level, the more teaching assistants a course has on average (this is indeed the case for the courses in the dataset).
-WebKB dataset:
-f aculty(P ) depends on student(P ): If a person is not a student, then he is very likely to be faculty. -student(P ) depends on has_ project(P, Proj):
The more projects a person has, the less likely he is to be a student (and hence the more likely he is to be faculty).
Learning recursive directed probabilistic logical models
In this paper we focussed on learning non-recursive models. We now briefly discuss some of the approaches that can be taken if one presumes that the data contains recursive dependencies. A major concern when learning recursive directed models is to ensure that, although the model is cyclic at the predicate level, it is always acyclic at the ground level. We can distinguish two scenarios depending on how much prior knowledge is available about the presumed recursive dependencies.
Prior Knowledge about guaranteed acyclic relationships
When one knows that there are recursive dependencies and has some prior knowledge or assumptions about which relations (modelled as logical predicates) determine the recursive dependencies, learning can actually be very similar to learning in the non-recursive case. Getoor et al. [12] took this perspective when developing the learning algorithm for Probabilistic Relational Models. To accommodate for dependencies that are cyclic at the predicate level but acyclic at the ground level they let the user define a guaranteed acyclic relationship (GAR). For instance, to allow that some properties of a person depend on these properties for his ancestors, the ancestor relation should be defined as the GAR. Similarly, to allow that some properties of a paper (for instance the topic or length) depend on these properties for the papers published earlier by the same author, the published-earlier relation should be defined as the GAR. Getoor et al. then apply structure-search and use the information about the GAR during the acyclicity checks to deduce that certain cycles at the predicate level are legal [12] . The algorithm of Getoor et al. is very similar to the structure-search algorithm used for LBNs in this paper. Hence the approach of using a GAR can be directly applied to our structure-search algorithm as well. Moreover, the same approach can also be applied to our ordering-search algorithm for LBNs. This actually requires no changes to our ordering-search algorithm but only requires to adapt the declarative language bias for the logical CPDs. When learning the logical CPD for a predicate p, the probabilistic input predicates for the CPD would be -all predicates that precede p in the current ordering, with the restriction that p must not depend on these predicates through the inverse of the GAR (for instance, if the GAR is the published-earlier relation, then the inverse is the published-later relation), -p itself and all predicates that follow p in the ordering, with the restriction that p can only depend on these predicates through the GAR.
No prior knowledge
When one does not have enough prior knowledge about the data to find a GAR, more complicated approaches need to be taken. When applying structure-search, one can use the techniques developed for Bayesian Logic Programs [15, 16] . The idea is that the learning algorithm searches itself for the logical relations that determine the recursion, and that acyclicity of a candidate model is checked at the ground level for each example (i.e., acyclicity is checked for the induced Bayesian network for each example). The main drawback of this approach is that the acyclicity checks can be computationally very expensive since the cost depends on the number of examples and the size of the examples. This is different from the non-recursive case where acyclicity of each candidate model only needs to be checked once at the predicate level, and hence the cost is independent of the number or size of the examples. An alternative approach is to use generalized ordering-search [20] , an algorithm that we developed especially to learn recursive dependencies. In generalized ordering-search we use orderings on ground probabilistic atoms (instead of on predicates, as we do in this paper). In principle, generalized ordering-search can also be used to learn non-recursive LBNs but in this respect it has a number of disadvantages as compared to the algorithm proposed in this paper. One disadvantage is that it does not learn an LBN 'in closed form': it does not learn a set of dependency statements but rather a procedural description of how to determine the induced Bayesian network given any possible interpretation of the logical predicates. Another disadvantage is that it deviates quite far from the propositional ordering-search algorithm. For instance, when applied on propositional data generalized-ordering search does not correspond to the original propositional ordering-search algorithm, while this is the case for the algorithm in this paper. This might make generalized-ordering search harder to understand for people familiar with the propositional orderingsearch algorithm.
Conclusion
We upgraded the ordering-search algorithm for Bayesian networks towards nonrecursive directed probabilistic logical models. We experimentally compared the resulting algorithm with a more traditional structure-search algorithm on four relational domains. The results show that ordering-search is competitive with structuresearch in terms of quality of the learned models. Also, ordering-search is significantly faster than structure-search due to a smaller branching factor. We conclude that ordering-search is a good alternative to structure-search for learning non-recursive directed probabilistic logical models.
Appendix A Proofs for Section 4
In this appendix we prove the theorems given in Section 4.
A.1 Decomposing dependency statements
We now prove Theorem 1 (p. 8) about the decomposition of dependency statements with multiple atoms in the body. As explained in Section 4.1, this decomposition can be accomplished in two steps. Since the correctness of the second step (replacing random/1 atoms by their definitions) is straightforward, we only prove the correctness of the first step.
Let L 1 be an LBN, and let D be a dependency statement in L 1 of the form a | a 1 , . . . a n ← c, with n ≥ 2. Let L 2 be the LBN obtained by replacing D in L 1 by the following set of decomposed dependency statements. a | a n ← c, random(a 1 ), . . . , random(a n−1 ).
Call this set D decomp . We need to prove that L 1 and L 2 are equivalent. This means that, for any interpretation of the logical predicates, the set of random variables, the parent relation and the CPDs are the same for L 1 as for L 2 . Note that -The set of random variables is the same since it only depends on the random variable declarations and these are common to both LBNs. -A random variable a par is a parent of a child only if it is 'caused' to be a parent by some dependency statement. Hence, proving that the parent relation is the same for both LBNs requires proving that the original dependency statement D causes a par to be a parent of a child if and only if some decomposed dependency statement in D decomp causes this. -If the parent relation is the same, it follows that the CPDs are also the same (since, given the parent relation, the CPDs only depend on the logical CPDs and these are common to both LBNs).
The above means that we need to prove that the original dependency statement D causes a par to be a parent of a child if and only if some decomposed dependency statement in D decomp causes this. We now prove this in the two directions. We use r(.) as shorthand notation for random(.). 
