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We investigate the circuit quantum electrodynamics of superconducting nanowire oscillators. The
sample circuit consists of a capacitively shunted nanowire with a width of about 20 nm and a varying
length up to 350 nm, capacitively coupled to an on-chip resonator. By applying microwave pulses we
observe Rabi oscillations, measure coherence times and the anharmonicity of the circuit. Despite
the very compact design, simple top-down fabrication and high degree of disorder in the oxidized
(granular) aluminum material used, we observe lifetimes in the microsecond range.
INTRODUCTION
Quantum electrodynamics experiments with supercon-
ducting circuits usually feature one or more Josephson
tunnel junctions embedded in a circuit. Such circuits
feature a non-linear inductive response of the Josephson
junction, leading to discrete, non-equidistant, energy lev-
els [1, 2]. In this paper, we report on a novel quantum
circuit which employs a superconducting nanowire as a
non-linear element. We demonstrate that such a simple
circuit has a rather long (∼ µs) excited state life time. As
a material we use oxidized (granular) aluminum (AlOx)
which has recently demonstrated its high impedance and
low loss properties at microwave frequencies [3]. AlOx
films consist of nanometer sized aluminum grains (on
average of about 4 nm in diameter) embedded in an in-
sulating aluminum-oxide matrix. The inter-grain tunnel
barriers lead to a sheet resistance of up to few kΩ which
can be controlled during sample fabrication by adjusting
the oxygen partial pressure during the film growth.
Due to its low electrical loss, AlOx was recently proven
to be very useful for implementing high kinetic induc-
tances in quantum circuits [4] operated in the single pho-
ton regime [5]. In general, a wire made from AlOx can
be seen as an alternating series of conducting grains sepa-
rated by insulating barriers. If the wire width is compa-
rable with the aluminum grain size, its superconducting
properties resemble the behavior of a disordered chain
of Josephson weak links [6]. Throughout this paper, the
studied wires have a width w of about 20 nm.
The nanoscale structure gives rise to the main differ-
ence between the nanowire and the Josephson junction.
While the lumped Josephson tunnel barrier of a tradi-
tional quantum circuit has a sinusoidal current-phase
(I-ϕ) relation, the phase drop along an AlOx nanowire
is distributed over many nanometers and has a more
linear I-ϕ current-phase relation involving hundreds of
microscopic Josephson weak links. Making use of this
non-linearity for a new type of quantum device poses an
intriguing challenge.
In terms of electric loss, nanowires can be advantageous
since an applied voltage drops over many junctions and
thus the local electric fields are substantially reduced
compared to those in a single junction. Therefore, two-
level defects present in the vicinity of the local barriers
should couple only weakly to the electrical field of such
a circuit [7, 8]. However, the influence of unpaired spins
in the nanoscale granular material [9, 10], e.g. due to the
parity effect in the grains, is still to be understood.
From the perspective of a nanowire, two regimes have
to be considered. A long and very thin wire with a high
normal state resistance ( 50 kΩ) undergoes a transition
to an insulating state at low temperatures (T < 1 K).
Here, due to quantum fluctuations, the superconducting
phase is not well defined and, consequently, the electric
transport for excitations below the superconducting gap
is suppressed. This corresponds to the quantum phase
slip regime which has been investigated in the context of
homogeneous wires [11–14]. The nanowires considered in
this paper instead have a much lower normal state resis-
tance and, due to the short coherence length (ξ ' w), the
superconducting phase is well defined in the wire. This
means that Cooper pairs can tunnel coherently along the
wire up to its critical current Ic. Ignoring the local struc-
ture of the wire, this behavior is rather well described by a
mean field approach of the Kulik-Omelyanchuk (KO) [15]
model [16], which relates Ic to the wire’s superconducting
gap and normal state resistance.
THEORY AND DESIGN
An excitation of the capacitively shunted nanowire
having the energy E = ~ω01 leads to a current I '
ar
X
iv
:1
90
7.
04
10
7v
1 
 [c
on
d-
ma
t.s
up
r-c
on
]  
9 J
ul 
20
19
2√
2E/L, where L is the total inductance of the circuit.
The non-linearity of the nanowire depends on current I
to the lowest order as (I/Ic)
2 [17]. Therefore, in order to
operate the nanowire in a sufficiently anharmonic qubit-
like regime, it is useful to keep I as close to Ic as possible.
This can be achieved by two basic approaches: Either
designing the circuit for a maximal I (low total L) or
operating it with a comparably large inductance L at a
much smaller Ic (or a combination of both). The first
option aims at minimizing the amount of high kinetic
inductance material, for instance, by using a conventional
low kinetic inductance superconductor like aluminum for
the capacitive parts. This approach has the advantage
that the geometric requirements for the nanowire are less
stringent [18, 19]. This, however, leads to a relatively large
electric field across the nanowire and thus to potentially
increased dielectric losses. We have chosen the second
option and fabricated the whole circuit containing a low
Ic nanowire from a material with a rather large kinetic
inductance, thus sacrificing the strength of non-linearity.
The circuit design approach is based on the well known
capacitively shunted Josephson junction (transmon-like)
qubit [20], here with substantial differences due to the
added large additional kinetic inductance (in the order of
a few nH). The large impedance Z =
√
L/C ' 1 kΩ of the
circuit and the vacuum impedance are thus mismatched
to reduce the effects of environmental noise.
The circuit is described by a Hamiltonian similar to the
capacitively shunted Josephson junction qubit [20, 21],
namely HT = 4EC(nˆ − ng)2 − EJ cos ϕˆ with charging
energy EC = e
2/2C and Josephson coupling energy EJ =
Φ0Ic/2pi. In a nanowire, the current-phase relation is
non-sinusoidal and has a form, which we denote as I ∼
f ′(ϕ). While its exact form is unknown, from the studies
of superconducting weak links we anticipate it to be a
function shaped between sine and sawtooth form (see
e.g. [22–24]). We assume orders of magnitude larger
critical currents in the capacitive part of the circuit and
thus neglect the non-linearity of the kinetic inductance
contribution there. We split the Josephson coupling term
in the Hamiltonian into a linear part and the contribution
of an effective junction (circuit diagram in supplementary
material Fig. 5). Following the circuit quantization [25]
approach, a Hamiltonian can be written as H = 4EC(nˆ−
ng)
2 − E˜Jf(ϕˆ) + E˜Lϕˆ2. Here E˜J = 6EJE2L/(6EJ + 2EL)2
and E˜L = 9E
2
JEL/(6EJ + 2EL)
2. EL is the inductive
energy (Φ0/2pi)
2/2L. This is valid in the limit of EL
being small compared to all other energy terms [26]. To
achieve a sufficient non-linearity of the circuit, the wire
has to be long enough as to ensure it dominates the
inductance of the system. It remains, however, to be
studied how the wire length influences the non-linearity
of the current-phase relation.
The nanowire is capacitively shunted by two rectangular
60× 160 µm capacitor pads, with a distance of 10 µm (see
Fig. 1). As obtained by analytical calculation [27] and
FIG. 1. (a) Optical microscopy photograph of a granular alu-
minum oxide nanowire oscillator (orange border) capacitively
coupled to an aluminum resonator. (Circuit diagram in sup-
plementary material Fig. 5) (b) Scanning electron microscope
(SEM) picture of one nanowire oscillator (colored in green).
The large 60×160 µm2 pads constitute the capacitance. Incre-
mental constrictions lead to the nanowire. (c) Colored SEM
closeup of the nanowire (blue) shunting the two capacitive
pads. (d) Cryogenic microwave measurement setup.
simulation (ANSYS Maxwell), the pads constitute a (22±
2) fF capacitance. The studied three nanowire circuits
have varied wire lengths and are coupled to individual
readout resonators having resonance frequencies in a range
between 4.5 GHz and 6.8 GHz.
EXPERIMENTAL DETAILS
The disordered oxidized aluminum thin films are grown
on a c-plane sapphire substrate by sputter deposition.
Details of the process can be found in Ref. [3]. In addition,
an in-situ resistance monitoring was used to allow for a
precise control over the final sheet resistance of the film
(kΩ range, 20 nm film thickness) [28].
The nanowire circuits are defined in a single electron
beam lithography step using a bilayer resist stack of hy-
drogen silsesquioxane (HSQ) and polymethylmethacrylat
(PMMA) on top of the AlOx thin film. This approach has
the advantage that the high resolution HSQ resist can be
lifted off after the pattern transfer with an organic solvent.
The pattern transfer into the AlOx thin film is carried out
using an anisotropic oxygen and argon/chlorine reactive
ion plasma. The aluminum resonators, feedline and back-
side metallization are deposited using optical lithography
and the lift-off technique. Microwave spectroscopy of the
circuits as well as pulsed time domain measurements are
performed in a dilution cryostat at ∼20 mK (Fig. 1d).
3MEASUREMENTS
Wire resistance
Due to the galvanic isolation of the nanowire circuits,
we characterized the DC resistance at room temperature
using needle probes. This method poses severe limitations
on the DC measurement results since it is sensitive to
the contact resistance and position of the needles on
the thin film sample. Special care has to be taken to
avoid scratches. Additionally, the wire resistance can be
altered by too high probe currents during the resistance
measurement [16]. For a summary see Table I.
Microwave spectroscopy
Three anharmonic oscillators with varying wire length
were measured using a dispersive readout scheme [29].
Transition frequencies f01 were determined spectroscop-
ically by observing the shift of the readout resonator’s
frequency induced by the second drive tone. The circuit’s
inductance can be derived from its normal conductive re-
sistance as L = 0.18~R/(kBTc) [3]. With the capacitance
C, a harmonic approximation for the circuit’s frequency
is fr = 1/(2pi
√
LC). While this estimate agrees with the
measured transition frequency of sample S1, for samples
S2 and S3 the measured transition frequency is signifi-
cantly lower. The later two samples also exhibit higher
room temperature wire resistances and a higher wire to
pad resistance ratio (Table I).
Time domain measurements
A continuous microwave tone on resonance with a sys-
tem’s transition frequency results in Rabi oscillations be-
tween its ground and excited states. These oscillations are
recorded using pulsed time-domain measurements. Figure
2a depicts the time evolution of the circuit excitation in
dependence of the drive amplitude, measured in sample S2
(50 nm long nanowire). Brighter colors correspond to the
system being excited. The microwave drive amplitude has
been calibrated after the room temperature part of the
microwave setup (Fig. 1) with a spectrum analyzer. This
compensates for the nonlinearities of the IQ mixers. In
case of a single two-level transition coupled to a radiative
field, the oscillation frequency Ω is expected to depend
linearly on the coupling g, which is proportional to the
driving field amplitude. An additional small detuning ∆
between the drive and transition frequencies results in
the form Ω =
√
g2 + ∆2 [30]. The Rabi frequency Ω is
extracted from damped sine fits and displayed in Fig. 2b.
In both depicted oscillators S1 (350 nm long wire) and S2
(50 nm long wire), Ω fits to the two-level Rabi behavior
until it starts to deviate toward higher frequencies. This
FIG. 2. (a) Rabi oscillations measured in sample S2 (50 nm
long wire) with varied drive amplitude. (b) The fitted Rabi
frequencies measured in S1 as well as S2 fit to the two-level
Rabi behavior until they deviate at higher values. The coupling
g is proportional to the drive amplitude. An additional small
detuning ∆ of drive tone and transition frequency results
in an offset at zero drive. The deviation from the model is
expected in the presence of higher levels when Ω exceeds the
circuit’s anharmonicity, allowing for multi-photon transitions
[32]. The values for ∆ obtained from the fit agree with data
from spectroscopy. In sample S1, a smaller anharmonicity
agrees with a lower normal state wire resistance (Table I).
FIG. 3. (a) Rabi oscillations measured in S2 (50 nm long
wire) in a span of 30 MHz around the low-power transition
frequency of 8.504 GHz. The distinct asymmetry can be at-
tributed to a circuit excitation rising to higher levels at drive
frequencies slightly below the transition between the lowest
two levels. This agrees with the negative anharmonicity of the
circuit estimated to be between 1 to 2 MHz. (b) Result of the
numerical Floquet matrix calculation of the density matrix
master equation for an anharmonic oscillator with 1.3 MHz
anharmonicity. This agrees with an estimation from Fig. 2.
deviation is expected in the presence of higher levels when
Ω exceeds the circuit’s anharmonicity, given by the differ-
ence between the lowest energy level separations [31, 32].
In this regime multi-photon transitions to higher levels
occur with a lower rate.
Direct spectroscopy of multi-photon transitions to
4TABLE I. Room temperature resistances and transition frequencies of the measured circuits.
Sample Length (nm) Wire resistance @ 300 K (kΩ) f01 (GHz) Lifetime (µs)
S1 350 < 7 5.47 3.4± 0.1 (0.8± 0.2 T2)
S2 50 7± 1 8.50 4.0± 0.1
S3 100 10± 1 7.93 3.4± 0.1
higher levels requires increasing drive powers [33]. In the
case of a small anharmonicity, the resulting broadening of
the fundamental resonance line makes multi-photon reso-
nances difficult to resolve. However, by observing Rabi
oscillations with varied drive frequency, effects of higher
transitions manifest themselves in a distinct asymmetry
(Fig. 3a). At frequencies above the main transition, the
Rabi oscillation frequency Ω increases as its amplitude
decreases as expected from off-resonant driving. Toward
lower frequencies however, Ω continues to decrease until
the oscillation breaks down. Also the oscillation ampli-
tude increases and the equilibrium excitation for long
driving rises. These effects agree with a system exhibit-
ing a small but non-vanishing, negative anharmonicity
between 1 to 2 MHz, allowing the drive to excite the
fundamental transition and transitions to higher levels.
The presented interpretation of the above described ef-
fects is supported by numerical simulation of the Lindblad-
GKS master equation [34, 35], see supplementary material.
The system H0 = h(f01+fs
√
2/(2 + ∆2))nˆ−hfan(nˆ2−
nˆ) with the bosonic number operator nˆ describes an oscil-
lator with frequency f01 and linear anharmonicity fan. An
additional asymmetry extending toward the off-resonant
regions in the measurement is accounted for by a slight
shift fs of the main transition in a region defined by a
parameter for the width  and reduced with the detuning
∆ of the drive. This shift is expected due to an AC Stark
effect [36]. In this Lindbladian [34, 37] approach, two
decay channels with corresponding rates are assumed to
account for energy dissipation and dephasing. Here we
are specifically interested in the interplay between finite
anharmonicity and multi-photon (strong driving) effects.
Therefore a Floquet expansion [38, 39] is used to solve
for the time evolution in the strongly periodically driven
system (see supplementary material).
To reproduce the measurement performed on sample S2
by the simulation shown in Fig. 3b, the main transition
frequency and excitation lifetime were taken from separate
measurements (see supplementary material). The region
around the main transition is well reproduced assuming
the anharmonicity of (1.5± 0.3) MHz.
Excitation decay times T1 were measured by applying
a microwave pulse tpi of half a Rabi period. Measurement
of the excitation after a varied delay yields an exponential
decay ∝ et/T1 . The T1 times, measured in all samples,
range between 3.4 and 4µs (Fig. 4a).
Excitation to a state on the equator of the Bloch sphere
is possible by applying a tpi/2-pulse. Off-resonant driving
FIG. 4. (a) Excitation lifetimes T1 measured in samples S1,
S2 and S3 range between 3.4 and 4 µs. (b) Ramsey fringes
measured in S1 yield a dephasing time T2 of (0.8± 0.2) µs.
and varying the delay before applying the second tpi/2-
pulse results in Ramsey fringes (Fig. 4b). The decay of
the fringes corresponds to the dephasing time T2. Our
measurement performed in sample S1 yielded a T2 of
0.82 µs.
We estimated single-mode Purcell loss γP = (g/∆)
2κ
[40, 41] given by the coupling g to the readout res-
onator, its linewidth κ and the frequency detuning ∆.
For sample S1, the obtained Purcell lifetime limitation is
(85± 14) MHz T1. The large circuit impedance favours
suppressing radiative loss. No direct correlation between
transition frequency and lifetime has been observed. Di-
electric loss due to randomly distributed two-level systems,
which are always present in a quantum circuit, can thus
not be identified as a limiting factor here [41, 42].
We expect that transitions to higher levels, which oc-
cur at frequencies close to the fundamental transition,
contribute additional loss channels. Supposedly, future
samples with increased anharmonicity will allow for a
quantification of this effect. We anticipate that the ob-
served coherence times do not impose strict limits on the
performance of optimized AlOx nanowire qubits.
5CONCLUSION
In this work, we demonstrated multi-level quantum
dynamics in single-layer superconducting circuits. The
anharmonic nature of these nanowire oscillators originates
from nonlinear properties of the material they are made
of, granular aluminum oxide. These nanowire quantum
circuits feature a simple, scalable fabrication process and
are compact in design. The fabricated samples showed
energy relaxation times T1 of up to 4 µs and a relatively
small negative anharmonicity on the order of 1− 2 MHz.
The measured characteristic Rabi patterns were replicated
in numerical simulations.
In the future, larger anharmonicities seem feasible
through featuring nanowires with controllable smaller
critical currents and reduced spread. To reduce the con-
tribution of the capacitive paddles to the linear fraction
of kinetic inductance, one can use additional shunts made
of pure aluminum. These improvements would enhance
the circuit’s usability as qubit. Studying of the system’s
Hamiltonian in dependence of the nanowire’s geometry
and resistance would be facilitated by direct spectroscopy
of the level structure. This would shed further light on
the physics of the non-linearity in such systems.
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7SUPPLEMENTARY MATERIAL
Circuit Design
The granular aluminum oxide nanowire oscillator can
be described by an equivalent circuit diagram (Fig. 5)
in terms of a series connection of capacitance, linear
inductance and non-linear inductance. On chip, two
pads (60 × 160 µm2) constitute the capacitance. These
are shunted by the nanowire contributing the non-linear
inductance. Since the whole oscillator is made from a high
kinetic inductance material, all circuit elements contribute
additional inductance that acts linearly due to their higher
critical currents.
For readout and manipulation the non-linear oscillator
is capacitively coupled to a classical harmonic resonator.
This is realized in a meandered aluminum λ/2 geometry.
At low temperatures (T  1 K) the excitation of the
nanowire oscillator influences the harmonic resonator’s
frequency. This is used in a dispersive manipulation and
readout scheme [29].
The circuit is connected to the measurement setup by
two port transmission through a microwave feedline.
Numerical modeling
In order to understand the interplay of the circuit an-
harmonicity and potential multi-photon effects due to the
microwave driving of the circuit, we simulate the system
using the following model. The undriven Hamiltonian of
the system is given by
H0 = h(f01 + fs
√
2/(2 + ∆2))nˆ− hfan(nˆ2 − nˆ) (1)
with the bosonic number operator nˆ. This describes an
oscillator with frequency f01 and linear anharmonicity
fan. A value of 1.2 MHz for fan is found to agree with
other measurements (Fig. 2b). An additional asymmetry
extending toward the off resonant regions in the mea-
surement is accounted for by a slight shift fs of the main
transition in a region defined by a parameter for the width
 and reduced with the detuning ∆ of the drive. This shift
might be due to an AC stark effect [36]. In the shown
result of Fig. 3b fs was set to −2 MHz and  to 1 MHz,
both adjusted to the off resonant region.
As we are specifically interested in replicating the ob-
served Rabi oscillations, we also need to include the effects
of decoherence. We do this by solving the Lindblad-GKS
equation [34, 35],
ρ˙ = −i/~[H, ρ] +
N∑
j=1
Γj [LjρL
†
j − 1/2{L†jLj , ρ}] (2)
numerically. In this case the total Hamiltonian is com-
prised of the undriven component and the drive term
H = H0 +Hdrive (3)
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FIG. 5. Schematic circuit diagram of the experiment. The
granular aluminum oxide nanowire oscillator can be described
as nonlinear LC-oscillator with its inductance split between the
nonlinear contribution of the nanowire and the linear part in
the capacitive paddles. It is coupled to a harmonic aluminum
readout resonator with a resonance frequency depending on
the circuit’s state [29]. The connection to the measurement
setup is established by a two port microwave transmission line.
where for this circuit we assume that
Hdrive = a+ a† (4)
with the ladder operators defined in the basis of the
undriven Hamiltonian such that nˆ = a†a. The drive
amplitude was adapted to the off-resonant edges with a
value of 0.0023.
For weak microwave driving we could move to a rotat-
ing frame to work with a time-independent Hamiltonian.
However due to the small anharmonicity we will need to
include the possibility of multi-photon transitions. This
can be achieved using a Floquet theory [38] approach.
The decoherence channels of the Lindblad equation are
encoded via the operators Lj and their corresponding
rates Γj . The effects of energy dissipation are included
via the operator
L1 = a, (5)
allowing for a decay of one step down. Dephasing is
included via
L2 = a
†a. (6)
To reduce the amount of dynamic parameters, the rates
have been fixed to 4 µs energy lifetime and 1 µs dephasing
time, in the order of results from time domain measure-
ments.
To solve the Lindblad equation using Floquet theory,
we express the system in an expanded space using the
approach detailed in Ref. [39]. We then solve the resulting
matrix exponential as a function of time, resumming the
contributions due to the various Floquet components to
obtain the population of the relevant states. From this
we calculate the sum of the occupation probability of
8each state multiplied by a factor of
√
N to obtain the
measurement signal. The additional factor attributes
for a reduced dispersive shift of the higher excitations.
Convergence of the numerical solution is achieved by
increasing both the number of photon manifolds in the
Floquet expansion and the number of anharmonic levels
in the circuit until the results do not change noticeably.
For the calculation of Fig. 3b, this required 6 Floquet
states and 5 circuit levels.
To account for the remaining differences between this
model and measurement, several factors can be pointed
out. Most importantly, the model Hamiltonian is of a
phenomenological form, representing an oscillator with
linear anharmonicity. The precise form, however, depends
on the exact current phase relation in the system which at
this point is not known. Especially at the region in which
higher transitions are excited, two further simplifications
play a role. It is assumed that both the decay rates
and the coupling to the drive will differ between the
levels. As there is no way of directly measuring the
corresponding rates, we favored a simpler model with
fewer free parameters.
