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Photoelastic study of dense granular free-surface flow
rheology and size segregation
Amalia Lucia Thomas
Abstract
One of the biggest challenges facing experimental studies of granular rheology is
the opacity of the constitutive particles, which prevents direct observations of their be-
haviour and interactions. This thesis describes a series of original experiments where
instantaneous forces between individual particles within the bulk of 2D flows are quan-
tified. The specific type of granular flow we study is gravity-driven, dry, and in the
slow to intermediate regime. Here we describe a novel adaptation of the photoelastic
technique and explain how we applied it in an original setup to offer unprecedented
insight into the force distribution within granular flows, as this has never been achieved
experimentally in dynamic systems before.
Firstly, using particle tracking and photoelastic force measurements we report
coarse-grained profiles for packing fraction, velocity, shear rate, inertial number, and
stress tensor components, as well as statistical observations drawn from the measurable
forces. Despite the highly fluctuating and seemingly random nature of the force net-
work, we draw analogies between discrete and continuous flow models and characterise
force chain preferential orientations.
Secondly, we interpret current rheological models in the context of our experimental
system, and hence propose that non-local effects may in fact be dependent on the local
force network fluctuation rate. The results of this work further the community’s un-
derstanding of granular force networks and complement the physical concepts applied
in current non-local rheological models. Finally, we model how differences in the force
network between mono- and bi-disperse avalanching granular media lead to the mech-
anisms that drive granular size segregation. This work then also provides quantitative,
tangible support to granular segregation models based on the physical mechanisms that
drive it.
As the first experimental observations of their kind, our experiments can be used
to validate existing and even future theoretical and numerical research. Furthermore,
the physical mechanisms proposed in this work can be used to construct future models
of granular behaviour that lie beyond the scope of this particular thesis.
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CHAPTER 1
Introduction
Synopsis
We introduce the lines of research within granular flows that this thesis
addresses. In particular, we are interested in the dynamics of dense, cohe-
sionless, single-phase flows, and in how these differ from classical fluids. In
addition, we want to physically explain what properties of granular flows
cause phenomena that are specific to granular media only, focusing on size
segregation. In this introductory chapter we present a review of the current
literature on these topics, and point out the areas that remain unexplained.
The areas motivate our study relate to (1) the effect of side-wall friction,
(2) non-local rheology models, and (3) granular size segregation, and for
each subtopic we present the concise questions that we aim to answer in
this dissertation. Finally, we lay out the structure of this thesis and spec-
ify how each section contributes to addressing our motivating fundamental
questions.
1.1 Scope of interest
Granular materials can display behaviours reminiscent of solids, liquids or even gasses
depending on the mean particle energy. Analogies with such systems has helped char-
acterize different granular regimes, but particularly intermediate-energy systems, re-
sembling fluids, often present properties that are unique to granular structures [60].
Examples of granular-specific phenomena, that are not present in classical fluids are
the Reynold’s dilatancy of granular flows [108], Janssen’s pressure saturation of gran-
ular piles [63], and shear induced [7] segregation of particles by size, density, shape or
surface properties [115]. In this fluid-like regime the marked differences with classi-
cal fluids are attributed to the existence of static friction; the fact that temperature
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does not play a role, as thermal energy (as separate from granular temperature) is
usually too weak to affect the motion of the particles; and the fact that inter-particle
interactions are primarily inelastic [61]. Until the roles of these differences are fully
understood it will be difficult to develop a unified theory for the rheology of granular
flows. The combined complexities of inter-particle interactions result in the uneven
distribution of forces: in granular systems stresses are not evenly distributed among
all particles, but travel through well-defined paths called force chains [85]. As a result
some particles in the bulk of a granular system are not subjected to any force other
than their own weight (rattlers), while others carry more than the average. This work
therefore focuses on the characterization of force chains in dynamic granular flows,
considering chains to be the result of the combined effect of the properties that make
granular systems unique and that are difficult to evaluate individually.
According to dimensional analysis, dry granular flows can be characterised by the
dimensionless inertial number [41]
I ≡ γ˙d√
P/ρ0
, (1.1)
where γ˙ represents the shear rate, d the particle diameter, P the pressure and ρ0 the
density of the particle material. The inertial number can be interpreted as the ratio
between a microscopic timescale, d/
√
P/ρ0, related to the time taken by particles to
fall into a gap of size d under pressure P , and the macroscopic timescale, given by 1/γ˙,
linked to the plastic deformation of the material. As defined, I is a local variable (that
depends on the state of the system at each point only) and its value roughly specifies
the regime of a granular system according to the following categories [26, 20]:
• Quasi-static regime, when I . 10−3,
• Dense flow or intermediate regime, when 10−3 . I . 1,
• Collisional flow, when 1 . I.
The exact thresholds that define each regime may vary depending on the choice of
definitions for the constitutive variables, γ˙, d, P and ρ0 [41, 38]. In addition, the
transition between regimes is not abrupt but gradual, and it is yet unclear how far
into the quasi-static and collisional regime the models for intermediate flows are valid,
and vice-versa. Thus, besides the differences between granular behaviour and the
corresponding continuum analogy, we are also interested in better characterising the
transition between static and flowing regions.
The experiments from which the results of this dissertation are drawn make a novel
use of an experimental technique based on the material property of photoelasticity,
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which is described in detail in Chapter 2. The technique has never before been applied
to measure dynamic forces on discs that are not force-balanced due to technological
restrictions that we have overcome. Applying the photoelastic technique we directly
observe and quantify inter-particle forces in the bulk of two-dimensional free-surface,
gravity-driven 2D flows. The flows we produce contain regions that range from quasi-
static to dense-inertial regime, so we can also investigate the applicability of current
rheology models to the transition. We thus study the force network and investigate
which aspects of it cause behaviours that cannot be seen in continuum models for
classical solid and fluid media.
To summarise, the overarching objective of this thesis is to investigate the distri-
bution of forces in free-surface granular flows. Because ‘granular flows’ involve a very
wide range of geometries and regimes, we focus our study on two-dimensional free-
surface avalanches of discs down an inclined narrow chute which contain regions in
quasi-static and dense inertial regimes. Unlike in classical fluids, forces in granular
media are distributed unevenly along paths called force chains. However, despite this
marked difference in the fundamental structure of force distribution, granular media
are often modelled as a continuous phase. Our first aim is to characterise the distri-
bution of forces while assessing how side-wall friction affects our results. Secondly, we
wish to evaluate existing rheology theories in an experimental context to test the fun-
damental physical processes they assume relate the flow kinematics to the dynamics.
Finally, given the success of the continuum approach towards describing some granular
behaviour, we want to explain the properties of granular force distribution that are
behind phenomena that do not occur in classical fluids. We particularly focus on one
granular-specific phenomenon with many industrial and natural applications, size seg-
regation, by which particles of different sizes naturally tend to move towards different
locations in a granular flow.
1.2 Free-surface flows
1.2.1 Granular avalanches
Gravity-driven, free-surface granular flows are very common both in nature and in
industry. We define these flows as mixtures of a loose solid phase and an interstitial
fluid which naturally move down a slope due to the sole action of gravity [106]. We
focus specifically on the cases where the interstitial fluid does not have a significant role
in the transport of momentum (single-phase flows). In addition, we assume that the
discrete particles that make up the solid phase do not exert tensile forces between each
other (they are cohesionless). By not considering the effect of cohesion and interstitial
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fluids, we constrain the variables of our study while remaining physically relevant to
many real-life applications.
It is known that the slope on which a granular material rests needs to be greater
than a certain angle before the downslope component of gravity exceeds the mean
static friction between particles, and flow can be initiated [76]. The maximum angle
of inclination (with respect to the direction normal to gravity) at which a granular
material can stay at rest is called the static angle of repose, θs, and its tangent defines
the effective static coefficient of friction,
tan(θs) = µs. (1.2)
On the other hand, when the slope of a gravity-driven granular flow is reduced below
the dynamic angle of repose, the flow will freeze. The static angle of repose is generally
larger than the dynamic angle, and avalanches may be triggered when a static pile is
inclined at an angle between the two. Moreover, between two critical slopes there exists
a minimum height hstop(θ) [103] below which the particles are motionless, and if a flow
thins to this value it will freeze too. This is evidenced by a deposited layer that remains
after avalanches have passed. The mechanisms that drive the initiation, length and
stopping of an avalanche are complex and remain an open line of investigation [66, 4],
but for a given influx of particles a continuous steady-state flowing regime can be
investigated.
1.2.2 Effect of side-walls in narrow channels
The packing fraction and velocity profiles of granular flows in narrow channels are
greatly affected by side-wall friction [120]. Jop et al. (2005) [66] reported that, for the
same flow rate per unit width, flows are thinner and faster in narrow channels, when
compared to the velocity profiles in a wide channel. Steady flows in a narrow channel
have a linear velocity profile (rather than a Bagnold or exponential profile) near the
free surface followed by an exponential tail into a quasi-static, or creeping, layer below.
Many authors [121, 66, 28, 5, 37] agree on the shape of the velocity profile of the top
flowing layer, but the distance into the bottom layer to which the particles creep has not
been fully characterised yet. Understanding how a flowing layer in the dense inertial
regime interacts with a quasi-static layer below can have important implications to
our understanding of entrainment [19, 86, 58], which is an open topic with important
physical implications [28].
Taberlet et al. (2003) [121] proposed that the heap in the quasi-static regime is
stabilised by the flowing layer above it due to side-wall friction increasing with the
depth-integrated pressure. The argued that for a steady flux a side-wall stabilised heap
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or super-stable heap (SSH) will increase the angle of the flowing layer such that at this
angle φ (different from the chute inclination angle, θ) the driving force (the downstream
component of gravity) exceeds not only the friction between particle layers, but also
the friction with the walls, which increases with depth from the free surface. They thus
modelled, from force balance,
tanφ = µs + µw
H
W
, (1.3)
where µw is an effective coefficient of friction between the particles and the walls, H is
the depth of the flowing layer and W the width of channel.
According to this model, the inclination of the free surface is a consequence of the
wall friction and is not an intrinsic property of the rheology of the granular material [66,
111]. The rheology of flows in narrow channels will be affected by the increase in the
shearing forces with depth from the free surface: complemented by lateral friction,
the ratio between shear and normal stress, µ, decreases when going deeper in the
pile. Then, at the depth from the free surface where µ reaches the yield threshold,
the material should stop and the SSH begins [68]. However, in practice the transition
between flow and SSH is not abrupt, and creeping can be seen at depths where µ < µs.
Beyond this explanation, there is yet no model for the rheology of flows in narrow
channels that include the effect of side-wall friction explicitly [120].
The work discussed in later chapters of this thesis is closely concerned with the
effect of side-walls. All the theories cited [66, 121, 68, 120, 111] apply to granular flows
in narrow channels where the width W > nd, for a natural number n and the average
particle diameter d. In the experiments described in this work W ' d, making the
system quasi-two-dimensional.
1.3 Rheology models
1.3.1 Local, µ(I) rheology
A key parameter to the rheological description of granular flows is the stress ratio µ.
Given the constitutive relationship between the flow internal stress tensor, σ¯, and the
rate of strain tensor, T¯ ,
σ¯ = P I¯ + µP||T¯ || T¯ , (1.4)
where the double-bar notation denotes second-order tensors, I¯ is the identity tensor, P
is the pressure calculated as the trace of the symmetric stress tensor, and the variable
5
CHAPTER 1
µ represents the ratio between shear and normal stress [80],
µ =
τ
P
, (1.5)
where τ represents the shear stress. An important step in our understanding of granular
rheology was given when the variable µ was described in terms of the constitutive
particle friction coefficient and a volume fraction (implicit in the definition of density,
ρ0) depending solely on the inertial number I [41] (defined in Equation 1.1). This
hypothesis implies that rheology depends only on the local value of the variables,
namely that the local shear stress depends only on the local shear rate. Rheological
models that follow this logic are therefore called local rheology models.
In addition, a widely accepted property of gravity-driven granular flows is their
ability to flow only when the angle of inclination exceeds a critical angle of repose [88].
By drawing an analogy between the stress ratio and the particle friction coefficient,
local rheology models represent granular systems much like Bingham fluids, with an
incipient yield stress ratio, µs. Several attempts were therefore made to model the
rheology of granular flows as Bingham fluids, with a critical shear stress below which
no flow is possible and a complex dependence of the internal stresses on shear rate
when flowing. The yield value of stress ratio, µs, is interpreted as a constant static
coefficient of friction, and for flowing media local models propose µ is a function only
of the dimensionless inertial number I (Equation 1.1), µ = µ(I).
For small ranges of I (10−4 ≤ I ≤ 0.2), Da Cruz et al. (2005) [26] proposed from
simulations that
µ(I) = µs + aI, (1.6)
for a constant a. Later Hatano (2007) [51] built on their results to propose a power
law instead
µ(I) = µs + aI
n. (1.7)
Jop et al. (2006) [67] studied a wider range of inertial numbers, I ≈ 0.01 − 0.5,
of flows in the slow to intermediate regime, and furthermore proposed a model that
incorporates observations from simulations [26, 56] and experimental [104, 117] studies,
where µ tends to a limiting value, µ2, for high values of I. The model they proposed
for the relationship between µ and I, that captures all these characteristics, is
µ(I) = µs +
µ2 − µs
I0/I − 1 , (1.8)
where I0 is a constant to be found empirically for each system.
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1.3.2 Non-local rheology
Local rheology theory is based on the assumptions that the shear stress τ depends
only on the local shear rate γ˙ and pressure P [38], and that there is no flow when
µ < µs. Although this may be true in some scenarios, for instance in the triggering of
an avalanche, the basic assumptions of a local rheology fail to explain dynamic phase
transitions [43, 16], shear banding [97] or apparent ’creeping zones’ [109, 15]. A wide
range of phenomena, such as size-dependent flow thresholds [103], nozzle jamming at
a finite opening [13, 116], and secondary rheology [95, 107] have been associated with
non-local effects. Motivated by this lack of explanation, non-local rheology theories aim
to model relationships between the stress tensor and various state variables, different
from γ˙. Several such models have been proposed [90, 93, 64, 96, 110, 75], but for
the moment there still lacks a universal theory that captures the fundamental physics
behind the vast variety of non-local phenomena [52, 72], and that is moreover well-
posed [81, 9].
The foremost problem facing granular rheology studies is the discord over a clear-
cut set of state variables from which to derive forces. A key concept introduced to
describe granular flow rheology is fluidity. In classical fluid dynamics, the fluidity f
refers to the inverse of the viscosity [11],
f =
γ˙
τ
. (1.9)
This definition conceptually implies that a low fluidity refers to a solid-like behaviour
while a high fluidity refers to a system that is more similar to a liquid.
Pouliquen & Forterre (2009) [105] proposed an original description of non-locality
based on the idea of a process activated by force-chain fluctuations. In their analogy
with viscous liquid state transitions, temperature is defined by the rate of rearrange-
ments in the force network, rather than individual particle fluctuations as is done in
thermal systems. They assumed the rate of plastic deformation, γ˙, proportionally
affects the rate of generation of new random force network within a granular flow.
Cooperative model
Based on this principle, Kamrin & Koval (2012) [71] proposed an analogy between
granular systems and the Kinetic Elasto-Plastic model [70]. In this model plastic events
trigger other plastic events near them, introducing the notion of local stress diffusion.
They therefore define the lengthscale ξ as the cooperative length, which characterises
the distance to which motion at one point affects the state of other points. According
to local rheology, given a yield shear stress τy, the local fluidity floc(τ < τy) = 0, but
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ξ defines the range of non-locality, along which the real fluidity f is an extension of
the local fluidity floc. For a flow varying only in zˆ, this is done mathematically by
introducing a non-local Laplacian term:
f − floc = ξ2∂
2f
∂z2
. (1.10)
For granular flows, Kamrin & Koval (2012) [71] argued that as it is friction that
determines the closeness to yielding, in contrast to standard fluids, the dynamic friction
between particles that defines the shear stress τ between layers is expected to be affected
by the pressure. Hence, Kamrin & Koval (2012) [14, 71] additionally suggested that
for granular materials the constitutive relationship for the granular fluidity g should
be rescaled by the pressure under the definition
g =
γ˙
µ
. (1.11)
Using the expression for local rheology derived from Equation 1.8
I(µ) = H(µ− µs)(µ− µs)
b
, (1.12)
where b = (µ2−µs)/I0 and H represents the Heaviside function, and combining it with
Equation 1.1 to model γ˙, the local granular fluidity is defined
gloc = H(µ− µs)µ− µs
bdµ
√
P
ρ
. (1.13)
By then fitting parameter ξ to the non-local law extended from Equation 1.10
g − gloc = ξ2∂
2g
∂z2
, (1.14)
where g is defined by Equation 1.11 and gloc by Equation 1.13, the cooperative length-
scale ξ for each specific system can be calculated.
Gradient expansion model
Bouzid et al. (2015) [15] took a different approach to model the non-locality principle
proposed by Pouliquen & Forterre (2009) [105]. They pointed out that the cooperative
motion of particles not only facilitates flowing when a given point is surrounded by
a more fluid zone, but it also resists flowing when it is surrounded by a more solid
neighbourhood. Both flow-encouraging and flow-discouraging behaviours are captured
by their alternative granular fluidity model based on the introduction of relative fluidity,
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κ, such that
κ = l2
∇2f
f
, (1.15)
where l represents their definition of cooperative length-scale of the order of a few
particle diameters.
Bouzid et al. (2015) [15] added that the fundamental definition of fluidity proposed
should be a state variable; g should be given by a coarse-grained field determined from
the state of the system. In other words, the fluidity must be a coarse-grained field
that can be determined from the state of the system, and does not depend on the
stress tensor which is not a state variable itself. They showed that otherwise in a
non-homogeneous system fluidity will not be continuous across a stress discontinuity.
Indeed, Bouzid et al. (2015) [15] challenge whether the granular fluidity g should
be defined as the inverse of viscosity at all, as viscosity only really has meaning in
classical fluid dynamics. They unify the definition for fluidity as
g =
γ˙
Y (1.16)
and propose expanding the constitutive relation around Y = µ(I), valid in the homo-
geneous case, as
Y = µ(I)χ(κ), with χ(κ) ' 1− κ+O(κ2). (1.17)
To solve the resulting differential equation to predict a velocity profile, Bouzid et al.
(2015) [15] suggest several alternative definitions for fluidity, which they stress need not
be the inverse of viscosity. Among their suggestions they include the difference between
number of contacts per grain and number of sliding contacts per grain (distance to
isostaticity); the distance φc − φ where φ represents the local volume fraction and φc
the volume fraction at the limit I −→ 0; and finally they settle on using the inertial
number I, which requires the assumption of a quasi-incompressible system (which may
not be true in granular solid-like state [9]).
1.3.3 Motivating questions: Microscopic description of gran-
ular fluidity
It has been established that granular fluidity can be modelled from a mathematical
perspective and tailored empirically to specific systems. However, a great challenge in
the field remains that there still exists no consensus on what the physical mechanisms
responsible for non-local effects are. Indeed, the concept of granular fluidity remains
physically unexplained. The fluidity g influences the flow by relating the local stress
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and strain rate through Equation 1.11 or 1.16, but there is still no agreement on how
to describe g in terms of kinematically observed state variables only.
Several different microscopic variables have been used to describe non-local effects.
For examples, Pouliquen & Forterre (2009) [105] described stress diffusion through
stress fluctuations, Jop et al. (2012) [69] connected granular fluidity (as the inverse
of viscosity) to the standard deviation of the strain-rate tensor, and Zhang & Kamrin
(2017) [133] proposed that granular fluidity can be well described in terms of only
velocity fluctuations, δv, and packing fraction, φ, as
g =
δv
d
F (φ), (1.18)
where d is the particle diameter and F is a function that defines the dependency of g
with φ.
All the models proposed have been verified against numerical simulations for specific
systems but not experimentally. In this work we make direct observations of the
forces that cause localised rearrangements in areas where no motion would be expected
according to local rheology models. Hence, we aim to use our novel insight into the
force network to explain the physical mechanisms that drive non-local effects.
1.4 Size segregation
1.4.1 Impact of the phenomenon
Segregation is one of the phenomena that is characteristic of granular media. This
phenomenon cannot occur in classical fluids and therefore is an example of the insuffi-
ciency of granular flow models built through analogies with continuum fluid dynamics.
In contrast to classical fluids where mixing is enhanced by shearing motions, in gran-
ular systems shear [7] can drive the segregation of particles by size, density, shape
or surface properties. The scope of this work covers dense, dry granular avalanching
scenarios where cohesionless particles [83] that only differ in size separate because each
group has preference for a certain location. In broad terms, the initial avalanche dila-
tion causes the appearance of gaps in the bulk, into which smaller particles percolate
preferentially and then lever the larger ones upwards. As a result the fully developed
avalanche is segregated with an inversely-graded particle size distribution, defined [89]
as big particles flowing above the small ones. Then, since the flow is faster farther from
the base, the large particles tend to accumulate at the avalanche front, where they are
overrun, and recirculated by segregation [47].
Segregation can occur at impressively fast rates and have significant impact on
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avalanche dynamics, due to a feedback between particle size distribution and flow
rheology. In nature, segregation is instrumental to the entrainment, deposition and
transport of materials in rock [87, 39, 23] and snow avalanches [49, 78, 118, 10], debris
flows [57, 128] and dense pyroclastic flows [18, 59]. The understanding of such flows
can lead to more accurate hazard predictions and improved safety measures [24]. In
addition, segregation-driven sedimentation is a critical factor in the shaping of the
coastal geomorphology [98] and the formation and migration of sand dunes [6, 55].
In industry segregation can be exploited when sorting different components of a
mixture (for example in the separation of different types of garbage). In contrast,
when the aim of mixing is to obtain a uniform granular material, segregation can be
problematic, as occurs in the processing of pharmaceutical [119, 79], agricultural [82],
chemical [12, 31, 91] and metal powders [17]. Therefore, a precise model for this phe-
nomenon, taking into account the microscopic particle characteristics and macroscopic
flow properties, could lead to higher efficiencies in numerous production processes [124].
1.4.2 Models based on physical mechanisms
Although the phenomenon had been previously observed, investigations of segregation
in inclined chute flows date back thirty years when Savage & Lun (1988) [113] applied
information-entropy concepts to model what they proposed to be the two main driving
mechanisms: kinetic sieving and squeeze expulsion.
Kinetic sieving is the name given to the natural gravity-induced process that ex-
plains why small particles are more likely than the larger ones to fall into gaps formed
between other particles as they move. Basically, small particles can fit more easily into
narrow gaps, and tend to fill them before the gaps expand enough for the large particles
to fit. This sieving effect explains why a small particle species may have a larger net
downward flux within the bulk flow than a large species, but does not explain the net
upwards flux of the large particles. Squeeze expulsion is the process by which a force
imbalance in a particle compressed by two neighbours results in it being pushed out of
the line (the force chain) they formed. As defined, this mechanism is not preferential
to any direction nor particle size, but accounts for a possible mechanism that would
drive large particles upwards.
Dolgunin & Ukolov (1995) [32] suggested that diffusion-like processes caused by
the random spatial distribution of the particle velocities were also relevant to the
segregation process even for dense granular flows. Such diffusive mechanisms would
explain earlier observations of segregation being inhibited by large particle speeds [113].
In fact, it was later proved that in more energetic regimes, where the flow is dilute and
dominated by binary collisions, kinetic theory successfully predicts that the granular
temperature gradient leads to particle segregation [65, 54, 3, 74]. However, an equally
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successful theory to quantify segregation effects in dense granular flows is still to be
developed [36].
Many authors have since identified up to thirteen different mechanisms that drive
segregation in a variety of flows [115, 27, and references therein]. However, the relative
importance of each depends on particle geometry and flow energy. For dense, cohesion-
less, gravity-driven granular flows it is generally agreed that the relevant segregation
mechanisms are kinetic sieving, squeeze expulsion, angle of repose segregation (whereby
materials whose repose angle is smaller flow over those with larger angle), trajectory
segregation (by which smaller or more angular particles are more affected by frictional
effects) and fluidization (where different drag forces tend to fluidize or entrain certain
particles [73]).
1.4.3 Motivating questions: Origin of driving forces
The first theoretical models published on size segregation in dense, inclined chute flows
focused on explaining patterns such as the formation and evolution of concentration
shocks [129]. The model developed by Savage & Lun (1988) [113], and its derivations,
used statistical mechanics based on the geometrical likelihood of kinetic sieving and
mass balance, and although it agreed reasonably well with laboratory experiments,
it failed to represent underlying physical concepts. For example, their model was
independent of gravity (or any external spatial gradient) when it is clearly the driving
force. Similarly, the theory developed from Dolgunin & Ukolov’s (1995) [32] balance
between segregating and diffusive fluxes failed to account for the driving forces and
particle properties [74].
Alternatively, Savage & Hutter (1991) [112] introduced an avalanche dynamics the-
ory based on depth-averaged conservation laws, which has been adopted and extended
to model stratification patterns by a large branch of authors [48, 125, 45, 38, 47, 131,
44, 77]. However, there are as of yet no theories that couple size segregation to the
non-depth-averaged evolving flow field [46]. A general theory able to explain the effect
of inter-particle interactions on segregation and its relationship to the flow mobility
and basal deposition remains to be found [114].
1.5 Experimental granular dynamics
An important factor in the slow progress of granular rheology and segregation models
is the fact that they are difficult to validate experimentally. In the cases of both non-
local rheology and segregation, the macroscopic results are visible and measurable, but
unlike with fluid flows it is not yet possible to measure the microscopic behaviour of
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individual particles within a granular flow in real time. A hurdle facing the granular
dynamics community today is the lack of understanding of the link between microscopic
quantities and macroscopic behaviour.
Due to the difficulties in testing theoretical models experimentally, the discrete el-
ement method (DEM) [25, 102, 126, 92, 50] is widely used by the granular community,
as reliable predictions can be obtained if all particle properties and inter-particle in-
teractions are carefully incorporated. A few examples, relevant to this work, of DEM
applied to simulate granular systems are in the study of mixing and segregation of gran-
ular mixtures [99], hopper discharge [62, 101], and snow and rock avalanches [123, 2].
These methods offer a means to non-intrusively obtain information within a granular
flow, but they offer no guarantee that they are calibrated to simulate realistic systems,
and therefore still need to be verified experimentally.
Experimentally, some authors have recorded the evolving particle velocity and size
distribution through the avalanche side-wall by performing particle tracking or image
velocimetry [122, 21, 84, 34], or using a calibration curve to infer concentrations [131],
but in these cases the flow is necessarily affected by side-wall effects [66]. Another
approach is to divide a flow originated from a movable hopper into layers using splitter
plates [113, 32, 129] to extract concentration profiles for the different particle sizes
along the avalanche. However, this method is intrusive [113] and produces results
with low vertical resolution. Nevertheless, several authors [46, 127] have alluded to the
hope that emerging non-invasive experimental techniques [8], including index-matching,
photoelasticity and X-ray tomography, may soon be able to shed light on microscopic
processes.
Non-invasive tomographic techniques [1, 40, 29, 94, 30] have been used to obtain
high resolution information about the vibration and deformation of individual parti-
cles, from which contact forces can be quantified. These techniques have provided
very accurate results in three-dimensional systems with very high spatial resolution,
but in dynamic systems these techniques are limited by the temporal resolution of
the information obtained. Moreover they can only be applied on very specific granu-
lar materials and the analysis of the experimental data is extremely computationally
expensive. Photoelasticity remains the most approachable technique for measuring
inter-particle forces, with the caveat that it has only be applied to quasi-static two-
dimensional systems. Dynamic 2D photoelatic measurements used to this day [132]
provide information about the shape and evolution of the force network in large as-
semblies of particles, but do not quantify microscopic interactions. Measurements of
forces on photoelastic spheres have been successful [100, 130], but only for simple and
highly controlled systems.
In the experimental setup developed for this work we have access to an unprece-
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dented experimental insight into the force network in dynamic granular free-surface
flows. On one hand, this allows direct observation of the relationship between micro-
scopic force behaviour and macroscopic non-local effects. We aim to capture the origin
of the forces that cause localised, sporadic motion of particles where local rheology
predicts none. Mainly, we are concerned with the relevance of the shear rate in the
modelling of rheology in the regimes achieved in the experiments discussed in this the-
sis, that is, in quasi-static and inertial flow regimes. Especially in quasi-static regions,
the dissociation between rheology and shear rate is currently particularly baﬄing to
the granular community, and our ability to measure both is most promising.
Secondly, this new insight into inter-particle force magnitudes means that if a seg-
regating particle can be tracked in the flow, we can directly observe the mechanism
by which inter-particle forces push certain particle species to specific locations in the
flow. The benefit of capturing the mechanisms that drive segregation is that the de-
pendency of the segregation rate on the local flow kinematic variables could then be
physically explained rather than empirically fitted to a model. Examples of variables,
relevant to the experiments performed in this thesis, that have been observed to affect
the segregation rate are shear rate [17, 42, 35], packing fraction [33, 17, 113, 48, 47],
particle size dispersity [113, 48, 45, 42], velocity fluctuation gradients [53, 22], and
pressure [42]. In consequence, this work serves the second purpose of verifying the
dependencies assumed in the segregation models referenced.
1.6 Motivation and layout
Throughout this chapter we have presented a summary of the literature on which
the analysis made in this thesis is based. We have divided our interest into three
complementary areas: (1) characterising the force network in granular flows, taking into
account the role of side-wall friction; (2) describing non-locality in terms of microscopic
local variables; and (3) differentiating the force network in granular media from the
force distribution in classical fluids in a way that leads to granular-specific behaviour,
particularly size segregation.
In Chapter 2 we describe the experimental technique we will use to address the mo-
tivating questions. This technique is based on the material property of photoelasticity,
by which clear materials change refractive index anisotropically when a force is applied
to them. We present the equations applied to measure the photoelastic response of
these materials and characterise the specific photoelastic material we use to carry out
experiments. Then, in Chapter 3 we describe the experimental setup. We explain how
we produce 2D avalanches of discs and how the design allows us to measure forces
between individual pairs of particles in the flow. We also describe a few preliminary
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experiments that justify several design decisions.
Chapter 4 reports the results of carrying out experiments over a smooth and rough
base. Because the avalanches produced are constrained to a channel where only one
layer of discs can flow, side-walls play an important role in the kinematics of the flow.
We thus compare our results to 3D granular flows in narrow channels and analyse the
behaviour of the stress tensor components, which we can calculate directly by coarse-
graining photoelastic force measurements.
Chapter 5 focuses on experiments over a rough base where we get the thickest
super-stable heap. Then, we look at the transition between a dense-inertial flow and
a creeping zone underneath it. By measuring the rate at which the force network
fluctuates with depth, we interpret the implications of the force fluctuation rate on
stress diffusion and on non-local models. We also illustrate the success of the technique
to measure force fluctuations and propose how it could be used to fully characterise
the cooperative length used in non-local models.
Chapter 6 analyses the differences in the force distribution in mono-dispersed and
bi-dispersed flows. We do this by comparing the results of previous chapters with
bi-dispersed flows that have (a) uniform particle distribution and (b) a single large
particle in a bed of small ones. On carrying out many repetitions of the experiments,
we are able to measure the average and standard deviation of the particle paths, which
inherently contains the probability of a large particle to be pushed towards the free
surface. In addition, we are able to describe in detail the mechanisms by which large
particles are moved between layers, shedding light on the true physical processes that
drive granular size segregation.
The last chapter summarises the novel results produced for this dissertation and
make an assessment of how well our aims were met. We finally propose adaptations of
the experiments we have carried out that could further our line of investigation. We
show the extent of the success of applying the technique in our experimental setup, and
show that it promises many interesting results beyond those obtained for the purpose
of this work.
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Photoelastic technique
Synopsis
In this chapter we discuss the background theory and implementation of the
photoelastic technique. To start with, we explain the effect of the photoe-
lastic material property on the polarisation of transmitted light in terms of
the material internal stresses. We model a continuous stress distribution for
a two-dimensional disc under compression by multiple forces at any point
and angle to its surface. Then, we show the photoelastic patterns that can
be expected to be obtained from such discs, and develop the dependency of
the light intensity to the external forces magnitudes. At this point the lim-
itations and difficulties of applying the photoelastic technique to measure
forces are presented, as they impact the design of our experimental setup
described in the next chapter.
In the second part of this chapter, we characterise the photoelastic ma-
terial used, Clear Flex 50, and compare it to other materials used worldwide
for photoelastic studies. We then justify our preference for Clear Flex 50
over the available alternatives.
Finally, we compare the theoretical fringe patterns modelled in the first
part of this chapter to the experimentally observed photoelastic patterns.
The similarity between the two is the foundation of the optimisation algo-
rithm to estimate force magnitudes and directions from observation, which
we also explain in detail in this chapter.
2.1 Theoretical background
The term double refringence, or birefringence, is applied to optically anisotropic materi-
als when their refractive index depends on the direction of polarisation and propagation
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of the transmitted light. On entering a birefringent medium, the incident light vector
can be modelled as a sinusoidal function resolved into two perpendicularly polarised
components that propagate with different velocities. As a result, as a ray propagates in
this medium, a phase shift develops between the component polarised in the direction
of lower refractive index, i.e. the fast axis, and the other that oscillates along the slow
axis. On emerging from the birefringent material, the relative linear phase difference,
δ, between the two components is
δ = δf − δs = h(nf − ns), (2.1)
where the subscripts f and s represent the fast and slow axes respectively, nf and ns
are the refractive indices in the two directions, and h is the distance travelled through
the material. In turn the relative angular phase difference is
∆ =
2pi
λ
δ =
2pi
λ
h(nf − ns), (2.2)
where λ is the wavelength of the transmitted light.
Some transparent materials are optically isotropic when unstressed but become
birefringent if a load is applied to them. This related phenomenon is known as tempo-
rary birefringence or photoelasticity, and is experienced by materials whose refractive
index in a given polarisation direction varies according to the internal stress created
as a consequence of an external load on the material. Needless to say, this can be
an extremely useful property for studying the distributions of stresses in numerous
arrangements.
The relationship between the principal stresses at a point within a photoelastic
material, σ1, σ2 and σ3, and the change in the refractive indices in three principal,
perpendicular directions, n1, n2 and n3, was quantified by Maxwell in 1852, in what is
today known as the Stress-Optic Law :
n2 − n1 = c(σ1 − σ2),
n3 − n1 = c(σ2 − σ3),
n1 − n3 = c(σ3 − σ1).
(2.3)
The proportionality constant c is called the relative stress-optic coefficient and is mea-
sured in the unit Brewster, where 1 Br = 10−12 m2N−1. For practical purposes c is often
considered a constant that carries the properties of the specific material used, but many
authors have studied its dependency on wavelength and temperature (a phenomenon
known as photoelastic dispersion or dispersion of birefringence) [6].
An important implication of the Stress-Optic Law is that the speed, and therefore
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the phase retardation, of a light ray travelling in a birefringent medium is only affected
by the principal stresses in the plane normal to the propagation direction. Hence,
only one of Equations 2.3 is needed to describe the phase shift of light per direction
of propagation. By substituting the appropriate Equation 2.3 into 2.2, the relative
angular retardation of light propagating along axis 3ˆ is
∆ =
2pihc
λ
(σ1 − σ2). (2.4)
Given that the light electric vector is modelled by a sinusoidal function, it is mul-
tivalued for retardations that are N (for N ≥ 0) multiples of 2pi. For this reason
Equation 2.4 is often expressed in terms of the fringe number, or fringe order,
N =
∆
2pi
, (2.5)
so
σ1 − σ2 = Nfσ
h
, (2.6)
where fσ = λ/c is called the material fringe value and summarises the photoelastic
response of the material.
Consider a set-up of two opposite circular polarising films in parallel, positioned
as shown in Figure 2.1. As they are opposite in polarisation directions, the pair will
absorb all the light that passes through them. If a birefringent sample material is
placed in between them, circularly polarised light transmitted by one of the polarisers
will no longer be circular after it is transmitted through the sample. This is because
the polarisation of the transmitted light is affected by the sample having different
directional refractive indices. As a result, the light transmitted through the second
polariser will no longer be circularly polarised, but will have a residual phase change
upon leaving the sample. On reaching the second polariser, the component of this light
corresponding to a circular polarisation is absorbed by the second polariser, while the
component associated to the change of phase may be transmitted through the setup.
The intensity of the light transmitted through this system depends on the degree of
phase shift created by the sample, which depends on the internal stress magnitudes,
which in turn can be related to the external forces applied on the photoelastic sample.
An outside observer sees a black background with bright light patterns visible inside
the photoelastic material. These patterns depend on the magnitude and direction of
the load applied to the material, and the distribution of the internal stresses within
the material. Unfortunately, the quantitative relationship between the observed light
intensity and the external forces is not at all linear nor straightforward, but is pro-
portional to the square of the light vector magnitude [9]. In the setup described, the
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Figure 2.1: Sketch of the basic setup needed to visualise the photoelastic response of
a sample.
intensity of the light transmitted can be directly related to the pressures applied to the
material as
I = I0 sin
2(
∆
2
) = I0 sin
2
[
pih
fσ
(σ1 − σ2)
]
, (2.7)
where I0 is the maximum light intensity detected, and σ1 and σ2 are once again the
principal stresses at the point in question, which is in a plane perpendicular to the
light propagation direction.
Notably, the Stress-Optic Law only relates the relative angular phase shift with the
difference in the internal principal stresses, not with the magnitudes of the external
forces. Several analytic and experimental stress-separation techniques have been devel-
oped to find the magnitudes of σ1 and σ2 from Equation 2.7 [29]. Alternatively, if the
distribution of the stresses through a body can be modelled, they can be obtained by
comparing the theoretical arrangement of fringes to the pattern observed. The latter is
the method chosen to quantify forces in this project, as the cylindrical shape in which
the photoelastic material is used provides a convenient geometry. A model for the dis-
tribution of the stresses inside a disc under multiple forces at any point and angle to the
surface [6] is described next. Through this model we can predict the observable fringe
pattern in a photoelastic disc for a set of forces of known magnitudes and directions.
Photoelasticity has become a widely popular choice for the experimental study of
force distributions within granular systems. In the past decades alone, the photoelastic
technique has been used to study the erratic stress fluctuations in sheared quasi-static
granular matter [11, 2, 34], anisotropy of the contact force networks [18, 35], shear
jamming [19, 3, 25, 36, 32], the dynamics of granular matter under impact [5, 17, 37],
to identify inter-particle contacts [16], observe sound propagation [27, 20, 12], test the
validity of statistical ensembles [23, 4] and examine sensitivity of granular systems
to initial conditions [14], among others. A wide variety of force resolution has been
achieved in these studies, depending mainly on the photoelastic material quality, image
disc resolution and number of discs in the system. Some works report errors in the
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force measurements as small as 5%, while in some others the resolution is so poor that
they choose to only use the photoelastic information qualitatively.
2.2 Stress distribution in a 2D disc
2.2.1 Background theory of elasticity
Considering a disc of a linearly elastic material, in the absence of body forces the
condition of equilibrium can be written as [6]
∂σik
∂xk
= 0, (2.8)
where σik is the component of the internal stress in the k-direction on the plane with
normal in the i-direction. If external forces are applied on the material surface, they
will affect the choice of boundary conditions rather than Equation 2.8.
In three-dimensional space, if a very thin disc is considered, the components of
the strain tensor in the direction zˆ of the thickness, uzz, uxz and uyz can effectively
be neglected. As in a linearly elastic system the strains are directly proportional to
the corresponding stresses, the stress tensor components σxz, σyz and σzz can also be
neglected and only the components in the x-y plane remain. In this two-dimensional
simplified case, the components of the stress tensor can be expressed in terms of Airy’s
stress function [6], χ, as
σxx =
∂2χ
∂y2
σxy = σyx =
∂2χ
∂y∂x
σyy =
∂2χ
∂x2
, (2.9)
or in polar coordinates, as is more appropriate for the case of a disc,
σrr =
∂χ
∂r
+
1
r2
∂2χ
∂θ2
σrθ = σθr =
1
r2
∂χ
∂θ
− 1
r
∂2χ
∂θ∂r
σθθ =
∂2χ
∂r2
, (2.10)
where χ is an arbitrary function. Redefining σ in the equilibrium balance Equation 2.8
in terms of χ results in that the stress function that defines the stress tensor components
must satisfy the biharmonic equation
∇2χ = 0. (2.11)
2.2.2 Point force on a two-dimensional semi-infinite plate
This simplified problem consists of a point force F applied at point Q at an angle α to
the edge of a semi-infinite plate that is effectively two-dimensional. We wish to derive
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the internal stresses at any point P at a distance |r| away from Q, as illustrated in
Figure 2.2.
Figure 2.2: Illustration of the problem of a point force on a semi-infinite thin plate.
We assume that the internal pressure should decrease with the distance away from
the point of load application (radially), so Equation 2.10 in polar coordinates is appro-
priate. We choose a solution [9] that satisfies the biharmonic Equation 2.11
χ = Crθ sin θ, (2.12)
where C is a constant. It follows that at a point at distance r and angle θ from the
axis of force application the components of the stress tensor are
σrr = −2C cos θ
r
σrθ = σθr = 0 σθθ = 0. (2.13)
The constant C can be found by applying Newton’s third law, which requires that
the applied force be equal and opposite to the integral of the internal stress exerted by
the whole solid. That is to say,
F = −2
∫ pi/2
0
(σrr cos θ)rdθ = −Cpi, (2.14)
so
C = −F
pi
, (2.15)
and finally,
σrr = −2F
pi
cos θ
r
. (2.16)
2.2.3 General solution to M non-concentric forces on a disc
This problem, illustrated in Figure 2.3, consists of a force F applied on the edge of
a thin disc of radius R. It is noted that the applied force cannot be assumed to
be concentric given that in practice disc borders may have a non-negligible friction
coefficient, allowing for tangential stresses as well as normal. The main difference with
Figure 2.2 is that the boundary condition requires that the disc edge be a free surface.
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All components of the stress tensor must be zero at the boundary of the disc except at
the points of load application.
Figure 2.3: Illustration of the problem of a concentrated force on a thin disc.
At any point P inside the disc the a components of the internal stress due to force
F are given by Equation 2.16. Transforming σ to an axis with origin at the disc centre
C,
σ′rr = σrr sin
2 θ2 = − F2pir sin(θ1 + θ2)− F2pir sin(θ2 − θ1),
σ′rθ = σrθ sin θ2 cos θ2 = − F2pir cos(θ1 + θ2)− F2pir cos(θ2 − θ1), (2.17)
σ′θθ = 0.
The free surface boundary condition requires stresses to be zero all around the disc
perimeter, which Equation 2.17 is not. The final expression for the internal stresses
therefore consists of Equation 2.17, corrected by the value each component of σ takes
evaluated at r = R:
σ =
{
σ′rr − σ′rr|r=R σ′rθ − σ′rθ|r=R
σ′θr − σ′θr|r=R 0
}
(2.18)
Historically, the photoelastic technique has been applied in static systems, where
particle equilibrium simplifies Equation 2.17. Torque balance implies that the shear
stress on the boundary must equal zero and similarly force balance requires the normal
and tangential stresses stress in direction rˆ to be zero. In contrast, this work aims to
study dynamic systems where none of these stress components can be simplified thus.
If more than one force is present at the disc surface, at any point inside the disc the
total stress will be a sum of the contributions from all of the forces. In addition, in order
to compare this model to experimental images of the same problem, it is convenient
to express the components of the stress tensor in Cartesian coordinates. Finally, the
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general solution to any number M of external point forces on a disc surface is given by
σxx =
M∑
i
−2Fi
piri
cos3 θ1i +
M∑
i
Fi
2piR
sin (θ1i + θ2i) ,
σyy =
M∑
i
− 2Fi
piri
cos θ1i sin
2 θ1i +
M∑
i
Fi
2piR
sin (θ1i + θ2i) ,
σxy =
M∑
i
−2Fi
piri
cos2 θ1i sin θ1i.
(2.19)
Figure 2.4 shows the distribution of the stress according to Equation 2.19 when two
equal and opposite diametrical forces are applied on the surface of a disc from above
and below. Here the colours black and white represent the minimum and maximum
internal stress tensor determinant at each point, respectively.
Figure 2.4: Theoretical distribution of stresses for the case of two opposite forces on a
disc.
Equation 2.19 relate the position of a point inside the disc to the Cartesian in-
ternal stresses exerted there according to the theoretical distribution of the load. By
calculating the eigenvalues of the resulting stress tensor, the principal stresses can be
determined to be
σ1,2 =
−(σxx − σyy)±
√
(σxx − σyy)2 + 4σ2xy
2
. (2.20)
Therefore,
σ1 − σ2 =
√
(σxx − σyy)2 + 4σ2xy, (2.21)
is the quantity that determines the intensities observed in the disc by the detection
system at coordinates x and y according to
I(x, y) = I0 sin
2
[
pih
fσ
(σ1 − σ2)
]
. (2.22)
Figure 2.5 shows, on the left, the theoretical intensities that would be observed
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from the stress distribution shown in Figure 2.4, according to Equations 2.19, 2.21 and
2.22, using an arbitrary value for fσ. The experimental image on the right shows the
pattern resulting from observing a photoelastic particle under compression between
polarisers. Clearly, there is a very good correspondence between the model developed
and the experimental observations, except close to the points of force application. It
is suspected that the difference between the images in this area may be due to the
fact that the forces are not applied in concentrated points but over a finite area in the
experiments [13].
Figure 2.5: (Left) Theoretical distribution of the fringes for the case of two opposite
concentric forces on a disc. (Right) Experimental image of the same case.
2.3 Force evaluation
In order to observe the effect of force magnitude on the photoelastic fringe pattern,
we set up a calibration experiment for which we captured the patterns produced when
applying known forces to a disc. In the experimental setup shown in Figure 2.6, a
micrometer screw gauge compressed a disc while a Chatillion Digital Force Sensor
measured the magnitude of the forces applied. A PixeLINK PL-A742 camera located
1.4 m above the apparatus recorded the fringe patterns for a series of ten increasing
forces, of which some are shown in Figure 2.7.
It is clear from Figure 2.7 that the specific observable pattern depends on the
magnitude and direction of the loads applied to the material. In addition, we can see
that the intensity at each specific point is multivalued for increasing values of internal
stress: for example, the disc shown in Figure 2.7 has maximum intensity at the disc
centre around F = 0.8, 1.9 and 3.0 N. Because the quantitative relationship between
the observed light intensity and the external forces is not linear nor straightforward
(Equation 2.22), forces must instead be calculated by post-processing the photoelastic
light patterns, or fringes. The two most popular approaches to quantifying the forces
that produce a specific photoelastic pattern are explained next: the G2 and the inverse-
problem methods.
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(a) (b)
Figure 2.6: View from the (a) top and (b) side of the experimental apparatus used to
capture the photoelastic fringe patterns produced by simultaneously-measured forces.
This setup belongs to the Daniels lab at NCSU, and was used in collaboration with J.
Kollmer, Z. Tang and K. E. Daniels.
Figure 2.7: Examples of changing photoelastic pattern and increasing fringe number,
within a disc under two known concentric forces.
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2.3.1 G2 method
Given the linear relationship between the forces applied and the disc fringe num-
ber, Behringer and co-workers [11] argued that a disc average pixel intensity gradi-
ent squared is an empirical measure of the 2D stress on that disc. They defined this
quantity as
〈G2〉 =
∑
i,j
[
(Ii+1,j − Ii−1,j)2 + (Ii,j+1 − Ii,j−1)2
+
1
2
(Ii+1,j+1 − Ii−1,j−1)2 + 1
2
(Ii+1,j−1 − Ii−1,j+1)2
]
,
(2.23)
and showed that there is a monotonic relationship between 〈G2〉 and the mean force
exerted on a disc, for a given disc imaging resolution.
This estimative method of approximating inter-particle forces is known as the
gradient-squared (G2) method, and has been applied to systems at a variety of scales [5,
7, 15]. Despite the lower accuracy, this method is much less computationally expen-
sive and can work at lower resolutions than the inverse problem method. Therefore
this approach is usually preferred for studies where the researcher does not wish to
compromise time and computational costs for accuracy.
2.3.2 Inverse problem method
The intensity of the light transmitted through a photoelastic particle depends on the
difference between principal stresses, and not on the internal stresses themselves. In
addition, they are related by a multivalued sine function, so it is not possible to find
the forces exerted on a disc directly from individual pixel intensities. Instead, the force
measurement is done by finding the magnitudes F that, for pixel i out of M , produce
a theoretical fringe pattern, Ii(F), most similar to that observed one, Iobs,i. In other
words, the forces are found by solving the minimisation problem
min(S2) = min
M∑
i=1
[Iobs,i − Ii(F)]2 , (2.24)
where S2 is the sum of residual squares function.
The Levenberg-Marquadt algorithm (also known as the ’damped least squares’ al-
gorithm) was chosen to solve Equation 2.24 as it is a robust method, particularly easy
to apply to numerical problems, of which many efficient packages have been imple-
mented in most programming languages. This is an iterative technique for non-linear
least-squares fitting that, given an initial estimation of the fitting parameters, in each
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iteration estimates a correction δF such that
S2(F + δF) < S
2(F). (2.25)
Like all iterative optimisation procedures, the Levenberg-Marquadt algorithm is
prone to converging to a local minimum if the initial parameters are not close enough to
the global minimum [10, 31, 24]. This is an increasingly important issue as the number
and the magnitude of the contact forces rises. If the initial values for the contact forces
are set very low, the algorithm will tend to produce sequentially increasing values for
F in each iteration. When the fringe numbers in the experiment are larger than 1,
the algorithm will find a local minimum when the proposed forces form the first fringe
pattern that fits one of the fringes observed in the experiment. In conclusion, the
Levenberg-Marquadt algorithm can be expected to fail to find the global minimum for
high fringe numbers (M > 1), especially when the number of forces is larger than 2,
unless an initial estimation of the forces is made for each particular case.
2.3.3 Implementation
Given the large volume of data expected to be collected, we wish to automate as much
as possible the process of evaluating the magnitudes and directions of point forces on
photoelastic discs from captured images of the corresponding fringe patterns. For this
purpose, we adapted the force-measuring Matlab implementation PeGS (Photoelastic
Grain Solver), an open source programme written by Jonathan Kollmer [21, 8] and
inspired by James Puckett’s peDiskSolve [22].
PeGS is split into three parts:
1. PeGSDiskPrep.m: identifies particles, finds neighbours and validates the transfer
of forces at the contacts.
2. PeGSDiskSolve.m: analyses photoelastic patterns to estimate the forces exerted
between particles.
3. PeGSForceAdjMat.m: a post-processing tool to quantify the reliability of results.
Identification of force-bearing contacts: PeGSDiskPrep.m
PeGSDiskPrep.m aims to pre-process experimental images containing photoelastic pat-
terns within discs. All variables specific to the system of interest are introduced by the
user in this first programme so that its output can feed directly into the optimisation-
problem solver, which in turn returns lists of force magnitudes and directions.
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Firstly, PeGSDiskPrep.m contains a section of code that, if enabled, implements
the Matlab function imfindcircles. This function requires user-supplied parameters to
apply a Hough Transform to detect circular elements in the input images. With the
discs centres and radii, PeGSDiskPrep.m proceeds to identify pairs which are close
enough to be in contact. Two discs are considered to be in contact if their centres are
distanced by less than the sum of their radii plus a user-supplied tolerance dtol. If
two discs satisfy this criterion, a single point of contact is determined to exist between
them along the line that connects the two centres.
All potential contacts between pairs of discs are then analysed further to filter
those that are force-bearing contacts. Forces between discs can only be estimated if
there is a sufficiently high photoelastic response in the contact vicinity resulting in
a visible fringe pattern. Hence, the pixels contained in a circle of arbitrary radius
g2cr adjacent to the potential contact are evaluated for intensity variations. If the
pixels inside this circle have an average G2 value larger than a threshold g2threshold,
then the contact is deemed to transfer a sufficiently high force. The contacts that do
not satisfy this criterion are discarded, as the photoelastic technique would be unable
to reliably estimate a force exerted at this point. Figure 2.8a shows an arrangement
of photoelastic discs under compression. Figure 2.8b shows a zoom-in of the same
arrangement where the large particles have been circled in red, the small in blue, and
green circles mark the area near force-bearing contacts that measured G2 values larger
than g2threshold.
The values for parameters dtol, g2cr and g2threshold must be supplied by the
user, and will be different for each system. In particular, the combination of g2cr and
g2threshold defines the lowest force magnitudes that will be considered to form part
of the force network; if g2threshold is set too low for a given g2cr, then all particles
and contacts will be considered to be contributing to the force network. Factors that
affect the outcome of the programme PeGSDiskPrep.m are the disc pixel resolution,
level of image light saturation, accuracy of the disc centre location and radii, diffusive
elements in or on the particles and the photoelastic coefficient. Figure 2.8c shows the
force network detected for the arrangement in Figure 2.8a, for the g2cr and g2threshold
values used to construct Figure 2.8b.
For each image supplied, the programme returns a single .mat file containing a list
of identified particles. Each particle in the list is associated with a unique id number,
the position of its centre in the image, its radius in pixels and in meters, a list of the
ids of other particles it is in contact with and the corresponding contact locations, and
a structure containing the pixels of the whole disc extracted from the original image.
This is the input file for the second step in PeGS.
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Photoelastic pattern optimisation solver: PeGSDiskSolve.m
PeGSDiskSolve.m processes the output files of PeGSDiskPrep.m. This code separately
evaluates every structure in the list contained by these files, each of which represents
a photoelastic disc identified in an experimental image.
In summary, this step in the programme fits force magnitudes and directions on
each supplied contact on every disc. Because the prediction of the fringe patterns
depends on the particle properties (see Equation 2.22), the disc physical thicknesses
and photoelastic coefficients need to be specified by the user. This programme offers the
option to enable or disable the condition of equilibrium (force and torque balance) at the
user’s discretion. If applicable, this condition simplifies the internal stress distribution
model and provides a quicker initial guess for the iterative optimisation algorithm. If
the condition of equilibrium is not applicable, the initial guess is estimated by applying
the G2 method.
As each disc is evaluated independently of the rest, this step in the programme is
parallelised and can be run efficiently on a high-performance computer. The output
is files of the same structure as the input, but with added columns for contact force
magnitudes and directions.
Result visualisation: PeGSForceAdjMat.m
PeGSForceAdjMat.m reads the output of PeGSDiskSolve.m and computes a synthetic
force image and a (weighted) adjacency matrix for the contacts evaluated. Figure 2.8d
shows the synthetic force image constructed by this part of the programme, from the
forces calculated from the experimental Figure 2.8a, which was taken from a static
experiment.
In each of the three sections of PeGS, we only edited the parameters specific to
our system. This includes the particles photoelastic coefficient, scale of each image,
G2 function for our system, the variables dtol, g2cr and g2threshold, the location of
the baseline, and the precision and maximum number of iterations for the optimisation
algorithm. We disallowed the function that considered the forces to be balanced, which
is not applicable in our dynamic system. We also disabled the function that located
discs in the experimental images to insert our own circle-finding algorithm (explained
in detail in Section 3.2.1), which was custom-made to maximize the accuracy of particle
locations specifically for our system.
Using this code, the forces that would produce a specific fringe pattern can be
estimated with errors as low as 5% [8, 21] when the experimental images have high
enough resolution. In our implementation, however, the technique is highly sensitive
to the input parameters: as little as a two pixel error in the radius or in the location of
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(a) (b)
(c) (d)
Figure 2.8: (a) Experimental view of a random arrangement of photoelastic discs under
compression. (b) Zoom into the centre of (a) where the discs have been located and
circled in blue and red depending on disc size. Here the regions near the contacts where
the G2 method is used to successfully determine whether contacts are force-bearing are
circled in green. (c) Force network found from the contacts that have been determined
to be force bearing. (d) Synthetic reproduction on the experimental image (a) using
the forces calculated using PeGS [21].
the contact point, can cause force-bearing contacts to be missed altogether. Daniels et
al. (2017) [8] recommends ensuring an accuracy in the location of the disc centres of at
least 0.05d to guarantee the successful inversion of the fringe pattern. The limits of the
technique lie in the resolution of the experimental images (due to camera resolution
and diffusion in the photoelastic material) and in the trade-off between computational
cost and accuracy. The right choices of photoelastic base material and experimental
design, and the availability of computational resources, make significant differences in
the accuracy of the results. For the current implementation, the typical experimental
errors are explored in Section 3.2.3.1.
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2.4 Photoelastic particle production
Most clear materials are photoelastic to different degrees. Given that we expect our
experiments to involve small forces in a large set of particles, great effort was put into
finding a material to produce photoelastic discs (hereafter called granular particles)
with a reasonable trade-off between affordability and a high stress-optic coefficient.
Possible options were (1) buying custom made particles, (2) cutting discs from
sheets of a known photoelastic material, and (3) casting a similar product out of the
base polymer. Many authors have resorted to Vishay Precision Group, Inc. to produce
commissioned particles of specific hardness and shape, which are considered highly
photoelastic, uniform in properties and stable under typical experimental conditions.
However, they are relatively expensive and have long lead times. Another increasingly
popular option is to drill particles out of polyurethane sheets, which are produced in
mass for industrial purposes. The drawback to this alternative is that irregular shapes
are difficult to produce, and that the cutting of the sheets often introduces permanent
stresses that interfere with the force measurements. Finally, urethane-based rubbers
can be cast for a fairly low cost to produce stress-free particles of any shape and
colour. Unfortunately, the process is usually time-consuming and includes handling
toxic chemicals.
We chose to adopt the last option. With advice from Dr Jonathan Bare´s [1, 2], at the
time at Duke University, the castable urethane rubber Clear Flex 50 was bought from
Smooth-On to produce the photoelastic particles. These were cast on a mould made
from Mold Star 15 SLOW (Smooth-On), a soft but strong silicone rubber that is tear-
and heat-resistant, exhibits low shrinkage and is safe and easy to use. This mould was in
turn cast on an aluminium mould shaped precisely with a Computer Numerical Control
(CNC) machine at DAMTP. This way, the Clear Flex 50 was cast on a flexible mould
that allowed their extraction without excessive forcing but had the precise shape given
by the CNC machine. Figure 2.9 shows a picture of the materials used. The casting
procedures were fine-tuned several times before obtaining an acceptable particle quality,
and the final casting protocols followed are detailed in the Appendix.
2.4.1 Photoelastic calibration
Photoelastic calibration is the procedure by which the stress-optic coefficient of a ma-
terial is determined. It involves compressing a disc of radius R with known forces F
whilst measuring the fringe number N at the centre. The stress distribution in a disc
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Figure 2.9: Casting materials for the Mold Star mould and Clear Flex 50 particles.
(see Section 2.2) gives a linear relationship between F and N ,
N =
4c
piλR
F. (2.26)
We used the experimental setup shown in Figure 2.6 to estimate the fringe number
at the disc centre each time the micrometer screw gauge was tightened, while simul-
taneously measuring the force applied with the force sensor. To estimate the fringe
number N at the disc centre, we take the profile of intensities across a line passing
transversally across the fringe pattern, as shown in Figure 2.10a. Knowing that the
edge of the disc is a free surface it follows that on the disc perimeter the change of phase
of the transmitted light is zero, and thus so the fringe number on the disc surface is
also zero. From the disc edge inwards, the next peak corresponds to a change of phase
due to photoelasticity of ∆ = pi, or N = 0.5, according to Equation 2.5. Next, the
following minimum corresponds to N = 1, and so on. By fitting a sinusoidal function
to the shape of the intensity profile shown in Figure 2.10b, the exact fringe number at
the disc centre, N , can be calculated.
After repeating this process with four particles produced by Vishay, four cut from a
sheet of polyurethane 50A and from another sheet of hardness 60A, and four cast from
Clear Flex 50, the results were plotted in the fringe number vs. force graph shown in
Figure 2.11. Finally, the stress-optic coefficient of each was calculated from the line of
best fit using Equation 2.26.
The Clear Flex 50 particles show the weakest photoelastic response of the four
(c = 2430 Br), but its stress-optic coefficient is still very high in comparison with
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(a)
N=1
N=0
N=1.75
(b)
Figure 2.10: (a) Photoelastic disc under known compressive concentric forces. The red
line shows the profiles of intensities represented in (b), used to find the fringe number
at the centre of the disc.
other clear materials. For instance, glass [33, 26] and polymer optic fibres [30] have
a stress-optic coefficient of order 1 Br. Moreover, the force/radius ratio experienced
in inter-particle collisions is not expected to exceed 300 N/m, and in this range the
difference in photoelastic response between the four types of particles is reasonably
small. Otherwise, the Clear Flex 50 particles are superior to the others in transparency
and in fringe visibility, as they are cast into the disc shape and therefore never have
frozen-in stresses as the polyurethane particles do, and they are significantly cheaper
to produce than to order from Vishay. All further work will be carried out using discs
cast from Clear Flex 50.
2.4.2 Particle elasticity
Once the working material was chosen, its mechanical properties were investigated in
collaboration with Elze Porte, at the Department of Mechanical Engineering of Imperial
College London. Using a displacement-controlled Biomomentum MACH-1 Mechanical
Testing System, several particles were subjected to different strains and strain-rates
and the stresses produced were measured. Figure 2.12 shows the result of a particular
test in which a particle of 6 mm thickness and 12 mm diameter, lying flat on its circular
area, was compressed at a constant deformation-rate of 0.05 mm/s for 3 s and then
kept compressed at 0.15 mm for a further 5 s. It can be seen that the deformation
does not increase linearly with the force applied and that it relaxes at constant strain,
which is typical viscoelastic behaviour.
When a stress is applied to most polymers, parts of the long constitutive chains
rearrange, causing the strain induced by a constant stress to change over time. Sim-
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Figure 2.11: Fringe number vs. force graph from the photoelastic calibration of parti-
cles from four different sources. The colours differentiate tests carried out with differ-
ent materials. For each material, four discs, represented using different symbols, were
tested with a range of forces. The forces are measured with an approximate error of
0.25% with the equipment shown in Figure 2.6, while the fringe number measurements
carry an estimated error of 0.1 N at most.
ilarly, if the polymer is strained by a fixed, constant amount, such rearrangements
cause the stress to decrease over time (stress relaxation). Therefore, the relationship
between stress and strain in viscoelastic materials is not linear, but exhibits a hysteresis
where the area inside the loop accounts for the energy dissipated by the polymer chain
rearrangements.
In Figure 2.12b, immediately after contact with the particle, the stress seems to
increase exponentially with strain, which is attributed to imperfections in the disc
shape. As the particles were cast, the side which was upwards during the curing often
presented a slight meniscus, either inwards or outwards. Hence, the area of force
application is expected to grow during the beginning of the compression.
On the other hand, stress relaxation is obvious, as the stress can be seen to level-off
exponentially once the strain-rate is brought to zero. However, after performing three
stress-relaxation tests at different strains on five particles, it was found that the total
relaxation is never above 8% of the initial stress. Moreover, we notice that the force
magnitude necessary to view this viscoelastic behaviour is two orders of magnitude
larger than the magnitudes expected in our experiments. The viscous component of
the material is thus weak enough to allow upper- and lower-estimations of its Young’s
modulus within a reasonably small range by using the peak and equilibrium stresses,
respectively, reached for a given strain. This way, the modulus of elasticity of Clear
Flex 50 was determined to be within 15.7 - 16.3 MPa, which is of the expected order of
magnitude [28]. The duration of inter-particle collisions is of the order of milliseconds,
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Figure 2.12: (a) Deformation and (b) force vs. time graphs of a stress-relaxation test
performed on a Clear Flex 50 particle of 6 mm thickness and 12 mm diameter.
which is very quick and does not allow for considerable stress-relaxation. Hence, the
Young’s modulus is expected to be closer to the upper boundary in reality.
2.5 Discussion
We have described the experimental technique that we apply in order to study the
distribution of forces in a granular flow, and particularly the motivating questions
introduced in Chapter 1. The experiments themselves apply the photoelastic technique
to measure forces between individual pairs of particles in a two dimensional flow of
discs. Understanding how the material property of photoelasticity works was essential
in the design of the experimental setup, which will be explained in the next chapter.
Chapter 3 describes and justifies the design decisions of the experimental setup, many
of which rely on principles that are described here of how the technique works. In the
next chapter we also explain the procedure we follow to obtain data from experiments,
in the form of images of photoelastic patterns, as well as how we implement the force-
calculating algorithm. Then, in Chapters 4, 5 and 6 we report the results of the analysis
performed on different sets of experiments.
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Experimental methods
Synopsis
This chapter discusses the design, execution procedure, and post-processing
of experiments that reveal the distribution of dynamic forces in the bulk of
granular free-surface flows. The experiments from which the main results
of this work are drawn consist of a two-dimensional avalanche of discs in
a narrow inclined chute where we can observe and record the photoelastic
patterns produced during inter-particle interactions.
The first aim of this chapter is to explain the design choices, focusing
on how they allow the application of the photoelastic technique, explained
in detail in the previous chapter, to measure forces within the avalanches.
We also give estimations of the experimental error in the photoelastic force
measurements in our setup, which outline the limitations of the results we
will describe in the next chapters. Furthermore, we describe the design of a
separate custom-made sensor arrangement that combines measurements of
shear and normal forces on the chute base.
In the second part of this chapter, our implementation of the experimen-
tal image post-processing for the extraction of useful data is described. This
includes the steps taken to maximise the accuracy of the particle tracking
and contact force estimations. Since we only obtain point-based, discrete
data from the experimental images, this chapter also contains a summary
of the coarse-graining techniques used to obtain continuous profiles of the
kinematic and dynamic fields of interest.
Finally, this chapter describes preliminary experiments carried out to
ensure the analysed portions of the flow are in steady state and to estimate
the minimum sample rate appropriate to study short-lived, dynamic forces.
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3.1 Photoelastic avalanche experiments
3.1.1 Experimental setup and procedure
The experiment is set up as shown in Figure 3.1, so as to observe a single layer of 6 mm
thick photoelastic discs avalanche down an incline. We created the inclined channel by
pressing together two 2 m-long and 0.5 m-high acrylic panels separated by 8 mm of
plastic and aluminium framework. The 8 mm spacing provides enough space for the
discs, which are 6 mm thick and at least 11 mm in diameter, to roll freely within the
channel without significant toppling in the direction of the disc axis. The complete
setup is just over 3 m high and 3.5 m long, and permanently inclined at an angle of
20◦ to the floor. Due to its size and weight, the framework is bolted for support to the
wall and floor from strategic points by beams that secure it in place, which prevents
the adjustment of the slope angle.
A few components of the experimental setup crucial to this investigation are shown
more closely in Figure 3.2. Here the reader can visualise (Figure 3.2a) a view from
above of one of the hoppers, two-thirds full, being filled with a secondary funnel-like
structure for convenience; (Figure 3.2b) the hopper system that supplies a stream of
discs at an arbitrary rate to the channel where recordings are taken; (Figure 3.2c) the
mechanism by which a strip of plastic is clamped to the base of the chute to create
a rough bottom boundary condition; and (Figure 3.2d) the positioning of the camera
whose recordings are later analysed.
Clamping the strip with semi-discs (as shown in Figure 3.2c) to add roughness
to the chute base allows the exchange of basal configurations. Removing the strip
altogether allows us to carry experiments over the smooth, flat aluminium separator,
while adding different patterns of topography allows us to vary the shear introduced
into the flows by the base. Discs of 12 mm (‘small’) and 21 mm (‘large’) diameter
were cut in half and glued to thin plastic strips in three different configurations: only
small, only large, and both alternating. Figure 3.3 demonstrates the four different basal
topographies experimented with. The small-discs base is the least rough strip (aside
from the smooth-base case), while the alternating-disc base is the most frictional.
Before an experiment, discs (with 10% polydispersity within each ‘large’ or ‘small’
disc species) are introduced from above into either or both hoppers seen on the left of
Figure 3.1. Figure 3.2a shows the left hopper two-thirds full of small discs, and the
auxiliary structure placed above it to aid the filling. To start an experiment, a plastic
gate located at the base of each hopper (seen as dark grey plastic strips in Figure 3.2b) is
manually slid outwardly to release the discs into the channel, where the experimental
data is collected. Simultaneously to the release of the gate, we trigger a Phantom
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Figure 3.1: (a) Diagram and (b) labelled photograph of the experimental setup for the
observation of forces within a 2D avalanche of photoelastic discs.
v2012 Ultrahigh-Speed Camera (Vision Research), mounted with a Nikon 80 mm lens,
to record the flow of photoelastic discs at a fixed position down the avalanche channel.
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(a) Hopper two-thirds full of mixed-sized discs,
and hopper filling mechanism, as seen from above.
(b) Hopper gate mechanism, adjustable-width
opening and second hopper mesaline.
(c) Clamp mechanism to secure the basal to-
pography strip with glued semi-discs. Four
different topographies were made available.
(d) Polarizer set placed on either side of the chute to
define the viewing window to which the high-speed cam-
era is aligned. A box at the end of the chute collects
the discs.
Figure 3.2: Zoom into different components in the experimental setup for the observa-
tion of forces within a 2D avalanche of photoelastic discs.
(a) Smooth base. (b) Only 12 mm diameter semi-discs glued to the
base
(c) Only 21 mm diameter semi-discs glued to the
base
(d) Alternating 12 and 21 mm diameter semi-discs
Figure 3.3: Four different basal topographies available to experiment with.
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The camera records experiments at a frame rate of 1000 fps and an exposure of 1/8000 s,
as determined from the preliminary experiments described later on in Section 3.4.1.
The background illumination is provided by an array of TruOpto OSPM-R5030ETS
Red LED and a diffuser, while a pair of opposite circular polarisers, one on either side
of the chute, reveals the discs photoelastic response to forces exerted on them. The
polarisers are 60 cm long and 50 cm tall, so this is the maximum size of the window
within which the camera can record photoelastic patterns. We can adjust the location
of the viewing window along the chute by moving the combination of LED light panel
and polarisers along a runway on top of the chute, after which the external camera field
of view can be aligned as shown in Figure 3.2d. When the Clear Flex 50 discs move in
between the polarisers, the camera captures the photoelastic response to inter-particle
interactions as bright light patterns on a dark background.
Finally, a large box placed beneath the lower end of the incline collects the discs as
they exit the lower end of the chute freely. To reduce the frictional effect of the chute
walls on the flowing discs, they are regularly lightly coated in cornflour when gathered
within this box. The flour coating is slowly lost when the discs were handled so care
was taken to keep a consistent disc lubrication. Comparisons of the velocity profiles of
several subsequent experiments show high consistency and repeatability (discussed in
more detail in Section 3.4.5).
3.1.2 Combined shear and normal force sensor
With the aim to verify and supplement the force measurements obtained from photoe-
lastic patterns, we installed a separate non-intrusive force sensor in the chute. For this
purpose, our collaboration with Freeman Technology enabled the access to a custom-
designed sensor to simultaneously measure normal and shear forces on the base of the
chute at DAMTP. The apparatus consists of a Lenterra Shear Stress sensor combined
with an off-the-shelf load cell to measure normal forces. Both independent sensors
are held together by a plastic 3D-printed head designed to fit on the chute base and
transfer the forces from the photoelastic disc avalanche onto the corresponding force
sensors.
Design
The Lenterra Shear Stress Sensor system was originally designed for in-line, real-time
measurements of shear stress exerted by fluid or powder on a wall. It consists of a
Drag Force Flow (DFF) Sensor, a Lenterra optical interrogator (LOI), and measure-
ment software. The DFF sensor works by measuring the deflection of a cantilever
‘needle’ mounted on a stationary base. It was designed to quantify the drag force when
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completely submerged in a fluid or powder, where the beam would deflect in response
to shear stress. Deflection of the needle (in the direction marked by a line on the base)
produces bending of two fibre optic gauges contained within it. A fiber-optic microres-
onator connected to them has its resonance centred at a particular light wavelength,
and a strain on it causes a shift in the resonant wavelength that is proportional to the
shear stress. The particular probe used can measure shear forces on the needle of up to
4 N with 0.6 mN resolution [10]. Figure 3.4a shows, in the front plane, the DFF needle
of 2.8 mm diameter and 40 mm length, on a metal flange with three screw holes that
can be used to secure the sensor. An optic fibre transmits information on the needle
deflection to the LOI, seen in the back plane of Figure 3.4a as a white box on which
the computer rests. The LOI in turn transmits interpreted data to a USB port on
the laptop computer, which in Figure 3.4a is showing the custom-made software that
interprets and displays in real-time the forces applied on the DFF.
The normal force sensor is a Tedea Huntleigh Model 1004 Aluminium Single Point
Load Cell of 3 N capacity and a reported output relative error of 0.0067% [11]. The
cell contains a strain gauge that strains when a load is applied on the top bar, and as
it deforms changes electrical resistance. An analogue-to-digital converter then trans-
mits the signal to a custom software installed on the same computer as the Lenterra
programme. Figure 3.4b shows the load cell, including the power source input and the
converter that feeds data to another USB port in the laptop that simultaneously reads
shear forces. The load cell is mounted on a plastic base that can in turn be screwed to
the chute base.
Figure 3.4c shows how both shear and normal force sensors are attached through
a plastic 3D-printed head, which in this particular case is black. A number of plastic
heads were printed and attached with different combinations of Clear Flex semi-discs
to match the basal roughness strips (see Figure 3.3). The head is screwed onto one
side of the load cell, next to which a hole allows the DFF to be secured by more screws
through its flange.
In order to install the sensor at the chute base, seven 50 mm long gaps in the bottom
surface of the chute, which is only 8 mm wide, were introduced at 20 cm intervals to
create different positions where the sensor could be deployed. The 7 gaps were centred
25, 50, 75, 100, 125, 150 and 175 cm downstream from the beginning of the chute. The
plastic heads are 47 mm long, 6 mm wide and 40 mm tall, so the arrangement fits flush
in the gaps, and the plastic base can be screwed to washers in the aluminium framework
via long screws and aluminium spacer rods. Figure 3.5a shows the sensor installed at
one of the gaps at the bottom of the chute. We introduced two roughness strips from
either end of the chute and clamped so that their ends sit around 2 mm from either
end of the sensor head, so the sensor would sit flush on the base with minimal impact
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(a) Shear force sensor (b) Normal force sensor
(c) Combined force sensor
Figure 3.4: Components of the combined shear and normal force sensor: (a) Shear
force sensor, consisting of a Lenterra DFF in front of the computer displaying the
custom software, resting on top of the Optical Interrogator (white box); (b) normal
force sensor, consisting of a 4 N load cell mounted on a plastic base that can be screwed
to removable washers on the chute base; and (c) plastic 2D-printed head (blue) that
combines and transfers forces onto both shear and normal force sensors.
on the flow. It is important that the sensor head remains at least 1 mm clear from the
components around it, so that it is free to compress and deflect, thus transmitting an
accurate force to the load cell and Lenterra DFF. When the sensor is not installed in
a certain gap, a T-shaped plug fills the gap in the framework, as shown in Figure 3.5b.
This is an atypical use of both sensors in that they are not measuring forces directly
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(a) (b)
Figure 3.5: (a) Installation of the combined shear and normal force sensor on the chute
base, and (b) T-shaped aluminium plug fit into the gaps at the chute base when the
sensor is not installed.
from the sources they were designed for, particularly the shear sensor. Successful
combined shear and normal force measurements, besides providing useful information
about basal forces, are therefore also valuable as proof of concept for future instrument
designs.
Calibration
Figure 3.4c shows the plastic structure that is compressed down and deflected sideways
to transmit forces to the corresponding sensors. Normal forces are transmitted onto
the compression load cell unaffected by the design of the head, but the same cannot be
said of the shear forces. Shear force measurements rely on the deflection of the Lenterra
DFF, but shear forces on the head are also diffused by the two plastic columns that
support the other end of the slab to which the semi-discs are stuck. As a result, the
deflection of the DFF does not reflect the total shear force on the head and the readings
need to be calibrated.
To model the relationship between the shear forces deflecting the head to the mag-
nitudes measured by the Lenterra probe, the sensor was clamped vertically to a table
as seen in Figure 3.6a. A slightly long rectangle of 3D-printed plastic was fit tightly
around the head, and a series of hanging brass calibration weights (Scales & Balances)
were suspended from the rectangle as shown. For each known calibration mass we
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recorded the force magnitude measured by the Lenterra system. Figure 3.6b shows the
calibration plot and best-fit exponential curve that relates the measured forces to the
real force applied on the head.
(a) Shear stress calibration setup. (b) Shear stress calibration plot for the four heads avilable.
Figure 3.6: Calibration (a) setup and (b) plot to relate the real force applied on the head
to the force measured by the Lenterra shear stress sensor. Shear forces are measured
with a resolution of 0.6 mN, and the normal forces are obtained with a relative error
of 0.007%.
Each head was printed from a different batch of plastic, and the shear force mea-
surements were additionally slightly affected by the tightness of the screws that fixed
the DFF and its flange to the head. Thus, this calibration needed to be performed
each time the head was changed.
3.2 Extraction of discrete data
The collection of experimental data is made through the images captured by the high-
speed camera. The saved frames have a black background, and the discs are weakly
identifiable due to refraction effects at the disc edges and a slight murkiness of the
disc faces due to the light flour coating. In contrast, the photoelastic patterns within
the discs are bright and almost reach pixel saturation. The flour coating causes pixel
intensities to be a few pixel values higher than the average background noise, but
much less intense that the intensities due to photoelasticity. Considering pixel values
vary between 0 and 255, the average background pixel has a value of around 5 and
the pixels within the flour coated discs have intensities of approximately 15, while the
photoelastic fringes show intensities that go up to 200.
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3.2.1 Particle tracking
Figure 3.7a exemplifies an image captured by the camera. The background illumination
is less bright close to the image edges, so henceforth only the middle half (delimited
by red lines in Figure 3.7a) is analysed, simultaneously reducing parallax error. In
experiments where the whole width of the image needs to be used, the circle-finding
algorithm described next is applied to the outer left and right quarters of the image
separately.
Within this middle section of the image with uniform background illumination, it
can also be seen that the disc edges appear faint next to the force-chains intensities.
The transparency of Clear Flex 50 raises the photoelastic signal quality of the discs
seen here above that of different materials used in literature because it retains no
residual stresses at the edges and contains very few diffusive agents that scatter light,
increasing the observable fringe pattern resolution. On the other hand, locating discs in
the images becomes difficult, as they become very dark next to the intense photoelastic
force response. The force-finding algorithm is very sensitive to errors in the disc edge
detection, so the experimental images were subjected to several filters to improve the
circles-finding accuracy.
The Hough Transform (HT) was the chosen method for circle detection in the exper-
imental images, for its reasonable combination of robustness, efficiency, and usability
in Matlab (imfindcircles function [7]). After applying a border detection filter, such as
Sobel, all pixels that are recognised as part of a border add a vote in an accumulator
matrix in all the possible locations where the centre could be. If the approximate
radius of the circles is known, the algorithm would add a vote to all the pixels of the
accumulator that are a radius away from the pixels in the circumference. Then, loca-
tions in the accumulator with vote values larger than a threshold (which determines the
algorithm sensitivity) are returned as centres. The method is very robust and can work
for noisy and partial circles. However, because it relies on the border-detection filter,
the algorithm is affected by the sharp edges of the force chains and by the faintness
of the actual discs edges. Therefore, before applying the Hough Transform function,
an image of the viewing window before an experiment is run (a background image) is
subtracted from the experimental one, and the result is made to saturate at a cut-off
intensity empirically found to be larger than the circle edge brightness but smaller than
that seen from force chains. Figure 3.7b shows the middle half of the image after the
pixel intensities have been readjusted in this way.
Still, because the disc edges are so indistinct in the raw experimental images, even
the noise introduced by the flour coating makes it impossible to define a set of values
for the cut-off pixel intensity and for the function sensitivity that would find all the
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(a) Raw experimental image just as captured by the camera at with an exposure of 1/8000 s. Only
the middle half of the image, delimited by vertical red lines is used.
(b) Result of running a Hough Transform to find
discs on the experimental image with readjusted
brightness.
(c) Discs resulting from applying empirical crite-
ria on the result of a high-sensitivity HT.
Figure 3.7: Example images extracted at different stages of the disc-locating algorithm.
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discs with no error. Either extra circles would be identified, or some actual discs would
not. Instead, it was found that the best results were obtained by applying a highly
sensitive HT and then filtering out the coordinates of the circles that suited certain
empirical criteria. The locations and radii of the circles found by the sensitive HT are
ordered in a list, and the following criteria are applied on them to remove the circles
that do not correspond to actual discs:
1. A sensitive HT is applied to the first frame of interest, frame f , as well as on
the previous (f − 1) and following (f + 1) frames. Only the discs that could be
tracked across all three frames were considered in the next step. As the discs,
with average diameter of 40 pixels, moved at a maximum velocity of slightly over
1 m/s, corresponding to at most 5 pixels/frame, we expect them to have moved
only a few pixels in between consecutive captures, making them easy to track.
Discs whose centres lie below the baseline are discarded.
2. The list of discs remaining for frame f is ordered by percentage area that overlaps
with other discs in the list, and the top disc is discarded. This is repeated until
no disc is overlapped by others in more than 20% of its area.
3. The horizontal and vertical velocities are recorded as the average between the
speeds required for the disc to move from its position in frame f − 1 to where it
was tracked to in f + 1.
4. A sensitive HT is applied on all subsequent frames (f = f + 1). From the second
analysed frame onwards, discs that are matched to a disc on the list resulting
from the previous frame were kept. For all new discs found, the criteria described
in (1) and (2) are applied to determine whether they are legitimate discs that
entered the camera view. Thus, new discs were added to the particle-tracking
list corresponding to each frame.
5. If a disc found in the previous frame cannot be matched to a disc in the current
frame, then a HT are applied to a square of width 1.5 times larger than the disc
diameter, centred where the disc would be estimated to be if it continued to move
with the velocity recorded in the previous frame. If it is still not found in this
refined region or if its centre can no longer be expected to lie in the useful part
of the image, it is removed from the list.
Figure 3.7b shows the raw image 3.7a after applying a threshold to exacerbate
the noise introduced by the flour coating on the particle. On this adjusted image we
applied the Matlab Hough Transform function with high sensitivity. Only the discs
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that obey the empirical criteria just described, resulting in Figure 3.7c, are considered
as the result of the particle-tracking algorithm.
In this way, for each frame analysed a list with a set of centre positions, radii and
velocities are recorded. Overall, the success of the method relies on disc centres not
being more than about a diameter and a half apart, or extra discs may be tracked in
the gaps, and on the setting of a high-enough (but not exaggerated) sensitivity, or some
discs might be left out. As it was implemented, on average no more than 1 in every
100 discs is either a false negative (when a disc is not recognised) or a false positive
(disc detected where there is none).
When tracking particles in a bi-dispersed medium, the Hough Transform is run
separately for the ‘large’ and the ‘small’ particles. In each case, the HT uses a range
of radii that include all three sizes of discs in each species.
3.2.2 Location of the free surface
Much of the analysis that will follow this Chapter relies on knowing where the flow
free surface is located. This is not straightforward as the flows produced in our setup
are thin and the saltation of a single particle will have a large impact on the thickness
of the flow at that downstream location.
To estimate the location of the free surface for each frame, we use the collection of
discs tracked following the algorithm described in the previous subsection. We then
divide the width of the tracked discs into intervals of 1.5d (where d is the mean disc
diameter), and find the highest point of the top disc with centre within each interval.
Figure 3.8 shows all the discs identified in an example frame as red circles, while the
blue discs are those that have been identified as belonging to the top layer. Green
crosses mark the highest points identified for each blue circle. We finally calculate the
line of best fit using these highest points to obtain an estimate for the location of the
free surface. The gray line in Figure 3.8 shows the estimated free surface location of
the example frame.
Over a whole experiment the free surface line we draw for each frame varies in
distance from the base by a diameter or two, and often changes in slope. However, in
the steady-state stage of the flow, though the free surface oscillates, the average flow
thickness or height of the free surface H remains contact. The average slope of the
free surface in experiments over a smooth base is 20◦ to the laboratory ground (same
angle as the chute inclination), and in both the small-disc and alternating-disc rough
base cases the free surface angle is approximately 25◦ (5◦ more than the chute basal
inclination). Thus we henceforth calculate H by averaging the distance between the
chute baseline to the gray line over all frames extracted from the steady-state stage of
the flow.
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Figure 3.8: Auxiliary information used to estimate the location of the free surface for
an example frame. The circles correspond to the discs found in the example frame.
Blue circles, in particular, correspond to top layer discs. The highest points of the
blue circles, marked with green crosses, are fitted with a linear function to estimate
the location of the free surface, plotted as a gray line.
3.2.3 Force measurements
Once confident about the automated location of the discs in the experimental images,
the pixels within them were extracted one disc at a time to be introduced into the
force-calculating function. This algorithm is based on the light patterns, i.e. the pixel
intensity patterns, observed by the camera within the photoelastic discs, following the
procedure described in the previous chapter. To remind the reader, this procedure
consists of virtually reproducing the photoelastic pattern that the disc would be ex-
pected to show if a force of estimated magnitude were acting on it at a known location.
Then the virtual light pattern would be compared to the experimental image and an
optimization algorithm would provide an improved estimation of the force magnitude
and direction. With these better estimations the function would produce an improved
image of what the photoelastic pattern is expected to look like, and the process is
repeated until sum of pixel intensities squared differences between the virtual and ex-
perimental images falls below an 0.01 N (half the technique sensitivity, as determined in
the next subsection), or until a pre-determined number of iterations has been reached.
Implementation
As mentioned in Section 2.3.3, the implementation of the algorithm is an adaptation
of the open-source programme PeGS [8, 1, 3]. PeGs consists of three parts: PeGS-
DiskPrep.m, PeGSDiskSolve.m and PeGSForceAdjMat.m. The parameters specific to
the system are input in the first part, and the second solves the optimisation problem
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to return the estimated magnitudes and directions of the inter-particle forces. The
third part serves verification purposes, and can be optionally used to visually verify
the accuracy of the results.
PeGSDiskPrep.m contains a section of code that carries out a simple Hough Trans-
form to find circles of a given radius, but we disabled this section of code to apply our
own circle-finding algorithm instead, which was custom-made to maximise accuracy
for our specific system. The programme was adapted to read previously created files
containing the locations of the centres and radii of the discs detected in the image,
as described in Section 2.2.1. The force-measuring algorithm is sensitive to errors in
the disc centre locations and radius estimations, which is why the high temporal and
computational cost of the disc-locating function is deemed worth the improved result
accuracy. If a disc is not well centred or its radius is incorrectly estimated then it is
more likely that there will be an error in the location of the point of force application.
If so, the virtually produced photoelastic pattern will have a low correlation with the
experimental image, leading to a bad estimation of the force magnitude and direc-
tion, as well as to a higher chance of the optimisation algorithm finding local minima
(leading to a wrong result) for the other forces being estimated on that disc.
The contact location relies on the position and radii of each disc pair. PeGS deter-
mines a contact exists if the distance between both centres is smaller than the sum of
their two radii plus an arbitrary tolerance distance dtol, which has to be determined
by the user. The purpose of this variable is to allow for errors in the supplied centre
locations and radii. In this investigation, dtol was set to be 1/4 of the pair smallest
diameter, which is a generous amount that ensures a large proportion of neighbouring
discs are evaluated as potentially in contact. If two discs satisfy this criterion, a single
point of contact is determined to exist between them along the line that connects the
two centres.
Once the point of contact between two discs is located, we estimate the direction of
the contact force between them. We begin by drawing a line between the disc centre
and the contact point, and then we draw another auxiliary circle of arbitrary radius
g2cr from the contact point with its centre lying on the line drawn. If the sum of
intensities within this circle is higher on one side of the drawn line then the force
direction estimation is corrected. A new line is drawn in the new direction, and the
process is repeated until the sum of intensities close to the contact on either side are
equal, based on the fact that the photoelastic pattern seen from a contact is symmetric
along the direction of force application. The final line defines the initial guess for the
direction of the force applied at the contact to be used by the second component of
PeGS.
Then, the intensities in this auxiliary circle of empirical radius g2cr are investigated
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to determine whether a measurable force is actually being transferred there, and to
obtain a sensible initial guess for the force magnitude and direction. If the pixels
inside this circle have an average G2 value larger than a threshold g2threshold, then the
contact is deemed to transfer a sufficiently high force. The contacts that do not satisfy
this criterion are discarded, as the photoelastic technique would be unable to reliably
estimate a force exerted at this point. The combination of g2cr and g2threshold, as
implemented in PeGS, is defined by the user for each image such that the network
obtained using this combination matches the visible force chains but not the particles
that don’t exhibit visible photoelastic responses. These values are set specifically for
each experiment, as g2cr needs to be larger in experiments where the camera is placed
closer to the chute and the disc resolution is higher. Then, g2threshold additionally
depends on the thickness of the flour coating on the discs, which is applied after an
arbitrary number of experiments and slowly wears off. Figure 3.9a shows an example of
the network extracted from Figure 3.9b using an empirically determined combination
of g2cr and g2threshold values.
Finally, from the intensities within the auxiliary circle obtained from the corrected
contact point and force direction, an initial guess of the force magnitude is estimated
using the G2 method. This whole process is extremely expensive computationally (it
can take up to half an hour per frame), but it maximises the chances of the algorithm
accurately falling into global minima, and in practice makes a huge difference in the
reliability of the results because of the algorithm’s high sensitivity to errors. Figure 3.9c
shows the theoretically reconstructed photoelastic patterns that could be expected
from the output of PeGS. The similarity in the fringe pattern between both images
(Figure 3.9a and Figure 3.9c) vouches for the technique accuracy.
Force measurement error
The measurement error depends mostly (1) on the optically diffusive properties of
the base photoelastic materials, (2) on the experimental image resolution and (3) on
the initial guess accuracy. Hence, an estimation for the measurement error has to be
determined for the specific experiments where the technique is meant to be applied.
We chose the clearest (most transparent) possible photoelastic material (Clear Flex
50 ) and used the camera with best resolution available to us at the required frame
rate, but still there are limits to the technological capabilities available to us.
In order to investigate the measurement error specific to our experimental system,
we numerically produced images of photoelastic fringe patterns for discs under M = 2,
3 and 4 concentric forces of equal magnitudes F , evenly distributed around the disc
surface. M represents the number of forces applied on the disc. These images were then
reduced to a resolution similar to that in which the experimental discs are observed,
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(a) (b) (c)
Figure 3.9: Demonstrative images of different steps in the contact location and force
direction correction algorithm. Figure (a) is a raw experimental image as captured
by the high-speed camera; (b) shows blue lines connecting the centres of the discs
(red circles) identified to form part of the force network and; (c) shows the synthetic
reproduction of the photoelastic fringes built using the results of the force-estimating
algorithm on (a).
and a random noise of the order of the experimental one was added to the figures.
Then, the force magnitudes in the result were resolved by PeGS (without considering
that the discs are force-balanced) and plotted against the original real F , as shown in
Figure 3.10.
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Figure 3.10: Correlation between the real forces exerted on a photoelastic disc and the
measured magnitudes. This allows us to estimate the technique force measurement
error, dependent on the number of forces acting on a single disc, M .
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From Figure 3.10 we infer that there is a systematic error of approximately 0.05 N
for forces below 0.5 N that originates from the experimental noise caused by the flour
coating. The minimum force that can be consistently resolved by PeGS is 0.02 N,
which produces the minimum photoelastic response larger than the noise in the disc
face. The edge is ignored because in the experimental images it often shows a marked
intensity difference due to the edges of the discs being inevitably slightly rounded.
The sensitivity lower bound of our measurements depends on the inherent photoelastic
response of Clear Flex 50, the thickness of the discs and the image resolution intrinsic
to the camera. The measurement of even smaller forces could be achieved by increasing
either the disc thickness, the image resolution, or the material photoelastic coefficient,
but in our current set-up we are limited by the sensitivity lower bound of 0.02 N.
The random error of the technique can be as large as 20% between the lower bound
set by the technique sensitivity and a critical value that depends on the number of
forces acting on the disc. When the disc displays a large fringe number, the optimisation
algorithm is prone to falling into local minima rather than the global minimum. Hence,
there is a maximum force magnitude beyond which the technique becomes unreliable,
which depends on how many forces act of the disc. The limits are approximately 2.5 N
when M = 2, 1.6 N when M = 3 and 1.2 N when M = 4. However, the forces involved
in the experiments are rarely stronger than 0.5 N, and particles are rarely subject to
more than 2 or 3 contacts that transmit such large loads. Below forces of 0.5 N the
systematic error measured is similar for whatever M , so this value is subtracted from
all measurements. In our experiments, approximately 1 in 100 discs is subject to three
or four force-bearing contacts, and in these cases two of them are usually dominant by
at least an order of magnitude.
3.3 Coarse-graining for continuous avalanche dy-
namic fields
The result of the image processing functions is a list for every frame of all the discs
tracked in it. Each disc i has a unique id number associated to it, centre coordinates xi
and yi in the image, radius ri in pixels and metres, number of forces acting on it z, and
substructures with the z force magnitudes |Fi,z| and directions (αi,z and βi,z values),
as well as ids of the neighbours it is interacting with. The experimental images are not
used henceforth and this list constitutes the raw experimental data on which all the
following analysis is based.
All the individual disc information extracted is associated to the location of the disc
centre, implying that the density ρCM and momentum pCM carried are concentrated
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at the centre of mass. Mathematically, treating the discs as point masses means that
at position r and time t
ρCM =
∑
i
miδ(r− ri(t)), pCM =
∑
i
mivx,iδ(r− ri(t)), (3.1)
where mi represents the average mass of disc i in kg, vx,i its velocity in the downstream
direction xˆ, ri(t) the position of its centre of mass at instant t, and δ the Dirac delta.
Our exposure time (1/8000 s) implicitly defines a length of time over which pho-
toelastic intensities are averaged. Spatially, averages can be drawn by binning the
collected discrete data in space and averaging in time, but this method is sensitive to
the choice of bin size, and because these flows are under 20 particles deep, the result
will still probably be coarsely discretised. Instead, coarse-graining theory supplies a
calibration procedure to determine the most appropriate averaging lengthscales. These
will be large enough to average over several particles (or frames) so that microscopic
variations due to discrete particle-to-particle fluctuations can be ignored, but smaller
than the distances across which macroscopic changes can be seen.
The coarse-grained model consists in a convolution of the discretised data directly
obtained from the particle tracking process with a coarse-graining function of space,
ϕ(r), where r represents the distance to a disc centre, that distributes the local in-
formation over a pre-calibrated characteristic coarse-graining lenghscale, w. Thus, for
each frame the coarse-grained equivalents of Equations 3.1 would be
ρCG =
∑
i
miϕ(ri, w), pCG =
∑
i
mivx,iϕ(ri, w). (3.2)
The function ϕ can be chosen arbitrarily, as long as it satisfies that [12]:
• ϕ is non-negative, ϕ ≤ 0, ensuring the density ρ is always positive, and that the
moment p has the same sign as the particle velcity.
• ϕ is spatially normalized, ∫R3 ϕ = 1, to hold mass and momentum conservation.
• There exists a cut-off c such that ϕ(r) = 0 for |r| > c, ensuring that the effect of
each variable is constrained within a definite distance defined by the lengthscale
w.
In this work, the coarse-graining function used was
ϕ(r, w) =
Ce(1−|r/w|
2)−1 |r| < w
0 |r| ≥ w,
(3.3)
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where C represents the total volume of ϕ over the whole domain. This function was
chosen (1) because it naturally tends to zero at lengths equal to w, and (2) because
it provides an easy visualization of the coarse-graining length-scale based only on w,
which may have different components in the vertical and horizontal directions (here,
wz and wx, respectively).
Figure 3.11 shows colourmaps of the continuous density fields obtained by coarse-
graining the data extracted from the same frame shown in Figure 3.7 according to
Equation 3.3. Each subfigure corresponds to a different characteristic length-scales in
the xˆ and zˆ directions, wx and wz respectively, resulting in different degrees of dis-
continuities. The ideal coarse-graining length-scale w depends on the system and on
the coarse-graining function ϕ. In each case, Goldenberg et al. (2006) [4] stipulated
the optimal w is large enough to average over microscopic changes (for example, mass
variations between individual grains) but small enough to not average over macroscopic
changes (for example, if part of a system has lower packing fraction than another). In
other words, w must be the smallest value such that using the function ϕ(w) results
in smooth profiles within sub-w length-scales. For the experiments described in this
paper, the optimal w was found to be 3d, where d is the average disc diameter. How-
ever, we notice that the flow does not change significantly in the stream-wise direction
(horizontal, xˆ), while it does vary rapidly in the cross-flow direction (zˆ). Thus, we use
different coarse-graining length-scales for the two directions depending on what aspect
of the flow we wish to study.
In addition, the method first proposed by Goldhirsch (2010) [5] and later further
developed by Weinhart et al. (2012) [13] was applied to furthermore transform the dis-
crete point forces from the photoelastic analysis into continuous fields. The expression
proposed by them has the added benefit of ensuring that the resulting continuous data
inherently obeys the laws of mass and momentum conservation.
σαβ = σ
k
αβ + σ
b
αβ + σ
w
αβ, (3.4)
where α and β are dimensions of the stress tensors.
This expression separates the bulk or collisional components of the stress tensor,
σb, from the kinetic or streaming, σk, and accounts for the stresses that originate due
to interactions with the walls, σw:
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(a) w = 0.5d. (b) w = 1.5. (c) w = 5d.
(d) wz = 1.5d;wx = 3d. (e) wz = 3d;wx = 3d. (f) wz = 5d;wx = 3d.
(g) wz = 1.5d;wx = 1.5d. (h) wz = 1.5d;wx = 3d. (i) wz = 1.5d;wx = 5d.
Figure 3.11: Coarse grained density field for different coarse-graining characteristic
length-scales.
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σkαβ = −
N∑
i=1
miv
′
iαv
′
iβϕ(r− ri),
σbαβ = −
N∑
i=1
N∑
j=i+1
fijαrijβ
∫ 1
0
ϕ(r− ri + srij)ds,
σwαβ = −
N∑
i=1
N+K∑
k=N+1
fikαaikβ
∫ 1
0
ϕ(r− ri + saik)ds,
(3.5)
where fijα represents the force applied between particles i and j along component α,
rijα is the distance between their centres, and aijα the distances between the centres
and the contact between them.
3.4 Preliminary experiments
A series of preliminary experiments were carried out to understand the system better
before committing to an experimental design - changes to which would have been costly
given the technical challenges of seting up an experiment of this physical magnitude
(see Figure 3.1).
3.4.1 Minimum sample rate analysis
One of the main concerns in applying this technique to a dynamic system was whether it
was possible to set up a detection system fast enough to capture the force transmission.
To study the behaviour of the forces actually involved in the impact between particles,
an experiment was carried out where a single particle was ejected onto an array of
nine particles arranged horizontally in a line. A Photron FASTCAM SA1.1 high-
speed camera, located perpendicularly to and approximately 50 cm away from the
experimental setup, recorded the fringe patterns appearing within the particles at
6250 frames per second. Figure 3.12 shows four images taken during the experiment
illustrating the transmission of force along the chain. Circles were drawn in red over
the discs after being located using the Hough Transform and labelled according to their
position. Because it was difficult to make the collision perfectly horizontal, the first
particle hit redirected substantial force to the channel floor, so only the remaining 8
discs were considered for the following analysis.
The intensities of the pixels within each red circle were then extracted and used to
solve the inverse problem described in Section 2.3.2 and thus obtain the contact forces
along the chain. Figure 3.13 shows the time evolution of the forces measured at each
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Figure 3.12: Experimental images of a row of photoelastic discs being impacted by
another particle from the right.
contact for every particle numbered as shown in Figure 3.12. Each colour represents
a different particle, the solid lines represent the forces at points where the particles
are hit (force 1) and the dashed lines represent the force magnitude at the point of
transmission (force 2).
Figure 3.13: Temporal distribution of the force at each interparticle contact, measured
within each circle through photoelasticity. Forces are measured with absolute errors of
±0.05 N, as per Section 3.2.2.2.
Figure 3.13 demonstrates that, on collision, particles exert a continuous distribution
of forces on each another. The forces measured at each contact point resemble a skewed
Gaussian function, where the viscoelastic properties of the material cause the long tail.
The skewness and height of the distributions both decrease as the force pulse travels
along the chain, which is attributed to both to the inelasticity of the material and
energy dissipation to the channel base and walls. In any case, Figure 3.13 shows that
the main effect of the impact is visible within only 1 ms, so visualisations involving
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moving and colliding particles must be carried out at exposures smaller than 1/5000 s.
Hence, recordings whose purpose was to measure forces were henceforth carried out
with the smallest possible exposure time that would produce images with a complete
range of intensities (from 0 to 1), which was 1/8000 s (determined in the preliminary
experiment described in Section 2.4.1).
The collision duration is comparable to the time of force transmission along the
chain of particles. Figure 3.14(a) plots the instant at which each contact, located at
known distances from the initial impact, exhibits a peak force. From this graph the
speed of the force pulse along the chain was calculated to be of around 46 m/s, which
means that in the time taken for a particle to show most of the force it is impacted with
(1 ms), the force pulse can travel more than twice the diameter of a large particle (2 cm).
It would be interesting to calculate the dissipation between consecutive collisions, for
which the maximum force measured at each contact was plotted against its position
along the chain in Figure 3.14(b). This graph demonstrates that the force decays
exponentially with the length travelled, but in the present experiment this energy
dissipation must be due primarily to transmissions towards the chute base, rather than
due to the inelasticity of collisions.
Figure 3.14: (a) Instant of peak force and (b) force peak magnitude plotted against
corresponding contact distance from the initial impact origin. These plots provide a
measure of the force propagation speed and force dampening, respectively. Forces are
measured with absolute errors of ±0.05 N, as per Section 3.2.2.2, while the locations
of the contact points between discs carry an error or ±5× 10−4 m.
The physics behind the propagation of forces along a chain of granular media is
highly interesting but extremely complex and beyond the scope of this investigation.
Such dynamic experiments could be used to study the topic further, and indeed more
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experiments were carried out in collaboration and support of the theory developed in
Shrivastava et al. (2017) [9]. However, in the interest of focusing the work to do in
the limited project duration, further modelling of force transmission in this complex
media was put aside.
3.4.2 Hopper discharge analysis
Janssen’s effect [6] is an example of a behaviour unique to granular media. This
effect explains how hoppers will discharge granular material at a constant rate that
depends only on the hopper dimensions for most of the flow. Hence, we investigated
whether this effect still holds in 2D hoppers filled with large particles (relative to
the discharge opening), and whether such an arrangement would be appropriate as a
feeding mechanism to my experiments.
It was experimentally observed that when a funnel is filled with a granular material,
the discharge can be expected to depend only on the ratio between particle diameter,
d and opening aperture diameter D [6]. This result contrasts with the behaviour of
classical fluids, where the pressure, and therefore the discharge rate, at the opening
depends directly on the height of the fluid column above it. Janssen [6] explained
that the accumulated weight of a column of granular material is periodically redirected
through force chains towards the walls of the container it is in. Hence, while the funnel
is filled to a height larger than a critical value, which is determined by the ratio d/D,
the granular discharge rate out of a hopper will be constant.
The present problem differs from Janssen’s studies in the geometry, so it was still
deemed necessary to prove that the effect he described holds in 2D as well as in 3D.
The discharge out of a 2D hopper was investigated experimentally to test whether it
makes an appropriate feeding mechanism for the targeted quasi-steady avalanche. A
narrow funnel with adjustable opening was built from acrylic. The reason for choosing
a V-shaped hopper was to ensure that all particles were driven down the opening
in mass flow (in contrast, flat-based hoppers discharge as a funnel flow and tend to
entrap some at the edges). The discharged particles were then fed into an equally
narrow short inclined chute, where the first stages of avalanche development could be
observed. Figure 3.15 shows the experimental setup design and a photograph of the
hopper filled with discs and ready for use.
This setup allows the investigation of the velocity and acceleration fields of the flow
developed within the hopper, in the discharge zone and in the subsequent short incline.
The main aims of the experiments carried out with it were to (1) ensure it is possible
to produce a constant discharge flux from a 2D hopper, (2) quantify how the discharge
flux increases with the gate width, and (3) determine what is the minimum hopper
filling height that allows this regime.
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Figure 3.15: (a) Hopper design and (b) setup picture.
Several experiments were run with different gate openings while a high-speed camera
recorded the particles motion directly above and below the gate at 1000 frames per
second. For these experiments the setup, as drawn on Figure 3.15a, was inclined
between 10◦ and 20◦ clockwise. The hopper was then filled with the small range of
Clear Flex 50 discs (11, 12 and 13 mm radii) uniformly mixed. Once the gate was
released (simply by pulling), the fact that the particle radii were known allowed their
location via a Hough Transform to be effective. The chosen frame rate was fast enough
that the particles always moved by less than a radius between frames, which facilitated
an efficient particle tracking. In this way, a simple algorithm counted the number of
discs that crossed a line arbitrarily located along the gate opening and another across
the incline over certain number of frames. Figure 3.16a shows a random frame taken
from one of the experimental videos, over which the two lines across which the flux
was measured were drawn. The line across the hopper gate was painted blue, and the
one across the incline was drawn in orange. Figure 3.16b plots the time evolution of
the flux across each line averaged over 50 frame intervals (1/20s). In this particular
experiment the average diameter was d ≈ 12 mm, the width of the hopper aperture
was W ≈ 130 mm and the distance between the opening and the channel base was
H ≈ 240 mm.
The first aspect that stands out of Figure 3.16 is that the flow takes a certain
adjustment time, hereafter called ta, to develop a steady regime. From Figure 3.16
we infer that from this example ta ≈ 1.5 s. The flow across the hopper gate (blue
line) peaks during the first instants as the particles fall accelerated solely by gravity.
Once the first discs reach the channel base, they are almost stationary before they are
accelerated down the incline. At that point they collide with the discs that fell from
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Figure 3.16: (a) Example frame of an experimental video taken to study the flow dis-
charged from a 2D hopper, with lines drawn to illustrate where the flux was measured.
(b) Time evolution of the flux averaged over 1/20s intervals. The blue lines plot the
flux across the gate and the orange across the incline. The yellow line is the best fit to
the flux measurements in the stationary regime, for which the slope is very small and
the average Q is given in the legend.
the hopper after them, slowing down the whole column above. In this way, a quasi-
stationary region develops upstream of the hopper opening in the channel over which
the particles then roll at constant speed. If viewed between polarizers, this region would
probably show force chains reaching from the channel base to the particles above the
gate line. Until this region is fully formed, the flux through the hopper gate is faster
than that down the incline, but afterwards both fluxes across both lines are reasonably
consistent with each other and constant in time until the hopper is depleted below a
critical value. A linear regression of the fluxes after the adjustment stage shows that
the slope is very small (10−4 ∼ 0, from Figure 3.16), proving that the flux in this regime
is practically constant. In answer to the first issue posed, this design of a 2D hopper
does allow a constant discharge flux, hereafter referred to as Q.
The time ta is expected to depend on (1) the ratio between gate width W and
particle diameter d, (2) the distance H between the hopper gate and the chute base, as
this is affects how long the force chains in the flow need to be before they reach above
the hopper gate, and the channel inclination θ, which will affect how fast the discs are
removed from the stagnant region and accelerated down the chute. It is expected that
for ratios dH/W larger than a critical value, or for sufficiently inclined channels, the
acceleration down the chute becomes large enough to prevent the formation of vertical
force chains longer than H. However, the setup is not capable of replicating these
conditions so the discharge out of the hopper is a function of W/d, H and θ.
Nevertheless, in our setup W is increased by increasing H (Figure 3.15). For any
increase of W , H increases by a known amount, which can be calculated in terms of
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the inclination with respect to the vertical of the sides of the funnel-shaped hopper, φ.
For a segment sliding of the left gate δd, W increases by δd sinφ and H increases by
δd cosφ, which means that
H = H0 + (W −W0)/ sinφ,
where H0 is the perpendicular distance between the channel base and the gate left
wall when it is at the smallest aperture W0. For this particular experimental setup,
W0 = 10cm, H0 = 15cm and φ = 30
◦. Thus, for the case considered, H is not a
free parameter as it can be expressed in terms of W , and if in addition the chute
inclination θ is fixed, then it is expected that the stationary discharge flux generated
from the hopper can be determined by varying only the gate width W . Figure 3.17
plots the dependence of Q with W , which visually appears to be linear. From the
experimental flux measurements, the second aim of quantifying Q in terms of W for a
specific particle diameter d was achieved.
Figure 3.17: Stationary hopper discharge flux plotted against the dimensionless hopper
gate opening (in terms of the average particle diameter). The hopper discharge flux
is estimated with a 5% error, as determined from the standard deviation of the flux
measured throughout the steady state stage of an experiment. The error of the gate
width/particle diameter is dominated by the error in the determination of the particle
diameter, which is approximately 9%.
Finally, the velocity field within the hopper was investigated to determine the min-
imum filling height h required for a constant discharge. As a consequence of granular
weight redistribution towards the walls through force chains, it is only the region di-
rectly above the hopper opening whose velocity is substantially affected by the width of
said opening. This is the region where the particles’ weight is not completely redirected
towards the container walls and therefore they fall with a speed greater than the bulk.
Elsewhere the particles move with relatively small, uniform and dominantly vertical
velocity. In a hopper where the grains are allowed to fall freely, it is therefore expected
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that the discharge will be constant only as long as the reservoir is filled to a height that
covers this region completely, as only the accumulated weight of the particles directly
above the opening plays a role in the pressure across said opening.
However, it was found that the discs in the present experiments do not fall freely,
but are slowed down by the stagnant structure that forms below the opening, so further
testing was in order. From Figure 3.16b, taken for a ratio W/d ≈ 10.7, it was observed
that the amount of particles falling down the chute per second is practically constant
in all cases until the hopper discharges completely. At this point the blue line drops
immediately to zero and the orange line only then begins to trail off. In conclusion,
the hopper gate width affects the stagnant region size, and the flux of discs down the
chute is given by how fast they are accelerated from rest from this region. The pressure
at the gate is not large enough to substantially push the particles down the inclined
channel.
Using the same experimental setup shown in Figure 3.15, inclined by 10◦ clockwise,
the camera was focused on the funnel-shaped area initially filled with discs. Several
discharges of the hopper with different gate apertures were recorded and using the
particle tracking algorithm described in Section 3.2.1, we observed the velocity field.
We partitioned the area within the funnel walls into squares with lengths of slightly
more than a disc diameter. Then, we we averaged the horizontal and vertical velocities
of the particles that passed within each partition during the first half of the frames
corresponding to the steady flux regime. In Figure 3.18 lines were drawn on an image
taken of the experiment to represent the measured velocity within each partition. Both
arrow lengths and colour (from blue to red) represent the particle speed at the partition
centre averaged over most of the constant-discharge-flux stage. It can be noticed that
in at least the upper half of the hopper the particle velocity is essentially uniform; it
is only along the gate and in the region directly above it that the dominating arrow
colour is red. In addition, Figure 3.18 evidences that below the hopper opening, the
particles upstream of the discharge are practically stationary, whereas downstream they
are accelerating.
3.4.3 Flow stages
For each experiment performed, the camera records the discs passing between the
polarisers from the moment the gate is pulled until the hopper is completely depleted
and the flow stops, which total to a flow duration between 10 and 30 s, depending
on the flow rate. All recordings henceforth are carried out with an exposure time
of 1/8000 s, but only 1000 frames per seconds are saved to allow for rearrangements
between captures. The experimental videos of the flow past a given point are divided
into three stages: initially the flow quickly thickens and slows as the avalanche head
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Figure 3.18: Velocity field inside a 2D hopper with an opening width W ≈ 12cm. The
average velocity of the particles for a grid of points where discs are detected at any
time during a discharge is marked in coloured lines. The length and colour of the lines
represents the average speed of particles at that point: short blue lines show small
speeds, while long red lines represent high speeds. The direction of the lines represents
the direction of the particles as they pass that point.
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passes the observation point, until it reaches a steady state where a constant height and
velocity profile is maintained for several seconds, after which the flow decelerates and
thins. Figure 3.19 shows the velocity profile time series (obtained by binning rather
than coarse-graining for simplicity) measured at a location 75 cm from the hopper for an
experiment performed over a rough base. In sequence, the initial stage where the flow
thickens (stage 1) transitions into a steady-state that lasts for approximately 10 s (stage
2), after which the flow slows, thins and drains (stage 3). Once the hopper is depleted
beyond a certain level, the flow slows and thins and eventually stops altogether. In the
rough base cases, a layer of static discs, forming an angle in the lab frame of about 23◦,
remained deposited on the base even after the experiment finished. For this work, we
ignore the transient developments and focus on the middle section in the time series,
marked ‘stage 2’, which is characterised by a constant flow height.
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Figure 3.19: Evolution in time of the binned particle streamwise velocities as they pass
through a mark 75 cm downstream from the hopper.
From the approximately constant height and velocity profile during the middle
stage, we infer that the hopper supplies a constant flux of discs into the chute. For
a full hopper, the duration of this second stage for flows over each basal roughness
type depends solely on the hopper gate aperture. The hopper gate aperture was kept
at a constant width of 12 cm (approximately 10 particle diameters), which offers a
reasonable trade-off between a relatively long steady-state stage and a wide range of
velocities for experiments over a rough base.
3.4.4 Minimum representative sampling set
The analysis of the data is computationally expensive: the circle-finding algorithm
and the three parts of the force calculation typically take between half an hour and
an hour per frame. For the purpose of efficiency, we want to economise the number
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of frames needed per experiment. We therefore investigate the minimum number of
frames needed to obtain representative coarse-grained fields.
We compare the results of averaging a field over the first 10, 50, 100, 200, 300, 500,
750 and 1000 frames of the steady state stage of an experiment. We use an experiment
performed with a mono-dispersed media (discs of 11, 12 and 13 mm in diameter in equal
numbers) over a base of alternating large (22 mm) and small (12 mm diameter) discs,
filmed by centring the window 25 cm from the beginning of the chute where the flow
is thickest. This modality of experiment was chosen because it produces the slowest
and thickest flows. The field we chose to test the consistency of these averages is the
mean time T taken for pixels to change, because it is the variable that requires most
sampling points to calculate accurately, and all other variables we study are measured
by post-processing the image intensity distributions.
We measure the average time for a pixel to change intensity, by first taking the time
series of each pixel brightness B for the selected number of frames. We then measure
the autocorrelation coefficient C(∆t) across the entire time series:
C(∆t) =
∑
t
[
B(t)− B¯] [B(t+ ∆t)− B¯]∑
t
[
B(t)− B¯]2 . (3.6)
We then fit the first peak of C(∆t) by an exponential function of the form C(∆t) ∝
exp[−∆t/T ], where T (x, z) represents the typical lifetime of the intensity of a pixel
with coordinates (x, z) to decay. We then average across all rows (because in our thin
flows we expect fields to vary only vertically in our camera frame) to determine the
dependency of T with depth, T (z). Figure 3.20 shows the profiles T (z) extracted using
different numbers of frames.
When the sample of frames analysed is too small, pixels do not vary enough to
accurately measure the average time taken for them to fade. For large numbers of
frames, on the other hand, the profiles of T (z) collapse. The minimum number of
frames needed for the corresponding profile to collapse with the results for longer
experiments is 400. Just to be sure, for all experiments analysed from now on, we
average all variables over at least 500 frames. Moreover, having determined that the
longest change in pixel intensity lasts up to 0.08 s (from Figure 3.20), 0.5 s (the actual
recording time to capture 500 frames) allows for plenty of rearrangements. We thus
determine that 500 frames are enough to ensure representativity of results without
spending unnecessary computational resources.
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Figure 3.20: Average time T taken for pixels to decay in intensity. The different
coloured lines correspond to measurements of T made using different number of frames
of an example experiment.
3.4.5 Experimental repeatability
The addition of flour to lubricate the system is necessary, or friction between the
plastic discs and the acrylic walls would prevent flow altogether. On handling the
discs during and between experiments, the flour coating wears off, so when we perceive
the flow slowing, we reapply a light coating. This raises the question of whether the
arbitrariness in the flour coating thickness causes too much variability in the flow
characteristics.
To investigate this issue we measure the variability in the flux of discs produced
during 7 mono-dispersed experiments (made of discs of 11, 12 and 13 mm in diameter
in approximately equal numbers) over each of the topography types. The experiments
analysed were performed non-consecutively over two years and many experiments were
carried out for different purposes in between each repetition. The flux measurements
are summarised in Table 3.1.
Flux [discs/s] 1 2 3 4 5 6 7 Average Std. dev.
Smooth base 987 951 907 910 873 907 840 907 50
Small discs base 379 373 382 407 391 372 392 385 12
Alternating discs base 386 287 249 281 244 226 259 276 53
Table 3.1: Flux, measured as discs crossing a given cross-stream line per second, mea-
sured 7 times over each of the used basal modalities.
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Table 3.1 shows that the standard deviation in the flux measurements can reach up
to 20%. This is quite a high value and must be taken into account during the analysis
and interpretation of results. When comparing results from different experiments, we
must take into account that there is a 20% error in the flux found from the area of the
velocity profiles.
3.4.6 Creep of a freshly deposited bed
Every experiment over a rough base leaves a deposit that can be up to 5 or 6 particles
deep. We wish to examine the stability of such seeming static deposits, since reports
in the literature show that freshly sedimented beds settle and creep over long periods
of time, even under subcritical stresses [2]. Usually, such creeping is expected to decay
exponentially with time [2]. The preparation of the following experiment, camera
setup and the code to capture and analyse the results were developed side-by-side with
co-worker Karol Bacik, of whose input we are very grateful.
We investigate the creep of freshly deposited discs by creating a barrier in the lower
end of the chute, and realising a hopper-full of a bi-dispersed mixture of discs that
deposits along the base. We use large discs 21, 22 and 23 mm in diameters (in equal
numbers) and small discs 11, 12 and 13 mm in diameter (also in equal numbers), in
a ratio of small to large discs of 1:20. Figure 3.21 shows the adapted experimental
setup (Figure 3.1) after the discs have been released into the blocked channel. The
discs deposit forming an angle approximately equal to the inclination of the chute, and
a ISVI IC-X12CXP camera, mounted with a Nikon 60 mm lens (f/2.8), recorded the
discs photoelastic response within a viewing window centred about two thirds up the
chute.
(a) Experimental chute (Figure 3.1) adapted to
contain a thick deposit of discs.
(b) Zoom into the inclined partial barrier placed at
the lower end of the chute.
Figure 3.21: Experimental setup to measure creep in a freshly deposited layer of pho-
toelastic discs.
The camera recorded one frame every 5 min, with an exposure time of 1/50 s,
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for 25 days. We compare each frame with the one after through finite differences by
calculating, for each frame, the average absolute value of the difference between each
pixel in an image and the corresponding pixel in the next frame in the sequence,
〈δI〉(t) = 1
4096× 3072
4096∑
i=1
3072∑
j=1
|It(i, j)− It+ts(i, j)|, (3.7)
where It(i, j) represents the intensity of the pixel with coordinates (i, j) in the image
taken at time t, ts = 5 min is the time step between consecutive frames, and 4096 ×
3072 is the camera resolution. Because the pixel intensity is highly correlated to the
photoelastic response within the discs, this quantity then measures rearrangements in
the force network as well as in the discs positions. Figure 3.22 plots the time evolution
of this quantitative measure of the differences between consecutive frames.
(a) First day.
(b) First 25 days.
Figure 3.22: Creep of an initially static deposit of photoelastic discs.
From Figure 3.22 we take 0.4 as the value of 〈δI〉min due to random error origi-
nating in the camera and background illumination. Sporadic force rearrangements are
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measured as peaks in 〈δI〉 that take values of at least twice the minimum measured
〈δI〉min. In the first two hours, we observe peaks due to particle position rearrange-
ments every 20 min approximately with very high peaks. After the first few hours,
rearrangements are sporadic but do not stop, even after 23 days.
We thus show that we cannot presume the deposit is completely static. The creeping
can only be expected to slow down exponentially over periods of time several orders of
magnitude longer than the duration of a single experiment.
3.5 Discussion
We have described the experimental setup in which 2D avalanches of photoelastic
discs are produced, and the procedure followed to extract relevant data from them.
The purpose of the experiments carried out here is to investigating the distribution
of stresses in avalanches to answer the motivating questions brought up in Chapter
1. To do this, we designed the setup with the aim of quantifying inter-particle forces
using the technique described in Chapter 2. The next three chapters focus on different
sets of experiments carried out in this setup to study different aspects of granular
gravity-driven flows.
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2D flows in narrow channels
Synopsis
In this chapter we analyse results from experiments where mono-dispersed
2D avalanches of photoelastic discs are released over different basal bound-
ary conditions. The effect of side-wall friction on the velocity profile is de-
pendant on the choice of basal topography. The flows we produce all have
inertial numbers I ≤ 1 and in experiments over a rough base we observe
regions in solid- (quasi-steady) and fluid-like (inertial) regimes.
We measure constant and uniform density and quasi-linear velocity pro-
files through particle tracking at several points down the chute. The pho-
toelastic technique allows the visualisation and quantification of instanta-
neous forces transmitted between particles during individual collisions, as
explained in Chapters 2 and 3. The discreteness of the system leads to
highly fluctuating individual force chains which form preferentially in the
directions of the bulk external forces; in this case gravity and basal friction.
Then, from the measured forces we obtain coarse-grained profiles of all
stress tensor components at various positions along the chute. The be-
haviour of the coarse-grained stress tensor within a dynamic granular flow
is analogous to that of a continuous fluid flow, in that we observe a linear
increase of the mean pressure with depth. Furthermore, we identify a pref-
erential direction for the principal stress orientation, which depends on the
local magnitudes of the frictional and gravitational forces. These results
allow us to draw an analogy between discrete and continuous flow models.
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4.1 Introduction
In this chapter we aim to understand the flows produced in the setup described in the
previous chapter (see Section 3.1.1), varying only the basal roughness. The experiments
described here are all composed of 11, 12 and 13 mm diameter discs in approximately
equal numbers. The 10 % polydispersity is enough to avoid crystallisation effects [22],
but not enough to induce noticeable segregation. Therefore, these experiments are
classified as mono-dispersed. The large species of discs, of 21, 22 and 23 mm diameters,
that were also produced are not used as flowing particles in this chapter, but only to
form the ’alternating-disc’ basal roughness condition.
The window from which the camera records the experiments has a limited width
of 60 cm while the chute is over 200 cm long. Hence, we slide the viewing window
along seven positions down the chute to characterise the downstream evolution of the
flow over different realisations. The most upstream position that can be covered by
the polariser pair is defined as the 0 cm coordinate, which is 30 cm downstream from
the right end of the hopper opening. A seam between two acrylic sheets that form
the walls of the chute located at this 0 cm location makes measuring from this point
easy. We focus on positions 25, 50, 75, 100, 125, 150 and 175 cm downstream from this
origin. At each location we use particle tracking and photoelastic force measurements
to understand the evolution of the flow in the downstream direction. All experiments
produce flows that are in steady state for a short time after an initial acceleration
(see Section 3.4.3), and we henceforth use the first 500 frames (see Section 3.4.4)
captured during this steady-state stage where the flux is constant (as demonstrated in
Section 3.4.2).
First, via the particle tracking method described in Section 3.2.1, we characterise
the density and velocity profiles. Then, we analyse the discrete photoelastic force
measurements statistically to find patterns in the force network. These measurements
are also coarse-grained to produce continuous profiles of the internal stress tensor, from
which we extract profiles for the principal stresses and their directions. The kinematic
and dynamic behaviours described here define the parameter space from which we draw
the results described in the following chapters.
4.2 Kinematic characterisation
4.2.1 Density profiles
In order to analyse the grain density distribution, we coarse-grain [6, 21] the particle
mass and position information obtained by particle tracking. We defined wz = 3d
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as the optimal coarse-graining length-scale to obtain smooth profiles, averaged over
microscopic variations (see Section 3.3). However, by using a wz < 3d for this particular
analysis only, we forfeit a smooth profile in lieu of a plot where we observe the effect of
layering in the packing fraction profile. For the following analysis we half the optimal
wz, setting it to the arbitrarily small value of 1.5d, so that microscopic vertical changes
can be observed, but we keep wx = 5d in order to ensure the coarse-graining space is
large and representative of the flow. Indeed, no spatial variations are measured for any
variable in the xˆ-direction within the viewing window.
We track the particle coordinates and coarse-grain as described in Section 3.2.1
and Section 3.3 respectively, along the central vertical line on each frame. This line
passes through the cross-section of the chute at fixed downstream distances of exactly
25, 50, 75, 100, 125, 150 and 175 cm away from the hopper gate. We obtain a vector
of coarse-grained densities, ρCG(z), with a length equal to the vertical pixel resolution,
for different depths z within the flow. This vector is produced for every frame and the
results for 500 frames were averaged to obtain a single plot of density versus height
from the chute base. Figure 4.1 shows a representation of this data converted into
packing fraction (we measured cured Clear Flex 50 to have a density of 1120 kg/m3)
as a function of height for different downstream positions (shown in different colours,
or shades of gray) and increasing basal roughnesses: for (a) the smooth base, (b) the
rough base composed of small semi-discs, and (c) alternating large and small semi-discs.
Several interesting features of Figure 4.1 stand out. Firstly, the flow thickness,
which can be tracked as the horizontal lines that mark the free surface, is noticeably
affected by the basal topography. The flow thickness across the smooth base remains
fairly constant in downstream direction, but thins dramatically in the rough-base cases
to about 60% of the initial thickness. The flow thinning behaviour is similar in the
small-discs and alternating-discs basal conditions. Interestingly, the thickness at the
most downstream chute location (x = 175 cm) for all three roughness types is 9− 10d.
Secondly, the average packing fraction is effectively constant throughout the flow
thickness at about φavg = 0.81±0.07 for all experiments performed. This result is only
slightly smaller than the 2D random close packing fraction of φrcp = 0.84 for 2D systems
made of monodispersed circles [9], bearing in mind that the experiments performed
in this work have a tri-dispersed distribution with approximately 10% polydispersity.
Besides justifying the assumption of a uniform constant density, the similarity between
φavg and φrcp unequivocally places all the experiments discussed into the same regime
of dense granular flows.
The third relevant characteristic of Figure 4.1 is that, despite the broad coarse-
graining area (see Section 3.3), wide undulations can be seen at sub-wz distances. Al-
though an even longer vertical coarse-graining length-scale would provide a smoother
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Figure 4.1: Coarse-grained density profiles at seven positions down the chute for flows
over (a) a smooth base, (b) a rough base composed of small semi-discs, and (c) alter-
nating semi-discs. The three subfigures apply the same colour-scheme for the profiles
measured at different downstream positions. The mean packing fraction was obtained
by averaging the seven profiles, each of which already represents an average of the
packing fraction profiles over 500 frames at each downstream location.
profile, important physical meaning can be deduced from this behaviour. We observe
in Figure 4.1 for all downstream positions that the undulations all show the same
wavelength (separation of the peaks) but their amplitudes (distance of the peaks from
the average φ) decrease with height from the base. An autocorrelation analysis for
both smooth- and rough-base experiments shows a consistent separation between den-
sity peaks of 1.08 ± 0.02 cm, which is equivalent to 0.9d, throughout the flow depth.
This result implies that the discs flow in well-defined layers, which are equally dis-
tanced throughout the depth, but with smaller vertical velocity fluctuations closer to
the base. The fact that the undulations decrease in amplitude, but not in wavelength,
with height, suggests a higher disorder at the top of the flow (addressed later in Sec-
tion 4.2.3). These results agree with Weinhart et al. (2013) [20] numerical study of
dry, frictional, steady-state granular flows down rough inclines, where they found that
particles flowed in slightly interlocked layers separated by 0.907d. This was true for all
slow and intermediate flows and they also observed that the layering was most organ-
ised closer to the base but that the undulation amplitude decayed over larger distances
for slower flows (I ≤ 0.2).
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Figure 4.2: Evolution of the coarse-grained downstream velocities profiles at seven
positions down the chute for flows over three different topographies. Each profile
represents the coarse grained particle velocities averaged over 500 frames in the steady
state of a single experiment. The velocities in experiments over a smooth base have a
relative error of approximately 6%, while those over a rough base are measured with a
relative error of about 10% on average. The flux measured by counting the discs that
travel within the camera view matches the flux calculated by integrating the velocity
profiles along the z-coordinate (within the stated errors).
4.2.2 Downstream velocity profiles
We apply the expression for coarse-grained velocity presented by Weinhart et al.
(2012) [21] with ϕ as defined in Section 3.3, and now again wz = 3d and wx = 5d.
Figure 4.2 shows the resulting plots of downstream velocity against height from the
base for experiments carried out over the three types of basal roughness, measured at
seven different locations downstream.
The free surface can be tracked by the horizontal lines marking the top of the
profiles. The velocity profiles seem to evolve downstream, particularly in the rough-
base cases, where the flow thins visibly. However, Figure 4.3 shows that by plotting
the velocity against depth from the free surface rather than against height from the
base, the velocity profiles in fact collapse. Moreover, the flowing layer in the rough-base
experiments has the same thickness as the flow over a smooth-base, albeit moving at
slower velocities.
The velocity profiles reflect that while the particle density remains constant and
uniform throughout all experiments, the flux depends strongly on the topography. In
the smooth base case there is high slippage and a quasi-linear increase of the down-
stream velocity with height. Faug et al. (2015) [4] reported obtaining high slippage
and a Bagnold profile in similar experiments over gentle slopes, but with only 10 layers
of particles it is difficult to confirm or rule out a Bagnold profile over a linear profile.
Except in the experiment recorded at a position closest to the hopper (25 cm), all
profiles are remarkably similar to each other with no obvious thinning or acceleration.
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Figure 4.3: Collapse of the coarse-grained downstream velocities profiles at seven posi-
tions down the chute for flows over three different topographies: (a) smooth base, (b)
rough base made of small semi-discs, and (c) rough base made of alternating large and
small semi-discs. All subfigures use the same colour-scheme for the profiles measured at
the different downstream positions. Each profile represents the coarse grained particle
velocities averaged over 500 frames in the steady state of a single experiment. The
velocities in experiments over a smooth base have a relative error of approximately
6%, while those over a rough base are measured with a relative error of about 10% on
average.
This implies that the gravitational downstream forces are balanced by the friction in-
troduced by the base. If the chute were inclined less than the 20◦ it was built at,
the gravitational component would not be large enough to maintain a flow. In other
words, the experiment is inclined at the dynamic angle of repose corresponding to a
near monodisperse system of discs made of ClearFlex 50 flowing over a smooth base.
In contrast, by forming a 2D pile of discs and tilting it slowly and smoothly until the
first discs topple, it was found that the system’s static angle of repose is 31±2◦, which
is as expected larger than its dynamic counterpart.
The picture is completely different when basal roughness introduces shear into the
system. Here the dynamic angle of repose is larger because the increased basal friction
requires a stronger gravitational downstream component to balance the higher shearing
forces. To provide a steeper flowing angle and stronger gravitational component, a
static layer forms at the bottom. It is this layer that thins while the moving layer on
top maintains its thickness and quasi-linear velocity profile throughout. Overall, the
flows over an alternating-disc base are slightly slower and thicker than in the small-
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disc-base case, implying the alternating-disc base introduces a higher degree of friction
to the system. The free-surface forms an angle of 25± 1◦ degrees to the floor, 5◦ larger
than in the smooth-base case. Furthermore, we verified that all particles in the flowing
layer travel parallel to the free surface, confirming that the frictional boundary with
the quasi-static layer effectively increases the system dynamic angle of repose. The
static layer is referred to as a superstable heap (SSH), and many authors [17] have
attributed it, and the shape of the velocity profile of the flow (both in the flowing layer
and SSH) [8], to the effect of the chute side-wall friction on the flowing particles.
Indeed, super-stable heaps have been widely observed in granular flows within nar-
row chutes and are associated with specifically a Coulomb-type friction with the channel
walls. Furthermore, as the hopper depletes and the flux rate decreases, the inclination
angle of the free surface decreases from 25 ± 1◦ when the flow is in steady state to
23 ± 1◦ when the flow stops completely. This is indicative of an increase of friction
with depth, as particles need a steeper angle to flow when they are under pressure.
This result suggests there is a relationship between the flowing layer thickness and the
angle made by the free surface, as proposed by Taberlet et al. (2003) [17] assuming
a Coulomb-type friction at the side-walls. In any case, friction at the side-walls has
a significant effect on the flow velocity profile, but lack of photoelastic response in
fast-moving rattlers (particles that do not form part of a force-chain, identifiable in
Figure 3.7a) regardless of particle depth, suggests side-wall friction is not large enough
to interfere with the measurement of inter-particle forces.
The observations presented so far agree with other reports [15, 10, 11] that say that
the packing fraction in slow-intermediate flows is practically uniform. Said authors
also report that the packing fraction is only a decreasing function of the inclination
angle. In all experiments a combination of relatively slow hopper discharge flux and
small inclination angles causes the flow to have the minimum recorded flow thickness
possible for gravity-driven flows [12]. The observations made here therefore correspond
to flows with the slowest possible speed and thickness. It is reasonable that the mean
packing fraction in these cases would tend to the 2D random close packing fraction.
Also confirming the ‘slow and thin regime’ is the fact that the velocity profile is
linear [16, 2]. As illustrated in Figure 4.3, all flows (excluding the static layer in rough-
base experiments) are approximately 10d in thickness, which is significantly below
the estimated thickness of 20d at which Bagnoldian velocity profiles are observed [3].
However, in this case, the side-wall effect is also potentially responsible for the velocity
profile linearity [10].
No less significant is that the similarities between the experiments described in
this work with those reported by other groups confirm the small effect of the particle
stiffness [5] or normal restitution coefficient on the behaviour of dense flows [14, 7]. The
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restitution coefficient of Clear Flex 50 is likely to be lower than that of the particles
used in said studies, yet the kinematics of these photoelastic flows are analogous to all
flows in the same regime, regardless of the constitutive particle material.
4.2.3 Cross-stream velocity
The decrease in the layer prominence with height, evident in the packing fraction pro-
files, Figure 4.1, can be related to an increase in particle vertical displacements. If
we model the layer mass to be distributed normally around ri, with variance σ
2, then
the standard deviation σ effectively represents the mean squared vertical displacement,
〈δz2〉, of the discs from the ith layer midpoint. Knowing that layers contain the same
particle density and that they are all equally spaced by 0.9d, we model the correspond-
ing coarse-grained density profile, calculated as
ρnCG(r) =
N∑
i=1
ϕ(r− ri)
∫ ∞
−∞
mi(µi, σ
2
i , z)dz, (4.1)
where the mass function mi for layer i is normally distributed along the z axis around
the layer centre µi with variance σ
2
i , ϕ represents the coarse-graining function defined
in Section 3.3, and N the number of particles within a coarse-graining length-scale of
each point along the profile.
Figure 4.4a plots in red the continuous mass distribution obtained when the stan-
dard deviations associated to the mass at each layer in arbitrarily increased linearly
from 0.1 at the bottom to 0.3 diameters at the top. By doing this the profile of the
normal mass distribution (in red) shows a clearly less pronounced layering at the top
than at the bottom. Figure 4.4a plots in blue the discrete distribution of masses, and
Figure 4.4b plots, also in blue, the corresponding coarse-grained density profile for
this case. The experimentally obtained density profile across the smooth base, and
recorded at a distance of 25 cm downstream from the flow source, is also plotted as an
example in Figure 4.4b in black. A comparison between the three profiles shows that
the continuous mass distribution model captures the amplitude decrease with height
well, while maintaining the undulation wavelength observed experimentally.
By fitting each layer’s variance σ2 to best fit the measured density profile, values
for each layer’s mean squared displacement, 〈δz2〉 were obtained for all smooth base
experiments. Only smooth-base experiments were used for this analysis because the
mean particle velocity is parallel to the base, which is not true for the top moving layer
of the rough-base experiments. Besides, the rough-base experiments include different
depths of a bottom static layer, and we wish to compare the vertical displacement of
layers of particles in motion. Interestingly, we find that all experiments show a similar
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Figure 4.4: (a) Mean mass versus height from base if the flow were perfectly layered
1.08 cm apart. Blue representing a perfectly layered system, while red models a normal
distribution of masses around the layer centres. The (red) normally distributed model
increases the standard deviation from narrow at the bottom (0.1d) to wide (0.3d)
at the top of the flow. (b) Corresponding coarse-grained density profiles, and an
experimentally obtained example density profile (black line) for the smooth base case
taken at a downward distance of 25 cm.
seemingly linear increase in δz with height, as evidenced by Figure 4.5.
The displacements obtained for the bottom layer match the particle tracking error,
implying the vertical fluctuation in this bottom layer is minimal. In fact, direct obser-
vation of the experimental videos shows that discs in this layer do not fluctuate around
the layer centre at all, but mostly slide over the base. The mean vertical displacement
from the layer centre of these discs is measured to be of 1 mm, which coincides with
the difference in radius between the smallest (d = 11 mm) and largest (d = 13 mm)
disc. Therefore, the result for the mean displacement we obtained for the bottom layer
is reasonable.
4.3 Dynamic characterisation
From the density and velocity profiles we observe that the experiments carried out
over small- and alternating-discs bases produce similar flows. Overall, the latter type
are slightly thicker and slower, and in the particular experiments carried out show a
slightly more pronounced super-stable heap containing quasi-static particles. However,
the differences between the flows over the two rough types of bases lie within the
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Figure 4.5: Fitted standard deviation of the mass normal distribution around each
layer centre, representative of the mean particle deviation from the layer centre, plotted
against the layer height. Results are shown for the seven experiments carried out over
a smooth base.
experimental error (see Section 3.2.2 and 3.4.5). Hence, in this section we focus on
the differences between experiments over a smooth base and over the small-discs rough
base only.
4.3.1 Forces statistical analysis
By collecting all the information on the instantaneous inter-particle force magnitudes,
directions and application points, we extract a network of forces within the avalanching
flow. We first notice that the total number and mean magnitude of the inter-particle
forces observed in each direction varies. By binning each force according to the direction
they are applied in into 5◦ wide bins between −90◦ and 90◦, the preferred direction
and the mean magnitude of the inter-particle forces is revealed.
In Section 3.2.3, we explained that the minimum real force perceptible from the
photoelastic response within the discs depends on the values arbitrarily assigned to
the variables g2cr and g2threshold in PeGS. If the g2threshold is set too low for a
given g2cr, irregularities in the flour coating can make a contact be wrongly classified
as force-bearing. Therefore, we must take into account that the number of forces
measured per frame has an additional random error that originates from the arbitrary
nature of how g2cr and g2threshold are assigned.
Figure 4.6 shows the mean number of forces per frame, Nf , recorded within each
bin for the experiments performed over both a smooth and rough base. The forces
measured in the rough-base experiments were further separated according to whether
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they were measured at depths of up to 11d from the free surface (corresponding to
the flowing layer, according to Figure 4.3), and those at z > 11d (where velocities
are practically zero as observed in Figure 4.3). The flowing layers in both type of
experiments have approximately the same thickness, which is consistent along the
chute, so Figure 4.6a shows the mean number of forces measured in each direction per
frame in the flowing layers over both types of basal roughness, averaging the results
obtained at all 7 positions along the chute. On the other hand, because the quasi-static
layer decreases in thickness along the chute, we plot Nf measured at each position along
the chute in Figure 4.6b. In all cases the data is time-averaged over 500 frames per
experiment.
N
u
m
b
er
 o
f 
fo
rc
es
 p
er
 f
ra
m
e
Angle to z [deg]
(a)
Angle to z [deg]
(b)
Figure 4.6: Average number of forces per frame measured acting in angles to the cross-
flow direction zˆ, for (a) experiments over a smooth base and for the flowing layer (top
11d) of experiments over a rough base, and (b) for the quasi-static layer of experiments
over a rough base. The two figures were separated because the flow thickness in (a) is
constant along the downstream direction, while the SSH analysed in (b) decreases in
thickness along the chute.
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From Figure 4.6a we observe peaks in the number of forces measured to act at
angles of 90◦ (parallel to the chute base), and close to −20◦ (direction of gravity). At
depths z > 11d we observe the middle peaks coincide exactly with −20◦, as seen in
Figure 4.6b, but as the static layer thins the number of forces measured decreases. In
contrast, in the flowing layer the middle peak is slightly skewed to a more negative
angle, which we attribute to the friction accompanying interactions between particles
in different layers. In all cases we see that the ratio of forces acting at 90◦ to the number
acting at −20◦ is larger in all rough-base experiments than in those with smooth base.
We also observe a secondary peak in the number of forces at an angle of approxi-
mately 35◦. This peak is apparent in all experiments so it is accepted as a real physical
phenomenon, but an explanation of its origin remains to be investigated in depth. It
would be interesting to explore whether the angle at which this secondary peak oc-
curs is at all related to the direction of the complementary stress, as defined in soil
mechanics.
Figure 4.7a plots the mean force magnitudes, 〈F 〉, in each direction, for the flowing
layers in the smooth- and rough-base experiments and within the static layer in the
rough-base case. With the purpose of understanding the spread of the measurements
used to calculate the averaged quantities shown in Figure 4.7a, Figure 4.7b shows their
standard deviations.
In all three cases we measure peaks in mean force magnitude around the direction
of gravity. In the smooth-base case we observe that the forces acting at 90◦ are signif-
icantly weaker than those at −20◦. In contrast, in experiments over a rough base the
forces at 90◦ are as important in the flowing layer, and even more significant within
the SSH, than those at −20◦. In addition, we notice that in rough-base experiments,
peaks in 〈F 〉 are more pronounced in the static layer than in the moving layer. We
surmise that the motion of particles allows for the formation of force chains in a wider
spread of angles and curvatures, but that there is a tendency for the inter-particle force
direction for low velocity regions.
From Figures 4.6 and 4.7 we conclude that force chains tend to form preferentially
in the directions of the two external forces acting on the flow bulk: gravity and basal
friction. When particles in neighbouring layers that are moving at different speeds
interact, friction causes the force chains to skew slightly up-slope (to more negative
values). Moreover, we measure less and weaker force chains acting parallel to the chute
base in smooth- than in rough-base experiments. We associate this observation with
the high slippage at the base (Figure 4.3a) and weaker friction between layers within
the flow. On the other hand, in the rough-base case we observe more and stronger force
chains forming in the direction of friction acting on the particle layers. We observe that
the peaks are sharper in the static layer, suggesting force chains bend and branch more
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Figure 4.7: (a) Mean force magnitude measured acting in angles to the cross-flow
direction zˆ, and (b) the force measurements standard deviation. Both plots follow the
same line style and colour scheme.
in the moving layer. From the fact that we do not observe stronger forces at −20◦ in the
SSH than in the moving layer, we deduce that particles in force chains carry similar
loads. The extra weight supported by the SSH is spread into more strong particle
contacts, but those contact forces were not significantly stronger. However, because
force chains often intersect, individual particles do, on average, carry heavier loads at
larger depths.
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4.3.2 Coarse-grained internal stresses
Considering a fully developed steady continuous flow that does not change in time nor
along the downstream direction xˆ, momentum balance requires
− ∇¯ · σ¯ + ρg¯ = 0, (4.2)
where σ represents the flowing system stress tensor, ρ the density and g the acceleration
of gravity. Assuming constant and uniform density ρ, resolving the streamwise (xˆ) and
cross-flow (zˆ) directions and solving for σ predicts a hydrostatic increase in pressure
and shear,
σzz = (h− z)ρg cos θfs,
σzx = (h− z)ρg sin θfs,
(4.3)
where h represents the height of the free surface over the chute base and θfs the angle
made by the free surface in the laboratory frame of reference.
Stress tensor component profiles
The consistency in time and xˆ-direction of the density and velocity profiles over a
smooth base implies this is indeed a steady, fully developed flow. The packing frac-
tion profiles (Figure 4.1) suggest the density is indeed constant and uniform, and we
furthermore assume that even if the flow were compressible, a change in solid volume
fraction makes very little difference to the linear pressure distribution (Figure 4 in
Barker et al. (2017) [1]). Therefore we expect the corresponding pressure and shear
profiles to behave as predicted by Equation 4.3. To compare that model to the discrete
forces measured experimentally, the coarse-graining equations originally put forward by
Goldhirsch (2010) [6] and later extended by Weinhart et al. (2012) [21], were applied to
obtain continuous expressions for the four stress tensor components. The same coarse-
graining function introduced in Section 3.3 was used for this purpose, with wz = 3d
and wx = 5d (also determined in Section 3.3).
We calculated the stress tensor component profiles according to Weinhart et al.
(2012) [21] for each frame. Figure 4.8 shows the time series of the coarse-grained σzz
component over 500 frames in the steady-state stage of an experiment over a smooth
base recorded 75 cm downstream from the beginning of the chute. This figure shows
instants of high stresses, which increase with depth, and also instants where the stress
profile is barely significant, which is indicative of granular breathing. However, an auto-
correlation analysis of the stress peaks does not reveal any characteristic frequency at
which the oscillations in stresses occur. Similar time series obtained from experiments
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over a rough base show less significant variations in the stresses with time. This may
be attributed to the flows over rough bases being thicker and slower, so there are no
frames where no forces are measured.
Figure 4.8: Time series of the coarse-grained stress tensor component σzz, as defined by
Weinhart et al. (2012) [21] and introduced in Section 3.3. These measurements were
obtained from 500 frames in the steady-state stage of an experiment over a smooth
base recorded 75 cm downstream from the top end of the chute.
As we cannot discern a characteristic frequency of stress oscillation, we then av-
eraged all the stress tensor components over the 500 frames extracted from each ex-
periment. Because the magnitudes of σzz and σzx depend only on depth from the free
surface and angle of inclination, all seven profiles collected along different downstream
positions collapse, for both smooth- and rough-base experiments. In Figure 4.9 we
show the mean stress component profiles in solid lines, and bound the confidence in-
tervals in dashed lines. The bounds of this interval are determined by the standard
error of averaging the seven profiles, proving they all collapse within acceptable lim-
its. Different stress tensor components are drawn in Figure 4.9 in different colours
(shades of gray), while the grey straight lines show the hydrostatic gradient predicted
by Equation 4.3 for ρ = ρCG and measuring h to be the average height of a spline
though the highest points of the discs on the flow top layer. Within a coarse-graining
length wz = 3d from both the base and free surface, the lines are shown in faded
colours, as the coarse-grained results here are likely to be affected by the closeness to
the boundaries.
In the rough-base experiments, it is the static layer that thins with distance down-
stream (Figure 4.3) in classic super-stable heap (SSH) behaviour [17]. From Figure 4.2
we saw that the flowing layer remains practically constant in thickness and the veloc-
ity profile. It follows that the flowing layer should experience a hydrostatic pressure
increase, but scaling with the cosine of the effective layer inclination angle, 25◦, rather
than with the inclination of the chute, 20◦. Figure 4.9b shows the components of the
stress tensor resolved relative to the free surface and to the normal to that direction,
having rotated the camera frame of reference by 5◦ to match the new xˆ to the direction
of the free surface.
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(a) Stress tensor component profile of experiments over a smooth base.
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(b) Stress tensor component profile of experiments over a rough base.
Figure 4.9: Coarse-grained 2D stress tensor component profiles for (a) smooth-base
and (b) rough-base experiments. The profiles resulting from averaging the seven ex-
periments measured at different downstream locations are plotted in solid lines, while
the dashed lines delimit the standard error of he averaging. The straight grey lines
show the gradient corresponding to a hydrostatic increase in pressure as predicted by
Equation 4.3 with θfs = 20
◦ for (a) and θfs = 25◦ for (b). z′ represents the perpendic-
ular distance from the free surface, which is inclined 5◦ to the horizontal in the camera
frame in (b), while in (a) the free surface is parallel to the horizontal in the camera
frame.
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Principal stresses
Since we can obtain from experiments all four components of the 2D internal stress
tensor σ¯, we can calculate the in-plane principal stresses. These are defined as the two
(for 2D systems) pressures σ1 and σ2 that act in a what is known as the principal stress
directions. They have an analogous effect on the system, with no shearing stresses,
as the full σ¯ in the original plane. If the original stress tensor is symmetric, then
the principal stress directions are orthogonal, and in such a case the principal stresses
represent a rotation of σ¯ by a given single anticlockwise angle αp, referred to as the
principal orientation. [
σ1 0
0 σ2
]
= R
([
σxx σxz
σzx σzz
])
αp
(4.4)
The magnitudes of the principal stresses are the eigenvalues of the stress tensor,
and the corresponding eigenvectors represent the directions of the axes in the principal
stress plane. These can be found easily by computing
σ1,2 =
σxx + σzz
2
±
√(
σxx − σzz
2
)2
+ σxzσzx. (4.5)
The eigenvalues corresponding to the collapsed, depth-dependent stress tensors pre-
sented in the previous section are plotted against depth from free-surface in Fig-
ure 4.10a.
We found that the corresponding eigenvectors for the experimental stress tensor
presented in the previous section form an orthogonal basis. This means that the prin-
cipal stress directions can be represented by the angle of anticlockwise rotation αp,
tan (2αp) =
σxzσzx
σxx − σzz . (4.6)
We therefore report the direction of only one principal stress, the principal orientation
αp, bearing in mind that the second direction forms a normal angle to this one. To
facilitate comparison, we calculated αp for the coarse-grained stresses in the camera
frame of reference, for experiments over both types of topography. The principal ori-
entation corresponding to the principal stresses just obtained are also plotted against
depth from the free surface in Figure 4.10b.
Interestingly, the principal stress magnitudes are very similar in both smooth and
rough-base experiments. On the other hand, the angle αp is lower for the smooth-base
than for the rough-base experiments, but in both cases the principal orientation lies
between the direction of gravity (20◦ to the cross-flow direction zˆ) and basal shear
(90◦ anticlockwise from zˆ, see Figure 4.6). These are the two body forces acting on
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(a)
(b)
Figure 4.10: (a) Magnitudes of the principal stresses for the stress tensors obtained by
collapsing the results of all experiments of equal type. The dashed blue lines represents
the results of experiments performed over a smooth-base while solid red lines correspond
to rough-base experiments. (b) Orientation of the system principal stresses and their
dependence with depth. The dotted and dash-dot blue lines represents the results of
experiments performed over a smooth-base while solid and dashed red lines correspond
to rough-base experiments.
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the flow bulk, so it seems reasonable that the main principal stress would be directed
somewhere in between them (35− 50◦ anticlockwise from zˆ).
We propose that the principal orientation in these experiments depends on the local
relative importance between inter-layer shear and hydrostatic pressure. In the smooth-
base case there is high slippage at the chute base and the shear rate is smaller than in
the rough-base case. Hence, shearing forces are less important in the smooth-base case.
On the other hand, hydrostatic pressure depends only on depth from the free surface
and inclination angle. Although the flowing layer in the rough-base case has the same
depth of ∼ 10d as the flow over a smooth base, the super-stable heap (SSH) increases
the effective angle of inclination of the flowing layer in the former case. The ratio of
shear forces (90◦ from zˆ) to gravitational forces (20◦ from zˆ) is higher in the rough-base
case than in the smooth-base case. Thus, we infer from the larger αp in the top 10d
that the principal orientation leans towards the direction of shear in the rough-base
case more than in the smooth-base case, due to the larger relative importance of shear
in the system.
Nevertheless, both lines in Figure 4.10b follow the same trend within the flowing
layer (approximately the top 10d in both cases). Close to the free surface the only
surface force acting on the particles is shear (hydrostatic pressure is minimal), so the
major principal stress tends towards 90◦ to the vertical in the camera frame. The
velocity profile within the flowing layers was determined to be linear, so inter-layer
shear remains constant in depth within these flows. As the hydrostatic component
increases with depth, the principal orientation leans more towards gravity (which acts
at 20◦ to the cross-flow direction zˆ). Then, shear increases suddenly at the chute base
(in the smooth-base case) as well as in the transition between the flowing and static
layers (in the rough-base case), and so αp increases at these boundaries. Within the
static layer that forms the SSH (only visible in the rough-base experiments) a dip in αp
is observable as shear is most relevant at the boundary with the flowing layer (∼ 10d
depth) and with the chute base (most visible at ∼ 16d depth).
4.3.3 Basal stress ratio
We complement the photoelastic force measurements with separate measurements of
shear and normal forces at the base using the sensor custom made for our setup by
Freeman Technology. This sensor comprises a Lenterra DFF to measure shear and a
single point load cell to measure normal forces, combined through a 3D printed plastic
head as described in Section 3.1.2. For each experiment, the device is fitted at one
of seven gaps at the base of the chute. When not in use, these gaps are filled with a
removable t-shaped plug that sits flush at the base without interfering with the flow.
The shear and normal forces on the 4.8×0.6 cm upper surface of the plastic head are
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transmitted to the respective sensors simultaneously. Up to four discs fit on the sensor
head at any time. These discs can spend as little as 0.06 s on the sensor head (in the
smooth-base case, where the discs travel fastest), and transmit forces to it in at least
0.001 s (see Section 3.4.1). The normal sensor collects data every 0.038± 0.03 s while
the shear sensor sampling rate is one every 0.02 s. This means that every measurement
of the sensors is an average of the forces transmitted by multiple particles (up to four)
over 0.038 or 0.02 s, respectively.
Figure 4.11 shows the measurements obtained from experiments over a smooth (a)
and rough (b) base, of the shear forces in blue, and of the normal forces in purple.
Because forces are so short lived the measurements seem very erratic and dispersed. In
addition, we take into account that forces are not distributed evenly along the chute
base, but instead force chains separated by a couple of diameters on average transmit
localised forces to the base. To account for these oscillations in the measured forces we
henceforth use the corresponding smoothed spines, drawn in Figure 4.11 in red.
By dividing the values of the shear smoothed spline by the corresponding normal
force spline we obtain the evolution of the stress ratio µ (see Equation 1.5) in time.
Figure 4.12 shows the respective profiles of µ(t) for experiments over a smooth (a) and
rough (b) base.
For each experimental repetition, we furthermore calculate the mean µ measured
by the sensors at the base by averaging the µ(t) curves shown in Figures 4.12a and
4.12b over the period where the avalanche is in steady state. The beginning and end of
the steady-state stage in the experiments shown in Figure 4.11 are marked by vertical
gray dotted lines.
We repeated experiments over smooth and rough bases, installing the sensor at dif-
ferent downstream locations to obtain a range of mean basal µ measurements. Often
the reading of the sensors before and after an experiment would not be zero, despite
no discs resting on them any longer. We assume this error occurred due to small rear-
rangements in the positioning of the sensor, despite installing it as securely as possible
every time. The results of the experiments where this happened were discarded, and
those from all the useful repetitions are shown in Figure 4.13.
The results shown in Figure 4.13 are still quite dispersed, which we attributed to
small differences in how the sensor was installed in the chute each time and perhaps also
to hysteresis in the plastic (PLA) material that makes the 3D-printed head. We do not
observe an obvious slope in µ along the different downstream locations. We therefore
calculate the mean µbase for the smooth- and rough-base cases and find that they are
within each other’s experimental error. We thus estimate that the average basal stress
ratio µbase does not change downstream, and is similar for both basal roughness cases.
The average µbase is approximately 0.34, which is higher than the µs = 0.26 value
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(a)
(b)
Figure 4.11: Raw data obtained from the basal combined shear and normal stress sen-
sor. The normal force measurements are plotted in blueand shear force measurements
are plotted in purple. Smoothed splines for both datasets are drawn in red. The vertical
grey dashed lines delimit the steady-state phase of the experiment (see Section 3.4.3)
on which this work is focused.
determined for our discs by our collaborator in NCSU, USA, Zhu Tang, using the
experimental setup and method described in Tang et al. (2018) [19].
The results shown in Figure 4.13 will be used to verify our photoelastic force mea-
surements, as in the next Chapter we obtain similar averages (albeit with similar errors)
using the coarse-grained stress tensor results (Section 5.2). In any case, it shows that
although we cannot measure many small forces due to the sensitivity of the technique,
the errors due to this source are within the photoelastic technique experimental error.
Moreover, these results imply that µbase > µs and that therefore no part of these flows
are in non-local regime where µ < µs. This inference is particularly significant to
the next chapter, where we consider how our flows fit with different rheology models.
Finally, through this use of the shear and normal stress sensors we tested an unusual
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(a)
(b)
Figure 4.12: Evolution of the stress ratio µ = τ/P (Equation 1.5) throughout the
experiments over (a) a smooth base and (b) a rough base shown in Figure 4.11. The
blue line is obtained by dividing the value of the shear stress measurement smoothed
spline by the normal stress measurement smoothed spline. The vertical grey dashed
lines delimit the steady-state phase of the experiment (see Section 3.4.3) on which
this work is focused. Finally, The horizontal smooth black line shows the average µ
obtained for these experiments over the steady-state stage.
application of these sensors. Our feedback regarding the design of the combined sen-
sor will potentially lead to future product development at Freeman Technology, as no
real-time flush sensor of simultaneous shear and normal stresses exists to this day.
4.4 Discussion
The first main result of the work described in this chapter is the success in quantifying
forces using the photoelastic technique in dynamic systems for the first time. We
apply the photoelastic technique to obtain innovative experimental measurements of
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Figure 4.13: Measurements of the stress ratio µ measured using the combined shear
and normal stress sensor described in Section 3.1.2. Each experimental value reported
in this plot corresponds to the ratio of mean shear and normal forces, averaged over the
steady state stage of each experiment. The blue crosses represent measurements taken
from experiments over a rough base, while the red circles correspond to experiments
over a smooth base. The solid lines represent the mean off all experiments of each type,
while the dotted lines delimit their standard errors.
forces within the bulk of 2D free-surface, gravity-driven, dry granular flows. Side wall
effects play a significant role in the kinematics of the flows produced, but the intrinsic
relationships between flow kinematics and dynamics discussed here are nonetheless
applicable to all dry granular avalanches [13]. In particular, by coarse-graining the
results of this original experiment, we test the extent to which such a discrete system
can be modelled as a continuum.
From a discrete point of view, less than half the particles (as seen in Figure 3.7a,
although the exact proportion depends on depth) of the flow constitutive particles carry
a measurable significant load. These particles, that form part of force-chains, transport
loads one or two orders of magnitude larger than a single particle weight. Regardless of
the force network dynamics, we have shown through coarse-graining that the average
stress-tensor is equivalent to that of a continuous flow, including a hydrostatic increase
of pressure with depth (Figure 4.9). Despite the technique sensitivity limitations, we
verified our results for the normal and shear forces at the base with a separate custom-
designed sensor.
Furthermore, we determined that force-chains form preferentially in the directions
of the forces acting on the bulk. In this case, the two external force sources are gravity
and the shear induced by the basal topography, and a larger number of force-chain
forces are directed in these two directions (Figure 4.6). From comparisons between
the results from configurations where gravity and basal shear bear different relative
importance, we propose that the system main principal stress is directed somewhere
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in between the two, leaning closer to the the most relevant locally.
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Rheology and non-locality
Synopsis
In this chapter we analyse the rheology of gravity-driven, mono-dispersed
dry granular flows in physical experiments where we measure individual
forces within the flow bulk. As in the previous chapter, we produce a 2D
flowing layer over a super-stable heap where particles creep. The flows are
mono-dispersed, dense (φ ≈ 0.8), thin (h ≈ 10d), and in the slow to in-
termediate regime (I < 1). Using particle tracking and photoelastic force
measurements we report coarse-grained profiles for packing fraction, veloc-
ity, shear rate, inertial number and stress tensor components. In addition,
we define a quantitative measure for the rate of generation of new force chain
networks and we observe that fluctuations extend below the boundary be-
tween dense flow and quasi-static layers. Finally, we evaluate several exist-
ing definitions for granular fluidity, and make comparisons among them and
the behaviour of our experimentally-measured stress tensor components.
Our measurements of the non-dimensional stress ratio show that our
experiments lie within the local rheological regime, yet we observe rear-
rangements of the force network extend into the quasi-static layer where
shear rates vanish. This elucidates why non-local rheology models rely on
the notion of stress diffusion, and we thus propose non-local effects may in
fact be dependent on the local force network fluctuation rate.
5.1 Introduction
The novel ability to experimentally measure forces within dynamic flows offers an
unprecedented opportunity to test granular rheology assumptions and models. In par-
ticular, in this chapter we test the appropriateness of the definitions made in the
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three rheological models [19, 13, 3] described in Section 1.4, using experiments at low-
intermediate values of I where non-local effects become relevant.
For this purpose, we focus our attention on experiments carried out with a mono-
disperse mixture of discs (with 10% polydispersity as in the previous chapter), over a
rough base of alternating 12 and 22 mm diameter semi-discs (see Chapter 3, Figure
3d). In Section 4.2 we determined that the flows over this type of topography show the
thickest super-stable heap, so they exhibit the best conditions to study the differences
in the force network between the flowing and quasi-static layers. Furthermore, instead
of comparing results taken from multiple downstream locations, we focus specifically on
the most upstream location, where the quasi-static layer is thickest. In this particular
section, we consider four repetitions of experiments with the viewing window centred
at 25 cm from the top end of the chute.
The results presented in this chapter are interpreted in the context of the flow
regime they are measured in: quasi-static, dense inertial or collisional. To classify the
flow regime, we use the criteria introduced in Section 1.2 in terms of the dimensionless
inertial number I [9],
I ≡ γ˙d√
P/ρ0
, (5.1)
where γ˙ represents the shear rate, d = 12 mm the particle diameter, P the local
pressure and ρ0 the density of the particle material, 1200 kg/m
3 [1].
In addition, to evaluate the applicability of current rheology models, we need to
evaluate whether sections of the system are in a local or non-local regime. This second
classification relies on the local values of the stress ratio µ, defined from the decompo-
sition of the stress tensor,
σ¯ = P I¯ + µP||T¯ || T¯ . (5.2)
where T¯ represents the rate of shear strain tensor and then µ represents the ratio
between shear (τ) and normal stress P [15]. Local models interpret µ as an effective
friction coefficient that depends solely on I, which would only apply if the local τ is a
function solely of shear rate γ˙. One popular local model for the relationship between
µ and I was successfully developed by Jop et al. (2006) [12],
µ(I) = µs +
µ2 − µs
I0/I − 1 , (5.3)
where µs is the effective static coefficient of friction (see Equation 1.2), µ2 is the max-
imum stress ratio attainable by the system, and I0 is a free parameter,.
In particular, we measure the force chain fluctuation rate and compare its behaviour
to the shear rate, allowing for experimental tests of three proposed non-local rheology
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models [19, 13, 3], as well as confirming whether the force chain fluctuations are able
to identify the value of µs [22]. Using the methods described in Tang et al. (2018) [22],
the Daniels group in North Carolina State University (NCSU) estimated that for the
particles used in this work the yield stress ratio is µs = 0.26 ± 0.01. This group has
obtained similar values of µs for discs of other materials [22], as have Wandersman and
Van Hecke (2014) [23]. These values are low compared to those typical in the field
of geophysics, which are usually closer to twice this result, but they interpret the low
value as a result of µs not really being the ordinary coefficient of friction in this case but
the resistance to secondary flow in an already flowing granular material. We also test
whether the shear rate is an appropriate variable in the description of fluidity at all,
given that even for static granular packings, force chain configurations are not solely
determined by particle positions [20, 14]. Instead, there is an ensemble of possible force
arrangements, the force network ensemble (FNE) [20], which can fluctuate independent
of, and in addition to, particle rearrangements under shear. Therefore, we additionally
consider some alternatives for defining the fluidity g.
In the following sections we first characterise the flow packing fraction, velocity and
shear-rate profiles for four experiments carried out under exactly the same experimen-
tal conditions. The differences between the results of individual experiments are those
due to differences in the lubricating flour coating (see Section 3.4.4, on the experi-
mental repeatability). Next, we use the photoelastic force measurements to calculate
coarse-grained profiles of the stress tensor components, and with these we evaluate
the behaviours of the principal stresses and the stress ratio, µ, across the boundary
between flowing and quasi-static layers. Then, we use the pixel intensities (which are
linked to the presence of force chains) to evaluate a profile for the average duration
of forces within the flow bulk, and compare this to the assumptions on which current
granular rheology models are based.
Part of the content of this chapter has been developed in collaboration with the
Daniels lab group in NCSU. All experiments described here and their characterisation
were carried out by the author of this thesis. The codes to calculate the force chain fluc-
tuation frequency (Section 5.3.1) and the photoelastic intensity variance (Section 5.3.2)
were developed side-by-side with PhD student Zhu Tang, and the analysis around Sec-
tion 5.3.3 is a result of lengthy discussions with Zhu Tang and Karen Daniels, both at
NCSU at the time.
5.2 Flow characterisation
We calculate the continuous density profile ρ(z) applying the coarse-graining equations
introduced in Section 3.3, and use this to measure the packing fraction profile φ(z) =
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ρ(z)/ρ0, where ρ0 ≈ 1200 kg/m3 is the density of cured Clear Flex 50. As previously
observed in Section 4.2.1, we find that φ(z) ≈ 0.81± 0.07, which is slightly lower than
random close packing for 2D discs (φRCP = 0.84 [5, 18]). Louge et al. (2003) [16]
reported low packing fractions in the upper flowing layer, but the value we measure is
uniform (within our experimental error) along the whole profile, in both quasi-static
and upper flowing layer. Although we measure no significant variations in φ with depth,
we observe that all layers are equally spaced from each other by 0.9d [24]. However,
the degree of layering becomes less pronounced closer to the free surface. It is possible
that the packing fraction indeed decreases towards the free surface, but by an amount
smaller than the experimental error or that this is dampened by coarse-graining.
For each of the four experimental runs, the flow thicknesses H are between 17d and
20d, but differ primarily in the amount of material that accumulates as a quasi-static
basal layer, while the flowing layer remains at a constant thickness. Therefore, in the
plots that follow this paragraph we examine the properties of the flows as a function
of the vertical coordinate z, as measured with the origin placed at the free surface. As
shown in Figure 5.1a, we observe that the four downstream velocity profiles, Vz(z), are
consistent in their shape and magnitude.
A quasi-static layer forms below a depth of about 12d. In Figure 5.1a, we shade the
area where the particles move up to 100 times slower than their free surface counter-
parts. As shown in Section 4.2.2, along the whole chute, this quasi-static layer forms a
super-stable heap that is thickest closest to the hopper, and decreases to zero thickness
at the lower, open end of the chute. For our particular system, the super-stable heap
effectively increases the inclination of the steady-state flow above it by 5◦. As in other
reports of experiments where super-stable heaps form in narrow channels [21, 10, 6],
we observe quasi-linear velocity profiles in the flowing layer, 0d < z < 12d.
Using the mean velocity profile, taken across all four runs, we calculate the shear
rate γ˙ = dVx/dz by taking second-order central finite differences. The resulting profile
γ˙(z) is shown in Figure 5.1b. We observe that it obtains near-zero values in the quasi-
static bottom layer, and gradually increases in the transition to the flowing layer. A
maximum value of γ˙ = 6 s−1 is reached at a depth of approximately 6d. A decrease close
to the free surface, in the region shaded light gray in Figure 5.1b, is surprising given that
we observe uniform packing fraction throughout the flow, as presented in Figure 4.1c.
However, as the depth of maximum shear rate (z = 6d) is below the cut-off of boundary
effects on the coarse-graining (z = 3d), we accept it as a physical phenomenon. On the
other hand, it is possible that our measurements of the packing fraction φ within this
region are overestimated by an amount smaller than our experimental error. If so, as
the shear rate has been shown to be extremely sensitive to the packing fraction [17, 26],
a slightly smaller φ can still cause significant differences in the shear rate. Even though
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Figure 5.1: (a) Coarse-grained downstream velocity profile Vz(z), and (b) mean flow
shear rate profile γ˙(z) of the steady flow measured at a distance 25 cm from the
hopper opening, with individual runs aligned to have z = 0 at the free surface. The
gray shades denote regions of different observed behaviour. On (a) the shaded region
contains quasi-static particles, as opposed to the flowing layer above. On (b) the region
shaded in light gray shows shearing rates decreasing with particle velocities, perhaps
related to a decrease in packing fraction, too small to measure directly. In both plots
the dotted lines represent values affected by coarse-graining near boundaries.
this region is not in the collisional state where the packing fraction would be expected
to decrease much more dramatically, we interpret this region to be transitioning to a
high-I state.
We calculated the continuous stress tensor components σij from discrete force mea-
surements according to the technique proposed by Weinhart et al. (2012) [25]. The
coarse-grained profiles σij(z) are shown in Figure 5.2a. As a reminder to the reader,
the absolute values of the profiles have a large systematic error (see Section 2.2.3.2),
particularly towards the top of the flow, where the proportion of small forces below
the experimental technique sensitivity is largest. However, the gradients in σij coincide
with the expected hydrostatic increase with depth of the normal and shear stresses. It
follows that the stress ratio µ = τ/P , is constant in the dense flow region. In contrast,
we observe µ decreases with depth below the boundary with the quasi-static layer.
Interestingly, µ does not fall below the measured value of µs ≈ 0.26, which is observed
to be reached only at the base. Figure 5.2b raises the interesting question of whether
we do not observe non-local regions, where µ < µs, because the quasi-static region is
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Figure 5.2: Analysis of the stress tensor coarse-grained according to Weinhart et al.
(2012) [25]: (a) The solid coloured lines represent each of the four stress tensor compo-
nents, coarse-grained and averaged over the four experiments, while the dashed lines
delimit the error bounds, defined by the data standard error. The straight gray lines
show the gradients expected in the case of hydrostatic pressure and shear; (b) the shear
ratio and (c) the principal orientation obtained from the profiles shown in (a), for each
experiment (coloured lines) and their mean (solid black line). Values within 3d of the
free surface or base are plotted in dotted lines and light colours as their measurements
are affected by proximity to a boundary.
not deep enough to reach it. These results are consistent with previous analyses [? ?
? ] on the impact of side-wall friction on the rheology of flows in narrow channels. As
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the pressure on the side-walls increases with depth, so do the frictional forces at the
walls. In consequence, µ is predicted to decrease with depth from the free surface.
The principal stresses show a change of direction, measured via the principal orien-
tation, θp (as defined in Section 4.3.2.2), shown in Figure 5.2c. The peak in θp coincides
in position with the transition between static and flowing layers. This peak is on av-
erage 5◦ larger than the value of θp measured close to the free surface and bottom
boundary. Incidentally, 5◦ is the angle the flowing layer velocity vector makes to the
base, as the super-stable heap that forms at the chute base effectively increases the
inclination of the flowing layer by this amount. In other words, we observe a 5◦ angle
between the velocity components Vx and Vz in our frame of reference aligned with the
setup inclination.
Since we now have experimental coarse-grained measurements for the pressure P
from the symmetric component of our measured σ¯, we calculate a profile for the inertial
number I, defined in Section 1.4.1, with depth. This plot of the experimental results
is shown in Figure 5.3. We find that the inertial number decreases steadily with depth
from the free surface within the flowing layer. However, in the quasi-static layer where
the shearing effect of the rough base is expected to be most important, the shear rate
approaches zero, and therefore so does I. In this region, I is small but non-zero while
the velocities are non-zero.
, 
-z
/d
Figure 5.3: Profile I(z) of the inertial number, as defined in Equation 5.1. Data
collected at distances within a coarse-graining length wz = 3d of the free surface and
chute base are shown with a dotted line, as these points are affected by proximity to
the boundaries.
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With profiles for both µ and I, we investigate the relationship between them. By
plotting them against each other in Figure 5.4, we see a rapid increase of µ at low
values of I, and a plateau at the maximum value of µs. These are characteristics
modelled by Jop et al. (2006) [12] in the form of Equation 5.3. A fit of this µ(I) model
to the experimental data, fixing µs = 0.26 (measured separately using the apparatus
described by Tang et al. (2018) [22]), is shown in red in Figure 5.4, and obtains
I0 = 0.004 and µ2 = 0.376. The values found for I0 and µ2 are different for every
material and geometry, but are consistent with other values obtained for different
materials [12] (taking into account their error margins).
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Figure 5.4: Measured values of µ (Figure 5.2b) as a function of the corresponding values
of I (Figure 5.3), plotted in blue. The light gray dashed lines denote the experimental
error margins. The red line shows the best fit of the µ(I) model proposed by Jop et al.
(2006) [12] (Equation 5.3), for a fixed µs = 0.26 (±0.01 [22]), and fitted µ2 = 0.38±0.01
and I0 = 0.004 ± 0.001. Data collected at distances within a coarse-graining length
wz = 3d of the free surface and chute base are shown in dotted lines, as these points
are affected by proximity to the boundaries.
5.3 Results
5.3.1 Force network fluctuations
It has previously been observed that spatial and temporal fluctuations in the interpar-
ticle forces provide a measure of how close/far a system is from the boundary between
flowing/non-flowing regions or regimes [11, 4, 22]. In order to identify whether this ef-
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fect is an important factor in the three nonlocal rheologies [19, 13, 3], we make similar
measurements for our avalanching flows. To measure the duration of time that a par-
ticular point in the flow shows a force (or a photoelastic response to a force), we treat
each pixel brightness as an individual time series B(t). In our flows, the particles only
rarely have more than one photoelastic fringe (due to the combination of material and
disc thickness chosen, as explained in Section 2.3.2). Therefore, a growing or decaying
brightness approximately quantifies the growth or destruction of a force chain.
For each pixel, we measure the autocorrelation coefficient C(∆t) across the entire
time series:
C(∆t) =
∑
t
[
B(t)− B¯] [B(t+ ∆t)− B¯]∑
t
[
B(t)− B¯]2 . (5.4)
The first peak is well-fit by a function of the form C(∆t) ∝ exp[−∆t/T ], where T
represents the typical lifetime of a force chain at that depth. At each depth, we
average all such measurements of T to determine a typical lifetime of force chains, and
report these values as a fluctuation rate ω ≡ 1/T . The resulting ω(z) observed for
each of the four runs are shown in Figure 5.5, along with their average. This analysis
quantifies our visual observation that force chains are reconfiguring faster close to the
free surface of the flow (z = 0).
Several features of Figure 5.5 stand out. First, we bear in mind that only forces
that are about an order of magnitude greater than the average disc weight produce a
measurable photoelastic response. For this reason pixels corresponding to discs in the
top few layers may not reach maximum intensities, and often will not display intensity
variations at all. Secondly, the location of the free surface is measured by averaging the
highest points of the discs that we track on the free surface throughout the duration
of the steady state flow (see Section 3.2.2). Occasionally the flow is thinner than the
mean flow thickness H, so at these times pixel intensities do not vary significantly. We
thus strongly suspect that the results shaded in light gray in Figure 5.5, extending up
to a depth of 3d are underestimated.
Below a depth of 3d, ω decreases with depth, which coincides with the direct ob-
servation of force chains fluctuating faster at the top of the flow. However, even within
the quasi-static region, at depths of at least 12d according to Figure 5.1a, ω remains
larger than zero. This implies that the force network rearranges even when particle
positions do not change at all, epitomizing the ensemble of force configurations for a
given configuration [20, 14]. This result coincides with geomechanics observations for
pseudostatic granular systems that also show that force fluctuations may occur in the
absence of particle rearrangements.
Using the profile ω(z), combined with γ˙(z) reported in Figure 5.1b, we can now test
the proposal by Pouliquen & Forterre (2009) [19] that the rate of plastic deformation is
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Figure 5.5: Profile of the pixel brightness fluctuation frequency, representative of the
force-chain rearrangement rate. Each colour represents the coarse-grained result of a
different individual experiments, and the thick black line shows their average.
proportional to the rate of generation of new random force networks within a granular
flow. As shown in Fig. 5.6, we observe that within the region in intermediate-I regime
(3d < z < 12d) the relationship between γ˙ and ω is indeed approximately linear [27].
However, we also observe that for low shear rates (γ˙ < 2 Hz), ω decreases slower with
γ˙, and reaches a minimum value of approximately 20 Hz rather than zero. This result
is linked to the previous observation that force chains fluctuate even within the quasi-
static region, where shear rates are practically zero. The force network fluctuations [20]
decrease slowly with distance from the boundary between flowing and quasi-static
layers. We reason that as long as the force network rearranges, and there exists a
configuration in the force network ensemble that may lead to a localised high shearing
force, motion may occur. Therefore, we believe the lengthscale where we measure force
chain rearrangements in the quasi-static region is indicative of the lengthscale at which
non-local effects may be observable, even where µ may be lower than µs.
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Figure 5.6: Parametric scatter plot of ω(z) and γ˙(z) using the data shown in Figures
5.5 and 5.1b. The colour of each experimental point represents the depth at which the
data was taken. The light gray dashed lines denote the experimental error margins.
The dark gray dashed line separates the points collected at depths larger than 12d, in
quasi-static state (left of the line), with those obtained in the flowing layer (right of the
line). The solid gray line shows a linear regression (correlation coefficient R = 0.97)
for 3d < z < 12d, the region interpreted to be in the intermediate-I regime.
5.3.2 Photoelastic intensity variance and µs
Tang et al. (2018) [22] observed that a sharp change in the force chain fluctuations,
quantified via δB (the standard deviation of the pixel intensity or brightness B), iden-
tified the location in the flow at which µ dropped below µs. As shown in Fig. 5.7, we
compute how δB varies as a function of depth. While we observe a distinct peak in
δB(z), at a depth of 10d below the free surface, this location does not coincide with the
depth at which µ = µs = 0.26. As recorded in Figure 5.2b, the µ threshold is crossed
quite close to the base, at a depth below 18d. Therefore, this peak is therefore not
the same feature reported in Tang et al. (2018) [22]. Instead, this feature likely arises
through two limiting effects: particles near the top have low δB because they sustain
only small forces, while particles at the bottom have low δB because they are not
flowing (small force fluctuation rate ω). Between these two extremes, there is therefore
is a peak value.
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Figure 5.7: Profile of the horizontally-averaged pixel intensity standard deviation, as
defined by Tang et al. (2018) [22]. They interpreted the position of the peak is
indicative of µ = µs, but here the peak in δB is found at an approximate depth of 10d,
where µ > µs. Each colour represents the coarse-grained result of a different individual
experiments, and the thick black line shows their average. Data collected at distances
within a coarse-graining length wz = 3d of the free surface and chute base are shown
in light colours and dotted lines, as these points will be affected by proximity to the
boundaries.
5.3.3 Evaluating granular fluidity proposals
In Figure 5.8, we compare (1) the behaviour of (purple/darkest line) the granular flu-
idity g = γ˙/µ (Equation 1.11), defined in analogy to classical fluids as the inverse of
viscosity, with (2) (blue/intermediate shade line) that of the inertial number I, and fi-
nally with (3) (orange/lightest line), the quantity presented in the previous section, the
force fluctuation rate ω. Each of the regimes introduced so far have been demarcated
by the grayscale background. From the bottom up:
1. Quasi-static from z > 12d (darkest shading) identified from the mean downstream
velocity Vx shown in Figure 5.1a;
2. Intermediate-I, dense flow regime from 12d > z > 6d identified from packing
fraction and velocity measurements;
3. Still intermediate-I regime for 6d > z > 3d, but although we do not observe
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significant variations in the packing fraction within the flowing layer, we noticed
a change in the behaviour of the shear rate, γ˙ (Figure 5.1b). This may be due to
a very slight change in the packing fraction smaller than our experimental error,
that may still affect γ˙. If so, we interpret the flow within the range 6d > z > 3d
to be slowly transitioning to a collisional state.
4. Nearly-collisional surface flow from 3d > z > 0d (lightest shading) is the region
within which the free surface fluctuates in position and ω values are underesti-
mated.
, 
-z
/d
Figure 5.8: Comparing three proposed definitions of fluidity: g, I, and ω. Each shaded
region distinguishes the four flow regimes described in the text, from quasi-static (bot-
tom) to nearly-collisional (top).
Within the heap at the bottom, motion occurs as sporadic, localised rearrange-
ments of small clusters of particles. Under an assumption that this region should have
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zero fluidity because velocities are small and discontinuous, then g and I could be
considered as describing the granular fluidity within this region, since both g and I
are accordingly nearly zero for z > 12d. However, we instead interpret that because in
our experiments the force chains fluctuate within what is in fact a not closely-packed
quasi-static flow, the fact that particles may move should imply a fluidity that, like
ω, is appropriately non-zero. Estep & Dufek (2012) [7] also reported significant force
network rearrangements within a small, confined erodible bed over which a similar 2D
avalanche of photoelastic discs flowed. Having studied a closely and tightly packed
substrate, they observed no particle rearrangements, but their results had important
implications for our understanding of bed entrainment. In fact, in our experiments
discrete particle rearrangement events [8] are rare within the super-stable heap, but
they undeniably exist. The significance of this is that we measure ω to be non-zero
where there is creeping flow, even if no motion is observable for the duration of a single
experimental run.
Non-local models originally extended the fluidity to regions where non-local effects
were empirically observed. These models rely on stress diffusion as a physical mech-
anism to justify the use of a diffusive term in the definition of granular fluidity, but
the lengthscale to which such diffusion extends (the cooperative length [3]) remains
unexplained and needs to be determined empirically. Only recently have microscopic
definitions for granular fluidity been proposed, including functions of strain-rate [? ]
and velocity fluctuations [26] (introduced in Section 1.3.3). Indeed, the photoelastic
response we measure as pixel intensities is due to strains both within the particles and
at the contacts between two discs. This links the observed photoelastic responses to
displacements of order smaller than a millimetre, and ω is related to fluctuations in
particle velocities. As we interpret Figure 5.8, the force network fluctuation rate would
capture where particles may flow, in both local and non-local regimes. Therefore, we
propose ω is a local indicator of the susceptibility of a granular system to flow, and an
indicator of granular fluidity in quasi-static state.
We notice that within depths of 6d−12d, where the flow is in dense inertial regime,
all three variables, g, ω and I are proportional to each other. They may therefore be
expected to be interchangeable as measures of fluidity in the models for dense flows.
However, I is easy to measure and a universally valid representation of fluidity for flows
in dense inertial regime.
In the flowing layer, we are faced with two problems when interpreting Figure 5.8.
First, up to a depth of 3d below the free surface, besides involving forces that are mostly
weaker than the technique sensitivity, pixel intensity fluctuations are small at times
where the flow thickness is smaller than the average. In this region, measurements for
ω based on photoelasticity are therefore underestimated. Secondly, we need to consider
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the effect of changes in packing fraction on ω. Because the shear rate decreases towards
the free surface above depths of 6d while µ is constant, so does g. Only I continues to
increase all the way up to the free surface, but we attribute this to our underestima-
tion of the pressure obtained from coarse-grained photoelastic measurements. In the
transition to a collisional state, we suspect ω, I and g will no longer be proportional to
each other. While such measurements are not accessible to us in our current dataset,
Figure 5.8 raises the interesting question of how ω behaves in the dilute limit. A link
between ω and packing fraction is speculated upon here but is more clearly stated in
Section 7.2.2.
We propose the force network fluctuation rate ω is a local indicator of the likelihood
of flow. We suggest ω is an appropriate descriptor of granular fluidity in both quasi-
static and dense inertial regimes. Nonetheless, we suspect ω should depend on the
packing fraction, so it would be interesting to investigate how this parameter behaves
in the transition to collisional regime.
5.4 Discussion
In this chapter we analyse the force network fluctuations in flows that are in the dense,
intermediate-I regime, flowing over an inclined layer of quasi-static discs. This provides
insight into the dynamics near the boundary between dense inertial and quasi-static
regimes. We find that the stress ratio µ = τ/P is approximately constant within
the dense flow, which is consistent with our expectation for a steady regime based
on momentum conservation. The value of µ decreases slightly where the static layer
begins near the bottom of the flow, but does not drop below the yield criterion µs.
The resulting relationship between the µ and the inertial number I can be described
by the local rheological model proposed by Jop et al. (2006) [12], Equation 5.3.
We use the experimental image pixel intensities forming the photoelastic patterns to
define the force chain average fluctuation rate ω. Using these measurements we validate
that there is a monotonic relationship between γ˙ and ω [19] for flows in intermediate-
I regime. However, Figure 5.5 suggests this proportionality breaks down for small
shear rates. We hypothesize that this may be due to differences in magnitude of the
force fluctuations in normal and shear directions for values of the stress ratio close to
the yield criterion. Because rearrangement events [8] are infrequent in a quasi-static
state, velocity and shear rate measurements may be underestimated, and so may the
definitions of fluidity based on Vx and γ˙. On the other hand, we interpret that ω > 0
indicates regions where particles may flow, and we observe ω > 0 even within the
quasi-static layer. The force network rearranges even where particles lie practically
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stationary, although such rearrangements are less frequent further from the boundary
with the flowing layer.
This observation elucidates why non-local models [13, 2] relied on the notion of
stress diffusion to empirically extend the granular fluidity into regions where γ˙ = 0. Our
results suggest that ω may provide a universal local quantification of the susceptibility
of flow, and therefore may be a local variable that underlies granular fluidity, especially
for quasi-static and low-I regimes. This interpretation complements the use of strain-
rate and/or velocity fluctuations as measures of granular fluidity in the quasi-static
regime. In particular, the photoelastic response creates a measureable signal in response
to minuscule displacements (in fact smaller than could be measured with confidence for
velocity fluctuations, as characterized by Xu et al. (2004) [? ]). In this way, ω provides
an experimentally-approachable measurement technique. Moreover, while a change in
particle positions will cause a change in the forces, there are many valid configurations
of forces for any one set of positions (the “force network ensemble” [20, 14]). Since
the forces set the yield criterion, we propose that their dynamics are an important
control on fluidity, beyond simply the fluctuations in particle positions or velocities.
Furthermore, in the dense-inertial regime where strain-rates and velocity fluctuations
may be hidden in the larger-scale motions of the flow, ω is still easily measurable and
scales with g and I.
A caveat against using ω is the sensitivity of the technique, which causes measure-
ments to be underestimated near the free-surface. In addition, the results shown in this
region raise the question of how changes in packing fraction affect the force fluctuation
rate, and whether ω is a good descriptor of the susceptibility of flow in the dilute limit
at all. Moreover, it would be interesting to further investigate how ω compares to
the decoupled isotropic and anisotropic stress fluctuations, as well as the correlations
between ω, I, shear and strain rate and velocity fluctuations in experiments where our
discs can be observed at much higher resolution.
Another important implication of our measurement of ω is the potential use of the
photoelastic technique to characterise the depth into the super-stable heap to which
the flow may creep. If similar experiments were carried out over a deeper quasi-static
region, then we propose that the depth at which ω = 0 can be related to the cooperative
length used in nonlocal models.
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Size segregation
Synopsis
In this chapter we describe results from experiments where we quantify
instantaneous forces between individual particles in the bulk of bi-dispersed
2D gravity-driven dry granular flows. In particular, we compare avalanching
flows composed of (1) a single particle size type, (2) a uniform bidisperse
mixture of two size types, and (3) experiments where a single large particle
is tracked in a flow of smaller type particles. We analyse how differences
in the force network between mono- and bi-dispersed avalanching granular
media lead to the mechanisms that drive granular size segregation.
Firstly, we observe that large particles are relatively more likely to form
part of force chains than the small species, and show that consequently
force chains form in a wider spread of directions in bi-disperse media. We
then link these two results, and the fact that force chains tend to form in
preferential directions, to the factors that influence squeeze expulsion and
kinetic sieving as the main segregation mechanisms. This work provides
new evidence of the physical processes that drive granular size segregation,
and particularly those behind the upward thrust on larger particles. In par-
ticular, we show that the levering mechanism we observe is both size- and
direction-preferential, and explain why the degree of polydispersity, the flow
inclination angle, and the shear rate profile affect the local rate of segrega-
tion. In doing so, our revised kinetic sieving and levering model overcomes
the criticisms to segregation models based on the geometric probabilities of
the different physical mechanisms that may take place.
133
CHAPTER 6
6.1 Introduction
In this chapter we use our novel insight into the force network in granular flows to
explore the mechanisms that drive size segregation. Our first aim is to analyse how bi-
dispersity affects the kinematics and dynamics of the flow. Secondly, where segregation
is observed, we want to link the bi-dispersed force network characteristics to an uneven
distribution of forces that results in an upward thrust of large particles.
We carry out two modalities of experiments: uniformly bi-dispersed and mono-
dispersed with a single large particle (the intrusion limit). The uniformly bi-dispersed
flow is composed of small discs that are 11, 12 and 13 mm in diameter and large discs
21, 22 and 23 mm in diameter. Within each species the different size discs are dispersed
in equal numbers, while the ratio of total small to large disc numbers in the bulk is 35:1.
This ratio was chosen so that most large particles were completely surrounded by small
particles in the hopper when we set up the experiment. For this modality, we carry
out experiments along the chute with two boundary conditions: over a smooth base
and over a rough base made of small semi-discs (Figures 3.3a and 3.3b, respectively).
Next, we analyse mono-dispersed experiments made of small discs over a rough
base of small semi-discs. These experiments are almost identical to the set described
in Chapter 4 over a base of 12 mm diameter semi-discs, but we introduce a single
large particle (22 mm in diameter) in the middle of the hopper full of small particles.
This intruder particle enters the chute at a different depth in each experiment, roughly
determined by the location where we initially place it in the hopper. Then, over many
repetitions, we draw an average path for each depth of entry of the intruder.
Finally, we closely observe and describe the mechanism by which large particles are
forced onto the layer above the one it was originally travelling on. Our observations are
consistent with mechanisms previously proposed [6, 2], namely kinetic sieving, squeeze
expulsion and diffusion. We combine the theoretical existing mechanisms with new
observations to revise the squeeze expulsion mechanism in particular, and propose a
mechanism based on the levering, rather than squeezing, of particles in force chains.
6.2 Bi-disperse flow
We produce uniformly bi-dispersed flows by filling the hopper with a random mixture
of a small (11, 12 and 13 mm in diameter) and large (21, 22 and 23 mm in diameter)
species of photoelastic discs. In every frame of all experiments, we count 35± 6 small
discs per large disc. The discs are introduced carefully so that most large discs are
completely surrounded by small ones. Figure 6.1 shows an example of the distribution
of the two disc species.
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Figure 6.1: Example of disc distribution in the hopper before each experiment is carried
out. The ratio of small to large discs is 35:1. All discs are carefully released so that
most of the large discs are completely surrounded by small discs.
We carry out experiments with this uniform distribution of discs 14 times, 7 over a
smooth base and 7 over a rough base made of small semi-discs. The experiments over
each type of base are recorded at one of seven different locations along the chute: at
25, 50, 75, 100, 125, 150 and 175 cm from the chute start.
6.2.1 Flow characterisation
We apply the same coarse-graining equations as used in Section 4.2.1 to calculate
the continuous density profile ρ(z), shown in Figure 6.2. We calculate this profile
for the central vertical line of each frame and average the profiles over 1000 frames,
twice as many as were used to obtain the mono-dispersed profiles. We use a larger
number of frames than in the previous chapters to ensure enough large particles are
considered, given that they are dilute in the flows (1 large every 35 small ones on
average). As before, the coarse-graining length-scale was half the optimal in order to
observe microscopic changes in the distribution - specifically the degree of layering. We
find that the packing fraction φ(z) ≈ 0.80 ± 0.07, for experiments over both types of
basal roughness, is approximately uniform and constant within the steady-state flows.
This value is only slightly lower than the average packing fraction measured for mono-
dispersed flows of small discs, but within our error bounds. Hence, we are unable to
determine whether the disc density is lower in our bi-dispersed flows.
Bi-dispersity does have a more obvious impact on the layering of the flow. Compared
to the packing fraction profiles of the mono-dispersed flows (see Section 4.2.1), the
undulations that mark higher densities in the layer centres (and lower densities between
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(a)
Packing fraction, Φ
(b)
Figure 6.2: Collapsed coarse-grained packing fraction profiles from seven positions
down the chute for flows over (a) a smooth base and (b) a rough base composed of
small semi-discs. Both figures apply the same colour-scheme for the profiles measured
at different downstream positions.
them) have smaller amplitudes and collapse only in the bottom few layers closest to the
chute base in the bi-dispersed case, as opposed to the bottom 8d in the mono-dispersed
case. This is not surprising given that in this case the flow contains sparse particles of
diameters that span twice the distance between layers measured in the mono-dispersed
case (Figure 4.1).
When the total packing fraction is divided into the partial fractions corresponding
to the small and large particle species, we obtain Figure 6.3. Since the proportion
of small discs is so much larger than that of large discs, the partial packing fraction
corresponding to the small species is very similar to the total packing fraction profile.
The large proportion of small discs is what allows layers to still form with the same
separation as in the mono-dispersed case, particularly in the layers closest to the chute
base. On the other hand, the large discs, being so sparse, require many more frames
or repetitions of the experiments to be averaged into a smooth profile. Regardless, in
experiments over both types of basal roughness, the partial packing fraction of large
discs is 0.05± 0.01, and segregation is not discernible in this set of experiments.
Figure 6.4 shows the velocity profiles, obtained at each downstream location in
the same way as for the mono-dispersed flows in Section 4.2.2. These are even more
noticeably affected by the bi-dispersity, especially in the rough-base case. Although
in the latter case the discs move only a couple of centimetres per second along the
base, there is no clear super-stable heap (SSH) formation. Instead, the flow thins and
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Figure 6.3: Coarse-grained total and partial packing fraction profiles at seven positions
down the chute for flows over (a) a smooth base and (b) a rough base composed of
small semi-discs. The black lines represent the total packing fraction, blue represents
the small particle partial packing fraction, and red the profiles corresponding to the
large particles partial packing fraction. Both figures apply the same colour-scheme and
scales for the profiles.
accelerates along the chute.
The profiles are linear within our experimental error, and therefore each profile has
a constant shear rate. For flows over a smooth base the constant shear-rate (outside
regions too close to the boundaries) is 3.57 ± 0.05. In the rough-base case, the shear
rates are also constant for each experiment but increase downstream, as shown in
Table 6.1.
Downstream position [cm] 25 50 75 100 125 150 175
Shear rate [1/s] 2.67 3.38 4.08 5.49 5.76 7.37 8.28
Error [1/s] 0.03 0.06 0.07 0.09 0.11 0.08 0.15
Table 6.1: Shear rates for the linear velocity profiles measured for bi-dispersed experi-
ments over a rough base, shown in Figure 6.4b.
This deviation from the SSH behaviour previously reported within this chute is
attributed to a combination of potential factors. Firstly, the lack of a SSH may be
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(a) (b)
Figure 6.4: Velocity profiles of bi-dispersed flows over (a) a smooth base and (b) a rough
base made of small semi-discs. Each profile corresponds to a different downstream
location along the chute.
in part due an increase of shear strength associated with an increase in polydispersity
(for a fixed volume fraction) [3, 8]. Being able to observe undulations in Figure 6.3
indicates that the proportion of small discs is large enough that they may form regions
of flow that are layered with the same layer separation as in the mono-dispersed case
(approximately 11 mm). Then, a large particle that spans two of these layers (22 mm)
will increase the drag between the two layers. As a result different layers in the flow
have a stronger shearing effect on each other and shear rate gradient can be expected
to be smaller than in the mono-dispersed.
It is also unclear whether a reduced packing fraction plays a role in the kinematics
of this set of experiments. A small change in packing fraction can have a large effect
on the kinematics of a granular glow. Given that our discs are so clear (which aid
the accuracy of the photoelastic force measurements), our particle tracking method
is fallible and carries too large an error (10%) to determine with certainty whether
the packing fraction is lower by less than 10% in the bi-dispersed case than in the
mono-dispersed.
Moreover, it is noted that an accumulation of flour on the chute side walls after
years of carrying out experiments in this setup, may have reduced the effect of side-wall
friction on the flow velocity. The fact that the velocity profiles for flows over both types
of topography are still linear indicates that side-walls continue to play an important role
in the flow kinematics, but it may have been reduced for the bi-dispersed experiments.
Comparison with a mono-dispersed experiment carried out during the same time period
when the bi-dispersed experiments were carried out show velocity profiles that are very
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similar to those presented in Section 4.2.2. This result implies that deposition of the
lubricant (flour) on the inside of the chute over years of use had only a small effect on
the bi-dispersed flow.
In any case, the effect of polydispersity on the flow kinematics and dynamics is
beyond the scope of this work. This setup would offer a novel experimental perspective
to this line of investigation too, and more careful work can be carried out with a wider
range of polydispersity to study this issue in the future. For the moment, we focus on
the distribution of forces due to inter-particle interactions only. These are measured
in terms of their photoelastic response, which is unaffected by forces applied by the
side-walls. Friction opposes motion, so it will act upstream, while we are interested in
the origin of the forces that cause particles to move in the cross-stream direction.
6.2.2 Force network characteristics
By applying PeGS [5, 1] on the experimental images, after particle tracking according to
the algorithm described in Section 3.2.1, we obtain a list of magnitudes and directions
of inter-particle forces. We remind the reader that the force-measuring technique is
limited in sensitivity, and therefore naturally filters force-chains. Since we can also
determine the sizes of particles, we can have a measure of what proportion of large and
small particles form part of force chains.
We first classify discs depending on whether we measure a large enough G2 value
(see Section 2.3.1) near any of its contacts. If we do, it means there is a significant
photoelastic response near at least one of the contacts, and that the disc is under
a force measurable through the photoelastic technique. Discs on which there is at
least one force-bearing contact are labelled ‘forced’, and the ones on which we do
not are labelled ‘not forced’. Simultaneously, we classify the discs into ‘large’ and
‘small’ depending on their radius, which was measured during particle tracking. This
information was gathered for the new bi-dispersed experiments at all seven downstream
locations and averaged for both smooth and rough base (of small semi-discs) cases.
No significant differences were seen in these percentages at the different downstream
locations. Table 6.2 summarises the results of this classification.
Species Not forced Forced
Smooth base
Small 57.0% 43.0%
Large 20.5% 79.5%
Rough base
Small 57.3% 42.7%
Large 27.2% 72.8%
Table 6.2: Percentage of small and large discs on which we measure at least one force,
for experiments over a smooth and rough base (made of small semi-discs).
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The proportions of small and large discs that form part of force chains is similar
for experiments over a smooth and rough base. However, we see that a much larger
percentage of large particles are forced on average than small ones. This seems rea-
sonable considering that large discs have a larger surface area, and as they are mostly
surrounded by small discs, they are in contact with a larger number of other discs
at any time. We interpret from this result that large particles are much more likely
to form part of force chains than small particles. This experimental result validates
similar finding obtained theoretically and numerically [9, 4, 7].
Next, we classify all forces from all 1000 frames taken per experiment according to
the direction they are exerted. As in Section 4.3.1, we call the vertical direction in the
camera frame 0◦, and bin all forces into 5◦ wide intervals according to the angle they
make to the vertical line in the camera frame of reference. The downslope direction
then corresponds to a 90◦ angle, and forces at −90◦ are exerted upstream. Figure 6.5
plots the mean number of forces found in each direction per frame, averaged over all
downstream locations, for mono-dispersed and bi-dispersed experiments over smooth
and rough base.
(a) Smooth base (b) Rough base
Figure 6.5: Number of forces measured per frame in (a) smooth base and (b) rough
base cases, averaged over all frames from experiments carried out at all seven down-
stream locations. The solid red lines represent the values measured in mono-dispersed
experiments (presented in Section 4.3.1), while the dash-dotted blue lines correspond
to bi-dispersed experiments.
We take into account that subtle differences in the thickness of the flour coating on
the particles, or slightly different choices for the variables dtol, g2cr and g2threshold
in the first part of PeGS for each experiment can impact the lower threshold in the
contact forces that are included in the calculations to produce Figure 6.5 (see Section
2.3.3.1). This means that different experiments may be slightly more or less prone to
false positive and negative detections of force bearing contacts. Assuming that this
issue introduces a random error, the curves shown in Figure 6.5 may be vertically
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shifted, but contrasts in their shapes still convey valuable information.
Figure 6.6 shows the mean magnitude of the forces according to the direction they
are applied in. Differences in the flour coating and optimal choice of dtol, g2cr and
g2threshold may cause these plots to flatten or stretch vertically, but the shapes of
these curves are distinct enough to make inferences from them.
(a) (b)
Figure 6.6: Average force magnitude measured per frame in (a) smooth base and (b)
rough base cases, averaged over all frames from experiments carried out at all seven
downstream locations. The solid red lines represent the values measured in mono-
dispersed experiments (presented in Section 4.3.1), while the dash-dotted blue lines
correspond to bi-dispersed experiments.
In Figures 6.5 we observe very clear peaks in the number and magnitude of forces
directed at −20◦ (the direction of gravity) and at ±90◦ (basal friction). The peaks
of mono-dispersed and bi-dispersed experiments match in position for both smooth
and rough base cases. Interestingly, the peaks in average force magnitude, shown in
Figure 6.6 are wider and centred between −30 and −40◦. Mono- and bi-dispersed
experiments results match very well in the shape of their average force magnitude,
from which we infer the error due to our choices of dtol, g2cr and g2threshold is not
too great. However, the shapes of the number of forces curve do show a contrast,
particularly in the rough-base experiments. In bi-dispersed media the central peaks in
Figures 6.5 are wider, implying force chain directional spread is affected by bi-dispersity.
6.3 Single large particle in a mono-dispersed flow
Although the bi-dispersed mixture does not fully segregate, we do directly observe
instances where individual large particles are pushed up to a layer above the one they
were originally travelling in. The occurrence of these instances is stochastic in that
we cannot predict with certainty when and how individual particles will move in the
cross-stream direction, but we can define a probability distribution for the location of
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a particle at a given distance downstream.
In order to investigate the rate at which large particles are raised in a flow, we
carry out experiments at the intrusion limit. These experiments consist of flows made
of small discs (11, 12 and 13 mm in equal numbers), with a single large particle in
its midst. Because the flow is composed of essentially small particles, the velocity and
shear rate profiles are remarkably similar to those presented in Section 4.2.2.
From the tests on the hopper discharge (see Section 3.4.2) we can estimate where a
disc will be in the flow depending on where it was introduced in the hopper. Thus, when
filling the hopper with small discs for the intrusion experiments, at each repetition
we place the large particle in a strategic place. As our camera viewing window is
constrained by the size of the polarisers to capture up to 60 cm in the downstream
direction, we cannot track the intruder particle along the whole flow. Instead, we place
a Samsung 9 phone to record where the large particle enters the chute, and use the
Phantom v2012 Ultrahigh-Speed Camera to track the intruder as it passes a different
downstream location on each experiment.
Figure 6.7a shows an example of the intruder particle in the hopper before an
experiment, and Figure 6.7b shows an example of a frame used to measure the depth
at which the intruder enters the flow. As mentioned in Section 4.1, a seam between
two acrylic sheets marks the 0 cm downstream coordinate used in all experiments.
We take the depth of the intruder particle from the free surface when it was captured
passing through this seam as the depth at which it enters the flow. As can be seen in
Figure 6.7, the intruder particle was painted red to facilitate tracking. The background
illumination behind the polarisers is red, so painting the intruder in this colour has no
effect on the photoelastic pattern captured by the high-speed camera.
6.3.1 Average path
We carry out sets of 15 experiments at each of 7 locations spread along the length of
the chute. For each of the experiments we place the intruder particle in a location in
the hopper where we can estimate the depth at which it will enter the channel. We try
to obtain a broad range of intruder initial depths for each set, but there is some degree
of randomness in the intruder initial depth in the flow given its original placement in
the hopper.
We separate the 105 experiments carried out into categories according to the depth
from the free surface at which the intruder was measured to have passed across the
seam that marks the beginning of the channel. In Figure 6.7 we show six graphs where
we plot the depths from the free surface where the intruder particle was tracked in
the channel. Each plot corresponds to a group of experiments where the intruder was
measured to have entered the chute within each of six bins: at depths of (a) up to 2 cm,
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(a) (b)
Figure 6.7: Example pictures of the intruder large particle (painted red to facilitate
tracking) in a bed of small particles. (a) shows the intruder in the hopper having been
deliberately placed to enter the channel at a depth of approximately 4 - 6 cm. (b) shows
an example frame from the mobile phone video that tracked the depth of the intruder
as it passed through a seam between the acrylic sheets that make the side-walls. This
is an example of a frame used to measure the depth at which the intruder enters the
chute.
(b) between 2 and 4 cm, (c) between 4 and 6 cm, (d) between 6 and 8 cm, (e) between
8 and 10 cm, and (f) over 10 cm. The discs that entered the chute at depths larger
than 13 cm were too slow to be transported significant depths during the steady-state
phase of the flow. For all plots, we also colour the points of each experiment according
to the intruder initial depth, to see the dispersion of results within each bin.
The first feature that stands out from Figure 6.7 is that no path tracked for any
experiment is perfectly straight. Instead, the depth of the intruder oscillates as it
travels with an amplitude of around two diameters d (average small particle diameter).
This oscillation brings some error to the measurement of the initial intruder depth, as
we only measure its depth as it passes along the seam in the acrylic walls. We cannot
determine whether the intruder is then at a crest or trough of an oscillation, as we may
inadvertently pass the natural vertical velocity fluctuations for transfers of the particle
between layers.
In any case, we observe that many particles continue at the same depth at which
they entered the chute, but some are tracked closer to the free surface further down-
stream. We very rarely track, further downstream, particles at depths larger than the
one they entered the chute at. We infer from this data that diffusion plays a small
role in the downwards transport of large particles (although, we do not discard that
kinetic sieving may cause diffusion to have an asymmetric effect on the cross-stream
transport of large particles). In Figures 6.7a and 6.7b the intruder seems to mostly
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oscillate within the topmost layers. On the other hand, in the rest of the subfigures
we observe at least one instance of the intruder travelling in a layer much higher than
the initial one. We interpret that segregation mechanisms are indeed in play on the
intruder particles, but that we would need a longer channel to observe the bi-dispersed
flows segregate completely.
Figure 6.8 shows the averaged paths of the six categories of experiments as lines of
(a) Experiments with intruder initial depth of up to 2 cm.
(b) Experiments with intruder initial depth between 2 and 4 cm.
(c) Experiments with intruder initial depth between 4 and 6 cm.
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(d) Experiments with intruder initial depth between 6 and 8 cm.
(e) Experiments with intruder initial depth between 8 and 10 cm.
(f) Experiments with intruder initial depth over 10 cm.
Figure 6.7: Tracking of the large intruder particle in a flow of small discs. Each plot
shows the results corresponding to experiments whose intruder entered the flow within
a given depth interval. The colour of the experimental plots marks the intruder initial
depth.
different colours. The colours represent the average initial depth of the intruders cor-
responding to each experiment. The shaded regions of colours matching the respective
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lines show the standard deviation of the averaged ensembles.
Figure 6.8: Average paths and standard deviations of an intruder large particle (22 mm
in diameter) in a steady flow of small ones (11, 12 and 13 mm). Each line from the top
down, corresponds to the depth-averaged results shown in Figures 6.7a-f. The shaded
regions bound the standard deviation of the measurements of each category at each
location.
Ideally, we would require a large data set that captures the intruder particle trav-
elling along each possible path. In Figure 6.7e we see a clear example of a path of
a segregating particle not being completely tracked along the chute. In consequence
we are aware that many more experiments need to be carried out in order to have a
thorough set from which to make probabilistic inferences.
Nevertheless, Figure 6.8 does show a tendency for the averaged paths to approach
the free surface as the intruder travels downstream, particularly for intruder particles
that entered the flow at depths larger than 4 cm. In addition, we observe that the
standard deviation of the data tends to increase downstream as well. We interpret
that this latter observation is a consequence of a higher likelihood of intruder particles
to have been raised onto upper layers further downstream. We thus confirm that the
probability of an intruder to rise in the flow is larger than the probability that it
descends, so the distribution of probabilities will follow a skewed normal distribution
rather than a standard one. However, we need more experimental data to determine the
exact shape of this distribution, and its dependency with the flow kinematic variables.
6.3.2 Segregation mechanisms
We take a closer look at the experiments where the intruder particle moves up a layer as
it is tracked in a single experiment. Because we can clearly distinguish which contacts
carry forces from the photoelastic response around it, we look for patterns in the force
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network when these jumps or segregation events occur. We find that the intruder
mostly oscillates with the surrounding small particles, except when it distinctively
jumps a layer to end up above the particles that used to surround it. We distinguish
two distinct types of mechanisms by which segregation events happen.
Most often, we observe that the intruder particle is forced onto an upper layer.
In these events, we see distinct force chains extending from the base of the flow and
through the large particle. Then, as the small particles in the layer above it travel
faster, they apply visible shear on the intruder so that is levered over a small particle
below/in front of it, that also formed part of the force chain. Figure 6.9 shows an
example experimental image and a diagram of the mechanism at work. The blue
depict that the top particles travel faster in the flow than the lower ones. The red
line joins the particles that form part of a force chain, which is likely to be directed at
−20◦ to the direction of flow, as inferred from Figure 6.5. At this angle, consecutive
particles along a chain will be in different layers, and will therefore travel at different
speeds. Focusing on a large particle in the chain, the forces on its load-bearing contacts
(the orange arrows in Figure 6.9b) have a compressive component originating in the
formation of the force chain, and a shearing component due to the shear rate. As the
particle above it in the force chain moves faster, it produces a forward shear force, and
vice versa at the lower contact. As a result, we observe the large particle is levered
over the lower contact and pushed upwards.
(a)
Vx
F
(b)
Figure 6.9: (a) Experimental image and (b) diagram of the segregation mechanism we
observe causing the large particles to be pushed upwards. The blue arrows represent
the velocities of the particles in each layer increasing linearly with height. The red
lines represent the path of the force chain for this particular example. The orange
arrows represent the forces acting on a large particle, which are due to the compressive
forces forming the force chain and shear forces originating in the difference in velocities
between particles at different heights.
This mechanism is not quite squeeze expulsion, because the force chains we observe
do not break from being compressed, but as a consequence of the particles that form
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the force chain travelling in different layers and therefore at different speeds. Squeeze
expulsion would require larger compressive forces and small frictional forces at the
load-bearing contacts (otherwise the chain would not buckle). Instead, the forcing of
an intruder onto an upper layer is due to a levering effect, brought on by shearing
forces between particles in different layers.
This mechanism includes chains of particles rather than random forces between
individual pairs of particles. Therefore, we can relate this result with the characteristics
of force chains we were able to draw earlier. We found that in both mono-dispersed
and uniformly bi-dispersed media (and we assume, for every bi-dispersed distribution
in between), force chains tend to form in preferential directions. For this experiment in
particular, we saw a larger proportion of forces exerted in the direction of basal friction
and gravity. We can approximate that most force chains in the bulk of a flow form in the
direction of gravity, which is at an angle to the direction of flow in gravity-driven flows.
Then, this mechanism will cause particles to be thrusted towards the free surface into
upper layers. Moreover, we found from the uniformly bi-dispersed experiments that
large particles are more likely to form part of force chains, which would indicate a
preference for this upward-thrusting mechanism to affect large particles over smaller
ones.
On a few occasions, an intruder is observed to move onto a layer above it smoothly
without it being affected significantly by surrounding force chains in the levering mech-
anism just described. On these occasions the intruder is led upwards by the inherent
oscillations with which it travels in any layer. These instances of a segregation event
are attributed to diffusion. As we only track the intruder as it moves up layers but
never down, we interpret that diffusion has an asymmetric effect on large particles.
This may be explained as a coupling of diffusion and kinetic sieving causing a larger
likelihood of smaller particles to fall, while diffusion and the levering mechanism raise
large particles towards the free surface.
6.4 Discussion
By investigating the distribution of forces in bi-dispersed flows we obtained two relevant
results. The first result is that Large particles are more likely to form part of force
chains and secondly that force-chain directional spread is affected by bi-dispersity.
Firstly, we showed that the large species of particles is more likely to form part
of force chains than the smaller species. This result agrees with previous reports in
literature [9, 4, 7], and is explained by the fact that larger particles have more surface
area on which it can form contacts with other particles. It is therefore more likely that
one of the numerous contacts on large particles will be force bearing, than it is for the
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fewer contacts on small particles.
Secondly, by plotting a histogram of the number of forces measured in all directions,
we found that although force chains in both mono- and bi-disperse media are more likely
to form in the directions of the bulk forces, we are relatively more likely to find forces
in other directions in bi-dispersed flows. We interpret from this result that force chains
form in a wider spread of directions in the bi-dispersed case. This can be explained
by the increase in disorder in bi-dispersed media, which is evidenced by the fact that
the packing fraction profiles, Figure 6.2, have smaller amplitudes and collapse up to
a lower height. It would be interesting to quantify, in the future, how the degree of
poly-dispersity affects the force direction distribution.
These two results are relevant because they impact the main mechanism that we
observed causes large particles to be pushed towards the free surface. By tracking
a single large intruder particle, we were able to isolate distinct occasions when it is
visibly forced onto the layer above the one it had been travelling in. On these occasion,
the large particle was compressed in a force chain. As the different particles usually
travel along different layers, the top of the force chain travels faster than the lower
end. Then, strong downstream shear forces between particles in the force chains in
different layers are sometimes enough for the sheared particles to be levered over the
lower particles, and thus they are pushed upwards towards the free surface. Whether
these shearing forces are enough to lever a particle into the upper layer depends on
the strength of the compressive forces, the angle of the chain and the particle frictional
properties. This levering mechanism is strongly dependent on the structure of the force
chains. The fact that large particles are more likely to form part of force chains implies
that a higher proportion of large particles than small ones are likely to be affected
by this levering mechanism. Moreover, as force chains tend to form in the direction
of gravity, this mechanism explains why gravity plays a role in the size segregation
of particles in free-surface flows. Force-chain directional spread being affected by bi-
dispersity furthermore suggests that the ratio of large to small particles, and eventually
the degree of polydispersity, also affects the rate of segregation.
On some other occasions, the lack of significant forces indicates diffusion plays a
role in the segregation of the different-sized particles. However, the lack of cases where
large particles seem to fall implies that kinetic sieving is more important than diffusion
in our relatively slow and dense flows. We surmise that the speed of the particles
and the packing fraction will affect the likelihood of particles falling into gaps due to
gravity (higher for slow flows) or due to diffusion (higher in fast flows), as well as the
likelihood of large particles falling (higher for dilute cases) as opposed to only the small
ones (higher for dense flows).
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Conclusions
7.1 Summary of results
This thesis investigates the distribution of forces in free-surface granular flows. Un-
like in classical fluids, forces in granular media are distributed unevenly along paths
called force chains. Despite this marked difference in the fundamental structure of
force distribution, granular media are often modelled as a continuum. Our first aim is
to characterise the distribution of forces while assessing how side-wall friction affects
our results. Secondly, we wish to evaluate existing rheology theories in an experi-
mental context to test the fundamental physical processes that assume relationships
between the flow kinematics to the dynamics. Finally, given the success of the contin-
uum approach towards describing some granular behaviour, we want to explain what
properties of the granular force distribution are behind phenomena that do not occur
in classical fluids. We focus on size segregation as a clear example of a granular-specific
phenomenon.
Our study of the distribution of forces in 2D granular flows is based on novel
experiments that apply the photoelastic technique to observe and quantify inter-particle
forces in the bulk of an avalanche. This technique (described in detail in Chapter 2)
is based on the material property of photoelasticity, by which clear materials change
refractive index anisotropically when a force is applied on them. As a result, the
polarisation of the light transmitted through a clear photoelastic material under stress
changes by an amount that depends on the magnitude and direction of the forces
applied on the material. In our experimental setup (described in detail in Chapter 3),
we create an avalanche of 2D photoelastic discs, and record (with a high-speed camera)
the profile of the avalanche as it passes in between a pair of opposite polarisers. The
polarisers allow the transmission of light when the photoelastic discs that make the
avalanche are under stress. Then, besides tracking the individual particles as they pass
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in front of the camera, we can relate the light patterns recorded in every frame to
inter-particle forces. The experimental setup was used for three sets of experiments,
that are described in Chapters 4, 5 and 6, respectively.
In Chapter 4, we produce mono-dispersed avalanches over two types of topography:
smooth and rough. The gravity-driven dry granular flows are in the slow to interme-
diate regime (I ≤ 1), dense (ϕ ≈ 0.8) and thin (h ≈ 10d). We measure constant and
uniform density and quasi-linear velocity profiles through particle tracking at several
points down the chute. In rough base experiments we show that an increase of basal
roughness implies an increase of the dynamic angle of repose, and the formation of a
super-stable heap over which the particles flow in dense inertial regime. From the mea-
sured forces we obtain coarse-grained profiles of all stress tensor components at various
positions along the chute. The discreteness of the system leads to highly fluctuating
individual force chains which form preferentially in the directions of the bulk external
forces; in this case gravity and basal friction. The behaviour of the coarse-grained stress
tensor within a dynamic granular flow is analogous to that of a continuous fluid flow,
in that we observe a linear increase of the mean pressure with depth. Furthermore, we
identify a preferential direction for the principal stress orientation, which depends on
the local magnitudes of the frictional and gravitational forces.
Chapter 5 focuses on experiments over an even rougher base where the super-stable
heap is thickest. Using particle tracking and photoelastic force measurements we also
report coarse-grained profiles for packing fraction, velocity, shear rate, inertial number
and stress tensor components, from which we find that the stress ratio effectively
decreases with depth. Then, we look at the transition between a dense-inertial flow
and a creeping zone underneath it. We define a quantitative measure for the rate of
generation of new force chain networks and we observe that fluctuations extend below
the boundary between dense flow and quasi-static layers. Our measurements of the
non-dimensional stress ratio show that our experiments lie within the local rheological
regime, yet we observe rearrangements of the force network extend into the quasi-static
layer where shear rates practically vanish. Our results therefore suggest that in quasi-
static regime the shear rate is no longer proportional to the rate of generation of new
force chains, as is assumed in local models. This elucidates why non-local rheology
models rely on the notion of stress diffusion, and we thus propose non-local effects
may in fact be dependent on the local force network fluctuation rate. We furthermore
propose the local force fluctuation rate as an appropriate measure of granular fluidity,
and suggest that our method of measuring it through photoelasticity could be used to
fully characterise the cooperative length used in non-local models.
Chapter 6 describes results from experiments where we produce bi-dispersed 2D
flows. We compare the mono-dispersed avalanching flows discussed in Chapters 4 and
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5 to experiments where flows are composed of a uniform bidisperse mixture of two size
types, and experiments where a single large particle is tracked in a flow of smaller type
particles. We make direct observations on how differences in the force network between
mono- and bi-dispersed avalanching granular media lead to the mechanisms that push
large particles towards the free surface, driving granular size segregation. Firstly, we
observe that large particles are relatively more likely to form part of force-chains than
the smaller type, and show that the force direction distribution has a wider spread in
bi-disperse media. We then link these two results, and the fact that force chains tend to
form in preferential directions, to the factors that impact squeeze expulsion and kinetic
sieving as the main segregation mechanisms. This work provides new evidence of the
physical processes that drive granular size segregation, and particularly those behind
the upward thrust on larger particles. In particular, we show that squeeze expulsion can
be both size- and direction-preferential, and reason how the degree of polydispersity, the
flow inclination angle, and the shear rate profile affect the local rate of segregation. In
doing so, our revised squeeze expulsion model quells the criticisms made to segregation
models based on the geometric probabilities of the different segregation mechanisms
taking place.
Up to this point, each of the results chapters have focused on the observations
drawn from the set of experiments they describe. In the following section, we assess
how the results from all experiments explained in the previous chapters combine to
build answers to the questions that motivated this study.
7.2 Answers to the motivating questions
In broad terms, this thesis has been motivated by the current lack of full understanding
of how forces distribute in granular flows. Experimental studies in the field of granular
rheology are particularly scarce due to the experimental limitations brought on by
the opacity of granular particles and the difficulty to measure forces within flows non-
intrusively. For this PhD work we therefore aimed to carry out an experimental study
based on a new application of the photoelastic technique, where individual inter-particle
forces can be quantified. We aimed to put this information, which has never been
collected experimentally before, in the context of existing theories, and draw our own
conclusions on their validity.
In the Introduction chapter we laid out three specific questions on which we focused
our research, which we aimed to investigate experimentally by applying the photoelas-
tic technique. These questions are complementary to each other and summarise our
subtopics of interest within granular flows. The motivation of this work was to apply
the photoelastic technique to (1) characterise the force network in granular flows in
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confined channels, (2) describe non-local effects in terms of microscopic local variables,
and (3) describe how the force network in granular media differs from the force distri-
bution in classical fluids in a way that leads to granular-specific behaviour, specifically
size segregation.
7.2.1 Force networks in granular flows in narrow channels
Unfortunately, at this stage the photoelastic force-measuring technique is not sensitive
enough to determine what fraction of particle motion is due to inter-particle interactions
as opposed to side-wall friction. The experimental technique sensitivity naturally filters
the forces due to inter-particle interactions that are a few times larger than the average
disc weight. However, with this information we have access to the contacts that form
the strongest force chains.
We found that these force chains tend to form in the directions of the external
forces acting on the bulk: in this case gravity and basal friction. This means that
force chains that seem random in fact form in preferential directions. This is true
in both in mono- (see Section 4.3.1) and bi-dispersed (see Section 6.2.2) media, but
we show that the dispersion in the mean number of forces that are exerted in each
direction indicates that the spread of force direction distribution is sensitive to the
degree of polydispersity. Moreover, regardless of the trends in the distribution of inter-
particle forces, our coarse-grained stress tensor component profiles show that on average
pressure increases linearly with depth.
In Section 4.2.2 we confirm that 2D flows of discs over a rough base form the
characteristic velocity profile in depth of 3D granular flows in narrow channels [16, 9,
4, 1, 6]: a moving layer in dense inertial regime flows with a linear velocity profile
over a super-stable heap (SSH) in the quasi-static state. The motion of particles in
the quasi-static layer tails off exponentially with depth from the boundary between
layers. The significance of this result is that it implies pressure from the particles on
the walls increase linearly with depth on average, which is not necessarily obvious for
2D particles as they are not all in contact with the walls at the same time. If pressure
on the side-walls increases with depth from the free surface, then so does side-wall
friction.
Interestingly, the experiments over a smooth base also show a quasi-linear velocity
profile, but these flows do not form a SSH. Instead, the flow approximately maintains
its thickness and velocity profile shape along the whole chute. We interpret that the
difference in velocity profile originates in the higher velocities achieved in experiments
over a smooth base, which are possible due to the high slip condition at the chute base.
The fact that the flow does not thin and accelerate indicates that side-wall friction
at the speed at which the particles travel in smooth-base experiments balances the
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downstream component of gravity. Indeed, we find that at an angle of inclination
of 15◦ the flow does not reach a steady state, and we suspect that at higher angles
than 20◦ the flow would accelerate downstream. Hence, we interpret that side-wall
friction is sensitive to the particle velocities. In contrast, when the base is frictional, a
higher inclination is needed to balance the upstream shear forces supplied by side-wall
friction and basal roughness. This extra inclination is supplied by the SSH, where
the combined shear transferred from the base through several layers of discs, and the
side-wall friction (increased by the pressure discs transfer to the walls from the layers
of particles above it) is large enough to balance the downstream component of gravity
and prevent motion.
As side-wall friction is not a point force that applies on the disc edges but a shearing
force on the disc faces, it does not affect our photoelastic measurements. The forces we
measure through the photoelastic technique are only due to inter-particle interactions.
Thus, because at higher depths from the free surface side-wall friction plays a greater
role against particle motion, we see in Section 5.2 that the stress ratio µ measured using
the photoelastic technique, decreases with depth, as predicted by Jop et al. (2007) [10].
Thus, our experimental results confirm that the pressure increases linearly with depth,
and that a Coulomb type friction is also valid for discs in 2D flows. Furthermore,
we validate the theoretical and numerical models that assume that the quasi-static
heap that forms underneath a moving layer in granular flows in narrow channels is
self-stabilised.
7.2.2 Microscopic description of fluidity and non-locality
We explained in Section 1.3 that local rheology theory is based on the assumptions that
the shear stress depends only on the local shear rate and pressure, and that there is no
flow when the stress ratio µ = τ/P is valued below the effective coefficient of friction µs.
However, there are instances where particle motion occurs where these conditions are
not satisfied. These instances are explained as a consequence of the state of the system
elsewhere and are therefore called non-local effects. Non-local rheological models [12,
3, 2] aim to extend the fluidity observed in local regimes to regions in the non-local
regime whose kinematic behaviour differs from that expected according to classical fluid
dynamics. Granular fluidity g = γ˙/µ is thus often chosen as the variable to extend
into non-local regions because g offers a constitutive relationship between kinematic
and dynamic parameters. However, there is still disagreement on the fundamental
definition of granular fluidity in terms of local microscopic variables [13, 11, 21].
In Chapter 5 we define the force-chain fluctuation rate ω from the local variation of
the experimental image pixel intensities. Using ω, we show in Section 5.3.3 that there
is a monotonic relationship between the γ˙ and ω for flows in intermediate-I regime,
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but that this proportionality breaks down for small shear rates. The result that the
shear stress no longer depends on γ˙ and P in the creeping region evidences why local
rheology models often do not work in the quasi-static regime, as this is an assumption
on which local models are based.
We furthermore propose ω as an appropriate measure of fluidity in the quasi-static
regime. We observe that force chain fluctuations are non-zero where the flow creeps
and shear rates are practically zero, and decrease slowly with distance from the bound-
ary between flowing and static layers. We interpret that as long as the force network
rearranges, it may sporadically arrange in a way that induces a large local shear force,
causing the particles to move discontinuously. We also reason that the higher the
fluctuation rate and amplitude, the more likely this is to happen. Therefore, ω pro-
vides a universal local valuation of the susceptibility of flow, and is therefore a local
representative of granular fluidity.
Other microscopic variables that have been proposed to describe non-local effects
are shear stress fluctuations [13], the standard deviation of the strain-rate tensor [11],
and velocity fluctuations [21]. However, when flow is creeping, rearrangement events
are infrequent, localised and discontinuous, and so we interpret that the definitions of
fluidity based on particle velocity and strains will probably underestimate the fluidity.
The force fluctuation rate defines fluidity as the likelihood of particle motion to hap-
pen, rather than a measure of the motion that actually occurs for the duration of an
experiment. On the other hand, we acknowledge that the photoelastic response of our
discs magnifies minuscule particle displacements, because the photoelastic response of
a material is directly related to strain at the contact point between discs (see Section
2.1). We expect ω can be monotonically (but not linearly) related to strain-rate and
velocity fluctuations.
In the dense-inertial regime, where we verify a monotonic relation exists between
γ˙ and ω, the flow is in local regime. Here we observe ω behaves proportionally to the
local definition of fluidity, g = γ˙/µ, so we infer that ω continues to be an appropriate
measure of g in the dense-inertial regime.
On the other hand, we were unable to measure the force chain fluctuation rate
ω near the free surface. Firstly, in this region the inter-particle forces are usually
light and often below the technique sensitivity. In addition, oscillations of the free
surface cause our measurement of ω to be underestimated at depths of up to 2 average
particle diameters below the mean location of the free surface. Finally, we suspect the
packing fraction may be slightly lower at depths of up to 3 diameters below the surface,
which raises the interesting question of how changes in packing fraction affect the force
fluctuation rate. Because we expect ω to be affected by the packing fraction, we cannot
infer from the current set of data whether ω is a good descriptor of the susceptibility
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of flow in the dilute limit at all.
7.2.3 Granular force network and size segregation
Our third aim was to use our novel insight into the instantaneous distribution of forces
to capture the mechanisms that drive granular size segregation. Kinetic sieving [14]
and diffusion [5] are widely accepted as driving mechanisms, but there is no consensus
particularly on the physical origin of the forces that push large particles upwards, away
from gravity, and towards the free surface of dry gravity-driven flows. Squeeze expulsion
as proposed by Savage & Lunn (1988) [14] is neither size nor direction preferential, so
a levering mechanism has been proposed instead [7]. Our experiments provide the first
opportunity to directly observe and verify from real experiments what mechanisms are
really behind the upward thrust of large particles.
The main mechanism by which we observe large particles being forced onto the
layer above the one in which they travelled is indeed more reminiscent of levering than
squeezing. On these occasions, the large particle is compressed in a force chain that
spans over several layers that travel at different speeds (a shear rate is necessary).
Given that we find a high likelihood of forces to form in the direction of gravity, except
for very large avalanche flow inclination (> 45◦), force chains are likely to include
particles travelling in different layers. Then, the top of the force chain then travels
faster than the lower end, and consecutive particles in a chain exert high shears in a
direction that is not parallel to the layer motion, but shifted towards the free surface.
Thus, particles in a force chain are sometimes pushed upwards towards the free surface,
when there is sufficient space in the layer above or the upward force is large enough
to displace the rattlers there. This mechanism therefore explains the role of gravity
in the size segregation of particles in free-surface flows. Moreover, the fact that large
particles are more likely to form part of force chains [19, 8, 15], implies that a higher
proportion of large particles than small ones are likely to be affected by this levering
mechanism. Furthermore, kinetic sieving, which favours small particles falling but not
large ones, explains why overall the large particles tend to segregate towards the top
of the flow while the small ones segregate at the bottom.
We find that the likelihood of force chains forming in the directions of the bulk
forces is true in bi-disperse, as well as mono-dispersed media. However, in bi-dispersed
flows we observe a higher proportion of forces in other directions. We surmise that this
observation is due to force chains having wider directional spread in the bi-dispersed
case, which we explain as a consequence of the increase in disorder in bi-dispersed
media. It would be interesting to quantify, in the future, how the degree of poly-
dispersity affects the spread of the force directions. If the force-chain directional spread
is indeed affected by bi-dispersity, then we infer that the ratio of large to small particles,
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and eventually the degree of polydispersity, also affects the rate of segregation.
We occasionally also observe large particles moving up a layer without any visible
forces being exerted on them. We interpret diffusion to be the driving mechanism
in these cases, which would encourage mixing, as it would affect particles of all sizes
to move both up and down the medium. However, the lack of cases where large
particles seem to fall implies that kinetic sieving is more important than diffusion in
our relatively slow and dense flows. We theorize that the speeds of the particles and
the packing fraction affect whether particles fall into gaps as a result of gravity or
diffusion. We interpret that diffusion will play a more important role in fast, dilute
flows. When the flow is dense, large particles are less likely to fall into gaps, but if the
flow is slow they have more time to fit into the gaps that do exist. In contrast, when
the flow is dilute there is space for both small and large particles to fall into gaps.
7.2.4 Photoelastic technique in dynamic systems
With the aim of studying the distribution of forces in granular flows, we designed
and built a complex novel experiment that takes the photoelastic technique beyond
any previous application. Our sucess and limitations are in themselves a result of our
work that can be useful to other research groups who may chose to use the photoelastic
technique for their own research. We have tested the extent to which photoelasticity can
be used in dynamic systems with several hundred particles per frame, but for different
projects researchers may want to make different setup design decisions. Some examples
of design decisions we made to maximise the accuracy of the force measurements by
analysing photoelastic patterns are:
• We chose Clear Flex 50 as the base photoelastic material in spite of having a lower
photoelastic coefficient than the alternatives (cut plyurethane sheets and Vishay
custom-made particles) because Clear Flex, once cured, is clearer and diffuses
the light it transmits less. As a result the photoelastic patterns are sharper
and more likely to be estimated correctly by solving the inverse problem method
(see Section 3.4.2). In addition, by casting Clear Flex 50 instead of cutting a
larger piece of photoelastic material, we minimise the chances of residual stresses
remaining in the particle rims. If an experiment requires discs under 1 cm in
diameter, only Vishay would be able to provide particles consistent in shape and
without large residual stresses. On the other hand, if a large number of particles
are required then cutting polyurethane sheets is the most accessible option.
• The thickness of the discs was chosen specifically for Clear Flex 50 to observe
photoelastic patterns of fringe number smaller than one for the range of expected
force magnitudes. The disc thickness is proportional to the fringe number of
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the photoelastic patterns produced by a given force. For the magnitudes of
the forces expected in our experiments, we chose the disc thickness such that
the technique sensitivity naturally filters only the stronger forces (at least three
times the average disc weight). Moreover, we wanted the range of expected force
magnitudes to produce patterns of fringe number smaller than one, as larger
fringe numbers increase the likelihood that the optimisation algorithm for the
inverse problem will find a local minimum rather than the global minimum.
• The thickness of the channel was designed to be 2 mm wider than the particles
to decrease side-wall friction, but not too thin as to allow for significant toppling
that would interfere with the photoelastic measurements. Wider channels could
be used for discs of larger diameters and widths.
• The discs needed to be regularly coated in flour to reduce friction with the walls.
In addition, the flour coating had the purpose of improving particle tracking by
making the transparent discs slightly more visible at the cost of error in the
photoelastic force measurements. By adding a small noise to the background
of discs, they were more easily found using a Hough Transform but this noise
introduced a systematic error when measuring small forces by the inverse problem
method (see Section 3.2.3.2).
• The viewing window was large enough to capture several hundred discs per frame.
A smaller window would increase the resolution of the discs captured by the
camera, which would improve the accuracy of the force measurements. On the
other hand, we needed a wide window in order to guarantee it was worth coarse-
graining spatially in the downstream and cross-flow directions. We chose the
optimal window size such that this was wide enough to have enough discs per
frame to coarse-grain but kept the particle resolution high enough to resolve forces
through the photoelastic technique. Experiments with different geometries may
have different optimal viewing window sizes.
• The circle finding algorithm was designed to minimise the number of false positive
and false negative tracked discs. We chose to use a Hough Transform with an
intentionally high sensitivity combined with a series of empirical criteria (see
Section 3.2.1).
• The exposure time of the camera was chosen precisely so as to be smaller than
the duration of inter-particle collisions. The frame rate, however, was chosen
separately so as to ensure we captured significant differences between the force
network in consecutive frames, as the camera memory size is limited.
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In conclusion, the experimental setup was carefully designed to maximise the ac-
curacy of the force measurements using the photoelastic technique. We do not think
more accurate results can be obtained with the technology available at the time of
writing of this thesis.
7.3 Future work
The technical challenge of applying the photoelastic technique to a dynamic system
with hundreds of discs per frame lay in acquiring high quality images at very low expo-
sure times. We feel we achieved the best possible results with the technology available
to us, but we acknowledge that with further advancements in high-speed imaging the
photoelastic force measurements we obtained can be much improved. In particular,
larger memory space to store more frames at higher resolution could improve the per-
formance of the particle tracking and the force-measuring programmes. With more
accurate coarse-grained stress tensors, we could measure not only the force-chain fluc-
tuations ω, but we could also investigate the behaviour of the isotropic and anisotropic
components of the stress tensor. Pouliquen (2009) [13] proposed fluctuations in the
shear stress fluctuations as a measure of fluidity, and decomposing ω into its isotropic
and anisotropic components would allow us to compare our results to their theory.
With better image resolution, or a longer focal-length lens, it would also be in-
teresting to experimentally verify the link between force chain fluctuations and strain
rate and velocity fluctuations, which are other variables that have been proposed as
representatives of granular fluidity. A theoretical approach would be highly dependant
on the contact model, and the viscoelasticity of Clear Flex 50 would greatly compli-
cate a relationship between the observable photoelastic patterns and strains at the
contact between discs. On the other hand, experimental studies of strain and velocity
fluctuations require extremely high precision in the location of the discs [20], which
our current set of data cannot provide. A better understanding of the relationships
between the different alternative suggestions for the fundamental definition of fluidity
would greatly help to unify the granular community in its use of fluidity to describe
non-local models.
In any case, until a more precise stress tensor can be obtained from photoelastic
force measurements, the force fluctuation ω as we define it in Section 5.3.1 can continue
to offer valuable information. We propose that wherever we measure ω > 0 in the super-
stable heap of our experiment, particles may creep. It follows that the lengthscale where
we measure force chain rearrangements in the quasi-static region is indicative of the
lengthscale at which non-local effects may be observable, introduced by Kamrin &
Koval (2012) [12] as the cooperative length ξ. This lengthscale is currently only found
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empirically, but our method of measuring ω may be used to characterise ξ in terms of
microscopic particle properties. If similar experiments were carried out over a deeper
quasi-static region, then we propose that the depth at which ω = 0 can be related to
the cooperative length used in nonlocal models.
But even in the setup we use we have not used the full potential. The experimental
setup was designed to allow for variations of our experiments which we did not have
time to investigate in the course of this doctoral study:
• A fourth type of basal roughness, made of 22 mm diameter semi-discs, twice the
diameter of the discs used for mono-dispersed experiments, was also prepared.
This provides yet another example of a different lower boundary condition if the
effect of basal friction were to be investigated in more depth.
• An opening at the top end of the chute was created to eventually attach the strips
of semi-discs to a motor that would cause the base of the channel to oscillate.
Such experiments would allow an investigation of the impact of basal oscillations
on the fluidity of the flow above it.
• Our results presented in Section 6.2.1 suggest that the degree of bi-dispersity, or
even poly-dispersity, has an effect on the flow kinematics and dynamics. More
experiments can be carried out with a wider range of poly-dispersed mixtures of
discs to study this issue in the future.
• All experiments reported in this thesis were produced by filling only one of the
two hoppers designed into the setup. The second hopper dropped the discs
onto a short mezzanine where they could accelerate before flowing onto the flow
produced from discs from the first hopper. The intention for which this second
hopper and mezzanine were designed was to be able to study mixing of different
disc species, as well as their segregation.
Regarding the last point, we suspect that experiments investigating mixing will
encounter the same issues as our experiments to study segregation. We conclude that
segregation-driving events (where a large particle is pushed into a higher layer) defi-
nitely occur in the first 2 m of flow, but not at a fast enough rate to observe a consistent,
clear-cut evolution of the species partial packing fraction profiles. In the experiments
with a single large intruder particle, we were able to observe the mechanisms by which
large particles were forced upwards, which was our aim. However, it would also be
interesting to investigate further the downstream evolution of the mean path and its
distribution. For this purpose we would require a smaller ratio of average disc diam-
eter to chute length, and we suspect that mixing experiments would require similar
dimensions. For both cases, if the forces are no longer being investigated but we only
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wish to use particle tracking data, then smaller non-photoelastic particles could be
used instead.
7.4 Final remarks
This work has produced two publications to the day of submission of this report:
Thomas & Vriend (2019) [17] and Thomas et al. (2019) [18]. Parts of the work
summarised in this thesis has been presented at multiple national and international
conferences, including APS-DFD, the Granular Matter Gordon Research Conference,
IFPRI AGM, Edwards Symposium for Soft Matter, and the ’Granular flows in the
environment and industry’ Special Interest Group meetings. In addition, we obtained
additional funds for materials by fundraising for special exhibitions at public engage-
ment events, including the Cambridge Science Festival 2017 and the Royal Society
Science Museum Lates Event 2017.
Moreover, the quality of research carried out for this doctoral study and excellence in
presentation skills have been recognised through a number of awards. Personal awards
received for outstanding performance are the Vice-Chancellor’s Public Engagement
with Research Award, 2017 (£1000), IFPRI 2018 AGM Poster & Presentation First
Prize ($1000); and STEM for Britain 2019 Bronze Award (£750).
Overall, I am satisfied to conclude years of work with a document that summarises
all the results discussed above. I am proud to have made scientifically justified proposals
that furthered the community’s understanding of the rheology of granular flows, while
learning and gaining skills that will further my career.
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Particle casting protocol
To produce photoelastic discs in-house, we apply the casting method recommended by
Dr Jonathan Bare´s [1, 2], formerly at Duke University. Although based on his suggested
protocol and the recommendations of the product manufacturers, the proportions of
materials and exact timings required for the casting were fine-tuned several times
before obtaining an acceptable particle quality. We next describe the steps followed to
produce, first the mould into which the particles are cast, and secondly the procedure
to cast the particles themselves.
Mould casting
The mould into which the particles were to be cast was itself cast from a polished
mould cut from a solid aluminium block using CNC (Computer Numerical Control).
This primary mould was then used to cast Mold Star 15 SLOW (Smooth-On), which
is an easy to mix and pour two-part resin system, i.e. it is bought as two separate
liquids that when mixed react irreversibly to form a platinum silicon rubber of 15A
Shore hardness. For the mould casting the following protocol was obeyed, wearing at
all times appropriate safety glasses, long sleeves and vinyl gloves (vinyl is the only glove
material that does not inhibit the curing):
1. Clean the aluminium mould with a clean cotton bud with no solvent.
2. Pour equal volumes of parts A and B of Mold Star into different plastic cups.
(Leave aside to rest for some minutes to allow the entrapped air bubbles to raise.)
3. Spray an appropriate release agent (Bonda A. F. H. Spray wax) on the aluminium
mould:
a. Shake well.
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b. Spray with valve fully depressed. When using the mould for the first time it
is advised that 3 coats are applied.
c. Allow to dry before using the mould or applying the next coat of release agent.
4. Pour the separated part B into part A (or vice-versa) and mix slowly and evenly
until the mixture takes a uniform colour.
5. Pour the mixture slowly and evenly on the lowest point of the mould.
6. Shake and tap lightly by hand briefly to help the air bubbles out.
7. Allow to cure for at least 5 hours.
Each mould contained enough space for between 15 and 30 discs, depending on the
size of the discs fit into the face of the aluminium primary block. The smallest disc
size designed were 11 mm in diameter, while the largest were 22 mm in diameter, all of
6 mm thickness. Several moulds were cast for each desired disc size, in order to allow
for the production of multiple batches of discs of different diameters at once.
Photoelastic disc casting
The photoelastic discs were produced by casting Clear Flex 50 into the Mold Star
moulds. Clear Flex 50 is also a two-part resin system that cures to form a rubber of
hardness 50A. The pot life (time between mixing and the beginning of the hardening
reaction) is 25 min, during which time the viscosity of the mix is 0.25 Pa s. Once
the reaction begins, the cure time (duration of the reaction) is 16 hr with negligible
shrinking.
It is necessary to take appropriate safety precautions when handling this product,
as both parts A (Methylenedicyclohexyl diisocyanate) and B (Phenylmercury neode-
canoate) can have adverse health effects. Both parts are irritating to the skin and eyes,
but part B is also toxic and can cause lung damage and sensitisation if inhaled. Thus,
casting and curing were carried out in a fume cupboard wearing chemical-resistant
gloves, long sleeves and goggles.
The casting protocol for Clear Flex 50 discs from the Mold Star mould was as
follows, where the asterisks denote optional steps that we did not follow:
1. Clean the rubber mould with a cotton bud.
2. Do not spray the mould with release agent as it sticks to the side of the polyurethane,
compromising its clarity.
3. Premix part B briefly.
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4. Pour parts A and B in a 1:2 ratio by weight into a plastic container.
5. Mix for at least 3 minutes, making sure to scrape the sides and bottom of the
mixing container.
6. To remove trapped air bubbles, subject the mixture to a pressure of 29 in of
mercury (≈ 100 MPa) in a vacuum chamber for 2 - 3 minutes. Allow for 2 times
volume expansion due to the expansion of bubbles trapped in the fluid.
7. With a syringe, pour the mixture slowly and consistently into the lowest point
of the particle moulds. Looking from a position as parallel to the surface as
possible, fill the mould until the cast fluid if level with the surrounding surface
of the mould.
8. With the mixer or a small spatula remove the last bubble that forms in the mould
after about 1 min of pouring. Replace any product removed in the process.
9. *Do not cover during the cure, as this prevents the escape of other bubbles that
form.
10. Allow the castings to cure for at least 16 hrs at room temperature. *Best results
are obtained if this stage is carried out in a pressure chamber at at least 0.41
MPa.
11. Once cured, allowed the particles to post-cure for 5-7 days at room temperature
or for 4-6 hrs in a vacuum oven (that disposes of any toxic fumes that may be
produced in the process) to remove the stickiness of their surfaces.
For the purpose of this doctoral study, we cast discs of 11, 12, 13, 20, 21 and 22 mm
in diameter, all of which were 6 mm in thickness. Thousands of discs of each size were
produced, adding up to a total of over 10 kg of discs.
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