Summary -A method of analysing response to selection using a Bayesian perspective is presented. The 
Inferences are based on marginal posterior distributions of the above-defined measures of genetic response, and uncertainties about fixed effects and variance components are taken into account. The marginal posterior distributions were estimated using the Gibbs sampler. Two simulated data sets with heritability levels 0.2 and 0.5 having 5 cycles of selection were used to illustrate the method. Two analyses were carried out for each data set, with partial data (generations 0-2) and with the whole data. The Bayesian analysis differed from a traditional analysis based on best linear unbiased predictors (BLUP) with an animal model, when the amount of information in the data was small. Inferences about selection response were similar with both methods at high heritability values and using all the data for the analysis. The Bayesian approach correctly assessed the degree of uncertainty associated with insufficient information in the data. A Bayesian analysis using 2 different sets of prior distributions for the variance components showed that inferences differed only when the relative amount of information contributed by the data was small. Henderson's (1973) mixed-model equations as a computing device, in order to predict breeding values and rank candidates for selection. With the increasing computing power available and with the development of efficient algorithms for writing the inverse of the additive relationship matrix (Henderson, 1976; (auaas, 1976) , ' animal' models have been gradually replacing the originally used sire models. The appeal of 'animal' models is that, given the model, use is made of the information provided by all known additive genetic relationships among individuals. This is important to obtain more precise predictors and to account for the effects of certain forms of selection on prediction and estimation of genetic parameters.
A natural application of 'animal' models has been prediction of the genetic means of cohorts, for example, groups of individuals born in a given time interval such as a year or a generation. These (Blair and Pollak, 1984) . In common with selection index, it is assumed in BLUP that the variances of the random effects or ratios thereof are known, so the predictions of breeding values and genetic means depend on such ratios. This, in turn, causes a dependency of the estimators of genetic change derived from 'animal' models on the ratios of the variances of the random effects used as 'priors' for solving the mixed-model equations. This point was first noted by Thompson (1986) , who showed in simple settings, that an estimator of realized heritability given by the ratio between the BLUP of total response and the total selection differential leads to estimates that are highly dependent on the value of heritability used as 'prior' in the BLUP analysis. In view of this, it is reasonable to expect that the statistical properties of the BLUP estimator of response will depend on the method with which the 'prior' heritability is estimated.
In the absence of selection, Kackar and Harville (1981) Fernando and Gianola, 1990 (1986) and Fernando and Gianola (1990) . The starting point is that if the history of the selection process is contained in the data employed in the analysis, then the posterior distribution has the same mathematical form with or without selection . (Geman and Geman, 1984; . The procedure has been implemented in an animal breeding context by Wang et al (1993a; 1994a,b) Geman and Geman (1984) and since then has received much attention in the recent statistical literature Gelfand et al, 1992; Casella and George, 1992 (1993, 1994a,b (Geyer, 1992 Another way of estimating a density is based on averaging conditional densities (1993, 1994b [28] .
To estimate the marginal posterior density of heritability h 2 = a£ /(a£ +!e), the point of departure is the full conditional distribution of a£ . This distribution has !e as a conditioning variable, and therefore Q e is treated as a constant. Since the inverse transformation is a! = <T!/(1 -h 2 ), and the Jacobian of the transformation from Q a to h 2 is J = Q e/(1 -h 2 ) , then from [27] (fig 1) . In particular, the PART analysis of U2 and h2 showed highly skewed distributions; the mean, the mode and the median differed from each other. The REML estimates in the PART analysis for the additive genetic variance and heritability were very close to zero. Asymptotic confidence intervals were not computed, but they would probably include a region outside the parameter space. The Bayesian analysis indicated with considerable probability that both parameters are non-zero. When WHOLE was considered (fig 2) , the degree of uncertainty was reduced, but point estimates in the Bayesian analysis of genetic variance and of heritability were different from those in the REML estimates. For example, the posterior mean, mode and median of heritability were 0.13, 0.08 and 0.12, respectively, in comparison with the REML estimate of 0.07. The lack of symmetry of the posterior distribution of Q a and h2 clearly suggests that the simulated selection experiment does not have a high degree of resolution concerning inferences about genetic parameters. This point would not be as forcefully illustrated in a standard REML analysis, where, at best, one would get joint approximate asymptotic confidence intervals for the parameters of interest.
In the case of h 2 = 0.5 (fig 3 and 4) , it should be noted that the distributions were less skewed than for h 2 = 0.2, although still skewed for PART (fig 3) . Both the Bayesian and the REML analyses suggested a moderate to high heritability, but the fact that the posterior distribution of heritability for PART (fig 3) (Bernardo, 1979; Berger and Bernardo, 1992) , which have the property that they contribute with minimum information to the posterior distribution while the information arising from the likelihood is maximized. In the single parameter case, reference priors often yield the Jeffreys priors (Jeffreys, 1961 (Berger, 1985) . (Gelman and Rubin, 1992) . Another possibility, given a Gibbs sample of size m, is to vary the length of the sequence and to overlay plots of the estimated densities to see if these are distinguishable 
