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Abstract
We consider the fractional differential equation
utt (t, x) =
t∫
0
k(t − s)usxx(s, x) ds + uxx(t, x), t > 0, x ∈ (0,1),
with Dirichlet boundary conditions and initial values. This problem, with a particular kernel, may be
looked at as an internally damped wave equation with (a strong) damping of order less than one. It is
proved that the solution of this problem with a weakly singular kernel decays exponentially to zero.
 2004 Elsevier Inc. All rights reserved.
Keywords: Exponential decay; Fractional derivative; Positive definite function; Weakly singular kernel
1. Introduction
In this paper we are concerned with a fractional differential equation of the form
utt (t, x) =
t∫
0
k(t − s)usxx(s, x) ds + uxx(t, x), t > 0, x ∈ (0,1), (1)
with boundary conditions
u(t,0) = u(t,1) = 0, t > 0, (2)
✩ This work has been supported by a FAST TRACK (Saudi Arabia) grant.
E-mail address: tatarn@kfupm.edu.sa.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.01.047
304 N.-e. Tatar / J. Math. Anal. Appl. 295 (2004) 303–314and initial values
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ (0,1). (3)
This problem is motivated by some phenomena in viscoelasticity. In case
k(t) = t
−α
Γ (1 − α) , 0 < α < 1,
the convolution term in (1) represents the fractional derivative (in the sense of Caputo)
of order α of uxx(t, x) (see [14,15] for this notion and more). We can say that we are in
presence of a “strong fractional dissipation.” Observe here that the constitutive relation
between the stress σ(t, x) and the strain ε(t, x) is of the form
σ(t, x) = ε(t, x)+ ∂αt ε(t, x).
Recall that for the undamped wave equation we have σ(t, x) = ε(t, x) and for the damped
(Kelvin–Voigt type relationship) wave equation we have σ(t, x) = ε(t, x)+∂tε(t, x). With
this in mind, we may say that the present problem interpolates the undamped wave equation
and the damped wave equation. This problem has been studied (for g(ux(t, x))x instead
of uxx(t, x)) by Gripenberg et al. [6] and Petzeltova and Prüss [13]. In [13], the authors
proved existence, uniqueness and a global asymptotic stability result. A similar problem
to (1)–(3) has been treated by Mbodje et al. in [11]. The authors established the well-
posedness and the convergence of the solution to zero after transforming the (hereditary)
equation in the problem into a nonhereditary system.
In case of a “weak fractional dissipation,” i.e., with −ut instead of utxx in the convolu-
tion term (and the strong singular kernel k1(t) = t−α/Γ (1 − α), 0 < α < 1), this problem
has been studied by Matignon et al. [10]. They used a new interpretation of the equation
as an “augmented system” which they transform onto a standard form. With the help of
Galerkin’s methods and LaSalle’s invariance principle, they obtained well-posedness and
asymptotic stability. Furthermore, using a “fractional modal decomposition” technique, the
authors proved an algebraic decay result.
The limiting case α = 1 has been investigated by many researchers (see, for instance,
[1,4,20] to cite but a few).
In presence of the nonlinear polynomial term |u|p−1u as a source, the present author
with M. Kirane in [9] proved an exponential growth result for the solutions of the problem
with the strong singular kernel k1(t) and the weak fractional dissipation. This result was
extended by the present author to a larger class of initial data in [17]. Then he has been
able to prove a blow up in finite time result for sufficiently large data (see [18]). The main
difficulty, also encountered in the study of well-posedness and stability, is that we cannot
deduce from the system that the energy is decreasing along solutions (in general it is not
the case). This prevents us from applying directly the existing well-known methods.
It is our task here to precise the decay rate of convergence for solutions to the stationary
solution 0 for the weakly singular kernel
kα,β(t) = t
−αe−βt
, 0 < α < 1, β > 0. (4)
Γ (1 − α)
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(see [15]). It will be proved that the decay rate is exponential without any restriction on the
“size” of the initial data.
The plan of the paper is as follows. In the next section we prepare some material needed
in the proof of our theorem. Section 3 is devoted to the exponential decay result.
2. Preliminaries
In this section we collect some results useful to prove our theorem.
Lemma 1 (Young’s inequality, see [3]). Let f ∈ Lp(R) and g ∈ Lq(R) with 1 p,q ∞
and 1/r = 1/p + 1/q − 1 0. Then f ∗ g ∈ Lr(R) and
‖f ∗ g‖Lr  ‖f ‖Lp‖g‖Lq .
Lemma 2. We have
|ab| δa2 + b
2
4δ
, a, b ∈ R, δ > 0.
Definition 1. We say that a function k ∈ L1loc[0,+∞) is positive definite if
t∫
0
w(s)
s∫
0
k(s − z)w(z) dz ds  0, t  0,
for every w ∈ C[0,+∞).
Definition 2. A function k(t) is said to be strongly positive definite if there exists a positive
constant c such that the mapping t → k(t) − ce−t is positive definite.
Lemma 3 (Nohel and Shea [12]). If a twice differentiable function k(t) satisfies
(−1)nk(n)(t) 0, ∀t > 0, n = 0,1,2, k′ ≡ 0,
then it is strongly positive definite.
For w ∈ C([0, T ];L2(0,1)), T > 0, we define
Q(w, t, k) :=
t∫
0
1∫
0
w(s, x)
s∫
0
k(s − τ )w(τ, x) dτ dx ds, ∀t ∈ [0, T ]. (5)
By ∆h and Dh we denote the expressions, for T > 0 and 0 < h < T ,
∆hw(x, t) := w(x, t + h) − w(x, t), x ∈ (0,1), t ∈ [0, T − h], (6)
(Dhw)(x, t) :=
t∫
∆hw(x, s) ds, x ∈ (0,1), t ∈ [0, T − h], (7)0
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The following lemma is a consequence of Lemma 2.4 in [2], the proof of which uses
Lemma 2.5 of [8] (see also [7]). This latter lemma in turn is based on an inequality in [16,
Lemma 4.2]. It suffices to observe that these results hold for our kernel. For the sake of
completeness and convenience we shall give here a simple direct proof.
Lemma 4. For the kernel t−αe−γ t with 0 < α < 1 and γ  0, there exists a constant M > 0
such that
1∫
0
w2(x, t) dx +
t∫
0
1∫
0
w2(x, s) dx ds
M
1∫
0
w2(x,0) dx + MQ(w, t, t−αe−γ t ) + M lim inf
h→0
1
h2
Q(∆hw, t, t
−αe−γ t ),
∀t ∈ [0, T ], for every w ∈ C([0, T ];L2((0,1))).
Proof. Using definitions (5)–(7), a first integration by parts yields
Q(∆hw, t, e
−t ) =
1∫
0
(Dhw)(x, t)
t∫
0
e−(t−τ )∆hw(x, τ ) dτ dx
+
t∫
0
1∫
0
(Dhw)(x, s)
s∫
0
e−(s−τ )(∆hw)(x, τ ) dτ dx ds
− 1
2
1∫
0
(Dhw)
2(x, t) dx,
then a second integration by parts implies
Q(∆hw, t, e
−t ) = 1
2
1∫
0
(Dhw)
2(x, t) dx
−
1∫
0
(Dhw)(x, t)
t∫
0
e−(t−τ )(Dhw)(x, τ ) dτ dx
−
t∫
0
1∫
0
(Dhw)(x, s)
s∫
0
e−(s−τ )(Dhw)(x, τ ) dτ dx ds
+
t∫ 1∫
(Dhw)
2(x, s) dx ds. (8)0 0
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lim inf
h→0
1
h2
Q(∆hw, t, e
−t )
= 1
2
1∫
0
[
w(x, t) − w(x,0)]2 dx +
t∫
0
1∫
0
[
w(x, s) − w(x,0)]2 dx ds
−
1∫
0
[
w(x, t) − w(x,0)]
t∫
0
e−(t−τ )
[
w(x, τ ) − w(x,0)]dτ dx
−
t∫
0
1∫
0
[
w(x, s) −w(x,0)]
s∫
0
e−(s−τ )
[
w(x, τ ) − w(x,0)]dτ dx ds. (9)
Developing the right-hand side of (9) we obtain
lim inf
h→0
1
h2
Q(∆hw, t, e
−t )
= 1
2
1∫
0
w2(x, t) dx + 1
2
1∫
0
w2(x,0) dx +
t∫
0
1∫
0
w2(x, s) dx ds
−
1∫
0
w(x, t)
t∫
0
e−(t−s)w(x, s) ds dx −
1∫
0
w(x, t)w(x,0)e−t dx
− Q(w, t, e−t ) −
t∫
0
1∫
0
w(x, s)w(x,0)e−s dx ds.
Using the algebraic inequality in Lemma 2, it is easy to see that
∣∣∣∣∣
1∫
0
w(x, t)
t∫
0
e−(t−s)w(x, s) ds dx
∣∣∣∣∣ λ
1∫
0
w2(x, t) dx + 1
8λ
t∫
0
1∫
0
w2(x, s) dx ds,
(10)∣∣∣∣∣
1∫
0
w(x, t)w(x,0)e−t dx
∣∣∣∣∣ γ
1∫
0
w2(x, t) dx + 1
4γ
1∫
0
w2(x,0) dx (11)
and ∣∣∣∣∣
t∫
0
1∫
0
w(x, s)w(x,0)e−s dx ds
∣∣∣∣∣ η
t∫
0
1∫
0
w2(x, s) dx ds + 1
8η
1∫
0
w2(x,0) dx.
(12)
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(
1
2
− λ− γ
) 1∫
0
w2(x, t) dx +
(
1 − η − 1
8γ
) t∫
0
1∫
0
w2(x, s) dx ds

(
−1
2
+ 1
4γ
+ 1
8η
) 1∫
0
w2(x,0) dx + Q(w, t, e−t ) + lim inf
h→0
1
h2
Q(∆hw, t, e
−t ).
It is easy to see that we may choose positive constants λ, γ and η such that the factors
(1/2 − λ − γ ), (1 − η − 1/(8λ)) and (−1/2 + 1/(4γ ) + 1/(8η)) are positive (pick, for
instance, λ = 2/5, γ = 1/11 and η = 1/16).
The conclusion follows from the strong positive definiteness of the kernel since then
there exists a positive constant c such that
Q(w, t, e−t ) cQ(w, t, t−αe−γ t ) for all t ∈ [0, T ]. 
3. Exponential decay
In this section we shall prove an exponential decay result for the energy of the problem
(1)–(3).
Multiplying (1) by ut and integrating over (0,1), we get
d
dt
1∫
0
{
1
2
u2t +
1
2
u2x
}
dx +
1∫
0
uxt
t∫
0
kα,β(t − s)uxs(s) ds dx = 0.
The expression
E(t) :=
1∫
0
{
1
2
u2t +
1
2
u2x
}
dx
is called the classical energy. It follows that
d
dt
E(t) = −
1∫
0
uxt
t∫
0
kα,β(t − s)uxs(s) ds dx. (13)
Observe that the right-hand side of (13) is of an undefined sign. This excludes many
existing methods to study the asymptotic behavior of such problems. Integrating, however,
(13) from 0 to t and noting that kα,β(t) is a positive definite (in fact it is strongly positive
definite) kernel in the sense of Definition 1, we see that
E(t) = E(0)−
t∫
0
1∫
0
uxt
s∫
0
kα,β(s − τ )uxτ (τ ) dτ dx ds
= E(0)− Q(uxt , t, kα,β(t))E(0), t  0.
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That is, there exist two positive constants C and a such that
E(t) Ce−at , t > 0.
Proof. It is easy to see from (1) that
d
dt
1∫
0
e2λt
{
1
2
u2t +
1
2
u2x − 2λ(utu)
}
dx +
1∫
0
e2λtuxt
t∫
0
kα,β(t − s)uxs(s) ds dx
= −λ
1∫
0
e2λtu2t dx + 3λ
1∫
0
e2λtu2x dx − 4λ2
1∫
0
e2λtutu dx
+ 2λ
1∫
0
e2λtux
t∫
0
kα,β(t − s)uxs(s) ds dx, (14)
where λ is such that 0 < λ < β and is to be determined later.
By Poincaré inequality we have
1∫
0
utu dx 
1
2
1∫
0
u2t dx +
Cp
2
1∫
0
u2x dx, (15)
where Cp is the Poincaré constant. Hence, denoting by Eλ(t) the expression
Eλ(t) := E(t) − 2λ
1∫
0
utu dx,
we see that (14) and (15) yield
d
dt
e2λtEλ(t) +
1∫
0
e2λtuxt
t∫
0
kα,β(t − s)uxs(s) ds dx
 (2λ2 − λ)
1∫
0
e2λtu2t dx + (3λ+ 2λ2Cp)
1∫
0
e2λtu2x dx
+ 2λ
1∫
0
e2λtux
t∫
0
kα,β(t − s)uxs(s) ds dx. (16)
Next, we integrate (16) from 0 to t , we obtain
e2λtEλ(t) +
t∫ 1∫
e2λsuxs
s∫
kα,β(s − τ )uxt (τ ) dτ dx ds0 0 0
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t∫
0
1∫
0
e2λsu2s dx ds + (3λ+ 2λ2Cp)
t∫
0
1∫
0
e2λsu2x dx ds
+ 2λ
t∫
0
1∫
0
e2λsux
s∫
0
kα,β(s − τ )uxτ (τ ) dτ dx ds + Eλ(0). (17)
The second term in the left-hand side of (17) may be written as
t∫
0
1∫
0
e2λsuxt
s∫
0
kα,β(s − τ )uxτ (τ ) dτ dx ds
= 1
Γ (1 − α)
t∫
0
1∫
0
eλsuxs
s∫
0
(s − τ )−αe−(β−λ)(s−τ )eλτuxτ (τ ) dτ dx ds
= Q
(
eλtuxt , t,
1
Γ (1 − α) t
−αe−(β−λ)t
)
 0. (18)
Note that from the assumption on λ we have β −λ > 0. Now we concentrate on estimating
the third term (without the coefficient 2λ) in the right-hand side of (17). Let us first write
it (as in (18)) in the form
1
Γ (1 − α)
t∫
0
1∫
0
eλsux
s∫
0
(s − τ )−αe−(β−λ)(s−τ )eλτ uxτ (τ ) dτ dx ds. (19)
Proceeding as in Kirane and Tatar [9], we define, for fixed t > 0,
Ltw(z) :=
{
w(z), if z ∈ [0, t],
0, if z ∈R \ [0, t],
and
L˜kα,β(z) :=
{
kα,β(z), if z > 0,
0, if z 0.
The expression in (19) is then equal to
+∞∫
−∞
1∫
0
Ltv(s)
+∞∫
−∞
L˜kα,β−λ(s − τ )Ltw(τ) dτ dx ds,
with v(s) := eλsux(s) and w(τ) := eλτuxt (τ ). For convenience, we shall drop the sub-
script t in Lt .
Using Fourier transforms and the Plancherel theorem, it is easy to see that
+∞∫
Lv(s)
+∞∫
L˜kα,β−λ(s − τ )Lw(τ) dτ ds =
+∞∫
F(Lv)F(L˜kα,β−λ ∗ Lw)dσ−∞ −∞ −∞
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+∞∫
−∞
F(Lv)F(L˜kα,β−λ)F(Lw)dσ. (20)
Here the letter F stands for the Fourier transform.
The kernel kα,β enjoys the so-called “convolution property”
kα1+α2−1,β(t) = (kα1,β + kα2,β)(t), t > 0, (21)
see, for instance, [14] or [19].
Using the Cauchy–Schwarz inequality, Eq. (20) and property (21) we clearly have
+∞∫
−∞
Lv(s)
+∞∫
−∞
L˜kα,β−λ(s − τ )Lw(τ) dτ ds

( +∞∫
−∞
∣∣F(Lv)F(L˜k(α+1)/2,β−λ)∣∣2 dσ
)1/2
×
( +∞∫
−∞
∣∣F(L˜k(α+1)/2,β−λ)F(Lw)∣∣2 dσ
)1/2
.
By the relation in [5, Theorem 16.5.1] we have that
cos
(
(1 − α)π/2)
+∞∫
−∞
∣∣F(Lv)F(L˜k(α+1)/2,β−λ)∣∣2 dσ

+∞∫
−∞
Lv(s)
+∞∫
−∞
L˜kα,β−λ(s − τ )Lv(τ) dτ ds
and we have a similar relation for w. Therefore, by the Cauchy–Schwarz inequality we see
that
t∫
0
1∫
0
e2λsux
s∫
0
kα,β−λ(s − τ )uxτ (τ ) dτ dx ds
 1
2
Q(eλtux) + 12 cos
−2((1 − α)π/2)Q(eλtuxt ), (22)
where for notation convenience Q(w) := Q(w, t, t−αe−(β−λ)t ). Using the estimates (18)
and (22) in (17) we obtain
e2λtEλ(t) + Q(eλtuxt)
 (2λ2 − λ)
t∫
0
1∫
0
e2λsu2s dx ds + (3λ+ 2λ2Cp)
t∫
0
1∫
0
e2λsu2x dx ds + Eλ(0)
+ λ{Q(eλtux) + cos−2((1 − α)π/2)Q(eλtuxt )}. (23)
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inequality (Lemma 1 with p = 1 and r = q = 2) we can deduce that
Q(eλtux) = 1
Γ (1 − α)
t∫
0
1∫
0
eλsux
s∫
0
(s − τ )−αe−(β−λ)(s−τ )eλtux(τ ) dτ dx ds
 1
2
t∫
0
1∫
0
e2λsu2x dx ds +
1
2Γ 2(1 − α)
( ∞∫
0
s−αe−(β−λ)s ds
)2
×
t∫
0
1∫
0
e2λsu2x dx ds
 1
2
(
1 + 1
(β − λ)2(1−α)
) t∫
0
1∫
0
e2λsu2x dx ds. (24)
Hence, using (24) the inequality (23) becomes
e2λtEλ(t) +
(
1 − λ cos−2((1 − α)π/2))Q(eλtuxt )

[
(3λ+ 2λ2Cp) + λ2
(
1 + 1
(β − λ)2(1−α)
)] t∫
0
1∫
0
e2λsu2x dx ds
+ (2λ2 − λ)
t∫
0
1∫
0
e2λsu2s dx ds + Eλ(0). (25)
Next we add (1−λ cos−2((1−α)π/2))Q(eλtux) to both sides of (25) and apply Lemma 4.
Then, by (the proof of) Lemma 4 and (25), if λ < cos2((1 − α)π/2), we see that
e2λtEλ(t) + 5
8C˜
(
1 − λ cos−2((1 − α)π/2))
t∫
0
1∫
0
e2λsu2x dx ds

[
(3λ+ 2λ2Cp) + 12
(
1 + λ
(β − λ)2(1−α)
)] t∫
0
1∫
0
e2λsu2x dx ds
+ (2λ2 − λ)
t∫
0
1∫
0
e2λsu2s dx ds +
17
4C˜
1∫
0
u20x dx + Eλ(0), (26)
where C˜ is the constant in Definition 2 corresponding to our kernel (4). Observe here
that we have ignored a term in the left-hand side of (26) of the form e2λt ∫ 1 u2x dx which0
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assumption on λ. Assume further that
λ <
1
2
min
{
β, cos2
(
(1 − λ)π/2), 2
max(1,Cp)
}
and is chosen smaller than the positive root of
32C˜Cpλ2 + 8C˜
(
7 + (2/β)2(1−α))λ − 5 = 0.
With this choice we are sure that the coefficient of
∫ t
0
∫ 1
0 e
2λsu2x dx ds in the left-hand side
of (26) is greater than the corresponding coefficient in the right-hand side of the same
inequality (26). Furthermore, the coefficient of the term ∫ t0 ∫ 10 e2λsu2s dx ds is negative.
Consequently, from (26) we obtain that
e2λtEλ(t)
17
4C˜
1∫
0
u20x dx + Eλ(0) =: C∗, t > 0. (27)
Next, from
∣∣Eλ(t) − E(t)∣∣ 2λ
1∫
0
|uut |dx  λ
1∫
0
u2t dx + λCp
1∫
0
u2x dx
and from Eq. (27) we deduce that[
1 − 2λmax(1,Cp)
]
E(t)Eλ(t) C∗e−2λt , t > 0.
By our previous choice of λ it is clear that 1 − 2λmax(1,Cp) > 0. The conclusion fol-
lows. 
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