When there are covariate effects to be considered, multistate survival analysis is dominated either by parametric Markov regression models or by semiparametric Markov regression models using Cox's (1972) proportional hazards models for transition intensities between the states. The purpose of this research work is to study alternatives to Cox's model in a general finite-state Markov process setting. We shall look at two alternative models, Aalen's 
Introduction
In many clinical and epidemiological follow-up studies, subjects may experience events of multiple types. For example, a patient recovering from a bone marrow transplant for leukaemia may fail therapy because of one of several terminal events, such as death in remission, relapse or simply death. As the patient recovers, intermediate events may occur that have an influence on the eventual prognosis, such as the return of the patient's platelets to a 'normal' level, the development of various types of infection and the occurrence of acute or chronic graft-versus-host disease.
A natural way to model complex experiments of this kind is to use a multistate model. Figure 1 shows a simplified diagram of the recovery process as previously explored by Keiding et al. (2001) . Here, for illustrative purposes, we only consider four events: acute graft-versushost disease (A), chronic graft-versus-host disease (C), death in remission (D) and relapse (R). These four events are modelled by a six-state model with two absorbing states, D and R, and four transient states, Tx, which stands for transplantation, A, C and AC, which stands for both A and C. Note that relapse is treated as an absorbing state since patients who relapse are typically considered as failures of the treatment, and that chronic prior to acute graft-versus-host disease is not biologically possible. Our interest centres on predicting the probability that a patient will be in one of the six states at some time after transplant.
[ Fig. 1 
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Multistate models have traditionally been represented by Markov models which assume that the transition rates depend only on the current state of the patient and not on the patient's history. When there is no covariate, Aalen & Johansen (1978) showed how counting process methods can be used to estimate transition probabilities.
When there are covariates which may affect the rate of transition from one state to the next, a number of Markov models have been proposed in the literature. These include parametric models for the transition intensities (Begg & Larson, 1982; Kalbfleisch & Lawless, 1985; Marshall & Jones, 1995; Alioum & Commenges, 2001; Pérez-Ocón et al., 2001) or semiparametric Markov regression models where transition intensities are modelled by the Cox (1972) proportional hazards regression models (Andersen, 1988; Andersen et al., 1991; Klein et al., 1993; Klein & Qian, 1996; Andersen et al., 2000) . In this paper, we focus on the semiparametric case. For convenience, the semiparametric proportional hazards Markov regression model will be called the 'Cox Markov model' in the sequel.
Two versions of the Cox Markov model have been suggested. The first, due to Andersen & Gill (1982) and Andersen et al. (1991) , fits a distinct Cox model to each of the transition rates. Hereafter we shall refer to this version as the 'Andersen-Gill Cox Markov model'. In the bone marrow transplant example, this model entails eleven separate Cox regression analyses. These regression analyses are then synthesized to obtain estimates of the transition probabilities. Klein et al. (1993) suggested fitting a Cox model to each of the events with indicator-type time-dependent covariates used to model the timing of the intermediate events that precede the event of interest. Their model, which essentially assumes proportional hazards for all transitions into the same event, is a special case of the Andersen-Gill Cox Markov model and will be referred to as the 'Klein-Keiding Cox Markov model'. In the bone marrow transplant example this approach requires the fitting of four Cox models. The transition probability estimators and their asymptotics for this model can be found in Klein & Qian (1996) .
Recently, Aalen et al. (2001) They suggested that the transition intensities be modelled by Aalen's (1989) additive hazards regression models rather than Cox's proportional hazards regression models. They briefly touched upon the asymptotics of the estimators of the transition probabilities.
In this paper, we discuss the use of Lin & Ying's (1994) additive hazards regression model for the transition intensities. This model, as opposed to Aalen's (1989) model, assumes that the regression coefficients are constant over time. It is flexible enough to allow analogues of both the Andersen-Gill and Klein-Keiding models in the additive regression settings. It has a further advantage over both the Cox and Aalen (1989) models in that the estimates of the regression coefficients have a closed-form solution.
The remainder of the paper proceeds as follows. In § 2, we describe Markov processes and introduce the powerful tool of the product integral. In § 3, we present three additive hazards 
Markov Processes and the Product Integral
Suppose that observations are made on a group of individuals who independently move among k states, denoted by 1, . . . , k, according to a nonhomogeneous, time-continuous Markov process {Γ(t), t ≥ 0} having k × k transition intensity matrix α(t) = {α hj (t); h, j = 1, . . . , k} with diagonal elements α hh (t) = − j =h α hj (t), and having transition probability matrix P(s, t) = {P hj (s, t); h, j = 1, . . . , k} with (h, j)th element
Conditioning on the initial states, for n conditionally independent replications of this process, subject to quite general censoring patterns, the multivariate counting process N (t) = {N hj (t); h = j}, with N hj (t) counting the number of observed direct transitions from state h to state j in [0, t] , has intensity process λ(t) = {λ hj (t); h = j} of the multiplicative form
Here Y h (t) ≤ n is the number of sample paths observed to be in state h just prior to time t.
We define A hj (t) = t 0 α hj (u)du for all h, j. The cumulative transition intensities A hj (t) (h = j) can be estimated by the well-known Nelson-Aalen estimatorŝ
where J h (t) = I{Y h (t) > 0} with I(·) being the indicator function. The transition probabilities P hj (s, t) depend on the transition intensities α hj through the Kolmogorov forward differential equations, whose solution may be represented as the matrix product integral (Gill & Johansen, 1990 )
where A(u) = {A hj (u)} and I is the k×k identity matrix. Aalen & Johansen (1978) exploited this relationship to estimate the transition probability matrix bŷ
When there are covariates to be adjusted for, we assume that each transition intensity [s, v] , and that n
Moreover, we have
where a = denotes 'asymptotically equivalent'; that is, convergence in probability to zero of the supremum norm of the difference.
Proof. This is easily proved by the compact differentiability of the product integral (Gill & Johansen, 1990, Theorem 8) and by applying the functional delta-method (Andersen et al., 1993, Theorem II.8 
.1). 2
The rather condensed notation of matrix product integral may not be so illuminating.
In many cases it is possible to write out explicit expressions for the transition probability estimatesP hj (s, t; Z 0 ). This is the case with our six-state bone marrow transplant model, see Fig. 1 , as demonstrated in the following example.
Example 1. For the bone marrow transplant example, the estimated cumulative transition intensity matrix is, with t and Z 0 suppressed for ease of exposition,
Let J denote the set of all possible transitions, that is, , 13, 15, 16, 24, 25, 26, 35, 36, 45, 46}. Then the sixteen nonzero transition probability estimates arê 35, 36, 45, 46 ;
, hj = 12, 13, 24;
At this point, a few words about these transition probability estimates are in order, for some of these quantities are of particular interest and will be illustrated in § 4. For example, given that individuals with fixed covariates Z 0 were initially in state 1 at time 0,
) is the estimated probability of being in state j at time t. Here, in particular,P 15 (0, t; Z 0 ) andP 16 (0, t; Z 0 ) are the estimated probability of death in remission at time t and the estimated probability of relapse at time t, respectively. The estimated leukaemia-free survival function is given by 1 −P 15 (0, t; Z 0 ) −P 16 (0, t; Z 0 ).
The Models

3·1. The Aalen Markov Model
Consider a group of n individuals indexed by i = 1, . . . , n, each with a (p + Then, under independent censoring, N hji (t) can be uniquely decomposed as
where M hji (t) is a local square integrable martingale.
The Aalen Markov model assumes that each transition intensity α hj (t; Z i ) follows an Aalen (1989) additive model:
where β hjw (t), w = 0, 1, . . . , p, are unknown regression functions; note that if a covariate has no effect on the intensity of the h → j transition then the regression function for that covariate is set to a constant value of 0. This formulation of the model was initially presented in Aalen et al. (2001) , and had been independently studied in Y. Shu's dissertation.
be the n × (p + 1) matrix with ith row, i = 1, . . . , n, given by
may be estimated bŷ
where J h (t) is the predictable indicator of Y h (t) having full column rank, with the assumption
For individuals with given fixed covariate vector Z 0 = (1, Z 01 , . . . , Z 0p ) , their cumulative intensities for the h → j transition are estimated bŷ
Thus, if we defineÂ
then the transition probability matrix P(s, t;
The asymptotic properties of the estimatorP(s, t;
are given by the following theorem. 
Theorem 1 (The Aalen Markov model). Let
vector ρ is the n × n diagonal matrix with the elements of ρ on the diagonal.
3·2. The Andersen-Gill Lin-Ying Markov model
An alternative to Aalen's (1989) additive hazards model is Lin & Ying's (1994) additive hazards model. This model assumes that the regression coefficients do not depend on time, so that the transition intensities are modelled by
where
is an unspecified baseline intensity for the h → j transition, and β hj is a p-vector of unknown regression parameters for the h → j transition. Lin & Ying (1994) showed that the estimator of β hj can be written explicitly aŝ
with variance-covariance matrix consistently estimated by côv(β hj ) = 1 nΩ
Furthermore, the cumulative baseline hazard function, A hj0 (t) = t 0 α hj0 (u)du, can be estimated uniformly consistently bŷ
To estimate the transition probability matrix P(s, t; Z 0 ) for individuals with given fixed
Then P(s, t; Z 0 ) is again estimated by the product integral in the manner of (3).
The asymptotic properties of the estimated transition probabilities are found in the following theorem. 
Theorem 2 (The Andersen-Gill Lin-Ying Markov model). Let
τ = sup u : u 0 α hj0 (ũ)dũ < ∞, h, j = 1, . . . , k, h = j and let s, v ∈ [0, τ) with s < v. Then,(i) the process n 1/2 {P(s, ·; Z 0 ) − P(s, ·; Z 0 )} converges weakly on [s, v] to a zero-mean Gaussian process; (ii) cov{P hj (s, t; Z 0 ),P mr (s, t; Z 0 )} (s ≤ t ≤ v) can be estimated uniformly consistently by côv{P hj (s, t; Z 0 ),P mr (s, t; Z 0 )} = k g=1 l =g {Q (hj) gl (s, t; Z 0 )} côv(β gl )Q (mr) gl (s, t; Z 0 ) + k g=1 l =g t sF (hj) gl (u; s, t, Z 0 )F (mr) gl (u; s, t, Z 0 ) dN gl (u) {Y g (u)} 2 + 1 n k g=1 l =g n i=1 {Q (hj) gl (s, t; Z 0 )} Ω −1 g t s Z i −Z g (u) Y g (u)F (mr) gl (u; s, t, Z 0 ) dN gli (u) + 1 n k g=1 l =g n i=1 {Q (mr) gl (s, t; Z 0 )} Ω −1 g t s Z i −Z g (u) Y g (u)F (hj) gl (u; s, t, Z 0 ) dN gli (u),(6)whereF (hj) gl (u; s, t, Z 0 ) =P hg (s, u−; Z 0 ){P lj (u, t; Z 0 ) −P gj (u, t; Z 0 )}, Q (hj) gl (s, t; Z 0 ) = t sF (hj) gl (u; s, t, Z 0 ){Z 0 −Z g (u)} du.
3·3. The Klein-Keiding Lin-Ying Markov Model
The two additive hazards Markov regression models presented in the previous subsections require that an additive hazards regression model be fitted to each of the transition
intensities. An alternative approach, in the spirit of Klein et al. (1993) , is to fit a distinct The model for each of these regressions is taken to be a Lin & Ying (1994) additive model with fixed regression coefficients. Here, we will not consider the Aalen (1989) model which turns out to produce estimates identical to those of the Aalen Markov model of § 3.1.
To formulate the general finite-state Klein-Keiding Lin-Ying Markov model, we assume that an individual is at the risk of having any one of the events in a set E. This set consists of both the intermediate and terminal events. In our bone marrow transplant example,
As in Example 1 of § 2, we let J denote the set of all possible transitions. In the bone marrow transplant example, J = {12, 13, 15, 16, 24, 25, 26, 35, 36, 45 , 46} has eleven elements. For any event X ∈ E, we define J (X) as the set of transitions into event X that are possible. We call the transitions in J (X) 'X-transitions'. In our example, J (A) = {12}, 
For any event X ∈ E, we define the ancestor set A(X) as the set of intermediate events that may happen prior to the occurrence of the event X. In our example, we have A(A) = ∅,
. . , Z ip ) be the vector of fixed-time covariates that may have an influence on any event in E for individual i and let T Xi be the occurrence time of event X (X ∈ E) for individual i. For simplicity and for notational ease, we assume, for the moment, that there is no interaction effect. Then
will be the ith individual's full covariate vector used in modelling the hazard rate for event X. Define the counting process N Xi (t) to be the number of X events observed for individual i in the time interval [0, t] . Let α X {t; Z Xi (t)} be the hazard rate of the time to event X for individual i, and let
Y Xi (t) = I(the ith individual is at risk of event X just prior to time t).
Then, under independent censoring, N Xi (t) can be uniquely decomposed as
where M Xi (t) is a local square integrable martingale.
The Klein-Keiding Lin-Ying Markov model assumes that, for each event X, the hazard rate α X {t; Z Xi (t)} follows a Lin & Ying (1994) additive model:
where α X0 (t) is an arbitrary baseline hazard function for event X and β X is a vector of unknown regression parameters for event X. Conforming to (7), we may write β X = β F X , {β X X , X ∈ A(X)} , where β F X is a vector of risk coefficients for the fixed-time covariates Z i for the event X; note that if a fixed-time covariate has no effect on the timing of event X then the risk coefficient for that covariate is set to 0. Also, β X X is the risk coefficient for the effect of the occurrence of event X on the time to event X. Then (8) can be rewritten more explicitly as
Since, for each gl ∈ J (X), at any time t, state g determines the value of all the indicator functions {I(T X i < t), X ∈ A(X)} by definition, we can define the hazard rate for the 
which implies that 
. Then an alternative model
to (10) is
which leads to Ying (1994) showed that the estimator for β X , the vector of regression parameters in model (8), can be expressed explicitly aŝ
the variance-covariance matrix of which is consistently estimated by côv(β X ) = 1 nΩ
Furthermore, the cumulative baseline hazard rate for event X, A X0 (t) = t 0 α X0 (u)du, can be estimated uniformly consistently bŷ
For individuals with given fixed covariate vector Z 0 = (Z 01 , . . . , Z 0p ) , their estimated cumulative intensities from state g to l,Â gl (t; Z 0 ), are given bŷ
These estimators are again substituted into (3) to obtain the estimator for P(s, t; Z 0 ).
We have the following result about the asymptotic distribution of the estimated transition probabilities. 
Theorem 3 (The Klein-Keiding Lin-Ying Markov model). Let
τ = sup u : u 0 α X0 (ũ)dũ < ∞,(ii) cov{P hj (s, t; Z 0 ),P mr (s, t; Z 0 )} (s ≤ t ≤ v) can be estimated uniformly consistently by côv{P hj (s, t; Z 0 ),P mr (s, t; Z 0 )} = X∈E {Q (hj) X (s, t; Z 0 )} côv(β X )Q (mr) X (s, t; Z 0 ) + X∈E t sF (hj) X (u; s, t, Z 0 )F (mr) X (u; s, t, Z 0 ) dN X (u) {Y X (u)} n X∈E n i=1 {Q (hj) X (s, t; Z 0 )} Ω −1 X t s Z Xi (u) −Z X (u) Y X (u)F (mr) X (u; s, t, Z 0 ) dN Xi (u) + 1 n X∈E n i=1 {Q (mr) X (s, t; Z 0 )} Ω −1 X t s Z Xi (u) −Z X (u) Y X (u)F (hj) X (u; s, t, Z 0 ) dN Xi (u), (13) whereF (hj) X (u; s, t, Z 0 ) = gl∈J (X)Ĥ (hj) gl (u; s, t, Z 0 ), Q (hj) X (s, t; Z 0 ) = t s gl∈J (X) Ĥ (hj) gl (u; s, t, Z 0 ){Z gl0 −Z X (u)} du, H (hj) gl (u; s, t, Z 0 ) =P hg (s, u−; Z 0 ){P lj (u, t; Z 0 ) −P gj (u, t; Z 0 )}.
Example
We return to the bone marrow transplant example. We focus on predicting outcome for a male patient aged over 28 years with a female donor. Table 1 reports the estimates and associated standard errors of the chance the patient will be in one of the six states at 100 days, 6 months, 1 year and 2 years post-transplant for each of the five models.
[ Table 1 about here.]
In Fig. 2(a) , we compare the predicted leukaemia-free survival function, i.e., the chance of not being in state 5 or 6, for the five models. We see from Table 1 and Fig. 2(a) that the probability estimates under the two Lin-Ying Markov models are pretty similar, as are the probability estimates under the two Cox Markov models. In fact, all the five models yield reasonably comparable results except at right-hand tails, where there are fewer data and greater variabilities. However, away from the tails, the precision of the probability estimates based on the two Lin-Ying Markov models seems to be higher than that based on the other three models, as is evident from Table 1 and Fig. 2(b) .
Remark. In order not to make asymptotic arguments unwieldy, Theorems 1-3 impose slightly stronger sufficient conditions, such as condition (c) in Appendix 1 and the condition pr{Y h1 (u) = 1 for all u ∈ [s, v]} > 0 in Appendix 2. For the bone marrow transplant data, such conditions are not satisfied for states h = 1 when s = 0. However, we believe that the asymptotic distributions forP 1j (s, t; Z 0 ) given in our theorems will continue to hold even when s = 0.
Discussion
For Aalen's (1989) The estimated survival curves from the three additive hazards Markov regression models shown in Fig. 2(a) are not necessarily monotonically decreasing, as it is obviously the case with the curve from the Aalen Markov model. This is a consequence of a drawback of the additive hazards models: in neither Aalen's (1989) model nor Lin & Ying's (1994) model is the hazard rate constrained to be positive. Nevertheless, in practice, this is seldom a serious disadvantage, since the monotonicity property is usually only slightly violated in a small neighbourhood of some time points. A simple remedy for this problem is to do monotone smoothing using the so-called 'pool-adjacent-violators algorithm' (Barlow et al., 1972, pp. 13-5). In our bone marrow transplant example, we could have easily done that, but we leave it as it is, to show that the lack of monotonicity is minimal. Indeed, an estimated survival curve with substantially increasing sections would probably indicate a lack of fit, since in theory the estimator is uniformly consistent for the true survival function.
McKeague & Sasieni ( 
Appendix 1
The Aalen Markov model
To study the asymptotics of the Aalen Markov model, we assume regularity conditions similar to those given by Example VII.4.4 of Andersen et al. (1993) , with slight modifications to suit our multistate modelling setting. In particular, we assume that
and that the covariates are linearly independent.
Recall from
Then, by the same arguments as in Example VII.4.4 of Andersen et al. (1993) , the following conditions similar to those for Theorem VII.4.1 of Andersen et al. (1993) hold true.
(a) For h = 1, . . . , k and w, w , w = 0, 1, . . . , p, there exist continuous functions R
hww and R
hww w defined on [s, v] such that as n → ∞ sup u∈ [s,v] 1 n
hww w (u) → 0 in probability. 
|Y hiw (u)| → 0 in probability, as n → ∞.
Before moving to the proof of Theorem 1, we first review in a lemma some key asymptotic results of Aalen's (1989) additive hazards model for classical two-state survival analysis.
Then, under conditions (a)-(c) above, we have the following:
Gaussian martingale, the variance-covariance matrix of which can be estimated uniformly consistently by 
Proof. Parts (i) and (ii) follow straightforwardly from the proof of Theorem VII.4.1 in Andersen et al. (1993, pp. 576-7) , whose proof is based on that of Huffer and McKeague (1991) . Part (iii) is trivial in view of Part (ii) and equation (2). 2
valued process, where, for g = l, the U gl (·; Z 0 ) are independent zero-mean Gaussian processes as given by Lemma A1(iii), and U gg (·;
It follows from Lemma 1 that n 1/2 {P(s, ·; Z 0 ) − P(s, ·; Z 0 )} converges weakly on [s, v] to the zero-mean Gaussian process
(ii) From Lemma 1, we also have
Multiplying both sides on the right by the inverse of P(s, t;
. . , k and let
Denote the (h, j)th entry of n 1/2 P (s, t; Z 0 )P(s, t;
hj (s, t; Z 0 ). Then, from (A1), by applying Lemma A1(i), we have
Note that the expression on the right-hand side of (A2) is a martingale integral, where the M gl (·) are orthogonal n-variate martingales with optional variation processes given by
For g = l, let C gl denote the k × k matrix with element (g, l) equal to 1, element (g, g) equal to −1, and the rest equal to zero. ThenF
Here, in line with Andersen et al. (1993, § IV.4.1.3) , vec{Ψ} for a k × k matrix Ψ stacks the columns of Ψ on the top of each other into a k 2 × 1 vector, and we define the covariance matrix of a k × k matrix-valued random variable W as the ordinary covariance matrix of vec{W }, i.e., as the k
Using equation (4.4.11) of Andersen et al. (1993, p. 291) , (A4), and elementary properties of the vec-operator and Kronecker products of matrices, we find that
which can be estimated uniformly consistently by (4). 2
Appendix 2
The Andersen-Gill Lin-Ying Markov model We assume that regularity conditions similar to those given by Kulich & Lin (2000, Appendix 1) hold. In particular, pr{Y
Then by applying functional forms of the strong law of large numbers (Andersen & Gill, 1982 , Appendix III), we have
all uniformly in u ∈ [s, v] in probability, where
see Kulich & Lin (2000, Appendix 1 ) for a similar argument.
To prove Theorem 2, we need the following lemma.
Lemma A2. Let g, l ∈ {1, . . . , k} and g = l.
Define
Then, under the regularity conditions stated above, we have the following: 
Proof. These are the basic asymptotic results that were either implicit or embedded in Lin & Ying (1994) . (ii) As in the beginning of the proof of Theorem 1(ii) in Appendix 1, from Lemma 1, we may also derive (A1) in the current context.
. . , k and let
hj (s, t; Z 0 ). Then, from (A1), by applying Lemma A2 (i) and (iii), we have
Notice that in (A8), the M gli (·) are orthogonal martingales with optional variation
Let C gl be defined as in Appendix 1. ThenF
gl (u; s, Z 0 ) is the (h, j)th entry of
It follows from (A7) and (A9) that
Using this result, (A5), and elementary properties of the vec-operator and Kronecker products of matrices, we find that
Then the (h, j)th entry of P(s, u−;
which can be estimated uniformly consistently by (6). 2
Appendix 3
The Klein-Keiding Lin-Ying Markov model We assume that regularity conditions like those given at the beginning of Appendix 2 hold. In particular, pr{Y
and
Then by the same arguments as in Appendix 2, we have
To establish Theorem 3, we start with the following lemma.
we may also derive (A1) in the current context.
hj (s, t; Z 0 ). Then, from (A1), by applying Lemma A3 (i) and (iii), we have
Notice that in (A13), the M Xi (·) are orthogonal martingales with optional variation processes given by [M Xi ](·) = N Xi (·). Therefore, cov ξ
hj (s, t; Z 0 ), ξ 
which can be estimated uniformly consistently by (13). AG, Andersen-Gill; KK, Klein-Keiding; LY, Lin-Ying; Est., estimated probability; SE, standard error.
