This chapter studies how basic spatial categories such as left-right, frontback, far-near or north-south can emerge in a population of robotic agents in co-evolution with terms that express these categories. It introduces various language strategies and tests them first in reconstructions of German spatial terms, then in acquisition experiments to demonstrate the adequacy of the strategy for learning these terms, and finally in language formation experiments showing how a spatial vocabulary and the concepts expressed by it can emerge in a population of embodied agents from scratch.
Introduction
This chapter provides a case study on how a perceptually grounded spatial vocabulary may emerge in a population of autonomous agents, building further on earlier and ongoing work on the emergence of spatial language using language game experiments (Steels, 1995; Steels & Loetzsch, 2009; Spranger et al., 2010; Spranger, 2011a) . The methodology applied is similar to earlier chapters of this volume (Steels, 2012) . A population of humanoid robots is programmed to play spatial language games in which they have to identify an object in the shared context. Instead of using identity and individuality (as in or color (as in Bleys, 2012) , they use spatial relations, partly because the objects in their environment have the same color and cannot be distinguished as unique individuals.
There are several ways to conceptualize a spatial scene and there is considerable cross-linguistic variation on how people conceptualize space (Levinson, 2003) . How agents choose to conceptualize a particular scene depends on their communicative goal, the spatial categories they know, as well as reference objects and perspectives available in the scene. Obviously which combinations can be expressed effectively in the language, also play a role. Moreover many fundamental issues in spatial cognition come up when considering grounded spatial language. This chapter focuses primarily on one core aspect of spatial language, namely basic spatial categories. But, many aspects such as reference objects (Wunderlich & Herweg, 1991) , frames of reference (Levinson, 1996 (Levinson, , 2003 Tenbrink, 2007) and perspective (Retz-Schmidt, 1988; Steels & Loetzsch, 2009 ) immediately play a role and need to be operationalized as well.
This chapter examines three spatial strategies:
1. Projective: A region is expressed which carves out an angle. This yields terms like front-back and left-right, also sometimes called dimensional spatial terms (Herskovits, 1986 ).
Proximal:
A region is expressed with respect to how far the topic is away. This yields terms like near-far (Kemmerer, 1999) .
3. Absolute: An external global landmark is used to indicate the direction in which the topic finds itself (Levinson, 2003) . This yields terms like NorthSouth-East-West.
For each of these language strategies, we go through the key methodological steps advocated earlier in this volume (Steels, 2012 ):
1. Perform reconstruction experiments. A population of agents is preprogrammed with an existing human language system, in the present case this is German spatial language, and a base-line performance is established.
2. Perform acquisition experiments. An agent acting as tutor and equipped with a reconstructed language system is paired with an agent acting as learner without any prior knowledge of categories or terms. This tests whether the proposed language strategy is effective.
3. Perform language formation experiments. In addition to learning, agents are given the necessary cognitive functions to invent and coordinate spatial categories as well as words for them. This tests whether the proposed language strategy can explain how a new system may emerge through series of embodied interactions.
This paper proceeds by introducing the language games used to study spatial language (Section 2). This is followed in Section 3 by a reconstruction of German spatial language. Section 4 turns to the acquisition experiments and Section 5 reports on the formation experiments.
The Language Game
The set-up for the present study is shown in Figure 1 . Two humanoid robots (Fujita et al., 2003) are interacting in an office environment. The environment consists of a number of blocks of equal size and color, a box, the two robot interlocutors and a global landmark pasted on one of the walls. The global landmark and the box are made up of machine vision tags (Wagner & Schmalstieg, 2007) .
The environment is open-ended, in the sense that new blocks can be added or removed at any time and their spatial configuration changed. The vision system of each robot tracks all objects in the immediate vicinity and establishes a model of the environment which consists of sets of objects with real-valued distances and orientations of objects with respect to the body of the robot (Spranger, 2008; .
The spatial language game uses the following game script. Assume a population P of agents, and a world W consisting of a set of individual objects. Two members are randomly selected from the population and take on the roles of speaker and hearer respectively. The agents are downloaded in robot bodies and become embodied. The robotic agents first walk around in the environment until they detect a context in which there are a number of perceivable objects and another robot body.
1. The speaker selects one object out of the context, further called the topic T .
2. The speaker tries to find a spatial relation for describing the topic possibly using the global landmark.
3. The speaker looks up the word associated with this spatial relation in memory and produces the word. Figure 1 . This figure shows the set-up for spatial language game experiments. It involves two robots, a set of blocks, a box with tags indicating front, back or left and right side, and a global landmark (tag on the wall). The speaker draws the attention of the hearer to an object using a spatial description and the hearer then points to this object. The images bottom left and right show the internal situation model as perceived by the left and right robot. The robot perceiving the scene is always robot-1 in its context.
The hearer looks up which relation is associated with this word in memory
and examines the context to find out whether there is a unique object which satisfies this relation.
5. The hearer then points to this object. 6. The speaker checks whether the hearer selected the same object as the one the speaker originally chose. If they are the same, the game is a success and the speaker signals this outcome to the hearer.
7. If the game is a failure, the speaker points to the topic.
Reconstructing German Basic Spatial Terms
Reconstructing German basic spatial terms implies that we operationalize the embodied cognitive semantics of German spatial terms and program a set of lexical constructions so that agents can play the language game with a pre-defined ontology and lexicon. The lexical constructions follow the standard implementation of such constructions in Fluid Construction Grammar (Steels, 2011) . The cognitive semantics of spatial terms has been worked out as follows.
There are two features of the sensorimotor space which are of particular importance for spatial categorization: distance and angle. Two objects always have a certain distance from each other. Angles between objects can be measured if there is a coordinate system available that supports rotation. Consequently, from a computational point of view, there are two important category types for representing the geometric properties of the German spatial relations angular-categories, which represent prototypical angles and proximal-categories, which represent prototypical distances (see Figure 2 for an overview).
Angular Relations
We represent the core semantics of spatial relations using similarity functions that map a particular spatial input location and a category to a value of how applicable the category is to that location. Such an approach is in line with many empirical findings and computational models (Herskovits, 1986; Moratz & Tenbrink, 2006; Kelleher & Costello, 2009) . The similarity between a point in the sensorimotor space and the category in some spatial dimension is based on the inverse of the distance in the sensorimotor space. Projective and absolute relations are examples of angular categories, with a focal region around the denoted axis. E.g., categories such as front and back have a high degree of applicability along the frontal axis. Whereas categories such as left and right have a high degree of applicability along the left and right axis. Similarly, absolute categories have high values of applicability in their respective direction (see Figure 3 for an overview). In other words, for angular categories, similarity of some location to the category depends on the distance of angles.
In order to get a similarity function sim a ∈ [0, 1] the distance of angles is wrapped in an exponential decay envelope weighted by a parameter σ which steers the steepness of the decay. High values for σ correspond to a slow decay in similarity, whereas low values for σ correspond to a sharper decline in similarity. The following equations define the degree of applicability given a location l and an angular category c, as the angular distance between c and l, weighted by σ and run through an exponential decay.
a l denotes the angle of the position of location l to the coordinate center and a c denotes the prototypical angle of the category c. Given this definition, one can define angular categories by defining the prototypical angle for each angular category and the σ . Examples of definitions of angular spatial relations are depicted in Figure 3 . 
Proximal Relations
Proximal relations are represented using prototypical distances. Our approach is similar to Kelleher et al. (2006) but does not take into account contextual effects. We model two relations: near and far. They are defined as follows.
In this definition d l denotes the distance of the location l to the coordinate center and d c denotes the prototypical distance of category c. Spatial relations are applied as part of a particular conceptualization strategy (Spranger, 2011b) which involves a spatial category and a landmark. All spatial relations discussed in this paper are relations between a landmark object and the target object. For instance, in the phrase "nahe der Kiste" (near the box), a location is named which is specified by the spatial relation "near" (near) which is related to the box landmark.
The following table shows the applicability values obtained for the example context of Figure 4 . figure) is transformed so that the landmark is at the origin of the coordinate system (middle figure) which is followed by the application of the spatial relation (right figure). Here, these steps are depicted for the category near and the landmark box-1. In production and interpretation agents face the problem of which language strategy to choose: proximal, projective or absolute. Additionally, each strategy features different spatial relations that agents can use. Which category agents choose in a particular context is based on how discriminative, i.e. how contrastive, the spatial relation is (see Tenbrink, 2005 for experiments showing that humans behave similarly). In principle, agents also have a choice with respect to which landmark and perspective to use (Spranger, 2011b) , but this choice is fixed here. Depending on the experimental conditions, agents either use only the box or themselves as reference objects.
The steps for playing a spatial language game are as follows:
Production In production, agents choose the spatial category which is most discriminating the topic T with respect to all other objects in the context. A category is discriminating if it maximizes the applicability of the topic but minimizes the applicability of all other objects. Once the category is chosen, agents will verbalize the category by retrieving the term associated with the category.
Parsing In parsing, this process is reversed and agents use their lexicon to find the category linked to the spatial term in the utterance. The category is used to find back the conceptualization strategy and the strategy is then applied together with the category to find back the topic.
Given all this machinery we can now carry out reconstruction experiments. All agents are equipped with hand-coded ontologies and lexicons for the basic German spatial terms: "links" (left), "rechts" (right), "vorne" (front), "hinter" (back), "nah" (near), "fern" (far), "nördlich" (north), "westlich" (west), "östlich" (east) and "südlich" (south). We compare the performance of the system on different sets of spatial scenes. Figure 5 shows the communicative success of different German spatial category systems for different environmental conditions. In all cases, agents reach high rates of communicative success. We also compared the success of each strategy on different sets of data. The projective strategy works best in scenes where objects are far apart from the viewpoint of the reference object in terms of angle (left condition). The proximal strategy plays out its potential in scenes where objects are further away from each other in terms of distance (middle condition). Lastly, the absolute strategy requires the presence of a global reference to be applicable (right condition).
Acquisition Experiments
Now that a baseline performance has been established, acquisition experiments can be set up in which one agent (the tutor) is endowed with the basic spatial category systems of German and the other agent (the learner) has to acquire this system. This will test whether the language strategy is adequate from a learning point of view. We will do different experiments for the three main strategies studied here (projective, proximal, and absolute strategy).
Tutors aid learners by using the learner as reference object. Learners are, hence, spared the additional step of taking the viewpoint of the box or even the tutor. This makes processing simpler for the learner which reflects a general tendency in spatial A language game is counted as successful if the hearer pointed to the correct topic. We tested three conditions. Left: objects have great angle divergence. Middle: objects are more distant from each other (from the viewpoint of the box). Right: an absolute reference object is always in the scene.
language acquisition. Human tutors also prefer to take into account the cognitive capabilities of interlocutors when choosing reference objects (Mainwaring et al., 2003) .
The acquisition experiments reported here use a functional approach to language learning, which means that the hearer tries to guess as well as possible the meaning or function of unknown words or constructions and accordingly changes lexicon and grammar representations by abduction (see Figure 6 ).
There are two issues for abductive learning. First, learners guessing the most likely meaning can turn out to be wrong. Second, spatial categories are initially learned in a specific context and always based on a particular observed distance or angle which might not be the prototypical angle or distance the tutor used. Therefore, agents have to align their spatial categories and lexical mappings based on communicative success so that those categories and lexicons survive that are optimized for expressive power, minimal cognitive effort, learnability and social conformity. Learners do this by tracking the success of learned categories using scores. Wrongly acquired categories will not be successful for long. They are subsequently removed and a new guess therefore can happen. Additionally, the prototypical distances and angles of spatial categories are adapted based on the topics they are applied to.
The basic structure of the acquisition strategy for projective, proximal or absolute spatial terms is the same. The only difference lies in how a new concept is formed, and how it is adjusted in alignment. The following is the basic structure of learning operators:
1. Hearer encounters unknown spatial term s
• Diagnostic: When the hearer does not know a term (step 4 fails).
• Repair: The hearer signals failure and the speaker points to the topic T. The hearer then constructs a spatial relation R based on the relevant strategy (projective, proximal or absolute) and the topic pointed at (see Figure 6 ). Additionally, the speaker invents a new construction associating R with s. Every spatial relation consists of a prototypical direction or distance and a σ . A new spatial relation is computed from the topic direction or distance. The new prototypical distance or direction is the one measured to the topic object. The initial σ is given by the experimenter using a parameter (σ initial ) Figure 6 . This figure details the adoption of an unknown word by a learner agent in interaction with a tutor agent. The tutor who is also the speaker starts by conceptualizing for the topic object (image 1). Here, obj-307 (obj-91 in the learner's context) is chosen as topic. In order to help the learner, the tutor conceptualizes a meaning for the topic from the perspective of the learner (image 2). For this particular topic and context the tutor finds the category left associated with the word "links" (left) to be most discriminating (image 3). The speaker then utters the word to the learner, who also has a particular view of the world (image 4). When this is the first interaction ever involving the word "links", the learner does not know the word and the interaction fails. However, after the speaker pointed to the topic, the hearer can adopt the word and connect it to the newly invented projective category projective-1, which derives its angle value from the direction of the topic object (image 5). The initial σ is set to 0.1 which is a low value focussing the category around the direction of the topic object (image 6).
The acquisition strategies also share the same lexical alignment. Lexical constructions associated with spatial categories are scored and their scores are updated based on success in communication. In production the speaker chooses the lexical construction with the highest score for expressing a spatial relation and the hearer does the same for interpreting a spatial term. After a language game, both speaker and hearer increase the score of the used association with δ success if the interaction was a success. If the game failed both punish the used construction by δ f ail .
Each acquisition strategy differs in how acquired spatial categories are aligned over time. But they all follow the same scheme. After each successful interaction speaker and hearer use the topic object to update the representation of the category used in communication. Category representations are updated by adding the topic to a set of objects, i.e. samples, and re-estimating the category's prototype using some averaging mechanism over the samples. In unsuccessful interactions the category is not updated.
Acquiring Projective Categories
Projective categories are represented by prototypical angles. After each interaction agents update the prototypical angle by averaging the angles of objects in the sample set S. The new prototypical angle a c of the category is computed using the following formula for averaging angles.
The new σ value σ which describes the shape of the applicability function of the category is adapted using the following formula.
This formula describes how much the new σ c of the category c is pushed in the direction of the standard deviation of the sample set by a factor of α σ ∈]0, ∞]. Naturally, alignment and adoption operators have quite a number of parameters, for instance how many samples to consider, how eager to update the σ component using α σ and so on and so forth. These parameters are quite robust and small changes do not affect the overall performance of the system. Figure 7 shows how the alignment operators make categories evolve over time (same category as in Figure 6 ). Figure 7 . Development of the projective category whose initial adoption is depicted in Fig- ure 6 over many interactions (after 1, 20, 50, 100 and 250 interactions). In the beginning the width of the category is narrow (small σ ). Gradually its direction approaches the direction of the target category left and so does its σ (the target category's σ is 0.4).
To be sure that our approach to acquisition works reliably, we test acquisition by running multiple experiments in which learners have to acquire the lexical systems of the tutors. In every interaction between a tutor and a learner certain choices are random. Who is the speaker, who is the hearer and which topic is chosen by the speaker are all choices that are made randomly and, hence, may or may not favor the acquisition of the lexical system by the learner. To account for such effects, the experiment is repeated 25 times. Each run starts with a learner without initial lexicon or ontology. The progress of each run is measured, and, finally, all results are collected and the measures averaged over the 25 runs.
Success, performance and language development of the population are tracked using the following measures.
Communicative Success Communicative success is the most important measure as it reflects the overall performance of the population. Every interaction is either a success or a failure. Success is counted with 1.0 and failure is counted as 0.0.
Number of Categories
This measure simply counts the number of categories known to the agent. It is therefore a measure of variation. Typically one would also count the number of constructions an agent has. But in the acquisition experiments described in this chapter the mapping is essentially one to one. For every category, there is precisely one construction.
Interpretation Similarity This is a measure tracking how similar the interpretation of each word known to the tutor is to that of the learner. For this the categories attached to the word both in the tutor and the learner are compared. We model projective categories by means of a direction and an applicability function width parameter σ . Hence, two categories are most similar when both angle and σ are equal. The precise formula is based on the repertoire of words W (a tut ) known to the tutor a tut and the applicability of the category C(a tut , w) the tutor associates with each word w to the category the learner a learn associates with that word C(a learn , w)
If the learner has no category associated with a particular word w, hence, when C(a tut , w) does not find a category the applicability is 0. If, however, the learner has some projective category associated with the word then s is defined as follows.
The proposed mechanisms for concept adoption and alignment are sufficient to get a learner agent to acquire the German projective category system from a tutor. Figure 8 shows the results of 25 populations each consisting of one tutor and one learner averaged over 250 successive interactions. Clearly, the learner is Figure 8 . The top figure shows the semiotic dynamics of acquisition experiments over many interactions (25 trials averaged) in which a learner is trying to acquire the projective language system from a tutor. Agents quickly reach communicative success (the baseline experiment of tutors communicating reaches 98% success for the same data set). After roughly 25 interactions, all categories and their corresponding words have been adopted (the number of categories approaches 4). In the rest of the interactions the alignment operator drives the interpretation similarity towards 1.0 (which is the highest value and signifies total overlap between the categories of the tutor and the learner). Interestingly, communicative success correlates with the number of categories of the learner more than it does with interpretation similarity. This shows that agents do no need perfectly aligned categories to be able to communicate successfully. The bottom figure shows the categories acquired by a learner in one particular population of an acquisition experiment and to which words they are linked. The resulting categories are similar to the projective categories given to the tutor. able to increase its communicative ability while adopting the lexical system of the tutor agent, which manifests in the increase in average communicative success over interactions which progressively approaches the value of 1. Two tutors interacting on the same data set interact successfully in 98% of the cases, which makes for a baseline communicative success of 1.0. So we can conclude that the learner easily acquires similar communicative abilities.
These positive developments are on the one hand a result of successful adoption of words and categories, but on the other hand, they are due to the alignment operators that gradually push the categories of the learning agent to become more and more similar with those of the tutor which can be seen with the increase in interpretation similarity, a measure that denotes how similar the category systems of tutor and learner are. Lastly, we can observe the number of categories acquired which gradually approaches the number of categories in the target language system.
Acquiring Proximal Categories
A similar acquisition strategy can be applied to learn the German proximal spatial category system. The only difference is the type of category learned (proximal) and how categories are aligned. Instead of using the direction of the topic object as a seed for a new category, its distance is used ( Figure 9 details the process). Consequently the alignment operators are also adjusted to use the average distances of samples and to update the σ of the categories using distances of sample objects.
The acquisition operator for constructions is the same as for projective categories. When applied to proximal systems, however, it links the acquired proximal category to the observed word. Again, we test the performance of the learning operators using a tutor-student population. This time the tutor is equipped with the German proximal system. Results for the acquisition of proximal categories are shown in Figure 10 . The graph shows that the acquisition and alignment operators enable the learner to quickly pick up the projective categories. Interpretation similarity also quickly rises. However, it stays low and does not approach 1.0 as in the case of projective categories. If one looks at the resulting categories of one particular run (see bottom Figure  10 ), one can easily see the reason for this. First, both the distance prototype of the proximal category associated to the word "nahe" (near), as well as the distance prototype associated with the word "fern" (far) do not have the same values as the corresponding tutor categories, which have been setup with 0.0 for near and 2000.0 for far. Second, the σ values for these categories also do not overlap sufficiently (σ values in tutor categories are equal to 1000.0). This is due to the distribution of objects in the spatial scenes. No object is ever further away than about 1500.0mm and no object is so close to any of the robots as to approach a distance of 0.0. So the algorithm has no chance of picking up values even close to the ones set in the tutor categories. The categories acquired by the learner, in other words, accurately reflect the actual distribution of objects in the spatial scenes rather than the values Figure 11 . This figure shows the dynamics of absolute category acquisition experiments over many interactions (25 runs averaged, left image). Agents quickly reach communicative success (the baseline experiment of tutors communicating reaches 98% success for the same data set). The bottom figures show the categories acquired by a learner in one particular run of such an acquisition experiment. Interpretation similarity develops similarly to the projective case.
picked for the tutor. Nevertheless, learner and tutor are capable of communicating successfully after the system has stabilized.
Acquiring Absolute Categories
Lastly, we can apply the acquisition principles to absolute categories like north and east and so forth. We adapt the learning operators to be specialized on the acquisition of absolute categories. Absolute categories are similar to projective categories in that they focus on the angular dimension (the same formulas apply). The difference to projective categories is that absolute categories take the global reference into account. Results of acquisition are shown in Figure 11 . We can conclude that acquisition of absolute categories is easily established using the learning operators suggested.
Simultaneous Acquisition of Different Language Systems
In all the above experiments, learners and tutors were equipped with a single conceptualization strategy either projective, proximal or absolute. An obvious question is now: What happens when agents are equipped with multiple strategies? This subsection shows that learners can figure out the best strategy by trying all of them and preferring the one that is the most discriminating (Herskovits, 1986; Tenbrink, 2005) -assuming that the tutor is maximally cooperative and also picked the most discriminating strategy (Grice, 1975; Sperber & Wilson, 1986) . This is operationalized as follows: Instead of acquiring a single category, the learner, invents three categories one for each category type. These are hypothetical interpretations of the spatial term in the utterance. The learner then goes through the process of trying each of these hypotheses. Finally, the learner keeps the category with the highest discriminative power, i.e. the category that has the highest discrimination score. The category which survives the competition will be associated with the observed word by a newly invented construction. The categories loosing out are removed and not stored in the ontology.
An example of the learning process is depicted in Figure 12 . In the example, the tutor used the category near to conceptualize the topic obj-509 (in the tutor's context). The learner invents three different categories one proximal, one projective and one absolute and uses them to re-conceptualize for the topic (obj-175 in the learner's context). The proximal category has the highest discrimination score 0.32 and is, consequently, chosen as the seed for the projective category linked to the word "nahe" (near). Figure 13 shows results both for an acquisition experiment where the tutor is equipped with proximal and projective categories at the same time, as well as showing results for a population in which the tutor is equipped with absolute and prox- Figure 12 . Inference in re-conceptualization as to which category type was used by the tutor. Figure 13 . Results for two types of acquisition experiments. One in which the tutor is equipped with proximal and projective categories (top) and one where the tutor is given proximal and absolute categories (bottom). Learners are using inference in reconceptualization to decide on the category type of invented categories. In both cases the dynamics of acquisition are comparable to the single category type cases, although reaching the baseline success takes longer due to the increased number of categories.
imal categories at the same time. In both cases, the dynamics of acquisition are virtually unchanged in comparison to the single category acquisition experiments reported earlier. Learners quickly pick up the categories and are able to communicate successfully. Hence, the inference in conceptualization based on discrimination is entirely effective.
However, in certain combinations of category types problems occur which show the limits of this approach. Figure 14 shows a case where the target language system given to the tutor has both projective and absolute categories. We can observe, that the learner is unable to achieve similar communicative success as in all other cases of acquisition discussed in this chapter. Second, learners also cannot advance in establishing interpretation similarity. Third, the categories acquired by the learner are of the wrong type, as for example, "westlich" (west), was acquired as a projective category, rather than as an absolute one and "rechts" (right) was adopted as absolute, rather than projective category.
In contexts where there is a global reference, the learner upon hearing a new word has no means to decide on whether a projective or absolute category was used. In the example described in Figure 14 , both the invented absolute and the invented projective category have the same discrimination score, because both exclusively rely on the angle to the topic. The angle to the topic for both absolute and projective category may have a different numerical value for the invented absolute and projective categories, but their discriminative power is the same (0.11 in this case). In other words, the discrimination score does not distinguish between both the absolute and the projective systems in the same way as it does for the difference of both to the proximal category. This issue appears because both absolute and projective categories compete for the horizontal angle dimension.
Consider the spatial relations "über" (above) and "unter" (below), which have a predominantly absolute reading but they focus primarily on the vertical direction with respect to the body. In this case, the issue does not appear and discrimination can do its job. Similarly, if there were a strong bias in the population to use a certain type of category, the problem could be alleviated. So for instance, we can add a bias to all agents to prefer to use absolute categories over other ones if a global reference licensing their application is available. Figure 15 shows the results of an experiment in which all agents are equipped with such a bias. The difference to the non-biased case in Figure 14 is obvious. Such a bias can be the outcome of linguistic convention as shown in Spranger (2011b) . Figure 14 . Results for an acquisition experiment in which learners acquire the German projective and absolute language system at the same time. Because agents have no means of determining the particular strategy used when observing an unknown word, they have to guess which strategy, whether it was absolute or projective, was used in production. In the absence of additional mechanisms the choice is random. The system that learners acquire (see bottom picture for examples) differs from the tutor systems quite substantially, the estimated categories have few similarities with their target counterparts, most strikingly they are also of the wrong type. So for instance "südlich" (south) is seen as a projective category, whereas "links" (left) was acquired as belonging to the absolute system. Somewhat surprisingly, communicative success is rather high, in almost 80% of the cases learners can communicate with the tutor correctly. In comparison to other acquisition experiments, though, communicative success is relatively low. Figure 15 . Results for an acquisition experiment where learners face both a projective and absolute system at the same time. In contrast to the results shown in Figure 14 , agents are equipped with a strong preference for the absolute strategy. If the environment has absolute features agents prefer absolute conceptualizations of the spatial scene. Consequently, upon observing a new word in a context where absolute features are available, learners will adopt the word as part of an absolute language strategy. Since tutors share the preference and in the presence of global features in the environment will always conceptualize using an absolute system, the system can be acquired by learners successfully and correctly.
Formation Experiments
This section examines at the autonomous formation of spatial language systems. From the acquisition of a lexical language system to the self-organization of a similar lexicon is in fact only a small step. Learners already invent categories based on the topic when acquiring new spatial terms. This machinery can be re-used and applied in cases where a speaker is unable to find a spatial category for discriminating the topic. A new category invented by the speaker will of course have no word associated with it yet and, therefore, the category cannot be expressed. So the speaker needs also a way to invent a new name for this new category and a way to link the new name to the invented category. All this is summarized in the following diagnostics and repairs:
1. Speaker is missing a category and word
• Diagnostic: The speaker is unable to find a discriminating spatial category with the existing inventory (step 2 fails).
• Repair: The speaker builds a new spatial relation R for the strategy under consideration. Additionally, the speaker invents a new word s (a random combination of syllables) and a construction associating R with s (see Figure 6 a similar process). Every spatial relation consists of a prototypical direction or distance and a σ . Consequently, the new spatial relation is computed from the topic direction or distance. The new prototypical distance or direction is the one measured to the topic object. The initial σ is given by the experimenter using a parameter (σ initial )
The learning strategy of the hearer needs to be enriched as well. If a hearer does not know a term but has a category for discriminating the topic, the hearer does not invent a new category but re-uses the one already known. Hence the repairs for the hearer are as follows:
• Repair: The hearer signals failure and the speaker points to the topic T.
The hearer checks whether there is a spatial relation R (of the relations known to him), which can discriminate the topic. If that is not the case, he invents a new relation R. Lastly, the hearer creates a new construction associating R with s. Figure 16 . Results for a formation experiment in which agents develop a projective category system and categories of the first three agents of a resulting category system. Figure 17 . Results for a formation experiment in which agents develop a proximal category system and categories of the first three agents of a resulting category system. Figure 18 . Results for a formation experiment in which agents develop an absolute category system and categories of the first three agents of a resulting category system.
Hearer uses the spatial term s differently
• Diagnostic: The topic T chosen by the speaker is not the object pointed at by the hearer (step 6 fails).
• Repair: The speaker signals failure and points to T. The hearer constructs or infers which spatial relation R was intended and builds a construction associating R with s. If this construction already exists, its score is increased.
Additionally, there is the issue of synonymy which occurs when an agent hypothesizes that a spatial category can be named using different spatial terms. Each of these different names is represented using a separate construction each of which links the synonymously used category to a different word. Allowing agents to track synonymy in their lexicons can be beneficial for overall lexicon size, but only if agents also have additional mechanisms for managing synonymy. Such a mechanism, called lateral inhibition (Steels, 1995; ) is also used here:
• Competing associations are associations where the same category is associated with a different name or associations where the same name is associated with a different category. Inhibiting competing names is necessary to dampen synonyms and inhibiting competing meanings is necessary to dampen homonyms or ambiguity.
• After a failed game, both speaker and hearer decrease the score of the used association with δ f ail . When the score of an association becomes zero, it is still known but not counted as an active variant. When it is encountered again its score increases with δ success .
We test the validity of these diagnostics and repairs by running language formation experiments in which 10 agents start without any categories and constructions and gradually have to solve their communicative problems by invention and adoption. In the experiments, agents always conceptualize the scene from the viewpoint of the box which is available in every scene. The measures are the same as for acquisition (communicative success, number of categories and interpretation similarity).
The experiment also tracks the average number of constructions in the population, because the mapping between categories and constructions is not necessarily one to one due to synonymy. Also, the number of categories is not separately tracked for tutors and learners but averaged across the population, because the distinction into tutor and learner agents does not exist in formation experiments. Every agent has the same capacity to invent and adopt constructions and categories. Consequently, the interpretation similarity measure is averaged over all agents and all words in the population.
Spatial language formation experiments have been conducted separately for absolute, proximal and projective language strategies. Figures 16, 17 and 18 show both the communicative success averaged over 25 runs as well as examples of resulting language systems for projective, proximal and absolute systems each. The graphs convincingly demonstrate the effectiveness of the invention and alignment operators, in other words, they show that given the proposed operators, agents can develop autonomously a language system from scratch and reach communicative success with it. The language system evolved by agents is not the same as the German language system. For instance, the categories of agents 1 to 3 in Figure 16 are quite different from the German front, back, left and right projective system which aligns its categories with the x and y axes of the coordinate system. In particular, three categories seem to be sufficient for the agents in these experiments to discriminate all objects in the spatial scenes successfully. To get categories that are more similar to those found in human languages additional constraints must be taken into account, for example, the saliency of the front/back distinction because human vision is located on the front of the body.
Conclusions
This chapter showed that the principles of selection and self-organization which were successfully used in earlier chapters to study the emergence of proper names, color terms and body postures could also be applied to study the emergence of basic spatial terms. German was used as a source of inspiration in a reconstruction experiment. The embodied cognitive semantics of German spatial categories was operationalized and then experiments were performed for the acquisition of German spatial terms and then for the self-organization of a spatial lexicon in co-evolution with spatial categories which is similar but not identical to that found in this language. In a later chapter we return to spatial language, focusing on grammatical aspects.
