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Abstract
Artificial multiferroics consist of materials systems engineered to have a coupling between
multiple order parameters at the interface, such as between magnetic and ferroelectric
order (magnetoelectric coupling) which enable the electric field control of magnetism
suitable for applications in energy efficient storage or sensor devices. In this thesis we
investigate two types of magnetoelectric coupling, namely, strain-mediated and charge-
mediated, with a goal of characterizing their dynamic behaviour. For strain-mediated cou-
pling, we considered a system consisting of Co dots fabricated on a ferroelectric BaTiO3
thin film, where application of an electric field led to a change in magnetic domain struc-
ture induced by the piezo-strain; however, we find that the process is stochastic as a
consequence of a strong pining of the Co magnetization induced by the high surface
roughness of BaTiO3 making it unsuitable for pump and probe dynamical characteriza-
tion. A second type of system investigated consists of perpendicular magnetic anisotropy
(PMA) structures deposited on a silicon nitride membrane gate dielectric, where we used
the charge screening effects to modulate the charge carrier density at the metallic/silicon
nitride interface. We studied two types of tri-layer structure (i) Pt/Co/Pt/Si3N4 and (ii)
Pt/Co/Ta/Si3N4, where the Co thickness is chosen to be at spin reorientation transition.
For Pt/Co/Pt, we find the presence of a charge mediated magnetoelectric coupling in
the form of domain nucleation and domain wall fluctuations dependency with the electric
field; from the latter we estimate a change in energy barrier height of about 10 %. For
Ta/Co/Pt heterostructures a net Dzyaloshinskii-Moriya interaction (DMI) is expected
and the goal was to investigate the possibility to control the DMI and/or skyrmions
with applied electric fields. For these structures we observe the presence of out-of-plane
spin structures in an in-plane dominant magnetized surroundings. The out-of-plane spin
structures resemble a Ne´el type skyrmion with a dimension from 200 nm to 2 µm at room
v
temperature under no external magnetic field. We demonstrate that such out-of-plane
spin structures can be manipulated by changing the anisotropy of the system with electric
fields. The measured capacitive rise time of a 200 nm thick silicon nitride membrane is
∼140 ns making it suitable for high frequency characterization; however, we find that the
presence of charge traps and/or charge defects in the silicon nitride membranes preclude
a systematic control of the magnetization. In this context, we characterize the dielectric
time response of different dielectrics, including stoichiometric silicon nitride membranes,
AlN, Al2O3, BaTiO3 and MgO grown by physical vapour deposition (PVD) methods.
We find that all dielectrics have a significant density of charge defects and/or charge
traps. From capacitance vs frequency characterization, we find that the capacitance de-
creases with increasing frequency; since the mobility of carrier charges such as electrons
is independent of the measuring frequency and we measure a higher capacitance at lower
frequency, it is likely that we are also moving ions or possible vacancies with the applied
electric field along with bound electrons, as ionic mobility with electric field is slower than
electron mobility. Our results suggests the importance of characterizing and optimizing
the dielectric time response for high frequency charge mediated magnetoelectric devices.
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Chapter 1
General Introduction
All materials surrounding us, such as a grain of sand or a piece of rock, could potentially
become a valuable item for the future if we understand its characteristics and capabilities.
It is silicon present in a grain of sand which forms the basis for most of the present
day silicon based electronic devices positioning itself in a multibillion dollar industry.
Therefore, understanding the science of a material can result in new inventions capable
of solving problems for humanity. Multiferroic materials are one such type of materials
with potential for replacing more conventional materials used in electronic components
and devices, with a better functionality and more efficient use of energy [1]. Multiferroics
are a class of materials where magnetism can be controlled by applying an electric field.
Multiferroic properties can exist in single phase compound known as intrinsic multiferroics
or at the interface of ferromagnetic and ferroelectric composite material known as artificial
multiferroics. Magnetization in an artificial multiferroic material can be controlled by
means of strain or charge modulation arising from ferroelectric/dielectric material or
exchange bias effect with the presence of a antiferromagnetic multferroic material. The
phenomenon of (artificial)multiferroics is described in detail in the next chapter.
Multiferroic materials have many possible applications including; amplifiers [2], AC/DC
magnetic field sensors [3] [4] [5] [6], microwave resonators tuned electrically [7] [8] [9],
microwave phase shifters, microwave signal delay lines, magnetic recording heads, random
access memories [10] [11] [12], solar cells [13] and energy harvesting [14] [15] [16] [17].
In this thesis we focus on the electric field control of magnetism using multiferroic het-
erostructures suitable for memory and storage devices.
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Storage and memory devices such as hard disk drives (HDD) or a magnetic random
access memory (MRAM) which are non-volatile memory devices (where information is
stored even when the power is off) are important components in electronic devices such as
laptops or smart phones; in addition the demand for better use of energy and functionality
in such devices are always high. In HDD devices, a bit of data is stored in the form of
magnetic domains; currently a HDD is capable of storing 1 Tb/in2 [18] [19] [20]; in order
to read and write data, a HDD uses a read head and a write head. To carry out both
read and write operations electrical currents in the order of mA and above are necessary.
The write head is basically an electromagnet which produces a strong enough magnetic
field to change the local magnetization of the magnetic recording medium and a read
head consisting of a tunnelling magnetoresistive (TMR) device.
A TMR device consists of a tunnelling junction in a ferromagnet/insulator/ferromagnet
structures, where one of the ferromagnetic layers has a fixed magnetization, and the other
ferromagnetic layer is called a free layer, change its magnetization with small magnetic
fields. The resistance across the junction varies depending on the magnetization of the
free layer; the read head scans across the HDD magnetic layer and the free layer which is
sensitive to the local magnetization from the HDD, change its magnetization depending
on the local magnetic field from the domains in the HDD. A high magnetoresistance
state is observed, if the spin of the fixed layer is up and the HDD domain is down, and
when the spin states are same (both layers have spin up/down) we have a low resistance
state, the difference between the high and low magnetoresistance states can be about 30
%. Nevertheless, the read out of magnetoresistance can result in a current flow of few
mA [21], which can lead to thermal noise and heat.
A MRAM device consist of many TMR junctions, with each structure having a het-
erostructure configuration of a fixed magnetization layer/insulator/free layer; the mag-
netization of the free magnetic layer can be controlled by applying an electric current,
which acts as a storage bit. The energy consumption associated with this process is higher
than the energy consumed by a commercially used dynamic RAM (DRAM), where an
electric field is utilized instead. However, MRAM is considered to offer a faster read and
write time and longer retention of information over DRAM, static RAM (SRAM) or flash
memory [22].
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In both cases of HDD and MRAM, if the operations were performed using electric
field instead of electric currents, the energy consumption could be significantly reduced
without the need for a compromise in the functionality.
For TMR junction based devices used in MRAM or read heads, several proposals
have already been made to use artificial multiferroic heterostructures [10] [11] [12]. Sim-
ilarly, in order to increase the storage density, magnetic spin structures with smaller
dimensions such as skyrmions were proposed instead of magnetic domains, and it has
been demonstrated that such spin structures can also be controlled by electric field using
gated dielectrics [23] [24] [25] [26]. Besides these ideas and proposals, there are still many
other challenges such as stabilization of skyrmions at room temperature, sample growth,
fabrication, design of read or write head which needs to be addressed in order to create
working devices.
Nevertheless, in order to replace the current technology, the newly proposed artificial
multiferroic components should not only be energy efficient but also posses equal or better
functionality with a similar size, simple fabrication process, durability and performance.
The read and write time of one bit associated with a HDD is in the order of µs and ns re-
spectively. Therefore, the multiferroic devices should operate in such time period or faster;
hence, investigation of the time response of the magnetoelectric coupling is required. Pre-
vious studies on single phase multiferroics or artificial multiferroics have demonstrated
its functionality in static or at low frequency regime (few kHz) [27] [28] [29] and recently
a MHz frequency characterization on a strain mediated coupling device was made using
a substrate capable of producing surface acoustic waves [30]; these heterostructures need
to be scaled down in size in order to use it as MRAM or read head devices, and this
process comes with many challenges. Such challenges arise predominantly from the fer-
roelectric/dielectric component as follows:
1. A thin ferroelectric layer may contain charge defects that may result in leakage cur-
rents [31] [32] [33], therefore to have an effective insulation, the ferroelectric layer has to
be sufficiently thick. Similar problems can be expected when using a dielectric material
instead of a ferroelectric material. A permissible leakage current in DRAM devices is
10 µA/cm2 [34] and in such devices SiO2 or SiO2 in combination of Si3N4 is used as a
dielectric, with a total thickness of about 10 nm [35] [36].
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2. With thicker ferroelectric layers, however, obtaining a smooth surface is challenging,
while the latter is required for an effective coupling [37] [38].
3. Ferroelectric layers below a certain critical thickness (typically 3 nm and below) may
not be ferroelectric [39] and the field effect can also result from ionic displacement instead
of charge displacement resulting in a slower process [40] making it not suitable for high
frequency applications.
The goal of this thesis is to investigate the time response of magnetoelectric coupling in
the µs or lower time scale in devices with micrometer dimensions and to estimate how
quick the magnetic component responds to a change created by the ferroelectric/dielectric
component at the interface through strain or charge modulation. With this objective,
we first explore the possibility to scale down the device size with appropriate fabrication
methods and sample growth processes for different artificial multiferroic heterostructures
using suitable combinations of ferromagnetic/ferroelectric or ferromagnetic/dielectric ma-
terials. We investigate devices made of Co/BaTiO3 and Si3N4/Pt/Co/Pt structures for
strain and charge mediated coupling, respectively, and we find the presence of magneto-
electric coupling in both cases. However, the presence of intrinsic defects in BaTiO3 and
Si3N4 resulted in a lack of systematic control in magnetoelectric coupling, which prevented
the high frequency characterization. We also find the presence of magnetic domain with
out-of-plane magnetization surrounded by in-plane spins in Ta/Co/Pt heterostructures,
induced by the Dzyaloshinskii-Moriya interaction (DMI) and stabilized by the surface
roughness of Si3N4 membrane, a type of spin configuration not reported before. We find
that such out-of-plane spin structures are stable at room temperature without a need
for an external magnetic field, can be controlled by an electric field, and have proper-
ties that resemble skyrmionic structures. The challenges related to the sample growth
and fabrication methods demonstrated in this thesis can provide appropriate guidance
for the optimization of magnetoelectrically coupled devices for high frequency operations
in electric field control of magnetism. Furthermore, we have also designed experiments
suitable for characterizing magnetoelectric coupling at high frequency using optical, elec-
trical and X-ray based techniques. With well optimized fabrication and sample growth
processes, we expect that the multiferroic devices investigated in this thesis can operate
in similar time scales as those of commercial HDD or MRAM devices. The new type of
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spin structures found from our experiments can open new possibilities to explore rough-
ness induced/stabilized spin structures and possible data storage applications similar to
skyrmions.
The thesis comprises of seven chapters. Chapters 1-3 consist of fundamentals related
to artificial multiferroics, sample preparation, lithography and characterization. The
experimental results of this thesis are described in chapters 4-7. The contents of the
individual chapters are as follows:
Chapter 2 discusses the basics of the magnetic energy terms and of artificial mul-
tiferroics; since the goal of this thesis is to perform high frequency characterization, we
describe the conditions required to have the appropriate devices. The last part gives an
introduction to skyrmions.
Chapter 3 discusses the different deposition techniques, lithography methods, and
the magneto-optic Kerr effect (MOKE) and X-ray characterization tools used in this
work.
Chapter 4 presents the results from strain mediated magnetoelectric coupling in
Co/BaTiO3 and Ni/BaTiO3 heterostructures, the fabrication requirements, and the chal-
lenges and future plans.
Chapter 5 presents the results from charge mediated coupling in Si3N4 gated Pt/Co/Pt
heterostructures, comprising the results from X-ray photoemission electron microscopy
(XPEEM), MOKE and transmission X-ray characterization.
Chapter 6 describes the spin structures formed by Ta/Co/Pt heterostructures on
Si3N4, where we find a possible skyrmionic-like structure in a system with dominant
in-plane (IP) magnetic anisotropy.
Chapter 7 presents the results from the high frequency characterization of differ-
ent dielectrics and its suitability for high frequency characterization of magnetoelectric
coupling devices.
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Chapter 2
Magnetoelectric coupling and
Magnetic spin structures
The functionality of an artificial multiferroic heterostructures originated from the intrinsic
and microscopic properties of ferromagnetism and ferroelectricity. This chapter provides a
brief description on how ferromagnetism can be controlled by inducing changes in different
microscopic magnetic energies and introduces single phase and artificial multiferroics
with a focus on strain- and charge-mediated coupling to control magnetism. Since for
applications high frequency operation is desired, the fabricated device should be suitable
for high frequency characterization and a description on the physical requirements, such
as sample dimension and the corresponding electrical properties, will be discussed. Part
of this thesis also deals with the observation of skyrmions-like spin structures, therefore
an introduction to skyrmions will be given in the last section.
2.1 Magnetic energies
A ferromagnetic material consists of many magnetic domains whose net magnetization
can point in different directions. The net magnetization of the system is determined by
the point where the total magnetic energy is at a minimum. The total magnetic energy
(E) is given by
E = EExchange + EDMI + EAnisotropy + EZeeman + EDemag + EMagneto−elastic (2.1)
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The different energy contributions are as follows:
1. EExchange is the exchange interaction energy, which is the fundamental interaction
between two spins responsible for magnetic ordering, whose Hamiltonian is given as
H =
∑
i,j Ji,j.
~Si. ~Sj, where Jij is the exchange integral, ~Si and ~Sj represents the two
interacting spins (i,j).
2. EDMI is the asymmetric exchange interaction (Dzyaloshinskii-Moriya interaction -
DMI), between the ferromagnetic material with an another material with large spin-
orbit coupling and can also exist in single phase material (with non-centrosymmetric
structure), the Hamiltonian is given as H = ~Di,j.(~Si × ~Sj), where ~D is the DMI vector
which determines the direction of rotation of the interacting spins, and is responsible for
the formation and stabilization of skyrmions.
3. EAnisotropy is the energy term which determines the energetically favourable directions
in a material.
4. EZeeman is the Zeeman energy, corresponding to the interaction energy between the
magnetization and the external magnetic field, given as E = µ0
∫
V
~M. ~HdV , where ~M is
the net magnetization, ~H is the external magnetic field and V is the volume.
5. EDemag is the demagnetization energy, also called magnetostatic energy, which origi-
nates from the magnetic stray field from the sample. This term also contributes to the
shape anisotropy given as (2piM2s ), where Ms is the saturation magnetization (magnetic
moment per unit volume).
6. EMagneto−elastic is the energy caused by the strain within crystal lattice.
A change in any energy term results in a change in the total energy, thereby chang-
ing the magnetization of the system to another energy minimum. Conventional methods
to induce a change in these energy terms include using a magnetic field or electric cur-
rent (eg. spin transfer torque) [41] [42] [43]; other methods such as thermal assisted or
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laser induced control of the local magnetization are also being investigated [44] [45] [46].
Dielectrics and ferroelectrics interfacing a ferromagnetic material in artificial multiferroic
structures can also induce changes in the magnetic energy, as will be described in the
coming sections.
2.2 Artificial Multiferroics
Multiferroics are a class of materials where there is a coupling between multiple order
parameters, for example, between ferromagnetic and ferroelectric orders (magnetoelectric
coupling), by which one can control magnetism using electric fields and by using magnetic
fields one can control the ferroelectric properties [47] [48] [49]. The magnetoelectric
coupling tensor can be obtained by expanding the free energy term of a multiferroic
material using multivariant Taylor series as a function of electric and magnetic field
induction [50] [51],
−F ( ~E, ~B) = F0+ ~P ~Ei+ ~M ~Bi+ 0
2
∑
ij
χeij
~Ei ~Ej+
1
2µ0
∑
ij
χmij
~Bi ~Bj+
δ ~Pi
δ ~Bj
~Ei ~Bj︸ ︷︷ ︸
magnetoelectric
+ . . . (2.2)
Where, ~P and ~M represent spontaneous polarization and magnetization, ~E and ~B rep-
resents electric field and magnetic field induction vector, χeij and χ
m
ij are electric and mag-
netic susceptibility, 0 is the permitivitty in vacuum, µ0 is the permiability of vacuum. The
change in magnetization as a function of applied electric field or a change in ferroelectric
polarization with applied magnetic field can be observed as a quadratic order, described
by the magnetoelectric coupling tensor αME. Multiferroic properties can exist in single
phase compounds known as single phase multiferroics, such as BiFeO3 [52] [53] [54] [55].
However, their number is relatively small and they tend to either order at relatively
low temperatures or have small magnetoelectric couplings. Artificial multiferroics consist
of a ferromagnetic material interfaced with a ferroelectric system such that a magne-
toelectric coupling is induced at the interface. They have the advantage over single
phase multiferroics of stronger magnetoelectric couplings and room temperature opera-
tion [47] [27] [49] [56]. By combining piezoelectric and magnetrostrictive properties one
can obtain a strain-mediated magnetoelectric coupling; while by using a ferroelectric as
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a gate dielectric one can obtain charge-mediated magnetoelectric coupling, which takes
advantage of the high magnitude of the permittivity, resulting in modulation of a large
quantity of interfacial charges. One can also obtain a magnetoelectric coupling through
exchange-bias effects between multiferroic and antiferromagnetic heterostructures. In this
thesis we explore both strain and charge mediated magnetoelectric coupling.
In a strain mediated coupling system, the ferroelectric interface creates a piezo-strain,
which induces a distortion in the unit cell of the interfacing ferromagnetic material.
Strain-mediated coupling has been demostrated in many multiferroic system such as
CoFeB/BaTiO3 [57] [58], Ni/PMNPT [59], Co/PbZrTiO3 [28] among others [47]. Simi-
larly, piezoelectric materials without ferroelectric order such as AlN [60] or ZnO [61] have
also been used to create strain-mediated coupled magnetoelectric heterostructures. The
ferromagnetic material changes its net magnetic moment due to inverse magnetostriction
effect created by the strain. The sensitivity of a magnetic material towards strain is
characterized by the magnetostrictive coefficient (λxyz) which gives the relative change
in dimension along the xyz crystal axis. The value of λ for polycrystalline Ni and Co is
-34 × 10−6 and -62 × 10−5, respectively [62], which are among the highest within the
3d transition metals. When there is a crystallographic distortion, the magneto-elastic
energy changes (eqn.2.1), which in turn changes the total energy minima and the overall
magnetization configuration of the material. A schematic of the strain mediated coupling
is shown in Fig. 2.1.
Figure 2.1: Schematic of strain-mediated coupling. The yellow structure indicates the
ferroelectric layer with spontaneous polarization indicated by red arrow; the blue struc-
ture represents the ferromagnetic layer whose net magnetization is indicated by white
arrow.
Charge-mediated magnetoelectric coupling employs the strong polarizable nature of
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the ferroelectric material and its ability to modulate the interfacial charges to a large
extent. Modifying the interfacial charges can result in a change in interfacial anisotropy
(in ferroelectric/ferromagnetic) and a shift in the Fermi level which can result in a change
in the density of spin up and spin down electrons near the Fermi level which determines
the magnetic moment as described by Band theory of ferromagnetism where the net mag-
netic moment is determined by the difference between spin up and spin down electrons.
The effect of charge modulation is only present for few atomic layers corresponding to the
charge screening length, it is necessary that the interfacing ferromagnetic material be thin
(< 1 nm). However, changes in the interfacial anisotropy can result in large change in the
magnetic energy and in turn in the net magnetization [63] [64]. A schematic of charge-
mediated coupling is shown in Fig. 2.2. Charge-mediated magnetoelectric coupling has
been demonstrated in artificial multiferroic heterostructures such as LaSrMnO3/BaTiO3
[65] [40], PbZrTiO3/LaSrMnO3 [66] [67] [37] [68] [69] [70] and Fe/PMN-PT [71]. Sim-
ilarly, charge mediated coupling can also be found at the interface of a ferromagnetic
and a dielectric layer [64] [72]. Charge-mediated coupling can involve movement of ions
across the interface which can result in a modification of the magnetic anisotropy, mag-
netic moment, or the magnetic ground state by a chemical mechanism. For example, at
the interface between Co/GdOx [73] [74], the Co layer changes its anisotropy due to the
oxidation of a few layers of Co as a result of the movement of oxygen ions at the interface
with the applied electric field. Charge mediated coupling due to modulation of charges is
preferred over coupling due to ionic movements as the movement of charge is faster and
provides the possibility for high frequency applications.
A functional artificial multiferroic device is effectively a capacitive structure with
the dielectric or ferroelectric with the ferromagnetic component engineered to be inter-
faced with the insulators. For example, the charge mediated coupling devices fabricated
in this thesis have a capacitive structure of the form metal-ferroelectric (or dielectric)-
ferromagnetic, therefore characteristic features of the capacitor devices need to be con-
sidered in making the design. Especially, the capacitance can limit the time response of
the material through the RC time constant which is discussed in the next section.
10
Figure 2.2: Schematic of charge mediated coupling: the yellow layer represents a dielec-
tric layer (which is not polarized) and the net magnetization is indicated by the white
arrow in the ferromagnetic layer (blue region). With the application of electric field, the
magnetization can change due to a change in the Fermi level as indicated in the schematic.
The coloured (green) region and white region represent occupied and unoccupied states
respectively.
2.3 Designing a multiferroic heterostructure for high
frequency characterization
Since we require a capacitive structure in artificial multiferroic systems, for high frequency
characterization one must take into account the frequency dependence of the capacitor
structure of the device, especially the capacitance rise time and the cut-off frequency, to
have an effective coupling. The capacitance of an ideal capacitor is C = Q/V where Q
is the charge displaced with applied voltage V , and C is independent of applied voltage
or the frequency. However, in a non-ideal case, small changes in the capacitance are
inevitable both with frequency and with applied voltage. The capacitance C is given by
the physical dimension and the permittivity of the dielectric material as C = 0rA/d,
where 0 is permittivity in vacuum, r is the relative permittivity of the material, A and
d is area and thickness, respectively. The rise time of a capacitor is defined as the time
taken to accumulate about 63.2% of the total charge with the applied electric field. It
is the rise time that can affect the magnetoelectric coupling at high frequency: if the
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rise time is larger than the time period of the applied voltage pulse, then the magnitude
of magnetoelectric coupling will be less than that observed with the same magnitude of
DC voltage, therefore, in such cases a higher voltage amplitude is necessary to observe
a similar magnitude of magnetoelectric coupling effect at higher frequencies. The rise
time can be measured by a simple assembly of a function generator and an oscilloscope
as shown in Fig. 2.3.
Figure 2.3: Rise time measurement schematic.
Similarly, a capacitor has a cut-off frequency, which is the maximum frequency, up
to which the rise time is 63.2%, above the cut-off frequency the rise time is lowered.
The cut-off frequency is given as fc = 1/2piRC. Figure 2.4 shows the capacitance as a
function of different cut off frequencies calculated keeping R as 50 Ω which is close to the
combined measured resistance of the wires connecting the sample holder, sample and the
measuring device. The values are kept as a reference to design the capacitive structures.
The permittivity of a dielectric material also changes with frequency (frequency dis-
persion). The change in permittivity is usually small (< 1 %) up to 100 MHz, however,
significant changes can be observed above 100 MHz. Therefore, characterizing the per-
mittivity variation as a function of frequency is important when designing devices for
high frequency applications. Dielectrics such as SiO2 or Al2O3 are used as capacitive
structures in DDR4 RAM which can operate in GHz clock frequencies. For this thesis we
considered a characterization frequency within 1 - 100 MHz, so as to avoid contributions
from the frequency dispersion. Furthermore, at GHz frequencies, the wavelength of the
applied signal is comparable to the dimension of the devices and in such cases, fabrication
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of coplanar wave guides or a microstrip lines to the sample may be required; also, at such
frequencies a conductor such as bonding wires, can also behave as an inductor which adds
inductance in the circuit and making electrical characterization difficult.
Figure 2.4: Reference plot of capacitance vs cutoff frequency, used for designing the
capacitive structure.
It is clear that samples with shorter rise time are best for high frequency charateriza-
tion; which can be achieved by reducing the dielectric thickness. However, having a thin
dielectric may not be suitable for strain-mediated coupling as the application of voltages
is associated with the deformation of the crystal lattice. The duration of a deforma-
tion process is expected to be longer than the movement of charges across the capacitor.
Therefore, along with the time response of the capacitor one should consider another
parameter known as the thickness or volume fraction, defined as the ratio between the
thickness of the ferromagnetic layer and sum of ferroelectric and ferromagnetic layer thick-
ness. To have an effective strain-mediated coupling, the thickness of the layer causing
the strain (ferroelectric) should be thicker than the interfacing material (ferromagnetic).
An effective-strain mediated coupling can be obtained when the thickness of the ferro-
magnetic layer is about 20 - 30 % of the thickness of the ferroelectric layer [5]. It is the
thickness fraction that determines the resonance frequency of the device, which is the
frequency at which the change in magnetization of the ferromagnetic layer is equal to the
ferroelectric distortion frequency [5]. Another parameter which is determined from the
fabrication or design is known as the connectivity, which represents the dimensionality
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of the two material components [75] [5]. For example, when a ferromagnetic compo-
nent is embedded inside the ferroelectric media, and strain is created at the interfaces
from all three dimensions from the ferroelectric media (eg. nanoparticle composites),
then the connectivity is 3-0. In the coming chapters we discuss the results from strain
and charge mediated multiferroic heterostructures and the possibility to perform high
frequency characterization.
2.3.1 Domains and domain walls in magnetic thin films
This part is adapted from Ref. [76]. A single monodomain state has a high magnetostatic
energy due to the large stray field, which can be minimized when the single domain is
broken down into smaller domains throughout the volume to reduce the spatial extent of
the demagnetizing stray field. Each domain has a different orientation of the net magnetic
moment and the transition region from one domain to another is a magnetic domain wall.
The domain wall also has an energy associated to it known as domain wall energy which is
proportional to the exchange stiffness (exchange interaction) and the anisotropy energy.
There are two types of domain walls, Bloch and Ne´el walls. A Bloch wall is typically
observed in thin films with out-of-plane (OOP) anisotropy while Ne´el walls are observed
in thin films with in-plane (IP) magnetic anisotropy; a schematic of these domain walls
is shown in Fig. 2.5. The type of domain wall is important for characterizing a skyrmion
structure, as the DMI value and the topological nature is determined from the domain
wall energy as described in the next section.
Figure 2.5: Types of domain wall (a) Bloch wall: where the spins make a rotation towards
in-plane at the domain wall (b) Ne´el wall: where the spins rotate within the plane at the
domain wall.
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2.3.2 Skyrmions
Skyrmions are magnetic spin structures considered to offer better functionality for novel
spintronic and storage devices owing to their topological nature which provides stability
from defects and from external perturbations [77] [78] [79], small size, and ability to
control with small current density. Skyrmions were theoretically predicted in 1989 [80]
and confirmed experimentally in 2009 [81] [82] [83], and consist of chiral spin structures in
a uniform perpendicularly magnetized surrounding. The formation of skyrmion depends
on the local and non-local magnetization energy [76] [84] and they can be stabilized by
an asymmetric exchange interaction such as the DMI [85] [86]. Skyrmions can also be
observed in multilayer stacks with ferromagnetic layers interfaced between two different
non magnetic metal layers, such as Pt or Pd, with a large spin orbit coupling (SOC). Such
systems exhibit a broken interfacial inversion symmetry with a net DMI. In this case the
DMI occurs between ferromagnetic and non-magnetic metal, leading to the formation and
stability of skyrmions [87] [88] [89]. The topological nature of a skyrmion is determined
by the type of domain wall from which the topological charge or number is calculated, the
topological charge (Q), which quantifies the winding number of the skyrmion structure,
defined as Q = (1/4pi)
∫
M
∂M
∂x
× ∂M
∂y
· dxdy, whose value vary between ±1. From the
DMI value the chirality of the skyrmion can be determined, left or right. More detailed
information on calculating the topological charge can be obtained from ref. [90] [91] [92]
[93]. Skyrmions can also be stabilized by the dipolar interaction [79]; such skyrmions are
achiral (no left/right preference) but are still topological in nature. Skyrmions can exist
in two types, of Bloch and Ne´el type (the schematic of the corresponding spin structures
are shown in Fig. 2.6). A Bloch type skyrmion has a Bloch domain wall and inside the
structure the spins are in-plane, forming a circular/spiral pattern. A Ne´el skyrmion is a
circular spin structure formed in a dominant OOP anisotropy system with a Ne´el domain
wall as described in the the schematic (Fig. 2.6), and both Bloch and Ne´el type skyrmions
are chiral and topological in nature.
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Figure 2.6: Types of Skyrmions. The black and dots pink crosses represent the OOP
spins pointing up and down respectively. The coloured arrows represent IP spins. The
bottom two images shows the cross section of the spins orientation indicated in the black
box .
Circular magnetic bubbles can also exist with similar dimensions as skyrmions, there-
fore in order to differentiate between skyrmions from circular magnetic bubbles one must
characterize the topological charge and the chirality [94]. Besides skyrmionic structures,
chiral domain walls [95] [96] and inhomogenous cycloidal spin structures [97] were also
reported and are topological in nature.
In the following chapter we discuss the sample preparation and characterizing tech-
niques necessary to characterize the magnetoelectric coupling mechanisms.
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Chapter 3
Sample preparation and
characterization methods
In this chapter, an overview of the sample growth, lithography process and magnetic char-
acterization used in this thesis will be discussed. Sample preparation plays a crucial part
in the response/functioning of the multiferroic devices. In this thesis, we grew dielectrics
such as Al2O3, AlN, ZnO, MgO; ferroelectric BaTiO3 and ferromagnetic materials such
Co, Fe, Ni along with electrical metallic contacts made of Cu or Au. The silicon nitride
membranes used were commercially purchased. The ferromagnetic layers used in our de-
vices should be at the appropriate thickness within an accuracy of < 0.5 A˚ for optimal
magnetoelectric effect behaviour. Therefore, it is important to understand and optimize
the growth process and use appropriate methods of deposition. The samples are fabri-
cated using e-beam lithography and partly using photolithography. The magnetoelectric
effect is characterized by measuring the changes in the magnetic properties as a function
of the electric field. Magnetic characterization were performed using electrical, optical
and X-ray based techniques.
3.1 Thin film deposition
Thin film deposition plays an important role in realizing a functional device. Advance-
ments in thin film deposition technology to produce epitaxial and smooth interfaces made
it possible to engineer artificial multiferroic heterostructures.
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A thin film deposition process involves three steps: 1. Producing the appropriate
species in its atomic, molecular or ionic form, for example, by heating the source material
to its sublimation point; 2. Transporting the evaporated material to the substrate; and
3. Condensation of the evaporated material from the gaseous phase to solid as a thin film
on the substrate by adsorption or by a chemical reaction. The condensation process may
also involve nucleation or surface diffusion to form a perfect thin film. With this basic
principle, a deposition process is divided into two types: 1. physical vapour deposition
(PVD) and 2. chemical vapour deposition (CVD) [98]. PVD methods involve processes
such as heating or bombarding the material with high energy atoms or electrons, while
the CVD process involves one or more chemical reactions in the deposition process. In
PVD techniques, the deposition is usually performed at low pressure; this allows the
particles to travel within the chamber without a need for a transport process to carry
the atoms towards the substrate. During the sublimation process, the evaporated atoms
travel everywhere in a straight path from the source, the distance travelled by an atom
without collision with itself or the residual particle at a given pressure is known as mean
free path (λm) [99]. The mean free path of a molecule is given by the expression:
λm =
RT√
2pid2NAp
, (3.1)
Where R is the gas constant (8.3145 J/mol K), T is the temperature, NA is the Avo-
gadro’s number, d is the diameter of the molecule and p is the pressure in mbar. The
mean free path of ambient air can be approximated to the following expression
λm =
6.65× 10−3
p
(cm) (3.2)
From (3.1) and (3.2), it is clear that the mean free path is inversely proportional
to the pressure; for example, at a pressure of 6.65 × 10−5 mbar the mean free path is
1 m, while at 6.65 × 10−3 mbar the mean free path is 1 cm. Therefore, with a good
vacuum the transportation process occurs by itself without the need for an additional
transportation step. Furthermore, the presence of residual gases such as O2 or CO2 can
result in a chemical reaction and in the formation of oxides or carbides. In particular for
metal deposition, the base pressure should be as low as possible. In the following sections
we give an overview of the different PVD techniques employed to grow materials used in
this thesis.
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3.1.1 Pulsed laser deposition
One of the types of multiferroic system studied in this thesis consists of heterostructures
with Co or Ni grown on BaTiO3 films. One of the several methods to grow BaTiO3
is by pulsed laser deposition (PLD) [100]; in the PLD process the target material is
thermally vaporized by a pulsed laser in a vacuum chamber with/without partially filled
gases such as O2 or N2, due to which a plasma is generated along with the thermally
ablated particles. These particles are then deposited on to a substrate which is usually
heated to certain temperature to enhance surface diffusion and to obtain an epitaxial and
stoichiometric film. Important parameters to be optimized include laser intensity, spot
size and repetition rate. A schematic of the PLD system used in this project is shown in
Fig. 3.1. The PLD depositions were carried out at the Laboratory for Mesoscopic Systems,
ETH Zurich, Switzerland and the Laboratory for Multiscale Materials Experiments, Paul
Scherrer Institut, Switzerland.
Figure 3.1: Schematic diagram of PLD set-up.
3.1.2 Thermal/e-beam evaporation
In the thermal evaporation process, the material is heated, for example, by passing a
current through a tungsten boat containing the material to be deposited. For instance,
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to deposit Cu, a current of about 6 A is required to reach the evaporation temperature of
about 1000◦ C. A description of the thermal evaporation system (Balzers) used is shown
in Fig. 3.2. Similarly, in the e-beam evaporation method, an electron beam with high
acceleration voltage ∼ 5 - 10 kV is used to heat up the sample. Electrons are produced by
thermionic emission and the high voltage is applied between the source and the sample,
directing the electron beam to the source. Since the electron beam is localized, only
a small portion of the source is evaporated. Both these methods were tested to grow
magnetic heterostructure (Pt/Co/Pt), however, we found that the surface roughness was
too high, which is required to have a good coupling at the interface, therefore the thermal
evaporation method was used only to grow electrical contacts with materials such as Au,
Cu, Cr.
Figure 3.2: Thermal evaporation set-up.
3.1.3 Magnetron sputtering
In sputtering, the material is evaporated by kinetically knocking out atom by atom using
other high energy neutral or ionised atoms [98]. There are many types of sputtering
techniques, however, here we focus on magnetron sputtering. This method provides
smooth and epitaxial films with good thickness accuracy; almost all magnetic metals
(Co, Fe, Ni), metals (Pt/Ta) and dielectrics (Al2O3, AlN, MgO and ZnO) required in
this thesis were deposited using this method.
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Since a sputtering process involves bombarding the target material with high energy
ionised particles, the trajectory of the emitted atoms depends on the collision trajectory
of the incident ions, such as the angle or the kinetic energy. Therefore a controlled
bombardment of ions on the target is necessary for a controlled evaporation and a optimal
coating of a material on the substrate. A schematic of a sputtering system is shown in
Fig. 3.3, where the inset shows a schematic of the target assembly where the sputtering
process occurs. It consists of the target material, cathode, anode and a set of magnet(s).
The process starts with emission of electrons between the cathode and the anode with
an applied voltage, confined to the region defined by the magnetic field surrounding the
target material created by the magnet. The chamber is filled with inert Ar gas, and
when an Ar atom reaches the region of magnetic field, it ionizes to a positively charged
Ar ion by loosing an electron due to collisions with a high energy electron; the Ar ion
and electron between the cathode and anode results in the generation of a plasma. The
positively charged Ar ions are then accelerated towards the target, which sits at a negative
potential, guided by the magnetic field lines. The Ar ions bombard and remove the atoms
from the target material and the ejected atoms flow towards the substrate. Finally, the
positively charged Ar atom combines with another electron to form inert Ar once again.
Since a negative potential is required to be applied on the target material to attract
the Ar+ ion, the sputtering process on insulators is difficult. However, with sufficient
plasma energy and/or higher potential applied on the target, it is possible to sputter
insulating materials such as MgO, and in such cases, one may expect a much slower de-
position rate. In order to grow metal oxides and nitrides, molecular oxygen and nitrogen
can be introduced along with Ar, which lead to a reaction between the metal and the gas
inside the chamber, and this process is known as reactive sputtering. AlN, Al2O3 and
ZnO dielectric materials were synthesized by reactive sputtering in this thesis. The mag-
netron sputtering systems used for this thesis include a AJA ORION sputtering system
at the Laboratory for Mesoscopic Systems, ETH Zurich, Switzerland and the Laboratory
for Multiscale Materials Experiments, Paul Scherrer Institut, Switzerland; and a cus-
tom made magnetron sputtering system at the Laboratory of Neutron Scattering, Paul
Scherrer Institut, Switzerland .
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Figure 3.3: Schematic diagram of the sputtering deposition set-up.
3.2 Lithography
The next important process in making a device at micro and nano length-scales is the
lithography step. In the past, lithography was used to define a printing process using a
stamp or a cast. However, present-day lithography is used to create nano-scale 2D or 3D
structures. A simple lithography process requires a photoresist and an illuminating light
suitable to cause a chemical reaction on the photoresist. The nature of the photoresist
determines the type of lithography and the quality of the structures produced after the
lithography process.
A photoresist is usually a polymer material which is sensitive to electromagnetic ra-
diation such as UV/visible light or to an electron beam; the reaction occurring in the
photoresist depends on the type of photoresist and light used. There are two types of
photoresists, positive and negative, corresponding to which part of the photoresist is re-
moved/dissolved by a chemical, known as a developer, after the exposure to a radiation,
a step known as development. If the developer dissolves the exposed region of the pho-
toresist, it is called a positive photoresist; if the unexposed regions of the photoresist is
dissolved, then the photoresist is a negative photoresist. In this thesis we used e-beam
and UV light in our lithography process. Once the specified region is removed after de-
velopment, the required material is deposited all over the surface including the region
with left-over photoresist; after the deposition the sample is soaked in a solvent such
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as acetone to remove the photoresist and the material on top of it leaving behind the
material with the pattern on the substrate. This process is known as lift-off and is the
last step of a lithography process.
A simple and a complete lithography process involves the following steps as described
in Fig. 3.4:
1. Spin-coating with the required photoresist
2. Baking the photoresist to evaporate the solvents
3. Exposing the sample with appropriate electromagnetic radiation
4. Development process
5. Deposition of the appropriate materials
6. Lift-off
Figure 3.4: Schematic illustration of the lithography process.
3.2.1 E-beam lithography
Electron beam lithography involves raster scanning an electron beam with the desired
pattern on the sample coated with photoresist. Common electron beam lithography pho-
toresists include polymethyl metacrylate (PMMA), N-lof, Poly-hydrogen silsesquioxane
(HSQ), etc. With electron beam lithography, one can pattern structures in the sub-10 nm
range with higher energy electrons (100 keV). The electron beam spot can be focussed
down to few nanometers, however, the actual beam spot is affected by dispersion of the
electrons and interaction with the photoresist and the substrate, making the exposed
region larger than the electron beam spot. The interaction of the electron beam with the
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photoresist involves the following events [101] [102]:
1. Generation of secondary electrons: the incident electrons in the photoresist scatter with
electrons from the polymer molecule, creating low energy secondary electrons through in-
elastic scattering; the inelastic mean free path of such secondary electrons varies with
the energy of the incoming electron beam and can be typically between 10 - 20 nm. The
generation of secondary electron is responsible for the chemical changes occurring in the
photoresist. For example, PMMA has a high density of long polymer chain with strong
cross links which are broken by the secondary electrons making the exposed region more
soluble in the developing solution.
2. Forward scattering: besides producing secondary electrons, the high energy incoming
electron beam can also undergo scattering over a large distance either in the photoresist
or the substrate underneath; this process can result in exposure of regions deeper than
the distance reached by secondary electrons.
3. Backward scattering: sometimes the scattering of electrons can be as high as 90◦ or
the incoming electrons completely reflect back from the surface and also from the sub-
strate resulting in passing though the region twice and doubling the exposure. Similar to
the forward scattering process, backward scattering can also significantly affect the area
being exposed with the given beam spot. A schematic of dispersion of electrons in an
electron beam exposure is shown in Fig. 3.5(b).
A schematic description of the e-beam system is shown in Fig. 3.5(a). The principle
of e-beam writing is similar to that of a scanning electron microscope (SEM), where
the beam is deflected by the electrostatic deflectors and raster-scan on the sample with
the desired pattern [Fig. 3.5(c)]. When fabricating a sample involving an insulating
substrate it is necessary to coat the surface of the photoresist with a conducting layer
to avoid charging of the surface, usually a thin layer of a metal film or a conducting
polymer. Electron beam lithography was used for patterning most of the samples in this
thesis using a Vistec 5000 Plus available in Laboratory for Micro and Nanotechnology
(LMN) at the Paul Scherrer Institut.
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Figure 3.5: (a) Schematic diagram of the e-beam writer. (b) Electron dispersion as a
result of scattering process within the photoresist. (c) Description of a raster-scan.
3.3 Magneto-optic Kerr effect (MOKE) characteri-
zation
MOKE characterization is a simple, sensitive and at the same time cost efficient magnetic
characterization technique requiring only a source of light, a polarizer, an analyser and
a light detector. When an electromagnetic wave interacts with a material, it can trans-
mit, refract or reflect and, depending on the type of material, two optical phenomena
can occur: (1) dichroism and (2) bifringence. When a material shows a difference in
absorption for different light polarizations, the effect is dichroic; and when two different
polarization of light propagate in a material at different velocities it is then bifringent.
These two effects are not mutually exclusive and can occur simultaneously. The magnetic
counterparts of these optical phenomenon are called Faraday and Kerr effects. MOKE
referes to the change in the light polarization upon reflection from a magnetic surface,
while Faraday effect refers to the change in the light polarization by transmission. Most
MOKE set-ups use a visible wavelength laser as light source, for example at 632 nm
wavelength, where the absorption length (λ) is in the order of few tens of nm depending
on the material (usually larger for semiconductors), making MOKE a surface characteri-
zation technique. Since it measures the reflected light, reflective and smooth surfaces are
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required. When a polarized light impinges on a magnetic media, one light component
is partially absorbed which brings about a change in the ellipticity in the reflected wave
known as Kerr ellipticity; the reflected wave also has a small phase shift between the two
optical axis due to the magnetic bifringent effect, by which the polarized wave is rotated
by a small angle known as Kerr rotation. The following description of interaction of light
with matter is adapted from Refs. [103] [104]. The interaction of light with matter can
be explained by a classical approach; we first start by defining the wave equation,
∇(∇. ~E)−∇2 ~E + µ0µ(σ∂
~E
∂t
+ 0
∂2 ~E
∂t2
) = 0, (3.3)
with the solution of ~E, given as;
~E = ~E0e
(~k.~r−ωt) (3.4)
where ~E0 is the amplitude, ~k is wave number, r is the position vector, ω is the angular
frequency and t is the time. k is also related to the refractive index as k = ωn/c.
The components of ~E can be written as x and y components assuming that the wave is
propagating in the z direction;
~Ex = ~E0xe
(~k.~z−ωt), ~Ey = ~E0xe(
~k.~z−ωt) (3.5)
A material related property is the displacement current ( ~D), given as,
~D = 0(1− χ) ~E =  ~E, ~D = 0 ~E + ~P (3.6)
where 0 is the permittivity of vacuum, χ is the electric susceptibility and ~E is the electric
field, ~P is the polarization and  the permittivity tensor of the material. The origin of a
magneto-optic effect arises from the interaction of the ~E-field vector with the ~D vector.
The ~D vector represents the direction of the electron oscillation caused by the incident
wave, and thus determines the direction and the amplitude of the transmitted or reflected
wave. The permittivity tensor for a medium is written by the following expression,
 = 0 + br + op (3.7)
Where 0 is the permittivity of the isotropic media, br is the permittivity of the bifringent
part and op is the permittivity of the optical activity part (such as the interaction of
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magnetic moment with ~E vector). The permittivity tensor for an isotropic medium has
zero non-diagonal elements, but this is not the case for anisotropic media such as a
magnetic medium. The dependence of permittivity on magnetization is usually small
and can be described in terms of a linear magneto-optic effect and additional quadratic
terms;
 = 0ij +
3∑
K=1
Kijkmk +
3∑
K=1
3∑
l=1
GijklmKml, (3.8)
where K is first order magneto-optic tensor, G represents components of quadratic
magneto-optic tensor with rank 4, and both of these terms have components connect-
ing the magnetization of the material and the permittivity of the medium.
As an example, from (3.8) one can deduce the permittivity tensor for a cubic crystal
and the permittivity tensor with the appropriate unit vector of magnetization; the final
expression for the permittivity as a function of magnetization is described;
 = iso

1 −iQvm3 −iQvm2
iQvm3 1 −iQvm1
iQvm2 −iQvm1 1
+

B1m
2
1 B2m1m2 B2m1m3
B2m1m2 B1m
2
2 B2m2m3
B2m1m3 B2m2m3 B1m
2
3
 (3.9)
The first part represents a linear term (gyroelectric quantities - bifringent/Kerr rotation),
where the quantity Qv is the Voigt magneto-optic constant, which is a material parameter
describing the linear magneto-optic effects. The second expression is the quadratic term
describing intrinsic magneto-optic effects such as the dependence of magneto-optic effect
on crystal structure. B1 and B2 are called as intrinsic Voigt magneto-optic constant
which depends on the crystal structure of the material and frequency [105].
By combining (3.3) and (3.9) one can obtain the solution for the propagation vector
for refracted and reflected light; the complete derivation of the solution can be found
in [104]. It is assumed that the magnetization and light propagation vector are in the
same direction, it can be shown that the Ex and Ey component of the transmitted wave
has a phase difference of pi/2, which describes that a linear polarized light becoming a
circular polarized light. Since the linear polarized light becomes circular polarized under
transmission it can also be shown that there exist different refractive indices for left and
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right circular polarization given by the following expression,
n± =
√
iso(1±Qv/2) (3.10)
This expression corresponds to a dichroic or bifringent effect from a macroscopic point of
view and this phenomenon is valid for all wavelengths of the electromagnetic spectrum as
long as the ~E field interacts with the ~D vector. This phenomenon can also be observed
for example in X-ray dichroism which will be discussed in the next section. When the ~E
vector undergoes a reflection as in MOKE, it can be shown that the reflection coefficient
is also dependent on the refractive index and the polarization by the following expression:
rn± =
1− n±
1 + n±
(3.11)
Therefore, in an anisotropic magnetic medium with permittivity tensor having non-zero
non-diagonal elements, one can expect the ~Ex and ~Ey to have different velocities. When
an elliptical/linear polarized light interacts with a magnetic material there can be a
phase difference between ~Ex and ~Ey resulting in a rotation of ~E from the principal axis
before interaction and this effect is the circular bifringent effect (Kerr rotation), when the
amplitude of Ex and Ey change due to an absorption process then it is known as circular
dichroism effect (Kerr ellipticity). A schematic of both effects is shown in Fig. 3.6(b).
When bifringent and dichroism occur in transmission, the process is called Faraday effect
and in reflection it is called Kerr effect. So far it was assumed that the propagation
vector of the incident light is in same direction as the magnetization but a more general
dependence of Kerr effect on the incident light polarization direction and magnetization
can be derived from the magneto-optic tensor (3.9). However, a simpler description based
on the Lorentz velocity concept can be used to describe such dependence. By combining
(3.6), (3.9) and rewriting the expression one can obtain,
~D = 0n
2[ ~E + iQv(~m× ~E)] (3.12)
Where the term ~m× ~E determines the Lorentz velocity associated with the propagating
wave in transmission or in reflection. When the ~E vector is perpendicular to the magne-
tization vector, we get a velocity orthogonal to ~E and ~m and thus giving the maximum
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rotation and higher sensitivity in measurements; this case is called polar configuration,
suitable to measure the out-of-plane magnetization. To probe the in-plane components,
the ~E vector should be incident at a grazing angle, the higher the grazing angle the
more the rotation of the reflected light and the higher the sensitivity for the in-plane
component (with a small grazing angle of incidence one probes both in-plane and out-of-
plane magnetic moments); this configuration is called longitudinal configuration. In this
thesis we use polar and longitudinal configurations to measure out-of-plane and in-plane
magnetization respectively.
3.3.1 MOKE setup
In MOKE one can experimentally determine the Kerr rotation and ellipticity. With Kerr
rotation one can expect a change in the polarization angle by 0.05◦ - 0.1◦; in order to
measure such small changes, a photoelastic modulator and a lock-in amplifier (LIA) is
used. A description of the optical setup for longitudinal configuration to measure IP
magnetization used in this thesis is shown in Fig. 3.6(a).
A linear polarized light beam impinges the magnetic material (normal or grazing
angle) and, upon reflection, acquires a new rotation and ellipticity; the light then passes
through a photoelastic modulator (PEM), which adds time modulated phase shift with a
frequency which is then used as a reference signal for the LIA. After the PEM, the light
passes through another polarized (analyzer) which is kept at 45◦ angle with respect to
the first polarizer which determines the intensity of the light reaching the detector. The
measured intensity has Kerr rotation and ellipticity components given by:
I(t) = I0[1 + 2θk cos(A0ωt)− 2k sin(A0ωt)] (3.13)
where I(t) is the intensity at the detector, measured by the LIA, I0 is the DC intensity,
θk is the Kerr rotation, k is the Kerr ellipticity, ω = 2pif is the angular frequency, and A0
is the retardation amplitude induced by PEM. Expanding the term with Fourier series,
we get,
I(t) = I0[1 + 2θkJ0(A0)− 4kJ1(A0) sin(ωt) + 4θkJ2(A0) cos(2ωt)] (3.14)
where Jn is the Bessel function of n
th term, and by setting the A0 value to 2.405 rad, the
second term (with J0) goes to zero, by adjusting the harmonics in LIA one can obtain
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the direct measure of the Kerr rotation and Kerr ellipticity.
θk =
√
2V2f/4J2VDC (3.15)
k =
√
2V1f/4J1VDC (3.16)
V1f and V2f are the output voltage from the LIA, J1 and J2 can be calculated by
expanding the Bessel function, whose values are 0.51915 and 0.43175 repectively (only if
A0 = 2.405 rad). The value of VDC normalizes the signal and cancels out any intensity
fluctuations from the light source. By measuring the rotation and ellipticity as a function
of a sweeping magnetic field one can obtain a ferromagnetic hysteresis loop. A detailed
description on this set-up can be found in Ref. [106]. The MOKE measurements for
this thesis were carried out using a custom built MOKE set-up at the Surface/interface
microscopy beamline, and the Durham Magneto Optics NanoMOKE3(R) system of the
Laboratory for Mesoscopic Systems, ETH Zurich, Switzerland and the Laboratory for
Multiscale Materials Experiments, Paul Scherrer Institut, Switzerland.
Figure 3.6: (a) Schematic illustration of longitudinal MOKE set-up. (b) Description of
dichroic and bifringent effects.
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3.4 X-ray characterization
Part of the description on synchrotron radiation described below was adapted from
Ref. [107], where a detailed description of synchrotron physics is provided. X-ray char-
acterization is a powerful tool as one can obtain information on structural, chemical and
electronic states of a material down to the atomic level. In order to perform such detailed
characterization, high quality X-ray sources with high brilliance and energy resolution are
necessary which are not possible to achieve with a laboratory X-ray source. Therefore,
such requirements led to the commissioning of synchrotron facilities. A schematic of the
key components of a synchrotron is shown in Fig. 3.7. Most of the synchrotrons can pro-
duce photons with wavelengths from infrared (700 nm) to hard X-ray (0.1 A˚) radiation
and the energy can be tuned according to the experimental requirements. The starting
point to create a synchrotron radiation is to produce electrons, usually by thermionic
emission; then the electrons are accelerated by a linear accelerator and then in a booster
ring, once the electrons have reached enough velocity, they are diverted to a storage ring
to produce synchrotron radiation. The acceleration and focussing of electrons inside the
storage ring is carried out by applying a strong magnetic field (> 1 T) from quadrapole,
sextapole and bending magnets along with a Klystron and radio frequency microwave
cavities.
Accelerated particles emit electromagnetic (EM) radiation (synchrotron radiation),
when it is accelerated close to the speed of light the emitted radiation is elongated result-
ing in a collimated beam in the direction of motion as shown in Fig. 3.7 (marked in the red
box). At certain regions of the storage ring there are bending magnets used to accelerate
the electrons towards the center to make a circular path. At these regions the electron
makes a curved path, resulting in the emission of synchrotron radiation tangentially to-
wards the beamlines. Inside the storage ring the radiation produced by the electrons is
polychromatic; monochromatic, high intense, coherent radiation can be obtained using
insertion devices; such types of devices include wigglers and undulators.
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Figure 3.7: Schematic representation of a synchrotron facility.
Undulators consist of a large number of magnets arranged in alternative polarity sim-
ilar to the schematic shown in Fig. 3.8. When electrons pass through an undulator,
they are subjected to a sinusoidal path over the entire length of the undulator, being
accelerated at every magnetic pole; this process leads to emission of radiation at each
curve of the sine wave resulting in a highly intense and coherent radiation produced in
the propagation direction. An undulator can be configured to produce fully polarized
coherent photons. One type of undulators where the polarization can be effectively con-
trolled are Advanced Planar Polarized Light Emitter (APPLE); a description of different
configurations of such undulators and the corresponding polarization produced is shown
in Fig. 3.8. A bending magnet also emits X-ray light, with different light polarizations at
different solid angles. However, the light obtained from a bending magnet is not coherent
and is less intense.
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Figure 3.8: APPLE undulators.
XMCD effect
The description of the XMCD effect described here is adapted from Ref. [108]. The con-
cept of magnetic circular dichroism in visible light was briefly introduced in the previous
section. Here we discuss X-ray magnetic circular dichroism, which describes the micro-
scopic origin of the magneto-optical effect due to the difference in absorption between
two different circular light polarizations at absorption edges [109] [110] [111]. Absorp-
tion edges correspond to changes in light absorption when the photon energy equals the
binding energy of core shell electrons, at which a sudden increase in the absorption of
X-rays occurs. An absorption process results in an electron transition from a core shell to
a higher energy state above the Fermi level. The electron transition from a lower energy
state to a higher energy state is determined by (i) transition probability given by the
Fermi’s Golden rule, which describes the probability of a transition from initial to the fi-
nal state, (ii) dipole selection rules which define the allowed and the forbidden transitions
in an absorption process. Similar absorption processes can also occur when using visible
light; however, with visible light, the asymmetry in the absorption is very small or non-
existent compared to X-ray absorption, since an excitation of visible light can result in
different electronic transition as it is not tuned to particular absorption edges. When an
absorption of X-rays is measured over a wide range of X-ray photon energies it is known
as an absorption spectrum. The X-ray absorption can be measured by three methods:
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Figure 3.9: (a) XAS of C+ and C− polarization indicating the dichroic effect at the
absorption edges. (b) XMCD spectra obtained from (a), by dividing the difference of the
difference and the sum of C+ and C− polarization. (c) Schematic of electron transition
of a magnetic material with different light polarization, the coloured region and white
region represent occupied and unoccupied states respectively.
1. by measuring the transmission of X-rays through the sample if the sample is thin
enough; 2. by measuring the drain current; or 3. by measuring the intensity of emitted
photons due to fluorescence. An example of the dichroic effect observed from the X-ray
absorption spectroscopy (XAS) of C+ and C− polarization obtained by measuring the
drain current at X-treme beamline for Pt/Co/Pt heterostructures is shown in Fig. 3.9(a).
The absorption spectra in the energy range from 770 eV to 825 eV is measured sepa-
rately for C+ and C− light polarization; at 779 eV and 788 eV corresponding to Co L3
and L2 edges respectively, one can observe a difference in the X-ray absorption intensity.
Fig. 3.9(b) shows the XMCD spectrum from which one can quantify the spin and orbital
moments of the atoms of the magnetic material using sum rules [112]. The L3 and L2
edge resonance energies result in excitation of 2p electrons to empty 3d states, which is
particularly suitable for measuring the magnetic properties of 3d transition metals, since
in these systems magnetism is determined by the 3d electrons. Similarly, for 4f magnetic
materials, energy corresponding to M shell binding energy can be used which results in
a transition from the M shell to f states.
The details of the derivation of the XMCD effect can be found in [108] [113] [114]; it
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can be described using a simple two step model. The p shell electrons have two energy
levels (p3/2 and p1/2) due to the spin orbit coupling, resulting in different total angular
momenta (J); which corresponds to the L3 and L2 edges. In the first step, a circular
plus polarized photon with angular momentum +qh¯ excites a p shell electron, with the
angular momentum transferred to the orbital angular momentum of the electron. The
change in the angular momentum changes the magnetic quantum number (mj = +J to
−J with integer steps). For the L3 edge it can be shown that the change in magnetic
quantum number can result in a transition probability of spin up electrons of 62.5 % and
spin down electron of 37.5 % as determined from the Fermi’s Golden rule and the dipole
selection rules. Similarly, for the L2 edge, the excitation probability is 25 % for spin up
and 75 % for spin down, schematic of the transition probability with light polarization is
shown in Fig. 3.9(c).
The second step in the XMCD process involves the transition to the final state at
the empty d-shell; magnetic materials (Co, Ni or Fe) have different density of states for
spin up and spin down electrons at Fermi level due to the exchange interaction. When
the density of spin up electrons are higher, a higher absorption of C+ light in L3 edge
follows, as it excites more spin up electrons, and in L2 edge the absorption will be less
with C+ light, as more spin down electrons are excited. The opposite effect occurs with
C− polarization, which explains the difference in the absorption at the L3 and L2 edges
with different light polarizations [Fig. 3.9(b)].
Similar to the Kerr effect, one can obtain the maximum XMCD effect when the X-ray
propagation vector is in the same direction as the magnetization; if the X-ray propagation
vector is orthogonal to the magnetization vector, there is no dichroism. The dichroic effect
varies as the cosine function of the magnetization direction and X-ray propagation.
3.4.1 Imaging magnetic domains using XPEEM
One can also perform spectro-microscopy, where a spatially resolved absorption spectrum
of the sample can be obtained. A schematic description of the XMCD spectra/image
obtained from a sample with different local magnetization acquired in a detector is shown
in Fig. 3.10.
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Figure 3.10: Schematic description of spatially resolved XMCD spectrum as a function
of local magnetic moment.
One such technique is X-ray photoemission electron microscopy (XPEEM) where one
can obtain a spatial resolution down to 30 nm [115]. Photoemission involves the excita-
tion of the sample using photons such as X-rays or UV light; after the absorption process,
an electron from a higher energy state fills up the core hole by emitting a photon (fluo-
rescence) or an Auger electron which in turn can produce secondary electrons [116] [108].
The Auger or secondary electrons are then extracted from the surface by applying a high
voltage from the sample towards the microscope. A schematic of the ELMITEC PEEM
is shown in Fig. 3.11. Once the photoelectrons are extracted from the sample, they pass
through a series of lenses for image magnification. The energy analyzer separates the
electrons according to their kinetic energy by making the electrons with high kinetic en-
ergy to make a larger curvature than the ones with lower kinetic energy, thereby reducing
the chromatic aberration. After the energy analyzer the final set of lenses directs the
electrons towards a micro-channel plate (MCP). A MCP is an electron multiplier de-
vice which amplifies the photoelectron signal. After passing through MCP the electrons
reach a phosphorus screen, and the light produced is imaged by a charge-coupled device
(CCD) camera. At the detector, one can obtain a magnified image of the sample from
the emitted photoelectrons and determine the local absorption from the image intensity.
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Figure 3.11: ELMITEC XPEEM set-up.
By using circular polarized light, one can obtain XMCD spectra (Fig. 3.10) or mag-
netic contrast images. For acquiring images, the photon energy is tuned to the L3 or L2
edge, and images with C+ and C− polarization are acquired separately; by performing
the mathematical operation (C+ - C−)/(C+ + C−) one can obtain the XMCD asymmetry
value of individual pixels, which corresponds to the projection of the local magnetization
with respect to the X-ray propagation direction. A magnetic contrast image obtained
using XPEEM is shown in Fig. 3.12.
Figure 3.12: Magnetic contrast image obtained from C+ and C− polarization.
In this thesis we employ XPEEM for characterizing the magnetic domains and spin
structure with sub 100 nm resolution in order to obtain a deeper insight of the magnetic
effects happening at nm scale. The X-ray characterization was performed at the Sur-
face/Interface: Microscopy (SIM) beamline [117] and at X-Treme beamline [118] at Swiss
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Light Source, Paul Scherrer Institut. All the XPEEM measurements in this thesis were
carried out at room temperature and under ultra high vacuum of < 10−10 mbar. The
XPEEM is equipped with high voltage power supply, and the sample holders have elec-
trical contacts and an electromagnet, making it possible to apply electric and magnetic
fields in situ [119]. Besides, the XPEEM is also suitable to perform time resolved pump
and probe characterization [120].
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Chapter 4
Exploration of strain mediated
coupling for high frequency
characterization
In this chapter we show the presence of strain mediated magnetoelectric coupling in
BaTiO3/Ni and BaTiO3/Co heterostructures using X-ray photoemission electron mi-
croscopy (XPEEM). We optimized the BaTiO3 deposition process and developed an
appropriate fabrication method compatible for XPEEM characterization. We observe
large changes in the magnetic spin structures in both Ni and Co structures. Despite the
presence of a coupling, the lack of reproducibility in the control of the magnetization
made the sample not suitable for time resolved characterization. In the last section we
propose ways to improve the sample quality and other possible strain mediated coupling
systems.1
1For this project, the BaTiO3 was deposited by Dr. Nicolas S. Bingham, Dr. Milan Radovic, Dr.
Stefan Muff and myself. The Lithography was carried out by Dr. Carlos A.F. Vaz and myself. The
XPEEM characterization was carried out by Dr. Carlos A.F. Vaz, Dr. Ludovic Howald, Mr. David
Bracher and myself. The atomic force microscopy characterization was performed by me.
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4.1 Strain mediated coupling in ferromagnetic/BaTiO3
heterostructures
Strain mediated magnetoelectric coupling provides a simple approach to control mag-
netism. In a well optimized system the changes in the magnetizition occur not just in
a few atomic layers of the interfacing ferromagnetic material but up to 20 nm thickness
or more. To realize a device with strain mediated coupling one requires a material that
can change its dimension with electric field in contact with a ferromagnetic material.
Many types of ferroelectric/ferromangnetic and piezoelectric/ferromagnetic exhibiting a
strain mediated coupling [47] exist, and it has also been demonstrated in micro-electro-
mechanical systems (MEMS) [121] [122]. Therefore, due to the simplicity in the sample
preparation, strain mediated coupling phenomenon can be a good starting point to per-
form high frequency characterization. Many studies have shown the presence of strain
mediated coupling with a ferroelectric being used as a substrate, which requires applying
high voltages (sometimes 1000 V) to create the necessary strain. Hence, performing high
frequency characterization in a ferroelectric substrate is difficult due to higher RC time
constant as mentioned in chapter 2. Therefore, we considered depositing the ferroelec-
tric films with the required thickness, the necessary rise time and cut off frequency. We
use ferroelectric BaTiO3 which has been extensively analysed, and capable of inducing
significant strain at the interfacing ferromagnetic material.
Ferroelectric materials have very high permittivity and possess a spontaneous po-
larization. The presence of spontaneous polarization is due to the arrangement of ions
within the unit cell. The application of the electric field move the ions and change the
cell structure, hence ferroelectric material also exhibit piezoelectric effects. Ferroelectric
BaTiO3, used in this thesis, has a perovskite structure with cubic unit cell, however, in
the polarized state, the unit cell is tetragonal as a consequence of the Ti ion displacement.
A schematic of a polarized BaTiO3 unit cell is shown in Fig. 4.1.
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Figure 4.1: Schematic of BaTiO3 in the unpolarized and polarized state.
In order to obtain the required ferroelectric/piezoelectic property, the deposited BaTiO3
has to be in a crystalline (perovskite) form, therefore it is necessary that the deposition
is made on a structurally similar substrate; we used perovskite SrTiO3 as our substrate
which has a comparable lattice constant as BaTiO3. It has been demostrated by first
principle calculation that a tetragonal phase of (001) oriented BaTiO3 can be stabilized by
the misfit strain with SrTiO3 (001) [123] [124] [125] [126] and a buffer layer of LaSrMnO3
before BaTiO3 deposition can improve the epitaxy.
Commercially available single crystal (001) oriented BaTiO3 substrate with ferroelec-
tric domains have spontaneous polarization in-plane (IP) direction, and with an OOP
electric field the IP polarization rotates IP by 90◦ or change from IP to OOP [57]. On
the interfacing ferromagnetic material, the (001) orientation provides a biaxial strain ()
in the a − b plane of ±1.1%. Therefore, for multiferroic structures with (001) oriented
BaTiO3 a bottom conducting electrode is required to form the capacitive structure, and
conducting perovskite such as LaSrMnO3 can be used. However, a thin LaSrMnO3 con-
ducting layer (about 20 nm) may have a large resistance, resulting in a large RC time
constant for high frequency characterization, while with any other metal the BaTiO3 may
not have the perovskite structure. To solve this issue, we use electrodes in the IP ge-
ometry such that the BaTiO3 can grow in between the electrodes forming the capacitive
structure and still maintain the crystallinity. However, an applied IP electric field on
(001) oriented BaTiO3 will not result in a similar strain at the interface as obtained by
applying an OOP electric field. Therefore, we considered to grow BaTiO3 in (110) ori-
entation. With the (110) orientation, the spontaneous polarization lies in-plane at [110]
or [011] direction, and with the application of an IP electric field; similar magnitude of
strain can be induced at the interface as in the case of (001) orientation. The values of the
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strain caused by deformation in different direction (∆ = [original dimension - modified
dimension]/original dimension) at the interface by (001) and (110) oriented BaTiO3 as a
function of change in polarization is summarized in Fig. 4.2 and Fig. 4.3, respectively.
Figure 4.2: Deformation created by the change in polarization at the surface of (001)
BaTiO3 orientation which can lead to an interfacial strain.
Figure 4.3: Deformation created by the change in polarization at the surface of (110)
BaTiO3 orientation leading to an interfacial strain.
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4.1.1 Fabrication of BaTiO3 heterostructures
SrTiO3 (110) substrates were purchased from CrysTec GmbH. The substrates were cleaned
with acetone and isopropyl alcohol before fabrication. The devices were fabricated using
a four step lithography process as shown in Fig. 4.4. In the first step we pattern the
electrodes by e-beam lithography, the thickness of Pt electrode is 50 nm and is deposited
by magnetron sputtering. The distance between the two electrodes is kept at 5 µm,
10 µm and 15 µm, exposing the SrTiO3 substrates for the BaTiO3 to grow in crystalline
form. In the second step, we deposit a 200 nm BaTiO3 continuous layer using pulsed
laser deposition at a substrate temperature of 700 ◦C, at a pressure of 10−4 mbar of
O2. Initial tests were performed to verify the stability of Pt structures on SrTiO3 with
temperature and we find that they were intact up to 900◦C. The laser fluence used is
2.3 J/cm2 and the repetition rate is kept at 3 pulse per second with the target BaTiO3
rotating at 10◦/s. Since the BaTiO3 also covers the Pt contact pads necessary for the
electrical contacts, the BaTiO3 on top of the contact pads is removed by scratching with
a diamond tip; in the third step we use e-beam lithography to pattern regions for the
metal contacts in the regions where BaTiO3 was scratched, consisting of 80 nm thick Au
deposited by thermal evaporation. In the last step we pattern the magnetic islands in the
middle of the Pt electrodes. On a single SrTiO3 substrate about 10 capacitive devices
were fabricated which were individually wire bonded to the XPEEM sample holder as
illustrated in Fig. 4.5.
Figure 4.4: Schematic of BaTiO3/Co heterostructure fabrication.
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Figure 4.5: Schematic of the final fabricated sample with BaTiO3/Co heterostructure.
The rise time of the lateral capacitive structure formed by Pt/BaTiO3/Pt with gaps
of 5 µm, 10 µm and 15 µm was found to be 3.3 ps, 1.6 ps and 1.1 ps respectively; keeping
the electrodes wide apart reduces the possibility of leakage current.
We have also considered a simpler fabrication step which involved growing a continu-
ous BaTiO3 film first on SrTiO3 and then carrying out the remaining fabrication process
mentioned before and summarized in Fig. 4.4. However, measuring such types of devices
in XPEEM resulted in many discharges due to the presence of sharp edges, damaging the
sample. Covering the electrodes with BaTiO3 resulted in less discharges and was better
suited for XPEEM characterization.
4.1.2 XPEEM characterization of Co/BaTiO3 and Ni/BaTiO3
The fabricated sample was then mounted on an XPEEM sample holder with electrical
contacts and an electromagnet used to apply magnetic fields in situ. The measurements
were carried out at room temperature and under ultra high vacuum (< 9 × 10−10 mbar).
Two different samples (i) Co (20 nm)/BaTiO3 and (ii) Ni (20 nm)/BaTiO3 were charac-
terized. Sequences of X-ray magnetic circular dichorism (XMCD) images were acquired
at the Co and Ni L3 edges, respectively, and averaged to obtain a better signal to noise
ratio. The elemental contrast and the initial XMCD image of the Co and Ni magnetic
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structures are shown in Fig. 4.6 and Fig. 4.7, respectively. We find that the magnetic
structures are unoxidized and have a multidomain state. Magnetic structures whose
lateral dimension is < 300 nm do not show any magnetic contrast, as their magnetic
moments fluctuate in the XMCD image sequence and appear with a grey contrast in the
averaged XMCD image.
Figure 4.6: XPEEM image of Co/BaTiO3 heterostructures: (a) Elemental contrast of Co
structures and (b) Respective XMCD image.
Figure 4.7: XPEEM image of Ni/BaTiO3 heterostructures: (a) Elemental contrast image
Ni structures and (b) Respective XMCD image.
Next, XMCD images were acquired at different applied voltages (±5 V,±10 V,±20 V)
to determine the changes in the magnetization with the electric field. The voltage was
ramped up slowly at a rate of 100 mV/s. We initially observed no changes in the mag-
netization with the applied voltage. Then, the ramping rate was increased to more than
500 mV/sec and at this time we observe changes in the capacitive devices irrespective
of the gap width (5, 10 or 15 µm) at +20 V. Figure 4.8 and Fig. 4.9 show the changes
in the magnetic spin structure with applied voltages for Ni and Co magnetic structures,
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respectively. We observe a change in Co and Ni magnetic configuration with sizes and
shapes ranging from > 3 µm to 500 nm with applied voltage. A 20 V applied across
10 µm thick BaTiO3 corresponds to an electric field of 2 MV/m. We find that at certain
regions the local magnetization can change by 180◦ as seen in the intensity profile plotted
as a function of applied voltage in both Fig. 4.8 and Fig. 4.9, suggesting a high level of
strain created by the BaTiO3. We find that the changes occuring in the magnetization
within a single magnetic structure is not uniform and vary between the structures. This
is different from the changes observed by Lahtinen et al. [57], Lo´pez Gonza´lez et al. [127]
or Buzzi et al. [59], where magnetic structures in a mono domain were present on a single
ferroelectric domain. Hence, it is possible that the ferroelectric domains in our sample
are spread randomly across the BaTiO3 layer as observed from piezoresponse force mi-
croscopy on BaTiO3(110) by Takao Shimizu et al. [128]. Therefore, it is possible that
the strain created by the BaTiO3 is not uniform, which in turn could result in random
changes in a single magnetic structure. Due to the lack of a conducting substrate the
sample cannot be used for piezoresponse force microscopy to characterize the ferroelectric
domain distribution. By reversing the applied voltage (-20 V), the magnetization did not
return to its initial state; we observe small changes in a few regions but the changes
were not significant as what was observed with +20 V. For example, small changes in
the magnetization when the voltage is reversed can be observed in the intensity profile of
Ni/BaTiO3 shown in Fig. 4.8. This indicates that the changes in the magnetization with
the applied electric field is probably due to (1) an electrostrictive effect created by the
BaTiO3 and not the ferroelectric or piezoelectric switching or (2) the magnetic structures
are pinned such that they cannot be modulated. To verify the surface roughness we
characterized the same sample with atomic force microscopy.
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Figure 4.8: XMCD images of elements of Ni as a function of applied voltage. The plot
represents the intensity profile of the black, red and blue dotted lines indicated shown on
the picture at different applied voltages.
Figure 4.9: XMCD images of elements of Co dots as a function of applied voltage. The
plot represents the intensity profile of the back, red and blue dotted lines shown on the
picture at different applied voltages.
From the surface roughness characterization (Fig. 4.10), we find that the surface of
the BaTiO3 is indeed rough, with a roughness rms value of over 10 nm, which is half
the thickness of the Co/Ni films; therefore it is possible that the magnetic structures are
pinned to the BaTiO3 layer which prevents the magnetization to change. Due to the lack
of a reversible process, the samples are not suitable for high frequency pump and probe
characterization.
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Figure 4.10: Surface topology of BaTiO3 of the sample whose XPEEM data is shown in
Fig. 4.6.
Discussion
Following these initial results, we carried out a detailed study on the sample preparation
in order to improve the quality of the surface roughness of BaTiO3 films. As a first step,
we checked the quality of the SrTiO3(110) substrate. From atomic force microscopy,
we find a smooth surface with some clusters of particles on the surface as shown in
Fig. 4.11. These particles are over 1 nm in height, therefore it is possible that such
particles interfere with the growth process. SrTiO3 substrates can be treated with HF
to obtain a smooth surface and this process etches SrO ions leaving a TiO2 terminated
substrate helpful for growing films with better crystallinity. The HF etching procedure
was predominantly followed to grow BaTiO3 on a SrTiO3(001) orientation and has not
been employed for growing BaTiO3 on SrTiO3(110) orientation. However, since our
BaTiO3 growth results in a high level of surface roughness, it is possible that the poor
surface quality of the substate is affecting the growth process, hence we carried out HF
treatment on (110) orientated substrate as well. For the SrTiO3 treatment, we followed
the protocol from Biswas et al. [129]. The process starts from cleaning the substrate using
acetone and isoproyl alcohol in ultrasound for 10 minutes each followed by cleaning with
demineralized water with ultrasound for 5 minutes. The substrate is then soaked with
buffered hydrogen fluoride solution (HF:NH4F + HNO3 = 1:7 vol.) for 30 s, followed
by annealing at 1000 ◦C under oxygen atmosphere for 2-3 hours. The surface of SrTiO3
(110) substrate before and after chemical treatment measured by atomic force microscopy
is shown in Fig. 4.11, where a clear difference on the surface topology and roughness can
be noticed; the treated substrate has a better surface with no large particles.
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Figure 4.11: Surface topology of SrTiO3 before and after etching with buffered HF.
In the next step we deposited the BaTiO3 layer by pulsed laser deposition on the
chemically etched SrTiO3 substrate using similar parameters as before. Figure 4.12(a)
shows the atomic force microscopy of the BaTiO3 surface grown on a HF treated SrTiO3,
where it is clear that the surface of BaTiO3 is different and much smoother than those
obtained without HF etching, with smaller grain size and a surface roughness rms of about
5 nm, although we still find some regions with larger particles as observed in the previous
sample (Fig. 4.10). With the new substrate treatment another sample was fabricated
using a similar procedure as mentioned above and from XPEEM analysis we still find
a lack of systematic control with the magnetization. Therefore, it is possible that the
problem is arising from the BaTiO3 deposition process or from the quality of BaTiO3
film itself and not from the substrate. In the next step we tried to optimize the BaTiO3
deposition process by varying the laser repetition rate, laser fluence, beam spot, substrate
temperature and chamber pressure. We find that a slower repetition rate and smaller
laser spot (diameter = 4-5 mm) on the target result in a much smoother BaTiO3 surfaces
[Fig. 4.12(b)]. One may anticipate that such films may result in a better magnetoelectric
coupling.
Figure 4.12: (a) Surface topology of BaTiO3 on HF treated SrTiO3 substrate. (b) Surface
of BaTiO3 grown on HF treated SrTiO3 with low laser fluence and smaller beam spot.
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4.2 Outlook and Future plans
For the last BaTiO3 films, the growth parameters were optimized without the Pt elec-
trodes, and to use such films, the electrodes would have to be made on the surface, making
the sample not suitable for XPEEM. Therefore, we propose other characterization meth-
ods and also other possible strain mediated coupling systems which can potentially be less
challenging. We propose the use of diffractive MOKE and/or Hall probe measurements.
The samples which were described in the previous sections consist of lateral capacitive
devices with a maximum gap of 15 µm, and containing in-between the magnetic struc-
tures of various sizes with IP magnetization; therefore performing longitudinal MOKE to
probe the IP magnetization will be challenging as it is difficult to separate the reflected
light from the magnetic structures for analysis. To overcome this issue, one can consider
a large array of similar magnetic structures which can result in a diffractive pattern from
the laser light reflection. However, we will again be limited by the small dimension of
the capacitor. Hence, a simple two electrode capacitive structure can be replaced by an
interdigitated capacitor structure, with arrays of magnetic structures in-between every
pairs of electrodes, which can result in a much simpler and distinct diffractive pattern
from reflected light. Similarly, one can also consider creating a wire-like magnetic struc-
ture from which the change in magnetoresistance can be measured, for example from
a saturated state to a multidomain state. Fig. 4.13 shows a schematic of such sample
design where one can measure both MOKE signal and magnetoresistance. Interdigitated
electrodes were also used by Foester et al. [30] to study dynamics of strain mediated
coupling by generating surface acoustic waves on a LiNbO3 substrate.
Besides investigating ferroelectric-ferromagnetic heterostructures, we suggest piezoelectric-
ferromagnetic heterostructures with AlN [60] or ZnO [61] as piezoelectric material, which
can also form a suitable device for high frequency characterization. The deposition of AlN
and ZnO is less complex and can offer more flexibility with the fabrication process. Even
though the piezoelectric strain created is smaller than BaTiO3, one can fabricate samples
with different connectivities and thereby increase the strain from different axis. Another
possible way to use such piezoelectric materials is in the form of micro-electro-mechanical
systems (MEMS). We propose a simple design which requires a low stress silicon nitride
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membrane as the substrate; these type of structures are already in use in microspeakers
and can oscillate at frequencies of a few hundreds of kHz [130] [131] [132] [133], which
can be enhanced further to reach higher frequencies. A schematic of a microspeaker-like
device with a magnetic structure is shown in Fig. 4.14, where the membrane can be bent
with an applied electric field. The bending is due to the electrostatic force between the
two electrodes lying on the top and bottom part of the piezoelectric layer. The displace-
ment of the membrane with the applied electric field can be as high as 10 µm, which can
result in a large strain on the ferromagnetic material. The use of silicon nitride membrane
provides the additional advantage of enabling one to characterize the magnetic material
using transmission methods.
Figure 4.13: Schematic of interdigitated capacitor with a ferromagnetic layer in between
the electrodes showing the diffractive MOKE signal and the measuring schematic of the
magnetoresistance.
Figure 4.14: Strain mediated coupling using a microspeaker device.
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In summary, we have fabricated artificial multiferroic heterostructures with Co and
Ni magnetic structures on BaTiO3 with magnetoelectric coupling. Due to the high level
of surface roughness a systematic control of the magnetization was not possible. How-
ever, by changing the pulsed laser deposition parameters, we were able to optimize the
growth process which could enable reproducible control of the magnetization. Further-
more, we have also proposed other systems such as piezoelectric/ferromagnetic or MEMS
devices to investigate strain-mediated coupling which can be less challenging than the
BaTiO3-ferromagnetic structures. In the next chapter we discuss the charge-mediated
magnetoelectric coupling mechanism and the possibility to perform high frequency char-
acterization.
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Chapter 5
Charge-mediated magnetoelectric
coupling in Si3N4 gated
ferromagnetic structures
This chapter describes the results of charge-mediated magnetoelectric coupling using
Si3N4 gated Pt/Co/Pt heterostructures using X-ray photoemission electron microscopy
(XPEEM). We observe a change in magnetic anisotropy in the form of domain wall nu-
cleation and a change in the rate of domain wall fluctuation as a function of the applied
electric field to the sample. We also observe the coexistence of in-plane and out of plane
magnetization in Pt/Co/Pt heterostructures in a region around the spin reorientation
transition whose formation is attributed to substrate surface roughness which is compa-
rable to the film thickness; with such domain configuration, we find that the in-plane
magnetization is more sensitive to the applied electric field than out of plane magnetiza-
tion. Although we find an effective magnetoelectric coupling in our system, the presence
of charge defects in the silicon nitride membranes hampers a systematic electrostatic
control of the magnetization. The text, figures and results described in this chapter are
adapted from [134].1
1The magneto-optic Kerr effect (MOKE) characterization, image analysis, sample preparation and
fabrication was carried out by me, the film deposition by Mr. Michael Horisberger and myself. The
XPEEM characterization was performed by Dr. Carlos A. F. Vaz, Mr. David Bracher, Mrs. Tatiana
Savchenko and myself. The X-ray transmission measurement was performed by me with the help of Dr.
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5.1 Coupling in Si3N4 and Pt/Co/Pt heterostructures
In chapter 2, we have introduced the charge mediated coupling phenomenon in ferro-
electric/ferromagnetic interfaces. However, the use of a ferroelectric comes with many
challenges, including the need for the growth of high quality ferroelectric films with good
electrical properties and smooth surfaces, since sharp and smooth interfaces are impor-
tant for large magnetoelectric couplings [135] [136]. We have also shown in the previous
chapter the difficulties involved in optimizing the growth process of BaTiO3 to obtain a
smooth surface. To overcome these issues, the ferroelectric can be replaced by a dielectric
whose growth process is simple and has been optimized. Although the permittivity of
dielectrics is typically smaller than that of ferroelectrics, sizeable magnetoelectric cou-
plings can still be found at the interface of ferromagnetic and various dielectric layers
(MgO [137] [138], Al2O3 [72] [64], GdOx [73] [74], ZnO [139] [61]) and also in dielectric
stacks [140] [64].
In this section, we present the existence of a magnetoelectric coupling in silicon ni-
tride membrane-gated Pt/Co/Pt heterostructures. The advantage of using silicon nitride
is that it can be produced as a thin membrane, with good surface and insulating proper-
ties. Furthermore, with better insulating properties, higher electric fields can be applied
that allow one to obtain charge modulations at the interface similar to that of high dielec-
tric or ferroelectric materials. Silicon nitride was also considered in electrically read only
memory or in flash memory devices and was proposed in 1967 [141]. Silicon nitride was
used as a charge trapping device to store information [142], therefore providing additional
motivation to investigate the possibility to combine magnetoelectric coupling in silicon
nitride gated devices and its charge trapping effects for future MRAM or memory devices.
We find that the cut off frequency associated with a 200 nm silicon nitride membrane was
around 1 MHz, therefore making it suitable for high frequency characterization. With
silicon nitride membranes one can perform transmission based X-ray measurements.
Pt/Co/Pt heterostructures are known to have a strong perpendicular magnetic anisotropy
(PMA) due to surface and interface induced anisotropy energy contributions [143] [144]
[145], whose strength can be modified by using electric fields [72]. To achieve a higher
Jan Dreiser, Dr. Micheal Studniarek and Dr. Nie´li Daffe´.
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sensitivity of the magnetic state to an applied electric field and therefore higher suscepti-
bilities, we consider here Pt/Co/Pt heterostructures with the Co thickness set to the spin
reorientation transition (SRT), at around 6 A˚, where a change in the magnetization direc-
tion occurs from out-of-plane (OOP) to in-plane (IP) [146] [147] [148] [149]. In addition,
thermal excitations may lead to domain wall (DW) fluctuations [150] [151]. Real time
DW fluctuations have been observed using XPEEM [152] [153], with an amplitude that
was found to vary with film thickness [152] and temperature [151] [154]. For example, the
rate/amplitude of DW fluctuation is higher near the SRT and becomes smaller away from
the SRT. In this work, by acquiring sequences of XPEEM images with time, we show that
we are able to control the anisotropy of the system electrostatically in Si3N4/Pt/Co/Pt
heterostructures, which is manifested in a control of the DW fluctuations, of the domain
configuration, and of the SRT. By increasing the Co thickness by about 0.5 A˚ around the
SRT, we observe the simultaneous presence of IP and OOP domains with a controllable
change in the domain pattern with the applied electric field. Finally, we show that the
presence of charge defects in the silicon nitride membrane and its negative impact on the
electric field control of the magnetic anisotropy.
5.1.1 Sample growth and characterization techniques
Silicon nitride membranes were used as a substrate and also as a gate dielectric to inves-
tigate the electric field control of magnetism in the Pt/Co/Pt system. High resistivity
and low stress silicon nitride membranes with thickness of 200 nm and window size of
500 × 500 µm2 and 1 µm thick membranes with window size of 1 × 1 mm2 were used.
Silicon nitride has a dielectric constant of about 7.5 and a band gap of 5 eV [155] and is
commonly used as an insulator in electronic devices. From atomic force microscopy, we
find that the membranes have a measured roughness value of 1.2 nm (rms) for 200 nm
membranes to around 3.5 nm (rms) for 1 µm thick membranes. Before metal deposition,
the membranes were cleaned in a piranha solution (H2O2 + H2SO4). The top electrode
Cr (3 nm)/Cu (80 nm)/Cr (3 nm) and the bottom electrode Cr (3 nm)/Cu (50 nm)/Cr
(3 nm) were deposited using thermal evaporation with a shadow mask. A layer of Cr is
deposited before and after Cu deposition to increase the adhesion to the membrane and
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prevent oxidation of Cu, respectively. At this thickness, the Cu layer does not strain the
membrane, which was confirmed by checking with an optical microscope, since a strained
membrane can be identified from folding at the edges. The Pt (10 A˚)/Co (6 or 6.5 A˚)/Pt
(15 A˚) layers are grown after the electrode deposition using magnetron sputtering with a
base pressure of about 10−7 mbar. We find that the SRT for this heterostructure grown
using our sputtering system occurs between 6 A˚ – 7 A˚ Co thickness. The bottom Pt
layer is kept at a small value of 10 A˚ in order to maximise the magnetoelectric coupling
effect and to protect the Co from contamination from any adsorbates on the silicon nitride
membrane (deposition of Co directly on silicon nitride membrane resulted in oxidation of
Co). Finally, reference marker structures for XPEEM made of Cr were patterned using
e-beam lithography. The final fabricated samples appear similar to the schematic shown
in Fig. 5.1(a).
The applied voltages are current-limited to 100 µA to avoid local sample heating. For
applied voltages of 10 V on a 200 nm thick membrane, a power of around 0.4 nW/µm2
and for a 1 µm thick membrane, a power of around 0.1 pW/µm2 were estimated. The top
electrode/surface of the sample is locally connected to the high voltage and the electric
field is applied from the bottom electrode; therefore, with applied positive electric fields,
the Pt/Si3N4 interface accumulates electrons. The experiments were carried out at room
temperature and under ultrahigh vacuum (<10−10 mbar). The samples were characterized
with MOKE [Durham Magneto Optics NanoMOKE3(R)] at room temperature.
5.1.2 Electric field control of domain wall fluctuations at the
SRT with PMA
Magnetic hysteresis curves of a Si3N4 (200 nm)/Pt (10 A˚)/Co (6 A˚)/Pt (15 A˚) het-
erostructure obtained using MOKE are shown in Fig. 5.1(b). We observe the presence
of a dominant PMA [143] [144] [145] [156] in the sample, as shown by the presence of a
square loop in the OOP geometry and a hard axis loop in the IP geometry. The presence
of a large coercivity and non-zero remanence in the IP hysteresis suggests that there exists
an IP component in the magnetization. Before XPEEM characterization, the sample was
saturated in a magnetic field of 4 kOe out of the plane. X-ray magnetic circular dichroism
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Figure 5.1: (a) Cross section of fabricated sample and measuring geometry, the blue
region corresponds to Si, yellow to the Si3N4 membrane, electrodes are shown in brown
and the tri-layer Pt/Co/Pt is present between the two top electrodes. (b) Longitudinal
and polar MOKE signal as a function of applied magnetic field for Pt/Co(6 A˚)/Pt. (c)
XMCD image of Pt/Co/Pt heterostructures measured at Co L3 edge (white contrast -
spin down, dark contrast - spin up). Figure adapted from ref. [134].
(XMCD) images were acquired at Co L3 edge. The initial domain pattern obtained from
XPEEM is shown in Fig. 5.1(c).
From sequences of XMCD images we find that reverse domains were slowly nucleating,
while fluctuations in the DW position in most parts of the imaged area could also be
observed. XMCD image sequences were acquired as a function of applied voltage at ±6
V, ±10 V and ±15 V. At ±6 V, we find a decrease in the rate of fluctuation of the
domain wall position. At +10 V we observe an increase in the DW fluctuation rate with
larger fluctuation amplitudes (about 1 µm) and a much faster nucleation of magnetic
domains (with an estimated DW velocity of about 0.15 µm/s). At -10 V we observe
less fluctuations and no reverse domain nucleation, i.e., the DW was stable as long as
the voltage was continuously applied. The control of the DW fluctuation rate confirms
the presence of a magnetoelectric coupling between the silicon nitride dielectric and the
Pt/Co/Pt. To understand further the control of the DW fluctuation as a function of
electric field, XPEEM image sequences were processed to quantify the rate of change in
the DW fluctuation rate and amplitude. The images are first corrected for drift, then
from individual images the DW position was extracted by using the Canny edge detection
method available in Matlab [157] [158]. After extracting the DW position from individual
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Figure 5.2: (a-b) Extracted domain wall summed over all images as a function of applied
voltages. The red regions represent regions which moved once or more than once and the
green regions are stable domain walls. The inset in the zoom-in image of the magnetic
domain marked in yellow box. The domains enclosed in white box is used for the analysis
and the zoom-in version is shown in Fig. 5.3. Figure adapted from ref. [134].
.
images, the images were summed to a single image, such that the regions where the DW
overlap show a higher intensity than the regions where it fluctuates.
Figure. 5.2 (a-e) shows the processed image sequences taken at different applied volt-
ages; the region marked in red represents regions where the DW moved once or more
in a twenty image sequence, while green regions represent stable DWs; one can notice
that at 10 V [Fig. 5.2(b)] and 0 V [Fig. 5.2(c)] there are more red regions than at -10 V
[Fig. 5.2(d)]. The inset in the images shows the state of a single domain (within the pur-
ple box) for different applied voltages, showing in more detail that at -10 V the domain
is very stable with no fluctuations while at +10 V a change in the shape of the domain
occurs together with an increase in the DW fluctuation rate. To calculate the displace-
ment of the DW in the image sequence, we calculate the relative change of the perimeter
of the same domain wall with respect to the first image in the sequence; a positive value
indicates nucleation and increase in size of the domain while a negative value corresponds
to domain shrinking. The perimeter is calculated to first approximation by summing the
number of pixels in the image, since the images with extracted DW have intensity ‘1’ in
the DW position, while the remaining part of the image has value ‘0’. The domain wall
perimeter provides information about how much the domain shape has changed from the
initial state and by how much per each image in the sequence. The domains enclosed in
the white box shown in Fig. 5.2(b) are considered for this analysis and the zoomed in
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image is shown in Fig. 5.3(a). The displacement of the DW, i.e. the change in perimeter
of the DW with time, is shown in Fig. 5.3(b) for 0 V, +15 V and -15 V; the horizontal
black lines correspond to the DW perimeter of the first image at the respective voltage.
We find that the perimeter of the DW at 0 V and 15 V fluctuates with a larger amplitude
and does not return to its initial state, indicating that the DW perimeter or the size of the
domain is increasing with time. For -15 V, we observe small fluctuations, predominantly
in the vicinity of the initial state, while the decrease in the perimeter of the DW from
the initial state indicates that the domains are shrinking with time.
Figure 5.3: (a) Sequence of domain wall fluctuations as a function of applied voltage, red
and green indicates that the region moved more than once and stable respectively. (b)
Domain wall displacement with time as a function of applied voltage of the domain wall
shown in (a). (c) Averaged domain wall displacement as a function of applied electric
field of the domain wall shown in (a). Figure adapted from ref. [134].
Figure. 5.3(c) shows the average change in DW perimeter acquired as a function of
the applied voltage, where it is clear that the positive electric field favors nucleation
and negative electric field favors reverse nucleation. The video of the DW fluctuations
as a function of electric field can be found in ref. [134]. Here, we also highlight the
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possibility that the bottom Pt layer can be polarized due to the presence of Co, therefore
the polarization is modulated at Pt layer by electric field which in turn can affect the
anisotropy in Co [159] [160] [161] [162] [163]. However, since the thickness of all the
layer combined is about 3.5 nm, one should consider the entire heterostructure as a single
magnetic system.
A single XMCD image in the image sequence is acquired in 20 s and from the DW
fluctuation rate, one can estimate the energy barrier (Eb) associated with the DW fluc-
tuations using an Arrhenius equation f = f0. exp[−Eb/kBT ], where f0 is an attempt fre-
quency (about 1.9 × 109 Hz) [164] [165], which is defined as the number of fluctuations
a spin undergoes before it flips, kB and T are the Boltzmann constant and temperature,
respectively, and the experimental frequency f is obtained from the same DW at zero,
positive and negative electric field. Using these values we obtain Eb about 0.61 eV for
zero and positive electric field, and Eb about 0.68 eV for negative electric field, which
corresponds to a change of about 10 % in the energy barrier height with the application
of 10 V (50 MV/m). The equivalent change in the Fermi energy can be calculated from
the charge modulation at the interface, Q = V.r0A/d, where r is the relative permit-
tivity, 0 is the permittivity in vacuum, A (500 × 500 µm2) is area and d (200 nm) is
the silicon nitride thickness, from which we estimate the number of electrons modulated
at the interface per unit area as about ±2.07 × 1012 e/cm2 and for number of electrons
modulated per atom of Co as ±0.9 × 10−3 e/atom. The latter could result in a change
of Fermi level (Ef = ∆N/DOS×dCo) by 0.2 – 0.7 meV, where DOS is density of states
of Co at the Fermi level, about 17.26 electrons/(atoms Ry spin) [166], and dCo is the
number of monolayers (1-3) corresponding to a Co thickness of 2 – 6 A˚. A similar value
was obtained by Maruyama et al. [64], which was enough to modify the anisotropy of a
few monolayers (1-3) Fe layer using MgO as gate dielectric. Therefore, in Pt/Co(6 A˚)/Pt
with PMA, with positive electric field and zero electric field, the anisotropy energy is
reduced, favoring the breaking down of the saturated domain into a multidomain state,
while a negative electric field increases the anisotropy energy and favors a mono domain
state, a result similar to that reported by Mantel et al. [140]. In order to rule out chemical
modification of the Co state with the electric field, we measured the X-ray absorption
spectra (XAS) of Co under the applied voltages, which are shown in Fig. 5.4(a). The
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Figure 5.4: (a) XAS obtained from XPEEM acquired from the regions shown in Fig. 5.2
as a function of applied voltage. (b) Zoom-in spectra of Co L3 edge shown in (a) as a
function of applied voltage. Figure adapted from ref. [134].
XAS indicates no significant changes in the L3 peak, such as formation of an oxide peak.
However, from Fig. 5.4(b), we find that the peak becomes narrower with a small shoulder
like feature away from the position of oxide peak (usually at 780 - 781 eV) for +20 V.
Similarly, for -20 V we observe broadening of the L3 edge. We attribute these changes
to the change in Fermi energy or modifications in the multiplet structures. The trend
consistent with what was observed in the average displacement of the DW with electric
field 5.3(b).
5.1.3 Electric field control of the magnetic state at the SRT
with coexisting IP and OOP domains
An increase in the Co thickness from 6 A˚ to 6.5 A˚ resulted in the presence of both IP and
OOP magnetization components, as seen in the MOKE data shown in the Fig. 5.5(a),
where we find a square hysteresis loop for both IP and OOP directions of the applied
magnetic field, with the coercivity for OOP direction (about 20 Oe) being higher than
that of the IP easy axis direction (about 10 Oe). We also see the presence of a uniaxial
in-plane anisotropy from polar plots of the IP coercivity, as shown in Fig. 5.5(b), hence we
cannot exclude the possibility that the easy axis is canted to certain OOP angle. Samples
with 6.5 A˚ Co thickness were grown simultaneously on both 1 µm and on 200 nm thick
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silicon nitride membranes. From XPEEM we find similar domain patterns for the films
grown on both membrane thicknesses, even though the surface roughness is different by
about 50%; here we show results for Si3N4(1 µm)/Pt (10 A˚)/Co (6.5 A˚)/Pt (15 A˚). We
performed electric field dependent MOKE measurements in both IP and OOP geometry
to verify the changes in the magnetic anisotropy. First, we discuss the IP MOKE data
as a function of electric field, shown in Fig. 5.5(c) as black squares; with the application
of +5 V we observe that the coercivity of the IP hysteresis loop changes by about 2 Oe,
then by removing the electric field the coercivity further reduces by 1 Oe, and with every
subsequent voltage excitation we observe a change in the coercivity. We applied several
cycles of voltages with different magnitude and find that the coercivity value tends to
reduce, with some fluctuations. The drop in the coercivity indicates that the IP easy
axis is changing towards a hard axis. During MOKE characterization we simultaneously
imaged the surface of the membrane using the Nano-MOKE microscope and found no
detectable straining of the membrane with the applied electric field. We also find that the
coercivity does not change when there is no electric field applied, as shown in Fig. 5.5(c)
as red squares; hence, we attribute the change in coercivity with electric field to charge
modulation at the interface. After 50 voltage cycles the coercivity changed from 10 Oe
to 1 Oe (a change of about 90%), reaching a hard axis behaviour, and further application
of voltage excitations leads to no further changes in the magnetic response; the initial
and the final hysteresis loop of IP geometry after applying 50 cycles of voltages is shown
in Fig. 5.5(e). Similarly, we find that the change in OOP hysteresis loop as a function
of applied voltage cycles was very small, with a change in coercivity of less than 2%, as
shown in Fig. 5.5(d). Therefore, based on the MOKE characterization, a sample with
both IP and OOP magnetization components can be manipulated by the electric field;
however, we find that IP magnetization is more sensitive than the OOP magnetization,
which we relate to the sensitivity of the magnetic state to the perpendicular magnetic
anisotropy at this Co thickness. Considering the roughness of the membrane substrate,
it is possible that the 1 nm thick Pt layer is not continuous, such that some regions of
the Co layer may be in contact with the membrane; these Co regions may have weaker
perpendicular magnetic anisotropy (more in-plane magnetization component) and see a
stronger effect from the electric field in the dielectric substrate.
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Figure 5.5: (a) MOKE characterization of IP and OOP geometry of Pt/Co (6.5 A˚)/Pt.
(b) Polar plot of the IP coercivity of Pt/Co (6 A˚)/Pt and Pt/Co (6.5 A˚)/Pt. (c,d) Change
in IP and OOP coercivity as a function of electric field pulse sequence, respectively (lines
are guides to the eye). (e) IP Hysteresis loops before and after the application of 50 voltage
cycles shown in Fig. 5.5(c). (f) OOP Hysteresis loops before and after the application of
16 voltage cycles shown in Fig. 5.5(d). Figure adapted from ref. [134].
To understand the magnetic domain structure, the sample was first demagnetized
using an in-plane AC magnetic field of about 15 mT and was imaged with XPEEM. We
observe irregular shaped domain patterns as shown in Fig. 5.6(a), with a lateral dimension
of the order of 1 µm. To verify the possible presence of IP and OOP magnetization, the
sample was rotated azimuthally with respect to the X-ray beam direction as shown in
Fig. 5.6(b). The XMCD effect is a magnetization vector dependent absorption process and
the intensity of absorption is given by I = α.M.cos(θ), where α is the X-ray propagation
vector, M is the direction of magnetization and θ is the angle between α and M ; the
incidence angle of X-ray in XPEEM is 16◦, which leads to a higher sensitivity to the IP
magnetization. When the sample is rotated [Fig. 5.6(b)], the intensity of absorption of
IP domains changes but not that of the OOP domains. The sample was imaged at 0◦ and
90◦ and the magnetic contrast images show regions where the magnetic contrast changes,
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corresponding to IP domains, and regions where the magnetic contrast remains constant,
corresponding to OOP domains. The latter are coloured in magenta in Fig. 5.6(a) and for
this particular state, it represents about 1% of the overall area imaged. This observation
confirms the coexistence of IP and OOP domains, which we attribute to the relatively
large surface roughness of silicon nitride membrane, comparable to the thickness of the
Co layer, and also possibly to a slight non-uniformity in the thickness of Co, which is
around the SRT. The origin of such spin structure is described in the next chapter.
Figure 5.6: (a) XPEEM image of Pt/Co(6.5 A˚)/Pt with IP and OOP domains where
OOP domains are marked as magenta. (b) The measuring geometry and the angle of
rotation with respect to the incoming X-rays. Figure adapted from ref. [134].
To learn more about the effect of the electric field in such a domain configuration,
XMCD images as a function of the applied voltage were acquired and are shown in
Fig. 5.7(a-l). We observe that the multidomain state gradually breaks down into smaller
domains with increasing applied voltage and eventually the domain size becomes smaller
than the microscope resolution. We observe the breaking down of domains to very small
domains in both directions of the applied voltages which is in agreement with the MOKE
data, which shows that the coercivity reduces with applied electric field in both positive
and negative direction. In the image sequence shown in Fig. 5.7(a-l), one can observe,
for positive voltages, that the transition from larger domain configuration to a very
small domain configuration occurs at 9 V while for negative voltages it occurs at -6.5 V.
Upon removal of the electric field we observe that the initial larger domain configuration
reappears [Fig. 5.7(l)], and we find that there are some small, but observable changes
in the IP domains while the OOP domains marked in magenta in Fig. 5.6(a) remain
unchanged. This result agrees with the MOKE data, where we saw changes only in the
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IP anisotropy. With 1 µm silicon nitride membrane and an applied voltage of about 10 V
(10 MV/m), for the charge carrier modulation and change in Fermi energy, we expect
a value to be lower by a factor of 10 compared to the 200 nm thick membranes. It is
unclear why we observe similar changes for both directions of the applied electric field.
Interface roughness could play a role, since the roughness of the substrate is comparable
to the film thickness, and in fact surface induced changes in spin concentration has been
demonstrated in Fe monolayers [167] and roughness induced band gap modification has
also been discussed in oxides [168].
Figure 5.7: Domain pattern as a function of applied voltage for Pt/Co(6.5 A˚)/Pt. Figure
adapted from ref. [134].
5.1.4 X-ray transmission characterization
We also performed transmission XAS to supplement the XPEEM data carried out at
X-Treme beamline. Spectroscopy characterization was performed on the sample grown
on 200 nm thick silicon nitride membrane [Si3N4 (200 nm)/Pt (10 A˚)/Co (6.5 A˚)/Pt
(15 A˚)]. The measuring geometry is shown in Fig. 5.8(a). The X-rays are set normal to
the sample surface and the absorption is measured by a photodiode placed behind the
sample. The electric terminals from the sample and photodiode are isolated and do not
interfere with the measured signal. The absorption was recorded in the photon energy
range from 750 eV to 820 eV covering both L3 and L2 edges of Co. The sample was
measured at normal incidence probing the OOP magnetization. To verify a change in
the magnetization, XMCD spectra were measured at a 50 mT magnetic field applied
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in the direction of the X-rays, which is sufficient to saturate the magnetization OOP.
XAS spectra were measured with C+ and C− polarization and the XMCD spectra is
calculated as (C+ - C− )/(C+ + C−). By applying the electric field, we see a clear change
in the XCMD spectra [Fig. 5.8(c)], indicating a change in the magnetic moment which is
consistent with the breaking down of domains which we observe in XPEEM (Fig. 5.7). A
maximum change of 33% was observed in XMCD L3 peak. Similar to MOKE data, we see
no direct relation with the applied electric field and the change in XMCD [Fig. 5.8(d)].
As observed in XPEEM, we find that the XAS of Co does not change significantly with
the applied electric field [Fig. 5.8(b)], and a shift in the peak energy or broadening of
peak was also not observed either, which we attribute to the lack of spatial resolution
as we average over the entire sample. Due to the lack of systematic control over the
magnetization, we were unable to perform time resolved XMCD characterization.
Figure 5.8: (a) Schematic of the transmission XAS measurement. (b) XAS for different
values of applied electric field. (c) XMCD for different values of applied electric field (d)
XMCD L3 peak as a function of measurement sequence.
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5.1.5 Dielectric characterization
Similar measurements were carried out in other Pt/Co/Pt heterostructures and we ob-
serve that most of the samples showed irreversible or random changes in domain configu-
ration or coercivity with the applied electric field. To better understand this behavior, we
characterized electrically the silicon nitride membranes by measuring the capacitance as
a function of frequency using an LCR impedance meter; the results are shown in Fig. 5.9,
where we find that the capacitance reduces with increasing frequency by almost a factor
of 4 from 100 Hz to 100 kHz and to be compared to the ideal, frequency-independent
capacitance of 86 pF (close to the value measured at 1 MHz, about 140 pF). At room tem-
perature, the relative permittivity of silicon nitride does not change with frequency [169],
hence, we attribute this effect to the presence charge defects/traps in the silicon nitride
membranes. Even though silicon nitride is considered to be a good insulating mate-
rial, the electrical and field effect properties can be affected by the deposition method,
stoichiometry and the presence of oxygen used to produce low stress membranes. Such
intrinsic defects result in the formation of charge traps [170] [171] [172] [173] [174] and
efforts are being made to reduce/control the charge trap density [175] [176]. Since the
mobility of carrier charges such as electrons is independent of the measuring frequency
and we measure a higher capacitance at lower frequency, it is likely that we are also
moving ions or possible vacancies in the Si3N4 with applied electric field along with the
electrons, as ionic mobility with electric field is lower than electron mobility. Therefore,
when an electric field is applied, we accumulate charges and/or ions at the interface and
in turn change the interfacial anisotropy. Upon removal of the electric field, a number
of charges remain trapped in the interface, pinning the Fermi level and the anisotropy in
the modified state; further application of electric field leads to further accumulation of
trapped charges at the interface and a new modification of the interfacial anisotropy in an
irreversible manner (within the time of measurement), which can be related to our obser-
vations in MOKE and XPEEM. Therefore, for a systematic control of magnetization, the
quality of the silicon nitride, especially the stoichiometry, should be taken into account
for gated devices. In fact, as silicon nitride was considered for electrically read-only and
flash memory devices [141], and also used as a charge trapping device to store informa-
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tion [142], it may be possible to combine magnetoelectric coupling in silicon nitride gated
devices and its charge trapping effects for future MRAM or memory devices. With defect
free membranes, we expect a better magnetoelectric coupling which can be used for high
frequency characterization and applications. Our result shows the importance of charge
defects in dielectrics that can significantly affect the magnetoelectric coupling, therefore
we perform electrical characterization using LCR meter on different dielectrics, and we
find that all dielectrics including stoichiometric S3N4 shows significant charge defects or
charge traps. A detailed description of the charge defects on dielectrics is described in
chapter 7.
Figure 5.9: Capacitance of silicon nitride membranes as a function of frequency. Figure
adapted from ref. [134].
In summary, we have demonstrated the presence of a magnetoelectric coupling in sil-
icon nitride gated Pt/Co/Pt heterostructures using XPEEM and MOKE. From XPEEM
we find that we can control the DW fluctuation rate and DW patterns using an elec-
tric field; in both cases we change the anisotropy of the system with an applied electric
field. We also demonstrate the coexistence of both IP and OOP magnetization compo-
nents which is attributed to surface roughness; in such systems, the IP magnetization is
found to be more sensitive to the applied electric field and the control in domain wall
pattern is systematic. Due to charge defects and charge traps hampering the system-
atic control in the magnetoelectric coupling, high frequency characterization cannot be
performed. Therefore, it is important that good quality silicon nitride membranes are
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used for gated devices. With optimized growth process, silicon nitride can be a potential
candidate as gate dielectric in magnetoelectrically coupled devices for future electric field
control MRAM or storage devices. In the next chapter, we investigate the magneto-
electric coupling in Si3N4 gated Ta/Co/Pt heterostructures with a net DMI and with a
possible presence of skyrmions and also discuss the origin of the presence of IP and OOP
domains.
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Chapter 6
Spin structures and magnetoelectric
coupling in Si3N4 gated Ta/Co/Pt
heterostructures
Interfacing magnetic materials with non-magnetic metals such as Pt with large spin orbit
coupling (SOC) results in an asymmetric exchange interaction at the interface due to
the Dzyaloshinskii-Moriya interaction (DMI) which leads to the formation of skyrmions
and topological spin structures. Until now, skyrmionic structures were only observed in
magnetic multilayer thin films with out-of-plane (OOP) magnetic anisotropy and there
are two types of skyrmions that have been experimentally observed, namely Bloch and
Ne´el skyrmions. Skyrmionic structures have never been observed on samples with in-
plane (IP) anisotropy. Here we demonstrate that, on a trilayer of Ta/Co/Pt thin film
with DMI, in combination with surface roughness, one can obtain an OOP spin structure
in a sample with IP anisotropy whose spin structure resemble the conventional Ne´el
skyrmion. By using X-ray photoelectron emission microscopy (XPEEM), we observed
OOP spin structures surrounded by IP spins, where the OOP spin structures have lateral
dimensions from 200 nm to 2 µm. Furthermore, we find that these spin structures can
be manipulated by electric fields similar to what was observed in the previous chapter,
through a change in the interfacial anisotropy and possibly DMI.1
1The sample preparation, fabrication, magneto-optic Kerr effect (MOKE) characterization, atomic
force microscopy was performed by me. XPEEM characterization was performed by Dr. Carlos A. F.
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6.1 Magnetic spin structures of Ta/Co/Pt
Ta/Co/Pt heterostructures with perpendicular magnetic anisotropy have a net DMI and
are known to form skyrmions [78] [177]. The origin of a net DMI in Ta/Co/Pt heterostruc-
tures is due to the asymmetric interface (in symmetric interfaces the DMI cancels out;
however, for a symmetric interface such as Pt/Co/Pt small magnitude of DMI can still
be present [178]). Skymions are usually present in samples with strong OOP anisotropy
and to investigate skyrmions in Ta/Co/Pt heterostructures, a multilayer structrue is
fabricated in order to obtain a strong perpendicular magnetic anisotropy. However, for
investigating the charge-mediated magnetoelectric coupling, we keep the thickness small
to maximize the magnetoelectric coupling effect. Until now skyrmionic structures in an
IP anisotropy systems have not been reported, this is because thin films with in-plane
anisotropy have Ne´el wall [84] and are expected to be non-chiral [77].
The coexistence of IP and OOP domains can be achieved by engineering the anisotropy
of the system through surface roughness [179] [180], or in a multilayer stack of IP and OOP
layer, where the OOP layer can induce an anisotropy in the IP layer through exchange bias
effect [181] [182] or by a dipolar coupling [77]. The presence of IP and OOP components
can also be observed in a single film at the spin reorientation transition (SRT) due to the
easy axis pointing at a 45◦ angle to the surface [183] [184]. In the following section we
show that OOP spin structures can be induced in dominant IP surrounding by DMI and
such domains with larger dimension can then be stabilized by a rough surface.
The sample preparation follows the same procedure described in the previous chapter,
except that the 1 nm Pt electrode interfacing the silicon nitride is replaced by 1 nm Ta
layer. The thickness of Co layer is set to 6.5 A˚. The sample was grown using magnetron
sputtering with base pressure of 10−7 mbar.
6.1.1 OOP spin structures in a dominant IP surrounding
The sample with Ta/Co(6.5 A˚)/Pt on Si3N4 was characterized with magneto-optic Kerr
effect (MOKE) to verify the anisotropy of the system. Figure. 6.1(a-b) shows the MOKE
Vaz, Mr. David Bracher and me. Codes for image reconstruction were developed by me with the help
from Dr. Carlos A. F. Vaz.
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Figure 6.1: (a-b) MOKE characterization and (c) XMCD image of Ta/Co(6.5 A˚)/Pt
heterostructure.
characterization results where we observe an easy axis hysteresis in the longitudinal
MOKE configuration and a hard axis hysteresis in the polar MOKE configuration, indi-
cating a favourable IP anisotropy in the system. We also measured the saturation magne-
tization (Ms) from SQUID (superconducting quantum interference device) magnetometry
and we calculated the anisotropy energy values using the equationKu = HsatMs/2−2piM2s
( ~H is applied OOP plane to the sample), where Hsat is the saturation magnetic field deter-
mined from MOKE; when Ku > 0, the easy axis points OOP, with the effective anisotropy
overcoming the shape anisotropy. We estimate for Ta/Co(6.5 A˚)/Pt, Ku(OOP) = -11.1 ×
106 erg/cm3 suggesting that the easy axis is still IP and the sample still has a strong OOP
anisotropy (shape anisotropy = 13.5 × 106 erg/cm3), however not enough to overcome
the shape anisotropy. By applying ~H in IP easy and hard axis we find the IP anisotropy
to be Ku(IP) = 1.26 × 105 erg/cm3.
Before XPEEM characterization, the sample was demagnetized using a 15 mT AC
magnetic field and XPEEM characterization was performed at room temperature under
ultra high vacuum (< 10−10 mbar). Fig. 6.1(c) shows the X-ray magnetic circular dichro-
ism (XMCD) image of the domain structure of a Ta/Co(6.5 A˚)/Pt heterostructure, where
we observe irregular shaped dark contrast domains in a white background.
To investigate the possible presence of skyrmions we rotated the samples with respect
to the X-ray propagation direction, as performed in the previous chapter to determine
the IP and OOP spins. If the dark contrast domains were Bloch type skyrmions, the
absorption within the structure should change when the sample is rotated with respect
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Figure 6.2: XMCD image of Ta/Co(6.5 A˚)/Pt acquired at different angles.
to the X-rays, while if the spin structures are Ne´el type skyrmions, the absorption in the
domain wall will change due to IP Ne´el wall as observed in ref. [115] [96]. Figure. 6.2
shows the XMCD images of the Ta/Co/Pt sample imaged at 0◦, 45◦ and 90◦ with respect
to the X-rays. From these images one can find that the majority of the regions change
magnetic contrast, indicating an IP magnetization, while certain dark contrast domains
encircled in red show no change in magnetic contrast indicating OOP magnetization;
we also find certain OOP domains with white contrast to remain unchanged at different
angles. From these observations it is clear that the domains which did not change the
magnetic contrast are not Bloch type skyrmion and at the same time since changes in
the domain wall cannot be resolved we cannot conclude whether the structures are Ne´el
type skyrmions. With the given anisotropy value, and keeping the exchange stiffness 1 ×
10−11 J/m [78] we obtain for the width of the domain wall (t =
√
A/Keff ) about 3 nm.
Nevertheless, even though the spin structure cannot be resolved to confirm the pres-
ence of skyrmions, it is clear that the sample shows the simultaneous presence of both
IP and OOP domains. In the previous chapter, we identified the presence of IP and
OOP domains by visual analysis, here, we perform a quantitative analysis of the images
(Fig. 6.2) to extract the components of the magnetization vector (Mx, My and Mz) from
each pixel and obtain a clear insight into these spin structures. To extract the magne-
tization components one needs to solve the angular variation of the X-ray absorption at
each pixel.
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Figure 6.3: Measuring geometry and magnetization vectors in polar coordinates.
The magnetization components can be expressed in polar coordinates (Fig. 6.3) as
Mx = M cos Φ sin θ,My = M sin Φ sin θ,Mz = M cos θ (6.1)
where θ is the polar angle and Φ is the azimuthal angle. Here M corresponds to the
intensity of individual pixels. The polarization vector can be written as,
~P = P (cosψ, 0, sinψ) (6.2)
where ψ is the incident angle of the X-rays (16◦), and the intensity at a pixel at different
angles is given by,
I0◦,45◦,90◦ ∝ ~Mx,y,z. ~P (6.3)
By solving the three linear equations derived from the above general expressions, one can
extract the magnetization components at each pixel. Before performing the analysis, the
images are corrected for drift and lens distortion; due to thermal fluctuations or domain
nucleation, some regions on the images are not considered for the analysis. The analysis
was performed using Matlab codes developed in-house [185]. The extracted vectors are
then converted into a format suitable to be visualized in the OOMMF micromagnetics and
Paraview software. After extracting the magnetization vector, the total magnetization
amplitude M = (Mx +My +Mz)
1/2 was analysed. If the domains were not moving with
time, M should be constant throughout the sample, however, due to the issues related
to the normalization and intensity fluctuations a 20% variation was allowed, and the
regions whose M value is within this margin is extracted. Figure. 6.4(a-c) shows the
zoom-in image of XPEEM images used for the analysis along with the reconstructed
image (Fig. 6.4) visualized with the OOMMF software. The reconstructed image shows
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Figure 6.4: Zoomed in XMCD images of the Ta/Co(6.5 A˚)/Pt heterostructure acquired at
different angles and the corresponding image of the reconstructed magnetization vector.
more accurately the regions which have perfect OOP spins as indicated by red and blue
colour, corresponding to spin up and down respectively. The OOP spin structures have
a lateral dimension varying from 200 nm to about 2 µm. To confirm that the OOP spin
structures are not created due to pinning sites, we imaged the same spot many times after
demagnetizing the sample and find new domain structure with different distribution of
OOP spin structures.
A series of samples with fixed Ta, Pt layer and different Co thickness varying from
3 A˚ to 10 A˚ were produced and characterized using XPEEM. The presence of simulta-
neous IP and OOP spin structures is observed from Co thickness of 5.5 A˚ up to 7-8 A˚.
At 10 A˚ thick Co all the domains were IP. The domain patterns acquired for different Co
thickness is shown in Fig. 6.5.
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Figure 6.5: XMCD images of Ta/Co/Pt with Co thickness from 5 A˚ to 10 A˚.
6.1.2 Effect on Magnetic field
To extract the DMI value of a skyrmion, magnetic field pulses are applied to the sample,
and based on the domain wall velocity the DMI value is extracted, this method is known
as symmetric bubble expansion method [178], and it is employed to find the DMI for both
Bloch type and Ne´el type skyrmions. However, with applied pulse magnetic field to our
sample, the changes in the domain wall was not observed. Therefore, we characterized
the OOP spin structure with applied DC magnetic field.
Effect of IP plane magnetic field
The IP magnetic field was ramped up in small steps up to 2 mT which is above the
coercive field (1.8-1.9 mT) of the Ta/Co/Pt sample, and XMCD images acquired at
0 mT and at 2 mT are shown in Fig. 6.6(a). With IP magnetic field of 2 mT the IP
magnetization on the sample rotated towards the direction of the magnetic field, which is
accompanied with a change in the OOP magnetization from spin up to spin down or vice
versa; this indicates that there is a coupling between the IP and OOP spins [a zoomed
in image is shown in Fig. 6.6(b-c)].
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Figure 6.6: (a) XMCD image of Ta/Co/Pt acquired at 0 mT and after applying 2 mT
of IP magnetic field. (b-c) Zoomed in image of 0 mT and 2 mT of the red square in (a);
the blue arrow indicates the direction of the IP spins and green circle indicates the OOP
spins.
This process was reproducible and the OOP spin always flipped when the IP spins
change. At sufficiently large IP magnetic field strength, the OOP domains rotate to
IP and do not reappear when the IP magnetic field was reversed. In the next step we
investigate the effects of the OOP magnetic field.
Effect of OOP plane magnetic field
An OOP magnetic field up to 2.5 mT was applied in small steps and the corresponding
XMCD images were acquired. From the XPEEM images shown in Fig. 6.7(a) we find
that the OOP magnetic field have no effect on the IP spins, however at 2.5 mT we find
almost all OOP spin structures change contrast from white to black.
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Figure 6.7: (a)XMCD images acquired at 0 mT, 2.5 mT and 0 mT. (b-g) XMCD images
of an OOP spin structure in Ta/Co/Pt as a function of OOP magnetic field.
Figure 6.7(b-g) shows a zoomed-in image sequence of OOP spins with OOP magnetic
field from -1.7 mT to 2.5 mT. When the magnetic field was in the direction of the
OOP spin orientation (at -1.7 mT), we find that the OOP spin structure remain largely
unchanged [Fig.6.7(b-c)]. However, by reversing the magnetic field we were able to change
the shape of the OOP spin structure and at about 2.5 mT, the OOP spin structure
flipped and remained in the same state until the magnetic field was removed. Then,
upon removal of the magnetic field, the OOP spin structure flipped back to its initial
configuration. This effect is reproducible and again confirms that the IP and the OOP
spins are coupled. The orientation of the OOP spins is dependent on the IP spins and the
OOP plane spins remain in the same orientation as long as the IP spins are unchanged
and change only by applying a IP magnetic field. Such behaviour suggest the presence
of a possible chirality between the IP and OOP spins.
6.1.3 Origin of such OOP spin structures
To understand the origin of the simultaneous existence of IP and OOP spin structures,
we consider the effect of roughness and the presence of DMI in the system. Therefore, we
make a comparative investigation on Pt/Co/Pt and Ta/Co/Pt heterostructures grown
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on smooth SiOx substrate with a roughness value rms of < 0.5 nm and on silicon nitride
membrane with a roughness value rms of over 1.2 nm. Figure 6.8 shows the atomic force
microscopy images and the roughness profile of SiOx substrate and Si3N4 membrane,
where a clear difference in the surface morphology and roughness can be observed.
Figure 6.8: Surface topology of (a) silicon nitride membrane and (b) silicon substrate.
(c) Roughness profile of silicon nitride membrane and of the silicon substrate.
After the deposition, the samples are then characterized using MOKE to determine
the magnetic anisotropy of the system. Figure. 6.9(a,b) shows the longitudinal and polar
MOKE characterization of Ta/Co/Pt on Si3N4 and on SiOx. We observe that the longitu-
dinal hysteresis on Ta/Co/Pt on SiOx is smaller than on Si3N4, and for the polar MOKE,
the hard axis has a saturation field of over 4 kOe in the Ta/Co/Pt grown on Si3N4 while
a saturation field of Ta/Co/Pt grown on SiOx is 2 kOe, which confirms that the system
has a stronger IP anisotropy on Si3N4. The samples were grown simultaneously, therefore
we attribute the difference in behaviour to the surface roughness.
Similarly, Fig. 6.9(c,d) shows the longitudinal and polar MOKE characterization of
Pt/Co/Pt on Si3N4 and SiOx; we find that the Pt/Co/Pt shows OOP anisotropy on SiOx
substrate and simultaneous IP and OOP easy axis hysteresis loop on Si3N4 substrate.
On the Si3N4 substrate, we observe that the coercivity of the IP easy axis hysteresis is
larger than the OOP easy axis hysteresis which further indicates that the rough surface
forces the system to have a strong IP anisotropy irrespective of the bottom metal layer
(Ta or Pt).
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Figure 6.9: (a,b) Longitudinal and polar MOKE characterization of Ta/Co/Pt het-
erostructure grown on Si3N4 and SiOx. (c,d) Longitudinal and polar MOKE character-
ization of Pt/Co/Pt grown on Si3N4 and SiOx. (e-f) XMCD image of Ta/Co/Pt grown
on (e) silicon nitride membrane (f) silicon substrate.
The sample was demagnetized and then characterized in XPEEM. Figure. 6.9(e,f)
shows the domain configuration of Ta/Co/Pt on Si3N3 and SiOx, where we find a similar
domain configuration with dark contrast OOP domain surrounded by bright contrast
domains from IP spins. By analysing the XPEEM image sequence, we find that the
OOP spin structures on SiOx are unstable due to thermal fluctuations while on Si3N4 the
structures appear more stable with no or less thermal fluctuations. We also find that the
size of the OOP spin structure on Si3N4 is comparatively larger than on SiOx. Applying
an IP magnetic field on the sample grown on SiOx resulted in similar behaviour such
that the OOP magnetization flipped when the surrounding IP spins rotate as shown in
Fig. 6.10, however the change in the OOP spins with OOP magnetic field could not be
resolved. The XPEEM data together with atomic force microscopy and MOKE confirms
that roughness induces an IP anisotropy and is necessary to stabilize larger dimension
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OOP spin structures as observed on samples grown on Si3N4. Since we also observe
the OOP spin structures on smoother SiOx substrate, therefore the formation of OOP
spin structure in dominant IP spins is attributed to the presence of DMI induced by the
asymmetric interface, and the surface roughness being a less critical factor. Similarly,
the strong coupling between the IP and the OOP spins observed when an magnetic field
was applied is also attributed to the presence of DMI as we observe the same effect on
smooth and rough surfaces.
Figure 6.10: XPEEM image sequence of Ta/Co/Pt on SiOx, where the OOP spin struc-
tures (indicated in red circles) flip from up to down depending the surrounding IP spins.
Next we make a comparison between the XPEEM images of Pt/Co/Pt and Ta/Co/Pt
heterostructures. Figure. 6.11(a-b) shows the domain structure of Pt/Co/Pt heterostruc-
tures for Co thickness of 6 A˚ and 6.5 A˚. The former have a dominant OOP anisotropy
with a labyrinth like domain structure, while the latter shows the coexistence of IP and
OOP spins; for Co thickness < 6 A˚ a strong OOP anisotropy with a monodomain state is
found. The Ta/Co/Pt series shown in Fig. 6.5, however, display a coexistence of IP and
OOP spins already at 5.5 A˚. The OOP spin structures on Ta/Co/Pt are much larger and
stable, while they are smaller in Pt/Co/Pt samples and observed only at a thickness very
close to the SRT. Taking these clear differences into account, it is clear that the presence
of DMI induced by the asymmetric interfaces is responsible for the formation of the OOP
spin structures. The Pt/Co(6.5 A˚)/Pt structures discussed in the previous chapter, have
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coexistence of IP and OOP domains despite having a symmetric interface. In this case
we attribute the formation of such spins structures to the combination of SRT, rough
surface and also to the possible presence of DMI, as symmetric interfaces can also have
a small non-zero DMI value [178].
Figure 6.11: XMCD image sequence of Pt/Co/Pt with Co thickness of 6 A˚ and 6.5 A˚.
Based on the XPEEM results, a DMI is required to have an OOP spin structure in
dominant IP spins. Therefore, it is possible that these spin structure can be skyrmionic
or topological in nature and may resemble a Ne´el skyrmion like structure. There are two
possibilities that such OOP spin structure can be formed, if the OOP spin structures have
Ne´el wall and spins are aligned as shown in Fig. 6.12(a) then the structure is topological
in nature with Q = +1/2, however, if the domain wall of the structure is similar to
Fig. 6.12(b), then the OOP spin structures are not topological. Micromagnetic simulation
in principle could help to address the nature of the domain wall.
Figure 6.12: Spin orientation of OOP spin structure in IP surrounding: (a) represents the
case with topological number as +1/2 and (b) represents the case which is non-topological.
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6.2 Electric field control of the magnetic spin struc-
ture
The previous section described the type of spin structure that can form in a Ta/Co/Pt
heterostructures grown on silicon nitride membranes. In this section we discuss the pos-
sibility of controlling such spin structures using electric fields. The ability to control
skyrmions and skyrmionic structures using electric currents has been demostrated [79],
however using electric field instead of electric currents can be more energy efficient and
is therefore of high interest scientifically and technologically. Previous studies have de-
mostrated that skyrmionic bubble stabilized under an applied magnetic field can be con-
tolled by an applied electric field using different gate dielectrics [23] [24] [25] [26]. Here,
we present the electric field control of the possible OOP skyrmion like spin structure
stabilized under no magnetic field using XPEEM. The measurement geometry for this
sample is same as that shown in the previous chapter. Here we show the results for
the Ta/Co(6 A˚)/Pt heterostructures. The domain configuration is similar to what was
observed in Ta/Co(6.5 A˚)/Pt, whose domain structure is shown in the previous section.
Figure 6.13: (a) XMCD image sequence of Ta/Co/Pt as a function of electric field. (b)
Electric field control of OOP spin structure indicated by the green box in (a).
Figure 6.13(a) shows the image sequence of the magnetic spin structures acquired in
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the voltage sequence of 0 V, 10 V and 0 V; from the image sequence, one can observe that
the application of 10 V resulted in the formation of a dark contrast IP reverse magnetic
domain covering half of the entire imaged area. In the regions where the IP reverse
domain nucleated we observe the OOP spins to flip (Fig. 6.13(a) marked in red square),
which suggests that the IP and OOP spins are still coupled. By removing the electric
field, we find that the domains structure reappears going to initial configuration with
some regions modified, a process which was found to be reproducible. We attribute the
changes in the magnetization to the modulation of interfacial anisotropy similar to what
was described in chapter 5, except we find larger changes in the IP magnetization, which
we attribute to the possible influence of DMI. While most of the OOP spins can only be
changed by changing the neighbouring IP spins, few OOP spin structures did respond
to the applied electric field with no change in the neighbouring IP spins. Figure 6.13(b)
shows a zoomed-in image sequence of an OOP spin structure marked in a green square in
Fig. 6.13(a), where the OOP spin structure is annihilated with the applied electric field
even when there is no change in the surrounding IP spins and reappear on the same spot
upon removal of the electric field. We attribute these changes in the OOP spin structure
to a change in the local anisotropy with the applied electric field and possibly DMI, as
described by Schott et al. [24]; more experiments and simulations are required to obtain
a quantitative estimate of the change in the DMI with electric field.
In summary, we have observed from XPEEM the simultaneous presence of IP and
OOP spin structures at room temperature and at zero external magnetic field. We find
that the formation of such spin structures is due to the presence of DMI and surface
roughness is less critical. Due to the presence of DMI, it is possible that such spin
structures are topological in nature. From magnetic field experiments we find that the
OOP and IP spins are coupled, such that the OOP spins can only be controlled by
changing the neighbouring IP spins. It appears that the OOP spins have a preferable
orientation which is dependent on the surrounding IP spins indicating the presence of
chirality. Finally we also demonstrated that such OOP spin structures can be controlled
by applying an electric field by changing the overall anisotropy of the system and possibly
the DMI. Our results suggest the possibility to engineer skyrmionic structures and their
sizes by specifically inducing roughness on the substrate.
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Chapter 7
HF characterization of dielectrics
In chapter 4 and 5, we showed that in strain- and charge-mediated magnetoelectric cou-
pling no systematic control of magnetization could be obtained due to the high surface
roughness and presence of charge defects, respectively, which prevented us to perform
high frequency characterization. Therefore, in this chapter we investigate the electrical
properties of different dielectrics and determine their potential for high frequency char-
acterization of magnetoelectric coupling in composite structures. We characterized the
dielectrics using an LCR impedance meter and vector network analyser as a function of
frequency and gate voltage. We find that the capacitance of all dielectrics, both sto-
ichiometric and non-stoichiometric, decreases with increasing frequency, suggesting the
presence of an additional capacitance due to surface oxides or interfacial traps. We also
find the presence of a negative voltage coefficient of capacitance in stoichiometric silicon
nitride membrane from 3 kHz to 1 MHz, due to which the capacitance reduces with the
applied gate voltage. Our results suggest that all dielectrics (Si3N4, MgOx, AlN, Al2Ox,
BaTiO3) could behave differently from the ideal dielectric at high frequency, therefore
the electrical properties at high frequencies of a dielectric should be determined before
considering it for a magnetoelectric coupling device for high frequency operation. 1
1The sample preparation and fabrication was done by me. The dielectric deposition was done by
Mr. Michael Horisberger, Dr. Laura Maurel Velazquez and me. The VNA measurements were carried
out by Dr. Marcus Gaspar and myself. The LCR measurements were performed by me.
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7.1 Charge defects and interfacial charge traps in di-
electrics
Charge defects are point defects in a dielectric material which arise due to the presence of
impurities or absence of an atom in the crystal lattice (vacancy). Such point defects can
be charged and can affect significanlty the transport properties, thermal diffusion rates,
trapping and recombination rates of electrons and holes [186]. Vacancies in general are
positively charged species similar to holes, however their mobility under applied voltage
is not similar to holes or any charge carriers. Vacancies are usually mobile at high
temperatures, however, in thin films, vacancies can be mobile with the application of a
large electric field [40]. Charge traps, on the other hand, are caused by the presence
of interfacial states between the conduction and valence band. Most often these charge
traps are present at the interface between a dielectric/semiconductor or dielectric/metal.
The charge traps can trap charges or ions. The presence of interfacial charge traps can
result in the modulation of the Fermi level or in pinning of the Fermi level [187]. For
semiconductor devices, such charge traps are removed by performing chemical, thermal or
plasma treatments. Vacancy charge traps have also been reported in dielectrics such as in
HfO2 [188], and it has also been shown that the presence of vacancies can also be a source
of induced charge traps [189]. In magnetoelectric devices the electrical properties of the
dielectric is often neglected or not properly characterized, as most of the characterizations
are performed using DC voltages.
Most multiferroic heterostructures are fabricated with the ferromagnetic material di-
rectly interfacing the dielectric/ferroelectric material. While most such composites show
a magnetoelectric coupling, the origin of such effect, whether due to charge modulation
created by the ideal capacitance or by the possible native oxide/ interfacial oxide or even
by the oxygen ion vacancy diffusion, is not differentiated. Such devices can indeed have a
large magnetoelectric coupling, but the magnitude of the coupling may decrease at higher
frequency as other charged particles such as ions or oxygen vacancies no longer influence
the coupling as they do not respond to high frequency excitations.
The interfacial oxides/states can be considered as an additional capacitor in the cir-
cuit which increases the overall capacitance of the system by modulating more charges
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along with the charges modulated by the ideal capacitance [187]. This phenomenon is
commonly observed at the metal-oxide-semiconductor interface, where applying a gate
voltage results in the formation of a dead oxide layer increasing the overall capacitance.
Such interfacial states can also exist inside the dielectric and not necessarily on the sur-
face. One way to identify such additional capacitance is to characterize the capacitance
of the device as a function of frequency, as explained in detail in the next section.
7.2 Characterization techniques
One type of capacitance vs frequency measurement used to characterize the interfacial
states is known as Castagne´–Vapaille method [190] which is widely used to characterize
interfacial states [187] [191] [192]. The principle behind this measurement is that, at
low frequency, the capacitance measured will be a combination of the ideal capacitance
(Cideal) without contributions from defects and the capacitance caused by the interfacial
states; at higher frequency, the interfacial states do not respond, resulting in the measured
capacitance to be only from the ideal term. Then the capacitance due to interfacial
charges can be calculated from the expression;
CIT = Cideal(
CLF
Cideal − CLF −
CHF
Cideal − CHF ) (7.1)
where CIT is the capacitance due to interfacial states, and CLF is the capacitance at low
frequency, CHF is the capacitance at high frequency. The value obtained here quantifies
the overall interfacial states in the dielectric and cannot discriminate the location, for
example, whether it is present on the surface or deep inside the material.
To characterize the capacitance with frequency we use an LCR impedance meter
operating in the frequency range from 20 Hz to 1 MHz and a vector network analyzer
(VNA) for the frequency range from 300 kHz to 100 MHz. The LCR and VNA measure
the impedance (Z) of the device. The working principle of LCR meter may vary between
instruments; a simple mesurement set-up may resemble a Wheatstone bridge with a
reference impedence from which the impedence of the sample is measured [193]. Similarly,
a VNA also measures the impedance of the material using transmission line theory, where
the impedance is measured in the form of a scattering parameter (S) which is analysed
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to extract the impedence (Z), from which other lumped elements including capacitance
(C) can be extracted [194]. The VNA is more sensitive than LCR meter, however a
VNA requires a more accurate and careful calibration to extract the correct value of the
capacitance (or other elements). Small details such as the length of the bonding wire can
result in a wrong measurement.
The LCR measurements were carried out using BK Precision model 895 and VNA
measurements were performed using Hewlett Packard model 8753B network analyser.
Prior to the measurements the instruments were calibrated using a reference sample
holder without the sample or the wire bonds.
7.3 Sample preparation
For characterizing silicon nitride, we used the samples that were characterized in the
previous chapters. As a reference, stoichiometric silicon nitride membranes with the
same dimensions (thickness 200 nm, area of the window, 500 × 500 µm2) were purchased
from Norcada Inc and a similar deposition process was performed to fabricate the top and
bottom electrodes. The low stress silicon nitride membrane and the stoichiometric silicon
nitride membranes both have a Pt/Co/Pt layer as one of the electrodes. Other dielectrics
which were prepared include Al2Ox, AlNx, MgOx deposited by reactive sputtering, and
BaTiO3 deposited by pulsed laser deposition. All the dielectrics except the silicon nitride
have a thickness of 50 nm and area of 300 × 300 µm2. The fabrication process is shown
in Fig. 7.1. In the first step we pattern the bottom electrode by e-beam lithography
with 15 nm thick Pt, since at this thickness the surface roughness of Pt is similar to the
bottom Si substrate and the resistance of the Pt layer is < 10 Ω. In the second step, the
dielectric was deposited at the center of the substrate. In the last step a 100 nm Cu top
electrode was patterned. The samples are then mounted on a sample holder (from the
PolluX beamline) which has a coplanar wave guide for electrical contacts, suitable for
high frequency characterization.
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Figure 7.1: Sample preparation process for dielectric characterization.
7.4 Capacitance vs Frequency
Figure 7.2 shows the C vs Hz dependence of different dielectrics measured using the
LCR impedance meter, where all the dielectrics show a similar trend of a decrease in
capacitance with increase in frequency. All dielectrics, except the stoichiometric silicon
nitride membrane, showed a change in capacitance by a factor of 4 or even by two orders of
magnitude between 20 Hz and 1 MHz. For Al2Ox and AlNx we find that the capacitance
is saturating at around 500 kHz and 100 kHz, respectively; for MgO the capacitance
starts to saturates at 100 kHz and for stoichiometric Si3N4 the capacitance starts to
saturate from 1 kHz. The capacitance of BaTiO3 and non-stoichiometric Si3N4 did not
saturate up to 1 MHz and we find that the capacitance continues to decrease further.
The capacitance value of all the dielectrics at 20 Hz and 1 MHz, the ideal capacitance,
and the interfacial states thus obtained are summarized in Table. 7.4, where we find
that stoichiometric silicon nitride has the lowest capacitance arising from the interfacial
charge traps, and the value of interfacial capacitance for other dielectrics are comparable
to the capacitance measured at low frequency. The interfacial capacitance for the other
dielectrics is significantly higher than the ideal value itself, suggesting a significant amount
of charge defects within the dielectric, as the contribution from the surface oxides to the
total capacitance is very small (about 6.14 pF as observed in stoichiometric membrane).
The presence of large charge defects is attributed to off-stoichiometry in the chemical
composition of the sample, as most of these samples are prepared by reactive sputtering.
Our results confirm the requirement for a stoichiometric dielectric so as to obtain a
consistent charge displacement at the interface at both low and high frequency range,
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required in a magnetoelectric device. In the next step we characterize the capacitance
variation with frequency at different bias voltages.
Figure 7.2: C vs Hz for different dielectrics measured using the LCR impedance meter.
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Dielectric  CLF (nF) CHF (nF) CIT (nF ) Ideal value (nF)
Si3N4 Stoichiometric 7.5 2.4 0.8 (saturates) 6.14 ×10−3 0.086∗
Si3N4 Non-stoichiometric 7.5 2.02 0.15 (saturates) 0.1 0.086
MgO 9.5 35.1 0.03 0.18 0.15
BaTiO3 100
# 12.4 0.72 8.6 1.59
AlN 8.5 10.4 nF 0.16(saturates) 0.69 0.13
Al2Ox 9.5 10.1 0.02 (saturates) 0.18 0.15
Table 7.1: Summary of capacitance values, CLF , CHF obtained from Fig. 7.2 together
with the ideal value and capacitance of interfacial states (CIT ). *The ideal capacitance
calculated may not be accurate as the silicon frame in stoichiometric membrane has low
resistivity, which means that the real area of the capacitor may not be 500×500 µm2.
#The dielectric constant is taken for amorphous BaTiO3 [195].
7.5 Capacitance vs Voltage
Figure 7.3 shows the capacitance vs voltage measured at different frequencies for stoi-
chiometric and non-stoichiometric Si3N4 membranes. For stoichiometric Si3N4 we find
that the capacitance decreases with both positive and negative applied voltage and is
consistent from 3 kHz to 1 MHz, while the non-stoichiometric Si3N4 show an increase
in capacitance with negative voltage and a decrease with positive voltage up to 50 kHz;
for frequencies > 100 kHz the capacitance no longer changes with the applied voltage.
For an ideal capacitor the capacitance should not change with applied DC bias voltage,
however, in an non-ideal case or a capacitor with a high dielectric constant, a change in
capacitance may be expected.
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Figure 7.3: C vs V at various frequencies for stoichiometric and non-stoichiometric silicon
nitride membranes.
The dependence of the capacitance on the applied voltage is given by the voltage
coefficient of the capacitor as [196] [197] [198]:
C(V ) = C(0) + βV + αV 2 (7.2)
where C(0) is the capacitance under zero bias, α and β are the quadratic or linear voltage
coefficients respectively, which vary for different materials. A positive quadratic value of
α is due to ionic polarization arising from induced dipoles, while a negative α is due
to the orientation of the permanent dipoles [198]. A positve α results in an increase in
capacitance with applied electric field in both directions and the opposite occurs with
negative α value. For capacitive devices, it is important to have α close to zero as
possible; although such values can be obtained in low dielectric constant materials, for
high dielectric constant material, obtaining a zero value for α is difficult. A negative
value of α has been observed in SrTiO3 [197] and SiO2 [199], which have been proposed
to be used in combination with positive value α material to bring the overall α to zero.
As the next step we fit eqn.(7.2) with C-V measurement, fit performed for the stoichio-
metric membrane is shown in Fig. 7.4, where we were not able to obtain a perfect fit for
the curve even though the stoichiometric silicon nitride membranes show a trend with a
negative value of α. This behaviour is different from what was reported in [197] [199] [198]
and the origin is unclear.
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Figure 7.4: Normalized capacitanve vs V at 1 MHz and the fit using capacitance voltage
coefficient represented in eqn.(7.2).
The fit performed for non-stoitiometric Si3N4 is shown in Fig. 7.5; from the fit we find
a small and negative value of α and β, however a perfect fit can be obtained by introducing
a third cubic term χV 3 in the polynomial. We attribute such behaviour to the possible
presence of ionic or vacancy movements in the capacitor, which accumulates and depletes
from the interface resulting in an increase or decrease in capacitance which are not taken
into account in eqn.(7.2). A low stress Si3N4 membrane has a significant concentration
of oxygen, which is introduced in the deposition process to make the surface flat (as
highlighted in chapter 5), therefore it is possible that oxygen vacancies are influencing
the capacitance leading to a non-linear behaviour [197]. We expect the bottom side of
the membrane to have more oxygen vacancies due to its exposure to the chemical etching
process (using KOH), which could be the possible reason for the asymmetric behaviour,
for example at ±5 V where an equal and opposite change in capacitance was not observed.
An important observation here is that at higher frequencies, the capacitance behave as a
perfect ideal capacitor with no change in the capacitance with electric field.
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Figure 7.5: Normalized capacitanve vs V at 10 kHz of non-stoichiometric Si3N4 and fits
to the data indicated by red and blue dotted lines. The fit shown in red line include first
(β) and second (α) order coefficients and the blue line is fitted with first (β), second (α)
and third (χ) order coefficients.
7.6 Characterizing charge traps
In the previous two sections, we understood how a capacitance can change at high fre-
quency. However, in chapter 5, we observe that the charge accumulation is occurring
in a single direction causing a non-reversible change in the interfacing magnetization.
Therefore, as a next measurement, we verify the capacitance variation with the voltage
cycles. Figure 7.6 shows the results of the capacitance measurements for stoichiomet-
ric and non-stoichiometric silicon nitride membrane with the applied voltage sequence,
shown as blue squares. For non-stoichiometric silicon nitride membranes at 1 kHz we
find a non-systematic behaviour in the capacitance with applied voltage. At 7 kHz, we
observe a systematic of capacitance with voltage cycle. Besides this, we also observe
that the capacitance is reducing at all the points measured at 0 V marked in red arrows
(a change of 20 pF) and does not appear to increase after 20 voltage cycles, which is
in agreement with the continuous decrease in the coercivity in Si3N4 gated Pt/Co/Pt
with applied voltage cycles which is attributed to the continuous accumulation of charges
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at the interface (shown in Fig. 5.5); at lower frequency, with the possibility of oxygen
vacancy mobility, we can expect large changes in the capacitance. At 1 MHz we see
no change in the capacitance with the applied voltage, which indicates no mobility in
vacancies and at the same time the absence of the capacitance variation with voltage.
Figure 7.6: C vs V for different voltage cycle and frequencies for stoichiometric and
non-stoichiometric membranes.
For stoichiometric silicon nitride membranes, we observe a consistent behaviour of the
change in capacitance with applied electric field from 1 kHz to 1 MHz (Fig. 7.6). We also
find a change in capacitance of about 10 pF from the initial and final applied voltage at
7 kHz and even at 1 MHz. We attribute this effect to the presence of electron charge
traps, which are well known to occur in Si3N4. In summary, we find that the capacitance
95
decreases with voltage cycling, in both stoichiometric and non-stoichiometric membranes;
for the stoichiometric membrane we attribute this effect to the electron charge traps as
we can observe this effect even at higher frequencies, while for the non-stoichiometric
membrane we attribute it to the impurities and oxygen vacancies.
7.7 Capacitance characterization using vector net-
work analyzer
To characterize the capacitance at frequencies higher than 1 MHz, we employed a VNA.
Figure 7.7 show the C-f characterization measured using the VNA. From the plot we
find that the capacitance values are higher than what was measured with the LCR me-
ter at 1 MHz, which we attribute to mis-calibration, and/or presence of bonding wires
connecting the holder and the sample which is also contributing to the overall impedance
measured with the VNA. In LCR measurements, we find that the capacitance is saturat-
ing already at frequency in the order of kHz, however, in VNA measurements we observe
the capacitance to reduce even after 1 MHz. Therefore, it is possible that the inductive
impedance (XL) is interfering with the measured impedance (Z) at higher frequencies.
New sample holders and a better calibration kit is required to obtain a more reliable
characterization.
Figure 7.7: C vs Hz for different dielectrics using VNA.
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In summary, we have analysed the C-f and C-V characteristics of six different di-
electrics and we find that interfacial states are present in all of them. The presence of
interfacial states in stoichiometric dielectrics may be due to the possible surface contami-
nation, however for non-stoichiometric dielectrics we attribute the formation of interfacial
states to intrinsic charge defects as well as surface contaminants. The second issue that
may arise at high frequency, is the capacitance dependence on applied voltage, such that
a dielectric even if it is stoichiometric can have a varying capacitance with the applied
voltage. For stoichiometric silicon nitride membrane we find a change of about 200 pF
with 5 V. Therefore, the C-V characteristics need to be measured to verify the suitability
of the dielectric for high frequency voltage dependent applications. Finally, from voltage
cycle measurements, we find the capacitance to decrease with voltage cycles; for stoichio-
metric silicon nitride membranes we attribute this effect to the presence of electron charge
traps, while for non-stoichiometric membrane this effect may arise from a combination
of vacancies and charge traps. Our results highlight the importance of high frequency
characterization of dielectric for use in magnetoelectric coupling devices.
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Chapter 8
Summary and Outlook
For many years, the presence of a magnetoelectric coupling in different artificial multifer-
roics have been demonstrated, however, only recently has their high frequency characteri-
zation been given importance. Until now most of the high frequency characterization was
still performed in systems containing ferroelectric or pizoelectric substrates which have
low time response, and high frequency characterization of magnetoelectric couplings on
small size devices has still not been realized. Such small structures can become a good
starting point to make devices for applications. Artificial multiferroics can be a suitable
alternative for many applications in storage devices or sensor devices, however, there
are many challenges that need to be overcome to make these viable systems to work at
fast time scales similar to other silicon based electronics. In this thesis, we have found
methods to fabricate multiferroic devices which can be used to test the high frequency
characteristics. However, we conclude that the magnetoelectric coupling is hindered in
the systems investigated by the presence of many material related defects, especially
arising from the ferroelectric and dielectric components.
In chapter 4, we fabricated Ni/Co on BaTiO3 heterostructures to form a strain-
mediated coupling devices with a short capacitive rise time and suitable connectivity.
Despite the presence of magnetoelectric coupling, a systematic control of magnetization
was not possible due to the large surface roughness from the BaTiO3. After many trials
of adjusting the growth parameters, we achieved a better surface roughness on BaTiO3
films grown on SrTiO3. We expect to have a better magnetoelectric coupling in the opti-
mized BaTiO3 film with better high frequency performance. We also proposed alternative
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systems to investigate high frequency characterization using piezoelectric/ferromagnetic
and MEMS type devices.
Similarly, in chapter 5, we fabricated a charge-mediated coupling device using a com-
mercially available silicon nitride membrane and Pt/Co/Pt heterostructures. Silicon ni-
tride can be scaled down and small size magnetoelectric coupling devices can be made.
We demonstrate the presence of a magnetoelectric coupling which is manifested in the
form of electric field dependent domain wall fluctuations and domain wall nucleation. In
addition we find the presence of OOP spin structure with dominant IP surrounding, as
described in chapter 6. The formation of such spin structures is attributed to the pres-
ence of DMI and the stabilization of such spin structure is ascribed to the large surface
roughness. A Ta/Co/Pt heterostructure with a net DMI has more density and relatively
more stable OOP spin structures in a dominant IP surrounding than Pt/Co/Pt. We were
also able to control the OOP spin structures by modulating the interfacial anisotropy in
turn changing the overall anisotropy of the system. The low stress silicon nitride have
a large concentration of oxygen, which is introduced during the deposition process to
reduce the stress. As silicon nitride is known to have a large density of charge traps,
and are enhanced with the presence of possible oxygen ion vacancies, which we identified
from the capacitance vs frequency measurements. The presence of charge traps could
still lead to a magnetoelectric coupling, however the changes in the magnetization was
unidirectional and could not be reversed.
Since the lack of chemical stoichiometry can result in a large concentration of charge
traps, in chapter 7, we characterized different dielectrics which have a potential to be used
in multiferroic devices. Many multiferroic devices with identical dielectrics have shown
the presence of magnetoelectric couplings, however, the origin of the charge modulation,
whether it is from carrier charges, or vacancies or ions are not differentiated. Our result
suggest that all the dielectrics studied here (Al3Ox, AlN, MgOx, BaTiO3, Si3N4) have a
significant amount of surface oxides and interfacial states which respond at low frequen-
cies but not at high frequency. Therefore, besides the requirement for a stoichiometric
dielectric, it is important that the surface of the dielectric is cleaned before metal depo-
sition. For non-stoichiometric dielectrics, we find that the presence of both defects and
vacancies affect the electrical properties. Although the stoichiometric silicon nitride show
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less charge defects, we find that the dielectric can change with the applied voltage due to
voltage dependent capacitance coefficient.
In conclusion, we have fabricated samples for strain- and charge-mediated magneto-
electric coupling suitable for high frequency characterization. We were unable to perform
high frequency magnetoelectric dynamical characterization due to issues related to the
ferroelectric and dielectric components. As the next step, more focus should be given
to the sample deposition and fabrication process. The dielectric deposited should be
chemically stoichiometric and at the same time with good electrical properties at high
frequency. The presence of surface oxides or interfacial states can be reduced if the
dielectric and the ferromagnetic material is grown in a single step without the sample
being taken out to ambient atmosphere, or cleaned in situ by a plasma before depositing
the ferromagnetic layers. We expect the stoichiometric Si3N4 to produce reproducible
changes in the magnetization and be suitable for time resolved characterization. For
strain mediated coupling, especially when using ferroelectrics, surface roughness has to
be characterized, which should also be followed by electrical characterization. In addition,
piezoforce microscopy characterization can be essential to check the ferroelectric nature
of the film. New designs and sample fabrication methods should be considered for a large
and effective strain-mediated coupling. A full dielectric/ferroelectric characterization
need to be carried out before it can be considered for magnetoelectric coupling devices.
With well characterized dielectrics and ferroelectrics, high frequency characterization of
magnetoelectric coupling is not far from reach.
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