A. In general, Lagrangian Floer homology HF * (L, φ H (L)) -if well-defined -is not isomorphic to the singular homology of the Lagrangian submanifold L. For arbitrary closed Lagrangian submanifolds a local version of Floer homology HF
In general, Lagrangian Floer homology HF * (L, φ H (L)) -if well-defined -is not isomorphic to the singular homology of the Lagrangian submanifold L. In [Flo89] and [Oh96, section 3] a local version of Floer homology HF loc * (L, φ H (L)) has been developed which is isomorphic to singular homology. This construction assumes that the Hamiltonian function H is sufficiently C 2 -small and the almost complex structure involved is sufficiently standard. Under these assumptions an isolating neighborhood of L exists and only Floer trajectories staying inside the isolating neighborhood are considered. In other words local Floer homology is a C 2 -small perturbation of Morse homology.
In this note we develop a new construction of local Floer homology which works for any (compatible) almost complex structure and all Hamiltonian function with Hofer norm less than the minimal area of a holomorphic disk or sphere. Under these much weaker assumptions an isolating neighborhood does not exist, in general. Instead we find a concrete and geometric criterion to single out an appropriate set of Floer trajectories. Moreover, this criterion enables us to give direct compactness proofs for the moduli spaces involved in the construction.
The assumptions on the Hamiltonian function for this constructive approach to Floer homology are optimal. Furthermore, they place local Floer homology is the realm of Hofer's geometry on the group of Hamiltonian diffeomorphisms. 
Remark 1.2.
• We denote by d H (·, ·) Hofer's metric on the group Ham(M, ω) of Hamiltonian diffeomorphisms. The statement of the theorem should be read as follows:
• The assumption ||H|| < A L is sharp, as the example S 1 ⊂ C shows. That is, there exist Hamiltonian functions H with Hofer norm exceeding A S 1 such that the time-1-map φ H displace S 1 from itself:
• It is apparent from the definition of Hofer's norm that there are Hamiltonian functions H with arbitrarily large C 2 -norm satisfying ||H|| < A L .
• Theorem 1.1 immediately recovers Chekanov's theorem [Che98] asserting that (i) the displacement energy e(L) of the Lagrangian submanifold L is at least as big as the minimal area of a holomorphic disk or sphere:
is defined explicitly (see definition 3.1). Let us very briefly sketch the construction of local Floer homology according to [Flo89] and [Oh96, section 3] . In these articles it is proved that for sufficiently small Hamiltonian perturbations of the Lagrangian submanifold L there exists a so-called isolating neighborhood U, which gives rise to a clear distinction of the set of perturbed holomorphic strips. We recall that counting zero-dimensional families of such strips defines the boundary operator ∂ F in the Floer complex. The distinction of strips is based on the fact that either strips stay inside a compact subset of U or they leave the closure U. This leads to a definition of a new boundary operator by counting only those perturbed strips which lie inside the neighborhood U of L. In [Flo89, Oh96] it is proved that the new boundary operator is well-defined and the homology of the new complex equals the singular homology of L.
The construction of local Floer homology of a Lagrangian submanifold L relies on the existence of an isolated neighborhood. The existence of such a neighborhood is proved in the aforementioned articles (arguing by contradiction) for sufficient C 2 -small Hamiltonian function and for compatible almost structures which are sufficient C 1 -close to the Levi-Civita almost complex structure defined in a Weinstein neighborhood of L.
In section 3 we construct local Floer homology under the sole assumption that the Hofer norm of the Hamiltonian function H is less than the minimal energy A L of a holomorphic disk or sphere, that is, ||H|| < A L (and without any further requirements for the compatible almost complex structure).
We specify a subset P ess L (H) ⊂ P L (H) of the set of Hamiltonian cords. Moreover, for x, y ∈ P ess L (H) we define a subset M ess L (x, y) of the moduli spaces M L (x, y; J, H) of perturbed holomorphic strips (cf. section 2.1). The moduli spaces M ess L (x, y) are compact (up to breaking) given that x, y ∈ P ess L (H). Let us point out that a priori it is not clear (to us) whether the set P ess L (H) actually is non-empty. The above theorem proves a posteriori that #P ess 
We define the minimal Maslov number N L of L as the positive generator of the image of the Maslov index µ Maslov (π 2 (M, L)) ⊂ Z. We set N L = +∞ in case µ Maslov vanishes. The minimal Chern number N M of M is defined analogously. Furthermore, we denote by A L the minimal area of a non-constant holomorphic disk with boundary on L or of a non-constant holomorphic sphere in M, where area refers to the integral of the symplectic from ω over the disk resp. sphere.
For a Hamiltonian function
Let us explain some notions. First, X H is the (time dependent) Hamiltonian vector field generated by the Hamiltonian function H :
is often taken to generate a chain complex. There is a one-to-one correspondence between P L (H) and this subset by applying the flow φ t H to an intersection point. Furthermore, in either approach the Hamiltonian function H is required to be non-degenerate meaning that L ⋔ φ H (L).
The Maslov index defines a grading on P L (H), which is only defined modulo the minimal Maslov number N L and up to an overall shift. Let us briefly recall the construction of the grading.
Given two elements x, y ∈ P L (H) we choose a map u :
According to [Vit87, Flo88b] 
We artificially set µ(x 0 ) := 0 for a fixed x 0 ∈ P(H) and define the degree µ(y) := µ(y, x 0 ) ∈ Z/N L for all other y ∈ P L (H). Assigning index zero to another element in P L (H) leads to a shift of the degree. Therefore, by this procedure we define a mod N L grading on P L (H) up to an overall shift.
In what follows we fix the shifting ambiguity.
where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1 and
, is a family of compatible almost complex structures on M. Analogously, we set
By standard arguments in Floer theory it is easy to show that for generic choices of the Hamiltonian function and the almost complex structure the moduli spaces M(H; x) and M(x; H) are smooth manifolds. Moreover, since a solution d x respectively e x has finite energy, by removal of singularity there exists an continuous extension d x (−∞) and e x (+∞), respectively.
To fix the shifting ambiguity of the grading µ we require that the dimension of the moduli spaces M(H; x) is given by µ(x) mod N L . Equivalently, we could demand that the space M(x; H) has dimension n − µ(x) mod N L . This convention is consistent by a gluing argument and additivity of the Fredholm index.
The Floer differential ∂ F is defined by counting perturbed holomorphic strips (a.k.a. semi-tubes or Floer strips). For x, y ∈ P L (H) we define the moduli spaces
If we would use the intersection point L ⋔ φ H (L) to generate the Floer complex then the differential would be defined by counting unperturbed holomorphic strips having one boundary component on L and the other on φ H (L). Again the flow of the Hamiltonian vector field provides a one-to-one correspondence between perturbed and unperturbed strips.
Theorem 2.3 (Floer). For a generic family J, the moduli spaces
We note that the dimension of the moduli spaces is given by the Maslov index modulo the minimal Maslov number N L . In other words, if we fix the asymptotic data to be x, y ∈ P L (H), the moduli space M L (x, y; J, H) consists (in general) out of several connected components each of which has dimension
Convention 2.4. We set M L (x, y; J, H) [d] to be the union of the d-dimensional components.
Theorem 2.5 (Floer, Oh). If the minimal Maslov number satisfies
N L ≥ 2 then for all x, z ∈ P L (H) the moduli space M L (x, z; J, H) [d−1] := M L (x, z; J, H) [d] /R (2.
5) is compact if d = 1 and compact up to simple breaking if d = 2, i.e. it admits a compactification (denoted by the same symbol) such that the boundary decomposes as follows
The boundary operator ∂ F in the Floer complex is defined on generators y ∈ P L (H) by
and is extended linearly to CF
. The two theorems above justify this definition of ∂ F , namely the sum is finite and
It is an important feature of Floer homology that it is independent of the chosen family of almost complex structure and invariant under Hamiltonian perturbations. In particular, there exists an canon
Floer theory is a (relative) Morse theory for the action functional A H defined on the space of paths in M which start and end on L and are homotopic (relative L) to a constant path in L. By definition the action functional is
where d x : D 2 + → M realizes a homotopy from a constant path to the path x. The value of the action functional depends only on the relative homotopy class of d x . Its critical points are exactly P L (H).
We close with a brief remark about the coefficient ring Z/2. In certain cases it is possible to choose Z as coefficient ring, e.g. if the Lagrangian submanifold is relative spin, cf. [FOOO] . We will not pursue this direction is the present version of this article. The same applies to non-compact symplectic manifolds which are convex at infinity or geometrically bounded.
Some energy estimates.
In this section we recall some standard energy estimates for elements in various moduli spaces. The derivations are simple calculations which are carried out in [Alb06, appendix A] using the present notation. We recall that the energy E(u) of a map u : 
where d x serves as a homotopy from the constant path to the cord x.
For an element e y ∈ M(y; H)
where −e y denotes the map (s, t) → e y (−s, t). We will actually use the following (slightly weaker) inequalities later
3. L F  3.1. The construction.
Though some of the following makes sense for general Hamiltonian function H from now on we will make the S A:
where A L is the minimal energy of an holomorphic disk or sphere and ||H|| the Hofer norm.
Definition 3.1. For a non-degenerate Hamiltonian function H : 
The assumption ω(d x #e x ) = 0 implies
where we recall that −e x is the map (s, t) → e x (−s, t). From the inequalities (2.14) we conclude
The same holds for
Taking the difference of the two inequalities we obtain
On the other hand we note that by a simple gluing argument in the homotopy class 
In the same way ω(d x #e ′ x ) = 0 is proved and this immediately implies the other two equation.
Remark 3.4. The lemma implies that we could have defined the space P ess L (H) of essential cords by requiring that for all d x ∈ M(H; x), e x ∈ M(x; H) we have ω(d x #e x ) = 0. 
(3) In case x y the moduli space M ess L (x, y) carries a free R-action on . The quotient is denoted by M ess L (x, y). (4) The moduli spaces M ess L (x, y) are only defined for essential cords: x, y ∈ P ess L (H). We will not mention this always but implicitly assume that the cords are essential when we write down M ess L (x, y). Definition 3.7. With help of essential Floer strips we can define the differential
where the sum is taken over essential cords.
essential Floer strips is compact if d = 0 and compact up to simple breaking along essential cords if d = 1, i.e. it admits a compactification (denoted by the same symbol) such that the boundary decomposes as follows
We note, that the union is taken over essential cords.
P. We start with a simple observation which actually was the starting point of this approach to local Floer homology. For u ∈ M ess L (x, y) the following energy estimate holds (and is proved below)
Indeed, recall from lemma 2.6
Since u is essential, ω(d x #u#e y ) = 0 holds, i.e. ω(d x #u) = ω(−e y ). This implies A H (y, d x #u) = A H (y, −e y ). Now we can apply inequality (2.14) from lemma 2.7 to conclude
According to our standing assumption we obtain equation (3.11). This allows us to prove that the moduli spaces M ess L (x, z) are compact up to breaking. Let us assume that a sequence (u n ) ⊂ M ess L (x, y) develops a bubble, for instance u n converges in the Gromov-Hausdorff topology to (u ∞ , D), where D is a holomorphic disk, then (cf. [MS04, proposition 4.6.1] and [Sal99, proposition 3.3])
(3.14)
This immediately implies that E(D) < A L and thus the holomorphic disk D is constant. This obviously generalizes to multiple bubbling of holomorphic disks and spheres. In particular, all moduli spaces M ess L (x, y) [d] are compact up to breaking for all dimensions d. To finish the proof of the proposition we need to show that breaking occurs only along essential cords and broken Floer strips are essential. Let us assume that we have a sequence (u n ) ⊂ M ess L (x, z) which converges to a broken solution (
H).
We are required to prove that y ∈ P ess L (H) and v 1 ∈ M ess L (x, y) and v 2 ∈ M ess L (y, z). Pick d x ∈ M(H; x) and e z ∈ M(z; H). By gluing d x and v 1 we find an element d y ∈ M(H; y) and, in turn, by gluing v 2 and e z we find an element e y ∈ M(y; H). The gluing is the standard gluing of two Floer strips. Since the homotopy class is preserved in the limit
because u n is essential. In particular, y is an essential cord y ∈ P ess L (H). Moreover, the Floer strips v 1 and v 2 are essential, since
This concludes the proof of the proposition.
Remark 3.9. Proposition 3.8 shows that ∂ ess F is well-defined and a differential: ∂ ess F • ∂ ess F = 0. We note that we do not use any monotonicity assumption for the Lagrangian submanifold L.
Moreover, we proved more, namely all moduli space M ess L (x, y) [d] are compact up to breaking regardless of their dimension d and they can be compactified by essential Floer strips. Because of the monotonicity of L we claim that for all choices of such a map u the relative Maslov index for the pair x, y ∈ P ess L (H) give rise to the same value. Indeed, let us assume that we choose two maps u, v satisfy ω(d x #u#e y ) = 0 and ω(d x #v#e y ) = 0. The difference of the relative Maslov index computed with u or v is given by the Maslov index of the disk
In particular, we can compute the relative Maslov index of x and y with help of u or v equally well. The differential ∂ ess F is defined by using essential Floer strips u i.e. ω(d x #u#e y ) = 0, thus, ∂ ess F preserves the Z-grading. Convention 3.12. As proved above, if L is monotone we obtain a Z-grading for local Floer homology, but in general only a Z/N L -grading. All subsequent statements have to be read accordingly. 
defines the continuation homomorphism. Furthermore, we require that ω(d x #u#e y ) = 0. Then the energy estimate from lemma 2.6 changes into
Therefore, as in the proof of proposition 3.8 we use ω(d x #u#e y ) = 0 and the inequalities (2.14) to conclude
(using the notation from (2.11)). The compactness arguments as in the proof of proposition 3.8 carry over unchanged. Thus the appropriate moduli spaces are compact up to breaking along essential cords and counting defines a map HF ess * (H 1 ) −→ HF ess * (H 0 ). The inverse is constructed by interchanging the roles of H 0 and H 1 . We leave the details to the reader.
In the construction of the articles [Flo89, Oh96] the above proposition is proved as well but again under the assumption that the homotopy is C 2 -small and the almost complex structure is sufficiently close to the Levi-Civita almost complex structure.
Moreover, in the mentioned articles the proposition is crucial for proving that the local Floer homology is isomorphic to the singular homology of the Lagrangian submanifold L. Namely, choosing a C 2 -small Morse function on L and the Levi-Civita almost complex structure, the local Floer complex reduces to the Morse complex of the Morse function f .
The construction of HF ess (L, φ H (L)) is designed in such a way that the techniques from Piunikhin, Salamon and Schwarz in [PSS96] can be applied to Lagrangian Floer homology.
The isomorphism.
In this section we prove that HF ess (L, φ H (L)) is canonically isomorphic to the singular homology of the Lagrangian submanifold L. This is achieved by applying the ideas from [PSS96] . In [PSS96] an isomorphism PSS : H n−k (M) −→ HF k (H) between the Hamiltonian Floer homology of the Hamiltonian function H and the singular homology of the manifold M for a very general class of symplectic manifolds (M, ω) is constructed.
The analogous result for Lagrangian Floer homology HF * (L, φ H (L)) is certainly false due to the existence of displaceable Lagrangian submanifolds. In general, Lagrangian Floer homology is only welldefined for monotone Lagrangian submanifolds with minimal Maslov number N L ≥ 2 (cf. [Flo88a, Oh93] ). The question to what extend the techniques from [PSS96] can be carried over to Lagrangian Floer homology is addressed in [Alb06] .
We recall the standing assumption ||H|| < A L . 
Remark 3.15. The homomorphisms in theorem 3.14 are constructed using the ideas introduced by Piunikhin, Salamon and Schwarz in [PSS96] . We call them L PSS . The restrictions on the degrees are sharp in general as examples show (see [Alb06, remark 2.6]).
The Lagrangian PSS morphisms are defined by counting zero-dimensional components of certain moduli spaces. In fact, the moduli spaces defining ϕ are the intersection of the space M(H; x) with the unstable manifolds of some critical point of a Morse function on L. The moduli space corresponding to ρ is defined by the intersection of M(x; H) with some stable manifold (see equation (3.30) for details). The degree restrictions in theorem 3.14 for the Lagrangian PSS morphisms are due to bubbling-off of holomorphic disks, i.e. non-compactness of the spaces M(H; x) and M(x; H). In the present situation bubbling can be ruled out.
The proof of HF
The next theorem is the adaptation of theorem 3.14 to local Floer homology. then there exist isomorphisms
moreover, ϕ * = ρ −1 * . Remark 3.19. The homomorphism ϕ * and ρ * are the restrictions of the Lagrangian PSS morphisms (appearing in theorem 3.14) to the set of essential Hamiltonian cords. We denote them by the same symbol.
P. The proof is basically the same as the in [Alb06] though greatly simplified due to the standing assumption ||H|| < A L . Let us briefly recall the definition of the maps ϕ * and ρ * . For full details see [Alb06, section 4.1]. As usual the maps are defined by a counting process. It is straight forward to prove that for generic choices these are smooth manifolds. But in general bubbling-off can occur for sequences in these moduli spaces. The compactness properties are governed by those of the moduli spaces M(x; H) and M(H; x). In the general case, this leads to the restrictions appearing in theorem 3.14.
The standing assumption ||H|| < A L provides compactness (up to breaking) of the moduli spaces M(x; H) and M(H; x) (cf. proposition 3.16). In particular, the same is true for M ϕ (q, x) and M ρ (x, q). Thus, the maps ϕ * and ρ * are well-defined for all degrees.
Since the moduli spaces M ϕ (q, x) and M ρ (x, q) are compact up to breaking along essential cords these maps descent to homology.
More involved is to prove that they are inverse to each other. We need to consider the compositions ϕ * • ρ * and ρ * • ϕ * . The idea in both cases is to find a suitable cobordism relating the composition to the identity map. The easier case is ρ * • ϕ * since it again relies only on the compactness (up to breaking) of the moduli spaces M(H; x) and M(x; H). The geometric idea is as follows.
(1) The composition ρ k • ϕ k is a map from Floer homology to Floer homology. The coefficient of ρ k • ϕ k (y) in front of x ∈ P L (H), it is given by counting all zero dimensional configura- For a detailed definition of the moduli spaces involved as well as for a series of pictures illustrating the idea we refer the reader to [Alb06, section 4.2.1]. From the above description it is apparent that only the compactness (up to breaking) of the moduli spaces M(H; x) and M(x; H) is an issue. Since we assume that ||H|| < A L this poses no problem here. Indeed, proposition 3.16 guarantees compactness for the moduli spaces M(H; x) and M(x; H) in all dimensions.
The more delicate composition to handle is ϕ * • ρ * . Again we sketch the idea (see [Alb06, section 4.2.2] for some pictures).
[U] ∈ π 2 (M, L) of U equals zero: µ Maslov ([U]) = 0. Furthermore, since x is essential we conclude ω(U) = 0. (3) The compact perturbation by the Hamiltonian term can be removed and we end up with triples (γ − , U, γ + ), where U is a holomorphic map U : R × [0, 1] −→ M (of finite energy) satisfying γ − (0) = U(−∞) and U(+∞) = γ + (0). Thus, U is a holomorphic disk with boundary on the Lagrangian submanifold L. (4) The integral ω(U) vanishes and therefore, U has to be constant and (γ − , γ + ) form an gradient flow line from q to p. Again we are interested in zero dimensional configuration and we are not dividing by the R-action. By the same arguments as before we obtain the identity map id H n−k (L;Z/2) . The problem is that we need to consider a new kind of moduli space which is not of the types considered so far. Let us be more precise.
For q, p ∈ Crit( f ) we define the moduli space The mapα R is a cut-off function such that for R ≥ 1 we haveα R (s) = 1 for |s| ≤ R andα R (s) = 0 for |s| ≥ R + 1. Furthermore, we require for its slope that −1 ≤α ′ R (s) ≤ 0 for s ≥ 0 and 0 ≤α ′ R (s) ≤ 1 for s ≤ 0. For R ≤ 1 we setα R (s) = Rα 1 (s). In particular, for R = 0 the cut-off function vanishes identically:α 0 ≡ 0.
That this space is a smooth manifold for generic choices is a again achieved by standard arguments. Since we require ω([U n ]) = 0 and by our standing assumption we conclude E(U n ) < A L . In particular, following the arguments in the proof of proposition 3.8, the moduli spaces dim M ϕ•ρ (q, p) are compact up to breaking again for all dimensions. Without the assumption ||H|| < A L theorem 3.14 this is not true, in general.
Since the moduli spaces M ϕ•ρ (q, p) are compact up to breaking counting zero-dimensional components defines a map Θ ϕ•ρ k : CM n−k (L; Z/2) −→ CM n−k−1 (L; Z/2). From the compactification of the one-dimensional components of M ϕ•ρ (q, p) it is apparent that Θ ϕ•ρ is a chain homotopy between ϕ • ρ and the identity.
All further details can be found in [Alb06, section 4.2.2], in particular in the proof of theorem 4.25.
