where If the boundary condition is of the form great interest in equations of type (6), (8) and in their counterparts in the electromagnetic wave scattering theory [2] . Engineers used the singularity and eigenmode expansion methods for solution of exterior boundary value problems [3] , [4] . What they call eigenmode expansion method (EEM) is actually an old Picard's method for solution of selfadjoint integral equations of the first kind. They suppose that the operator T defined by (9) has eigenvectors. (12) nothing is known about the existence and properties of its eigen functions until now. Fortunately the situation is much better for the operators A and Tand later we give some reasons for this statement.
The singularity expansion method (SEW consists in the following. Given the nonstationary problem:
{ au/aN = 0, on r, and assuming (14) we obtain: (15) [(a u/alxl-iku) = o(lxl-').
If G(x, y, k) is the Green function for this problem, then (16) From (14) , (16) we obtain (17) For the sake of simplicity we assume thatfe C,"(Q). The function G(x, y, k) can be continued analytically on the whole complex plane k. It is analytic in the upper half plane Im k 2 0 and meromorphic in the lower half-plane Im k < 0.
For details see [ 5 ] , [6] . Suppose that 
2~ -m
From (18) it follows that v E L2(R) and w E L2(R). Suppose that the poles kj of v(x, k) satisfy the inequality
where F(x) is a continuous positive function,
If (18) holds in the domain
then by moving the contour of integration in (17) we get the asymptotic expansion (singularity expansion):
This leads to the following questions: 3) What can be said about location of the poles kj? When does (18) hold? When does (18) hold in the domain (22)? 4) What can be said about the properties of the poles {kj}? How to calculate these poles? Do these poles depend continuously on the boundary?
)
To what extent does the set of poles {kj}, Im kj c 0 determine the shape of the obstacle?
These questions are discussed in this paper. They are of interest in applications and difficult from the mathematical point of view.
All of the results concerning operators A and T can be obtained for the analogous integral operators in the electromagnetic wave scattering theory. In what follows formula (1.6) w i l l denote formula (6) 
In what follows we assume for the sake of simplificity that L is a selfadljoint operator with a discrete spectrum {Aj}, 0 g a(L),
where! Q is a (nonselfadjoint) linear operator, 
R e m a r k 3. Estimates of type (6) were used earlier by Kacnelson [18] , 131. We made no use of assumption ( 1 ) so far.
We write A E R ( H ) if the root system of A{fi} E R(H). Remark 5 . Actually for Theorem 1 to be true it is sufficient to use the following estimate instead of (1): Lj 2 cjp (see [18] ). R e m a r k 6. Under some additional assumptions M. S. Agranovich proved that the series in root vectors of A converges rapidly (see Appendix in [3] ).
R e m a r k 7. Completeness of the root system of a linear operator A in a Hilbert space H can be proved by means of the following theorems. Example 1 ( [ll] ). Operator (1.9) can be split into the sum T = To + T,, where Tog = (4s~r,)-~gCV) dy, To > 0, and T, = T -To is nuclear and dissipative.
Theorem 2 ( [ I ] ) If L is a selfadjoint operator on a Hilbert space H with a discrete spectrum, 0 a ( L ) , Q is a linear operator
D ( Q ) 3 D ( L ) , L -' Q is compact and p(L-'QL-') c m, then the system of root vectors of A = L + Q is complete in H.
Theorem 4 ( [ i l l ) If
The last statements is easy to verify (see 1111 for details). Thus from Theorem 4 it follows that the root system of operator (1.9) is complete in H = L*(r). Actually this system forms a Riesz basis as we shall prove later. r
Elliptic Pseudo-differential Operators (PDO) on r
In order to explain how to prove that the root systems of operators A (formula (1.6)) and T (formula (1.9)) form a Riesz basis of H we start with the operator T. It is clear that
where To, Ti are defined in Example 1. It is easy to verify that To is an elliptic pseudo-differential operator on Tof order -1 and T, is a PDO of order y < -1
exists, L is a selfadjoint operator with discrete spectrum. If Ker T = {0}, then (8) where (1) is valid for PDO under very general assumptions [20] . Therefore one can apply Theorem 1 and obtain
Proposition 1
The root system of operator T defined by formula (1.9) forms a Riesz basis of H = L2(r) with brackets.
Remark 10. It is easy to verify that ker To
is not an eigenvalue of the interior Dirichlet problem.
Remark 11. One can find e.g. in [21] how to calculate the order of an elliptic PDO . Remark 12. It is possible (and in a way more reasonable) to choose To = 0.5 (T + T*), because in this case Ti will be of the order -03 for real k > 0 since the kernel of T, is Consider now the operator A defined by formula (1.6).
It is easy to verify that A is a pseudo-differential elliptic operator, and
< -1. If kerAo = (0}, and kerA = (0) one can use the arguments similar to ones used above and obtain the analogue of Proposition 1 for the operator A . If kerAo # (0) then dim kerAo < w and kerAo C C". This statement follows from the apriori estimates for elliptic PDO 1211. Thus, one can add a finite dimerwional operator P to A , and subtract this operator from A , . Since kerAo C C" operator P can be chosen so that ord(Ao + P) = ordAo = -1 (ordP = -m), and ker(Ao + P) = (0). Hence, one can assume that ker A. = (0). If 1. A simple sufficient condition was given in [ll] : in order that T (or A ) has no root vectors it is sufficient that T is normal'. This condition T* T = TT* can be written explicitly [ll] and it is a condition concerning the surface r. In In infinite-dimensional Hilbert space H this is not true: there exist compact operators whose eigenvectors span H but these operators are not similar to a normal operator (an example is given in [24] ). Since R (x, y ) is a degenerate kernel it follows from (7) that a function f ( t ) 6 0 exists such that
r It means that An(z) = 0 for some n.
Conversely, let equation (8) has a nontrivial solution. The function
is a solution of the exterior Dirichlet problem 
2.
Not much is known about the location of the complex poles of G: 1) It is proved in [33] , I191 that the complex poles kj of G (only Dirichlet boundary condition was considered) satisfy the following inequality:
2) In [7] it was proved that a strip -E < Im k c 0, E. > 0 is free of the poles of the resolvent kernel of the Schrtidinger operator with a finite potential q(x) E C ' for the exterior Dirichlet problem. This result shows that there exists a function F(x) with the properties (1.23) such that the complex poles of the resolvent kernel of the Schrtidinger operator with q ( x ) E Ck satisfy inequality (1 -22) for the exterior Dirichlet problem.
3) In [19] a study of the poles kj = iaj, aj < 0 was carried out. It was proved that there exist infinitely many of such poles, and the number of poles with I aj I < Q was estimated asymptotically for Q -+ 00.
4)
The resolvent kernel of the Laplace operator of the exterior boundary value problem with the third boundary condition can have a pole k = 0. In this case the solution of the corresponding nonstationary problem for the wave equation does not necessarily decay as t -+ 03. An example is given in [34] where the problem where ynm are the spherical harmonics. From the explicit formula for u,, it can be seen that uoo(r, t) does not decay as t -, OD iff@) 2 0 and is finite. Another example is given in [32] . 
5)
H = R (I + A (2)) 4 Al ker {I + A ( z ) } .
5 How to Calculate the Poles of the Green Function? Do the Poles Depend
Continuously on the Boundary of the Obstacle?
1.
A general method for calculation the poles of Green functions in diffraction and scattering was given in [12] , [13] . The poi& coincide with the numbers kj for which I + A ( k ) is not invertible (see equation Here (. , .) denotes the scalar product in N. System (2) has a nontrivial solution iff From the maximum modulus principle we obtain a uniform (with respect to n ) estimate ll[I + P,,A(k)]-' 11 ,< M, for I k -kj I Q E. But from this estimate we conclude that the operator [Z + A(k)]-' exists for 1 k -kj I Q E , which is a contradiction. This completes the proof.
Remark 3. The method gives a uniform approximation to the complex poles in any compact domain of the complex plane k.
2.
In this section we show that in any compact domain of the complex plane the complex poles depend continuously on the boundary in the following sense. Consider a parametrized equation of the boundary n-rw
where xi E C 2 .
Assume that a boundary re obeys the following equation 
(t, E ) is continuous (actually J(t, E )
E C') (11) limJ(t, E ) = J ( t ) as E + 0.
Thus,
Now we can use the arguments given in the proof of Proposition 1. The role of n is played by E . Consider the union K, of the circles Ik -kj I < 6, where 6 > 0 is an arbitrary small fixed number, I kj I < R, 1 < j < s and the circles do not overlap. By DR.6 we denote KR\Kd, KR = {k: I k I < R } .
In DR, operator I + A ( k ) is invertible. Because of condition (12) perturbation theory was studied in [40] , [41] .
Appendix 1. Losses in Open Resonators [14]
Diffraction losses for the n-th mode in an open confocal resonators can be calculated by the formula 
sn(Si) < sn (s2) if S1 c S2 -
From this we obtain the following inequalities (4) where: a,,(anj) are the losses for the mirrors S,(S;), S, 3 S 3 S;. In [14] the following formula was also obtained: a,, < a,, < a,,;, n = 0, 1, 2, .. .,
where: L, is a n-dimensional subspace of H = L2(S). The following conjecture was discussed in [14] : among all central-symmetric mirrors S with a fixed area I S 1 the circle has minimal diffraction losses.
Appendix 2. An Example on Complex Scaling
In connection with spectral properties of the Schrodinger operator recently the complex scaling technique has attracted much attention [16] . The main idea is to consider solutions of the Schrodinger equation for complex values of r = 1x1. ( A + k2)u = 0 in SZ, k2 > 0, (2) 24 EL2(Q), (3) uIr = 0.
Then u(x) = 0 in a.
Proof. By the Green formula we have a u g+ = exp (ikr,)
(From (2) it follows, that V u E L2(Q) and hence a sequence r, -, 00 exists such that
Therefore the integral over the large sphere in the Green formula tends to zero.) Let x = r w , where w is a unit vector, and let z = r exp (i 0). The function u(x) = u(rw) is considered as a function of the complex variable z. Since
kl=m it is clear, that Go is analytic in z = rexp (id) for lz I 2 R, where R is sufficiently large, such that if r > R then the inequality holds:
Thus for I z i > R the function I/z2 -22 It lcos a + ltI2 is analytic if we f i x some branch of the radical. From (3) it follows that where A = const > 0, and R is an arbitrary large fwed number,
In
where h ( t ) > 0 is a continuous function such that
Therrf ( 
Appendix 3. Variational Principles for Eigenvalues of Compact Nonselfadjoint Operators
Let T be a linear compact operator on a Hilbert space H, Aj be its 
Here (x, y ) denotes the scalar product in H .
P r o o f . We prove formula (1) f o r j = 1. The proof of other statements of the Theorem are similar. F o r j = 1 formula (1) can be written as In I421 the analytic continuation of the resolvent of some general differential operators is studied.
There is an example in [37] which shows that a root system of a nonselfadjoint operator may form a basis of H , but some other root system of the same operator may not form a basis of H.
In the literature the radiation condition in the form is often used for Im k < 0, i.e. for exponentially increasing solutions of the probmlem (4.10). It is assumed in such cases that the solution of the boundary value problem satisfying the radiation condition in unique. This is false. A simple example k the function u = g + * f -g -* f, where g+, 9-l are defined by f~rmulas (31, 
