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ABSTRACT 
A similarity condition is developed for the factorization of manic matrix polynomi- 
als L(X) into the forms L(X) = L,(X) . . . L,(X), without any restriction on the 
spectrum of factors Lj(h). 
1. INTRODUCTION 
Consider the manic matrix polynomial 
L(h) = IA" + AlA"-' + . . . + A,,, 0) 
where the coefficients Ai are square matrices of order m X m. It is known 
[ 1,3,4] that the factorization of L(A) into the form 
where 
L(A) = &(A). . . L,(q&(Q, (2) 
L,(x) = ZA"i + AilA"-' + - . - + Aivi, (3) 
is closely related to the spectra 
a(L) = {A:detL(X) =O}, cr(Lj)= {A:detLj(X)=O} (j=l,...,k) 
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and to the invertibility of Vandermonde type matrices when the conditions 
a(~)na(L~)=0, a(L,)na(Lj)=O (i# j) are satisfied for each i, j. In 
this paper the main idea is to use a similarity condition on appropriate 
matrices without reference to the spectral properties of L,.(A). This result is 
also valid for manic operator polynomials whose coefficients are bounded 
linear operators over a complex Banach space. 
The investigation requires the introduction of several concepts to be 
summarized here. First, a pair of matrices (Xi, Ti) of dimensions m X mvi, 
mvi x mv, respectively is said to be admissible if the matrix 
Qi= 
to be denoted in the sequel by col[ XiTis] :ct, is invertible. An admissible pair 
(Xi, Ti) is called right standard for L,(X) if 
Li(Xi,Ti) = XiTiyi + AilXiTiY~-l + . . . + AiY,Xi = 0. 
With respect to L,(X) the standard pair is extended to the standard triple 
(Xi, q, Yi), where 
Yi=Qil (4 
The pair of matrices (q, Yj) is called a left standard pair for L,(X) and is 
characterized by the properties 
det[ Yj T,Y, . . . T,‘~-‘Y,] # 0, 
L&Y,) = Ti”iYi + TiYi-‘YiAil + . . . +YiAi,, = 0. 
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For example, the matrices 
Ei = [zm=], 
Yi - 1 
0 I 0 0 * * * 0 
0 0 z 0 . . . 0 
ci = 
0 
Z 
-Ai,, . . . . . -Ai, -Ai, 
Y, - 1 
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is a standard triple of L,(X) and is called companion triple. In the following 
we shall omit the prefix “right” except to avoid confusion. 
THEOREM l[l,p.51]. Any two standard triples (X, T, Y) and (X’, T’, Y’) 
of L(X) are similar, i.e., fm SOWE nm X nm invertibb matrix S the relations 
X’= xs, T’= S-lTS, y’= s-‘y (5) 
hold. The matrix S is uniquely defined by the fmulu 
s = (col[ XT”] ;z;) - ‘col[ ,,,,I s”=& (6) 
THEOREM 2 [l, p. 851. Let L(X) = L,(h)L,(X), and L,(A) be monk 
matrix polynomials with standard triples (X,,T,,Y,) (i = 1,2). Then the 
matrices 
X = [Xl o,,,,“,] ) T= 
TI Y,X, 
0 T, 
(7) 
form a standard triple of L(X). 
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Moreover, for the factorization of L(A) a geometric characterization is 
described in the following theorem: 
THEOREM 3 [l, p. 961. Let (X, T) be a standard pair of L(A) in (1). 
Then for every mv,dimensionul T-invariant subspace A c Cm” for which 
the restriction col[ X IxT”I Ml ‘&: 1 is invertible, there exists a unique monk 
matrix polynomial L,(X) of degree v1 such that 
LO) = L,WL,W, (8) 
and its standard pair is similar to (XIX, TIM). Conversely, if (X,, Tl) is a 
standard pair of L,(A) in (8), the subspace 
-42 = Im( (col[ XT”]:Zt) -lcol[ X,T,“] ~~~) 
is T-invariant, dim 4 = mvl, the matrix col[XI,T”I,]:~~’ is invertible, 
and the pair (XIX, TIM) is similur to (X,, Tl). 
Here X I M and T I d are considered as linear transformations from J? -+ C n 
and _/Z + ./?, respectively. 
2. THE RESULTS 
THEOREM. Let the manic matrix polynomial L(h) be factorized into the 
form (2). Then the companion matrix C of L(X) is similar to 
w= 
c, I1 0 . . * 0 
0 c, Jz . . . 0 
. . 
0 
. . 
Ik-1 
ck 
(9) 
where Ci are the companion matrices of L,(A) and the mvi x mvi+ 1 dimen- 
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Conversely, if 
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sionul matrices .li have the form 
W= D-‘CD 
and the matrix R = col[ FC:] ;a’ is invertible, where F = [ Dtl . . . D:,,] is 
the first block row of D, in 
m”l 
; D, 
- 
muli 
then 
L(X) = i,(A)iq(X) 
such that a(L,) = a(C,) and a(L,) = U~=+T(C~). 
Proof. By induction. L.-et L(X)= L,(A)L,(X) and 
companion triple of L,(h) for i = 1,2. By Theorem 2 
matrices 
[E,,Ol, w= [cd z2], [:2]> 
where 
(E,,C,, Hi) be the 
it is clear that the 
(11) 
form a standard triple of L(A). Therefore, it is similar to the companion triple 
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(E, C, H) of L(X), i.e. 
w = s;‘cs,, 
where for the S,, by (6), after some algebraic manipulations, we find 
z 0 
%= pm” [ 1 1 Ql 
P, = co1 [E,C”] ;i,fl, 
Z 
All z 0 
Al2 All z 
Ql= A;., A,,;I_, * a 
0 Al,,, * . . 
Z 
0 ;, ‘.* . . . A,, Z 
Thus the result for k = 2 is proved. 
Let us assume that the result is true for k - 1, and let us prove that this 
assertion also holds for k. Denoting 
L,(A) =&(A) * * * L,(X) 
and denoting by C, its companion matrix, then we have the following 
similarity relationships: 
C=T, ; 
Jl 
[ 1 
c T,_’ 
9 
and 
C, = T2 
(124 
(12b) 
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where JI has the form of J’s in (10) and dimension my1 X m( v2 + . . . + vk). 
Since 
T2 = ““3 ’ I 1 * * 
it is clear that 
where W is in (9),and 
Conversely, let 
W= D-‘CD, 03) 
where W is the matrix in (11). Denoting by L,(A) the manic matrix 
polynomial, whose companion matrix is the Ci, the matrices in (11) form a 
standard triple of 
Thus, according to Theorem 3 the subspace 
is W-invariant and dim 4 = mvl. Since 
( [ E= I, 0 ... ~1s) 
n-1 
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is a standard pair of L(h), by (5) and (13) it is clear that the same holds for 
the matrices 
ED+ [Zl;, ... Dfvl Zl,z, ... D;vp], W. 
In particular, for this pair we have to observe that 
(ED),= [D;, -.* D;.,] =F, 
WI, = Cl. 
Due to the invertibility of R = col[FC~]:&,‘, the pair (F, C,) is a standard 
pair of the matrix polynomial 
i,(A)=ZX’l-FC;$M,+M,h+ ... +MvIW1), 
where 
1 M, ..’ Mvl] = R-‘. 
Moreover we have 
L(X) = l&)i&). (14 
If Ci is the companion matrix of ii(A), then the standard pairs (E,, 6,) and 
(F, C,) are similar, i.e., 
C, = R-‘e,R. 
If we prove the similarity of C, and es, then the proof will be complete 
for k = 2. In fact, by the equation (14) we conclude that the matrices 
are similar, and consequently, by (13), we infer the similarity of W, W. 
Setting 
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it is evident that 
is standard triple of L(h). Since the projector 
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is associated with L,(X) (Im P = ./I), the matrices [l, p. 1071 
c52=(z-P)l@, (I - P)Q-‘H 
form a left standard pair of L,(X). Thus, the matrices C, and 6s are similar. 
Suppose next that this assertion is true for k - 1 and the companion matrix C 
of L(X) is similar to W in (9). If 
e(x) = L,(X)L,@), L,(V=&(X)*.*&(X), 
then the companion matrices C,, Cj of L&X) and L,.(X) ( j = 2,. . . , k) 
respectively are related by (12b), and consequently C is similar to 
C, A 
i 1 0 c; 
Thus, by the case k = 2 we have 
L(X) = e,(x)e,(x) 
and the matrices 
05) 
Cs Js 0 
. . 
eq> 
. . 
. . 
lk 
0 
. 1 ck 
are similar. 
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It is clear that the similarity of above two matrices gives us the chance to 
continue the factorization of the quotient 
in such a way that 
cJ( Lj) = “(C,), j=2 ,***, k, 
assuming the sufficient conditions of the second part of the theorem. Then 
we shall have 
L(A) = e,(x). . . i,(X)L,(X). (16) 
For L j( A) = I A - Z j we obtain the following: 
COROLLARY. Let 
L(h) = (IX - 2,). . . (AI - Z&Z - Z,). 
Then the companion matrix C of L(X) is similar to 
Conversely, if 
W= D-‘CD 
and the first block diagonal element D,, of D is nonsingular, then 
L(h)=e,(h)(hz-2,) 
such that i1 = D,,Z,D;l’ and o(f,,) = U;=,o(Zj). 
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As before, by the similarity of 
Cq and 
z2 I 
. . 
0 
321 
0 
f I 
zn 
assuming some additional appropriate invertibility conditions, we can have 
such that Zj is similar to 2, ( j = 2,. . . , n). Thus, 
L(X)=(AZ-A,)-(AZ-?,). 07) 
The necessity of the invertibility condition in the second part of the theorem 
and in the corollary is illustrated in the following numerical example. 
EXAMPLE. Let the matrix polynomial be 
w=(= [; !g)(AI- [; _;I) 
=zP-[:, :]A+[; _;I* 
We can see that the companion matrix of L(X) is similar to 
r 1211 0 
w= I o--o Y!____!. 
0 012 -2 
0 010 -1 
with 
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is singular, and it is easily shown that the polynomial has no roots with 
spectra {l,O} and (2, - l}. 
The result in (17) is derived in [Z] in a different way using algebraic 
manipulations, and application has been made to solve differential and 
difference matrix equations 
X(“)(t)+ t AiX(n-i)(t) =Y(t), Xc’-i)(O)=& l<i<n, 
i=l 
and 
Xj+n + ~ AiXj+“_l=Xj, Xi_l=Ei, lgidn. 
i=l 
This method can be equally well applied in the case that L(X) has the 
factorized form (16). 
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