The Hamiltonian Mean Field (HMF) model, which may be interpreted as a quantum rotor model with infinite-range interactions, is the most widely used toy model with which to study long-range interactions (LRI). It has demonstrated a remarkable ability to capture generic or universal features of any system with LRI. In this work we provide a classification of all possible stationary solutions to the HMF model's generalized Gross-Pitaevskii equation (GGPE). These solutions are expressible in terms of Mathieu functions and arise due to a competition between free-Schrödinger dispersion and a non-local non-linearity. Upon a Galilean transformation these solutions can transformed to finite velocity solitary waves (bright solitons). In contrast to the typical GPE, there are an infinite tower of bright solitons that emerge, each with a different number of nodes. Our results suggest that LRI can support solitary waves in manner that is novel relative to the typical short-range case.
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I. INTRODUCTION
Solitary waves are one of the most important consequences of non-linearity in dynamical systems. Resulting from a delicate balance between dispersion and non-linear forces, their defining feature is their shapepreserving (i.e. dispersionless) propagation. Examples in "classical" physical systems include bright and dark solitons, both in non-linear optics [1, 2] and Bose-Einstein condensates (BECs) [3] [4] [5] [6] , and gravity waves in fluids [7] [8] [9] . In integrable systems, solitary waves are guaranteed to survive collisions with one another, and are promoted to solitons. Famous examples including the Korteweg de Vries [10] [11] [12] , Sine-Gordon [10, 11, 13] , Calogero-Sutherland (CS) [14] [15] [16] , and one-dimensional non-linear Schrödinger, or Gross Pitaevskii equation (GPE) [11, 12, 17] .
Common to all of the examples above, is the local nature of non-linearity that counters linear dispersion and ultimately allows solitons to maintain their shape. However, there exist physical systems where a non-local nonlinearity is of interest. Notable examples include nonneutral plasmas [18] , dipolar BECs [19] [20] [21] [22] (whose associated generalized GPE (GGPE) is well known to support solitary waves [21, 23, 24] ) and self-gravitating systems. This last example is particularly prominent due to obvious motivations from astrophysics [25] . The quantum treatment of self-gravitating systems is often phrased in terms of the Schrödinger-Poisson equation [26] [27] [28] , which is a kind of GGPE similar in form to both the equation studied in this paper, and the GGPE relevant for dipolar BECs.
The many-body behavior of self-gravitating systems has long-been appreciated to differ substantially from predictions of conventional statistical mechanics [25, 29] . More recently, it has been emphasized that this dramatic modification of a system's many-body behavior [30] [31] [32] is a generic consequence of long-range interactions (LRI). Departures from conventional (i.e. microcanonical/canonical) statistical mechanics can have dramatic consequences such as inequivalent ensembles [33, 34] , the gravothermal catastrophe [35, 36] , and most importantly late-time steady states that differ from the predictions of the micro-canonical ensemble [25, 29, 32, 37, 38] .
Motivated by the failure of conventional microcanonical techniques for computing late-time averages, it was suggested that full N-body simulations could serve as numerical experiments with which to study the late-time behaviour of systems with LRI. A simple one-dimensional model with all-to-all interactions would then serve as a toy model, and as an ideal testing ground for new statistical theories of LRI [39] . The simplest and most successfully employed (see e.g. [31, 32, 40] for reviews) such model is the Hamiltonian Mean Field (HMF) model [39] . The HMF model has helped to provide simple, and by extension illuminating, examples of spontaneous symmetry breaking in low dimensions [40] , emergent effective Hamiltonians [41, 42] , and the mechanism underlying so called "core-halo" statistics observed at late times in gravitational dynamics simulations [32, 37, 38] . It features prominently in discussion of LRI (see e.g. [31, 32, 40] ), and is widely believed to capture many generic features of systems with LRI (independent of the spatial dimension in which they are defined).
In this work we seek to illustrate the enhanced nonlinear phenomenology that emerges due to LRI, by way of studying the HMF model. In particular we show how a tower of solitary waves emerge due to a non-local non-linearity. We focus on the HMF model's associated GGPE, appropriate for describing the dynamics of a Bose condensed state. We identify bright-solitons solutions for sufficiently strong interactions. In contrast to the typical GPE's bright soliton solutions, which are stabilized by a |ψ| 2 ψ non-linearity, the HMF model's solitons are localized by an emergent non-local mean-field potential, Φ[ψ](θ) whose functional form is fixed to be a cosine potential whose depth depends on ψ [i.e. Φ = M [ψ] cos θ see Eq. (2b)]. Since the potential's shape is fixed on gen-eral grounds, it is only the depth of the potential 1 , M [ψ], which must be determined self consistently. This is a much less restrictive condition than that imposed by the local non-linearity of the GPE. To see this explicitly, we can interpret the non-linearity of both the standard GPE and the HMF model's GGPE as an effective potential for a linear Schrödinger equation V eff = |ψ| 2 . To find solutions of the non-linear equation, we then require that eigenstates, ψ n of the linear Schrödinger operator with V eff are self-consistent (i.e. V eff = |ψ n | 2 supports the eigenstate ψ n ). For the typical GPE we therefore require that both the depth and the shape of the "potential" is self-consistent. In contrast, for the HMF model, we require that V eff = M [ψ n ] cos(θ) supports the eigenstate ψ n , i.e. that the depth, M [ψ n ], is self-consistent. This ultimately leads to a non-linear eigenvalue problem involving a Mathieu equation (similar to the one studied in [43, 44] ). Due to this less restrictive self-consistency condition, we find not just one bright soliton solution (as in the case of the GPE [17] ), but a tower of such solutions. This is a direct consequence of LRI, and is a feature that one may anticipate in other models with LRI.
The HMF model describes N particles on a ring (θ i ∈ (−π, π]) interacting via a pairwise cosine potential, or equivalently a system of N rotors interacting via an infinite range XY interaction. Recently the HMF model has been proposed as a toy model of quantum systems with LRI, and its conventional statistical description developed [45, 46] . When expressed as a first quantized Hamiltonian the model is described by [46] 
where R is the radius of the ring, m the mass of the particles, and the strength of the two-body potential. The HMF model may also be taken to describe system of rotors (with moment of inertia I = mR 2 ) forming a "kinetic spin chain" [30] [31] [32] 39] , and upon quantization is equivalent to an infinite range O(2) quantum rotor model [47] [48] [49] [50] [51] .
The HMF model bears a striking resemblance to the well known CS model mentioned above, which, when defined on a finite domain with periodic boundary conditions, has a pairwise interaction V (θ i − θ j ) = 1/ sin 2 (θ i − θ j ). This connection is especially alluring in the present context since the CS model is well known to support solitary waves in its continuum limit [52] [53] [54] [55] . Furthermore, due to the underlying integrability of the quantum manybody CS model, it is widely believed that these solitary waves can be identified as true solitons (i.e elastically scattering and shape preserving wave packets) [52] . 1 The minimum of the potential can be taken to be at θ = 0 without loss of generality, by considering translations.
Intriguingly, classical long-range interacting manybody systems are well known to be described (exactly in the N → ∞ limit [56] ) by the Vlasov equation. Vlasov dynamics are integrable for a one dimensional systems [57] , such as the HMF model 2 . Furthermore, the classical (i.e.
→ 0) limit of the GGPE that we study in this work corresponds to the "zero-temperature" limit of the Vlasov equation [41, 42, 59] . Therefore, although the HMF model is not exactly integrable, its classical (quantum) dynamics are nearly integrable due to the structure of the Vlasov equation (GGPE). We speculate that the "pseudo-integrability" of the HMF model (and other systems with LRI) may allow the solitary waves (bright solitons) presented in this work to scatter elastically.
Finally, in addition to serving as the workhorse of the statistical mechanics community, the HMF model and its higher dimensional generalizations (i.e. on a torus rather than a ring), have close connections to cavity QED proposals with cold atoms loaded into both single- [60, 61] and muli-mode cavities [62, 63] . Although in the context of these proposals the atomic degrees of freedom have, up until now, been largely considered in the semiclassical limit, to our knowledge there is neither a fundamental nor technical barrier that would prevent such an experiment from being realized with a Bose condensed gas whose descripition would closely parallell the model discussed both in this paper and in [46, 59] .
In this work, we focus on the GGPE appropriate for describing the HMF model's Bose-condensed state. As mentioned above, this equation may be viewed as a quantum extension of the Euler equations that emerge for waterbag states in the limit of small momentum fluctuations [41, 42, 59] . The same GGPE appears naturally in the context of a mean field, or Hartree, treatment of the full many-body HMF model, and interestingly predicts a ground state which undergoes a quantum phase transition [46] . The utility of the GGPE, however, is not limited to equilibrium physics. For example, we have recently studied how coherent quantum behaviour competes with classical effects due to LRI. This ultimately shapes the relaxation dynamics of the GGPE and leads to the novel phenomenon of "quantum violent relaxation" [59] .
As with any non-linear model, exact solutions are few and far between (for example in [59] we were largely restricted to fully numerical simulations). They are therefore valuable tools that help to shed light on a given system's, and its closely related analogs', behavior. The algorithm presented in this work not only allows one to identify solitary waves, but also to find and classify all possible stationary states of the HMF model's GGPE for both attractive and repulsive interactions at arbitrary coupling strength. Furthermore, in the strong coupling limit these solution's self-consistency condition can be solved analytically in an asymptotic series so as to provide a completely explicit analytic solution.
This is of particular interest in the context of the GGPE's prediction of a quantum phase transition corresponding to a spontaneous breaking of translational invariance [46] . The GGPE does not include the effects of quantum fluctuations, and these may inhibit this spotaneous symmetry breaking. Our exact solutions can serve as the building blocks of more sophisticated quantum states for studying the role of quantum fluctuations.
The rest of the paper is organized as follows: In Section II we introduce the GGPE for the HMF model. Next,we find the full set of exact stationary solutions via a self-consistent Mathieu equation. In Section III we explore the regime in which bright solitons emerge, and discuss the parametric dependence of the stationary solutions on χ. Next we discuss the asymptotic behavior of these solutions and derive useful analytic expressions. In Section IV we study the stability of these solutions at leading order in the strong coupling regime by linearizing the equations of motion and studying the normal mode spectrum. Finally in Section V we summarize our work and discuss future directions of investigation.
II. GROSS-PITAEVSKII EQUATIONS
The attractive (i.e. < 0) HMF model's GGPE can be written in reduced variables as [46, 59] iχ
where χ = / mR 2 | |. This seemingly complicated integro-differential equation can be dramatically simplified by expanding the density into its Fourier components ρ(φ) = ρ k e ikφ / √ 2π. We see that Φ depends only on
where we have introduced the magnetization , M (τ ), and the potential minimum ϕ(τ ). From this it follows that the magnetization sets the depth of the mean-field potential because
without loss of generality. Furthermore, the normalization of the density ( ρ(φ)dφ = 1) immediately im-
with periodic boundary conditions, ψ(θ, τ ) = ψ(θ + 2π, τ ), where the magnetization must satisfy the selfconsistency condition
This is a non-linear eigenvalue problem which remarkably has eigenvectors that are Mathieu functions obeying the linear equation [64] 
where, however, q must be found self-consistently. When subject to periodic boundary conditions on the unit-circle the solutions of Eq. (6) depend on the potential depth q, and are denoted ce n (z ; q) and se n (z ; q) with eigenvalues a = A n (q) and B n (q) respectively. The mapping between the parameters, and boundary conditions, of Eqs. (4) and (6) 
This final equality is the self-consistency condition of Eq. (4). Finally we note that only π-periodic solutions of Eq. (6) satisfy the necessary periodic boundary conditions, and these correspond to ce 2n and se 2n with n ≥ 0 an integer. To find solutions of Eq. (4) and Eq. (5) we first treat q as an auxiliary parameter. We then take a given Mathieu function for fixed n and q (which we will denote q n ) and compute M (q n ) using equation Eq. (5) and ψ = ce n (z, ;
Then we can solve for χ(q n ) by using Eq. (7) which gives χ(q n ) = 4M (q n )/q n .
Although in the above paragraph we have treated q as an auxiliary variable upon which χ depends, in reality the situation is reversed with q n being determined selfconsistently in terms of χ. We must therefore invert the function χ(q n ) to find q n (χ ; ℵ) where we have introduced the integer ℵ to label different branches of the function in the case that χ(q n ) is not invertable. This then determines all possible solutions of Eq. (4), which are labelled by their number of nodes n, and their "depth parameter" q n (χ ; ℵ).
Noting that Mathieu functions are conventionally normalized on the unit circle such that |ce n (θ)| 2 dθ = π, and |se n (θ)| 2 dθ = π, we define our stationary states as
where, as above, n denotes the number of nodes in the stationary solution of interest and q n (χ ; ℵ) is obtained via the procedure outlined above.
Our results generalize those obtained numerically by Chanvanis [46] when investigating the HMF model's ground state. We pause to compare our treatments and and emphasize what we feel to be three novel features of this work:
1. Our approach allows one to classify all possible stationary states, and to do so for arbitrarily high energy solutions.
2. Our solution is valid for all values of χ and, upon computation of q n (χ), provides an analytic expression for ψ n (θ).
3. Large and small q asymptotics of the Mathieu functions can be used to obtain analytic approximations for q n (χ ; ℵ = 1).
Ref. [46] provides such a systematic expansion for the small q properties of the ground state ψ 0 (θ ; χ), as well as the leading order result in the strong-coupling limit. Our approach allows a similar analysis to be performed for any stationary state, and to do so systematically to any desired order of accuracy.
III. SOLITONS AT STRONG-COUPLING
Having established the presence of non-trivial stationary states, and that their properties are determined by a competition between dispersion and attraction, we will now argue that the crucial solitonic property of localization emerges in the strong-coupling regime χ 1. Then,
First six stationary states on the upper branch of Fig. 1 i.e. ψn(θ ; χ, ℵ = 1) for χ = 0.1 and n ∈ {0, 1, 2, 3, 4, 5}. Note that even for moderately small values of χ the first few stationary states are well localized, and upon a Galilean transformation can be interpreted as a solitary wave solution.
upon boosting to a finite velocity by a Galilean transformation, we obtain solitary waves. Finally, we show how in this same limit an explicit asymptotic series for the depth parameter q n (χ) can be obtained.
A. Localization in the strong-coupling regime
In the limit of strong coupling the mean-field potential is deep relative to the kinetic energy, and the magnetization can be expected to saturate to unity. It then follows via the relation q = 4M/χ 2 that this limit corresponds to large values of q and we will see that this is indeed the case. As q → ∞ the eigenvalues, A and B, of the Mathieu equation display the well known asymptotic behavior as a function of q [64] A n (q)
from which we can identify that the low-lying states are bound locally within a deep well 4 whose minimum is spontaneously chosen, with two classical turning points
At distances |θ| 2θ + turn the wave-function is exponentially suppressed and consequently the state is localized in the vicinity of the mean-field potential's minimum [as can be seen in the inset of Fig. 1 ]. This shows that localized stationary states emerge in the strong-coupling regime, and, by Galilean invariance, so too do finitevelocity travelling solitons. We identify the solutions as such since they are highly localized and their shape is determined by a competition between quantum dispersion and a classical mean-field potential, Φ, which is the source of the non-linearity in Eq. (2).
We may quantify the regime in which soliton-like solutions appear by estimating a critical value q (c) n above which the stationary state is sufficiently narrow to be considered localized relative to the spatial extent of the unit circle. Demanding that θ + turn < π/4 implies that for q satisfyingc (n) = 64
or equivalently 5 for χ satisfying
the stationary states discussed above are well localized.
B. Boosted solutions
By performing a Galilean transformation to finite velocity
for v ∈ Z (such that the solutions still satisfy the periodic boundary conditions), these same solutions may be considered as travelling solitary waves. This is the central result of our work. From Eq. (10) we see that for fixed n the stationary-states' widths tends to zero and are localized within an interval of size ∆θ ∼ O 1/q 1/4 centered about the minimum of the mean-field potential. This suggests that a harmonic approximation (in terms of parabolic cylinder functions D n ) is justified, and a sophisticated analysis reveals that this is essentially true provided the turning point structure of the problem is preserved, which demands we use D n (ζ) where ζ = 2q 1/4 sin(θ/2) [65] [66] [67] [68] .
C. Asymptotic analysis of the depth parameter
We are ultimately interested in computing
As discussed above, it is ζ that allows for a useful asymptotic expansion of ψ n (θ ; q) and so we change variables using ζ = 2q 1/4 sin(θ/2) such that
Finally, a Taylor expansion of 1 −
√ q and knowledge of integrals of the form
then allows one to compute asymptotic expressions for the magnetization as a function of q, the details of which can be found in Appendix A; we find
in the strong coupling limit. This equation governs the branch of the solution labelled by ℵ = 1 in Fig. 1 . With this result we may now compute χ n (q) = 4M/q, which can subsequently be inverted yielding
where ℵ = 1 denotes the branch of q n (χ) plotted in Fig. 1 to which our asymptotic analysis applies. This analysis is only sensible provided that χ is sufficiently small such that dispersive effects are sufficiently weak relative to the mean field potential. Quantitatively we require that Eq. (12) is satisfied; for n = 0 and n = 1 this occurs for values of χ 1.
IV. STABILITY ANALYSIS
To understand whether the solitary waves analyzed in the previous two sections are dynamically stable we study their linearized equations of motion in the solitary wave's rest frame. We consider perturbations of the form
(19) Substituting this ansatz into Eq. (2), and working to first order in U α and V * α , and noting that ψ * n = ψ n (since we are in the rest frame of the solitary wave), one finds the following coupled equations for the normal modes
where
cos θ , and we define the linearized mean field potential via Φ α (θ) =
It is convenient to decompose both U α (θ) and V α (θ) in terms of the set of Mathieu functions orthogonal to ψ n which we will denote by {φ m }. Note that these solutions satisfy H n φ m = λ m φ m , where λ m is related to the eigenvalue a m of Eq. (6) 
Eq. (7)]. Explicitly we have
and v (m) α are c-numbers and m = n. This final condition ensures that our linear operator is diagonalizable [69] .
Doing so, we may express Eq. (20) in terms of the coefficients u ( )
. (22) with I C ,n and I S ,n being integrals defined in terms of the mean-field solutions (see Appendix A. We may interpret F ( ) α as a matrix operator acting on the vector u α +v α with components (u α + v α ) indexed by . Explicitly we define the matrix, F, via
We may then seek to express the matrix elements F m, by using an expansion of the integrals I C ,n and I S ,n . As outlined in Appendix A at O 1/ √ q only I S , ±1 contributes, with the explicit formula being
Furthermore, we have the asymptotic result λ (
We may then write
The eigenvalues of the above matrix equation are determined by the condition that
For n > 0 the spectrum of D 2 n − 2F n D n is entirely real Appendix C. Therefore, in the limit of strong-coupling (χ → 0), the full tower of solitons becomes stable.
V. CONCLUSIONS
The HMF model's GGPE exhibits bright solitons and these can be expressed in closed form with Mathieu functions. Furthermore, using this approach one can identify all possible stationary states of the HMF model's GGPE, with soliton (i.e. well localized) solutions emerging in the strong coupling regime χ 1. These soliton solutions are stable in the strong coupling limit χ → 0 provided the interaction is attractive. The same procedure can serve to classify all stationary states for repulsive interactions as well.
The HMF model has proven to be a successful tool for studying the behavior of many-body systems with LRI. Our work suggests that LRI can support a much richer family of solitons than a short-range interacting system. This is because a non-local non-linearity imposes a much less restrictive self-consistency condition on solutions. This is a generic feature of long-range interactions, and suggests that such systems deserve closer examination as a potential setting for solitons.
An interesting future direction of research would be to study collisional properties of the bright solitons (solitary waves) identified in this work and to determine if they are true solitons (i.e. do they collide elastically). As sketched in the introduction, systems with LRI can be expected to behave similarly to integrable systems. A numerical study of soliton dynamics in the HMF model would be a natural testing ground for this idea.
Finally, our analytic solutions of the GGPE provide a useful set of building blocks with which to build more complicated many-body states of the HMF model. This may prove useful for studying quantum many-body systems with LRI. One immediate question of interest is the role of quantum fluctuations in determining the manybody ground state of the HMF model.
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in the limit that χ 1. Implicitly we must consider the cases of n even and odd separately due to their definition in terms of either even or odd Mathieu functions which we repeat here for convenience
The strong coupling regime, χ 1, is equivalent to q 1 in the conventional Mathieu equation. When applied to the HMF model, this means that one can study the regime in which q 1, compute the magnetization and by extension χ(q) = 4M (q)/q, and then invert this expression to find how q depends on χ.
Consequently, it is convenient for computational purposes to consider q, rather than χ as a fixed parameter, and later invert the relationship between them as described above. Integrals such as Eq. (A1) are conveniently analyzed by transforming to the coordinate ζ = 2q 1/4 sin θ 2 ; doing so we find [as in Eq. (15) M (q) =
The first term in the bracketed expression (i.e. the Taylor expansion of cos θ) gives the normalization of the wavefunction or equivalently unity; we therefore find
where ∼ denotes an asymptotically small error as q → ∞ [64] . From here we may expand the square root in the denominator in a Taylor series, and make use of an asymptotic expansion of the stationary solutions ψ n (ξ ; q).
In the limit of large q both ce n (θ ; q) and se n (θ ; q) can be expanded in terms of Parabolic cylinder functions [64] [65] [66] [67] [68] . This is easy to understand, since for n fixed and q → ∞ the classical turning points coalesce at the minimum of the cosine potential. Therefore the states are constrained to live arbitrarily close to the potential's minimum and a harmonic approximation is justified. To ensure that the turning point structure is maintained the expansion is carried out using ξ = 2q 1/4 cos z rather than the naive choice of z−π/2 . Explicitly the Sips' expansion of the Mathieu functions in terms of parabolic cylinder function assumes the form [64] 
where U m (ξ ; q) and V m (ξ ; q) are given at next to leading order (NLO) [i.e. suppressing terms of O(q)] by
where D n = D n (ξ) are the parabolic cylinder functions of order n, and the normalization constants are given at NLO by
Since we have a series solution to ψ n (ξ ; q) in terms of parabolic cylinder functions, and we are interested in computing integrals of the form |ψ n | 2 ξ k dξ, we ultimately require knowledge of integrals of the form
These are easily obtained from the recursion relation [68]
For our purposes the following identities are required
Armed with these details, we may now attack the integral in Eq. (A3). First, we note that by Appendix A that in using Eqs. (A4) and (A5) we must make the substitution z → (θ + π)/2, which in turn implies that ξ → ζ = 2q 1/4 sin(θ/2) and sin z → cos(θ/2). Expressing all functions in terms of ζ, and then performing a Taylor expansion then yields
where the upper sign corresponds to n even and the lower sign to n odd. Using Eqs. (A12) to (A14), the integral may then be expressed in terms of I
Having obtained the magnetization in terms of the auxilary parameter q, we now compute χ(q) and find at NNLO
which may in turn be inverted to find
(A19) as claimed in the main text. The branch labeled by ℵ = 1 is the appropriate one since we took the auxilliary variable q to be large. The following integrals appear in the context of the stability analysis of the solitary waves identified in the main text:
where ψ n is the stationary state [given by a Mathieu function with depth parameter q(χ)] around which fluctuations take place, and φ m is a Mathieu function orthogonal to ψ m . We begin by deducing some basic properties of these integrals. Both ψ n and ψ m are strictly even or odd functions and so we can conclude on completely general grounds that I Finally, the Taylor expansion of sin θ in terms of ζ will contain only odd powers of ζ , while the expansion of cos θ will contain only even powers of ζ. By examining Eqs. (A12) to (A14), and appealing to the aforementioned facts, we can make the very general statement that
This implies that at leading order only I S m,m±1 is relevant as claimed in the main text. We now turn to deriving an explicit formula for the leading order contribution to this integral.
We begin, as in the case of the magnetization, by changing variables to ζ such that we obtain 
where we have made use of Eq. (A13) to move between the second and third equalities. Squaring the integral then leads to 
as claimed in the main text.
Appendix C: Eigenvalues of the normal modes
In this appendix we outline the details involved in finding the eigenvalues of the matrix D 2 − 2DF. In doing so we will consider the cases of n = 0 as a special case, which we return to at the end of this section. For the time being, we take n ≥ 1 in which case FD is given by 
where x α and y α are in the positions corresponding to the two horizontal rows shown above, and 1 is aligned with the α th diagonal entry D 2 α,α = 9(α − n) 2 . Acting with D 2 − 2DF will lead to
where the values of x and y (i.e. the eigenvector) are given by solving an associated 2×2 linear equation. It can be easily checked that these equations are always linearly independent, and therefore a solution is guaranteed to exist.
This still leaves two eigenvectors and eigenvalues unspecified. These are then found by considering vectors of the form shown above but with the only non-zero entries being x α and y α . The reduced system of equations can be represented as 9 + 6n −6n 6(n + 1) 9 − 6(n + 1)
the eigenvalues of which are independent of n and given by Ω n−1 = 9 (corresponding to the eigenvalue of D 2 ), and Ω n+1 = 3; there is no Ω n since m = n by construction. Similar considerations apply to the case of n = 0, however in this case F has only one row of non-zero entries -all of which equal one -and these line the top row of the matrix. In this case all of the eigenvalues coincide with those of D 2 except the first which is given by Ω 1 = 3.
Therefore, for all stationary states ψ n , the eigenspectrum of D 2 − 2FD is always positive definite and the smallest eigenvalue is always Ω n+1 = 3 with the rest of the eigenspectrum matching that of D 2 . This ensures that the frequencies ω α = ± √ Ω α of the normal modes are always real, and consequently that the solitons are dynamically stable as claimed in the main text.
