Abstract-Model selection plays an important role in cost-sensitive SVM (CS-SVM). It has been proven that the global minimum cross validation (CV) error can be efficiently computed based on the solution path for one parameter learning problems. However, it is a challenge to obtain the global minimum CV error for CS-SVM based on one-dimensional solution path and traditional grid search, because CS-SVM is with two regularization parameters. In this paper, we propose a solution and error surfaces based CV approach (CV-SES). More specifically, we first compute a two-dimensional solution surface for CS-SVM based on a bi-parameter space partition algorithm, which can fit solutions of CS-SVM for all values of both regularization parameters. Then, we compute a two-dimensional validation error surface for each CV fold, which can fit validation errors of CS-SVM for all values of both regularization parameters. Finally, we obtain the CV error surface by superposing K validation error surfaces, which can find the global minimum CV error of CS-SVM. Experiments are conducted on seven datasets for cost sensitive learning and on four datasets for imbalanced learning. Experimental results not only show that our proposed CV-SES has a better generalization ability than CS-SVM with various hybrids between grid search and solution path methods, and than recent proposed cost-sensitive hinge loss SVM with three-dimensional grid search, but also show that CV-SES uses less running time.
Ç

NOMENCLATURE
To make notations easier to follow, we provide a summary of the notations in the following list.
R, R þ
The sets of real numbers, and non-negative real numbers. R mÂk The set of m Â k real matrices.
0, 1
The vectors having all the elements equal to 0 and 1 respectively. a i ; g i The ith element of the vector a and g. D
The amount of the change of each variable.
The inverse and the transpose of matrix M. jEj
The cardinality of the set E.
Q Mj
The subvector of the jth column of a matrix Q with the rows indexed by M.
The submatrix of a matrix Q with the rows and columns indexed by M.
R tÃ ; R Ãt
The row and the column of a matrix R corresponding to the sample ðx t ; y t Þ respectively.
R ntt
The submatrix of R after deleting the row and the column corresponding to the sample ðx t ; y t Þ. signðÁÞ A sign function determines whether the predicted classification comes out positive (+1) or negative (À1). f A transformation function from an input space to a higher dimensional kernel feature space.
INTRODUCTION
E VER since Vapnik's influential work in statistical learning theory [1] , Support Vector Machines (SVMs) have been successfully applied to a lot of classification problems due to its good generalization performance. However, in many real-world classification problems such as medical diagnosis [2] , object recognition [3] , business decision making [4] , and so on, the costs of different types of mistakes are naturally unequal. Cost sensitive learning [5] takes the unequal misclassification costs into consideration, which has also been deemed as a good solution to class-imbalance learning where the class distribution is highly imbalanced [32] . There have been several cost-sensitive SVMs, such as the boundary movement [9] , biased penalty (2C-SVM [7] and 2n-SVM [8] ), cost-sensitive hinge loss (CSHL-SVM) [11] , [31] , and so on. As pointed in [11] , the boundary movement would be the optimal strategy under Bayesian decision theory, if the class posterior probabilities were available. However, it is well known that SVMs do not predict these probabilities accurately. The boundary movement method is also flawed when data is non-separable, in which case cost sensitive optimality is expected to require a modification of both the direction and the threshold of a separating plane. Thus, either the biased penalty method or the cost-sensitive hinge loss method is a better choice for cost sensitive learning. In this paper, we focus on the most popular one (2C-SVM 1 ). Given a training set S ¼ fðx 1 ; y 1 Þ; . . . ; ðx l ; y l Þg where x i 2 R d and y i 2 fþ1; À1g, 2C-SVM introduces two cost parameters C þ and C À to denote the costs of false negative and false positive respectively, and considers the following primal formulation: 
where w and b are the normal vector and the threshold to the hyperplane of 2C-SVM respectively, S þ ¼ fðx i ; y i Þ 2 S : y i ¼ þ1g, S À ¼ fðx i ; y i Þ 2 S : y i ¼ À1g, hÁ; Ái denotes an inner product in a kernel feature space, and i is a non-negative slack variable measuring the degree of misclassification of the sample ðx i ; y i Þ.
There are several articles about CS-SVM. For example, Bach et al. [18] proposed an efficient algorithm to build receiver operating characteristic curves by varying the training cost asymmetry (i.e., C þ C þ þCÀ ). Davenport et al. [8] presented an equivalent formulation 2n-SVM to 2C-SVM, and developed two grid search methods for determining values of both parameters in 2n-SVM. Lee and Scott [10] proposed a new formulation for building a family of nested CS-SVM, which yields a family of nested classifiers indexed by cost asymmetry. Specially, they implemented the solution path of CS-SVM w.r.t. regularization parameter 1 C þ þCÀ and cost asymmetry respectively, to compare with nested CS-SVM. In general, how one tunes the cost parameter pair (C þ ; C À ) to achieve optimal generalization performance (it is also called the problem of model selection) is a central problem of CS-SVM.
As mentioned in [8] , a general approach to tackle model selection is to specify some candidate parameter values, and then apply cross validation (CV) to select the best choices. A typical implementation of this approach is grid search. However, extensive exploration for the optimal parameter values is seldom pursued, because there exist two difficulties. It requires: 1) to train the classifier many times under different parameter settings, 2) and to test the classifier on the validation dataset for each parameter setting.
To overcome the first difficulty, solution path algorithms were proposed for many learning models [12] , [13] , [14] , [15] , [16] , [17] , [18] , [20] , to fit the entire solutions for every value of the parameter, which avoids training the classifier many times under different parameter settings. Specifically, Hastie et al. [12] proposed an solution path approach for C-SVM. Gunter and Zhu [13] , and Wang et al. [15] proposed solution path algorithms for "-Support Vector Regression ("-SVR) to trace the solution with " and the regularization parameter respectively. Rosset and Zhu [16] proposed a solution path for Lasso. Takeuchi et al. [17] proposed a solution path for kernel quantile regression. Gu et al. [20] proposed a solution path algorithm for n-Support Vector Classification (n-SVC).
It should be noted that there are several articles involving solution paths for two-parameter problems "-SVR [15] , 2C-SVM [14] , and quantile regression [14] . Although they are computed in a two-parameter space, all are essentially one-parametric solution paths and none of them can fit solutions for all values of a parameter pair. The detailed explanation for this point is as follows. 1) Wang et al. [15] discussed the solution path of "-SVR for two parameters ( and ") respectively. Their solution path works with respect to only one parameter while the other parameter is fixed. In their conclusion, they pointed out that it is difficult to explore all possible solutions using their path-following approach when the dimensionality of the solution space is larger than one. 2) Bach et al. [18] searched the space (C þ , C À ) of 2C-SVM by using a large number of parallel oneparametric solution paths. It is essentially a semigrid search method, and hard to explore the whole space. This method is implemented (denoted as SP +GS in our paper) to compare with our algorithm. 3) Rosset [14] handled the problem (generating a set of models w.r.t. t, by selecting the best regularization parameter ðtÞ for every value of t) using a bi-level program with optimizing one parameter . Our cross validation on 2C-SVM handles a bi-level program with optimizing two parameters. As a result, our algorithm explores the entire bi-parameter space. However, Rosset's model follows a large number of one-parametric solution paths simultaneously. To sum up, the three articles essentially follow oneparametric solution paths in a two-parameter space, and cannot explore solutions for all values of the parameter pair. Therefore, it is highly desirable to design an approach to determine a complete solution surface as both parameters vary.
To address the second difficulty, a global search strategy [19] was proposed to compute the minimum CV error based on the solution path. Specifically, Yang and Ong [19] first proposed the global search strategy to determine the global minima of some common validation functions in C-SVM. Gu et al. [20] used this strategy to find the global minimum CV error for n-SVC based on their proposed regularization path of n-SVC. The power of the global search method is proved by theoretical and empirical analysis for model selection. Therefore, it is desirable to design an error surface algorithm to compute the minimum CV error for the biparametric problem (e.g., CS-SVM), based on the twodimensional solution surface.
In this paper, we propose a solution and error surfaces based CV approach (CV-SES). Fig. 1 shows the structure flow chart of our proposed CV-SES method, which includes two main parts. The first part is the two-dimensional solution surface of CS-SVM, which is implemented by bi-parameter space partition based on critical convex polygon region (CCPR). CCPR is defined as follows. Definition 1. CCPR is a convex polygon region, where the solutions of CS-SVM share one same linear function w.r.t. both regularization parameters, in the regularization parameter space of CS-SVM.
1. Actually, 2n-SVM is also equivalent to 2C-SVM as proved in [8] .
For the sake of convenience, we do not distinguish the names of 2C-SVM and CS-SVM hereafter unless explicitly mentioned.
It is worth pointing out that the whole region R þ Â R þ for (C þ ; C À ) is explored by CCPRs in 1.5 square units as shown in Fig. 2 based on two equivalent CS-SVM formulations. The second part is the two-dimensional validation error surface for each CV fold, which is computed based on the solution surface. The final K-fold CV error surface can be obtained by superposing K validation error surfaces, and the global minimum CV error can be found correspondingly. We validate our method on seven datasets for cost sensitive learning and on four datasets for imbalanced learning. Experimental results show that CV-SES has a better generalization ability than CS-SVM with various hybrids between grid search and solution path methods, and than recent proposed CSHL-SVM with three-dimensional grid search. Meanwhile, its running time is less.
The main contributions of this paper can be summarized as follows.
1)
We propose a bi-parameter space partition (BPSP) algorithm based on CCPR. BPSP can handle the overlap of CCPRs, and determine the complete twodimensional solution surface of CS-SVM. To the best of our knowledge, there is no such contribution. 2) Once the solution surfaces are available, we compute the two-dimensional K-fold CV error surface to find the values of the parameter pair with the global minimum CV error. Experimental results demonstrate that the method has a better generalization ability than various hybrids between grid search and solution path methods. Meanwhile, it uses less running time. The rest of this paper is organized as follows. In Section 2, we present two equivalent formulations of CS-SVM, and their Karush-Kuhn-Tucker (KKT) conditions. Section 3 presents the bi-parameter space partition (BPSP) algorithm to compute the two-dimensional solution surface for CS-SVM. The method of computing two-dimensional CV error surface is presented in Section 4. Section 5 discusses why CV-SES adopts the combined compact parameter space with 1.5 square units, instead of others. Experimental setup and results are presented in Sections 6 and 7 respectively. The last section provides some concluding remarks. Part of this paper has been presented at [21] .
TWO FORMULATIONS OF CS-SVM AND THEIR KKT CONDITIONS
In this section, we present two equivalent formulations of CS-SVM (i.e., 2C-SVM and (; h)-SVM), and their KarushKuhn-Tucker conditions, where (; h)-SVM is formulated Fig. 2 shows the corresponding relation between (C þ , C À ) and (; h) coordinate systems. Specifically, the open region of C þ ! 0, C À ! 0, and C þ þ C À ! 1 corresponds the closed region of 0 1 and 0 h 1. Thus, the whole region of (C þ ; C À ) can be explored in 1.5 square units by searching the region ½0; 1 Â ½0; 1 of the (; h) coordinate system, and the lower triangle region of ½0; 1 Â ½0; 1 in the (C þ ; C À ) coordinate system, as shown in Fig. 2 . The reason for adopting the compact parameter space is discussed in Section 5.
In the following, we first present (; h)-SVM and its KKT conditions, and then present 2C-SVM and its KKT conditions.
(; h)-SVM and Its KKT Conditions
, the primal formulation (1) of 2C-SVM can be reformulated as follows:
The dual problem of (2) can be presented as
where Q is a positive semidefinite matrix with Q ij ¼ y i y j Kðx i ; x j Þ, and Kðx i ; x j Þ ¼ hfðx i Þ; fðx j Þi. From KKT theorem [22] , the KKT conditions of the dual problem (3) are obtained as follows:
where b 0 ¼ b 00 , and b 00 is the Lagrangian multiplier corresponding to the equality constraint in (3). According to the value of g i , a training sample set S is partitioned as pð; hÞ ¼ Mð; hÞ; Eð; hÞ; Rð; hÞ ð Þ , (see Fig. 3 ) where
g denotes the margin support vector set; 2) Eð; hÞ ¼ fi :
g denotes the error support vector set; 3) Rð; hÞ ¼ fi : g i > 0; a i ¼ 0g denotes the remaining vector set. It is clear that Mð; hÞ, Eð; hÞ, and Rð; hÞ are disjoint, and their union is S.
2C-SVM and Its KKT Conditions
The primal formulation of 2C-SVM is (1), and its dual problem is presented as
Similar to (4)- (5), we have the KKT conditions for (6) as follows:
According to the value of g i , a training sample set S also has the partition pðC þ ; C À Þ ¼ MðC þ ; C À Þ; EðC þ ; C À Þ; RðC þ ; ð C À ÞÞ (see Fig. 3 ), where
denotes the remaining vector set.
TWO-DIMENSIONAL SOLUTION SURFACE
To determine the complete two-dimensional solution surface of CS-SVM, we first propose an approach to detect CCPRs for both (; h)-SVM and 2C-SVM. Based on the CCPRs, we propose the bi-parameter space partition algorithm in the region of ½0; 1 Â ½0; 1 for the (; h) parameter space and in the lower triangle region of ½0; 1 Â ½0; 1 for the (C þ ; C À ) parameter space respectively. This means that the complete two-dimensional solution surface of CS-SVM is determined accordingly. In other words, solutions of CS-SVM for all values of the parameter pair are fitted.
Detecting CCPRs
In the following, we present the approach of detecting the CCPR for both (; h)-SVM and 2C-SVM respectively.
CCPR of (; h)-SVM
As mentioned in Section 2.1, one solution of the dual problem (3) corresponds a partition p. Conversely, a partition p corresponds a set of parameter pairs ð; hÞ. We define this set as CRð 0 ; h 0 Þ ¼ fð; hÞ 2 R þ Â ½0; 1 : pð; hÞ ¼ pð 0 ; h 0 Þg when a partition pð 0 ; h 0 Þ is given. Obviously, CRð 0 ; h 0 Þ is the set of all parameter pairs ð; hÞ in the region R þ Â ½0; 1 sharing the same partition pð 0 ; h 0 Þ. Theorem 1 shows that CRð 0 ; h 0 Þ is a convex set and its closure is a convex polygon region. Theorem 1. The set CRð 0 ; h 0 Þ is a convex set and its closure is a convex polygon region.
In the following, we provide a proof to Theorem 1. The proof shows that the solution of (3) is jointly piecewise linear w.r.t. both and h. Thus, CRð 0 ; h 0 Þ is a CCPR of (; h)-SVM.
According to the KKT conditions (4)-(5), if we finely adjust and h around the parameter pair ð 0 ; h 0 Þ, the weights a i of the samples in M and the variable b 0 should also be adjusted accordingly to keep all the samples satisfying the KKT conditions. Thus, letting e g i ¼ ðg i þ 1Þ, we have the following linear system from (4)- (5):
If 1 M is the column vector 1 with jMj-dimensional, and let y M ¼ ½y 1 ; . . . ; y jMj T , the linear system (9)-(10) can be rewritten as
Let 
Substituting (12) into (9), we can obtain the linear relationship between De g i (8i 2 S) and D Dh ½ T as follows:
When adjusting both and h, meanwhile keeping all the samples satisfying the KKT conditions (4)- (5), the following constraints should be kept:
Thus, CRð 0 ; h 0 Þ is the set of feasible solutions to the system of inequalities (14)- (16) . According to (14)- (16), CRð 0 ; h 0 Þ is a convex set and its closure is a convex polygon region. According to (14) - (16), it is also easy to see that the solution of (3) is jointly piecewise linear w.r.t. both and h. It should be noted that the compact representation of (14)- (16) can be obtained after removing redundant inequalities, which can be efficiently solved by the vertex enumeration algorithm [23] . 
CCPR of 2C-SVM
Similar to (; h)-SVM, a partition p of 2C-SVM corresponds a set of parameter pairs ðC þ ; C À Þ. We define this set as CRðC In the following, we prove Theorem 2. The proof also shows that the solution of (6) is jointly piecewise linear w.r. t. both C þ and C À . Thus, CRðC
According to the KKT conditions (7)- (8), if we finely adjust C þ and C À around the parameter pair ðC 0 þ ; C 0 À Þ, the weights a i of the samples in M and the variable b 00 should also be adjusted accordingly to keep all the samples satisfying the KKT conditions. Thus, from (7)- (8), we have the following linear system
where E þ ¼ fi 2 E : y i ¼ þ1g, and E À ¼ fi 2 E : y i ¼ À1g. The linear system (17)- (18) can be rewritten as
The linear relationship between Db
T can be obtained as follows:
Substituting (20) into (17), we can get the linear relationship between Dg i (8i 2 S) and DC þ DC À ½ T as follows:
When adjusting C þ and C À , meanwhile keeping all the samples satisfying the KKT conditions (7)- (8), the following constraints should be kept:
2. Removing redundant inequalities from a nondegenerate system of n inequalities with d dimensions (here d ¼ 2) can be solved by the vertex enumeration algorithm [23] in time OðndvÞ, where v is the number of inequalities (or vertices) of the equivalent minimum subsystem.
Thus, CRðC 0 þ ; C 0 À Þ is the set of feasible solutions to (22)- (24) . According to (22)- (24), CRðC 0 þ ; C 0 À Þ is a convex set and its closure is a convex polygon region. And the solution of (6) is jointly piecewise linear w.r.t. both C þ and C À .
Bi-Parameter Space Partition Algorithm
As mentioned in Section 2, the entire region of (C þ ; C À ) can be explored in 1.5 square units as shown in Fig. 2 . In this section, we use the CCPRs of both (; h)-SVM and 2C-SVM to explore the region of ½0; 1 Â ½0; 1 for the (; h) parameter space and the lower triangle region of ½0; 1Â ½0; 1 for the (C þ ; C À ) parameter space respectively. Once the 1.5 square units have been completely covered by the CCPRs, we can fit solutions of CS-SVM for all values of (C þ ; C À ) according to (14)- (16) and (20)- (21). This means that the complete two-dimensional solution surface of CS-SVM is determined.
An intuitive idea to cover the entire parameter space of CS-SVM based on the CCPRs is using a progressive construction method. Before designing this progressive construction algorithm, there are 3 problems which should be answered. (i) How do we give an initial solution of the first CCPR for both (; h)-SVM and 2C-SVM? (ii) How do we handle the issue of overlapped CCPRs? (iii) How do we find the next CCPRs based on the current one? Our answers to the three problems are as follows, which derive a recursive bi-parameter space partition algorithm (i.e., CCPR-BPSP, see Algorithm 1).
Output: P (a partition of X in a nested set structure). 1: Detect CRðr 0 ; % 0 Þ according to (14) - (16); let R 0 :¼ CRðr 0 ; % 0 Þ \ X, and P :¼ fR 0 g. 2: Partition the parameter space X with fR 0 ; R 1 ; . . . ; R m g (cf. Theorem 3). 3: while i m & R i 6 ¼ ; {m is the number of partition defined in Theorem 3.} do 4: Update p for the subregion of R i adjacent to R 0 . 5: Compute a and e g for a parameter pair ðr i ; % i Þ in the subregion of R i adjacent to R 0 . 6:
Initialization
A simple strategy for initialization is directly using the SMO technology [25] or other quadratic programming solvers to find the solution of (; h)-SVM for a parameter pair in the region of ½0; 1 Â ½0; 1 and the solution of 2C-SVM for a parameter pair in the lower triangle region of ½0; 1 Â ½0; 1 respectively. We present a method in Lemmas 1 and 2, which does not require any numerical solver and can directly give the solutions for the parameter pairs of (; h)-SVM and 2C-SVM respectively, under some conditions.
Specifically, Lemma 1 directly gives the solution of
jSj Q ij . It should be pointed out that two or more samples will start at M, if the inequalities in Lemmas 1 and 2 are all with equality.
, the optimal solution of the minimization problem (3) with h ¼ jS À j jSj and !
, the optimal solution of the minimization problem (6) with
Although a similar conclusion to Lemmas 1 and 2 was provided in Appendix C of [10] , which considered CS-SVM without the offset b in the discrimination hyperplane, the proof of Lemma 1 is still provided in Appendix to make the contribution self-contained. Lemma 2 can be proved similarly to Lemma 1.
Handle the Overlapped Phenomenon
In many real-world problems, the minimization problem (3) or (6) can not be guaranteed to be strictly convex, which means that the solution of (3) or (6) is not unique. Given a parameter pair of (3) or (6), the set of the solutions would be a convex set, according to the convex optimization theory [22]. Thus, combined with Theorems 1 and 2, we can infer that two adjacent CCPRs may overlap (called the overlapped phenomenon). Fig. 4a presents an illustration of the overlapped phenomenon. More verifications on three benchmark datasets and a real world spine image dataset are provided in Section 7, to illustrate the widespread existence of the overlapped phenomenon. The overlapped phenomenon makes it difficult to exactly cover the entire parameter space of CS-SVM by exploring all CCPRs based on a progressive construction method.
To tackle this issue, a parameter space partition method is introduced by Theorem 3, which was originally provided in [24] . Theorem 3 defines a partition procedure which considers the inequalities A r % ½ T b, which is used to define R 0 ¼ fðr; %Þ 2 X : A r % ½ T bg, one by one. See Fig. 4b , the four inequalities of R 0 induce four disjoint subregions of X (i.e., R 1 , R 2 , R 3 , and R 4 ) respectively, and S 4 i¼0 R i ¼ X. Obviously, this partition method can be used to handle the overlapped phenomenon effectively. In addition to avoiding the overlap of CCPRs, the parameter space partition speeds up computing the two-dimensional CV error surface in Section 4.2, because it introduces a nested set structure for the parameter space naturally.
Theorem 3. Let X R 2 be a convex polygon region, and
Then fR 0 ; R 1 ; . . . ; R m g is a partition of X . This is S m i¼0 R i ¼ X, and R i \ R j ¼ ;, 8i 6 ¼ j, i; j 2 f0; 1; . . . ; mg. In Theorem 3, both A and b are issued from the compact representation of inequalities (14)- (16) or (22)- (24), which can be computed by the vertex enumeration algorithm [23] as described in footnote 2. m is the number of inequalities in the compact representation, and has no relationship with the training set size. (r; %) is the shorthand implying (; h) and (C þ ; C À ) hereafter.
Find the Next CCPRs
Given a CCPR R 0 and a convex polygon region X with R 0 X, a partition fR 0 ; R 1 ; . . . ; R m g is produced by the above partition procedure, where only R 0 is the CCPR. The next task is to find a CCPR for each subregion R i , i ¼ 1; . . . ; m. Repeating the steps until the full parameter space is covered by CCPRs (see Figs. 4c and 4d) . Thus, twodimensional solution surface of CS-SVM is obtained.
In this part, we mainly discuss how to find a CCPR for each subregion R i , i ¼ 1; . . . ; m. A simple strategy is using the SMO technology [25] or other quadratic programming solvers to find the solution for a parameter pair ðr i ; % i Þ in R i similar to the initialization (Section 3.2.1), and then compute the corresponding CRðr i ; % i Þ. Thus, a CCPR in R i can be found as CRðr i ; % i Þ \ R i . Obviously, an approach to compute the solution for a parameter pair in R i without requiring any numerical solver will speed up the running of CCPR-BPSP.
Theorem 4 allows us to directly compute a and e g (g) for a parameter pair in the subregion of R i adjacent to R 0 according to (14) - (16) and (20)- (21) . The detailed proof is provided in Appendix.
Theorem 4. Supposing X R 2 is a convex polygon region,
, R 0 has the partition p, and fR 0 ; R 1 ; . . . ; R m g is a partition of X as Theorem 3. 8i 2 f1; . . . ; mg, if R i 6 ¼ ;, the ith inequality A i r % ½ T b i of CR only corresponds to the tth sample of S, 1) from the left part of (14) or (22), there exists a subregion of R i adjacent to R 0 with the partition p ¼ ðM n ftg; E; R [ ftgÞ; 2) from the right part of (14) or (22), there exists a subregion of R i adjacent to R 0 with the partition p ¼ M n ftg; E [ ftg; R ð Þ ; 3) from (15) or (23), there exists a subregion of R i adjacent to R 0 with the partition p ¼ M [ ftg; ð E n ftg; RÞ; 4) and from (16) or (24), there exists a subregion of R i adjacent to R 0 with the partition p ¼ M [ ftg; E; ð R n ftgÞ.
According to Theorem 4, we can directly obtain the partition p for the subregion of R i adjacent to R 0 . Thus, the inverse matrix R corresponding to the extended kernel matrix e Q can be updated in time OðjMj 2 Þ as the method described in [26] , and the linear relationships between Db
and Dr D% ½ can be computed as (12)-(13), or (20)-(21). Further, both aðr i ; % i Þ and e gð i ; h i Þ (gðC þ ; C À Þ), where ðr i ; % i Þ is a parameter pair in the subregion of R i adjacent to R 0 with the partition p, can be computed directly according to (14) - (16) and (20)-(21).
TWO-DIMENSIONAL CV ERROR SURFACE
In this section, we first present the approach of computing two-dimensional validation error surface for each CV fold, and then present the method of computing the superposition of K validation error surfaces. The method produces the two-dimensional K-fold CV error surface, which can be used to find the parameter pairs with the global minimum K-fold CV error.
Two-Dimensional Validation Error Surface
Based on the solution surfaces of both (; h)-SVM and 2C-SVM, the decision function of CS-SVM can be obtained as fð; hÞðxÞ ¼ 1 P j2S a j ð; hÞy j Kðx j ; xÞ þ b 0 ð; hÞ for all ð; hÞ in ½0; 1 Â ½0; 1 and fðC þ ; C À ÞðxÞ ¼ P j2S a j ðC þ ; C À Þy j Kðx j ; xÞ þ b 00 ðC þ ; C À Þ for all ðC þ ; C À Þ in the lower triangle region of ½0; 1 Â ½0; 1. Given a validation set V ¼ fðe x 1 ; e y 1 Þ; . . . ; ðe x n ; e y n Þg, and assuming both CðÀ; þÞ and Cðþ; ÀÞ are the misclassification costs of false negative and false positive respectively (no costs for the true positive and the true negative, i.e., CðÀ; ÀÞ ¼ Cðþ; þÞ ¼ 0), the cost sensitive error on the validation set can be computed as Eðr; %Þ ¼ 1 n P n i¼1 C sign fðr; %Þðe x i Þ ð Þ ; e y i ð Þ . In this part, we show that Eðr; %Þ is piecewise constant w.r.t. both the parameters. Specifically, Eðr; %Þ remains unchanged in invariant convex polygon region 3 (ICPR). ICPR is defined as follows.
Definition 2. ICPR is a convex polygon region in the regularization parameter space of CS-SVM, in which the cost sensitive error Eðr; %Þ remains unchanged.
To select the parameter pairs with the lowest cost sensitive error, we cover the entire parameter space by ICPRs, which will produce a two-dimensional validation error surface. In the following, we first present an approach to detect ICPRs, and then present the method of computing the twodimensional validation error surface.
Detecting ICPRs
According to the sign of fðe x i Þ, the validation set V can be partitioned as e pðr; %Þ ¼ ffi 2 V : fðr; %Þðe x i ÞÞ ! 0g; fi 2 V : fðr; %Þðe x i ÞÞ < 0gg 
Similar to pð; hÞ and pðC þ ; C À Þ, a partition e p corresponds a set of parameter pairs ðr; %Þ. We define this set as IRðr 0 ; % 0 Þ ¼ fðr; %Þ 2 CRðr 0 ; % 0 Þ : e pðr; %Þ ¼ e pðr 0 ; % 0 Þg. Obviously, IRðr 0 ; % 0 Þ is the set of all parameter pairs ðr; %Þ sharing the same partition e pðr; %Þ. Theorem 5 shows that IRðr 0 ; % 0 Þ is a convex set and its closure is also a convex polygon region.
Theorem 5. The set IRðr 0 ; % 0 Þ is a convex set and its closure is a convex polygon region.
The detailed proof of Theorem 5 is provided in Appendix. According to the definition of the partition e pðr; %Þ in (25), it is easy to find that the cost sensitive error Eðr; %Þ remains unchanged in an IRðr 0 ; % 0 Þ. Thus, IRðr 0 ; % 0 Þ is an ICPR of CS-SVM. If all CCPRs are covered by ICPRs, we will have a validation error surface, which fits all the validation cost sensitive errors in the entire parameter space.
Partitioning Each CCPR with ICPRs
To cover the entire parameter space by ICPRs, we use the strategy of divide and conquer, i.e., searching all ICPRs for each CCPR.
Similar to CCPR-BPSP, the parameter space partition procedure introduced by Theorem 3 is also used to partition each CCPR, where an ICPR corresponds the sub-region R 0 . Thus, a recursive algorithm (i.e., ICPR-BPSP, see Algorithm 2) is proposed to find all ICPRs and compute the corresponding cost sensitive errors for each CCPR. It should be noted that the nested set structure for the output of ICPR-BPSP is still retained based on Theorem 3. The nested set structure will speed up computing the superposition of K validation error surfaces in Section 4.2.
Combining all results of the CCPRs based on the framework of Algorithm 1, we can obtain the validation error surface for the region of ½0; 1 Â ½0; 1 in the (; h) coordinate system, as shown in Figs. 5a and 5b, and the validation error surface for the lower triangle region of ½0; 1 Â ½0; 1 in the (C þ ; C À ) coordinate system, as shown in Figs. 5d and 5e.
Computing the Superposition of K Validation Error Surfaces
This section focuses on computing the two-dimensional K-fold CV error surface. Given the validation set V, we 3. "Invariant" means that the cost sensitive error Eðr; %Þ remains unchanged.
randomly partition it into K equal size subsets (i.e., Input: IRðr 0 ; % 0 Þ, P ¼ fP 0 ; P 1 ; . . . ; P m g (a parameter space partition in a nested set structure). Output: L (a set of IRs which are intersections of IR and P). 1:
Compute the intersection region IR :
As mentioned in Section 4.1, the two-dimensional validation error surface for each fold can be obtained by the ICPR-BPSP algorithm. To find the parameter pairs with the global minimum K-fold CV error, we need to investigate the two-dimensional K-fold CV error surface in the regions with 1.5 square units, which can be achieved by superposing K validation error surfaces in one and the same two-dimensional space (see Figs. 5c and 5f ). Algorithm 3 gives the intersection of an ICPR and a validation error surface, based on a recursive procedure. Obviously, we can obtain the two-dimensional K-fold CV error surface by calling Algorithm 3 multiple times.
DISCUSSION ON THE COMPACT PARAMETER SPACE
As mentioned in Sections 3 and 4, both the solution and error surfaces are explored in the region ½0; 1 Â ½0; 1 of the (; h) coordinate system and in the lower triangle region of ½0; 1 Â ½0; 1 in the (C þ ; C À ) coordinate system, as shown in Fig. 2 . In this section, we will discuss why CV-SES adopts the combined compact parameter space with 1.5 square units, instead of others. (3) and (6) are strictly convex, all the CCPRs will be non-overlapping. Thus, the solution surface for 2C-SVM or (; h)-SVM can be directly obtained by merging all the CCPRs. Its complexity mainly depends on the number of CCPRs. Because the number of CCPRs of (; h)-SVM is the same as that of 2C-SVM, there is no obvious difference between exploring the solution surfaces for 2C-SVM and (; h)-SVM. This means that it is no need to explore the parameter spaces of 2C-SVM and (; h)-SVM simultaneously. 2) However, in many real-world problems, the minimization problem (3) or (6) can not be guaranteed to be strictly convex. Thus, there exists the phenomenon of overlapped CCPRs as shown in Fig. 4a , which is also verified in Section 7.1. In this paper, the parameter space partition technology defined by Theorem 3 is used to handle the overlap of CCPRs. However, this way of partitioning defines new polyhedral regions R i to be explored that are not related to the CCPRs which still need to be determined. This may split some of the CCPRs, due to the artificial cuts induced by Theorem 3 [24] . Figs. 6a and 6b present the results of space partition and error surface respectively in the region of ½0; 10 Â ½0; 10 for (C þ ; C À ). Figs. 6c and 6d present the results of space partition and error surface respectively in the region of ½0; 10 Â ½0; 1 for (, h). It is easy to find that so many regions are produced by the space partition algorithm, which burdens CV-SES, even though only exploring in an inner region beyond which the solution does not change (cf. Lemma 1 and Corollary 2, or Appendix C, of [10] ). 3) To tackle this issue, we explore the region ½0; 1 Â ½0; 1 of the (; h) coordinate system and the lower triangle region of ½0; 1 Â ½0; 1 in the (C þ ; C À ) coordinate system. Searching in this compact parameter space reduces many artificial cuts, and speed up the running of CV-SES. Experimental results will show that this search strategy can achieve a fast speed, faster than various hybrids between grid search and solution path methods. In addition, it can be proved that it is the optimal combination to explore the entire space of (C þ ; C À ) with 1.5 square units. 4) Another possible compact parameter space would be 2n-SVM (or equivalently, the (n, g) parameterization). However, as described in [8] , the parameter space of the (n, g) formulation is ½0; 1 Â R þ . If directly exploring the parameter space ½0; 1 Â R þ by the parameter space partition technology, it will be inefficient as mentioned above. In addition, the parameter space of 2n-SVM is ½0; 1 Â ½0; 1, which is compact enough for exploring. However, 2n-SVM is nonlinear w.r.t. n þ and n À . Thus, an approximate solution surface algorithm should be designed for tackling this parametric nonlinear optimization problem [30] , which is beyond the scope of this paper. To sum up, due to the overlapped phenomenon of CCPRs, exploring the compact parameter space with 1.5 square units is an efficient way to speed up the running of CV-SES.
1) If the minimization problems
EXPERIMENTAL SETUP
Design of Experiments
In order to demonstrate the effects and the advantages of our proposed CV-SES, we conduct a detailed experimental study as follows.
Both CCPR-BPSP and ICPR-BPSP (the two main procedures of CV-SES) are essentially tree construction algorithms. To demonstrate the effects of CV-SES, we count the "depth", "branches", and "leaves" for both CCPR-BPSP and ICPR-BPSP, where "depth" stands for the maximum depth of a tree, "branches" represents the average child nodes for each inner node, and "leaves" stands for the number of leaves for a tree, where each leaf represents a CCPR or an ICPR. In addition, we also count the ICPRs of the final superposition of K two-dimensional validation error surface in a five-fold CV (denoted as "regions"). To illustrate the widespread existence of the overlapped phenomenon of CCPRs, we randomly generate 200 pairs of CCPRs which are adjacent, and count the number of the overlapped cases. By observing the numbers of "depth", "branches", "leaves", "overlaps", and "regions" with the validation set size, we hope to show that CV-SES can effectively cover the entire region in a finite number of steps.
In order to show the advantages of CV-SES, we compare the generalization ability and the runtime of CV-SES with other two typical model selection methods of CS-SVM and the most recent cost-sensitive SVM CSHL-SVM [11] , [31] . To sum up, the four model selection methods of CS-SVM are: 1) grid search (GS): a two-step grid search strategy [8] is used for 2C-SVM. The initial search is done on a 20 Â 20 coarse grid linearly spaced in the region fðlog 2 C þ ; log 2 C À Þj À 9 log 2 C þ 10; À9 log 2 C À 10g, followed by a fine search on a 20 Â 20 uniform grid linearly spaced by 0:1 in the (log 2 C þ ; log 2 C À ) space; 2) a hybrid method of one-parametric solution path searching on h and grid searching on (SP h +GS ): (i.e.,
) is selected by a two-step grid search in the region flog 2 j À 9 log 2 10g with the granularity 1 and followed by 0:1. For each value of , the solution path search [18] , [19] is applied on h (i.e.,
) to find the best parameter pair (C þ ; C À ); 3) a hybrid method of one-parametric solution path searching on and grid searching on h (SP +GS h ): h is selected by a two-step grid search in the region fhj0 h 1g with the granularity 0:1 and followed by 0:01. For each value of h, the one-parametric solution path searching is applied on to find the best parameter pair (C þ ; C À ); 4) our proposed solution and error surfaces based CV approach (CV-SES). Table 1 summarizes eleven datasets used in our experiments. For each dataset, we choose the class with the fewer samples as positive. "ratio" denotes the ratio of its major class size against its minor class size. We randomly partition each dataset into 75 percent for training and 25 percent for testing, and select 30 percent as a validation set which is disjoint from the test set. The validation set is used in a fivefold CV procedure to determine the optimal values of parameters of CS-SVM and CSHL-SVM. The cost sensitive error on the test set is computed based on the optimal parameters. The datasets are grouped into two parts. The first part is for cost sensitive learning whose ratios are below 2, and the second part is for imbalanced learning whose ratios are above 3.
Datasets
The Datasets for Cost Sensitive Learning
Benchmark Datasets. The first six datasets are from the UCI benchmark repository [27] . The following are the brief The goal field of this dataset refers to the presence of heart disease of patients. A Real-World Dataset. The spine image dataset is collected from the London area of Canada by us. This dataset is related to diagnose a degenerative disc disease depending on five image texture features (including contrast, correlation, energy, homogeneity, and mean signal intensity) quantified from magnetic resonance imaging. It contains 350 records, where 157 records were marked normal and 193 records marked abnormal by an experienced radiologist. It is easy to see that the costs of different types of mistakes are unequal.
The Datasets for Imbalanced Learning
Ecoli1, Ecoli3, Vowel0, and Vehicle0 are from the KEELdataset repository. 4 Their class imbalance ratios are varying from 3.25 to 9.98. Cost sensitive learning methods (including CS-SVM and CSHL-SVM) are used for imbalanced learning on these four datasets, as mentioned in Section 1.
Performance Estimation
Given a testing set T ¼ fðx 1 ; y 1 Þ; . . . ; ðx m ; y m Þg, the final performance on the testing set is measured by the cost sensitive error E ¼ 1 m P m i¼1 C sign fðx i Þ ð Þ; y i ð Þfor both cost sensitive and imbalanced learning. The cost sensitive error is also used in the CV procedure [31] . In binary classification, a positive class is of the primary interest and with a higher misclassification cost CðÀ; þÞ, while a negative class has a lower cost Cðþ; ÀÞ. Since costs can be normalized with the optimal decision unchanged [32] , Cðþ; ÀÞ is always set to 1, and CðÀ; þÞ is bigger than 1. Specially, CðÀ; þÞ is always set to the class imbalance ratio for each dataset in imbalanced learning. The setting of CðÀ; þÞ for datasets in cost sensitive learning is discussed in Section 6.4.
Implementation
We implement our proposed CV-SES in MATLAB. Chang and Lin [28] proposed a recognized SMO-type algorithm designed for training several types of SVMs, which was implemented in C++ and named as LIBSVM (it does not include 2C-SVM). To compare the run-time in the same platform, we do not directly modify the LIBSVM software package as stated in [8] , but implement the SMO-type algorithm of 2C-SVM in MATLAB [29] . Lee and Scott [10] implemented the one-parametric solution path searching on and h respectively in MATLAB. 5 We used their MATLAB implementation for achieving SP h +GS and SP +GS h . Specially, an solution path searching with h ¼ jS À j jSj first prepares initial solutions of SP h +GS . Similarly, an h solution path searching with ¼
CV-SES (SP h +GS and SP +GS h ), our implementation returns a center point from the region (or a line segment) with the minimum CV error. In addition, CSHL-SVM is implemented using the quadprog function of MATLAB with a three-dimensional grid search on the region fðlog 2 C; log 2 C À1 ; log 2 C 1 Þj À 9 log 2 C 10; 0 log 2 C À1 10; 0 log 2 C 1 10; C 1 ! 2C À1 À 1g as mentioned in [31] , to determine the values of parameters C, C À1 , and C 1 of CSHL-SVM. All experiments are performed on a 2.5-GHz Intel Core i5 machine with 8 GB RAM, running MATLAB 7.10. To demonstrate the effects of CV-SES and compare the runtime of different methods, CðÀ; þÞ is set to 5 for the datasets in cost sensitive learning. For kernel, since our focus is on nonlinear kernel, we use the Gaussian kernel Kðx 1 ; x 2 Þ ¼ expðÀkkx 1 À x 2 k 2 Þ with k ¼ 10 À3 and 10 3 . To compare the generalization ability of different methods, and to investigate how the performance of an approach changes with different settings in misclassification costs, CðÀ; þÞ is set to 2, 5, and 10 respectively for the datasets in cost sensitive TABLE 2 The Average Numbers of "Depth" (D), "Branches" (B), "Leaves" (L), "Overlaps" (O), and "Regions" (R) of CV-SES in the Region of ½0; 1 Â ½0; 1 for (; h)-SVM, over 10 Trials learning. The Gaussian kernel is also used with k 2 f10 À3 ; 10 À2 ; 10 À1 ; 1; 10; 10 2 ; 10 3 g, where the value of k having the lowest CV error is adopted.
EXPERIMENTAL RESULTS
Effects of CV-SES
Both CCPR-BPSP and ICPR-BPSP are essentially tree construction algorithms. The numbers of "depth", "branches", and "leaves" are essential numerical values to depict the trees of both CCPR-BPSP and ICPR-BPSP. And the number of "regions" is a numerical value showing how many ICPRs are produced in the final superposition of 5 validation error surfaces. The average results of (; h)-SVM in the region of ½0; 1 Â ½0; 1 over 10 trials are presented in Table 2 , and the ones of 2C-SVM in the lower triangle region of ½0; 1 Â ½0; 1 over 10 trials are presented in Table 3 . These experiments are carried out with the validation set size of 50, 100, 150, 200, and 250, when k ¼ 10 À3 . From the tables, we find that the number of "branches" is from 3 to 4, which is consistent with the observation that both CCPR and ICPR normally are a triangle or a quadrilateral (see Figs. 4 and 5) . The "depth", "branches", and "leaves" of ICPR-BPSP are not fewer than the corresponding ones of CCPR-BPSP. This is because the tree of ICPR-BPSP is constructed based on the tree of CCPR-BPSP. The most important observation is that the numbers of "leaves" and "regions" are all finite. This means that CV-SES (including CCPR-BPSP and ICPR-BPSP) can cover the entire region in a finite number of steps.
CCPR-BPSP introduces a parameter space partition method to handle the overlapped cases of CCPRs. To show the necessity of introducing the parameter space partition method, we verify the widespread existence of the overlapped phenomenon on four datasets, i.e., Diabetes, Breast Cancer, Hill-Valley, and Spine Image. The average results over 10 trials for (; h)-SVM in the region of ½0; 1 Â ½0; 1 and for 2C-SVM in the lower triangle region of ½0; 1 Â ½0; 1 are presented in the column of O (abbreviation of "overlaps") in Tables 2 and 3 respectively. It is easy to observe that the overlapped phenomenon happens with a high probability in the 200 test cases generated randomly. This verifies the necessity of the parameter space partition method in CCPR-BPSP.
Comparison with Other Methods
Accuracy
The optimal choices of parameters C þ , C À and k and the corresponding CV error are presented in Table 4 for fivefold CV of CS-SVM with GS, SP h +GS , SP +GS h , and CV-SES, respectively, where CðÀ; þÞ is set to be 2, 5, and 10 respectively on the first seven datasets for cost sensitive learning, and CðÀ; þÞ ¼ ratio on the last four imbalanced datasets. Note that Cðþ; ÀÞ is always set to 1. It is easily observed that CV-SES obtains the lowest CV errors for all datasets under different CðÀ; þÞ settings. This is because GS is a points-based grid search method, and both SP h +GS and SP +GS h are line-based grid search methods. However, CV-SES is a region-based method which finds the best choices among the infinite many candidates of the two-parameter space.
The values of parameters C, C À1 , and C 1 of CSHL-SVM were obtained from the five-fold CV with threedimensional grid search. And combining with the optimal parameters of CS-SVM with GS, SP h +GS , SP +GS h , and CV-SES, respectively, as presented in Table 4 , we obtained the cost sensitive errors for both CSHL-SVM and CS-SVM on the test sets over 50 trials, as presented in Fig. 7 . In each subfigure, the grouped boxes represent the results of CSHL-SVM with three-dimensional grid search, CS-SVM with GS, SP h +GS , SP +GS h , and CV-SES, from left to right at different datasets. Similar to Table 4 , CðÀ; þÞ is set to be 2, 5, and 10 (corresponding to Figs. 7a, 7b, and 7c) respectively, on the first seven datasets for cost sensitive learning, and CðÀ; þÞ ¼ ratio (corresponding to Fig. 7d ) on the last four datasets for imbalanced learning. The results on CS-SVM show that CV-SES has a better generalization ability than GS, SP h +GS , and SP +GS h . Especially, CV-SES has the best stability, because it returns a center point from the optimal region with the minimum CV error. The results between CSHL-SVM and CS-SVM show that CS-SVM with CV-SES has a better generalization ability than CSHL-SVM with three-dimensional grid search, although CSHL-SVM also performs well. Since there are more parameters in the formulation of CSHL-SVM, it is not easy to tune the values of the parameters for CSHL-SVM. On the flip side, it also encourages us to implement an approximate three-dimensional solution surface algorithm TABLE 3 The Average Numbers of "Depth" (D), "Branches" (B), "Leaves" (L), "Overlaps" (O), and "Regions" (R) of CV-SES in the Lower Triangle Region of ½0; 1 Â ½0; 1 for 2C-SVM, over 10 Trials for CSHL-SVM, because CSHL-SVM is nonlinear w.r.t. C, C À1 , and C 1 .
Runtime
The empirical running time (in minutes) of CSHL-SVM with three-dimensional grid search, and of CS-SVM with GS, SP h +GS , SP +GS h , and CV-SES in terms of the size of the validation set is presented in Fig. 8 on each dataset, when k ¼ 10 À3 and 10 3 . All results are averaged over 10 trials. It is easy to find that either CSHL-SVM with threedimensional GS or CS-SVM with two-dimensional GS has the longest running time among them. This is because they need to train the model of CSHL-SVM or of CS-SVM for many times.
It is also easy to find that the running time of CV-SES has no strong relationship with the size of the validation set. This is because the computational complexity of CV-SES mainly depends on the number of ICPRs. The experimental results in Tables 2 and 3 show that the number of ICPRs has a weak relationship with the sizes of the training and validation sets when Gaussian kernel is used. However, both SP h +GS and SP +GS h need to search a large number of one-parametric solution paths. The time complexity of computing each solution path mainly depends on the number of iterations taken by the solution path algorithm. The experience shows that the total number of iterations is on average some small multiple of the size of the training set [12] , [13] , [15] . Thus, CV-SES has the less running time than both SP h +GS and SP +GS h .
To sum up, the results demonstrate that our CV-SES is generally much faster than various hybrids between grid search and solution path methods.
CONCLUSION
In this paper, we proposed a solution and error surfaces based CV approach (CV-SES) for CS-SVM. CV-SES mainly includes two steps: first computing the two-dimensional solution surface, and then computing the two-dimensional error surface based on the solution surface. The final K-fold CV error surface can be obtained by superposing K validation error surfaces, and the global minimum CV error can be found correspondingly. Experimental results on seven datasets for cost sensitive learning and on four datasets for imbalanced learning show that CV-SES has a better generalization ability than CS-SVM with various hybrids between grid search and solution path methods, and than recent proposed CSHL-SVM with three-dimensional grid search. Meanwhile, it uses less running time.
In the future, we plan to extend the solution surface algorithm to a more general formulation which can cover other bi-parametric learning models (i.e., "-SVR [15] , n-SVR [33] , and quantile regression [14] ), and even multi-parametric learning models. As mentioned in Section 5, 2n-SVM [8] is nonlinear w.r.t. n þ and n À . Thus, an approximate two-dimensional solution surface algorithm should be designed for tackling this parametric nonlinear optimization problem [30] . Similarly, an approximate multidimensional solution surface algorithm should be designed for CSHL-SVM [11] which is nonlinear w.r.t. C, C À1 , and C 1 . Normally, the assessment metric of imbalanced learning uses the receiver operating characteristic (ROC) curve (or AUC, the area under the curve) [34] . We will extend the error surface algorithm to be compatible with the AUC metric in the future. 
which means that
Thus, (27) - (28) can be transformed into the following system:
Obviously, the solutions of the linear inequality system (29) can be formulated as follows:
This completes the proof. t u
A.2 Proof of Theorem 4
Proof. Assuming ð 1 ; h 1 Þ and ð 2 ; h 2 Þ are two end points of the ith line segment of the convex polygon region R 0 , and ð 0 ; h 0 Þ is a point which belongs to R 0 , but not on the ith line segment, we will prove that, for all points ðu 1 þ ð1 À uÞ 2 ; uh 1 þ ð1 À uÞh 2 Þ (abbreviated as ððuÞ; hðuÞÞ, where u 2 ð0; 1Þ), there always exists a nonzero-length line segment, which has the slope coefficient ¼ hðuÞÀh 0 ðuÞÀ 0 , the end point ððuÞ; hðuÞÞ, and the partition as described in Theorem 4 (denoted as SubConclusion 1). Based on this sub-conclusion, it is easy to conclude that Theorem 4 holds.
With the relationship Dh ¼ D (assuming is finite here), the solution path of the parameter for CS-SVM can be obtained by calling the following three steps multiple times. First, the linear relationship between Db 0 Da M ½ T and D can be obtained as the following if Dh ¼ D:
Second, substituting (32) into (9), we can get the linear relationship between De g i (8i 2 S) and D as follows:
Finally, similar to (14)- (16), when adjusting , the following constraints should also be kept. This means that is limited to a certain interval
In order to draw Sub-Conclusion 1, we will prove that there always exists a nontrivial interval ½ðuÞ; max (or ½ min ; ðuÞ) of satisfying the inequalities (34)-(36), where 0 ¼ ðuÞ, h 0 ¼ hðuÞ, and the partition p is described in Theorem 4 (denoted as SubConclusion 2).
If the ith inequality A i h ½ T b i of CRð 0 ; h 0 Þ only corresponds to the tth sample of S (it is the premise of Theorem 4), the inequality system (34)-(36) will imply the following strict inequalities: 0 < aððuÞ; hðuÞÞ i < 1 À y i þ 2y i hðuÞ 2 ;
8i 2 Mð 0 ; h 0 Þ n ftg e gððuÞ; hðuÞÞ i < ðuÞ; 8i 2 Eð 0 ; h 0 ÞÞ n ftg (38) e gððuÞ; hðuÞÞ i < ðuÞ; 8i 2 Rð 0 ; h 0 ÞÞ n ftg:
Further, we can prove that 8i 2 M, e b i 6 ¼ AE1, and 8i 2 S, e g i 6 ¼ AE1, which similar to the proof of Lemma 4 in [20] . It means that Sub-Conclusion 2 holds if the inequalities corresponding to the tth sample of S (i.e., ðx t ; y t Þ) are not considered in (34)-(36). In order to complete the proof, four cases must be considered to account for the inequalities corresponding to ðx t ; y t Þ in (34)-(36).
(1) If the ith inequality of CRð 0 ; h 0 Þ is from the left part of (14) , it means that ðx t ; y t Þ migrates from M to R on the solution path with the slope coefficient ¼ hðuÞÀh 0 ðuÞÀ 0 and the starting point ð 0 ; h 0 Þ. Supposing that the solution adjustment on the interval ½ðuÞ; 0 (or ½ 0 ; max ) for is indexed by k, the immediate next round of adjustment for is indexed by k þ 1, and c ¼ 1
Further, we can prove that R ½k tt > 0, which is similar to the proof of Corollary 3 in [20] . It means that the inequalities corresponding to ðx t ; y t Þ in (34) lead to a nontrivial interval.
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