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ABSTRACT 
Establishing reliable and computationally efficient methodologies in stochastic dynamic 
analysis is a continuing effort in academic research. The first part of this thesis is 
emphasizing on developing a methodology that provides an alternative way of analyzing 
stochastic dynamic systems. More specifically, the concept of Variability Response Functions 
(VRFs) is extended initially to linear and then to general finite element stochastic systems 
leading to closed form integral expressions for their dynamic mean and variability response.  
An integral form for the variance of the dynamic response of stochastic systems is 
considered, involving a Dynamic VRF (DVRF) and the spectral density function of the 
stochastic field modeling the uncertain system properties. A finite element method-based fast 
Monte Carlo simulation procedure is used for the accurate and efficient numerical evaluation 
of these functions. As in the case of linear stochastic systems under static loads, the 
independence of the DVRF to the spectral density and the marginal probability density 
function of the stochastic field modeling the uncertain parameters is assumed.  This 
assumption is here validated with brute-force Monte Carlo simulations. As a further 
validation of the assumption of independence of the variability response function to the 
stochastic parameters of the problem, the concept of the generalized variability response 
function was applied and compared to the steady state dynamic variability response function. 
The uncertain system property considered is the inverse of the elastic modulus (flexibility). 
The dynamic mean and variability response functions, once established, can be used to 
perform sensitivity/parametric analyses with respect to various probabilistic characteristics 
involved in the problem (i.e., correlation distance, standard deviation) and to establish 
realizable upper bounds on the dynamic mean and variance of the response, at practically no 
additional computational cost. They also provide an insight into the mechanisms controlling 
the dynamic mean and variability system response. 
The second part of this thesis focuses on proposing an alternative approach on Robust Design 
Optimization (RDO) implementing the concept of Variability Response Function (VRF). The 
basic idea is to exploit the VRF independence of the stochastic system parameters, in order to 
obtain safer optima that depend only on the deterministic parameters of the problem. This 
way, optimal structural designs are achieved which are optimally insensitive to the worst 
possible uncertainties, that is to say they are free of the spectral-distribution characteristics of 
the stochastic fields modeling the uncertainties. This is achieved by setting in addition to the 
total material cost, the maximum VRF value as an objective function. The advantages of 
using the proposed methodology over traditional Robust Design Optimization are illustrated 
through an application to a frame-type structure where it is demonstrated that the designs 
achieved through classical RDO for a given stochastic field description are not optimal for a 
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variation on the spectral properties of the random field modeling the system uncertainty, 
while optimal designs obtained with the VRF-based RDO are optimum for the worst case 
scenario stochastic fields. 
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΢ΤΝΣΟΜΗ ΠΕΡΙΛΗΨΗ ΢ΣΑ ΕΛΛΗΝΙΚΑ 
Η καθιέρωση αξιόπιστων και υπολογιστικά αποτελεσματικών μεθοδολογιών 
στη στοχαστική δυναμική ανάλυση κατασκευών αποτελεί μια συνεχιζόμενη 
προσπάθεια στους κύκλους της ακαδημαϊκής έρευνας. Κατά τις δύο τελευταίες 
δεκαετίες αρκετή έρευνα έχει εστιάσει στη στοχαστική ανάλυση δομικών 
συστημάτων που ενσωματώνουν αβέβαιες παραμέτρους σε σχέση με το υλικό 
ή/και τη γεωμετρία με ταυτόχρονη χρήση μεθοδολογιών στοχαστικών 
πεπερασμένων στοιχείων για την αριθμητική επίλυση των μερικών διαφορικών 
εξισώσεων που περιγράφουν τα εν λόγω προβλήματα. Σε όλες αυτές τις 
περιπτώσεις προϋποτίθεται γνώση της συνάρτησης συσχέτισης και της οριακής 
συνάρτησης πυκνότητας της πιθανότητας των στοχαστικών πεδίων που 
περιγράφουν τις αβεβαιότητες του συστήματος για την ακριβή εκτίμηση της 
απόκρισης. Στη συνήθη περίπτωση ανεπαρκών πειραματικών δεδομένων οι 
μηχανικοί υποχρεούνται να καταφύγουν σε κοστοβόρες αναλύσεις ευαισθησίας. 
Σε αυτή την περίπτωση όμως, τα προβλήματα που εγείρονται είναι αυτά του 
αυξημένου υπολογιστικού κόστους, της έλειψης εποπτείας επί των μηχανισμών 
που ελέγχουν τη διακύμανση της απόκρισης του συστήματος και της αδυναμίας 
προσδιορισμού ορίων στη διακύμανση της απόκρισης. Ένα σχετικά μικρό 
κλάσμα αυτών των ερευνητικών προσπαθειών έχουν αντιμετωπίσει τη 
δυναμική διάδοση αυτών των αβεβαιοτήτων, οι περισσότερες των οποίων 
υποβιβάζουν τις στοχαστικές δυναμικές μερικές διαφορικές εξισώσεις σε ένα 
γραμμικό πρόβλημα τυχαίων ιδιοτιμών. Αν και όλες οι μέθοδοι αυτού του είδους 
έχουν παρουσιάσει αξιόλογη ακρίβεια και μικρό υπολογιστικό κόστος υπάρχει 
ένας μεγάλος αριθμός προβλημάτων στη στοχαστική μηχανική που 
περιλαμβάνουν συνδυασμούς έντονων μη-γραμμικοτήτων και μεγάλων 
διακυμάνσεων των ιδιοτήτων του συστήματος όπως επίσης και μη Γκαουσιανές 
ιδιότητες του συστήματος που μπορούν να επιλυθούν με ικανοποιητική ακρίβεια 
μόνο με την υπολογιστικά κοστοβόρα μέθοδο Monte Carlo. 
Σε αυτό το πλάισιο και για την αντιμετώπιση των ανωτέρω θεμάτων, στα τέλη 
της δεκαετίας του 80’ προτάθηκε η έννοια της συνάρτησης διακύμανσης της 
απόκρισης (ΣΔΑ). Αυτή η ιδέα ανατύχθηκε χρησιμοποιώντας μια διατύπωση 
βασισμένη στη θεωρία της ελαστικότητας. Δείχτηκε ότι η ΣΔΑ εξαρτάται από 
την τυπική απόκλιση του στοχαστικού πεδίου αλλά φαίνεται να είναι 
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ανεξάρτητη από τη συνάρτηση της φασματικής πυκνότητας του αντιστρόφου 
του μέτρου ελαστικότητας. 
Η παρούσα διατριβή εστιάζει στην ανάπτυξη μιας μεθοδολογίας που προσφέρει 
μια εναλλακτική στην ανάλυση στοχαστικών δυναμικών συστημάτων 
βασισμένη στην παραπάνω ιδέα των ΣΔΑ. Πιο συγκεκριμένα, στο πρώτο μέρος 
η έννοια των Συναρτήσεων Διακύμανσης της Απόκρισης (ΣΔΑ) επεκτείνεται 
αρχικά σε γραμμικά και μετά σε γενικευμένα στοχαστικά δυναμικά συστήματα 
πεπερασμένων στοιχείων οδηγώντας σε ολοκληρωτικές σχέσεις για το δυναμική 
μέση τιμή και διακύμανση της απόκρισης. Η ολοκληρωτική σχέση για τη 
διακύμανση της δυναμικής απόκρισης συνεπώς περιλαμβάνει τη Δυναμική 
εκδοχή της ΣΔΑ (ΔΣΔΑ) και τη συνάρτηση φασματικής πυκνότητας του 
στοχαστικού πεδίου που περιγράφει τις αβέβαιες παραμέτρους του συστήματος. 
Ακολούθως χρησιμοποιείται μια γρήγορη προσομοίωση Μόντε Κάρλο 
βασιζόμενη στη μέθοδο των  πεπερασμένων στοιχείων για τον ακριβή και 
υπολογιστικά αποτελεσματικό αριθμητικό υπολογισμό αυτών των 
συναρτήσεων. Όπως και στην περίπτωση των γραμμικών στοχαστικών 
συστημάτων υπό στατική φόρτιση, η ανεξαρτησία της ΔΣΔΑ από τη συνάρτηση 
φασματική πυκνότητας και από την οριακή συνάρτηση πυκνότητας της 
πιθανότητας του στοχαστικού πεδίου που περιγράφει τις αβέβαιες παραμέτρους 
πρέπει να επιβεβαιωθεί μέσω σύγκρισης των αποτελισμάτων με την γενική 
μέθοδο προσομοίωσης φορέων Μόντε Κάρλο. Ως περαιτέρω επιβεβαίωση της 
υπόθεσης για την ανεξαρτησία των συναρτήσεων διακύμανσης της απόκρισης 
από τις στοχαστικές παραμέτρους του προβλήματος, χρησιμοποιήθηκε η έννοια 
των γενικευμένων συναρτήσεων διακύμανσης της απόκρισης (ΓΣΔΑ) και τα 
αποτελέσματα συγκρίθηκαν με αυτά της προτεινόμενης μεθοδολογίας με ΔΣΔΑ 
για την περίπτωση ψευδοστατικής φόρτισης. Ως αβέβαιη παράμετρος του 
συστήματος θεωρήθηκε το αντίστροφο του μέτρου ελαστικότητας. Οι δυναμικές 
συναρτήσεις μέσης τιμής και διακύμανσης της απόκρισης, εφόσον 
υπολογιστούν, δύνανται να χρησιμοποιηθούν για τη διεξαγωγή παραμετρικών 
αναλύσεων και αναλύσεων ευαισθησίας σε σχέση με διάφορα πιθανοτικά 
χαρακτηριστικά που σχετίζονται με το πρόβλημα (π.χ. απόσταση συσχέτισης, 
τυπική απόκλιση) και για τον υπολογισμό πραγματοποιήσιμων άνω ορίων της 
δυναμικής μέσης τιμής και διακύμανσης της απόκρισης με πρακτικά αμελητέο 
πρόσθετο υπολογιστικό κόστος. Προσφέρουν επίσης μια διορατική εικόνα για 
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τους μηχανισμούς που ελέγχουν τη δυναμική μέση τιμή και διακύμανση της 
απόκρισης του συστήματος. 
Το δεύτερο μέρος αυτής της διατριβής προτείνει μια διαφορετική προσέγγιση στο 
Εύρωστο Βέλτιστο Σχεδιασμό (ΕΒΣ) χρησιμοποιώντας την έννοια της ΣΔΑ. Η 
βασική ιδέα είναι να γίνει εκμετάλευση της ανεξαρτησίας της ΣΔΑ από τις 
στοχαστικές παραμέτρους του συστήματος, για να επιτευχθούν πιο ασφαλή 
βέλτιστα τα οποία εξαρτώνται μόνο από τις ντετερμινιστικές παραμέτρους του 
προβλήματος. Με αυτόν τον τρόπο, βέλτιστοι δομικοί σχεδιασμοί 
επιτυγχάνονται οι οποίοι παρουσιάζουν τη μικρότερη διακύμανση για το 
χειρότερο δυνατό σενάριο αβέβαιων παραμέτρων, δηλ. είναι ανεξάρτητοι από τα 
χαρακτηριστικά της φασματική πυκνότητας και της οριακής συνάρτησης 
πυκνότητας πιθανότητας του στοχαστικού πεδίου των αβεβαιοτήτων. Αυτό 
καθίσταται δυνατό εάν οριστεί, εκτός του συνολικού κόστους της κατασκευής, 
και η μέγιστη τιμή της ΣΔΑ ως αντικειμενική συνάρτηση. Τα πλεονεκτήματα 
της χρήσης της προτεινόμενης μεθοδολογίας έναντι των παραδοσιακών 
διατυπώσεων Εύρωστου Βέλτιστου Σχεδιασμού παρουσιάζονται μέσω μιας 
εφαρμογής σε μια πλαισιωτή κατασκευή όπου επιδεικνύεται ότι οι επιλεγόμενοι 
σχεδιασμοί μέσω του κλασικού ΕΒΣ για ένα συγκεκριμένο στοχαστικό πεδίο δεν 
είναι βέλτιστοι για μια διαφοροποίηση των φασματικών ιδιοτήτων του τυχαίου 
πεδίου που περιγράφει την αβεβαιότητα του συστήματος, ενώ οι βέλτιστοι 
σχεδιασμοί που προκύπτουν από τον ΕΒΣ που βασίζεται στις ΣΔΑ είναι 
βέλτιστοι για το χειρότερο δυνατό σενάριο στοχαστικού πεδίου. 
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ΔΚΣΔΝΗ΢ ΠΔΡΙΛΗΦΗ 
‗΢ΣΟΥΑ΢ΣΙΚΗ ΓΤΝΑΜΙΚΗ ΑΠΟΚΡΙ΢Η ΚΑΙ ΒΔΛΣΙ΢ΣΟΠΟΙΗ΢Η 
ΚΑΣΑ΢ΚΔΤΧΝ ΜΔ ΠΔΠΔΡΑ΢ΜΔΝΑ ΢ΣΟΙΥΔΙΑ‘ 
1 ΕΙ΢ΑΓΩΓΗ 
1.1 ΢ΚΟΠΟ΢ ΣΗ΢ ΔΙΑΣΡΙΒΗ΢  
Αθόκα θαη ζηε ζύγρξνλε επνρή, νη δηαδηθαζίεο κειέηεο θαη ζρεδηαζκνύ θαηαζθεπώλ, 
είζηζηαη λα αγλννύλ ηελ εγγελή αβεβαηόηεηα ησλ θπζηθώλ ζπηεκάησλ πνπ ζρεηίδεηαη κε π.ρ. 
ην πιηθό, ηε γεσκεηξία ηεο θαηαζθεπήο, ηε θόξηηζε θ.η.ι. ζε κηα πξνζπάζεηα λα απινπνηεζεί 
ε ππνινγηζηηθή αλάιπζε αιιά θαη ιόγσ ηεο έιιεηςεο απνηειεζκαηηθώλ κνληέισλ αλάιπζεο 
πνπ ζα κπνξνύζαλ λα ηελ ιάβνπλ ππόςηλ ηνπο. Σέηνηνπ είδνπο δηαδηθαζίεο, γεληθά κηιώληαο, 
νλνκάδνληαη ληεηεξκηληζηηθέο. ΢ε ελαιιαθηηθέο, πην ξεαιηζηηθέο κεζόδνπο αλάιπζεο, όπνπ 
νη αβεβαηόηεηεο ιακβάλνληαη ππόςηλ, πνιύ ζπδήηεζε ιακβάλεη ρώξα ζε ζρέζε κε ηε 
κνληεινπνίεζε απινπνηεηηθώλ παξαδνρώλ πνπ εηζάγνληαη θαη ηδηαηηέξσο ζε ζρέζε κε ην 
πσο απηέο νη παξαδνρέο επεξεάδνπλ ην ηειηθό απνηέιεζκα. Δηδηθόηεξα ζηελ πεξίπησζε ηεο 
δπλακηθήο κνληεινπνίεζεο θαη αλάιπζεο ε ζπδήηεζε είλαη πην δσληαλή εμαηηίαο ηνπ 
απμεκέλνπ ππνινγηζηηθνύ θόζηνπο θαη ησλ θαηά θπζηθό επαθόινπζν πην αδξώλ 
απινπνηεηηθώλ παξαδνρώλ. Φαηλόκελα δεπηέξαο ηάμεσο, πνπ είλαη αλαγθαία γηα ηνλ 
πξνζδηνξηζκό κεαληζκώλ αζηνρίαο ζπάληα γίλνληαη αληηθείκελν εξεύλεο. Δπηπξνζζέησο, 
αξθεηά ζπρλά, ηα απνηειέζκαηα πεξηνξίδνληαη ζηηο ηδηόηεηεο ξνπώλ δεπηέξαο ηάμεσο ηεο 
απόθξηζεο θαζηζηώληαο ηελ αλάιπζε κε πξαθηηθή γηα ηνλ κειεηεηή. Κάλνληαο κηα ζύγθξηζε 
αλάκεζα ζηηο πνιύπινθεο κνληεινπνηήζεηο ληεηεξκηληζηηθώλ αλαιύζεσλ θαη ζηα 
απινπνηεκέλα κνληέια πνπ ρξεζηκνπνηνύληαη ζηηο πεξηζζόηεξεο ζηνραζηηθέο αλαιύζεηο 
κπνξεί θαλείο λα δηαπηζηώζεη ηνπο ιόγνπο γηα ηνπο νπνίνπο νη δηαδηθαζίεο ζηνραζηηθήο 
αλάιπζεο δελ απνιακβάλνπλ ηελ επηζπκνύκελε αλαγλώξηζε απν ηελ θνηλόηεηα ησλ 
κεραληθώλ. Παξόιαπηα, ε θύξηα ηδέα πίζσ από ηηο ζηνραζηηθέο κεζόδνπο θαη αλαιύζεηο 
είλαη ζηελ νπζία απηή κηαο ελαιιαθηηθήο αληίιεςεο θαη αλαπαξάζηαζεο ηεο πιεξνθνξίαο. 
Με απιά ιόγηα, νη ζηνραζηηθέο κεζνδνινγίεο επηιέγνπλ ηελ αληηκεηώπηζε πξνβιεκάησλ 
κεραληθνύ κε κηα πην ‗νιηζηηθή‘ πξνζέγγηζε, πεξηγξάθνληαο ηελ απόθξηζε ηνπ ζπηήκαηνο κε 
πηζαλνηηθέο θαηαλνκέο, ζε αληίζεζε κε πην ληεηεξκηληζηηθέο πξνζεγγίζεηο πνπ ηείλνπλ λα 
ιακβάλνπλ ππόςηλ ηνπο κόλν έλα θιάζκα ηνπ θπζηθνύ θόζκνπ θαη ησλ πηζαλώλ 
ελδερνκέλσλ. 
Καηά ηηο δύν ηειεπηαίεο δεθαεηίεο, ζεκαληηθόο όγθνο έξεπλαο έρεη εζηηάζεη ζηε ζηνραζηηθή 
αλάιπζε δνκηθώλ ζπζηεκάησλ πνπ ελέρνπλ αβέβαηεο παξακέηξνπο σο πξνο ην πιηθό ή ηε 
γεσκεηξία κε ηε ρξήζε ζηνραζηηθώλ κεζνδνινγηώλ πεπεξαζκέλσλ ζηνηρείσλ (Μ΢Π΢, 
SFEM) γηα ηελ αξηζκεηηθή επίιπζε ησλ κεξηθώλ ζηνραζηηθώλ δηαθνξηθώλ εμηζώζεσλ 
(Μ΢ΓΔ) πνπ πεξηγξάθνπλ ηα αληίζηνηρα πξνβιήκαηα. Οη πην δηαδεδνκέλεο ΢ΜΠ΢ 
βαζίδνληαη ζηε κέζνδν ηεο δηαηαξαρήο (Liu, Belytschko and Mani 1986a), (Liu, Belytschko 
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and Mani 1986b) θαη ζηε Φαζκαηηθή κέζνδν ΢ΜΠ΢ Γθαιέξθηλ (ΦΜ΢Π΢, SSFEM) 
(Ghanem and Spanos 1991) ή ζε θνζηνβόξεο κεζόδνπο Μόληε Κάξιν (Grigoriu 1995), 
(Matthies, et al. 1997), (Stefanou 2009). ΢ε κεξηθέο πεξηπηώζεηο απηέο νη κέζνδνη έρνπλ 
επεθηαζεί ζηε ζηνραζηηθή δπλακηθή αλάιπζε κε άκεζν ηξόπν (Zhao and Chen 2000), (Liu, 
Besterfield and Belytschko 1988) εθαξκόδνληαο ηερληθέο πνπ βειηηώλνπλ ηελ 
απνηειεζκαηηθόηεηα ηνπο ηόζν σο πξνο ηελ αθξίβεηα (Ghanem and Spanos 1990), (Jensen 
and Iwan 1992), (Li 1996), (Li and Liao 2001) όζν θαη σο πξνο ηελ ππνινγηζηηθή δύλακε 
(Yamazaki, Shinozuka and Dashgupta 1988), (Papadrakakis and Papadopoulos 1996), 
(Papadrakakis and Kotsopoulos 1999). Μηα κέζνδνο εμέιημεο ηεο ππθλόηεηαο ηεο 
πηζαλόηεηαο πξόηαζεθε επίζεο (Li and Chen 2006), (Li and Chen 2004) πξνζπαζώληαο λα 
πξνζεγγίζεη ηελ ρξνληθά κεηαβαιιόκελε ζπλάξηεζε ππθλόηεηαο πηζαλόηεηαο (ζππ) ηεο 
απόθξηζεο ζηνραζηηθώλ ζπζηεκάησλ ρξεζηκνπνηώληαο ηελ αξρή ηεο δηαηήξεζεο ηεο 
πηζαλόηεηαο. ΢ε απηέο ηηο γξακκέο, θάπνηεο άιιεο εξεπλεηηθέο πξνζπάζεηεο ρξεζηκνπνηνύλ 
πξνζεγγηζηηθά νινθιεξσηηθά ζρήκαηα ‗δξόκσλ Wiener‘ (Kougioumtzoglou and Spanos 
2012). Δληνύηνηο απηέο νη εξγαζίεο θπξίσο εθαξκόδνληαη ζε κνλνβάζκηνπο ηαιαλησηέο ή ζε 
κηθξά επεμεγεκαηηθά ζπζηήκαηα αθαδεκατθνύ ελδηαθέξνληνοεμαηηίαο ηνπ απμεκέλνπ 
ππνινγηζηηθνύ θόζηνπο. ΢ε όιεο ηηο παξαπάλσ πεξηπηώζεηο, ε εθ ησλ πξνηέξσλ γλώζε ησλ 
ηδηνηήησλ ζπζρέηηζεο θαη ηεο νξηαθήο ζππ ησλ ηπρεκαηηθώλ πεδίσλ πνπ ραξαθηεξίδνπλ ηηο 
αβεβαηόηεηεο ηνπ ζπζηήκαηνο είλαη απαξαίηεηε γηα ηελ αθξηβή εθηίκεζε ησλ απνθξίζεσλ 
ηνπ ζπζηήκαηνο. ΢ηε ζπλήζε πεξίπησζε αλεπαξθώλ πεηξακαηηθώλ δεδνκέλσλ, νη κεραληθνί 
αλαγθάδνληαη λα θαηαθύγνπλ ζε αλαιύζεηο επαηζζεζίαο πνπ είλαη όκσο ηδηαίηεξα 
θνζηνβόξεο ππνινγηζηηθά. Δπηπιένλ, ηέηνηεο αλαιύζεηο δελ παξέρνπλ θαλελόο είδνπο 
πιεξνθνξία αλαθνξηθά κε ηνπο κεραληζκνύο πνπ επεξεάδνπλ ηε δηαθύκαλζε ηεο απόθξηζεο, 
ή ηα όξηα ηεο απόθξηζεο. Πέξαλ ησλ πξναλαθεξζέλησλ πξνζεγγίζεσλ, έλαο ζρεηηθά κηθξόο 
αξηζκόο κειεηώλ έρνπλ αζρνιεζεί κε ηε δπλακηθή δηάδνζε ησλ αβαβαηνηήησλ ηνπ 
ζπζηήκαηνο, νη πεξηζζόηεξεο ησλ νπνίσλ ππνβαζκίδνπλ ηηο ζηνραζηηθέο δπλακηθέο ΜΓΔ ζε 
έλα γξακκηθό πξόβιεκα ηπραίσλ ηδηνηηκώλ (Ghosh D 2005), (G. I. Schueller 2011). Δλώ 
απηνύ ηνπ είδνπο νη κέζνδνη απνδεηθλύνληαη εμαηξεηηθά αθξηβείο θαη ππνινγηζηηθά 
απνηειεζκαηηθέο γηα κηα πνηθηιία πξνβιεκάησλ, ππάξρεη έλα επξύ θάζκα πξνβιεκάησλ ζηε 
ζηνραζηηθή κεραληθή πνπ πεξηιακβάλνπλ ζπλδπαζκνύο ηζρπξώλ κε-γξακκηθνηήησλ θαη/ή 
κεγάισλ δηαθπκάλζεσλ ησλ παξακέηξσλ ηνπ ζπζηήκαηνο όπσο επίζεο θαη κε-Γθανπζηαλώλ 
παξακέηξσλ ηνπο ζπζηήκαηνο ηα νπνία κπνξνύλ λα επηιπζνύλ κε ηθαλνπνηεηηθή αθξίβεηα 
κόλν κέζσ ππνινγηζηηθά θνζηνβόξσλ πξνζεγγίζεσλ κε ηε πξνζνκνίσζε Μόληε Κάξιν 
(Liu, Belytschko and Mani 1986a), (Grigoriu 2006),  (Matthies, et al. 1997),  (Stefanou 
2009). 
΢ε όιεο ηηο πξναλαθεξζείζεο πεξηπηώζεηο, ηα ραξαθηεξηζηηθά ηεο ζπλάξηεζεο θαζκαηηθήο 
ππθλόηεηαο (ή ζπλάξηεζεο ζπρέηηζεο) θαη ηεο νξηαθήο ζπλάξηεζεο ππθλόηεηαο πηζαλόηεηαο 
(ζππ) ησλ ζηνραζηηθώλ πεδίσλ πνπ πεξηγξάθνπλ ηηο αβέβαηεο παξακέηξνπο ηνπ ζπζηήκαηνο 
απαηηνύληαη γηα ηελ εθηίκεζε ηεο δηαθύκαλζεο ηεο απόθξηζεο ελόο ζηνραζηηθνύ ζηαηηθνύ ή 
δπλακηθνύ ζπζηήκαηνο. Καζώο όκσο είζηζηαη λα ππάξρεη έιιεηςε πεηξακαηηθώλ δεδνκέλσλ 
γηα ηελ πνζνηηθνπνίεζε ηέηνησλ πηζαλνηηθώλ κεγεζώλ, ζπλήζσο παξαγκαηνπνηείηαη κηα 
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αλάιπζε επαηζζεζίαο ζε ζρέζε κε ηηο δηάθνξεο ζηνραζηηθέο παξακέηξνπο. ΢ε απηήλ ηελ 
πεξίπησζε, όκσο, ηα πξνβιήκαηα πνπ αλαθύπηνπλ είλαη ην απμεκέλν ππνινγηζηηθό θόζηνο, 
ε έιιεηςε επνπηείαο επί ηνπ ηξόπνπ κε ηνλ νπνίν απηέο νη παξάκεηξνη ειέγρνπλ ηε 
δηαθύκαλζε ηεο απόθξηζεο ηνπ ζπζηήκαηνο θαη ε αδπλακία θαζνξηζκνύ νξίσλ ζηε 
δηαθύκαλζε ηεο απόθξηζεο. 
΢ε απηό ην πιαίζην θαη γηα ηελ αληηκεηώπηζε ησλ παξαπάλσ ζεκάησλ, ε έλλνηα ηεο 
ζπλάξηεζεο δηαθύκαλζεο ηεο απόθξηζεο (΢ΓΑ, VRF) πξνηάζεθε ζηα ηέιε ηεο δεθαεηίαο ηνπ 
80‘ (M. Shinozuka 1987) θαη κεηέπεηηα παξνπζηάζηεθε ζε δηαθνξεηηθέο κνξθέο θαη 
εθαξκνγέο (Wall and Deodatis 1994), (Graham and Deodatis 1998). Μηα εμέιημε απηήο ηεο 
πξνζέγγηζεο παξνπζηάζηεθε ζε κηα ζεηξά από δεκνζηεύζεηο (Papadopoulos, Deodatis and 
Papadrakakis 2005), (Papadopoulos and Deodatis 2006) θαη (Papadopoulos, Papadrakakis 
and Deodatis 2006) όπνπ απνδείρηεθε ε ύπαξμε θιεηζηώλ νινθιεξσηηθώλ εθθξάζεσλ γηα ηε 
δηαθύκαλζε ηεο απόθξηζεο ηεο κεηαηόπηζεο ηεο κνξθήο 
 [ ] ( , ) ( )ff ffVar u VRF S d   

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   (1) 
γηα γξακκηθά ζηνραζηηθά ζπζηήκαηα ππό ζηαηηθά θνξηία ρξεζηκνπνηώληαο κηα δηαηύπσζε 
βαζηκέλε ζηε ζεσξία ειαζηηθόηεηαο. Απηή ε δηαηύπσζε νδεγεί ζε κηα νινθιεξσηηθή 
έθθξαζε ζηελ Δμ. (11.69) ρσξίο ηελ ρξεζηκνπνίεζε πξνζεγγηζηηθώλ ππνινγηζκώλ ή 
παξαδνρώλ. Απνδείρηεθε όηη ε ΢ΓΑ εμαξηάηαη από ηελ ηππηθή απόθιηζε αιιά επηδεηθλύεη 
αλεμαξηεζία σο πξνο ηε ζπλαξηεζηαθή κνξθή ηεο θαζκαηηθήο ππθλόηεηαο πνπ πεξηγξάθεη 
ην αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο.Έπξεπε όκσο λα γίλεη εηθαζία γηα ηελ ύπαξμε 
απηήο ηεο νινθιεξσηηθήο έθθξαζεο γηα ζηαηηθά αόξηζηα όπσο επίζεο θαη γηα γεληθεπκέλα 
ζηνραζηηθά ζπζηήκαηα πεπεξαζκέλσλ ζηνηρείσλ. Πεξαηηέξσ έξεπλεο (Miranda 2008) 
επηβεβαίσζαλ ηα πξναλαθεξζέληα απνηειέζκαηα αιιά έδεημαλ όηη ε ΢ΓΑ έρεη κηα κηθξή 
εμάξηεζε από ηελ νξηαθή ζππ ηνπ ζηνραζηηθνύ πεδίνπ πνπ κνληεινπνηεί ηελ επθακςία. ΢ηελ 
εξγαζία ησλ (Papadopoulos, Papadrakakis and Deodatis 2006) παξνπζηάζηεθαλ 
απνηειέζκαηα γηα ζηνραζηηθά ρσξηθά πιαίζηα, θειπθσηέο θαηαζθεπέο θαη θαηαζθεπέο 
επίπεδεο έληαζεο ππό ζηαηηθά θνξηία. Μηα αθόκα ζεκαληηθή εμέιημε ζηελ έλλνηα ηεο ΢ΓΑ 
βγήθε από ηελ εξγαζία ησλ (Arwade and Deodatis 2011) γηα ηνλ θαζνξηζκό ηζνδύλακσλ 
κεραληθώλ ηδηνηήησλ πιηθνύ ζε πξνβιήκαηα νκνγελνπνίεζεο. 
΢ηελ έξεπλα πνπ παξνπζίαδεηαη ζηελ παξνύζα δηαηξηβή, ε παξαπάλσ πξνζέγγηζε 
επεθηείλεηαη ζε ζηνραζηηθά ζπζηήκαηα ππό δπλακηθέο δηαηαξάμεηο. Χο πξώην βήκα 
ζεσξήζεθε ε πεξίπησζε ελόο κνλνβάζκηνπ ηαιαλησηή. Αθόκε θη αλ ε δηαηύπσζε κηαο 
αλαιπηηθήο έθθξαζεο γηα ηε ζπλάξηεζε δηαθύκαλζεο ηεο απόθξηζεο ελόο δπλακηθνύ 
ζπηήκαηνο (Γ΢ΓΑ, DVRF) είλαη εμαηξεηηθά δύζθνιε, έλαο αξηζκεηηθόο ππνινγηζκόο κπνξεί 
πην εύθνια λα πξαγκαηνπνηεζεί θαη κεηά λα ρξεζηκνπνηεζεί ζηελ Δμ. (11.69) γηα λα 
παξάζρεη απνηειέζκαηα γηα ηε ρξνλντζηνξία ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ δπλακηθνύ 
ζπζηήκαηνο. Όπσο ζε πξνεγνύκελεο εξγαζίεο (Papadopoulos, Deodatis and Papadrakakis 
2005), (Papadopoulos and Deodatis 2006), (Papadopoulos, Papadrakakis and Deodatis 2006) 
έπξεπε λα γίλεη εηθαζία γηα ηελ ύπαξμε ηεο Γ΢ΓΑ. Απηή ε εηθαζία επηβεβαηώλεηαη 
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αξηζκεηηθά ζπγθξίλνληαο ηα απηειέζκαηα απν ηελ Δμ. (11.69) κε πξνζνκνηώζεηο από ηε 
γεληθή κέζνδν Μόληε Κάξιν. Γείρλεηαη όηη ε Γ΢ΓΑ έρεη έληνλε εμάξηεζε από ηελ ηππηθή 
απόθιηζε ηνπ αληηζηξόθνπ ηνπ κέηξνπ ειαζηηθόηεηαο αιιά θαίλεηαη λα είλαη ζρεδόλ 
αλεμάξηεηε ηεο ζπλάξηεζεο θαζκαηηθή ππθλόηεηαο, όπσο επίζεο θαη ηεο νξηαθήο ζππ ηνπ 
ζηνραζηηθνύ πεδίνπ ηεο επθακςίαο. Δπηπιένλ, κηα νινθιεξσηηθή έθθξαζε παξόκνηα κε 
απηή ζηελ Δμ. (11.69) πξνηείλεηαη γηα ηε ρξνλντζηνξία ηεο κέζεο ηηκήο ηεο απόθξηζεο 
πεξηέρνληαο ηελ Γπλακηθή ΢πλάξηεζε Μέζεο Σηκήο ηεο Απόθξηζεο (Γ΢ΜΑ, DMRF), ε 
νπνία είλαη κηα ζπλάξηεζε παξόκνηα κε ηε Γ΢ΓΑ. 
Καη νη δύν νινθιεξσηηθέο κνξθέο γηα ηε κέζε ηηκή θαη ηε δηαθύκαλζε κπνξνύλ λα 
ρξεζηκνπνηεζνύλ απνηειεζκαηηθά γηα ηνλ ππνινγηζκό ησλ ζηαηηζηηθώλ ξνπώλ πξώηεο θαη 
δεπηέξαο ηάμεσο δπλακηθώλ ζπζηεκάησλ κε ηθαλνπνηεηηθή αθξίβεηα, καδί κε ηε 
ρξνλντζηνξία άλσ νξίσλ γηα ηελ απόθξηζε αλεμαξηήησο ηεο θαζκαηηθήο θαηαλνκήο. Δπίζεο 
παξέρνπλ κηα επνπηεία ησλ κεραληζκώλ πνπ επεξεάδνπλ ηε δηάδνζε ηεο αβεβαηόηεηαο ζε 
ζρέζε κε ηόζν ην ρώξν όζν θαη ην ρξόλν θαη ηδηαίηεξα ζε ζρέζε κε ηηο ρξνλντζηνξίεο ηεο 
κέζεο ηηκήο θαη ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ζηνραζηηθνύ δπλακηθνύ ζπζηήκαηνο. 
΢ηε ζπλέρεηα απηήο ηεο δηαηξηβήο, νινθιεξσηηθέο εθθξάζεηο θιεηζηήο κνξθήο όπσο ζηελ 
Δμ. (11.69) πξνηείλνληαη γηα ηε κέζε ηηκή θαη ηε δηαθύκαλζε ηεο δπλακηθήο απόθξηζεο 
ζηαηηθά αόξηζησλ θνξέσλ ζηνηρείσλ δνθνύ θαη πην γεληθεπκέλσλ ζηνραζηηθώλ ζπζηεκάησλ 
(π.ρ. πξνβιήκαηα επίπεδεο έληαζεο) ππό δπλακηθή θόξηηζε. ΢ε απηή ηελ πεξίπησζε 
δηαλπζκαηηθέο ΔΣΔΑ θαη ΔΣΜΑ δεκηνπξγνύληαη από ηηο αληίζηνηρεο Γ΢ΓΑ θαη Γ΢ΜΑ γηα 
θάζε βαζκό ειεπζεξίαο ηνπ ζπζηήκαηνο πεπεξαζκέλσλ ζηνηρείσλ. Μηα γεληθεπκέλε 
επνλνκαδόκελε  Γπλακηθή γξήγνξε πξνζνκνίσζε Μόληε Κάξιν κε ηε ΜΠ΢ (ΓΜΠ΢-
ΓΜΚΠ) παξνπζηάδεηαη γηα ηελ αθξηβή θαη απνηειεζκαηηθή εθηίκεζε ησλ ΔΣΔΑ θαη ΔΣΜΑ 
γηα ζηνραζηηθά ζπζηήκαηα Π΢. Παξνπζηάδνληα επίζεο αξηζκεηηθά απνηειέζκαηα, πνπ 
δείρλνπλ όηη, όπσο ζηελ πεξίπησζε ησλ θαζηθώλ ΢ΓΑ, όπσο επίζεο θαη ζηελ πεξίπησζε ησλ 
Γ΢ΓΑ θαη Γ΢ΜΑ γηα κνλνβάζκηνπο ζηνραζηηθνύο ηαιαλησηέο (Papadopoulos θαη Kokkinos 
2012), ηα κεηξώα ΔΣΔΑ θαη ΔΣΜΑ εκθαλίδνπλ αλεμαξηεζία σο πξνο ηε ζπλάξηεζε 
θαζκαηηθήο ππθλόηεηαο  ffS  θαη είλαη νξηαθά εμαξηώκελα από ηε ζππ ηνπ πεδίνπ πνπ 
πεξηγξάθεη ηελ αβέβαηε παξάκεηξν ηνπ ζπζηήκαηνο. Τπελζπκίδεηαη όηη ε ύπαξμε ηεο ΢ΓΑ 
έρεη απνδεηρζεί κόλν γηα ηελ πεξίπησζε ζηαηηθά νξηζκέλσλ θνξέσλ ππό ζηαηηθή θόξηηζε 
(M. Shinozuka 1987), (Papadopoulos and Deodatis 2006). ΢ε όιεο ηηο άιιεο πεξηπηώζεηο ε 
ύπαξμε απηή έπξεπε λα ππνηεζεί θαη ε επηβεβαίσζε απηήο ηεο ππόζεζεο έγηλε κέζσ 
ζπγθξίζεσο ησλ απνηειεζκάησλ πνπ εμήρζεζαλ από ηελ πξνηεηλόκελε κεζνδνινγία κε απηά 
πνπ εμήρζεζαλ από ηελ γεληθή κέζνδν Μόληε Κάξιν. Η εγθπξόηεηα απηήο ηεο εηθαζίαο 
ζεκειηώλεηαη πην ζηέξεα ζε απηή ηε κειέηε ζπγθξίλνληαο ηε Γ΢ΓΑ από κηα ςεπδνζηαηηθή 
θόξηηζε κε ηελ αληίζηνηρε Γεληθεπκέλε ΢ΓΑ (Miranda and Deodatis 2012) γηα έλα ζηαηηθά 
αόξηζην πιαηζησηό θνξέα. Η Γ΢ΓΑ (GVRF) πεξηιακβάλεη ηνλ ππνινγηζκό δηαθόξσλ ΢ΓΑ 
γηα ηνπο αλάινγνπο ζπλδπαζκνύο δηαθόξσλ νξηαθώλ ζππ θαη θαζκαηηθώλ ππθλνηήησλ θαη 
αλαπηύρζεθε γηα λα ειέγμεη πεξαηηέξσ ηελ αλεμαξηεζία ηεο ΢ΓΑ από ηηο ζηνραζηηθέο 
παξακέηξνπο ηνπ πξνβιήκαηνο. Οθείιεη λα αλθεξζεί εδώ όηη ε έλλνηα ηεο ΢ΓΑ πξόζθαηα 
επεθηάζε ζηελ εξγαζία ησλ (Teferra and Deodatis 2012) ζε πξνβιήκαηα κε κε-γξακκηθέο 
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ηδηόηεηεο πιηθνύ όπνπ κηα θιεηζηήο κνξθήο αλαιπηηθή έθθξαζε ηεο ΢ΓΑ απνθάιπςε ηε 
μεθάζαξε εμάξηεζε ηεο δηαθύκαλζεο ηεο απόθξηζεο από ηελ ηππηθή απόθιηζε όπσο επίζεο 
θαη από αλσηέξαο ηάμεσο θάζκαηα ηεο δπλάκεσο ηνπ ζηνραζηηθνύ πεδίνπ. Σέινο εθηηκώληαη 
παξαγκαηνπνηήζηκα άλσ όξηα ηεο κέζεο ηηκήο θαη ηεο δηαθύκαλζεο ηεο δπλακηθήο 
απόθξηζεο ηνπ ζπζηήκαηνο. 
Σν επόκελν κέξνο απηήο ηεο δηαηξηβήο εζηηάδεη ζε ζέκαηα ζηνραζηηθήο βειηηζηνπνίεζεο κε 
ηελ πξόζεζε αξρηθά λα θάλεη κηα θξηηηθή απνηίκεζε ησλ θιαζηθώλ δηαδηθαζηώλ ζηνραζηηθήο 
βειηηζηνπνίεζεο θαη ησλ πεξηνξηζκώλ ηνπο θαη ελ ζπλερεία λα εθκεηαιεπζεί ηελ 
θαζηεξσκέλε έλλνηα ηεο ΢ΓΑ θαη ησλ ραξαθηεξηζηηθώλ ηεο θαη λα πξνηείλεη κηα 
ελαιιαθηηθή δηαηύπσζε δηαδηθαζίαο ζηνραζηηθήο βειηηζηνπνίεζεο πνπ πξνζθέξεη ζηνλ 
κειεηεηή πην ρξήζηκα απνηειέζκαηα.  
΢ηε βηβιηνγξαθία ησλ πξνζθάησλ εηώλ, ε έλλνηα ηνπ Δύξσζηνπ Βέιηηζηνπ ΢ρεδηαζκνύ 
(ΔΒ΢) (ή ζηνραζηηθήο Βειηηζηνπνίεζεο ή Δύξσζηνπ ΢ρεδηαζκνύ) εηζήρζε γηα λα 
αληηκεησπίζεη εγγελείο αβεβαηόηεηεο ησλ θπζηθώλ ζπζηεκάησλ πνπ νδεγνύλ ηε 
ζπκπεξηθνξά ηνπ ζπζηήκαηνο ζην λα απνθιίλεη από ηελ ληεηεξκηληζηηθά αλακελόκελε 
ζπκπεξηθνξά ζε απόδνζε θαηώηεξε ηεο βέιηηζηεο, νπζηαζηηθά εμνπδεηεξώλνληαο ηελ ίδηα 
ηε δηαδηθαζία ηεο βειηηζηνπνίεζεο. ΢ηνλ ΔΒ΢ ν κειεηεηήο ιακβάλεη ππόςηλ ηνπ ηηο 
ζηνραζηηθέο ηδηόηεηεο ησλ παξακέηξσλ/κεηαβιεηώλ ηνπ ζπζηήκαηνο ή/θαη ησλ πεξηνξηζκώλ 
ηνπ ζπζηήκαηνο θαη επαθόινπζα θηάλεη ζε έλα αζθαιέζηεξν βέιηηζην ζρεδηαζκό ν νπίνο 
νθείιεη λα είλαη ιηγόηεξν επαίζζεηνο ζηηο ηπραίεο κεηαβνιέο ησλ παξακέηξσλ ηνπ 
ζπζηήκαηνο. Καηά θαηξνύο έρνπλ πξνηαζεί δηάθνξεο κεζνδνινγίεο πνπ αθνξνύλ ζηνλ ΔΒ΢ 
θαη ζηηο εθαξκνγέο ηνπ ζε δηάθνξα πξνβιήκαηα. ΢ηελ θιαζηθή δηαηύπσζε ΔΒ΢ ν ζηόρνο ηεο 
ειαρηζηνπνίεζεο ηεο αληηθεηκεληθήο ζπλάξηεζεο (-εσλ) επηηπγράλεηαη ζεσξώληαο ηε κέζε 
ηηκή ή/θαη ηελ ηππηθή απόθιηζε ελόο κεγέζνπο απόθξηζεο θαη πξνζπαζώληαο λα 
πξνζδηνξηζηνύλ νη ζρεδηαζκνί πνπ ειαρηζηνπνηνύλ ηηο πξναλαθεξζείζεο πνζόηεηεο 
ιακβάλνληαο ππόςηλ ληεηεξκηληζηηθνύο ή ζηνραζηηθνύο πεξηνξηζκνύο (Park, Lee, et al. 
2006), (Beyer and Sendhoff 2007). ΢ηνλ ΔΒ΢ πνπ βαζίδεηαη ζηελ αλάιπζε αμηνπηζηίαο 
(Missoum, Ramu and Haftka 2007), (Lagaros and Papadopoulos 2006), (Allen and Maute 
2005), ζπλήζσο ζηόρνο είλαη λα εμαθξηβσζεί ε επηξξνή ησλ πηζαλνηηθώλ πεξηνξηζκώλ σο 
έλα όξην ζηελ πηζαλόηεηα αζηνρίαο ζην πιαίζην ηενπ ΔΒ΢ θαηαζθεπώλ. Ο ΔΒ΢ πνπ 
βαζίδεηαη ζηελ έλλνηα ηεο Σξσηόηεηαο ησλ θαηαζθεπώλ είλαη κηα εηδηθή πεξίπησζε ΔΒ΢ κε 
αλάιπζε αμηνπηζηίαο όπνπ ελδηάκεζεο νξηαθέο θαηαζηάζεηο πνπ πξνζεγγίδνπλ ηνπο 
πηζαλνηηθνύο πεξηνξηζκνύο ιακβάλνληαη επίζεο ππόςηλ πξνζθέξνληαο έηζη πηζαλώο θξίζηκεο 
πιεξνθνξίεο ζρεηηθά κε ηε δνκηθή ζπκπεξηθνξά θαη ηε ιεηηνπξγηθόηεηα (Papadopoulos and 
Lagaros 2009). 
 
Όιεο νη παξαπάλσ δηαηππώζεηο ΔΒ΢ πξέπεη λα δηεμαρζνύλ ζε έλα πιαίζην αλάιπζεο κε ηε 
κέζνδν ησλ ζηνραζηηθώλ πεπεξαζκέλσλ ζηνηρείσλ (Μ΢Π΢) έηζη ώζηε λα εθηηκεζνύλ νη 
απαηηνύκελεο πνζόηεηεο πνπ ζρεηίδνληαη κε ηηο κεηαβνιέο ηνπ ζπζηήκαηνο. Απηή ε ζεώξεζε 
ηεο ηπραηόηεηαο ηνπ ζπζηήκαηνο όκσο, γηα λα είλαη αμηόπηζηε, απαηηεί κηα αθξηβή γλώζε 
ησλ πηζαλνηηθώλ ραξαθηεξηζηηθώλ ηνπ ζπζηήκαηνο (νξηαθή ζππ θαη δνκέο ζπζρέηηζεο) ησλ 
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αληίζηνηρσλ ηπρεκαηηθώλ πεδίσλ πνπ κνληεινπνηνύλ ηηο παξακέηξνπο ηνπ ζπζηήκαηνο πνπ 
απνθηνύληαη κόλν κέζσ αλάινγσλ πεηξακαηηθώλ αλαιύζεσλ ή αιιηώο πξέπεη λα ππνηεζνύλ 
/επηιερζνύλ πξνζερηηθά. Δπηπιένλ απηό πνιιαπιαζηάδεη ην ππνινγηζηηθό θόζηνο ηεο 
αλάιπζεο θαζώο θάζε ππνςήθηνο ζρεδηαζκόο απαηηεί κηα πιήξε ζηνραζηηθή αλάιπζε γηα 
ηελ ζηαηηζηηθή εθηίκεζε ησλ δηαθόξσλ κεγεζώλ ηεο  απόθξηζεο. ΢ηε ζπλήζε πεξίπησζε 
όπνπ ηέηνηεο ζπλζήθεο δελ επδνθηκνύλ, αλάινγεο αλαιύζεηο επαηζζεζίαο εθηεινύληαη ζε 
ζρέζε κε ηηο παξαπάλσ παξακέηξνπο κε απνηέιεζκα λα απμάλεηαη ζεκαληηθά ην ζπλνιηθό 
ππνινγηζηηθό θόζηνο. 
 
΢ηελ παξνύζα δηαηξηβή , πξνηείλεηαη κηα ελαιιαθηηθή δηαδηθαζία ΔΒ΢ πνπ ρξεζηκνπνηεί ηηο 
΢πλαξηήζεηο Γηαθύκαλζεο ηεο Απόθξηζεο (΢ΓΑ) ζε κηα πξνζπάζεηα λα παξαζρεζεί κηα 
απάληεζε ζηα αλσηέξσ γλώζηα άιπηα ζέκαηα ζηε βειηηζηνπνίεζε, κηαο πνιαηζησηήο 
θαηαζθεπήο πνπ πεξηιακβάλεη έλα ζηνραζηηθό πεδίν γηα ην κέηξν ειαζηηθόηεηαο ηνπ πιηθνύ, 
σο πξνο ην ζπλνιηθό βάξνο θαη ηελ επξσζηία ηεο απόθξηζεο ηεο κεηαηόπηζεο. Κξάησληαο 
ππόςηλ όηη ζηελ νινθιεξσηηθή έθθξαζε ηεο Δμ. (11.69) ε ΢ΓΑ ζεσξείηαη ληεηεξκηληζηηθή 
απηό πνπ είλαη ηδηαηηέξσο σθέιηκν ππό απηή ηε ζεώξεζε είλαη ε δπλαηόηεηα λα θαζνξηζηνύλ 
άλσ όξηα αλεμάξηεηα ηνπ θάζκαηνο θαη ηεο ζππ κε έλαλ άκεζν ηξόπν πνπ θαίλεηαη ζηελ 
παξαθάησ εμίζσζε όπσο εμεγείηαη ζηελ εξγαζία από ηνπο (Papadopoulos, Deodatis and 
Papadrakakis 2005): 
 max 2( ) ( , )ff ffVar VRF   u  (2) 
όπνπ   max , ffVRF   είλαη ε κέγηζηε ηηκή ηεο ΢ΓΑ πνπ πξνθύπηεη γηα θάπνηα ηηκή ηνπ 
θπκαηαξηζκνύ max .  Γη‘ απηό, ζέησληαο ηε κέγηζηε ηηκή ηεο ΢ΓΑ σο αληηθεηκεληθή 
ζπλάξηεζε γηα ηνλ έιεγρν ηεο επξσζηίαο ηεο απόθξηζεο ηνπ ζπζηήκαηνο, πιένλ ηνπ νιηθνύ 
βάξνπο ηεο θαηαζθεπήο, ην ζύζηεκα αμζθαιίδεηαη όηη επηδεηθλύεη, γηα κηα δεδνκέλε ζηάζκε 
νιηθνύ βάξνπο, ηε ρακειόηεξε δπλαηή δηαθύκαλζεηεο απόθξηζεο θάησ από ζπλζήθεο πνπ 
επηβάιινληαη από ην ρεηξόηεξν δπλαηό ζηνραζηηθό πεδίν. Σν ρεηξόηεξν δπλαηό ζηνραζηηθό 
πεδίν γηα έλα ζπγθεθξηκέλν ππνςήθην ζρεδηαζκό θαζνξίδεηαη κέζσ ηεο Δμ. (11.70) δει. 
είλαη έλα ζηνραζηηθό πεδίν κε κηα κνλνρξσκαηηθή ζπλάξηεζε θαζκαηηθήο ππθλόηεηαο 
(΢ΦΠ) ζπγθεληξσκέλε ζην max  (Papadopoulos, Deodatis and Papadrakakis 2005). Ο 
βέιηηζηνο ζρεδηαζκόο γηα ηε ζπθεθξηκέλε ζηάζκε βάξνπο είλαη απηόο πνπ ειαρηζηνπνηεί ηελ 
αληίζηνηρε ηηκή  max , ff VRF . Δπαλαιακβάλνληαο απηή ηε δηαδηθαζία γηα όιεο ηηο πηζαλέο 
ζηάζκεο βάξνπο κπνξεί θαλείο λα δεκηνπξγήζεη έλα δηδηάζηαην κέησπν Pareto γηα δύν 
αληηθεηκεληθέο ζπλαξηήζεηο: ην νιηθό βάξνο θαη ηε δηαθύκαλζε ηεο απόθξηζεο ηνπ 
ζπηήκαηνο πνπ πξνθύπηεη από ηελ Δμ. (11.70).  
 
΢ηελ θιαζηθή δηαηύπσζε ΔΒ΢, ε βειηηζηνπνίεζε επηηειείηαη γηα έλα πξνεπηιεγκέλν 
ζηνραζηηθό πεδίν. ΢ε ξεαιηζηηθέο εθαξκνγέο όκσο ε δνκή ζπζρέηηζεο ηεο αβέβαηεο 
παξακέηξνπ ηνπ ζπζηήκαηνο είλαη ζπάληα γλσζηή θαζηζηώληαο έηζη κηα ηέηνηα δηαδηθαζία 
βειηηζηνπνίεζεο αλώθειε. ΢πλεπώο ν κειεηεηήο ππνρξενύηαη λα δηεμάγεη πνιιαπιέο 
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βειηηζηνπνηήζεηο  απηήο ηεο κνξθήο γηα λα ζσξαθίζεη ην ζρεδηαζκέλν ζύζηεκα σο πξνο όια 
ηα πηζαλά ελδερόκελα.  Υξεζηκνπνηώληαο ηελ πξνηεηλόκελε κεζνδνινγία απηό ην πξόβιεκα 
μεπεξλάηαη γηαηί θάζε ππνςήθηνο ζρεδηαζκόο αμηνινγείηαη κε βάζε ηε ζπκπεξηθνξά ηνπ ππό 
ηηο ρεηξόηεξεο δπλαηέο ζπλζήθεο πνπ πξνζδηνξίδνληαη γηα ην ζπγθεθξηκέλν ζρεδηαζκό. Καηά 
ζπλέπεηα ν κειεηεηήο εμαζθαιίδεη όηη ην ζύζηεκα ζα έρεη ηελ θαιύηεξε δπλαηή απόδνζε 
ππό ηηο ρεηξόηεξεο δπλαηέο ζπλζήθεο. 
 
Σα πιενλεθηήκαηα ηεο ρξεζηκνπνίεζεο ηεο πξνηεηλόκελεο κεζνδνινγίαο έλαληη ηνπ 
παξαδνζηαθνύ Δύξσζηνπ Βέιηηζηνπ ΢ρεδηαζκνύ παξνπζηάδνληαη κέζσ κηαο εθαξκνγήο ζε 
κηα πιαηζησηή θαηαζθεπή όπνπ απνδεηθλύεηαη όηη νη ζρεδηαζκνί πνπ επηηπγράλνληαη κέζσ 
ελόο θιαζηθνύ ΔΒ΢ γηα έλα δεδνκέλν ζηνραζηηθό πεδίν δελ είλαη βέιηηζηνη γηα κηα 
δηαθνξνπνίεζε ησλ θαζκαηηθώλ ηδηνηήησλ ηνπ ηπραίνπ πεδίνπ πνπ κνληεινπνηεί ηελ 
αβεβαηόηεηα ηνπ ζπζηήκαηνο. Από ηελ άιιε νη βέιηηζηνη ζρεδηαζκνί πνπ επηιέγνληαη κε ηνλ 
ΔΒ΢ πνπ βαζίδεηαη ζηηο ΢ΓΑ είλαη βέιηηζηνη γηα ην ρεηξόηεξν δπλαηό ζηνραζηηθό πεδίν. Γηα 
λα δεηρηεί απηό, κηα δη-αληηθεηκεληθή ζπλάξηεζε κνξθνπνηείηαη ιακβάλνληαο ππόςηλ 
αβεβαηόηεηεο ησλ ηδηνηήησλ ηνπ πιηθνύ πνπ κνληεινπνηνύληαη σο ηπραία πεδία. 
Δθαξκόδνληαη επίζεο ληεηεξκηληζηηθνί πεξηνξηζκνί κέγηζηεο έληαζεο θαη κέγηζηεο 
κεηαηόπηζεο. Αξρηθά θαηαζθεπάδεηαη έλα κέησπν Pareto κέζσ κηαο θιαζηθήο δηαηύπσζεο 
ΔΒ΢ θαη ελόο πνιπ-αληηθεηκεληθνύ Γελεηηθνύ Αιγνξίζκνπ γηα ηελ εύξεζε ηνπ βέιηηζηνπ 
κεηώπνπ αλάκεζα ζηηο δύν αληηκαρόκελεο αληηθεηκεληθέο ζπλαξηήζεηο. Μεηα, νη κέγηζηεο 
δπλαηέο δηαθπκάλζεηο ησλ επηιερζέλησλ ζρεδηαζκώλ ππνινγίδνληαη από ηηο αληίζηνηρεο 
κέγηζηεο ηηκέο (βι. Δμ. (11.70)) ησλ αληηζηνίρσλ ΢πλαξηήζεσλ Γηαθύκαλζεο ηεο Απόθξηζεο 
πνπ ραξαθηεξίδνπλ ηνπο ελ ιόγσ ζρεδηαζκνύο. Σν πξνθύπηνλ κέησπν ζπγθξίλεηαη 
επαθνινύζσο κε έλα λέν κέησπν ζην νπνίν ε δεύηεξε αληηθεηκεληθή ζπλάξηεζε είλαη ε 
κέγηζηε δπλαηή δηαθύκαλζε ηα ζεκεία ηεο νπνίαο κπνξνύλ άκεζα λα πξνζδηνξηζηνύλ αλ 
ειαρηζηνπνηεζεί ε κέγηζηε ηηκή ηεο ΢πλάξηεζεο Γηαθύκαλζεο ηεο Απόθξηζεο. Σν πξώην 
κέησπν πνπ αληηζηνηρνύζε ζηνλ θιαζηθό ΔΒ΢ θαίλεηαη λα είλαη, όπσο αλακελόηαλ, 
ππνβέιηηζην ηνπ δεπηέξνπ πνπ πξνέθπςε από ηνλ ΔΒ΢ πνπ βαζίδεηαη ζηηο ΢ΓΑ αθνύ ην 
δεύηεξν είλαη εμ νξηζκνύ αλεμάξηεην ηεο θαηαλνκήο ηεο πηζαλόηεηαο θαη ηεο θαζκαηηθήο 
ππθλόηεηαο πνπ ρξεζηκνπνηνύληαη γηα λα πεξηγξάςνπλ ηελ αβεβαηόηεηα ηνπ ζπζηήκαηνο. 
Σνλίδεηαη ζε απηό ην ζεκείν όηη ην παξαγόκελν κέησπν θαη νη αληίζηνηρνη πξνηεηλόκελνη 
ζρεδηαζκνί αλαθέξνληαη ζε έλα ζύλνιν δηαθνξεηηθώλ ζηνραζηηθώλ πεδίσλ ζε αληίζεζε κε 
ηνλ θιαζηθό ΔΒ΢. Γίλεηαη επίζεο ζαθέο όηη νη πξνηεηλόκελνη ζρεδηαζκνί δελ είλαη 
απαξαίηεηα βέιηηζηνη εάλ εμεηαζζνύλ ππό ηελ ζθνπηά ελόο κόλν πξνθαζνξηζκέλνπ 
ζηνραζηηθνύ πεδίνπ. ΢ηελ πεξίπησζε όπνπ κηα βειηηζηνπνίεζε πξαγκαηνπνηείηαη γηα κηα 
ζπγθεθξηκέλε δνκή ζπζρέηηζεο ε πξνθύπηνπζα επηινγή ζρεδηαζκώλ ζα είλαη ππνβέιηηζηε 
γηα ηελ πεξίπησζε θάπνηαο άιιεο δνκήο ζπζρέηηζεο. 
 
2 ΢ΤΝΑΡΣΗ΢ΕΙ΢ ΢ΣΑΣΙΚΗ΢ ΜΕ΢Η΢ ΣΙΜΗ΢ ΚΑΙ 
ΔΙΑΚΤΜΑΝ΢Η΢ ΣΗ΢ ΑΠΟΚΡΙ΢Η΢ 
2.1 ΢ΣΑΣΙΚΑ ΟΡΙ΢ΜΕΝΟΙ ΥΟΡ ΕΙ΢  
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Γηα ιόγνπο επίδεημεο έζησ ν ζηαηηθά νξηζκέλνο πξόβνινο κήθνπο L ηνπ ΢ρ. 1, κε 
θαηαλεκεκέλν θνξηίν 0Q θαη ζπγθεληξσκέλε ξνπή M επηβαιιόκελε ζην ειεύζεξν άθξν ηνπ. 
 
Σχήμα 1 ΢ηαηηθά νξηζκέλε δνθόο 
Σν αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο ζεσξείηαη όηη κεηαβάιιεηαη ηπραία θαηά κήθνο 
ηεο δνθνύ ζύκθσλα κε ηελ παξθάησ έθθξαζε: 
 0
1
(1 ( ))
( )
F f x
E x
   (3) 
όπνπ ην E είλαη ην κέηξν ειαζηηθόηεηαο, 0F είλαη ε κέζε ηηκή ηνπ αληηζηξόθνπ ηνπ E , θαη 
 f x είλαη έλα νκνγελέο ζηνραζηηθό πεδίν κεδεληθήο κέζεο ηηκήο πνπ πεξηγξάθεη ηε 
κεηαβνιή ηνπ 1/ E πεξί ηνπ 0F . Η απόθξηζε ηεο κεηαηόπηζεο ηεο δνθνύ  u x δίλεηαη από ηελ 
παξαθάησ έθθξαζε 
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I I
                (4) 
όπνπ  ,h x  είλαη ε ζπλάξηεζε Green ηεο δνθνύ, I είλαη ε ξνπή αδξάλεηαο θαη  M x είλαη ε 
θακπηηθή ξνπή. Η κέζε ηηκή ηεο κεηαηόπηζεο δίλεηαη από ηελ έθθξαζε 
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(6) 
όπνπ ην  1 2ffR   είλαη ε ζπλάξηεζε απηνζπζρέηηζεο ηνπ ζηνραζηηθνύ πεδίνπ  f x . Με 
εθαξκνγή ζηελ παξαπάλσ εμίζσζε ηνπ κεηαζρεκαηηζκνύ Wiener-Khintchine πξνθύπηεη όηη  
      , ffVar u x VRF x S d  


      (7) 
όπνπ ε ΢ΓΑ (VRF) δίλεηαη από ηε ζρέζε 
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Έζησ ν ζηαηηθά αόξηζηνο θνξέαο ηνπ ΢ρ. 2 κήθνπο L , κε έλα νκνηόκνξθα θαηαλεκεκέλν 
θνξηίν 0Q . Σν αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο θανινπζεί ηηο πξναλαθεξζείζεο 
παξαδνρέο θαηά ηελ παξάγξαθν 2.2.  
 
Σχήμα 2 ΢ηαηηθά αόξηζηε δνθόο 
 
Υξεζηκνπνηώληαο κηα δηαηύπσζε κέζσ ηεο κεζόδνπ ησλ δπλάκεσλ, ε απόθξηζε ηεο 
κεηαηόπηζεο κπνξεί λα εθθξαζηεί σο  
      0 1u x u x Ru x   (9) 
όπνπ  0u x είλαη ε κεηαηόπηζε ηεο αληίζηνηρεο ζηαηηθά νξηζκέλεο δνθνύ κε νκνηόκνξθν 
θαηαλεκεκέλν θνξηίν 0Q πνπ ππνινγίδεηαη αθαηξώληαο ηελ θύιηζε ηνπ δεμηνύ άθξνπ,  1u x
είλαη ε κεηαηόπηζε ηεο ίδηαο δνθνύ ιόγσ κνλαδηαίαο ζπγθεληξσκέλεο θόξηηζεο ζηε ζέζε 
x L , θαη R είλαη ε θάζεηε αληίδξαζε ηεο ζηήξημεο ζην δεμί άθξν. Μεηά από πξάμεηο 
πξνθύπηεη όηη  
         1 2
0 0
, , 1
x x
E u x g x d g x E R f d               (10) 
όπνπ  
     
20 0
1 ,
2
F Q
g x x L
I
     and     02 ,
F
g x x L
I
       (11) 
Οκνίσο γηα ηελ δηαθύκαλζε πξνθύπηεη  
 
             
     
1 1 1 2 1 2 2 1 2 2 1 2
0 0
1 1 2 2 1 2 1 2
, , , , ,
2 , , ,
x x
ff pp
fp
Var u x g x g x R g x g x R
g x g x R d d
       
     
     

 
(12) 
 όπνπ  1 2,ppR   είλαη ε απηνζπζρέηηζε ηνπ πεδίνπ  p x όπσο ζην (Papadopoulos, 
Papadrakakis θαη Deodatis 2006). Σειηθά ζηελ παξαπάλσ εξγαζία παξνπζηάδνληαη θιεηζηήο 
κνξθήο αθξηβείο νινθιεξσηηθέο εθθξάζεηο ηεο κνξθήο ηεο Δμ. (3.8) ηόζν γηα ηε δηαθύκαλζε 
όζν θαη γηα ηε κέζε ηηκή ηεο κεηαηόπηζεο δει.  
            2 2det, , ff ffu x u x Var u x MRF x S d u x     


              (13) 
ή ηζνδύλακα  
            
2 2 2
det, , ,ff ffu x u x Var u x MRF x S d u x     


             (14) 
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όπνπ ε MRF (΢ΜΑ) νξίδεηαη σο  
 
             
     
1 1 1 1 2 2 2 2 1
0
0 1 1 2 2 1 2 1 2
, , , , , , , , , cos
2 , , , ,
x
ff ff ffMRF x VRF x VRF x g x g x A
g x g x B d d
            
      
     


 (15) 
όπνπ νη ζπλαξηήζεηο  2 ,A x  θαη  2 1 2, ,B x x  είληα θιεηζηήο κνξθήο θαη κπνξνύλ λα 
πξνθύςνπλ από κηα δηαδηθαζία παξόκνηα κε απηή πνπ αθνινπζείηαη ζηελ εξγαζία ησλ 
(Papadopoulos and Deodatis 2006). Σόζν ε VRF όζν θαη ε MRF εμαξηώληαη απν 
ληεηεξκηληζηηθέο παξακέηξνπο ηνπ πξνβιήκαηνο όπσο ε γεσκεηξία, νη ζπλνξηαθέο ζπλζήθεο, 
νη κέζεο ηδηόηεηεο ηνπ πιηθνύ θαη ε θόξηηζε ηνπ θνξέα όπσο επίζεο θαη από ηελ ηππηθή 
απόθιηζε ff ηνπ ζηνραζηηθνύ πεδίνπ. 
2.3 ΑΝΩ ΟΡΙΑ ΢ΣΗΝ ΑΠΟΚΡΙ΢Η  
Από ηηο Δμ. (3.36) θαη (11.69) κπνξνύλ λα πξνζδηνξηζηνύλ άλσ όξηα γηα ηε δηαθύκαλζε θαη 
ηε κέζε ηηκή ηεο απόθξηζεο σο αθνινύζσο  
            2 2 2det det, , , ,ff ff ff ffu x MRF x S d u x MRF x u x       
 
 
         (16) 
    max 2( , ) ( ) , ,ff ff ff ffVar u x VRF S d VRF x      


       (17) 
όπνπ max είλαη ν θπκαηηθόο αξηζκόο όπνπ νη MRF θαη VRF γίλνληαη κέγηζηεο, Βεβαίσο απηό 
δε ζεκαίλεη όηη απηόο ν θπκαηηθόο αξηζκόο είλαη θνηλόο γηα ηηο δύν ζπλαξηήζεηο. ΢εκεησηένλ 
όηη ηα όξηα απηά είλαη αλεμάξηεηα ηεο θαζκαηηθήο ππθλόηεηαο θαη ηεο νξηαθήο ζππ ηνπ 
πεδίνπ. 
 
2.4 ΓΡΗΓΟΡΗ ΠΡΟ΢ΟΜΟΙΩ΢Η ΜΟΝΣΕ ΚΑΡΛΟ  
Αλαιπηηθά νη ζπλαξηήζεηο VRF θαη MRF είλαη ηδηαίηεξα θνπηαζηηθό θαη γηα πνιιά 
πξνβιήκαηα αδύλαην λα ππνινγηζηνύλ. Αξηζκήηηθά όκσο, απηό θαζίζηαηαη πνιύ πην εύθνιν 
κέζσ ηεο γξήγνξεο πξνζνκνίσζεο Μόληε Κάξιν (FMCS) όπσο πξνηείλεηαη από ηνπο 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006). Σα 
βαζηθά βήκαηα απηήο ηεο κεζόδνπ έρνπλ σο αθνινύζσο:  
1. Γέλεζε N  δεηγκαηνζπλαξηήζεσλ κηαο ηπραίαο εκηηνλνεηδνύο ζπλαξηήζεσο ηππηθήο 
απόθιηζεο ff θαη θπκαηηθνύ αξηζκνύ   ηνπ ζηνραζηηθνύ πεδίνπ  f x πνπ 
πεξηγξάθεη ην αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο: 
    2 cos ; 1,2,..., ,j ff jf x x j N      (18) 
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όπνπ j  είλαη κηα ηπραία γσλία νκνηόκνξθα θαηαλεκεκέλε ζην δηάζηεκα  0,2 . 
Δίλαη δπλαηόλ ράξηλ εμνηθνλνκήζεσο ππννινγηζηηθνύ θόζηνπο νη γσλίεο j λα 
επηιεγνύλ ζην κέζν N  ίζσλ δηαζηεκάησλ ζην δηάζηεκα  0,2 . 
2. Υξεζηκνπνηώληαο απηέο ηηο N  δεηγκαηνζπλαξηήζεηο ππνινγίδνπκε άκεζα ηηο 
αληίζηνηρεο N απνθξίζεηο θαη αθνινύζσο ηε κέζε ηηκή  u x

     θαη ηε δηαθύκαλζε 
ηνπο  Var u x

   γηα ηνλ θπκαηηθό αξηζκό   . 
3. Η ηηκή ηεο MRF γηα ηνλ θπκαηηθό αξηζκό θαη ηππηθή απόθιηζε ff ζα είλαη 
  
    
2
2
det
2
, , ff
ff
u x u x
MRF x


 

   
  (19) 
4. Αληίζηνηρα ηεο VRF  
  
 
2
, , ff
ff
Var u x
VRF x  

  
  (20) 
 
5. Σα βήκαηα 1–4 επαλαιακβάλνληαη γηα ηηο δηάθνξεο ηηκέο ηνπ  . ΢πλεπώο νη  
 , , ffMRF x   θαη  1 , , ffVRF x   γηα όινπο ηνπο θπκαηηθνύο αξηζκνύο πνπ 
ελδηαθέξνπλ. Η όιε δηαδηθαζία κπνξεί επαλαιεθζεί γηα δηαθνξεηηθέο ff θαη 
δηαθνξεηηθέο ζέζεηο x θαηά κήθνο ηεο δνθνύ (αλ απηό θξηζεί αλαρώξνγθαίν). 
2.5 ΕΠΕΚΣΑ΢Η ΣΗ΢ ΜΕΘΟΔΟΤ ΢Ε  ΔΙΔΙΑ΢ΣΑΣΑ ΠΡΟΒΛΗΜΑΣΑ 
Η πξνηεηλόκελε κεζνδνινγία κπνξεί λα επεθηαζεί ζε δηζδηάζηαηα πξνβιήκαηα θαηά ηξόπν 
απιό. Σν αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο ηώξα ππνηίζεηαη όηη πνηθίιεη ηπραία ζε έλα 
δηδηάζηαην  πεξηνρή ζύκθσλα κε ηελ αθόινπζε εμίζσζε (ζπγθξίλεηε κε ηελ εμίζσζε (2).):  
 
 
  0
1
1 , ,
,
F f x y
E x y
   (21) 
όπνπ E είλαη ην κέηξν ειαζηηθόηεηαο, 0F  είλαη ε κέζε ηηκή ηνπ αληίζηξνθνπ ηνπ E , θαη 
 ,f x y ηώξα είλαη έλα δηζδηάζηαην, κε κεδεληθή κέζε ηηκή νκνγελέο πεδίν  πνπ πεξηγξάθεη 
ηε ζηνραζηηθή κεηαβνιή ηνπ 1/ E  γύξσ από ηε κέζε ηηκή ηνπ 0F . 
Καηά ζπλέπεηα, νη νινθιεξσηηθέο εθθξάζεηο γηα ηελ κέζε ηεηξαγσληθή ηηκή θαη ηε κέζε 
ηηκή ηεο απόθξηζεο  ηεο κεηαηόπηζεο γίλνληαη:  
        2 21 det
0
, 2 , , , , , ,x y ff ff x y x yu x y VRF x y S d d u x y       
 

        (22) 
θαη 
        2det
0
, 2 , , , , , , ,x y ff ff x y x yu x y MRF x y S d d u x y       
 

       (23) 
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όπνπ  , , , ,x y ffMRF x y   θαη  1 , , , ,x y ffVRF x y   είλαη νη δηδηάζηαηεο εθδνρέο ησλ MRF θαη 
VRF1, αληίζηνηρα, πνπ έρνπλ ηηο αθόινπζεο ζπκκεηξίεο:  
 
   
   1 1
, , ,
, , ,
x y x y
x y x y
MRF MRF
VRF VRF
   
   
  
  
 (24) 
 ,ff x yS    είλαη ε ζπλάξηεζε θαζκαηηθήο ππθλόηεηαο ηνπ πεδίνπ  ,f x y  πνπ δηαζέηεη ηηο 
ίδηεο ζπκκεηξίεο όπσο νη MRF θαη VRF1, ελώ ε VRF1 ππνινγίδεηαη από 
      1 , , , .x y x y x yVRF MRF VRF        (25) 
Η δηαδηθαζία FEM-FMCS πνπ πεξηγξάθεθε πξνεγνπκέλσο γηα πξνβιήκαηα κνλνδηάζηαηεο 
δνθνύ κπνξεί λα ρξεζηκνπνηεζεί γηα 2D πξνβιήκαηα επίζεο πξνθεηκέλνπ λα εθηηκεζεί ε 
MRF θαη ε VRF. Η 1D ηπραία εκηηνλνεηδήο ζπλάξηεζε ζηελ Δμ. (3.45) γίλεηαη ηώξα 2D κε 
ηελ αθόινπζε κνξθή:  
    , 2 cos ; 1,2,..., .ff x y jf x y x y j N        (26) 
Άλσ όξηα γηα ηε κέζε ηηκή θαη δηαθύκαλζε ηεο απόθξηζεο ηεο κεηαηόπηζεο κπνξεί λα 
πξνζδηνξηζηνύλ γηα ηελ πεξίπησζε 2D σο εμήο:  
      max max 2 2det, , , , , , ,x y ff ffu x y MRF x y u x y          (27) 
    max max 2, , , , , ,x y ff ffVar u x y VRF x y         (28) 
όπνπ  max max,x y  είλαη ην δεύγνο θπκαηηθώλ αξηζκώλ ζην νπνίν ε MRF ή ε VRF ιακβάλνπλ 
ηε κέγηζηε ηηκή ηνπο (γηα κηα δεδνκέλε ηηκή ηνπ 
ff θαη κηα δεδνκέλε ζέζε  ,x y ), θαη 
2
ff
είλαη ε δηαθύκαλζε ηνπ ζηνραζηηθνύ πεδίνπ πνπ πεξηγξάθεη ην αληίζηξνθν ηνπ κέηξνπ 
ειαζηηθόηεηαο. Θα πξέπεη λα ηνληζηεί όηη ην  max max,x y   δελ είλαη αλαγθαζηηθά ην ίδην γηα 
ηελ MRF θαη ηε VRF. 
2.6 ΓΕΝΙΚΟΣΗΣΑ ΣΗ΢ ΠΡΟΣΕΙΝΟΜΕΝΗ΢ ΜΕΘΟΔΟΛΟΓΙΑ΢  
Όια ηα παξαπάλσ ζπκπεξάζκαηα βαζίδνληαη ζηελ ππόζεζε όηη ε  , , ffVRF x   είλαη 
αλεμάξηεηε από ηελ θαζκαηηθή ππθλόηεηα  ffS   ηνπ ζηνραζηηθνύ πεδίνπ  f x . Πεξαηηέξσ 
έξεπλεο (Miranda 2008) επηβεβαίσζαλ ηα πξναλαθεξζέληα απνηειέζκαηα, αιιά έδεημαλ όηη 
ε VRF έρεη κηα κηθξή εμάξηεζε από ηελ νξηαθή ζππ ηνπ ζηνραζηηθνύ πεδίνπ πεξηγξάθεη ηελ 
επθακςία. Μηα ζεκαληηθή επέθηαζε ηεο έλλνηαο ηεο VRF έρεη ζπληαρζεί από ηνπο (Arwade 
and Deodatis 2011) όπνπ κέζσ απηήο θαζνξίδνπλ ηηο ηζνδύλακεο ηδηόηεηεο ησλ πιηθώλ ζε 
πξνβιήκαηα νκνγελνπνίεζεο. Οη (Papadopoulos, Papadrakakis and Deodatis 2006) 
παξνπζίαζαλ απνηειέζκαηα γηα γεληθά γξακκηθά ζηνραζηηθά ζπζηήκαηα πεπεξαζκέλσλ 
ζηνηρείσλ ζπκπεξηιακβαλνκέλσλ ζηνηρείσλ δνθνύ, ρσξηθώλ πιαηζίσλ, ζηνηρείσλ επίπεδεο 
έληαζεο θαη θαηαζθεπώλ κε ζηνηρεία θειύθνπο ππό ζηαηηθά θνξηία. 
2.7 ΔΙΑΣΤΠΩ΢Η ΣΗ΢ GVRF  ΓΙΑ ΣΗΝ ΠΕΡΙΠΣΩ΢Η ΢ΣΑΣΙΚΗ΢ 
ΥΟΡΣΙ΢Η΢  
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Όπσο αλαθέξζεθε πξνεγνπκέλσο, νη MRF θαη VRF ελλνηνινγηθά βαζίδνληαη ζηελ 
παξαδνρή όηη είλαη ληεηεξκηληζηηθέο, δειαδή είλαη αλεμάξηεηεο ηνπ ηύπνπ ηεο θαζκαηηθήο 
ππθλόηεηαο, θαζώο θαη ηεο νξηαθήο ζππ πνπ ρξεζηκνπνηείηαη γηα λα πεξηγξάςεη ηελ αβέβαηε 
παξάκεηξν ηνπ πξνβιήκαηνο. Η ηζρύο απηήο ηεο εηθαζίαο απνδεηθλύεηαη αξηζκεηηθά ζηηο 
αξηζκεηηθέο εθαξκνγέο από άκεζεο ζπγθξίζεηο ηεο ρξνλντζηνξίαο ηεο δηαθύκαλζεο ηεο 
απόθξηζεο ηνπ ζπζηήκαηνο, πνπ ππνινγίδεηαη κε ηελ πξνηεηλόκελε πξνζέγγηζε πνπ 
βαζίδεηαη ζηε VRF, κε ηελ αληίζηνηρε ρξνλντζηνξία ηεο δηαθύκαλζεο ηεο απόθξηζεο πνπ 
ππνινγίδεηαη κε ηε κέζνδν άκεζεο πξνζνκνίσζεο Monte Carlo. Χο πεξαηηέξσ βήκα απηήο 
ηεο επηθύξσζεο, ε έλλνηα ηεο Γεληθεπκέλεο ΢πλάξηεζεο Γηαθύκαλζεο ηεο Απόθξηζεο 
(GVRF) έρεη εηζαρζεί από ηνπο (Miranda and Deodatis 2012). Οη (Teferra and Deodatis 
2012) ηελ ρξεζηκνπνίεζαλ γηα λα επηθπξώζνπλ ηελ εηθαζία ηνπο γηα δνθνύο κε κε-γξακκηθό 
θαηαζηαηηθό λόκν πιηθνύ, αιιά κε θάπνηεο ηξνπνπνηήζεηο. Παξαθάησ ρξεζηκνπνηείηαη γηα 
ηελ επηθύξσζε ηεο εηθαζίαο ζε δπλακηθά πξνβιήκαηα. 
2.7.1 ΜΕΘΟΔΟΛΟΓΙΑ ΕΚΣΙΜΗ΢Η΢  ΣΗ΢ GVRF 
Γηα κηα γξακκηθή ππεξζηαηηθή θαηαζθεπή κε αβέβαηεο ηδηόηεηεο ησλ πιηθώλ, ε δηαθύκαλζε 
ηεο απόθξηζεο ηνπ ζπζηήκαηνο κπνξεί λα ππνινγηζηεί κε ηνλ αθόινπζν ηύπν (M. Shinozuka 
1987) 
 [ ( )] ( , ) ( )ffVar u x VRF x S d  


   (29) 
όπνπ ε  Var u x    κπνξεί λα ππνινγηζηεί εύθνια κε κηα άκεζε πξνζνκνίσζε Monte Carlo. 
Η Δμ. (3.58) κπνξεί λα μαλαγξαθηεί κε ηελ αθόινπζε δηαθξηηνπνηεκέλε κνξθή 
 
1
2
1 2
( , )
( , )
[ ( )] 2 ( ) ( ) ( )
( , )
f f f N
N
VRF x
VRF x
Var u x S S S
VRF x


   

 
 
       
 
 
 (30) 
Έρνληαο θάλεη ηελ ππόζεζε όηη ε VRF είλαη αλεμάξηεηε από ηελ ππθλόηεηα θαζκαηηθήο 
ηζρύνο θαη ηνπ νξηαθήο ζππ, είλαη θπζηθό λα ππνζέζνπκε όηη νη ίδηεο ηηκέο VRF κπνξεί λα 
ρξεζηκνπνηεζεί γηα ηελ εθηίκεζε ηεο δηαθύκαλζεο ηνπ ζπζηήκαηνο γηα δηάθνξεο 
ζπλαξηήζεηο θαζκαηηθήο ππθλόηεηαο. Χο εθ ηνύηνπ, ε αθόινπζε ζρέζε ζα πξέπεη επίζεο λα 
είλαη αιεζήο, κόλν πνπ ηώξα ε VRF νλνκάδεηαη Γεληθεπκέλε ΢πλάξηεζε Γηαθύκαλζεο ηεο 
Απόθξηζεο (GVRF).  
 
1 1 1
2 2
1 21 1
1 2 22 2
1 2
( ) ( ) ( )[ ( ) ] ( , )
( ) ( ) ( )[ ( ) ] ( , )
2
[ ( ) ] ( , )( ) ( ) ( )
N N N
f f f N
f f f N
N Nf f f N
S S SVar u x GVRF x
S S SVar u x GVRF x
Var u x GVRF xS S S
   
   

  
    
    
          
    
     
(31) 
Σν δηάλπζκα ηεο αξξηζηεξήο πιεπξάο είλαη ην δηάλπζκα ησλ δηαθνξεηηθώλ δηαθπκάλζεσλ 
ηνπ ζπζηήκαηνο, πνπ ππνινγίδνληαη από ηηο αληίζηνηρεο άκεζεο πξνζνκνηώζεηο Monte Carlo, 
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θαη ην κεηξών ζηε δεμηά πιεπξά είλαη ην κεηξών ησλ ηηκώλ ησλ ζπλαξηήζεσλ θαζκαηηθώλ 
ππθλνηήησλ γηα δηάθνξνπο ηύπνπο θαζκαηηθώλ ππθλνηήησλ ( ), 1,2,...,
if
S i N  . 
Οπζηαζηηθά, ε Δμ. (3.60) πεξηγξάθεη έλα ζύζηεκα N γξακκηθώλ εμηζώζεσλ κε N
αγλώζηνπο, παξέρνληαο έηζη κία κνλαδηθή ιύζε γηα ην δηάλπζκα  GVRF. 
3 ΢ΤΝΑΡΣΗ΢Η ΜΕ΢Η΢ ΣΙΜΗ΢  ΚΑΙ ΔΙΑΚΤΜΑΝ΢Η΢ ΣΗ΢ 
ΑΠΟΚΡΙ΢Η΢ ΤΠΟ ΔΤΝΑΜΙΚΗ ΥΟΡΣΙ΢Η  
3.1 ΜΟΝΟΒΑΘΜΙΟΙ ΢ΣΟΦΑ΢ΣΙΚ ΟΙ ΣΑΛΑΝΣΩΣΕ΢  
3.1.1  ΔΤΝΑΜΙΚ Η ΑΝΑΛΤ ΢Η ΕΝΟ΢  ΜΟΝΟ ΒΑΘ ΜΙΟ Τ  Σ ΑΛΑΝΣ ΩΣ Η  
Γηα ην κνλνβάζκην ηζνζηαηηθό ζηνραζηηθό ηαιαλησηή κήθνπο L  θαη κάδαο sM  ζην ΢ρ. 3(α), 
πνπ θνξηίδεηαη κε έλα δπλακηθό ληεηεξκηληζηηθό θνξηίν  P t , ην αληίζηξνθν ηνπ κέηξνπ 
ειαζηηθόηεηαο ζεσξείηαη πνηθίιεη ηπραία θαηά κήθνο ηεο δνθνύ ζύκθσλα κε ηελ αθόινπζε 
έθθξαζε:  
 
0
1
(1 ( ))
( )
F f x
E x
   (32) 
όπνπ ( )E x είλαη ην κέηξν ειαζηηθόηεηαο, 0F  είλαη ε κέζε ηηκή ηνπ αληίζηξνθνπ ηνπ  E x , 
θαη  f x είλαη έλα κεδεληθήο κέζεο ηηκήο νκνγελέο πεδίν πνπ πεξηγξάθεη ηε κεηαβνιή ηνπ 
1/ E  γύξσ από ηε κέζε ηηκή ηνπ. Η ρξνλντζηνξία ηεο κεηαηόπηζεο  u t ηνπ ηαιαλησηή 
κπνξεί λα πξνθύςεη από ην νινθιήξσκα Duhamel:  
 ( )
0
1
( ) ( ) sin( ( ))
t
t
D
D
u t P e t d    

    (33) 
όπνπ   είλαη ν ζπληειεζηήο απόζβεζεο θαη 21D     κε   ηελ θπθιηθή ζπρλόηεηα ηνπ 
ζπζηήκαηνο 
 
 
 
 
(α)        (β) 
Σχήμα 3. Μνλνβάζκηνο ηαιαλησηήο: (α) Γεσκεηξία θαη θόξηηζε (β) ΢ηαηηθή κεηαηόπηζε γηα 
κνλαδηαίν θνξηίν 
 
Λόγσ ηεο αβεβαηόηεηαο ηνπ ζπζηήκαηνο ζηελ Δμ. (32), ε θπθιηθή ζπρλόηεηα  είλαη κηα 
ηπραία κεηαβιεηή πνπ δίλεηαη από ηελ παξαθάησ ζρέζε:  
 / sk M   (34) 
όπνπ k  είλαη ε αθακςία ηνπ ηαιαλησηή ε νπνίν κπνξεί λα πξνέξρεηαη από ηε ζηαηηθή 
απόθξηζε ηεο κεηαηόπηζεο ηνπ ηαιαλησηή γηα έλα κνλαδηαίν ζηαηηθό ληεηεξκηληζηηθό θνξηίν 
ζην άθξν ηεο δνθνύ (΢ρ. 3β) σο εμήο:  
L 
Ms 
P(t) 
ust 
P=1 
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1
0
0
1
( ) ( )(1 ( ))
L
st
F
k x M f d
u I
   

 
     
 
  (35) 
όπνπ I είλαη ε ξνπή αδξάλεηαο ηεο δνθνύ θαη  M a είλαη ε ξνπή ζηε ζέζε  . ΢ηε γεληθή 
πεξίπησζε όπνπ ην θνξηίν είλαη απζαίξεην θαη ην ζύζηεκα είλαη αξρηθά ζε θαηάζηαζε 
εξεκίαο, ε ληεηεξκηληζηηθή κεηαηόπηζε ζην δεμί άθξν ηεο δνθνύ κπνξεί λα πξνέξρεηαη από 
αξηζκεηηθή επίιπζε ηνπ νινθιεξώκαηνο Duhamel. 
3.1.2  Δ ΙΑΚΤ ΜΑΝ ΢Η Κ ΑΙ  ΜΕ΢Η Σ Ι ΜΗ Σ Η΢ ΔΤ ΝΑΜΙΚ Η΢ ΑΠ ΟΚΡΙ ΢Η΢  
Αθνινπζώληαο κηα δηαδηθαζία παξόκνηα κε απηή πνπ παξνπζηάδεηαη από ηνπο 
(Papadopoulos, Deodatis θαη Papadrakakis 2005) γηα γξακκηθά ζηνραζηηθά ζπζηήκαηα ππό 
ζηαηηθή θόξηηζε, είλαη δπλαηό λα εθθξαζηεί ε δηαθύκαλζε ηεο ζηνραζηηθήο δπλακηθήο 
απόθξηζεο ηνπ ζπζηήκαηνο κε ηελ παξαθάησ νινθιεξσηηθή έθθξαζε:  
 [ ( )] ( , , ) ( )ff ffVar u t DVRF t S d   


   (36) 
όπνπ DVRF είλαη ε δπλακηθή εθδνρή ηεο VRF, γηα ηελ νπνία γίλεηαη ε ππόζεζε όηη είλαη 
ζπλάξηεζε ηεο ληεηεξκηληζηηθώλ παξακέηξσλ ηνπ πξνβιήκαηνο ζε ζρέζε κε ηε γεσκεηξία, 
ηα θνξηία θαη ηηο (κέζεο) ηδηόηεηεο ησλ πιηθώλ θαη ηελ ηππηθή απόθιηζε ηνπ ζηνραζηηθνύ 
πεδίνπ πνπ πεξηγξάθνπλ ηελ επθακςία ηνπ ζπζηήκαηνο. Μηα παξόκνηα νινθιεξσηηθή 
έθθξαζε κπνξεί λα δώζεη κηα εθηίκεζε γηα ηε κέζε ηηκή ηεο δπλακηθήο απόθξηζεο ηνπ 
ζπζηήκαηνο κε ηε ρξήζε ηεο Γπλακηθήο ΢πλάξηεζεο ηεο Μέζεο Σηκήο ηεο Απόθξηζεο 
(DMRF) (Papadopoulos, Papadrakakis θαη Deodatis 2006):  
 [ ( )] ( , , ) ( )ff ffu t DMRF t S d    


   (37) 
Γίλεηαη ε ππόζεζε όηη ε DMRF είλαη κηα ζπλάξηεζε παξόκνηα κε ηε DVRF κε ηελ έλλνηα 
όηη εμαξηάηαη επίζεο από ληεηεξκηληζηηθέο παξακέηξνπο ηνπ πξνβιήκαηνο, θαζώο θαη από ηε 
ff . Δίλαη εμαηξεηηθά δύζθνιν, σζηόζν, λα απνδεηρζεί όηη ε DVRF (ην ίδην θαη ε DMRF) 
είλαη αλεμάξηεηε (ή έζησ θαη θαηά πξνζέγγηζε αλεμάξηεηε) ηεο νξηαθήο ζππ θαη ηεο 
ζπλαξηεζηθήο κνξθήο ηεο ππθλόηεηαο θαζκαηηθήο ηζρύνο ηνπ ζηνραζηηθνύ πεδίνπ. Όπσο 
θαη ζηελ πεξίπησζε ησλ (Papadopoulos, Deodatis θαη Papadrakakis 2005), (Papadopoulos 
θαη Deodatis 2006), (Papadopoulos, Papadrakakis θαη Deodatis 2006) νη πξναλαθεξζείζεο 
παξαδνρέο ζεσξνύληαη όηη απνηεινύλ εηθαζίεο πνπ επηβεβαηώλνληαη αξηζκεηηθά εδώ κε 
ζύγθξηζε ησλ απνηειεζκάησλ από ηηο Δμ. (4.14) θαη (4.15)  κε ηελ άκεζε κέζνδν MCS. 
Η παξαγσγή κηαο αλαιπηηθήο έθθξαζεο γηα ηελ DVRF θαη DMRF, αλ είλαη δπλαηόλ θάηη 
ηέηνην, είλαη κηα εμαηξεηηθά πνιύπινθε δηαδηθαζία. Με αξηζκεηηθνύο ππνινγηζκνύο, 
σζηόζν, κπνξεί λα επηηεπρζεί εύθνια, όπσο πεξηγξάθεηαη ζηελ επόκελε ελόηεηα θαη ζηε 
ζπλέρεηα ηξνθνδνηείηαη ζηηο Δμ. (4.14) θαη (4.15)  γηα λα παξέρεη ηηο εθηηκήζεηο ηεο κέζεο 
ηηκήο θαη ηεο δηαθύκαλζεο ηεο δπλακηθήο απόθξηζεο ηνπ ζπζηήκαηνο. 
3.1.2.1  ΑΡΙ ΘΜΗ ΣΙ ΚΗ  ΕΚ ΣΙ ΜΗ΢Η  Σ Η ΢ DVRF  Κ ΑΙ  ΣΗ ΢ DMRF  
ΦΡΗ΢ΙΜ ΟΠΟΙΩΝ ΣΑ΢  ΣΗ Γ ΡΗΓΟ ΡΗ  ΠΡΟ΢ ΟΜΟΙ Ω΢Η  MONTE  CARLO 
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Η αξηζκεηηθή εθηίκεζε ησλ DMRF θαη DVRF πεξηιακβάλεη κηα θξήγνξε πξνζνκνίσζε 
Monte Carlo (FMCS) ηεο νπνίαο ε βαζηθή ηδέα είλαη λα εμεηάζεη ην ηπραίν πεδίν σο έλα 
ηπραίν εκηηνλνεηδέο (Papadopoulos, Deodatis θαη Papadrakakis 2005), (Papadopoulos θαη 
Deodatis 2006) θαη λα ρξεζηκνπνηήζεη ην κνλνρξσκαηηθό θάζκα ηζρύνο ηνπ ζηηο Δμ. (4.14) 
and (4.15),  πξνθεηκέλνπ λα ππνινγηζηεί ε αληίζηνηρε κέζε ηηκή θαη δηαθύκαλζε ηεο 
απόθξηζεο γηα δηάθνξα κήθε θύκαηνο. Σα βήκαηα ηεο πξνζέγγηζεο FMCS είλαη ηα 
αθόινπζα: 
1. Γέλεζε N  δεηγκαηνζπλαξηήζεσλ κηαο ηπραίαο εκηηνλνεηδνύο ζπλαξηήζεσο ηππηθήο 
απόθιηζεο ff θαη θπκαηηθνύ αξηζκνύ   ηνπ ζηνραζηηθνύ πεδίνπ  f x πνπ 
πεξηγξάθεη ην αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο: 
    2 cos ; 1,2,..., ,j ff jf x x j N      (38) 
όπνπ j  είλαη κηα ηπραία γσλία νκνηόκνξθα θαηαλεκεκέλε ζην δηάζηεκα  0,2 . 
Δίλαη δπλαηόλ ράξηλ εμνηθνλνκήζεσο ππννινγηζηηθνύ θόζηνπο νη γσλίεο j λα 
επηιεγνύλ ζην κέζν N  ίζσλ δηαζηεκάησλ ζην δηάζηεκα  0,2 . 
2. Υξεζηκνπνηώληαο απηέο ηηο N  δεηγκαηνζπλαξηήζεηο ππνινγίδνπκε άκεζα ηηο 
αληίζηνηρεο N απνθξίζεηο θαη αθνινύζσο ηε κέζε ηηκή  u x

     θαη ηε δηαθύκαλζε 
ηνπο  Var u x

   γηα ηνλ θπκαηηθό αξηζκό   . 
3. Η ηηκή ηεο MRF γηα ηνλ θπκαηηθό αξηζκό θαη ηππηθή απόθιηζε ff ζα είλαη 
  
    
2
2
det
2
, , ff
ff
u x u x
MRF x


 

   
  (39) 
4. Αληίζηνηρα ηεο VRF  
  
 
2
, , ff
ff
Var u x
VRF x  

  
  (40) 
 
Οη DΜRF θαη DVRF ππνινγίδνληαη σο ζπλάξηεζε ηνπ ρξόλνπ t  θαη ηνπ θπκαηηθνύ αξηζκνύ 
  επαλαιακβάλνληαο ηα πξνεγνύκελα βήκαηα γηα δηάθνξα κήθε θύκαηνο θαη δηάθνξα 
ρξνληθά βήκαηα. Η όιε δηαδηθαζία κπνξεί λα επαλαιακβάλεηαη γηα δηαθνξεηηθέο ηηκέο ηεο 
ηππηθήο απόθιηζεο ηνπ ηπραίνπ εκηηνλνεηδνύο. 
3.1.2.2  ΟΡΙ Α ΜΕ΢ Η΢ ΣΙ ΜΗ΢  Κ ΑΙ  ΔΙ ΑΚ ΤΜ ΑΝ΢ Η΢  ΣΗ΢  ΔΤΝ Α ΜΙΚ Η΢  ΑΠΟΚ ΡΙ΢ Η΢  
Άλσ όξηα γηα ηε κέζε ηηκή θαη δηαθύκαλζε ηεο δπλακηθήο απόθξηζεο ηνπ ζπζηήκαηνο 
κπνξεί λα θαζνξηζηνύλ άκεζα από ηηο Δμ. (4.14) θαη (4.15), σο εμήο:  
 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffu t DMRF t S d DMRF t t       


   (41) 
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 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffVar u t DVRF t S d DVRF t t      


   (42) 
όπνπ  max t  είλαη ν θπκαηηθόο αξηζκόο ζηνλ νπνίν ε DMRF ή ε DVRF, γηα κηα δεδνκέλε 
ρξνληθή ζηηγκή t θαη ηηκή ηεο 
ff , θζάλεη ζηελ κέγηζηε ηηκή ηεο. Μηα πεξηβάιινπζα 
ζπλαξηήζεη ηνπ ρξόλνπ κε άλσ όξηα ηεο κέζεο ηηκήο θαη ηεο δηαθύκαλζεο ηεο δπλακηθήο 
απόθξηζεο ηνπ ζπζηήκαηνο κπνξεί λα εμαρζεί από ηηο Δμ. (4.19) and (4.20). Όπσο θαη ζηελ 
πεξίπησζε ησλ γξακκηθώλ ζηνραζηηθώλ ζπζηεκάησλ ππό ζηαηηθά θνξηία (Papadopoulos, 
Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006) θαη (Papadopoulos, 
Papadrakakis and Deodatis 2006) απηή ε πεξηβάιινπζα απνηειείηαη από θπζηθά 
πξαγκαηνπνηήζηκα άλσ όξηα αθνύ ε κνξθή ηνπ ζηνραζηηθνύ πεδίνπ πνπ ηα παξάγεη είλαη ην 
ηπραίν εκηηνλνεηδέο ηεο Δμ. (38) κε   max t  . 
3.1.3  ΑΡΙΘ ΜΗΣΙΚ Η ΕΥ ΑΡ ΜΟ ΓΗ  
Γηα ηνλ πξόβνιν πνπ θαίλεηαη ζην ΢ρ. 3 κε κήθνο 4L m , ην αληίζηξνθν ηνπ κέηξνπ 
ειαζηηθόηεηαο ππνηίζεηαη όηη πνηθίιεη ηπραία θαηά ην κήθνο ηνπ ζύκθσλα κε ηελ Δμ. (3.2) 
κε   
1
8
0 1.25 10 /F KN m

  θαη 40.1I m  . Μηα ζπγθεληξσκέλε κάδα 33.715 10sM Kg   
ζεσξείηαη ζην δεμί άθξν ηεο δνθνύ. Ο ζπληειεζηήο απόζβεζεο ιακβάλεηαη ίζνο κε 5% 
θαη ε κέζε ηδηνπεξίνδνο ηνπο κνλνβάζκηνπ ηαιαλησηή ππνινγίδεηαη ζε 0 0.5 secT  . 
Οη ηξεηο πεξηπηώζεηο θόξηηζεο πνπ ζεσξνύληαη είλαη: ε LC1 πνπ απνηειείηαη από έλα 
ζηαζεξό θνξηίν   100P t KN  , ε LC2 πνπ απνηειείηαη από κηα ζπγθεληξσκέλε δπλακηθή 
πεξηνδηθή θόξηηζε    100sinP t t  θαη ε LC3 πνπ απνηειείηαη από κηα θόξηηζε 
   s gP t M U t   όπνπ  gU t  είλαη ν ρξνλντζηνξία ηεο επηηάρπλζεο ηνπ ζεηζκνύ ζην El 
Centro ην 1940. 
Η ζπλάξηεζε θαζκαηηθήο ππθλόηεηαο (SDF) ηνπ ΢ρ. 4 ρξεζηκνπνηήζεθε γηα ηελ 
κνληεινπνίεζε ηνπ αληίζηξνθνπ ηνπ ζηνραζηηθνύ κέηξνπ ειαζηηθόηεηαο πνπ δίλεηαη από:  
 2 3 2 | |
1
( )
4
b
ffS b e
     (43) 
όπνπ 10b  είλαη ε παξάκεηξνο ηνπ κήθνπο ζπζρέηηζεο. 
 
xxx 
 
 
Σχήμα 4. Φαζκαηηθή ζπλάξηεζε ππθλόηεηαο ηζρύνο ηνπ ζηνραζηηθνύ πεδίνπ f(x) γηα ηππηθή 
απόθιηζε ζff=0.2 
 
Γηα ηελ απόδεημε ηελ εγθπξόηεηαο ηεο πξνηεηλόκελεο κεζνδνινγίαο, ρξεζηκνπνηείηαη κηα 
ζηξνγγπιεπκέλε Γθανπζηαλή θαη κηα ινγαξηζκηθή ζππ γηα ηελ κνληεινπνίεζε ηνπ  f x . 
Γηα ην ζθνπό απηό, έλα ππνθείκελν Γθανπζηαλό ζηνραζηηθό πεδίν πνπ ζπκβνιίδεηαη  g x  
παξάγεηαη ρξεζηκνπνηώληαο ηε κέζνδν θαζκαηηθήο αλαπαξάζηαζεο (Shinozuka and 
Deodatis 1991) θαη ην θάζκα ηζρύνο ηεο Δμ. (4.21). Σν ζηνγγπιεπκέλν Γθανπζηαλό πεδίν 
 TGf x ιακβάλεηαη κε απιή ζηξνγγπινπνίεζε ηνπ  g x  κε ηνλ αθόινπζν ηξόπν: 
 0.9 0.9g x   , ελώ ην ινγαξηζκηθό  Lf x  ιακβάλεηαη από ηνλ αθόινπζν κεηαζρεκαηηζκό 
σο πεδίν κεηαζρεκαηηζκνύ (Grigoriu 1995):  
     1L Lf x F G g x      (44) 
Η SDF ηνπ ππνθείκελνπ Γθανπζηαλνύ πεδίνπ ζηελ Δμ. (4.21) θαη νη αληίζηνηρεο θαζκαηηθέο 
ππθλόηεηεο ηνπ ζηξνγγπιεπκέλνπ Γθανπζηαλνύ θαη Λνγαξηζκηθνύ πεδίνπ πνπ ζπκβνιίδνληαη 
σο  
TG TGf f
S   θαη  
L Lf f
S   , αληίζηνηρα, ζα είλαη δηαθνξεηηθέο. Απηέο ππνινγίδνληαη από ηνλ 
αθόινπζν ηύπν 
 
2
0
1
( ) ( ) ; TG, L
2
x
i i
L
i x
f f i
x
S f x e dx i
L


   (45) 
όπνπ xL είλαη ην κήθνο ηεο δεηγκαηνζπλάξηεζεο ηνπ κε-Γθανπζηαλνύ πεδίνπ πνπ πεξηγξάθεη 
ηελ επθακςία. Καζώο νη δεηγκαηνζπλαξηήζεηο ησλ κε-Γθανπζηαλώλ πεδίσλ δελ είλαη 
εξγνδηθέο, ε εθηίκεζε ησλ θαζκάησλ ηζρύνο ζηελ Δμ. (4.23) εθηειείηαη ππνινγίδνληαο ην 
κέζν όξν ηνπ αζξνίζκαηνο ησλ ηηκώλ ηεο Δμ. (4.23) από ηπραίεο πξαγκαηνπνηήζεηο ησλ 
πεδίσλ. (Grigoriu 1995). 
3.1.3.1  LC1:  ΢ΣΑΘΕ ΡΟ ΥΟΡΣΙ Ο ΢ ΣΟ ΑΚ ΡΟ  ΣΟ Τ ΠΡΟΒΟΛΟΤ  
xxxi 
 
Απηό ην ζελάξην θόξηηζεο έρεη επηιεγεί γηα λα απνδείμεη πεξαηηέξσ ηελ εγθπξόηεηα ηεο 
κεζνδνινγίαο θαη λα δεκηνπξγήζεη κηα ινγηθή ζπλέρεηα κε πξνεγνύκελεο κειέηεο πνπ 
ζρεηίδνληαη κε ηελ ηξέρνπζα εξγαζία. ΢ηελ πεξίπησζε απηή ε ιύζε θαηαπίπηεη ζηε ζηαηηθή 
ιύζε θαζώο ν ρξόλνο ηείλεη ζην άπεηξν. Καηά ζπλέπεηα, ε DVRF ζα πξέπεη λα ζπγθιίλεη 
πξνο ηελ αληίζηνηρε ζηαηηθή VRF ελόο πξνβόινπ πνπ θνξηίδεηαη κε ζπγθεληξσκέλν θνξηίν 
ζην άθξν ηνπ, πνπ δίλεηαη από ηελ Δμ. (4.24) (Papadopoulos, Deodatis and Papadrakakis 
2005). 
 
2
0
0
( , ) ( , ) ( )
x
iFVRF x h x M e d
I
      (46) 
όπνπ  ,h x  είλαη ε ζπλάξηεζε Green ηεο δνθνύ πνπ δίλεηαη από ηε ζρέζε 
  ,h x x    (47) 
θαη  M x είλαη ε ζπλάξηεζε θακπηηθήο ξνπήο πνπ δίλεηαη από 
 0( ) ( )M P L     (48) 
Σν ΢ρ. 5 παξνπζηάδεη κηα 3D αλαπαξάζηαζε ηεο DVRF κε κηα αξρηθή κεηαβαηηθή θάζε θαη 
ζηε ζπλέρεηα ηε θάζε, όπνπ ην ζύζηεκα είλαη ζρεδόλ ζε θαηάζηαζε εξεκίαο, ελώ ην ΢ρ. 6 
παξνπζηάδεη ηελ ζύκπησζε VRF θαη ΓVRF πνπ ιακβάλνληαη από ηελ Δμ. (4.24) θαη ηελ 
FMCS , αληίζηνηρα, όηαλ ην ζύζηεκα έρεη πξνζεγγίζεη ηελ θαηάζηαζε αθηλεζίαο ζηε 
ρξνληθή ζηηγκή 10sect  θαη γηα 0.2ff  . 
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Σχήμα 5. 3D αλαπαξάζηαζε ηεο DVRF, ζπλαξηήζεη ηεο ζπρλόηεηαο κ (rad/m) θαη ηνπ ρξόλνπ t(sec) 
γηα ηελ πεξίπησζε LC3 θαη ζff=0.2  
 
 
 
  t 
 κ  
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Σχήμα 6. Σηκέο ηεο VRF γηα ζηαηηθό θνξηίν P0 θαη ηεο DVRF γηαζηαζεξό θνξηίν P(t)=P0 όηαλ 
t=10sec.  
 
 
 
 
(α) 
 
(β) 
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(γ) 
 
Σχήμα 7.Η DMRF ζπλαξηήζεη ηνπ ζff γηα (a) t=1sec, (b) t=3sec θαη (c) t=5sec 
 
 
(α) 
 
(β) 
xxxv 
 
 
(γ) 
Σχήμα 8. Η DVRF ζπλαξηήζεη ηνπ ζff γηα (a) t=1sec, (b) t=3sec θαη (c) t=5sec 
 
 
 
3.1.3.2  LC2:  ΠΕ ΡΙ ΟΔΙΚΟ  Δ ΤΝ ΑΜΙ ΚΟ  ΥΟ ΡΣΙΟ  ΢ ΣΟ  ΑΚΡΟ ΣΟΤ  ΠΡ Ο ΒΟΛΟΤ  
 
 
 
 
 
 
(α) 
 
(β) 
Σχήμα 9. DMRF (α) θαη DVRF (β) σο ζπλάξηεζε ηνπ t γηα κ=2 rad/sec θαη 
ff = 0.2 
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Σα ΢ρ. 7 θαη 8 παξνπζηάδνπλ ηηο DΜRF θαη DVRF, αληίζηνηρα, αθνύ έρνπλ ππνινγηζηεί κε 
FMCS γηα πεξηνδηθή θόξηηζε κε ζπρλόηεηα 2   θαη ηξεηο δηαθνξεηηθέο ηηκέο ηεο ηππηθήο 
απόθιηζεο 0.2ff  , 0.4ff   θαη 0.6ff  . Σα ΢ρ. 9 (α) θαη (β) παξνπζηάδνπλ 
αλαπαξαζηάζεηο ηεο DMRF θαη ηεο DVRF ζπλαξηήζεη ηνπ t γηα έλα ζηαζεξό αξηζκό 
θύκαηνο 2  θαη 0.2ff  . 
 
 
 
 
 
(a) 
 
(β) 
 
(γ) 
Σχήμα 10. Υξνλντζηνξία ηεο δηαθύκαλζεο ηεο απόθξηζεο ηεο κεηαηόπηζεο γηα έλα ζηνγγπιεκέλν 
Γθανπζηαλό πεδίν κε (α) 
gg = 0.2, (β) gg = 0.4, θαη (γ) gg = 0.6. ΢ύγθξηζε ησλ απνηειεζκάησλ κε 
MCS. 
xxxvii 
 
 
 
 
 
 
 
 
 
 
(α) 
 
(β) 
 
(γ) 
 
(δ) 
Figure 9. Υξνλντζηνξίεο: (α) ηεο κέζεο ηηκήο ηεο απόθξηζεο γηα έλα ζηξνγγπιεκέλν Γθανπζηαλό 
πεδίν κε 
gg = 0.2, (β) gg = 0.4, (γ) gg = 0.6 θαη (δ) ηελ ληεηεξκηληζηηθή κεηαηόπηζε. ΢ύγθξηζε ησλ 
απνηειεζκάησλ κε ηε MCS. 
Από ηα παξαπάλσ ΢ρ. (7, 8 θαη 9), θαίλεηαη όηη νη DMRF θαη DVRF έρνπλ ζεκαληηθή 
δηαθύκαλζε θαηά κήθνο ηνπ άμνλα  ησλ θπκαηηθώλ αξηζκώλ   θαη ηνπ άμνλα ηνπ ρξόλνπ t . 
Καη νη δύν ζπλαξηήζεηο θαη ηδηαίηεξα ε DVRF έρνπλ κηα αξρηθή κεηαβαηηθή θάζε θαη ζηε 
ζπλέρεηα θαίλεηαη λα είλαη πεξηνδηθέο. Τπελζπκίδεηαη εδώ όηη ε DVRF θαη ε DMRF είλαη 
xxxviii 
 
ζπλαξηήζεηο ηεο επηβαιόκελεο δπλακηθήο θόξηηζεο. Απηό εμεγεί ην γεγνλόο όηη δελ 
πξνζεγγίδνπλ ην κεδέλ όηαλ ην t απμάλεηαη, δεδνκέλνπ όηη ην εθαξκνδόκελν δπλακηθό 
θνξηίν είλαη πεξηνδηθό κε ζηαζεξό κέηξν πνπ δελ απνκεηώλεηαη.  
 
(α) 
 
(β) 
Σχήμα 11. ΢πγθξηηηθά απνηειέζκαηα από ηηο Δμ. (4.14), (4.15) θαη από MCS γηα έλα ινγαξηζκηθό 
πεδίν κε 
ff =0.2 γηα (α) ηε δηαθύκαλζε θαη (β) ηε κέζε ηηκή ηεο ρξνλντζηνξίαο ηεο απόθξηζεο ηεο 
κεηαηόπηζεο. 
Σα ΢ρ. 10(α), (β) θαη (γ) παξνπζηάδνπλ ζπγθξηηηθά ηα απνηειέζκαηα ησλ ππνινγηδόκελσλ 
ρξνλντζηνξηώλ ηεο δηαθύκαλζεο ηεο απόθξηζεο ρξεζηκνπνηώληαο ηελ πξνηεηλνκελε 
νινθιεξσηηθή έθθξαζε ηεο Δμ. (4.14) θαη ηα απνηειέζκαηα από άκεζε πξνζνκνίσζε MC, 
γηα ηξεηο δηαθνξεηηθέο ηππηθέο απνθιίζεηο ελόο ζηξνγγπιεπκέλνπ Γθανπζηαλνύ πεδίνπ. Σν 
ππνθείκελν Γθανπζηαλό πεδίν αλαπαξίζηαηαη ρξεζηκνπνηώληαο ηε θαζκαηηθή ππθλόηεηα 
ηζρύνο ηεο Δμ. (4.21) θαη ηξεηο δηαθνξεηηθέο ηππηθέο απνθιίζεηο. Οη αληίζηνηρεο ηππηθέο 
απνθιίζεηο ηνπ ζηξνγγπιεπκέλνπ Γθανπζηαλνύ πεδίνπ  f x  ππνινγίδνληαη σο 0.2gg  , 
0.3912gg  θαη 0.5286gg  . Σα ΢ρ. 11 (α), (β) θαη (γ), παξνπζηάδνπλ ηα ίδηα 
απνηειέζκαηα κε ην ΢ρ. 8, αιιά γηα ηελ κέζε απόθξηζε ηνπ ηαιαλησηή. Η ληεηεξκηληζηηθή 
ρξνλντζηνξία ηεο κεηαηόπηζεο επίζεο θαίλεηαη ζην ΢ρ. 11 (δ) γηα ιόγνπο ζύγθξηζεο. Από ηα 
ζρήκαηα απηά κπνξεί λα παξαηεξεζεί όηη νη ρξνλτζηνξίεο ηεο κέζεο ηηκήο θαη ηεο 
δηαθύκαλζεο ηεο απόθξηζεο πνπ ιακβάλνληαη κε ηηο νινθιεξσηηθέο εθθξάζεηο ησλ Δμ. 
(4.14) and (4.15) είλαη ζε ζπκθσλία κε ηηο αληίζηνηρεο εθηηκήζεηο από ηελ άκεζε 
πξνζνκνίσζε κε MC. ΢ε όιεο ηηο πεξηπηώζεηο πνπ εμεηάζηεθαλ ην κέγηζην ζθάικα πνπ 
παξαηεξήζεθε ζηηο ηηκέο ηεο δηαθύκαλζεο ζηελ θνξπθή ησλ γξαθηθώλ παξαζηάζεσλ είλαη 
κηθξόηεξν από 25%, ελώ ζε όια ηα άιια ρξνληθά βήκαηα απηό ην ζθάικα είλαη κηθξόηεξν 
από 3-4%. ΢ηελ πεξίπησζε ηεο κέζεο ηηκήο νη πξνβιέςεηο ηεο Δμ. (4.15) είλαη ζρεδόλ 
ηαπηόζεκεο κε απηέο πνπ ιακβάλνληαη κε MCS, κε έλα ζθάικα κηθξόηεξν από 3% ζε όιεο 
ηηο πεξηπηώζεηο. Από ηα ΢ρ. 11 (α-δ), κπνξεί λα παξαηεξεζεί όηη ζε όιεο ηηο πεξηπηώζεηο, ε 
κέζε ηηκή ηεο ρξνλντζηνξίαο ηεο απόθξηζεο γηα όιεο ηηο πεξηπηώζεηο πνπ εμεηάζηεθαλ είλαη 
ζρεδόλ ηαπηόζεκε κε ηελ ληεηεξκηληζηηθή. 
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Σα ΢ρ. 12 (α) θαη (β) επαλαιακβάλνπλ ηηο ίδηεο ζπγθξίζεηο κε ηα πξνεγνύκελα ΢ρ. 10 θαη 11, 
αιιά γηα ηελ πεξίπησζε ελόο ινγαξηζκηθνύ πεδίνπ πνπ ρξεζηκνπνηείηαη γηα ηε 
κνληεινπνίεζε ηεο επθακςίαο κε 0.2ff  θαη θάησ όξην 0.8bl   . Σα ζπκπεξάζκαηα πνπ  
 
 
 
εμήρζεζαλ πξνεγνπκέλσο γηα ηελ πεξίπησζε ηνπ ζηξνγγπιεπκέλνπ Γθανπζηαλνύ πεδίνπ 
ηζρύνπλ θαη εδώ. 
3.1.3.3  LC3:  ΢ΕΙ΢ ΜΟ΢  EL  CE N TRO  
Σα ΢ρ. 13 θαη 14 παξνπζηάδνπλ ηηο γξαθηθέο παξαζηάζεηο ησλ DMRF θαη DVRF, 
αληίζηνηρα, γηα ηελ πεξίπησζε θόξηηζεο πνπ αθνινπζεί ηε ρξνλντζηνξία ηεο επηηάρπλζεο 
ηνπ ζεηζκό ηνπ 1940 ζην El Centro ηνπ Μεμηθό. Όπσο θαη ζηελ πξνεγνύκελε πεξίπησζε 
ζελαξίνπ θόξηηζεο, ηξεηο δηαθνξεηηθέο ηηκέο ηεο ηππηθήο απόθιηζεο ρξεζηκνπνηήζεθαλ. Από 
απηά ηα ζρήκαηα κπνξεί θαη πάιη λα παξαηεξεζεί όηη ε DVRF δελ αθνινπζεί θάπνην κνηίβν 
ζε ζρέζε κε αύμεζε ή κείσζε ηεο 
ff . 
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(α) 
 
(β) 
 
(γ) 
Σχήμα 12. Η DMRF σο ζπλάξηεζε ηνπ ζff γηα (α) t=1sec, (β) t=3sec θαη (γ) t=5sec 
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(γ) 
Σχήμα 13.  Η DVRF σο ζπλάξηεζε ηνπ ζff γηα (α) t=1sec, (β) t=3sec θαη (γ) t=5sec 
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Σα ΢ρ. 14 (α) θαη (β) παξνπζηάδνπλ 3D απεηθνλίζεηο ηεο DMRF θαη ηεο DVRF ζπλαξηήζεη 
ηεο ζπρλόηεηαο θαη ηνπ ρξόλνπ. Από απηά ηα ζρήκαηα, θαζώο θαη από ηα ΢ρ. 12 θαη 13, 
κπνξεί λα παξαηεξεζεί όηη θαη πάιη ε DΜRF θαη DVRF έρνπλ ζεκαληηθή δηαθύκαλζε ηόζν 
θαηά ηνλ άμνλα   όζν θαη θαηά ηνλ t , ρσξίο λα είλαη πεξηνδηθέο, ζε αληίζεζε κε ό, ηη έρεη 
παξαηεξεζεί ηελ πεξίπησζε LC2. Δπηπιένλ, ηόζν ε  DMRF όζν θαη ε DVRF πξνζεγγίδνπλ 
ην κεδέλ θαζώο ν ρξόλνο απμάλεηαη ιόγσ ηνπ γεγνλόηνο όηη νη εδαθηθέο επηηαρύλζεηο 
θζίλνπλ θαη εμαθαλίδνληαη κεηά από θάπνην ρξνληθό δηάζηεκα. 
 
(α)  
 
(β) 
Σχήμα 14. 3D αλαπαξάζηαζε ηεο (α) DMRF θαη (β) ηεο DVRF, σο ζπλάξηεζε ηεο ζπρλόηεηαο θ 
(rad/m) θαη ηνπ ρξόλνπ t(sec) γηα ηελ πεξίπησζε LC3 θαη ζff=0.2 
 
Σα ΢ρ. 15(α) θαη (β) παξνπζηάδνπλ κηα ζύγθξηζε ηεο δηαθύκαλζεο ηεο απόθξηζεο πνπ 
ππνινγίδεηαη κε ηελ Δμ. (4.14) θαη ηε MCS, ζηελ πεξίπησζε ελόο ζηξνγγπιεπκέλνπ 
κ  
κ  
 t 
DMRF (κ, t) 
DVRF (κ, t) 
 t 
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Γθανπζηαλνύ πεδίνπ πνπ πεξηγξάθεη ηελ επθακςία κε 0.4gg  θαη 0.6gg  , ελώ ηα ΢ρ. 
16(α) θαη (β) παξνπζηάδνπλ ηα ίδηα απνηειέζκαηα γηα ηε κέζε δπλακηθή απόθξηζε ηνπ 
ηαιαλησηή καδί κε ηελ αληίζηνηρε ληεηεξκηληζηηθή κεηαηόπηζε (΢ρ. 16 (γ)). Σα ΢ρ. 17 (α) θαη 
(β) επαλαιακβάλνπλ ηηο ίδηεο ζπγθξίζεηο γηα ηελ πεξίπησζε ελόο ινγαξηζκηθνύ πεδίνπ πνπ 
ρξεζηκνπνηείηαη γηα ηελ κνληεινπνίεζε ηεο επθακςίαο κε 0.3ff   θαη θάησ όξην 0.8bl   . 
 
 
 
 
  
(α)  
 
(β) 
Σχήμα 15. Υξνλντζηνξίεο ηεο δηαθύκαλζεο ηεο απόθξηζεο γηα έλα ζηξνγγπιεπκέλν Γθανπζηαλό 
πεδίν γηα (α) 
gg = 0.4 θαη (β) gg = 0.6. ΢ύγθξηζε απνηειεζκάησλ κε MCS. 
 
 
 
 
 
  
(α) 
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(β) 
 
(γ) 
Σχήμα 16. Υξνλντζηνξίεο ηεο δηαθύκαλζεο ηεο απόθξηζεο γηα έλα ζηξνγγπιεπκέλν Γθανπζηαλό 
πεδίν γηα (α)
gg = 0.4, (β) gg = 0.6 θαη (γ) ηεο ληεηεξκηληζηηθήο απόθξηζεο. ΢ύγθξηζε 
απνηειεζκάησλ κε MCS. 
 
(a) 
 
(b) 
Σχήμα 17. ΢πγθξηηηθά απνηειέζκαηα ησλ νινθιεξσηηθώλ εμηζώζεσλ θαη ηεο MCS γηα έλα 
ινγαξηζκηθό πεδίν κε 
ff  =0.3 γηα (α) ηε δηαθύκαλζε θαη (β) γηα ηε κέζε ηηκή ηεο απόθξηζεο ηεο 
κεηαηόπηζεο ζπλαξηήζεη ηνπ ρξόλνπ. 
 
Από ηα παξαπάλσ ζρήκαηα κπνξεί λα παξαηεξεζεί όηη, όπσο θαη ζηελ LC2, ε κέζεο ηηκή 
θαη ε δηαθύκαζλε ηεο απόθξηζεο ζπλαξηήζεη ηνπ  ρξόλνπ πνπ ιακβάλεηαη κε ηηο 
νινθιεξσηηθέο εθθξάζεηο ησλ Δμ. (4.14) and (4.15) είλαη ζε ζπκθσλία κε ηηο αληίζηνηρεο 
εθηηκήζεηο MCS, ζε όιεο ηηο πεξηπηώζεηο. 
3.1.3.4  ΑΝΩ  Ο ΡΙ Α ΢ ΣΗ  ΜΕ΢ Η  ΣΙΜ Η  Κ ΑΙ  ΢ ΣΗ  ΔΙ ΑΚ Τ ΜΑΝ΢ Η  ΣΗ ΢  ΑΠΟΚ ΡΙ΢ Η΢  ΓΙ Α 
ΣΗ Ν ΠΕ ΡΙ ΠΣΩ΢ Η  LC3 
΢ε απηήλ ηελ ελόηεηα παξάγνληαη άλσ θξάγκαηα αλεμάξηεηα ηεο θαζκαηηθήο θαηαλνκήο θαη 
ηεο νξηαθήο ζππ γηα ηελ κέζε ηηκή θαη ηε δηαθύκαλζε ηεο απόθξηζεο πνπ ιακβάλνληαη κέζσ 
ησλ Δμ. (4.19) θαη (4.20), αληίζηνηρα. Σα απνηειέζκαηα απηνύ ηνπ ππνινγηζκνύ 
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παξνπζηάδνληαη ζηα ΢ρ. 18 (α) θαη (β), ζηα νπνία ηα άλσ όξηα ζπλαξηήζεη ηνπ ρξόλνπ γηα ηε 
κέζε ηηκή θαη δηαθύκαλζε ηεο απόθξηζεο ηεο κεηαηνπίζεο ζπλαξηήζεη ηνπ ρξόλνπ 
αλαπαξηζηώληαη γηα κηα ηππηθή απόθιηζε 0.4ff  . 
 
 
(α) 
 
(β) 
Σχήμα 18. Άλσ όξηα ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο γηα ηελ πεξίπησζε 
LC3 ζgg=0.4 
 
3.1.3.5  ΑΝ ΑΛΤ΢ Η  ΕΤ ΑΙ΢ ΘΗ΢Ι Α΢ Γ Ι Α ΣΗΝ  ΠΕ ΡΙ ΠΣΩ΢ Η LC3  Φ ΡΗ΢ΙΜΟ ΠΟΙΩ ΝΣΑ΢  
ΣΙ΢  ΟΛ ΟΚΛΗ ΡΩΣΙ ΚΕ΢  Ε Κ ΥΡΑ΢ΕΙ΢  (4.14)  Κ ΑΙ (4.15) 
Σέινο, πξαγκαηνπνηείηαη κηα αλάιπζε επαηζζεζίαο ρξεζηκνπνηώληαο ηηο Δμ. (4.14) θαη 
(4.15) κε ειάρηζην ππνινγηζηηθό θόζηνο, ζε ζρέζε κε ηξεηο δηαθνξεηηθέο ηηκέο ηεο 
παξακέηξνπ κήθνπο ζπζρέηηζεο ηνπ SDF ζηελ Δμ. (4.21) θαη 0.2ff  . 
 
(a) 
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(b) 
Σχήμα 19. (α) Μέζε ηηκή θαη (β) δηαθύκαλζε ζπλαξηήζεη ηνπ ρξόλνπ ηεο απόθξηζεο ηεο κεηαηόπηζεο 
ππνινγηδόκελε από ηηο Δμ. (4.14) θαη (4.15), αληίζηνηρα γηα ηξεηο δηαθνξεηηθέο ηηκέο ηεο παξακέηξνπ 
ηνπ κήθνπο ζπζρέηηζεο b ηνπ SDF in Eq. (4.21). 
3.2 ΔΤΝΑΜΙΚΗ ΑΝΑΛΤ΢Η ΢ΣΟΦ Α΢ΣΙΚΩΝ ΢Τ΢ΣΗΜΑΣΩΝ ΠΕΠΕΡΑ΢ΜΕΝΩΝ 
΢ΣΟΙΦΕΙΩΝ  
 
Σχήμα 20. Γεσκεηξία θαη θόξηηζε πιαηζίνπ δηαθξηηνπνηεκέλνπ κε 60 ζηνηρεία δνθνύ. 
 
 
3.2.1  ΑΝ ΑΛΤ ΢Η ΜΕ΢Η΢ ΣΙ ΜΗ΢ Κ ΑΙ  ΔΙ ΑΚΤ ΜΑΝ ΢Η΢ Σ Η΢ Α ΠΟΚΡΙ ΢Η΢ ΦΡ Η΢Ι ΜΟΠΟΙΩ ΝΣ Α΢ 
ΣΙ΢  DMRF  ΚΑΙ  DVRF 
Αθνινπζώληαο κία δηαδηθαζία παξόκνηα κε ηελ πεξίπησζε ησλ ζηνραζηηθώλ κνλνβάζκησλ 
γξακκηθώλ ηαιαλησηώλ ππό δπλακηθή θόξηηζε, είλαη δπλαηόλ λα εθθξάζνπκε ηελ 
δηαθύκαλζε ηεο δπλακηθήο απόθξηζεο ελόο ζηνραζηηθνύ ζπζηήκαηνο πεπεξαζκέλσλ 
ζηνηρείσλ κε ηελ αθόινπζε έθθξαζε κόλν πνπ ζε απηήλ ηελ πεξίπησζε ε DVRF ιακβάλεη 
δηαλπζκαηηθή κνξθή:  
 [ ( )] ( , , ) ( )ff ffVar t t S d   


 u DVRF  (49) 
Αληίζηνηρα δηαηππώλεηαη κία ζρέζε θαη γηα ηελ εθηίκεζε ηεο κέζεο ηηκήο ηεο δηαθύκαλζεο 
ηεο απόθξηζεο.  
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 [ ( )] ( , , ) ( )ff fft t S d    


 u DMRF  (50) 
Η αξηζκεηηθή εθηίκεζε ησλ DMRF, DVRF γίλεηαη θαηά ηα γλσζηά κέζσ ηεο δηαδηθαζίαο  
FMCS πνπ αλαπηύρζεθε θαη ζε πξνεγνύκελεο ελόηεηεο κόλν πνπ ηώξα νλνκάδεηαη DFEM-
FMCS ιόγσ ηνπ όηη αλαθέξεηαη ζε δπλακηθή αλάιπζε κε πεπεξαζκέλα ζηνηρεία (DFEM). 
Δπίζεο άλσ όξηα κπνξνύλ λα πξνθύςνπλ ρξεζηκνπνηώληαο ηηο αληίζηνηρεο ζρέζεηο γηα ηε 
κεηξσηθή κνξθή ησλ DMRF θαη DVRF . 
 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff fft t S d t t       


 u DMRF DMRF  (51) 
 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffVar t t S d t t      


 u DVRF DVRF  (52) 
3.2.2  Δ ΙΑΣΤ ΠΩ ΢Η ΣΗ΢ ΜΕΘΟ ΔΟΤ  ΢Ε ΔΤΟ  ΔΙ Α΢Σ Α΢ΕΙ ΢  
΢ε πεξίπησζε πξνβιήκαηνο, όπνπ ην αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο ζεσξείηαη όηη  
κεηαβάιιεηαη ηπραία πάλσ ζε έλα δηδηάζηαην ρσξίν, ε αθόινπζε εμίζσζε πηνζεηείηαη:  
 
0
1
(1 ( , )),
( , )
F f x y
E x y
   (53) 
όπνπ E  είλαη ην κέηξν ειαζηηθόηεηαο, 0F είλαη ε κέζε ηηκή ηνπ αληηζηξόθνπ ηνπ E , θαη 
 ,f x y  ηώξα είλαη έλα δηδηάζηαην, κε κεδεληθή κέζε ηηκή νκνγελέο ζηνραζηηθό πεδίν πνπ 
πεξηγξάθεη ηε κεηαβνιή ηνπ 1/ E γύξσ από ηε κέζε ηηκή ηνπ. Καηά ζπλέπεηα, νη 
νινθιεξσηηθέο  εθθξάζεηο γηα ηε δηαθύκαλζε θαη ηε κέζε ηηκή ηεο απόθξηζεο ηεο 
κεηαηόπηζεο γίλνληαη:  
 [ ( )] ( , , , ) ( , )x y ff ff x y x yVar t t S d d      
 
 
  u DVRF  (54) 
 [ ( )] ( , , , ) ( , )x y ff ff x y x yt t S d d       
 
 
  u DMRF  (55) 
Σν κνλνδηάζηαην ηπραίν εκηηνλνεηδέο ζηελ Δμ. (38) γίλεηαη ηώξα δηδηάζηαην κε ηελ 
αθόινπζε κνξθή πνπ είλαη ίδην γηα όια ηα πηζαλά ζηνραζηηθά πεδία:  
 ( ) 2 cos( ); 1,2,..., .j ff x y jf x x y j N        (56) 
Άλσ όξηα γηα ηε κέζε ηηκή θαη ηε δηαθύκαλζε ηεο κεηαηόπηζεο γηα κία δεδνκέλε ρξνληθή 
ζηηγκή t  κπνξεί λα πξνθύςνπλ γηα ηελ πεξίπησζε 2D σο εμήο:  
 max max 2[ ( )] ( , , , )x y ff ffVar t t    u DVRF  (57) 
 max max 2[ ( )] ( , , , )x y ff fft t    u DMRF  (58) 
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όπνπ  max max,x y   είλαη ην δεύγνο θπκαηηθώλ αξηζκώλ ζην νπνίν ε DMRF ή ε DVRF 
ιακβάλνπλ ηε κέγηζηε ηηκή ηνπο (γηα κηα δεδνκέλε ηηκή ηνπ 
ff θαη ζέζε), θαη 
2
ff είλαη ε 
δηαθύκαλζε ηνπ ζηνραζηηθνύ πεδίνπ. Θα πξέπεη λα ηνληζηεί όηη ην  max max,x y   δελ είλαη 
αλαγθαζηηθά ην ίδην γηα ηελ DMRF θαη ηελ DVRF. 
3.2.3  ΑΡΙΘ ΜΗΣΙΚ Ε΢ ΕΥΑΡ ΜΟ ΓΕ΢  
Παράδειγμα 1. Γηα ην πιαίζην πνπ θαίλεηαη ζην ΢ρ. 20 κε κήθνο θαη ύςνο ίζν κε 4m, ην 
αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο ζεσξείηαη όηη πνηθίιεη ηπραία θαηά ην κήθνο ησλ 
ζηνηρείσλ δνθνύ ζύκθσλα κε ηελ Δμ. (32) κε 8 10 (1.35 10 / )F kN m
  , 40.1I m θαη ιόγν 
απόζβεζεο 5%  . Γηα ηελ αλάιπζε ηεο πιαηζησηήο θαηαζθεπήο ρξεζηκνπνηνύληαη 60 
ζηνηρεία δνθνύ, 20 γηα θάζε ππνζηήισκα  θαη γηα ηε δνθό, ίζνπ κήθνπο, κε απνηέιεζκα 177 
β.ε. Η ζπλνιηθή κάδα ηεο δνθνύ ζεσξείηαη ίζε κε 6000totm kg , θαηαλεκεκέλε νκνηόκνξθα 
ζηνπο θόκβνπο ησλ πεπεξαζκέλσλ ζηνηρείσλ ηνπ κνληέινπ.  
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Σχήμα 21. ΢πλαξηήζεηο θαζκαηηθήο ππθλόηεηαο γηα ην ζηνραζηηθό πεδίν f(x) κε ηππηθή απόθιηζε 
ζff=0.2 γηα ηξεηο δηαθνξεηηθέο ηηκέο ηεο παξακέηξνπ ηνπ κήθνπο ζπζρέηηζεο 
 
 
Γύν πεξηπηώζεηο θνξηίνπ ζεσξνύληαη: ε LC1 πνπ ζπλίζηαηαη ζε έλα ζπγθεληξσκέλν 
δπλακηθό πεξηνδηθό θνξηίν ζηελ πάλσ δεμηά γσλία ηνπ πιαηζίνπ (βιέπε ΢ρ. 20) θαη ε LC2 
πνπ ζηλίζηαηαη ζε έλα δπλακηθό θνξηίν ( ) ( )n n gp t m U t   
πνπ ελεξγεί ζε θάζε θόκβν n ησλ 
ζηνηρείσλ δνθνύ όπνπ nm  είλαη ε αληίζηνηρε κάδα πνπ θαηαλέκεηαη ζηνλ θόκβν θαη ( )gU t  
ε 
ρξνλντηνξία ηεο επηηάρπλζεο ηνπ εδάθνπο ζην ζεηζκό ηνπ 1940 ζην El Centro ηνπ Μεμηθό. 
Σν ζηνραζηηθό πεδίν ζεσξείηαη όηη κεηαβάιιεηαη θαζ‘ όιν ην κήθνο ησλ δύν 
ππνζηεισκάησλ θαη ηεο δνθνύ ηνπ πιαηζίνπ μεθηλώληαο κε ζπλαερόκελν ηξόπν από ηελ 
αξηζηεξή ζηήξημε πξνο ηε δεμηά. Η ζπλάξηεζε θαζκαηηθήο ππθλόηεηαο (SDF) ηνπ ΢ρ. 21 
ρξεζηκνπνηήζεθε γηα ηελ κνληεινπνίεζε ηνπ αληίζηξνθνπ ηνπ κέηξνπ ειαζηηθόηεηαο πνπ 
δίλεηαη από:  
 2 3 2 | |
1
( )
4
b
ff ffS b e
     (59) 
γηα 1,2,10b  . 
 
 
 
l 
 
 
(α) 
 
(β) 
Σχήμα 22. 3D αλαπαξαζηάζεηο ηεο (α) DMRF and (β) DVRF ηεο νξηδόληηαο κεηαηόπηζεο uA, ζπλαξηήζεη ηεο 
ζπρλόηεηαο κ (rad/m) θαη ηνπ ρξόλνπ t(sec) γηα ηελ πεξίπησζε LC1 θαη ζff=0.2 
 
 
 
 
 
 
   
li 
 
 
(α) 
 
(β) 
Σχήμα 23. Άλσ θαη θάησ όξηα ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο γηα ηελ 
πεξίπησζε LC1 θαη ζff=0.2 
Σν ΢ρ. 22 παξνπζηάδεη 3D αλαπαξαζηάζεηο ησλ  ADMRF u θαη  ADVRF u γηα ηελ νξηδόληηα 
κεηαηόπηζε Au ηνπ ζεκείνπ A ηνπ πιαηζίνπ σο ζπλάξηεζε ηνπ ρξόλνπ θαη ηεο ζπρλόηεηαο 
γηα 0.2ff  . ΢ε απηό ην ζρήκα, κπνξεί λα παξαηεξεζεί όηη ε  ADMRF u παξακέλεη ζρεδόλ 
ζηαζεξή ζε ζρέζε κε ην  , ελώ κεηαβάιιεηαη έληνλα ζαλ ζπλάξηεζε ηνπ t . Αληηζέησο ε 
 ADVRF u δείρλεη κηα ζεκαληηθή κεηαβιεηόηεηα ζε ζρέζε κε ην   θαη ην t . Χο εθ ηνύηνπ, 
ζε αληίζεζε κε ηελ  ADMRF u , ε  ADVRF u επλνεί ηε δπλαηόηεηα ζεκαληηθήο κεηαβνιήο 
ηεο δηαθύκαλζεο ηεο απόθξηζεο γηα δηαθνξεηηθέο ζηαηηζηηθέο παξακέηξνπο ηνπ ζηνραζηηθνύ 
πεδίνπ. Απηό θαίλεηαη πην μεθάζαξα ζην ΢ρ. 23 ζην νπνίν απεηθνλίδνληαη ηα άλσ θαη θάησ 
όξηα ηεο δπλακηθήο κέζεο ηηκήο θαη δηαθύκαλζεο ηεο απόθξηζεο ζε ζύγθξηζε κε ηελ 
εθηηκώκελε κέζε ηηκή θαη δηαθύκαλζε ηεο απόθξηζεο γηα ηελ πεξίπησζε ελόο ππνθείκελνπ 
Γθανπζηαλνύ πεδίνπ κε ην θάζκα ηεο Δμ. (4.49) θαη γηα 0.2ff  . Σα πξναλαθεξζέληα όξηα 
πξνέξρνληαη απεπζείαο από ηηο Δμ. (4.39) θαη (4.40) αθνύ έρνπλ πξνεγνπκέλσο ππνινγηζηεί 
νη  ADMRF u  θαη  ADVRF u κε ηελ ππνινγηζηηθά απνδνηηθή DFEM-FMCS, ελώ ζηελ 
πεξίπησζε ηνπ Γθανπζηαλνύ πεδίνπ κε 0.2ff  , ε κέζε ηηκή θαη δηαθύκαλζε ειήθζεζαλ 
κε ηηο εθθξάζεηο ησλ Δμ. (4.34) θαη (4.35).  Από απηό ην ζρήκα κπνξεί λα θαλεί όηη ε 
αλώηεξε δπλαηή κέζε δπλακηθή απόθξηζε θαη απηή πνπ εθηηκάηαη γηα ην Γθανπζηαλό πεδίν, 
είλαη ζρεδόλ ίζεο, ελώ ηα άλσ όξηα δηαθέξνπλ ζεκαληηθά ζηελ πεξίπησζε ηεο δηαθύκαλζεο 
ηεο απόθξηζεο, θζάλνληαο κηα κέγηζηε δηαθνξά κεγαιύηεξε από 70%  ηε ρξνληθή ζηηγκή 
0.8sect  . 
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Σχήμα 24. Υξνλντζηνξίεο ηεο (α), (γ), (ε) κέζεο ηηκήο θαη (β), (δ), (ζη‘) δηαθύκαλζεο ηεο απόθξηζεο 
displacement κηαο πιαηζησηήο θαηαζθεπήο γηα Γθανπζηαλό πεδίν κε ff = 0.2 γηα ηελ πεξίπησζε 
LC1 θαη γηα ηξία δηαθνξεηηθά κήθε ζπζρέηηζεο b=1,2 and 10. ΢ύγθξηζε ησλ απνηειεζκάησλ ηεο 
πξνηεηλόκελεο κεζνδνινγίαο κε ηε MCS. 
Γηα λα απνδεηρηεί ε εγθπξόηεηα ηεο πξνηεηλόκελεο πξνζέγγηζεο, ηα απνηειέζκαηα πνπ 
πξνέθπςαλ από ηε δηαδηθαζία DFEM-FMCS θαη Δμ. (4.34),(4.35) ζπγθξίζεθαλ κε ηελ 
άκεζε πξνζνκνίσζε Monte Carlo. ΢ηα ΢ρ. 24 α, β, γ, δ, ε θαη ζη‘ κε ηα απνηειέζκαηα ηεο 
ζύγθξηζεο απηήο παξνπζηάδνληαη γηα ηε δπλακηθή κέζε ηηκή θαη δηαθύκαλζε ηεο απόθξηζεο 
ηνπ Au (΢ρ. 20) θαη γηα ηελ πεξίπησζε LC1, ρξεζηκνπνηώληαο έλα Γθανπζηαλό πεδίν θαη γηα 
ηξεηο δηαθνξεηηθέο ηηκέο ηεο παξακέηξνπ ηνπ κήθνπο ζπζρέηηζεο. Με απηόλ ηνλ ηξόπν 
θαηαδεηθλύεηαη επίζεο ε αλεμαξηεζία ησλ DMRF θαη DVRF από ηε ζπλάξηεζε θαζκαηηθήο 
ππθλόηεηαο. ΢ηα ΢ρ. 25 θαη 26 παξνπζηάδεηαη ε ίδηα ζύγθξηζε, αιιά γηα κηα ζηξνγγπιεκέλν 
Γθανπζηαλό πεδίν κε 0.3912ff  θαη 0.5286 αληίζηνηρα, ελώ ην ΢ρ. 27 εμεηάδεη κηα 
πεξίπησζε ινγαξηζκηθνύ πεδίνπ κε 0.399ff  . Σέινο, ην ΢ρ. 28 παξνπζηάδεη ηελ ίδηα 
ζύγθξηζε, αιιά γηα ηελ πεξίπησζε θνξηίνπ ζύκθσλα κε ηνλ ζεηζκό ζην El Centro (LC2) θαη 
έλα Γθανπζηαλό πεδίν κε 0.2ff  . Από όια απηά ηα ζρήκαηα κπνξεί λα παξαηεξεζεί όηη ηα 
απνηειέζκαηα ηεο DFEM-FMCS βξίζθνληαη ζε ζπκθσλία κε ηα αληίζηνηρα απνηειέζκαηα 
ηεο MCS. Η πξόβιεςε ηεο κέζεο ηηκήο είλαη ζρεδόλ ηαπηόζεκε γηα ηηο δύν κεζόδνπο ζε 
όιεο ηηο πεξηπηώζεηο  πνπ εμεηάδνληαη, ελώ ην κέγηζην ζθάικα ζηε δηαθύκαλζε δελ 
ππεξβαίλεη ην 20% θαη απνδίδεηαη ζε κηα κηθξή εμάξηεζε ηεο DVRF ζηε ζππ ηνπ 
ζηνραζηηθνύ πεδίνπ. Απηό ην ζθάικα γίλεηαη ακειεηέν ζηελ πεξίπησζε κηθξώλ ηππηθώλ 
απνθιίζεσλ ηεο ηάμεο ηνπ 20%. 
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Σχήμα 25. Υξνλντζηνξίεο ηεο (α) κέζεο ηηκήο θαη  (β) ηεο δηθύκαλζεο ηεο απόθξηζεο ηεο πιαηζησηήο 
θαηαζθεπήο γηα ζηξνγγπιεπκέλν Γθανπζηαλό πεδίν κε 0.391238ff   γηα ηελ πεξίπησζε LC1. 
΢ύγθξηζε απνηειεζκάησλ από ηηο Δμ. (4.34),(4.35) κε MCS. 
 
 
(a) 
 
(b) 
Σχήμα 26. Υξνλντζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηεο 
πιαηζησηήο θαηαζθεπήο γηα ζηξνγγπιεπκέλν Γθανπζηαλό πεδίν κε  0.528649ff   γηα ηελ 
πεξίπησζε LC1. ΢ύγθξηζε απνηειεζκάησλ από ηηο Δμ. (4.34),(4.35) κε MCS. 
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Σχήμα 27. Υξνλντζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηεο 
πιαηζησηήο θαηαζθεπήο γηα ζηξνγγπιεπκέλν Γθανπζηαλό πεδίν κε  0.399398ff   γηα ηελ 
πεξίπησζε LC1. ΢ύγθξηζε απνηειεζκάησλ από ηηο Δμ. (4.34),(4.35) κε MCS. 
 
(α) 
 
(β) 
Σχήμα 28. Υξνλντζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηεο 
πιαηζησηήο θαηαζθεπήο γηα ζηξνγγπιεπκέλν Γθανπζηαλό πεδίν κε  0.2ff   γηα ηελ πεξίπησζε 
LC2. ΢ύγθξηζε απνηειεζκάησλ από ηηο Δμ. (4.34),(4.35) κε MCS. 
3.2.3.1  ΠΕΡΑΙ ΣΕ ΡΩ Ε ΠΑΛ ΗΘΕ Τ΢Η  ΑΠΟ ΣΕΛΕ΢ Μ ΑΣΩΝ  ΜΕ΢ Ω Σ Η΢  GVRF 
΢ην ΢ρ. 29 θαίλεηαη ε ζύγθιηζε ηεο ( )ADVRF u  ζε θαηάζηαζε εξεκίαο γηα ςεπδνζηαηηθή 
θόξηηζε κε ηελ ( )AGVRF u πνπ παξάγεηαη γηα ηελ αληίζηνηρε ζηαηηθή ιύζε γηα έλα 
ζηξνγγπιεπκέλν Γθανπζηαλό θαη έλα ινγαξηζκηθό πεδίν γηα ηππηθή απόθιηζε 0.1ff  . Γηα 
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ηε δηαδηθαζία απηή κηα νηθνγέλεηα SDF, PS  εθζεηηθήο κνξθήο έρεη ρξεζηκνπνηεζεί πνπ 
δίλεηαη από ηελ παξθάησ ζρέζε 
 2( ) exp( 2 | |)P ffS      (60) 
 
 
Σχήμα 29. Γξαθηθέο παξαζηάζεηο ηεο  DVRF(uA,t=20s) γηα ζηαζεξό θνξηίν, ησλ GVRF1 θαη GVRF2 
γηα ζηνξγγπιεπκέλν Γθανπζηαλό θαη ινγαξηζκηθό πεδίν αληίζηνηρα θαη ηεο ζηαηηθήο VRF ζπλαξηήζεη 
ηεο ζπρλόηεηαο κ (rad/m) γηα  0.1ff   γηα ην πιαίζην ζην ΢ρ. 20. 
΢ε θάζε ζεηξά ηεο Δμ. (3.60) αληηζηνηρεί έλα δηαθνξεηηθό SDF ηεο νηθνγέλεηαο PS . Μεηά ηνλ 
ππνινγηζκό ησλ αληίζηνηρσλ SDF γηα ηα ζηξνγγπιεπκέλα Γθανπζηαλά θαη ινγαξηζκηθά 
πεδία, ην i-νζηό SDF ζηελ i-νζηή ζεηξά ηεο Δμ. (3.60), νξίδεηαη σο εμήο 
 
( ), 0 ( 1)
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( ),i
P u
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P u
S i i
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S i i
     
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    
        
 
    
 (61) 
Σέζζεξα δηαθνξεηηθά SDF ηεο νηθνγέλεηαο PS  απεηθνλίδνληαη ζην ΢ρ. 30. Αλακέλεηαη εθ 
ησλ πξνηέξσλ όηη ε δπλακηθή απόθξηζε ηνπ ζπζηήκαηνο, όηαλ ην εθαξκνδόκελν θνξηίν 
είλαη ζηαζεξό κέζα ζην ρξόλν, θαη 
 
Σχήμα 30. Γξαθηθέο παξαζηάζεηο δηαθνξεηηθώλ θαζκαηηθώλ ζπλαξηήζεσλ ηεο νηθνγέλεηαο Sp γηα 
δηαθξηηνπνίεζε 128 βεκάησλ ζην ρώξν ησλ ζπρλνηήησλ. 
κόιηο ην ζύζηεκα θζάλεη κία θαηάζηαζε εξεκίαο (ζεσξεηηθά θαζώο ν ρξόλνο t ηείλεη ζην 
άπεηξν), ζα ηαηξηάδεη κε ηελ απόθξηζε ηνπ ζπζηήκαηνο γηα ηε ζηαηηθή πεξίπησζε. 
Αληίζηνηρα, ε  ADVRF u ζα πξέπεη επίζεο λα αθνινπζεί ηελ θακπύιε  AGVRF u , όπσο 
ζπλάγεηαη από ηελ Δμ. (4.34) θαη ηνπο (Miranda and Deodatis 2012). Παξαηεξώληαο ην ΢ρ. 
29, κπνξεί λα θαλεί όηη ηόζν ε θακπύιε 1GVRF γηα ην Γθανπζηαλό όζν θαη ε 2GVRF  γηα 
ινγαξηζκηθό πεδίν αθνινπζείηαη ηθαλνπνηεηηθά από ηελ θακπύιε  ADVRF u ζην ρξόλν 
20sect  . Καη νη ηξεηο θακπύιεο επίζεο ηαηξηάδνπλ κε ηελ αληίζηνηρε ζηαηηθή θακπύιε.  
lvii 
 
 
 
(a) 
 
(b) 
Σχήμα 31. 3D γξαθηθέο παξαζηάζεηο ηεο (α) DVRF θαη (β) GDVRF ηεο νξηδόληηαο κεηαηόπηζεο uA, 
κέρξη ηε ζηηγκή t=0.2sec σοζπλαξηήζεηο ηεο ζπρλόηεηαο κ (rad/m) θαη ηνπ ρξόλνπ t (sec) γηα ηελ 
πεξίπησζε LC1 θαη ζff=0.5 γηα ην πιαίζην ηνπ ΢ρ. 20. 
 
Σέινο, ε GDVRF  ππνινγίζηεθε γηα ην πιαίζην ηνπ ΢ρ. 20 θαη γηα ηελ πεξίπησζε LC1 γηα 
έλα ρξνληθό παξάζπξν  0 0.2sec θαη γηα κηα ζρεηηθά κεγάιε ηππηθή απόθιηζε 0.5ff  . Σα 
΢ρ. 31(α) θαη (β) παξνπζηάδνπλ γξαθηθέο παξαζηάζεηο απηήο ηεο GDVRF θαη ηεο 
αληίζηνηρεο DVRF . Δπηπιένλ ην ΢ρ. 32 παξνπζηάδεη έλα ζηηγκηόηππν ηεο GDVRF  θαη ηεο
DVRF  όηαλ 0.2sect  . 
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Σχήμα 32. Γξαθηθέο παξαζηάζεηο ηεο GDVRF(uA,t=0.2s) γηα ηελ πεξίπησζε LC1 θαη ε DVRF σο 
ζπλάξηεζε ηεο ζπρλόηεηαο κ (rad/m) γηα  0.5ff   γηα ην πιαίζην ηνπ ΢ρ. 20. 
Παράδειγμα 2. Θεσξνύκε ηώξα ην ηνηρείν ζην ΢ρ. 33 κε κήθνο θαη ύςνο ίζν κε 4L m , 
ππνζέησληαο όηη ην αληίζηξνθν ηνπ κέηξνπ ειαζηηθόηεηαο κεηαβάιιεηαη ηπραία ζηελ 
επηθάλεηα ηνπ ζύκθσλα κε ηελ Δμ. (4.41) κε 8 10 (1.35 10 / )F kN m
  , 0.2v   , 1.0t   θαη ιόγν 
απόζβεζεο 5%  .Η ζπλνιηθή κάδα ηεο δνθνύ ππνηίζεηαη όηη είλαη 4000totm kg θαη  όηη 
θαηαλέκεηαη νκνηόκνξθα κεηαμύ ησλ θόκβσλ ησλ πεπεξαζκέλσλ ζηνηρείσλ ηνπ κνληέινπ. 
Σν ηνηρείν δηαθξηηνπνηείηαη κε έλα ζύλνιν 100 ζηνηρείσλ επίπεδεο έληαζεο, 121 θόκβνπο θαη 
242 βαζκνύο ειεπζεξίαο. ΢ε απηό ην παξάδεηγκα, ε 2D δηαηύπσζε ηεο δηαδηθαζίαο DFEM-
FMCS έρεη εθαξκνζηεί, ρξεζηκνπνηώληαο ηηο Δμ. (4.42) θαη (4.43) γηα ηελ εθηίκεζε ηεο 
δπλακηθήο κέζε ηηκήο θαη δηαθύκαλζεο ηεο απόθξηζεο.  
 
Σχήμα 33. Γεσκεηξία, θόξηηζε θαη δηαθξηηνπνίεζε πεπεξαζκέλσλ ζηνηρείσλ ηνπ ηνηρείνπ. 
Θεσξνύληαη νη ίδηεο δύν πεξηπηώζεηο θόξηηζεο όπσο θαη ζην πξνεγνύκελν παξάδεηγκα. Σν 
ζπγθεληξσκέλν θνξηίν εθαξκόδεηαη όπσο θαίλεηαη ζην ΢ρ. 33. ΢ε απηό ην παξάδεηγκα, ην 
αθόινπζν 2D θάζκα έρεη ρξεζηκνπνηεζεί:  
  
0 0
2
2 2 2 21( , ) exp
4 4
ff
f f x x x y x y y yS b b b b

   

 
   
 
 (62) 
όπνπ 2.0, 4.0x yb b   
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Σχήμα 34. 3D γξαθηθέο παξαζηάζεηο ηεο (α) DMRF θαη (β) DVRF ηεο νξηδόληηαο κεηαηόπηζεο uA, ηε 
ρξνληθή ζηηγκή t=0.5sec ζπλαξηήζεη ηεο ζπρλόηεηαο κx (rad/m) θαη κy (rad/m) γηα ηελ πεξίπησζε 
LC1 θαη ζff=0.2. 
Σν ΢ρ. 34 παξνπζηάδεη 3D απεηθνλίζεηο ηεο  ADMRF u θαη ηεο  ADVRF u  γηα ηελ νξηδόληηα 
κεηαηόπηζε Au ηνπ ζεκείνπ Α ηνπ ηνηρείνπ σο ζπλάξηεζε ηεο ζπρλόηεηαο x  θαη y  
γηα 
0.2ff   θαηά ηνλ θαζνξηζκέλν ρξόλν 0.5sect  . Παξαηεξείηαη όηη ηόζν ε  ADMRF u  όζν 
θαη ε  ADVRF u πνηθίιινπλ ζεκαληηθά ζε ζρέζε κε ηηο δύν δηεπζύλζεηο θαη σο ζπλήζσο νη 
κέγηζηεο ηηκέο βξίζθνληαη πιεζίνλ ηνπ  0,0 . Σέηνηεο γξαθηθέο παξαζηάζεηο κπνξνύλ λα 
εμαρζνύλ γηα όια ηα ρξνληθά ζηάδηα ηεο αλάιπζεο γηα ηε ζπγθεθξηκέλε κεηαηόπηζε. Δάλ 
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ελδηαθέξεηαη θαλείο λα ζπλάγεη πξαγκαηνπνηήζηκα άλσ θαη θάησ όξηα γηα απηή ηελ 
πεξίπησζε, ηα άθξα γηα ηελ  ADMRF u  (  ADVRF u  ) ζε θάζε ρξνληθό βήκα, πνπ 
πξνθύπηνπλ από ηα θαηάιιεια δεύγε  ,x y  , ζα πξέπεη λα πξνζδηνξηζηνύλ θαη, κεηά ηε 
ρξήζε Δμ. (4.47) θαη (4.48), ηα όξηα κπνξεί λα ππνινγηζηνύλ εύθνια. Μηα εθαξκνγή ηεο 
πξναλαθεξζείζαο δηαδηθαζίαο παξνπζηάδεηαη ζην ΢ρ. 35 γηα 0.1ff  . 
 
 
(α) 
 
(β) 
Σχήμα 35. Υξνλντζηνξίεο ησλ άλσ νξίσλ (α) ηεο κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο 
ηνπ ηνηρείνπ γηα έλα Γθανπζηαλό πεδίν κε  0.1ff   γηα ηελ πεξίπησζε LC1. 
΢ηα αθόινπζα ΢ρ. (36-40), ηα απνηειέζκαηα ηεο κέζεο ηηκήο θαη ηεο δηαθύκαλζεο ηεο 
απόθξηζεο πνπ παξνπζηάδνληαη πξνέξρνληαη από ηε δηαδηθαζία DFEM-FMCS θαη ηηο Δμ. 
(4.42) θαη (4.43) ζε ζύγθξηζε κε ηα απνηειέζκαηα πνπ ιακβάλνληαη από ηελ άκεζε 
πξνζνκνίσζε Monte Carlo. ΢ην ΢ρ. 36, ηα δηαγξάκκαηα απεηθνλίδνπλ ηε ζύγθξηζε γηα ηε 
δπλακηθή κέζε ηηκή θαη ηε δηαθύκαλζε ηεο απόθξηζεο ηνπ ηνηρείνπ γηα ηελ νξηδόληηα 
κεηαηόπηζε ζην ζεκείν Α θαη γηα ηελ πεξίπησε LC1 γηα έλα Γθανπζηαλό ζηνραζηηθό πεδίν 
κε 0.1ff  . ΢ην ΢ρ. 37, ηα αληίζηνηρα απνηειέζκαηα παξνπζηάδνληαη γηα έλα Γθανπζηαλό 
ζηνραζηηθό πεδίν κε 0.2ff  . ΢ηα ΢ρ. 38, 39 ηα απνηειέζκαηα είλαη αληίζηνηρα γηα 
ζηξνγγπιεπκέλν Γθανπζηαλό πεδίν κε 0.4gg  θαη 0.6gg   αληίζηνηρα. Οη πξνβιέςεηο 
ησλ Δμ. (4.42) θαη (4.43) ζε απηέο ηηο πεξηπηώζεηο είλαη πνιύ ηθαλνπνηεηηθέο κε ηα ζθάικαηα 
λα θπκαίλνληαη από 5 έσο 8%. Σέινο, ζην ΢ρ. 40 απνηειέζκαηα ηεο κέζεο ηηκήο θαη ηεο 
δηαθύκαλζεο ηεο απόθξηζεο γηα ην ηνηρείν θαη γηα ηελ πεξίπησζε LC2 παξνπζηάδνληαη γηα 
έλα ινγαξηζκηθό πεδίν κε 0.2ff  . 
lxi 
 
 
(α) 
 
(β) 
Σχήμα 36. Υξνλτζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ηνηρείνπ γηα 
έλα Γθανπζηλό πεδίν κε  0.1ff   γηα ηελ πεξίπησζε LC1. ΢ύγθξηζε ησλ απνηειεζκάησλ κε MCS. 
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Σχήμα 37. Υξνλνηζηνξίεο ηεο (α) κέζεο ηηκήο (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ηνηρείνπ γηα 
έλα Γθανπζηλό πεδίν κε  0.2ff   γηα ηελ πεξίπησζε LC1. ΢ύγθξηζε ησλ απνηειεζκάησλ κε MCS. 
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Σχήμα 38. Υξνλτζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ηνηρείνπ γηα 
έλα ππνθείκελν Γθανπζηλό πεδίν κε  0.4gg  γηα ηελ πεξίπησζε LC1. ΢ύγθξηζε ησλ 
απνηειεζκάησλ κε MCS. 
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Σχήμα 39. Υξνλτζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ηνηρείνπ γηα 
έλα ππνθείκελν Γθανπζηλό πεδίν κε gg = 0.6 γηα ηελ πεξίπησζε LC1. ΢ύγθξηζε ησλ απνηειεζκάησλ 
κε MCS. 
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Σχήμα 40. Υξνλτζηνξίεο ηεο (α) κέζεο ηηκήο θαη (β) ηεο δηαθύκαλζεο ηεο απόθξηζεο ηνπ ηνηρείνπ γηα 
έλα  ινγαξηζκηθό πεδίν κε  0.2ff   γηα ηελ πεξίπησζε LC2. ΢ύγθξηζε ησλ απνηειεζκάησλ κε 
MCS. 
 
 
 
 
4 ΕΤΡΩ΢ΣΟ΢ ΒΕΛΣΙ΢ΣΟ΢ ΢ΦΕΔΙΑ΢ΜΟ΢ ΜΕ ΢ΤΝΑΡΣΗ΢ΕΙ΢ 
ΔΙΑΚΤΜΑΝ΢Η΢ ΣΙ΢ ΑΠΟΚΡΙ΢Η΢:  ΜΙΑ ΕΝΑΛΛΑΚΣΙΚΗ 
ΠΡΟ΢ΕΓΓΙ΢Η 
 
΢ηελ θιαζηθή δηαηύπσζε Δύξσζηνπ Βέιηηζηνπ ΢ρεδηαζκνύ (RDO), ε βειηηζηνπνίεζε 
γίλεηαη γηα έλα a priori επηιεγκέλν ζηνραζηηθό πεδίν. ΢ε πξαγκαηηθέο εθαξκνγέο σζηόζν, ε 
δνκή ζπζρέηηζεο ηεο αβέβαηεο παξακέηξνπ ηνπ ζπζηήκαηνο είλαη ζπάληα γλσζηή, σο εθ 
ηνύηνπ θαζηζηά κηα ηέηνηα δηαδηθαζία βειηηζηνπνίεζεο αλαπνηειεζκαηηθή. Καηά ζπλέπεηα, ν 
ζρεδηαζηήο είλαη ππνρξεσκέλνο λα δηεμάγεη πνιιαπιέο ηέηνηεο δηαδηθαζίεο βειηηζηνπνίεζεο 
γηα λα πξνζηαηεύζεη ην ζρεδηαζκέλν ζύζηεκα από όιεο ηηο πηζαλέο πεξηπηώζεηο. Με ηε 
ρξήζε ηεο πξνηεηλόκελεο κεζνδνινγίαο απηό ην πξόβιεκα ππεξθεξάδεηαη, αθνύ ν θάζε 
ππνςήθηνο ζρεδηαζκόο αμηνινγείηαη κε βάζε ηηο επηδόζεηο ηνπ θάησ από ην ρεηξόηεξν 
δπλαηό ζελάξην πνπ πξνζδηνξίδεηαη γηα ην ζπγθεθξηκέλν ζρεδηαζκό. ΢πλεπώο ν ζρεδηαζηήο 
εμαζθαιίδεηαη όηη ην ζύζηεκα ζα έρεη ηελ θαιύηεξε δπλαηή απόδνζε ζηηο ρεηξόηεξεο 
δπλαηέο ζπλζήθεο. 
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4.1 ΑΝΑΛΤ΢Η ΣΗ΢ ΔΙΑΚΤΜΑΝ΢Η΢ ΣΗ΢ ΑΠΟΚΡΙ΢Η΢ ΦΡΗ΢ΙΜΟΠΟΙΩΝΣΑ΢ ΣΗ 
VRF 
Υσξίο βιάβεο γεληθόηεηαο εμεηάδεηαη ην γξακκηθό ζηνραζηηθό ζύζηεκα πεπεξαζκέλσλ 
ζηνηρείσλ ηνπ ΢ρ. 41, ην νπνίν είλαη κηα πιαηζσηή θαηαζθεπή κε ζηνηρεία δνθνύ. Σν 
γηλόκελν ηνπ αληίζηξνθνπ ηνπ κέηξνπ ειαζηηθόηεηαο θαη ηεο ξνπήο αδξαλείαο ζεσξείηαη όηη 
κεηαβάιιεηαη ηπραία θαηά κήθνο ηνπ άμνλα x  ζύκθσλα κε ηελ αθόινπζε έθθξαζε:  
 
  0
1
(1 ( ))
( )
F f x
E x I
   (63) 
όπνπ E  είλαη ην κέηξν ειαζηηθόηεηαο, I είλαη ε ξνπή αδξάλεηαο, 0F  είλαη ε κέζε ηηκή ηνπ 
αληίζηξνθνπ ηνπ EI , θαη  f x είλαη έλα κεδεληθήο κέζεο νκνγελέο πεδίν πνπ πεξηγξάθεη ηε 
κεηαβνιή ηνπ γύξσ από ηε κέζε ηηκή ηνπ 1/ EI .  
 
Σχήμα 41. Γεσκεηξία θαη θόξηηζε ηνπ πιαηζίνπ πνπ δηαθξηηνπνηείηαη κε 60 ζηνηρεία δνθνύ. 
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Αθνινπζώληαο κία δηαδηθαζία παξόκνηα κε εθείλε πνπ παξνπζηάδεηαη από ηνπο 
(Παπαδόπνπινο, Παπαδξαθάθεο and Deodatis, 2006), είλαη δπλαηόλ λα εθθξάζνπκε ηελ 
δηαθύκαλζε ηεο απόθξηζεο ελόο ζηνραζηηθνύ ζπζηήκαηνο πεπεξαζκέλσλ ζηνηρείσλ κε ηελ 
νινθιεξσηηθή έθθξαζε ηεο Δμ. (11.69).  
4.2 ΕΤΡΩ΢ΣΟ΢ ΒΕΛΣΙ΢ΣΟ΢ ΢ΦΕΔΙΑ΢ΜΟ΢ ΦΡΗ΢ΙΜΟΠΟΙ ΩΝΣΑ΢ ΣΙ΢ 
΢ΤΝΑΡΣΗ΢ΕΙ΢ ΔΙΑΚΤΜΑΝ΢Η΢ ΣΗ΢ ΑΠΟΚΡΙ΢Η΢  
Ο Δύξσζηνο Βέιηηζηνο ΢ρεδηαζκόο (RDO) ρξεζηκνπνηώληαο ηηο VRF (VRF-RDO) 
ρξεζηκνπνηεί κηα δηαληηθεηκεληθή ζπλάξηεζε πνπ πεξηιακβάλεη ηε κέγηζηε ηηκή ηεο VRF θαη 
ην ζπλνιηθό θαηαζθεπαζηηθό βάξνο. Οη πεξηνξηζκνί απηήο ηεο ιεηηνπξγίαο κπνξεί λα είλαη 
είηε ηάζεσλ είηε παξακνξθώζεσλ είηε θαη ησλ δύν ηαπηόρξνλα. Η VRF είλαη κηα ζπλάξηεζε 
πνπ αλαιύεη ηε δηθύκαλζε ηεο απόθξηζεο ηνπ ζπζηήκαηνο, αλεμάξηεηα από ηελ ζπλάξηεζε 
ηεο θαζκαηηθήο ππθλόηεηαο ηνπ ζηνραζηηθνύ πεδίνπ πνπ πεξηγξάθεη ην αληίζηξνθν ηνπ 
κέηξνπ ειαζηηθόηεηαο. Έηζη, ε ειαρηζηνπνίεζε ηεο κέγηζηεο ηηκήο ηεο πξνθξίλεη έλαλ 
ππνςήθην ζρεηδηαζκό πνπ έρεη ηε βέιηηζηε απόδνζε ζε ζρέζε κε ην ρεηξόηεξν ζελάξην. 
Μηα γεληθή δηαηύπσζε ηεο VRF-RDO κπνξεί λα γίλεη σο αθνινύζσο:  
 maxmin [ ( , ), ( , )]Tfff C   s F s X VRF  (64) 
ππό ηνπο ληεηεξκηληζηηθνύο πεξηνξηζκνύο: 
 ( ) 0 1,...,jg j k X  (65) 
όπνπ  f είλαη ε δηαληηθεηκεληθή ζπλάξηεζε πνπ ζρεηίδεηαη κε ην θόζηνο ηνπ πιηθνύ C θαη ην 
δηάλπζκα πνπ πεξηέρεη ηηο κέγηζηεο ηηκέο ησλ ζπλαξηήζεσλ δηαθύκαλζεο ηεο απόθξηζεο ηεο 
επηιεγκέλεο πνζόηεηαο δει. ηεο max( , )ff VRF  . Σν θόζηνο ησλ πιηθώλ είλαη κηα πξνθαλήο 
επηινγή σο αληηθεηκεληθή ζπλάξηεζε ζε πνιιά πξνβιήκαηα δνκηθήο αλάιπζεο. Η κέγηζηε 
ηηκή ηεο VRF , επηιέγεηαη σο δεύηεξε αληηθεηκεληθή ζπλάξηεζε πξνο ειαρηζηνπνίεζε, 
αληηπξνζσπεύνληαο ηε δηαθύκαλζε ζηελ απόθξηζε ηνπ ζπζηήκαηνο θαη ηελ απνηειεζκαηηθή 
αληηκεηώπηζε ησλ πθηζηάκελσλ αβεβαηνηήησλ ζε έλα πηζαλνηηθό ζρεδηαζηηθό πεξηβάιινλ. 
Σν δηάλπζκα s  ζπκβνιίδεη ηηο κεηαβιεηέο ζρεδηαζκνύ θαη X είλαη ην δηάλπζκα ζέζεο. F
είλαη ε εθηθηή πεξηνρή όπνπ όιεο νη ληεηεξκηληζηηθέο ζπλαξηήζεηο ησλ πεξηνξηζκώλ jg  
ηθαλνπνηνύληαη. Η max( , )ff VRF  έρεη επηιεγεί σο αληηθεηκεληθή ζπλάξηεζε, δηόηη παξέρεη 
εγγελείο πιεξνθνξίεο πνπ είλαη ραξαθηεξηζηηθέο ηνπ ζπζηήκαηνο θαη αλεμάξηεηεο από ηε 
δνκή ζπζρέηηζεο ηνπ ζηνραζηηθνύ πεδίνπ. Χο εθ ηνύηνπ, ζύκθσλα κε ηε δηαηύπσζε VRF-
RDO ν ππνςήθηνο ζρεδηαζκόο πνπ επηιέγεηαη, επηηπγράλεη ηε ρακειόηεξε δπλαηή 
δηαθύκαλζε ηεο απόθξηζεο ππό ηηο ρεηξόηεξεο δπλαηέο ζπλζήθεο, από ηελ άπνςε ηεο 
θαζκαηηθήο ππθλόηεηαο ηνπ ζηνραζηηθνύ πεδίνπ. 
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4.3 ΠΟΛΤ-ΑΝΣΙΚΕΙΜΕΝΙΚΗ ΒΕΛΣΙ΢ΣΟΠΟΙΗ΢Η ΜΕ ΓΕΝΕΣΙΚΟΤ΢ 
ΑΛΓΟΡΙΘΜΟΤ΢  
Η ιύζε ελόο πνιπ-αληηθεηκεληθνύ πξνβιήκαηνο βειηηζηνπνίεζεο δίλεηαη κε ηε κνξθή ελόο 
ιεγόκελνπ  κεηώπνπ Pareto ζε αληίζεζε κε έλα κνλν-αληηθεηκεληθό πξόβιεκα όπνπ ε ιύζε 
είλαη κνλαδηθή. Αξθεηέο κέζνδνη έρνπλ πξνηαζεί γηα ηελ πνιπ-αληηθεηκεληθή βειηηζηνπνίεζε 
όπσο ε κέζνδνο ηνπ ζηαζκηζκέλνπ αζξνίζκαηνο (Zadeh 1963), ηνπ πξνγξακκαηηζκνύ 
ζηνρνζεζίαο (Charnes and Cooper 1977), ηνπ θπζηθνύ  πξνγξακκαηηζκνύ (Messac, Puemi-
Sukam and Melachrinoudis 2001), ηνπ ζπκβηβαζηηθνύ πξνγξακκαηηζκνύ (Chen, Więcek and 
Zhang 1999), όπσο επίζεο θαη νη πξνζθάησο δηαηππσκέλνη εμειηθηηθνί αιγόξηζκνη, όπσο ν 
Γπλαηόο Pareto Δμειηθηηθόο Αιγόξηζκνο 2 (SPEA-2) (Zitzler, Laumanns and Thiele 2001), 
πξνζνκνησκέλε αλόπηεζε (Suman and Kumar 2006), ε βειηηζηνπνίεζε ζκήλνπο 
ζσκαηηδίσλ (Parsopoulos and Vrahatis 2002) (Coello Coello and Salazar Lechuga 2002) θαη 
ν κε-θπξηαξρνύκελεο Γηαινγήο Γελεηηθόο Αιγόξηζκνο ΙΙ (NSGA-ΙΙ) (Deb et al. 2002). ΢ηελ 
παξνύζα εξγαζία ε πνιπ-αληηθεηκεληθή βειηηζηνπνίεζε γίλεηαη κε εθαξκνγή ηνπ NSGA-ΙΙ, 
πνπ έρεη θαζηεξσζεί σο πξνζέγγηζε γηα ηνλ εληνπηζκό ηνπ «κεηώπνπ Pareto». Οη πνιπ-
αληηθεηκεληθνί εμειηθηηθνί αιγόξηζκνη πξνηηκνύληαη έλαληη ησλ θαιζζηθώλ κεζόδσλ 
βειηηζηνπνίεζεο θπξίσο ιόγσ ηεο ηθαλόηεηάο ηνπο λα βξνπλ πνιιαπιέο βέιηηζηεο ιύζεηο 
Pareto κε έλα κόλν ηξέμηκν. Χζηόζν, έρνπλ επηθξηζεί θπξίσο γηα ζέκαηα όπσο ε πςειή 
ππνινγηζηηθή πνιππινθόηεηα θαη ε κε-ειηηίζηηθε πξνζέγγηζε. 
Λόγ ηεο θύζεο ηνπ πξνβιήκαηνο, νη ζηόρνη θαη νη πεξηνξηζκνί ζεσξνύληαη σο κε γξακκηθέο 
ζπλαξηήζεηο. Σν κέγεζνο ηνπ πιεζπζκνύ ηίζεηαη ίζν κε 50 γηα θάζε γελεά. Σα  θιάζκαηα 
ησλ δηαδηθαζηώλ ηεο κεηαλάζηεπζεο (migration) θαη ηεο κεηάβαζεο (crossover) ηζνύηαη κε 
0.5. O mέγηζηνο αξηζκόο γελεώλ νξίζηεθε ίζνο κε 150. 
4.4 ΑΡΙΘΜΗΣΙΚΗ ΕΥΑΡΜΟΓΗ  
Σν ηξηώξνθν πιαίζην πνπ θαίλεηαη ζην ΢ρ. 41 επηιέγεηαη πξνθεηκέλνπ λα αλαδείμεη ηηο 
δπλαηόηεηεο ηεο κεζόδνπ. Γηα ηελ θαηαζθεπή απηή, ην αληίζηξνθν ηνπ EI ζεσξείηαη όηη 
πνηθίιιεη ηπραία θαηά κήθνο ησλ ζηνηρείσλ ηεο θαηαζθεπήο ζύκθσλα κε ηελ Δμ. (5.42) κε 
8 3 1
0 (1.35 10 )F KNm
  . Δπηπιένλ, θάζε όξνθνο έρεη 3m ύςνο θαη 4m κήθνο. Γηα ηελ 
αλάιπζε ηεο δνκήο ηνπ πιαηζίνπ ρξεζηκνπνηνύληαη 220 ζηνηρεία δνθνύ, 15 γηα θάζε 
ππνζηήισκα θαη 20 γηα θάζε δνθό πνπ ζπλεπάγεηαη όηη ε θαηαζθεπή έρεη ζπλνιηθά 654 
βαζκνύο ειεπζεξίαο. 
Μηα ζπγθεληξσκέλε ξνπή εθαξκόδεηαη ζηε κέζε ηνπ θάζε νξόθνπ ίζε κε 70M KNm  θαη 
έλα θαηαλεκεκέλν θνξηίν 3.2 /q KN m  θαηά κήθνο όισλ ησλ δνθώλ (βιέπε ΢ρ. 41). 
Τπνζέηνληαο πιήξε ζηαηηζηηθή εμάξηεζε, ην ζηνραζηηθό πεδίν  f x ζεσξείηαη όηη 
κεηαβάιιεηαη ζε όιν ην κήθνο ησλ ππνζηεισκάησλ θαη ησλ δνθώλ ηνπ πιαηζίνπ σο εμήο: ην 
x ππνηίζεηαη όηη απμάλεη πξώηα θαηά κήθνο ησλ ππνζηεισκάησλ από αξηζηεξά πξνο ηα 
δεμηά θαη από θάησ πξνο ηα πάλσ ζηνλ πξώην όξνθν, θαηόπηλ θαηά κήθνο ησλ δνθώλ ηνπ 
πξώηνπ νξόθνπ από αξηζηεξά πξνο ηα δεμηά. Αθνινπζώληαο ην ίδην κνηίβν γηα ηνπο νξόθνπο  
2 θαη 3 ζρεκαηίδεηαη έλα ζπλερέο πεδίν. Σν SDF ηνπ πεδίνπ ππνηίζεηαη όηη είλαη εθζεηηθό θαη 
δίλεηαη σο εμήο:  
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   2 3 2 | |
1
4
b
ff ffS b e
     (66) 
Γύν δηαθνξεηηθέο ηηκέο ηεο παξακέηξνπ ηνπ κήθνπο ζπζρέηηζεο εμεηάζηεθαλ, 10b   θαη 
70b   κε κηα ηππηθή απόθιηζε 0.1ff  . Γύν γξ. παξαζηάζεηο ηνπ SDF ζε ζρέζε κε ηε 
ζπρλόηεηα  /rad m  γηα ηηο επηιεγκέλεο ηηκέο ηνπ b  θαίλνληαη ζην ΢ρ. 42.  
 
Σχήμα 42. ΢πλαξηήζεηο θαζκαηηθήο ππθλόηεηαο γηα ην ζηνραζηηθό πεδίν  f x κε ηππηθή απόθιηζε 
0.1ff  γηα δύν δηαθνξεηηθέο ηηκέο ηεο παξακέηξνπ ηνπ κήθνπο ζπζρέηηζεο.  
Οη γεσκεηξηθέο ηδηόηεηεο ησλ ππνζηεισκάησλ θαη ησλ  δνθώλ ζε θάζε όξνθν ηνπ πιαηζίνπ 
ζεσξνύληαη σο νη ηέζζεξηο δηαθξηηέο κεηαβιεηέο ζρεδηαζκνύ γηα ηε δηαηύπσζε VRF-RDO 
(βι. ΢ρ. 41). Η επηινγή ησλ γεσκεηξηθώλ ηδηνηήησλ ησλ ππνζηεισκάησλ θαη ησλ δνθώλ ηνπ 
πιαηζίνπ έρεη νξηζηεί ζην πιαίζην ηνπ Δπξσθώδηθα-8 κε δηαηνκέο HEB από 100HEB  έσο 
1000HEB . Η δηαηύπσζε ηνπ πξνβιήκαηνο κε VRF-RDO έρεη σο εμήο:  
 
max
1 2 3 4
min [ ( ), ( , )]
[ , , , ]
[ , ]
T
ff
T
i i i
f VOL VRF
A I
  


s F s
s X X X X
X
 (67) 
ππό ηνπο πεξηνξηζκνύο 
 
max( ) /1.10, 235
i
y y Mpa  

 
X
 (68) 
όπνπ max( , )ffVRF    είλαη ε κέγηζηε ηηκή ηεο VRF  πνπ αληηζηνηρεί ζηε θαηαθόξπθε 
κεηαηόπηζε u ζην ΢ρ. 41,   είλαη ην ζύλνιν δηαθξηηώλ ηηκώλ πνπ πεξηέρεη ηηο γεσκεηξηθέο 
ηδηόηεηεο ησλ δηαηνκώλ ηνπ EC-8 από 100HEB  έσο 1000HEB , 4F   είλαη ε εθηθηή 
πεξηνρή γηα ηε κεηαβιεηή ζρεδηαζκνύ s  όπνπ όινη νη πεξηνξηζκνί ηθαλνπνηνύληαη, iA , iI  
είλαη νη κέζεο ηηκέο ηεο δηαηνκήο θαη ηεο ξνπήο αδξάλεηαο, αληίζηνηρα, ησλ δνκηθώλ κειώλ, 
 max   είλαη ε κέγηζηε ληεηεξκηληζηηθή ηάζε γηα θάζε ζρεδηαζκό πνπ εκθαλίδεηαη ζην 
κνληέιν θαη y  είλαη ε ηάζε δηαξξνήο ηνπ πιηθνύ. Αλαθέξεηαη εδώ όηη απηή ε κεζνδνινγία 
είλαη πιήξσο επεθηάζηκε θαη ζε ζέζε λα ιάβεη ππόςηλ πνιιαπιέο κεηαηνπίζεηο ηεο 
θαηαζθεπήο, ρσξίο πεξαηηέξσ ζπλέπεηεο θαη πξόζζεην θόζηνο κε άκεζν ηξόπν. 
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Αξρηθά κηα θιαζζηθή RDΟ δηεμήρζε γηα ηελ πεξίπησζε ελόο δεδνκέλνπ ζηνραζηηθνύ πεδίνπ 
κε έλα SDF κε 10b   λα πεξηγξάθεη ην  EI  ζηελ Δμ. (5.42).  
 
Σχήμα 43. Μέησπν Pareto γηα κηα θιαζζηθή RDO γηα δεδνκέλν πεδίν κε b=10 θαη ην ζπλνιηθό 
βάξνο θαη ηε κέγηζηε δπλαηή δηαθύκαλζε σο αληηθεηκεληθέο ζπλαξηήζεηο. Ο άμνλαο ηεο δηαθύκαλζεο 
ζε ινγαξηζκηθή θιίκαθα. 
Σν ΢ρ. 43 παξνπζηάδεη ην ππνινγηζζέλ κέησπν Pareto, όπνπ, όπσο ήηαλ αλακελόκελν, νη 
βαξύηεξνη ζρεδηαζκνί εκθαλίδνπλ ηελ ππέξηεξε απόδνζε δειαδή ηε κηθξόηεξε δηαθύκαλζε 
ηεο απόθξηζεο. Οκνίσο, ειαθξύηεξνη ζρεδηαζκνί αληαιιάζνπλ ην κεησκέλν ηνπο θόζηνο, 
από ηελ άπνςε ηνπ ζπλνιηθνύ όγθνπ ηνπ πιηθνύ, κε απμεκέλε δηαθύκαλζε. ΢ηελ ίδηα εηθόλα 
εκθαλίδεηαη θαη έλα κέησπν ην νπνίν παξάγεηαη από ηνλ ππνινγηζκό ηνπ άλσ νξίνπ γηα ηε 
δηαθύκαλζε ηεο απόθξηζεο κέζσ ηεο Δμ. (11.70) γηα θάζε έλα από ηνπο ζρεδηαζκνύο ηνπ 
πξνεγνπκέλσο ππνινγηζζέληνο κεηώπνπ Pareto από ηελ θιαζηθή δηαδηθαζία RDΟ. Όπσο 
θαίλεηαη ζην ΢ρ. 43 απηό ην κέησπν κεηαηνπίδεηαη ζαθώο πξνο ηα δεμηά πξάγκα πνπ 
ζεκαίλεη όηη ηνπιάρηζηνλ έλα πεδίν κπνξεί λα βξεζεί, π.ρ. έλα ηπραίν εκηηνλνεηδέο κε 
max   απηό ηεο VRF θάζε ππνςεθίνπ ζρεδηαζκνύ, γηα ην νπνίν ε δηαθύκαλζε είλαη 
ζεκαληηθά πςειόηεξε από εθείλε πνπ ππνινγίζηεθε γηα ην δεδνκέλν ζηνραζηηθό πεδίν κε 
10b  .  
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Σχήμα 44. Γξ. παξαζηάζεηο ηεο VRF γηα δηαθνξεηηθό βάξνο θαη θαηαζθεπαζηηθέο δηαηνκέο πνπ 
πεξηιακβάλνληαη ζην δηάλπζκα ζρδηαζκνύ s . 
Πξνθεηκέλνπ λα πξνζδηνξηζηεί ην άλσ όξην γηα ηε δηαθύκαλζε ηεο απόθξηζεο ηνπ 
ζπζηήκαηνο γηα θάζε ζρεδηαζκό ππνινγίδνληαη νη αληίζηνηρεο VRF. ΢ην ΢ρ. 44 
απεηθνλίδνληαη κεξηθέο ραξαθηεξηζηηθέο VRF γηα ηνπο αληίζηνηρνπο ζρεδηαζκνύο ηνπ 
ζπζηήκαηνο απηνύ. Από απηά ηα γξαθήκαηα ησλ VRF θαζίζηαηαη ζαθέο όηη ππάξρεη αξθεηό 
πεξηζώξην γηα βειηηζηνπνίεζε ζε ζρέζε κε ηελ κέγηζηε ηηκή ηεο VRF πνπ εμαξηάηαη από 
πηζαλέο αιιαγέο ζην δηάλπζκα ζρεδηαζκνύ αθόκε θαη γηα ηελ πεξίπησζε ίζσλ 
θαηαζθεπαζηηθώλ βαξώλ. Από απηά ηα γξαθήκαηα είλαη επίζεο πξνθαλέο όηη νη πεξηνρέο 
ησλ θπκαηηθώλ αξηζκώλ πνπ ζπλεηζθέξνπλ πεξηζζόηεξν ζηε VRF θαη ζπλεπώο ζηε 
δηαθύκαλζε ηεο απόθξηζεο επηδεηθλύνπλ ζεκαληηθή κεηαβιεηόηεηα θαη εμαξηώληαη έληνλα 
από ηηο ληεηεξκηληζηηθέο παξακέηξνπο ηνπ πξνβιήκαηνο. Δπαθόινπζα, εάλ κηα θιαζζηθή 
RDO νδεγεί ζε βέιηηζηε δηαθύκαλζε ηεο απόθξηζεο ηνπ ζπζηήκαηνο γηα έλα δεδνκέλν SDF 
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απηό δελ ζεκαίλεη απαξαίηεηα όηη απηόο ν ζρεδηαζκόο είλαη επίζεο βέιηηζηνο ζε ζρέζε κε 
έλα δηαθνξεηηθό SDF.  
 
Σχήμα 45. Μέησπν Pareto γηα κηα θιαζζηθή RDO γηα δεδνκέλν πεδίν κε 70b   θαη ην ζπλνιηθό 
βάξνο θαη ηε κέγηζηε δπλαηή δηαθύκαλζε σο αληηθεηκεληθέο ζπλαξηήζεηο. Ο άμνλαο ηεο δηαθύκαλζεο 
ζε ινγαξηζκηθή θιίκαθα. 
Σν ίδην ζπκπέξαζκα κπνξεί λα ζπλαρζεί από ην κέησπν Pareto ηεο θιαζηθήο RDO ζην ΢ρ. 
45, αιιά γηα κηα παξάκεηξν κήθνπο ζπζρέηηζεο 70b  . Από ηα ΢ρ. 43 θαη 45 κπνξεί λα 
παξαηεξεζεί όηη ζηελ πεξίπησζε ηνπ 10b  , ν κέζνο όξνο ηεο «κεηεηόπηζεο» ηνπ 
παξάγσγνπ κεηώπνπ σο πξνο ηε δηαθύκαλζε είλαη ίζνο κε 74% θπκαηλόκελνο από 44% 
κέρξη 140% ελώ ζηελ πεξίπησζε ηνπ 70b  ηα αληίζηνηρα πνζνζηά είλαη 86%, 42% θαη 
226%. ΢ην ΢ρ. 46 παξνπζηάδνληαη ηα δπν πξνεγνύκελα απνηειέζκαηα ζε ζύγθξηζε κε ην 
κέησπν Pareto πνπ παξάγεηαη από ηε δηαηύπσζε VRF-RDO. Απηό πνπ είλαη ζεκαληηθό λα 
έρνπκε θαηά λνπ θαηά ηε δηαδηθαζία VRF-RDO είλαη όηη νη βέιηηζηνη ζρεδηαζκνί ζην 
κέησπν Pareto ηνπ ΢ρ. 46 παξνπζηάδνπλ ηελ βέιηηζηε απόδνζε γηα δηάθνξα πηζαλά 
ζηνραζηηθά πεδία ησλ αβέβαησλ ησλ παξακέηξσλ ηνπ ζπζηήκαηνο. ΢πγθεθξηκέλα, 
ζπγθξίλνληαο ην κέησπν Pareto από ηε VRF-RDO κε ην κέησπν ηεο κέγηζηεο δπλαηήο 
δηαθύκαλζεο γηα ηελ πεξίπησζε ηνπ 10b  παξαηεξνύκε όηη γηα έλα παξόκνην βάξνο, 
δειαδή ην ηειεπηαίν ζεκείν ηνπ θάζε κεηώπνπ (βάξνο ζεκείνπ κεηώπνπ VRF-RDO ίζν κε 
30,181m  θαη βάξνο ζεκείνπ κεηώπνπ γηα ηελ πεξίπησζε 10b  ίζν κε 30.197m ) έρεη 
επηηεπρζεί κείσζε ηεο δηαθύκαλζεο. ΢ε κηα άιιε πεξίπησζε, γηα ηελ ηάμε βάξνπο γύξσ από 
ην 30.27m  ε κείσζε είλαη ζρεδόλ 60% . Καηά ηε ζύγθξηζε ηνπ κεηώπνπ Pareto κε VRF-RDO 
κε ην κέησπν ηεο κέγηζηεο δπλαηήο δηαθύκαλζεο γηα 70b  , ε κείσζε ηεο δηαθύκαλζεο 
είλαη αθόκε πην έληνλε θζάλνληαο έσο ην 80% .  
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Σχήμα 46. Μέησπα Pareto γηα ηελ θιαζζηθή RDO κε ηε δηαθύκαλζε ηεο απόθξηζεο γηα έλα πεδίν κε 
10,70b   θαη ην ζπλνιηθό βάξνο σο αληηθεηκεληθέο ζπλαξηήζεηο θαη ηηο αληίζηνηρεο κέγηζηεο 
δηαθπκάλζεηο γηα ηνπο επηιεγόκελνπο ζρεδηαζκνύο. 
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CHAPTER 1 
1 INTRODUCTION  
1.1 MOTIVATION AND SCOPE  
Even in modern-day design procedures of engineering structures, inherent uncertainty of 
physical systems related to i.e. material, geometry, loading etc, is casually neglected in an 
effort to simplify computational analysis as well as cover lack of efficient models thereof. 
Such procedures are characterized, broadly speaking, as deterministic procedures. In 
alternative more realistic methodologies, where uncertainties are taken under consideration, a 
lot of discussion is taking place with respect to modeling simplifications being introduced 
and in particular how these simplifications affect the final outcome. Especially in the case of 
dynamic modeling and analysis this discussion is more vivid due to the increased 
computational intensity and the consequent cruder simplifications. Second order phenomena, 
necessary to determine failure mechanisms are seldom addressed. Furthermore, quite often, 
results are limited to second moment properties of the response rendering the analysis 
unpractical for the analyst or designer. Drawing a comparison between the sophisticated 
system models of deterministic designs and the rough models incorporated in most stochastic 
analyses one can also identify a valid argument for the lack of recognition of the stochastic 
analysis procedures from the engineering community. However, the whole idea behind 
stochastic procedures and analysis essentially is that of an alternative perception and different 
information representation. In simple terms stochastic methodologies choose to tackle 
engineering problems in a more ‗holistic‘ approach i.e. attributing probability distributions to 
system response, as opposed to deterministic ones that tend to account only for a fraction of 
reality and possible outcomes. 
Over the past two decades a lot of research has been dedicated to the stochastic analysis of 
structural systems involving uncertain parameters in terms of material or geometry with the 
implementation of stochastic finite element methodologies (SFEM) to numerically solve the 
stochastic partial differential equations (PDE‘s) governing the respective problems. The most 
commonly used SFEM methods are expansion/perturbation-based (Liu, Belytschko and Mani 
1986a), (Liu, Belytschko and Mani 1986) and Galerkin-based Spectral SFEM (SSFEM) 
approaches (Ghanem and Spanos 1991) or costly Monte Carlo methods (Grigoriu 1995), 
(Matthies, et al. 1997), (Stefanou 2009). In some cases these methods have been extended to 
dynamic stochastic analysis in a straightforward manner (Zhao and Chen 2000), (Liu, 
Besterfield and Belytschko 1988) along with procedures to improve their efficiency both in 
terms of accuracy (Ghanem and Spanos 1990), (Jensen and Iwan 1992), (Li 1996), (Li and 
Liao 2001) as well as computational performance (Yamazaki, Shinozuka and Dashgupta 
1988), (Papadrakakis and Papadopoulos 1996), (Papadrakakis and Kotsopoulos 1999). A 
probability density evolution method was proposed in (Li and Chen 2006), (Li and Chen 
2004) in an effort to approximate the time varying probability distribution function (pdf) of 
2 
 
the response of stochastic systems using the principle of preservation of probability. Along 
these lines, some other approaches implement approximate Wiener path integral solution 
schemes (Kougioumtzoglou and Spanos 2012). However these approaches have been mainly 
implemented in single degree of freedom oscillators or small illustrative academic systems 
due to increased computational cost. In all above cases, prior knowledge of the correlation 
properties and the marginal pdf of the random fields characterizing system uncertainties is 
essential for accurate estimates of the system‘s response. In the frequent case of insufficient 
experimental data, analysts are forced to resort to sensitivity/parametric yet cost inefficient 
analyses. Furthermore, such analyses do not provide any information on the mechanisms that 
affect response variability, or bounds of the response. In addition to the aforementioned 
approaches, a relatively small number of studies have dealt with the dynamic propagation of 
system uncertainties, most of them reducing the stochastic dynamic PDE‘s to a linear random 
eigenvalue problem (Ghosh D 2005), (G. I. Schueller 2011). Although such methods have 
proven to be highly accurate and computationally efficient for a variety of problems, there is 
still a wide range of problems in stochastic mechanics involving combinations of strong non-
linearities and/or large variations of system properties as well as non-Gaussian system 
properties that can be solved with reasonable accuracy only through a computationally 
expensive Monte Carlo simulation approach (Liu, Belytschko and Mani 1986), (Grigoriu 
2006),  (Matthies, et al. 1997),  (Stefanou 2009). 
In all aforementioned cases, the spectral/correlation characteristics and the marginal 
probability distribution function (pdf) of the stochastic fields describing the uncertain system 
parameters are required in order to estimate the response variability of a stochastic static or 
dynamic system. As there is usually a lack of experimental data for the quantification of such 
probabilistic quantities, a sensitivity analysis with respect to various stochastic parameters is 
often implemented. In this case, however, the problems that arise are the increased 
computational effort, the lack of insight on how these parameters control the response 
variability of the system and the inability to determine bounds of the response variability.   
In this framework and to tackle the aforementioned issues, the concept of the variability 
response function (VRF) has been proposed in the late 1980s (Shinozuka 1987), along with 
different aspects and applications of the VRF (Wall and Deodatis 1994), (Graham and 
Deodatis 1998). A development of this approach was presented in a series of papers 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006) and 
(Papadopoulos, Papadrakakis and Deodatis 2006) where the existence of closed-form integral 
expressions for the variance of the response displacement of the form 
 [ ] ( , ) ( )ff ffVar u VRF S d   


   (11.69) 
was demonstrated for linear stochastic systems under static loads using a flexibility-based 
formulation. This formulation leads to the derivation of the integral expression in Eq.(11.69) 
without any approximations involved. It was shown that the VRF depends on standard 
deviation but appears to be independent of the functional form of the spectral density function   
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modeling the inverse of the elastic modulus. The existence however of this integral 
expression had once again to be conjectured for statically indeterminate as well as for general 
stochastic finite element systems. Further investigations (Miranda 2008) verified the 
aforementioned results but showed that VRF has a slight dependence on the marginal pdf of 
the stochastic field modeling the flexibility. In (Papadopoulos, Papadrakakis and Deodatis 
2006) results were presented for stochastic space frames, plane stress and shell-type 
structures under static loads. Another important extension of the concept of VRF has been 
drawn in (Arwade and Deodatis 2011) to determine effective material properties in 
homogenization problems. 
In the research presented in this dissertation, aforementioned approach is extended to 
stochastic systems under dynamic excitations. As a first step a single d.o.f. stochastic 
oscillator was considered. Although the derivation of an analytic expression for the 
variability response function of the dynamic system (DVRF) is extremely cumbersome, a 
numerical computation can be easily achieved and then fed into Eq.(11.69) to provide results 
for the variance time history of the dynamic system response. As in previous works 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006), 
(Papadopoulos, Papadrakakis and Deodatis 2006) the existence of the DVRF has to be 
assumed. This assumption is numerically validated by comparing the results from Eq. (11.69) 
with brute force Monte Carlo simulations. It is demonstrated that the DVRF is highly 
dependent on the standard deviation of the inverse of the elastic modulus but appears to be 
almost independent of the functional form of the spectral density function, as well as of the 
marginal pdf of the flexibility. In addition, an integral expression similar to that of Eq. 
(11.69) is proposed for the mean time history response involving a Dynamic Mean Response 
Function (DMRF), which is a function similar to the DVRF.  
Both integral forms for the mean and variance can be used to efficiently compute the first and 
second order statistics of the transient system response with reasonable accuracy, together 
with time dependent spectral-distribution-free upper bounds. They also provide an insight 
into the mechanisms controlling the uncertainty propagation with respect to both space and 
time and in particular the mean and variability time histories of the stochastic system 
dynamic response. 
In the continuation of this research, closed form integral expressions in the form of 
Eq.(11.69) are proposed for the mean and variance of the dynamic response of statically 
indeterminate beam/frame structures and then extended to more general stochastic finite 
element systems (i.e. plane stress problems) under dynamic excitations. In this case DVRF 
and DMRF vectors are constructed of corresponding DMRF and DVRF for each degree of 
freedom of the FE system. A general so-called Dynamic FEM fast Monte Carlo simulation 
(DFEM-FMCS) is provided for the accurate and efficient evaluation of DVRF and DMRF 
for stochastic FE systems. Numerical results are presented, demonstrating that, as in the case 
of classical VRFs, as well as in the case of DMRF and DVRF for single degree of freedom 
stochastic oscillators (Papadopoulos θαη Kokkinos 2012), the DVRF and DMRF matrices 
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appear to be independent of the functional form of the power spectral density function  ffS 
and appear to be marginally dependent on the pdf of the field modeling the uncertain system 
parameter. It is reminded that the existence of VRF has been proven only in the case of 
statically determinate structures under static loading (Shinozuka 1987), (Papadopoulos and 
Deodatis 2006). In all other cases this existence had to be conjectured and the validity of this 
conjecture was demonstrated through comparisons of the results obtained from the proposed 
methodology and brute force MCS. The validity of this conjecture is further boosted in this 
work by comparing steady state DVRF with respective Generalized VRF (Miranda and 
Deodatis 2012) for a statically indeterminate frame structure. GVRF involves the 
computation of different VRFs for corresponding combinations of different marginal pdfs 
and power spectra and was developed in order to further test the independence of VRF from 
the stochastic parameters of the problem. It should be mentioned here that the VRF concept 
was recently extended in (Teferra and Deodatis 2012) for structures with non-linear material 
properties where a closed form analytic expression of VRF revealed the clear dependence of 
the integral form of Eq.(11.69)  on the standard deviation as well as higher order Power 
spectra of  f x . Finally, realizable upper bounds of the mean and variability dynamic system 
response are evaluated. 
The next part of this dissertation is focusing on stochastic optimization issues with the intent 
to firstly draw a critical review on classical stochastic optimization procedures and their 
limitations and secondly take advantage of the established concept of VRF and its features 
and propose an alternative stochastic optimization formulation which provides the design 
engineer with more meaningful results. 
 In recent years, the concept of Robust Design Optimization (RDO) (or Stochastic 
Optimization or Robust Design) has been introduced in order to deal with intrinsic 
uncertainties in physical systems that drive the system performance to deviate from the 
deterministically expected performance into sub-optimal designs, thus neutralizing the effort 
of the optimization procedure itself. In RDO the analyst is taking into account the stochastic 
properties of the system variables/parameters and/or system constraints and effectively 
reaches a safer optimum design which should be less sensitive to random system parameter 
variations. Various methodologies have been proposed in recent years regarding RDO and its 
applications to various problems. In classical RDO formulation the goal of minimizing 
objective function(s) is achieved by considering the mean and/or the standard deviation of a 
response quantity and trying to establish the designs that minimize the aforementioned 
quantities considering deterministic or reliability constraints (Park, Lee, et al. 2006), (Beyer 
and Sendhoff 2007). In Reliability-based Robust Design Optimization (RRDO) (Missoum, 
Ramu and Haftka 2007), (Lagaros and Papadopoulos 2006), (Allen and Maute 2005) usually 
care is taken to address the influence of probabilistic constraints as a limit on the probability 
of failure in the context of RDO of structures. Vulnerability-based Robust Design 
Optimization (VRDO) is a special case of RRDO where intermediate limit states approaching 
the probabilistic constraints are also taken into account thus providing possibly crucial 
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information regarding structural behavior and operational integrity (Papadopoulos and 
Lagaros 2009).  
All previously mentioned RDO formulations are to be carried out in a stochastic finite 
element method (SFEM) framework so as to efficiently estimate the required quantities 
associated with system variations. This consideration of system randomness however, for it to 
be reliable, requires a precise knowledge of probabilistic characteristics (marginal pdf‘s and 
correlation structures) of the respective random fields modeling system parameters acquired 
only through corresponding experimental surveys or otherwise careful assumption/selection 
of the various statistical properties describing the system variables/parameters uncertainty is 
necessary. Furthermore it increases substantially the analysis computational cost as any 
candidate design requires full stochastic analysis for the statistical estimation of various 
response quantities. In the frequent case that such conditions are not met, similar analyses are 
implemented based on sensitivity analyses with respect to the aforementioned parameters 
resulting in a significant further increase of the overall computational cost. 
In the current research, an alternative RDO procedure is proposed utilizing Variability 
Response Functions (VRF) concept in an effort to provide an answer in aforementioned 
known issues while optimizing a frame structure involving stochastic field material properties 
with respect to its total weight and robustness of its displacement response. Keeping in mind 
that in the integral expression of Eq.(11.69) the VRF is assumed to be deterministic what is 
really beneficial under this assumption is the ability to establish spectral- and pdf-free upper 
bounds in a straightforward manner described in the following equation as it has been 
explained in (Papadopoulos, Deodatis and Papadrakakis 2005): 
 max 2( ) ( , )ff ffVar VRF   u  (11.70) 
where  max , ffVRF   is the maximum value of the VRF attained at some wave number max . 
Therefore, setting maximum VRF value as an objective function accounting for system 
response robustness, in addition to the total weight, the system is ensured to exhibit, for a 
given weight class, the lowest possible variance response under conditions imposed by the 
worst possible stochastic field. The worst possible stochastic field for a particular design 
candidate is determined by means of Eq. (11.70) i.e. it is a stochastic field with a 
monochromatic spectral density function (SDF) concentrated at max  (Papadopoulos, 
Deodatis and Papadrakakis 2005). The optimum design candidate for this particular weight 
class is the one that minimizes the respective  max , ff VRF value. Repeating this process 
for all possible weight classes one can create a two dimensional Pareto front for two objective 
functions: the weight and the system variance response accruing from Eq. (11.70). 
In classical RDO formulation, optimization is performed for an a priori selected stochastic 
field. In real life applications however correlation structure of the uncertain system parameter 
is rarely known thus rendering such an optimization procedure redundant. Consequently the 
designer is obliged to conduct multiple such optimization procedures to shield the designed 
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system from all contingencies. By using the proposed methodology this problem is overcome 
because each design candidate is evaluated based on its performance under the worst case 
scenario determined for the specific design. Effectively the designer is ensured that the 
system will have the best possible performance at the worst possible conditions.   
The advantages of using the proposed methodology over traditional Robust Design 
Optimization are illustrated through an application to a frame-type structure where it is 
demonstrated that the designs achieved through classical RDO for a given stochastic field 
description are not optimal if a variation on the spectral properties of the random field 
modeling the system uncertainty occurs. On the other hand optimal designs obtained with the 
VRF-based RDO remain optimum for the worst case scenario stochastic fields. In order to 
demonstrate this, a bi-objective function is formulated taking into account uncertainties in the 
material properties modeled as random fields. Deterministic constraints of maximum stress 
and displacement response are applied. A Pareto front is initially constructed through a 
classical RDO formulation and multi-objective Genetic Algorithm solver for the two 
conflicting objective functions, namely the total structural weight and the system response 
variability, for a given stochastic field with a classical Robust Design Optimization 
formulation. Then, maximum possible variances of the selected designs are computed from 
the respective maximum values (see Eq. (11.70)) of the corresponding Variability Response 
Functions characteristic to these designs. The resulting front is then compared to a new 
Pareto front in which the second objective function is the maximum possible system variance 
which can be readily obtained by minimizing the maximum value of the Variability Response 
Function  maxmin , ffVRF   . The former classical RDO front proves to be, as expected, sub-
optimal to the VRF-based one since the latter is by definition independent of the probability 
distribution and the spectral density used to model system‘s uncertainty. It is mentioned that 
the generated front and the respective proposed designs are referring to a variety of stochastic 
fields in contrast to the classical RDO. It is also clarified that the proposed designs are not 
necessarily optimal when examined under the scope of only one predesignated stochastic 
field. In the case that an optimization is carried out for a specific correlation structure the 
resulting design selection will be suboptimal with respect to any other correlation structure. 
1.2 OUTLINE  
This thesis is organized in seven chapters organized as follows: 
Chapter 2 offers the reader elements of random variables and stochastic processes theory. 
Basic principles of probability theory are mentioned and most commonly used distribution 
and density functions as well as the meaning of statistical properties and their definition. 
Further on, stochastic fields are introduced together with important properties such as 
correlation structure, ergodicity, homogeneity and a distinction is made in Gaussian and non-
Gaussian fields. Also a paragraph is dedicated to discrete random fields particularly useful in 
computational applications. 
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Chapter 3 is presenting the concept of the Mean and Variability Response Functions as 
developed in the past for statically determinate and indeterminate structures. A numerical 
example with results at the end of this chapter showcases the potential of this methodology as 
established in previous research and highlights the core conceptual and computational steps 
utilized and extended in the original research presented in the following chapters of this 
thesis.  
Chapter 4 deals with the extension of the VRF and MRF concept at first to single d.o.f. 
oscillators. After an introduction and the description of the procedure of a stochastic single 
dof oscillator dynamic analysis with brute force Monte Carlo simulation, the numerical 
methodology of Fast Monte Carlo Simulation is presented to calculate DVRF and DMRF for 
efficient estimation of systems responses and bounds. In the following, a numerical 
demonstration is presented for three different load cases exhibiting the method‘s advantages 
and accuracy by comparing its results to respective Monte Carlo simulation runs. 
In the continuation of the chapter, the application of previously proposed methodology is 
presented to multiple dof beam and plain stress Finite Element systems. Apart from 
establishing the accuracy of the results with brute force Monte Carlo Simulation runs as 
benchmark, further validation of the independence of the VRF from the system‘s correlation 
structure is given utilizing the GVRF methodology. 
Chapter 5 is making a concise recap of most usually applied in practice and academic 
research Robust Design Optimization procedures while at the same time exploring 
fundamental concepts and strategies in this field. 
 Chapter 6 is addressing an integration of the VRF concept with Robust Design leading to an 
original alternative proposition for performing optimization in a stochastic context. Classical 
Robust Design Optimization and estimation of system response using VRF are briefly 
explained. Then the formulation of the Robust Design Optimization using VRF is presented 
and the description of the Genetic Algorithm implemented. Finally, a numerical example 
showcasing the potential of the new formulation is presented. 
The last chapter, chapter 7, is discussing the conclusions drawn from the research presented 
in previous chapters and summarizing the innovative contributions of this PhD thesis. 
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CHAPTER 2 
2 RANDOM VARIABLES AND STOCHASTIC PROCESSES  
 
2.1 PROBABILITY THEORY  
The purpose of the probability theory is to effectively describe and analyze random 
phenomena by attributing to them certain averages that remain unchanged and tend to 
approach a constant value as the number of observations increases. The probability theory 
was born of the need to deal with problems related to gambling and games of chance in the 
middle of the 17
th
 century by Pierre de Fermat (1601-1665), Blaise Pascal (1623-1662), and 
Christian Huygens (1629-1695). Later Jacob Bernoulli (1654-1705), Abraham De Moivre 
(1667-1754), Thomas Bayes (1702-1761), Pierre Simon Laplace (1749-1827), Johann 
Friedrich Carl Gauss (1777-1855), Simeon Denis Poisson (1781-1840) contributed in setting 
the early foundations of probability theory and the representatives of the Russian school P.L. 
Chebyshev (1821-1894), A. Markov (1856-1922) and A.M. Lyapunov (1857-1918) helped in 
developing the theory with important works dealing with the law of large numbers. Andrei 
Nikolaevich Kolmogorov along with Paul Levy in the 1930s established the connection of 
probability theory and the mathematical theory of sets and functions en route of founding the 
deductive theory by means of the axiomatic definition of probability. In this manuscript this 
definition of probability is adopted. 
Deductive probability theory implements notions and axioms of the set theory. The set theory 
introduces certain properties such as the following: 
Transitivity If b B  and B A  then b A   
Equality A B  if and only if A B  and B A    
Unions and intersections The union of two sets is a set containing all the elements of these 
two sets. This set is written  
 A B or A B    (2.1) 
The intersection of two sets is the set containing only the elements that are common for the 
two sets. It is written as follows 
 AB  or A B    (2.2) 
Mutually exclusive sets are two sets if they have no common elements 
  AB     (2.3) 
Complement set A  of a set A  is the set containing all the elements of the probability space 
that are not contained in set A . That is 
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 A A     { }AA       A A    { }            (2.4)           
 
De Morgan’s law  
 A B AB    AB A B     (2.5) 
The axiomatic definition of probability is based on the following three postulations: Every 
event A has a probability P(A) assigned to it for which the following is true: 
 ( ) 0P A    (2.6) 
If Χ is the probability space of all possible events then: 
 ( ) 1P     (2.7) 
For any given mutually exclusive events A,B the following is true: 
 ( ) ( ) ( )P A B P A P B     (2.8) 
All following properties are derived by the previous three axioms of probability theory. 
i. The probability of the impossible event is 0: 
 { } 0P     (2.9) 
ii. For any A, 
 ( ) 1 ( ) 1P A P A     (2.10) 
iii. For any A and B,  
     ( ) ( ) ( ) ( )P A B P A P B P AB P A P B        (2.11) 
2.1.1 CONDITIONAL PROBABILITY &  BAYES ’  THEOREM  
Conditional probability of an event A assuming M , denoted by ( | )P A M  , is by definition the 
ratio 
 
 
 
( | )
P AM
P A M
P M
   (2.12) 
where we assume that  P M  is not 0. It is straightforward that: 
 If M A  then ( | ) 1P A M    (2.13) 
because AM M  . Also 
 if A M  then  
( )
( | ) ( )
( )
P A
P A M P A
P M
    (2.14) 
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Total Probability Theorem: If  1,..., nU A A  is a partition of Ω and B is an arbitrary event 
then  
 1 1( ) ( | ) ( ) ... ( | ) ( )n nP B P B A P A P B A P A     (2.15) 
Bayes’ Theorem: If  1,..., nU A A  is a partition of Ω and B is an arbitrary event then  
 
1 1
( | ) ( )
( | )
( | ) ( ) ... ( | ) ( )
i i
i
n n
P B A P A
P A B
P B A P A P B A P A

 
  (2.16) 
Independence: Two events A and B are called independent if 
      P AB P A P B   (2.17) 
According to the law of large numbers (owed to Bernoulli) for an event A  with probability 
of occurrence equal to p , if the number of times A  occurs in n  trials is k  then 
 1
k
P p as n
n

 
    
 
  (2.18) 
2.1.2 RANDOM NUMBERS GENERATION  
Answering to the question of when a sequence of numbers is called random we will give two 
definitions; a conceptual one and an empirical one. 
CONCEPTUAL DEFINITION  
A sequence of numbers ix  is called random if it equals the samples  i ix  x of a sequence 
ix of i.i.d. random variables ix defined in the space of repeated trials 
EMPIRICAL DEFINITION 
A sequence of numbers ix is called random if tis statistical properties are the same as the 
properties of random data obtained from a random experiment. 
Random numbers used in Monte Carlo calculations are generated mainly by computer 
programs; however, they can also be generated as observations of random data obtained from 
real experiments. 
The most general algorithm for generating a random number sequence iz is an equation of the 
form  
  1,..., modn n n rz f z z m   (2.19) 
where  1,...,n n rf z z  is a function depending on the r most recent past values of nz . In this 
notation, nz is the remainder of the division of the number  1,...,n n rf z z  by m . This is a 
nonlinear recursion expressing nz in terms of the constant m , the function f , and the initial 
conditions 1 1,..., rz z  . The quality o the generator depends on the form of the function f . It 
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might appear that good random number sequences result if this function is complicated. 
Experience has shown, however, that this is not the case. Most algorithms in use are linear 
recursions of order 1. 
2.2 RANDOM VARIABLES  
A random variable X   is the process that pairs events   from a set of events   to certain 
numbers ( )X   from a set    in a random manner. Every event   from the set   is 
matched with a probability ( )P X  which is a non-negative number. 
2.2.1 DISTRIBUTION AND DENSITY FUNCTION  
The distribution function of  X  is defined as 
 ( ) ( )XF X P X x   , { , }x     (2.20) 
The distribution function possesses the following properties: 
i. ( ) 1F   , ( ) 0F      (2.21) 
ii. If 1 2x x  then 1 2( ) ( )F x F x   (2.22) 
iii. If 0( ) 0F x   then ( ) 0F x    for every 0x x    (2.23) 
iv. { } 1 ( )P X x F x     (2.24) 
v. 1 2 2 1{ } ( ) ( )P x X x F x F x      (2.25) 
The density function of X  is defined as the derivative of ( )F x   
 
( )
( )
dF x
f x
dx
   (2.26) 
The following properties apply for the derivative function ( )f x   
i. ( ) 0f x    (2.27) 
ii. ( ) ( )
x
F x f d 

    (2.28) 
iii. ( ) 1f x dx


   (2.29) 
iv. 
2
1
1 2{ } ( )
x
x
P x X x f x dx      (2.30) 
A random variable is called normal or Gaussian if its density function has the following form 
 
2( ) /21 1( )
2
xxf x g e  

   
    
 
  (2.31) 
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Another very commonly used density function is the uniform distribution density function 
whose formula is written below, whereas random variables following this distribution are 
called uniform 
 
1 2
2 1
1
( )
0
x x x
x xf x
elsewhere

 
 


  (2.32) 
If z is  0,1N and a bzx e  , then x has a lognormal distribution: 
  
 
2
2
ln1
exp
22
x
x a
f x
bbx 
  
  
  
 (2.33) 
A random variable x is said to have beta distribution with nonnegative parameters  and  if  
    
 
111 1 0
,
0
x
x x x b
Bf x
otherwise

 
    
  
 
 
 (2.34) 
where the beta function  ,B   is defined as 
        
1 21 2 1 2 11
0 0
, 1 2 sin cosaB a x x dx d
  
   
       (2.35) 
Below are showcased some typical distribution functions and their respective density 
functions. 
 
 
Figure 2.1 Distribution function of a Gaussian random variable 
 
Figure 2.2 Density function of a Gaussian random variable 
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Figure 2.3 Distribution function of a random variable following Beta distribution with parameters 
α=0.7, β=0.2 
 
Figure 2.4 Density function of a random variable following Beta distribution with parameters α=0.7, 
β=0.2 
2.2.2 PDF TRANSFORM  
Consider a random variable X and its distribution function ( )XF x . We wish to find a function 
 g X such that the distribution of the random variable  Y g X equals a specified function 
 YF y .  
I. From  XF x to a uniform distribution. Given a random variable X with distribution 
 XF x , we wish to find a function  g x such that the random variable  U g X is 
uniformly distributed in the interval  0,1 . We maintain that    Xg x F x , that is, if  
     0 1X UU F X then F u u for u     (2.36) 
The random variable U can be considered as the output of a nonlinear system with 
input X and transfer characteristic  XF x . Therefore if we use U as the input to 
another system with transfer characteristic the inverse    1XF u

of the function 
 Xu F x , the resulting output will equal X : 
 If    1XX F U

  then    XP X x F x   (2.37) 
II. From uniform to  YF y . Given a random variable U with uniform distribution in the 
interval  0,1 , we wish to find a function  g u such that the distribution of the random 
variable  Y g U is a specified function  YF y . We maintain that  g u is the inverse 
of the function  Yu F y : 
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 If    1Yy F U

  then    YP Y y F y   (2.38) 
III. From  XF x to  YF y . To solve this problem, we form the random variable 
 XU F X as in (2.37) and the random variable 
   1Y F U  as in (2.37). Combining 
the two we conclude that  
 If     1Y XY F F X

  then    YP Y y F y   (2.39) 
2.2.3 RANDOM NUMBERS WITH ARBITRARY DISTRIBUTION  
In the following we will present a method to produce random numbers with a desired 
distribution. If ix are the samples of the random variable X , then  i iy g x are the samples of 
the random variable  Y g X . For example, if ix is a random number sequence with 
distribution  XF x , then i iy a bx  is a random number sequence with distribution 
  /XF y a b   if 0b  , and  1 /XF y a b    if 0.b   From this it follows, for example, that 
1i iv u   is a random number sequence uniform in the interval  0,1 . 
Percentile transformation method. Consider a random variable X with distribution  XF x . 
Thus, to find a random number sequence ix with distribution a given function  XF x , it 
suffices to determine the inverse of  XF x and to compute 
   1X iF u

. Note that the numbers ix
are the iu percentiles of  XF x . 
2.2.4 MEAN ,  VARIANCE AND HIGHER MOMENTS  
The expected value or mean of a random variable with a known distribution is defined as the 
integral of the product of its density function times the variable itself 
 [ ] ( )E X xf x dx


    (2.40) 
The variance of a random variable X  is defined as the integral of the product of the square 
distance of the variable itself from its mean and its density function 
 2 2( ) ( )x f x dx 


    (2.41) 
where  E X   and   is a positive number called the standard deviation of the random 
variable. The variance 2  can also be expressed in the following sense 
 2 2 2[ ] [ ]E X E X     (2.42) 
The mean   of a random variable is also called the first moment of the random variable. 
Also the variance 2  is called the second central moment of the random variable. In general a 
random variable can be characterized by various moments 
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Moments 
  [ ]n nnm E X x f x dx


     (2.43) 
 Central moments 
     ( )
n n
n E x x f x dx  


    
     (2.44) 
 Absolute moments 
 
n n
E X E X    
   
  (2.45) 
 Generalized moments 
  
nn
E X a E X a   
   
  (2.46) 
A comprehensive knowledge of the moments of a random variable can provide us with 
additional information of the form its probability density function possesses, even determine 
it uniquely under certain conditions if nm  is known for every n . 
2.2.5 SEQUENCES OF RANDOM VARIABLES  
It is often useful to describe phenomena or natural processes by means of a series of random 
variables with common or diverse attributes. In this case we define a random vector to be a 
vector 
 1[ ,..., ]nX x x   (2.47) 
whose components ix  are random variables. 
The 'ix s  are mutually independent if the events 1{ },...{ }n nX x X x   are independent. Hence 
 1 1
1 1
( ,..., ) ( )... ( )
( ,... ) ( )... ( )
n n
n n
F x x F x F x
f x x f x f x


  (2.48) 
.
The covariance C  or xyC  of two random variables X  and Y  is by definition equal to  
 [( )( ))]XC E X Y      (2.49) 
The correlation coefficient r  or XYr  of X  andY  is defined as 
 
X Y
C
r
 
   (2.50) 
Noted be that 
 1 Yr C      (2.51) 
For two random variables the joint distribution is denoted as 
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    , ,F x y P X x Y y     (2.52) 
Consequently the joint density of the two random variables will be  
  
2 ( , )
,
F x y
f x y
x y


 
  (2.53) 
After that it readily follows that 
    , ,
x y
F x y f d d   
 
     (2.54) 
Also we maintain that the marginal distribution and the marginal density of X ,Y   are given 
by 
 
       
( ) ( , ) ( ) ( , )
, ,
X Y
X Y
F x F x F y F y
f x f x y dy f y f x y dx
 
 
   
  
  (2.55) 
Consequently for multiple random variables the above relations are transformed adequately 
as follows 
 
     
   
 
 
1
1
1
1 1
,... 1 1 1
,..., 1
,..., 1
1
,..., 1 2
,... ,...,
,...,
,...
...
... ,..., ...
n
n
n
n
X X X n n n
n
X X n
X X X n
n
X X X n n
F x F x x P X x X x
F x x
f x f x x
x x
f f x x dx dx
 
 
   


 
  
  (2.56) 
The Central Limit Theorem 
 Let 1 ... nX X X    be a random variable comprised of a sum of n  independent 
identically distributed random variables iX . The central limit theorem states that as n  
    2,F X N     (2.57) 
where 1 ... n      is the mean of X , i  being the mean of the respective iX  , and 
2 2 2
1 ... n      , 
2
i  the variances of the respective random variables. This important 
theorem establishes the significance of the Gaussian distribution in the study of random 
procedures or phenomena.       
2.3 STOCHASTIC PROCESSES ,  STOCHASTIC FIELDS  
Following a definition similar to the one adopted in the case of a random variable we define 
a random process or a stochastic process as a way to match outcomes   of a set of events   
to certain functions  ,X t  from a set  . Usually notation t  refers to a process evolving in 
the time domain. In the case when t  refers to an evolution in spatial domain the term random 
field or stochastic field is reserved. 
18 
 
2.3.1 STATISTICAL PROPERTIES OF STOCHASTIC PROCESSES  
For a given  t , the stochastic process ( )X t  is a random variable for which the distribution 
function is 
   ( , )F x t P X t x    (2.58) 
Similarly to the previous, it also holds that its density function is 
 
 ,
( , )
F x t
f x t
x



  (2.59) 
  ( , )F x t  is called the first-order distribution of  X t  while  ,f x t  first-order density. Its 
second-order distribution and density respectively are joint distributions and densities 
 
    
 
 
1 2 1 2 1 1 2 2
2
1 2 1 2
1 2 1 2
1 2
( , ; , ) ,
, ; ,
, ; ,
F x x t t P X t x X t x
F x x t t
f x x t t
x x
  


 
  (2.60) 
 In many cases instead of having knowledge of the full extent of the statistical properties of a 
stochastic process only certain quantities are used such as the expected value of ( )X t  and 
 2X t  . 
 Mean 
  ( ) [ ( )] ,t E X t xf x t dx


     (2.61) 
 Autocorrelation 
        1 2 1 2 1 2 1 2 1 2 1 2, , ; ,R t t E X t X t x x f x x t t dx dx
 
 
        (2.62) 
When 1 2t t  the autocorrelation is called the average power of  X t  . 
The cross-correlation of two processes  X t and  Y t is the function  
         * *1 2 1 2 2 1, ,XY YXR t t E X t Y t R t t   (2.63) 
Then the cross-covariance is defined as follows 
        *1 2 1 2 1 2, ,XY XY X YC t t R t t t t    (2.64) 
Two processes  X t and  Y t are called orthogonal if  
  1 2, 0XYR t t  for every 1t  and 2t  (2.65) 
and uncorrelated if 
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  1 2, 0XYC t t  for every 1t and 2t  (2.66) 
In general, the values  1X t and  2X t of a stochastic process  X t are statistically dependent 
for 1 2t t . However, in most cases this dependence decreases as 1 2| |t t  . This leads to the 
following concept: A stochastic process is called a-dependent  if all its values  X t for 0t t
and for 0t t a  are mutually independent. Then 
  1 2, 0C t t  for 1 2| |t t a   (2.67) 
A process  w t white noise if its values  iw t and  jw t are uncorrelated for every i jt t . If 
 iw t and  jw t are also independent then  w t will be called strictly white noise. 
2.3.2 HOMOGENEOUS RANDOM FIELDS  
A random field  X t  is strictly homogeneous if its statistical properties remain unchanged 
with respect to a shift in their origin. In other words random fields  X t  and  X t c  must 
have identical statistical properties. 
    1 1 1 1,..., ; ,... ,..., ; ,...,n n n nf x x t t f x x t c t c     (2.68) 
for any c  . From the above relation it follows that the mean and the variance of such a field 
are invariant of t  , hence constant, while the autocorrelation function is only dependent upon 
2 1t t    . 
Another class of homogeneity are the weakly homogeneous fields. Their mean has a constant 
value 
   E X t   (2.69) 
and their autocorrelation function depends solely on  . 
      *E X t X t R      (2.70) 
2.3.3 THE POWER SPECTRUM  
In the context of Fourier Analysis the power spectrum is considered to involve transforms of 
averages. Formally, for a weakly homogeneous random field ( )X t  it is defined as the Fourier 
transform  S  of its autocorrelation      *R E X t X t     : 
     jS R e d  



   (2.71) 
 S  is a real function of  . The inverse Fourier transform is also valid. Thus 
    
1
2
jR S e d  



   (2.72) 
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In the case that  X t is a real random field 
 
     
     
0
0
cos 2 cos
1 1
cos cos
2
S R d R d
R S d S d
      
      
 
 

 

 
 
 
 
 (2.73) 
In particular if  X t  is white noise with average power q , then 
    XXR q          XXS q   (2.74) 
Noted be that the power spectrum function or else the power spectral density is a positive 
function. 
2.3.4 ERGODICITY  
Let  , ,  be a probability space, and :T   be a measure-preserving transformation 
(Keane 1991). We say that T is ergodic with respect to  if one of the following equivalent 
statements is true (Walters 1982): 
 for every Ewith  1T E E  either   0E  or   1E   
 for every Ewith   1 0T E E   we have   0E  or   1E  (where denotes 
the symmetric difference) 
 for every Ewith positive measure we have 
1
1n
n
T E



 
  
 
 
 for every two sets E and H of positive measure, there exists an 0n  such that 
   0nT E H     
 every measurable function :f  with f T f  is almost surely constant 
A homogeneous random field is ergodic if its second-order moment can be estimated readily 
by a single realization of the fields. I.e.  
    
1
lim
2
T
TT
E X t x t dt
T


      (2.75) 
          
1
lim
2
T
TT
R E X t X t x t x t dt
T
  

        (2.76) 
Knowing a priori that an examined field is ergodic provides the option to easily estimate the 
statistics of a random field by a single record in space or time domain. While an ergodic field 
is surely homogeneous the reverse doesn‘t necessarily hold.  
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2.3.5 GAUSSIAN AND NON GAUSSIAN RANDOM FIELDS  
If a random field  X t is Gaussian then random variables       1 2, ,..., nX t X t X t are jointly 
Gaussian for any  1 2, , ,..., nn t t t . The mean function  t and the autocorrelation function 
 1 2,R t t suffice to fully determine a Gaussian field. The statistics of a Gaussian field can also 
be defined given its standard deviation function  t and its autocorrelation coefficient 
function  1 2,r t t . The marginal pdf of a Gaussian random field is 
      
  
 
2
2
1
, exp
22
X t
x
x t
f x t
tt

 
 
  
 
 
 (2.77) 
Since it is practically impossible to obtain the joint pdf for general non-Gaussian random 
fields, it is possible to define intermediately some non-Gaussian fields with known second 
order statistics and marginal distribution by a nonlinear transformation of an underlying 
Gaussian random field  g t as follows 
      
1
X t
X t F g t      (2.78) 
where  is the standard Gaussian cumulative distribution function and F is the non-Gaussian 
marginal cumulative distribution function of  X t . The autocorrelation function of the 
translation field is defined as follows 
        1 11 2 1 2 1 2, ;
T
X gR F g F g g g g R dg dg 
 
 
 
               (2.79) 
where,  1g g t ,  2g g t    and  1 2, ; gf g g R    is the joint density of  1 2,g g . The  result 
of this definition of the autocorrelation function of the translation field is that the marginal 
distribution of  X t and its autocorrelation function or its power spectral density  XS  have 
to compatible. Otherwise the translation field has to match the target marginal distribution 
using alternative techniques such as (B. Puig 2002) (M. T. K. Gurley 1997). 
2.4 DISCRETE RANDOM FIELDS  
A discrete random field is a series of random variables nX .Similarly to the previous its 
autocorrelation and autocovariance are given by 
          
1 2
* *
1 2 1 2 1 2 1 2, , , ,n nR n n E X X C n n R n n n n       (2.80) 
A random field nX is strictly homogeneous if its statistical properties are invariant to a shift of 
the origin. It is weakly homogeneous if its mean is constant and 
    *, ,n m nR n m n E X X R m      (2.81) 
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A discrete random field is called white noise if it is a sequence of independent identically 
distributed (i.i.d.) random variables. The autocorrelation of a white-noise is given by  
    21 2 1 2,R n n n n    where  
1 0
0 0
n
n
n

 
  
 
 (2.82) 
2.4.1 SPECTRAL REPRESENTATION METHOD     
Spectral representation method (Shinozuka and Deodatis 1991), in the context of Monte 
Carlo simulation methodology, is one of the most reliable ways, to solve a large number of 
stochastic problems involving nonlinearity, system stochasticity, stochastic stability, 
parametric excitations, etc. 
For demonstration purposes assume a one-dimensional univariate (1D-1V) zero mean 
homogeneous stochastic field  0f t with autocorrelation function  0 0f fR  and a symmetrical 
pwer spectral density function  
0 0f f
S  . Also consider  f t to be  0f t ‘s simulation. 
According to the spectral representation method  0f t can be simulated by  0f t using the 
following Fourier series as N  : 
 
1
0
( ) 2 cos( )
N
n n n
n
f t A t


   (2.83) 
where 
   
0 0
1/2
2 , 0,1,2,..., 1n f f nA S n N      (2.84) 
 , 0,1,2,... 1n n n N      (2.85) 
 /u N    (2.86) 
and 
  
0 0 0
0 0f fS     (2.87) 
The u value is chosen appropriately so that the power spectral density function  0 0f fS  has 
faded to zero. A usual criterion for the u estimation derives from the following relation: 
      
0 0 0 00 0
1
u
f f f fS d S d

    

    (2.88) 
for 1  (i.e. 0.01,0.0001  ). The n ‘s in Eq.(2.83) are independent random variables 
distributed randomly in the range [0,2 ] . The simulated function ( )f t is periodic with period 
0T : 
 0 2 /T     (2.89) 
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It is also worth noting that ( )f t is asymptotically Gaussian as N  due to the central limit 
theorem.  
For different sequences of the n ‘s different realizations ( )
if t of the simulated function ( )f t
can be generated. The condition set in Eq.(2.86) is necessary to ensure ergodicity of the 
overall procedure for any sample function ( )if t . Also, to avoid aliasing t step has to be 
limited by the following rule 
 2 / 2 ut     (2.90) 
Below spectral density functions SDF1 and SDF2 are plotted for three different values of 
correlation length parameter b and for stochastic field standard deviation 0.2ff   and in the 
next figure a sample function using spectral representation. 
 SDF1:    2 3 2 | |
1
4
b
ff ffS b e
     (2.91) 
 SDF1: 
21
2 4
1
( )
2
b
ff ffS be

  


  (2.92) 
 
 
 
Figure 2.5 Spectral density functions plotted for three different values of correlation length parameter 
b. 
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Figure 2.6 Sample function realization with spectral representation using SDF1 for ζff=0.1. 
 
 
2.4.2 KARHUNEN-LOEVE EXPANSION  
The Karhunen-Loeve (KL) expansion (Grigoriu 2006), (Huang, Quek and Phoon 2001), (M. 
Loeve 1977) is an alternative procedure of random fields realization. According to KL 
expansion a one-dimensional random field  X t is written as 
        
1
i i i
i
X t m t f t  


   (2.93) 
where is the random event,  m t the function of the mean value of the random field and i
and  if t are the eigenvalues and eigenfunctions respectively of its covariance function 
 1 2,C t t .  1 2,C t t  is bounded, symmetric and positive definite. It has the following eigen-
decomposition 
      1 2 1 2
1
, i i i
i
C t t f t f t


  (2.94) 
i ‘s and  if t ‘s are calculated by solving the homogeneous Fredholm integral equation of 
the second kind 
      1 2 1 2, i i i
D
C t t f t f t  (2.95) 
where D is the domain of the random field  X t .  i  ‘s are a set of uncorrelated Gaussian 
random variables given as 
        
1
,i i
i D
X t m t f t dt  

     (2.96) 
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for which mean and covariance are 
 
 
   
0i
i j ij
E
E
 
    
   
   
 (2.97) 
In practical application KL expansion is approximated by M  expansion terms as 
        
1
ˆ
M
i i i
i
X t m t f t  

   (2.98) 
The variance of the approximation error can be estimated by the following expression 
        2 2
0
ˆ
M
i i
i
Var X t X t t t 

   
    (2.99) 
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CHAPTER 3 
3 STATIC MEAN AND VARIABILITY RESPONSE FUNCTIONS  
 
3.1 INTRODUCTION  
Over the past two decades a lot of research has been dedicated to the stochastic analysis of 
structural systems involving uncertain parameters in terms of material or geometry with the 
implementation of stochastic finite element methodologies (SFEM) to numerically solve the 
stochastic partial differential equations (PDE‘s) governing the respective problems. The most 
commonly used SFEM methods are expansion/perturbation-based (Liu, Belytschko and Mani 
1986), (Liu, Belytschko and Mani 1986) and Galerkin-based Spectral SFEM (SSFEM) 
approaches  (Ghanem and Spanos 1991). Although such methods have proven to be highly 
accurate and computationally efficient for a variety of problems, there is still a wide range of 
problems in stochastic mechanics involving combinations of strong non-linearities and/or 
large variations of system properties as well as non-Gaussian system properties that can be 
solved with reasonable accuracy only through a computationally expensive Monte Carlo 
simulation approach (Grigoriu 2006),  (Matthies, et al. 1997),  (Stefanou 2009) limited works 
are dealing with the dynamic propagation of system  uncertainties, most of them reducing the 
stochastic dynamic PDE‘s to a linear random eigenvalue problem (Ghosh D 2005), (G. I. 
Schueller 2011). 
In all aforementioned cases, the spectral/correlation characteristics and the marginal 
probability distribution function (pdf) of the stochastic fields describing the uncertain system 
parameters are required in order to estimate the response variability of a stochastic static or 
dynamic system. As there is usually a lack of experimental data for the quantification of such 
probabilistic quantities, a sensitivity analysis with respect to various stochastic parameters is 
often implemented. In this case, however, the problems that arise are the increased 
computational effort, the lack of insight on how these parameters control the response 
variability of the system and the inability to determine bounds of the response variability.  
In this framework and to tackle the aforementioned issues, the concept of the variability 
response function (VRF) has been proposed in the late 1980s (M. Shinozuka 1987) , along 
with different aspects and applications of the VRF (Wall and Deodatis 1994), (Graham and 
Deodatis 1998). A development of this approach was presented in a series of papers 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006) and 
(Papadopoulos, Papadrakakis and Deodatis 2006) where the existence of closed-form integral 
expressions for the variance of the response displacement of the form  
 [ ] ( , ) ( )ff ffVar u VRF S d   


   (3.1) 
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was demonstrated for linear stochastic systems under static loads using a flexibility-based 
formulation.  
 
3.2 STATICALLY DETERMINATE BEAMS  
For elaboration purposes consider the statically determinate cantilever beam of length L
shown in Fig. 1, with a uniformly distributed load 0Q and a concentrated moment 0M
imposed at the free end. 
 
Figure 3.1 Statically determinate beam 
 
The loads are assumed to be static and deterministic. The inverse of the elastic modulus of 
the beam is assumed to vary randomly along its length according to the following expression:  
 0
1
(1 ( ))
( )
F f x
E x
   (3.2) 
where E is the elastic modulus, 0F is the mean value of the inverse of E , and ( )f x is a zero-
mean homogeneous stochastic field modeling the variation of 1/ E  around its mean value 0F . 
The response displacement of the beam ( )u x is given by 
 0 0
0 0
( ) ( ) ( )(1 ( )) ( , ) ( )(1 ( ))
x xF F
u x x M f d h x M f d
I I
                (3.3) 
where ( , )h x  is the Green function of the beam, I is the moment of inertia, and ( )M x is the 
bending moment function given by  
 20 0( ) ( )
2
Q
M x L x M     (3.4) 
Using Eq. (3.3), the mean of ( )u x is expressed as  
       0
0
( , ) 1
xF
E u x h x M E f d
I
             (3.5) 
and the mean square as  
            
2
2 0
1 2 1 2 1 2 1 2
0 0
, ,
x x
ff
F
E u x h x h x M M R d d
I
               (3.6) 
The response variance readily accrues as 
               
2
22 0
1 2 1 2 1 2 1 2
0 0
, ,
x x
ff
F
Var u x E u x E u x h x h x M M R d d
I
                     (3.7) 
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where  1 2ffR   denotes the autocorrelation function of the stochastic field  f x .Then, 
applying the Wiener–Khintchine transform to the autocorrelation function in Eq. (3.7), the 
variance of 
the response displacement can be written as 
      , ffVar u x VRF x S d  


      (3.8) 
where the variability response function (VRF) is given by 
      
2
0
0
, ,
x
iFVRF x h x M e d
I
      (3.9) 
 The basic difference of this approach with respect to previous work is that by using a 
flexibility-based formulation, no approximations were involved in the derivation of the 
resulting integral expression in Eq.(3.1). 
 
3.3 STATICALLY INDETERMIN ATE BEAMS  
In the case of a statically indeterminate beam, such as the one depicted in Fig.3.1 It was 
shown that the VRF depends on the stochastic field standard deviation but appears to be 
independent of the functional form of the spectral density function modeling the inverse of 
the elastic modulus. The existence however of this integral expression had to be conjectured 
for statically indeterminate as well as for general stochastic finite element systems. A 
rigorous proof of such existence is available only for statically determinate systems in which 
case VRF is also independent of ff  (Papadopoulos, Deodatis and Papadrakakis 2005). More 
specifically consider the statically indeterminate beam of length L shown in Fig. 3.2, with a 
deterministic uniformly distributed load 0Q . The inverse of the elastic modulus is again 
assumed to vary randomly along the length of the beam according to Eq.(3.1). 
Using a force (flexibility) method formulation, the response displacement of this beam  u x
can be expressed as  
      0 1u x u x Ru x   (3.10) 
where  0u x is the deflection of the associated statically determinate beam with uniform load 
0Q obtained by removing the simple support at the right end of the beam in Fig. 3.2,  1u x is 
the deflection of the same associated statically determinate beam due to a unit concentrated 
force acting at x L , and R is the redundant force (vertical reaction at the right end of the 
beam in Fig. 3.2). 
Eq.(3.10) is then rewritten 
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 (3.11) 
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where 
     
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1 ,
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F Q
g x x L
I
     and     02 ,
F
g x x L
I
       (3.12) 
The redundant force R is a random variable that can be computed from the boundary 
condition at x=L as  
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 (3.13) 
Consequently the mean value of  u x is given by 
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Figure. 3.2 Statically indeterminate beam 
 
After some algebra it follows that the response variance is expressed as 
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 (3.15) 
where  1 2,ppR   is the autocorrelation function of  p x . The quantities    1 2E f p    and 
   1 2E p f    in Eq.(3.15) are the cross-correlation functions  1 2,fpR   and  1 2,pfR   of 
fields  f x and  p x . Since    1, 2 2 1,pf fpR R    Eq.(3.15) is rewritten as 
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 (3.16) 
Now, if we take under consideration the Wiener-Khintchine transform after some analytical 
derivations we will reach an integral expression for the system response variance  Var u x  
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involving the power spectral density  ffS  of the uncertain system parameter stochastic field 
 f x and another portion called Variability Response Function (VRF) given by  
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 (3.17) 
Having established the integral expression for the variance of the response displacement in 
Eq. (3.1), a similar expression can be derived for the mean value by expressing it as a 
function of the variance and the mean square: 
      2E u x E u x Var u x            (3.18) 
Therefore  u x    can be computed in a straightforward manner, provided that an integral 
expression similar to the one in Eq. (3.1) also exists for  2u x    . Such an expression will be 
derived as follows. 
Using Eq.(3.11) , the following expression can be written for  2u x  
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 (3.19) 
The above expression results in the following expression for the expected value of  2u x  
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 (3.20) 
In the above equation  
1 1 1 2f f
R   and  
1 1 1 2
,p pR   denote the autocorrelation functions of 
stochastic fields  1f x  and  1p x , respectively, while  1 1 1 2,f pR   denotes the cross-correlation 
function between  1f x and  1p x . The two stochastic fields are defined as 
    1 1f x f x   (3.21) 
    1 1p x Rf x  (3.22) 
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 1f x is a homogeneous stochastic field, while  1p x is a non-homogeneous field which is 
related to the non-homogeneous field  p x used in (Papadopoulos and Deodatis 2006) for the 
derivation of Eq. (3.1) through 
      1 1p x p x p x      (3.23) 
Inspection of Eq. (3.23) indicates that stochastic fields  p x and  1p x have similar 
characteristics. Assuming therefore that  1p x is oscillatory (Priestley 1988)—as was the case 
for  p x —the following expression can be written for  1p x : 
      1 1 ,
i xp x A x e dZ 


   (3.24) 
where  1 ,A x  is a modulating function and  Z   is an orthogonal field with 
     
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2
p pdZ dS  
  
  
 (3.25) 
The evolutionary power spectrum of    
1 11
, ,Ep pp x S x  , is then given by 
      
1 1 1 1
2
1, ,
E
p p p pS x A x S    (3.26) 
where  
1 1p p
S  is a standard (homogeneous) power spectral density function. The 
evolutionary spectrum of  1p x  can be expressed alternatively as 
          
1 1 1 1 1 1
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E
p p p p f fS x A x S A x S            (3.27) 
Eq. (3.27) displays two alternative evolutionary power spectral representations of the non-
homogeneous field  1p x . If the modulating function and (homogeneous) power spectral 
density function of one of these representations is known, then, assuming the power spectral 
density function of the other is given, its modulating function can be easily determined using 
Eq.(3.27). From the (infinite) alternative evolutionary power spectral representations of  1p x
, the one involving  
1 1f f
S   
(shown in Eq. (3.27)) is selected for the following reason: inspection of Eq. (3.22) indicates 
that stochastic fields  1f x and  1p x have similar frequency contents. 
The non-homogeneous autocorrelation function of  1p x can then be expressed as follows: 
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   (3.28) 
while the cross-correlation function between the homogeneous field  1f x and the non-
homogeneous field  1p x is given by 
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   (3.29) 
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where  1 1 2, ,B x x   is an even function of  that can be determined using the same procedure 
as the one followed in (Papadopoulos and Deodatis 2006) for the derivation of function 
 1 1 2, ,B x x   (note that  
*
1 ,A x   is also an even function of the wave number  ). Substituting 
Eqs. (3.28) and (3.29) into Eq. (3.20), the following expression for the mean square of the 
response displacement 
can be established: 
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where 
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 (3.31) 
According to the definition of stochastic field  1f x  in Eq. (3.21), the following expression 
can be written for the homogeneous spectral density  
1 1f f
S  : 
      
1 1
2 .f f ffS S      (3.32) 
Substituting then Eq. (3.32) into Eq. (3.30), the mean square value of the response 
displacement can be expressed as 
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It is straightforward to show that the term  12 , 0, ffVRF x   is equal to the square of the 
deterministic response displacement. Eq. (3.33) can therefore be written alternatively as 
        2 21 det, , ,ff ffu x VRF x S d u x    


       (3.34) 
where  detu x denotes the deterministic value of the response displacement (obtained when 
  0f x  at every point along the length of the beam). 
The following expression can be established for the mean value of the response displacement 
by substituting Eqs. (3.34) and (3.1) into Eq. (3.18): 
            2 2det, , ff ffu x u x Var u x MRF x S d u x     
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              (3.35) 
or equivalently 
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where the mean response function (MRF) is introduced and defined as 
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where 
      * *2 1, , ,A x A x A x     (3.38) 
and 
      2 1 2 1 1 2 1 2, , , , , ,B x x B x x B x x     (3.39) 
are modulating functions for which closed-form expressions can be obtained using the same 
procedure as the one followed in (Papadopoulos and Deodatis 2006) for the derivation of 
 * ,A x  and  1 2, ,B x x  . Both  2 ,A x  and  2 1 2, ,B x x  are even functions of the wave number
 . As was the case for the VRF, the MRF is also a function of the standard deviation ff of 
stochastic field  f x , and of the (deterministic) geometry, loading and boundary conditions 
of the beam.  
The integral form for the mean value of the response displacement in Eq. (3.36) is an exact 
one as no explicit approximations are involved in its derivation. As can be seen from Eq. 
(3.37), the MRF is obtained from two variability response functions (VRF and VRF1) and, 
consequently, preserves their general properties. Specifically, the MRF depends also on 
deterministic parameters related to the geometry, boundary conditions, (mean) material 
properties and loading of the structural system, as well as on the standard deviation ff of the 
stochastic field modeling the inverse of the elastic modulus. 
 
3.3.1 UPPER BOUNDS ON RESPONSE MEAN AND VARIANCE  
Upper bounds on the mean and variance of the response displacement of a statically 
indeterminate beam can be established from Eq. (3.36) and (3.1), respectively, as follows: 
           2 2 2det det, , , ,ff ff ff ffu x MRF x S d u x MRF x u x       
 
 
          (3.40) 
    max 2( , ) ( ) , ,ff ff ff ffVar u x VRF S d VRF x      


       (3.41) 
where max is the wave number at which the MRF or the VRF take their maximum value (for 
a given value of 2ff and a given location x ), and 
2
ff is the variance of the stochastic field 
 f x modeling the inverse of the elastic modulus. It is noted that max is not necessarily the 
same for the MRF and the VRF. 
It should be emphasized that the upper bounds shown in Eqs. (3.40) and (3.41) are physically 
realizable since the form of stochastic field  f x that produces them is known. Specifically, 
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the mean and variance of  u x attain their maximum values when random field  f x becomes 
a random sinusoid with wavelength max2 /  : 
    max2 cosfff x x     (3.42) 
where   is a random phase angle uniformly distributed in  0,2 . In this case, the 
corresponding spectral density function of  f x is a delta function at wave number max : 
    2 maxff ffS        (3.43) 
while its PDF is a beta probability distribution function given by 
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2 2
1
2
f
ff
p s
s 


defined in the interval: 2 2ff ffs     (3.44) 
The aforementioned upper bounds are spectral- and probability-distribution-free, as the only 
probabilistic quantity they depend on is the standard deviation of the inverse of the elastic 
modulus. 
3.3.2 FAST MONTE CARLO SIMULATION  
The mean and variability response functions can be computed from the closed-form analytic 
expressions shown in Eqs. (3.17) and (3.37), respectively. Alternatively, they can be 
estimated numerically using a fast Monte Carlo simulation (FMCS) approach whose basic 
idea of considering stochastic field f(x) as a random sinusoid is described in some detail in 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006). The 
numerical estimation of the MRF and the VRF through FMCS is extremely important as the 
closed-form analytic expressions shown in Eqs. (7) and (26) involve modulating functions 
that are very difficult to establish even in the simplest cases of statically indeterminate beams. 
For this reason, FMCS is used exclusively to determine the MRF and the VRF. The basic 
steps of the FMCS approach are described in the following. 
6. Generate N  sample functions of a random sinusoid with standard deviation ff and 
wave number   modeling stochastic field  f x that describes the inverse of the 
elastic modulus: 
    2 cos ; 1,2,..., ,j ff jf x x j N      (3.45) 
where j  are random phase angles uniformly distributed in the range  0,2 . Rather 
than picking up the j ‘s randomly in  0,2 , they can be selected at N  equal intervals 
in  0,2  for significant computational savings. 
7. Using these N  generated sample functions of  jf x , it is straightforward to compute 
the corresponding N displacement responses either analytically or numerically. Then, 
the mean value of the response  u x

     and its variance  Var u x    can be easily 
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determined for the specific value of   considered by ensemble averaging the N  
computed responses. 
8. The value of the mean response function (MRF) of the statically indeterminate beam 
at wave number  and for standard deviation ff is computed from 
  
    
2
2
det
2
, , ff
ff
u x u x
MRF x


 

   
  (3.46) 
9. The value of the variability response function (VRF) of the statically indeterminate 
beam at wave number and for standard deviation ff is computed from 
  
 
2
, , ff
ff
Var u x
VRF x  

  
  (3.47) 
10. The value of the variability response function for the mean square response is then 
calculated from Eq. (3.37)as follows: 
      1 , , , , , ,ff ff ffVRF x MRF x VRF x        (3.48) 
11. Steps 1–5 are repeated for different values of the wave number   of the random 
sinusoid. Consequently,  , , ffMRF x   and  1 , , ffVRF x   are computed over a wide 
range of wave numbers, wave number by wave number. The entire procedure can be 
eventually repeated for different values of the standard deviation ff and for different 
locations x along the length of the beam (if necessary). 
Eqs. (3.46) and (3.47) are direct consequences of Eqs. (3.36) and (3.1), respectively, 
considering that stochastic field f(x) modeling the inverse of the elastic modulus becomes a 
random sinusoid. 
It should be pointed out that the fast Monte Carlo simulation procedure can be implemented 
into the framework of a deterministic finite element code making this approach very general. 
Specifically, the N displacement responses in the second step of the aforementioned 
procedure can be computed numerically using any general purpose finite element code. To do 
this, every generated sample function modeling the inverse of the elastic modulus is 
transformed into a corresponding sample function modeling the elastic modulus for direct use 
as input in a FEM code. This FEM-based approach to compute the MRF, the VRF and the 
VRF1 is referred to as FEM-FMCS. 
3.3.3 COEFFICIENT OF VARIAT ION OF RESPONSE DISPLACEMENT  
The coefficient of variation of the response displacement at a prescribed location x  along the 
length of the beam can be calculated numerically using: 
  
 
 
   
     
1/2
2
det
, ,
.
, ,
ff ff
ff ff
VRF x S dVar u x
COV u x
u x MRF x S u x
   
   




 
    
           
 


 (3.49) 
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3.4 EXTENSION TO TWO-DIMENSIONAL PROBLEMS  
The proposed methodology can be extended to two-dimensional problems in a 
straightforward manner. The inverse of the elastic modulus is now assumed to vary randomly 
over a 2D domain according to the following equation (compare to Eq. (3.2)): 
 
 
  0
1
1 , ,
,
F f x y
E x y
   (3.50) 
where E is the elastic modulus, 0F is the mean value of the inverse of E , and  ,f x y is now a 
two-dimensional, zero-mean homogeneous stochastic field modeling the variation of 1/ E
around its mean value 0F . 
Accordingly, the integral expressions for the mean square and the mean of the response 
displacement  ,u x y become: 
        2 21 det
0
, 2 , , , , , ,x y ff ff x y x yu x y VRF x y S d d u x y       
 

        (3.51) 
and 
        2det
0
, 2 , , , , , , ,x y ff ff x y x yu x y MRF x y S d d u x y       
 

        (3.52) 
where  , , , ,x y ffMRF x y   and  1 , , , ,x y ffVRF x y   are the two-dimensional versions of the 
MRF and the VRF1, respectively, possessing the following bi-quadrant symmetries: 
 
   
   1 1
, , ,
, , ,
x y x y
x y x y
MRF MRF
VRF VRF
   
   
  
  
 (3.53) 
 ,ff x yS   is the spectral density function of stochastic field  ,f x y possessing the same 
symmetries as MRF and VRF1, while VRF1 is computed from 
      1 , , , .x y x y x yVRF MRF VRF        (3.54) 
The FEM-FMCS procedure described earlier for 1D beam problems can be used for 2D 
problems too in order to estimate the MRF and the VRF. The 1D random sinusoid in Eq. 
(3.45)now becomes a 2D one with the following form: 
    , 2 cos ; 1,2,..., .ff x y jf x y x y j N        (3.55) 
Upper bounds on the mean and variance of the response displacement can be established for 
the 2D case as follows: 
      max max 2 2det, , , , , , ,x y ff ffu x y MRF x y u x y          (3.56) 
    max max 2, , , , , ,x y ff ffVar u x y VRF x y         (3.57) 
38 
 
where  max max,x y  is the wave number pair at which the MRF or the VRF take their maximum 
value (for a given value of ff  and a given location  ,x y ), and 
2
ff is the variance of the 
stochastic field  ,f x y modeling the inverse of the elastic modulus. It should be emphasized 
that  max max,x y  are not necessarily the same for the MRF and the VRF. 
 
 
 
3.5 GENERALITY OF THE PRO POSED METHODOLOGY  
All the above derivations are based on the assumption that the  , , ffVRF x   is independent 
of the spectral density  ffS  of the stochastic field  f x . Further investigations (Miranda 
2008) verified the aforementioned results but showed that VRF has a slight dependence on 
the marginal pdf of the stochastic field modeling the flexibility. An important extension of 
the concept of VRF has been drawn in (Arwade and Deodatis 2011) to determine effective 
material properties in homogenization problems. In (Papadopoulos, Papadrakakis and 
Deodatis 2006) results were presented for general linear stochastic Finite Element systems 
including beams, space frames, plane stress and shell-type structures under static loads.  
More specifically, for the fixed-simply supported beam of length 10L m shown in Fig. 3.2, 
loaded with a uniformly distributed load 0 1000 /Q N m  the inverse of the elastic modulus of 
the beam is assumed to vary randomly along its length according to Eq. (3.2) with 
9 2
0 8 10 /F m N
   and 40.1I m . Fig. 3.3 displays plots of  / 2, , ffMRF x L   and 
 / 2, , ffVRF x L   for LC1 and various values of the standard deviation ff , calculated 
using the FMCS approach described earlier. Fig. 3.4 presents results of such a verification 
process for the statically indeterminate beam of Fig. 3.2 in comparison to results obtained 
from a brute force MCS procedure as shown in (Papadopoulos, Papadrakakis and Deodatis 
2006), where a  very close agreement is achieved. Similarly Fig. 3.5(a) presents the evolution 
of the relative error between brute force Monte Carlo simulations and Eq. (3.35) for 
 / 2u x L     as a function of the number of samples ( Nsamp ), while Fig. 3.5(b) presents 
similar results for  2 / 2u x L    . Figs. 3.7, 3.8 demonstrate 2D MRFs and VRFs 
respectively for a general shell type structure shown in Fig. 3.6 while Fig. 3.9 shows again a 
very good agreement of responses from the FMCS procedure and the standard brute force 
MCS. 
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Figure 3.3. Mean and variability response function calculated using FMCS for the bean in Fig. 3.2 
 
 
 
Figure 3.4. Example 1 and LC1: mean and mean square value of response displacement at / 2x L
for the beam shown in Fig. 3.2. Plots correspond to three different values of correlation length 
parameter b of spectral density function SDF1 [(a), (b)] and SDF2 [(c), (d)]. 
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Figure 3.5. Relative error in  / 2u x L    (a) and  
2 / 2u x L    (b) for 2b  and 0.675ff 
(LC1) 
 
Figure 3.6. Geometry, loading, finite element mesh and material properties of the cylindrical panel. 
 
 
 
Figure 3.7. Mean Response Function calculated using the 2D FEM-FMCS approach for the 
cylindrical panel shown in Fig.6  and 0.4ff   
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Figure 3.8. Variability Response Function calculated using the 2D FEM-FMCS approach for the 
cylindrical panel shown in Fig.3.6  and 0.4ff  . 
 
 
 
Figure 3.9. mean (a) and mean square (b) value of response displacement, as a function of standard 
deviation ff comparison of results using Eqs. (3.34) and (3.35) and from brute force MCS. 
3.6 GVRF  FORMULATION FOR STATIC LOADING CASE  
As mentioned previously, MRF and VRF conceptually are based on the assumption that they 
are deterministic, i.e. they are independent of the power spectral density type as well as of the 
marginal pdf used to describe the uncertain parameter of the problem. The validity of this 
conjecture is numerically demonstrated in the numerical examples by direct comparisons of 
the variance time history of the system response, computed with the proposed VRF-based 
approach, with corresponding brute-force Monte Carlo simulations. As a further step of this 
validation, the concept of Generalized Variability Response Function (GVRF) has been 
introduced by (Miranda and Deodatis 2012). In (Teferra and Deodatis 2012) it has been used 
to validate the conjecture for beams with non-linear constitutive laws but with some 
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modifications. Αs will be demonstrated in chapter 5, it has also been used for validation in 
dynamic problems. 
3.6.1 GVRF  ESTIMATION METHODOLO GY  
For a certain linear statically indeterminate structure with uncertain material properties, 
system variance response can be estimated by the following formula (M. Shinozuka 1987) 
 [ ( )] ( , ) ( )ffVar u x VRF x S d  


   (3.58) 
where  Var u x    can be readily computed by a brute-force Monte Carlo simulation. Eq. 
(3.58) can be rewritten in the following discretized form 
 
1
2
1 2
( , )
( , )
[ ( )] 2 ( ) ( ) ( )
( , )
f f f N
N
VRF x
VRF x
Var u x S S S
VRF x


   

 
 
       
 
 
 (3.59) 
Having assumed that VRF is independent of the power spectral density and the marginal pdf, 
it is natural to assume that the same VRF values can be used to estimate system variance for 
various SDFs. Therefore the following relation should also be true, only now that VRF is 
named Generalized Variability Response Function (GVRF). 
 
1 1 1
2 2
1 21 1
1 2 22 2
1 2
( ) ( ) ( )[ ( ) ] ( , )
( ) ( ) ( )[ ( ) ] ( , )
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[ ( ) ] ( , )( ) ( ) ( )
N N N
f f f N
f f f N
N Nf f f N
S S SVar u x GVRF x
S S SVar u x GVRF x
Var u x GVRF xS S S
   
   

  
    
    
          
    
     
 (3.60) 
The left hand side vector is the vector of different system variances, calculated by respective 
brute-force Monte Carlo simulations, and the matrix on the right hand side is the matrix of 
SDF values for various corresponding spectral density types ( ), 1,2,...,
if
S i N   . Effectively, 
Eq. (3.60) describes a system of N  linear equations with N  unknowns, thus providing a 
unique solution for the GVRF vector. 
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CHAPTER 4 
4 MEAN AND VARIABILITY RESPONSE FUNCTIONS UNDER 
DYNAMIC EXCITATION  
 
4.1 INTRODUCTION  
In recent years, multiple methodologies based on perturbation/expansion (Liu, Belytschko 
and Mani 1986), (Liu, Belytschko and Mani 1986), spectral Galerkin approximations 
(Ghanem and Spanos 1991) or costly Monte Carlo methods (Liu, Belytschko and Mani 
1986), (Grigoriu 1995), (Matthies, et al. 1997), (Stefanou 2009) have been developed to deal 
with random/uncertain phenomena in steady state stochastic structural analysis and extended 
to dynamic stochastic analysis in a straightforward manner (Zhao and Chen 2000), (Liu, 
Besterfield and Belytschko 1988), along with procedures to improve their efficiency both in 
terms of accuracy (Ghanem and Spanos 1990), (Jensen and Iwan 1992), (Li 1996), (Li and 
Liao 2001) as well as computational performance (Yamazaki, Shinozuka and Dashgupta 
1988), (Papadrakakis and Papadopoulos 1996), (Papadrakakis and Kotsopoulos 1999). A 
probability density evolution method was proposed in (Li and Chen 2006), (Li and Chen 
2004) in an effort to approximate the time varying probability distribution function (pdf) of 
the response of stochastic systems using the principle of preservation of probability. Along 
these lines, some other approaches implement approximate Wiener path integral solution 
schemes (Kougioumtzoglou and Spanos 2012). However these approaches have been mainly 
implemented in single degree of freedom oscillators or small illustrative academic systems 
due to increased computational cost. In all above cases, prior knowledge of the correlation 
properties and the marginal pdf of the random fields characterizing system uncertainties is 
essential for accurate estimates of the system‘s response. In the frequent case of insufficient 
experimental data, analysts are forced to resort to sensitivity/parametric yet cost inefficient 
analyses. Furthermore, such analyses do not provide any information on the mechanisms that 
affect response variability, or bounds of the response. In addition to the aforementioned 
approaches, a relatively small number of studies have dealt with the dynamic propagation of 
system uncertainties, most of them reducing the stochastic dynamic PDE‘s to a linear random 
eigenvalue problem (Ghosh D 2005), (G. I. Schueller 2011). 
In order to effectively resolve aforementioned issues, a proposition has been made through 
the concept of Dynamic Variability Response Function (DVRF) in (Papadopoulos and 
Kokkinos 2012), which was a straightforward generalization of the currently classical VRF 
proposed in the late 1980s (M. Shinozuka 1987) along with different aspects and extensions 
(Wall and Deodatis, Variability response functions of stochastic plane stress/strain problems 
1994), (Graham and Deodatis, Weighted integral method and variability response functions 
for stochastic plate bending problems 1998) . DVRF involves information regarding 
deterministic variables of the problem and the standard deviation of the field modeling the 
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random system parameters. In that work, closed form integral expressions involving DVRF 
and the spectral density function of the stochastic field, were suggested for the computation 
of the dynamic variance of the response displacement as follows: 
 [ ( )] ( , , ) ( )ff ffVar u t DVRF t S d   


   (4.1) 
An additional expression involving a Dynamic Mean Response Function (DMRF) for the 
system dynamic mean response was also proposed in that work. This approach was 
formulated for linear statically determinate single degree of freedom stochastic oscillators 
under dynamic excitations where it was demonstrated that the integral form expressions for 
the dynamic mean and variance can be used to effectively compute the first and second order 
statistics of the transient system response with reasonable accuracy, together with time 
dependent spectral-distribution-free upper bounds. They also provide an insight into the 
mechanisms controlling the uncertainty propagation with respect to both space and time and 
in particular the mean and variability time histories of the stochastic system dynamic 
response. Furthermore, once the DMRF and DVRF are established, sensitivity analyses with 
respect to various probabilistic parameters such as correlation distances and standard 
deviation were performed at a very small additional computational cost. 
Based on the aforementioned recent development, closed form integral expressions, in the 
form of Eq.(4.1), were proposed in (Papadopoulos and Kokkinos 2015) for the mean and 
variance of the dynamic response of statically indeterminate beam/frame structures and then 
extended to more general stochastic finite element systems (i.e. plane stress problems) under 
dynamic excitations. In this case DVRF and DMRF are vectors comprised of a DMRF and 
DVRF for each degree of freedom of the FE system. A general so-called Dynamic FEM fast 
Monte Carlo simulation (DFEM-FMCS) is provided for the accurate and efficient evaluation 
of DVRF and DMRF for stochastic FE systems. Numerical results are presented, 
demonstrating that, as in the case of classical VRFs, as well as in the case of DMRF and 
DVRF for single degree of freedom stochastic oscillators (Papadopoulos and Kokkinos 
2012), the DVRF and DMRF matrices appear to be independent of the functional form of the 
power spectral density function  ffS  and appear to be marginally dependent on the pdf of 
the field modeling the uncertain system parameter. It is reminded that the existence of VRF 
has been proven only in the case of statically determinate structures under static loading (M. 
Shinozuka 1987), (Papadopoulos and Deodatis 2006). In all other cases this existence had to 
be conjectured and the validity of this conjecture was demonstrated through comparisons of 
the results obtained from Eq.(4.1) with brute force MCS. The validity of this conjecture is 
further boosted in this work by comparing steady state DVRF with respective Generalized 
VRF (Miranda and Deodatis 2012) for a statically indeterminate frame structure. GVRF 
involves the computation of different VRFs for corresponding combinations of different 
marginal pdfs and power spectra and was developed in order to further test the validity of the 
existence of a VRF which is almost independent of the stochastic parameters of the problem. 
It should be mentioned here that the VRF concept was recently extended in (Papadopoulos, 
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Deodatis and Papadrakakis 2005) for structures with non-linear material properties where a 
closed form analytic expression of VRF revealed the clear dependence of the integral form of 
Eq.(4.1)  on the standard deviation as well as higher order Power spectra of  f x . Finally, 
realizable upper bounds of the mean and dynamic system response are evaluated. 
4.2   SINGLE DEGREE OF FREEDOM STOCHASTIC OSCILLATORS  
4.2.1 DYNAMIC ANALYSIS OF A STOCHASTIC SINGLE DEGREE OF FREEDOM 
OSCILLATOR  
For the single degree of freedom statically determinate stochastic oscillator of length L  and 
mass SM in Fig. 4.1a, loaded with a dynamic deterministic load ( )P t , the inverse of the elastic 
modulus is considered to vary randomly along the length of the beam according to the 
following expression: 
 0
1
(1 ( ))
( )
F f x
E x
   (4.2) 
where ( )E x is the elastic modulus, 0F is the mean value of the inverse of ( )E x , and ( )f x is a 
zero-mean homogeneous stochastic field modeling the variation of 1/ ( )E x  around its mean 
value 0F . The displacement time history ( )u t of the oscillator can be derived from the solution 
of Duhamel‘s integral:  
 ( )
0
1
( ) ( ) sin( ( ))
t
t
D
D
u t P e t d    

    (4.3) 
where  is the damping ratio and 21D     with   being the circular frequency of the 
system.  
 
 
 
 
 
(a)        (b) 
Figure 4.1. One degree of freedom oscillator: (a) Geometry and loading (b) Static displacement for unit load 
 
 
Due to the system uncertainty in Eq. (2), the circular frequency  is a random variable given 
by the following relation: 
 / sk M   (4.4) 
where k is the stiffness of the oscillator which can be derived from the static displacement of 
the oscillator for a unit static deterministic load at the end of the beam (Fig. 4.1b) as follows: 
L 
Ms 
P(t) 
ust 
P=1 
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  (4.5) 
where I is the moment of inertia of the beam and ( )M a  is the moment at position a . In the 
general case where the load is arbitrary and the system is initially at rest, the deterministic 
displacement at the right end of the beam can be derived by numerically solving the 
Duhamel‘s integral. In the special case of a sinusoidal 0( ) sin( )P t P t the solution of Eq. 
(4.3) leads to the following expression for ( )u t : 
 
0( ) ( ) ( )pu t u t u t   (4.6) 
where 
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 /    (4.12) 
In the trivial case in which a static load 0( )P t P is suddenly applied, the response 
displacement is given by 
 0
2
( ) 1 cos sin
1
t
D D
P
u t t t e
k
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

  
    
    
 (4.13) 
4.2.2 VARIANCE AND MEAN VALUE OF THE DYNAMIC RESPONSE  
Following a procedure similar to the one presented in (Papadopoulos, Deodatis θαη 
Papadrakakis 2005) for linear stochastic systems under static loading, it is possible to express 
the variance of the dynamic response of the stochastic system in the following integral form 
expression: 
 [ ( )] ( , , ) ( )ff ffVar u t DVRF t S d   


   (4.14) 
where DVRF is the dynamic version of a VRF, assumed to be a function of deterministic 
parameters of the problem related to geometry, loads and (mean) material properties and the 
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standard deviation  of the stochastic field 
ff  that models the system flexibility. A similar 
integral expression can provide an estimate for the mean value of the dynamic response of the 
system using the Dynamic Mean Response Function (DMRF) (Papadopoulos, Papadrakakis 
θαη Deodatis 2006): 
 [ ( )] ( , , ) ( )ff ffu t DMRF t S d    


   (4.15) 
DMRF is assumed to be a function similar to the DVRF in the sense that it also depends on 
deterministic parameters of the problem as well as 
ff . It is extremely difficult however, to 
prove that the DVRF (same counts for DMRF) is independent (or even approximately 
independent) of the marginal pdf and the functional form of the power spectral density of the 
stochastic field  f x . As in (Papadopoulos, Deodatis θαη Papadrakakis 2005), (Papadopoulos 
θαη Deodatis 2006), (Papadopoulos, Papadrakakis θαη Deodatis 2006) the aforementioned 
assumptions are considered to form a conjecture which is numerically validated here by 
comparing the results from Eqs (4.14) and (4.15) with brute force MCS.  
The derivation of an analytic expression for the DVRF and DMRF, if possible at all, is an 
extremely cumbersome task. A numerical computation, however can be easily achieved, as 
described in the following section and then fed into the Eqs (4.14) and (4.15) to provide 
estimates of the mean and variance of the dynamic system response. 
4.2.2.1  NUM ERI CAL  ESTI M ATI ON OF THE DVRF  AN D THE  DMRF  USIN G FAS T 
MONTE  CARLO  SIM UL ATION  
The numerical estimation of DVRF and DMRF involves a fast Monte Carlo simulation 
(FMCS) whose basic idea is to consider the random field  f x as a random sinusoid 
(Papadopoulos, Deodatis θαη Papadrakakis 2005), (Papadopoulos θαη Deodatis 2006) and 
plug its monochromatic power spectrum into Eqs (4.14) and (4.15), in order to compute the 
respective mean and variance response at various wave numbers. The steps of the FMCS 
approach are the following: 
(i) Generate N (10-20) sample functions of the below random sinusoid with standard 
deviation 
ff and wave number   modeling the variation of the inverse of the elastic 
modulus 1/ E around its mean 0F : 
    2 cosj ff jf x x     (4.16) 
where 1,2,...,j N and i   varies randomly under uniform distribution in the range 
 0,2 . 
(ii) Using these N generated sample functions it is straightforward to compute their 
respective dynamic mean and response variance,  E u t

   and  Var u t    , 
respectively for a given time step t . 
(iii)The value of the DMRF at wave number  can then be computed as follows 
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  
 
2
, , ff
ff
E u t
DMRF t  

  
  (4.17) 
and likewise the value of the DVRF at wave number   
  
 
2
, , ff
ff
Var u t
DVRF t  

  
  (4.18) 
Both previous equations are direct consequences of the integral expressions in Eqs. 
(4.14) and (4.15) in the case that the stochastic field becomes a random sinusoid. 
(iv) Get DMRF and DVRF as a function of both time t and wave number  by repeating 
previous steps for various wave numbers and different time steps. The entire 
procedure can be repeated for different values of the standard deviation 
ff   of the 
random sinusoid. 
4.2.2.2  BO UNDS  OF  THE  ME AN AND  V ARI AN CE  OF  THE  DYN AMI C RES PONSE  
Upper bounds on the mean and variance of the dynamic response of the stochastic system can 
be established directly from Eqs (4.14) and (4.15), as follows: 
 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffu t DMRF t S d DMRF t t       


   (4.19) 
 max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffVar u t DVRF t S d DVRF t t      


   (4.20) 
where  max t  is the wave number at which DMRF and DVRF, corresponding to a given time 
step t  and value of
ff , reach their maximum value. An envelope of time evolving upper 
bounds on the mean and variance of the dynamic system response can be extracted from 
Eqs.(4.19) and (4.20). As in the case of linear stochastic systems under static loads 
(Papadopoulos, Deodatis and Papadrakakis 2005), (Papadopoulos and Deodatis 2006) and 
(Papadopoulos, Papadrakakis and Deodatis 2006) this envelope is physically realizable since 
the form of the stochastic field that produces it is the random sinusoid of Eq.(4.16) with 
 max t  . 
4.2.3 NUMERICAL EXAMPLE  
For the cantilever beam shown in Fig. 4.1 with length 4L m , the inverse of the modulus of 
elasticity is assumed to vary randomly along its length according to Eq. (3.2) with 
 
1
8
0 1.25 10 /F KN m

   and 40.1I m  . A concentrated mass 33.715 10sM Kg  is assumed 
at the right end of the beam. The damping ratio is taken equal to 5%  and the mean 
eigenperiod of this one d.o.f oscillator is calculated at 0 0.5 secT  . 
Three load cases are considered: LC1 consisting of a constant load   100P t KN  , LC2 
consisting of a concentrated dynamic periodic load    100sinP t t and LC3 consisting of 
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   s gP t M U t   where  gU t  is the acceleration time history of the 1940 El Centro 
earthquake. 
The spectral density function (SDF) of Fig. 4.2 was used for the modeling of the inverse of 
the elastic modulus stochastic field, given by: 
 2 3 2 | |
1
( )
4
b
ffS b e
     (4.21) 
with 10b  being a correlation length parameter.  
 
 
Figure 4.2. Spectral density function for stochastic field f(x) standard deviation ζff=0.2 
 
In order to demonstrate the validity of the proposed methodology, a truncated Gaussian and a 
lognormal pdf were used to model  f x . For this purpose, an underlying Gaussian stochastic 
field denoted by  g x is generated using the spectral representation method (Shinozuka and 
Deodatis 1991) and the power spectrum of Eq.(4.21). The truncated Gaussian field  TGf x is 
obtained by simply truncating  g x in the following way:  0.9 0.9g x   , while the 
lognormal  Lf x is obtained from the following transformation as a translation field (Grigoriu 
1995) 
     1L Lf x F G g x      (4.22) 
The SDF of the underlying Gaussian field in Eq.(4.21) and the corresponding spectral 
densities of the truncated Gaussian and the Lognormal fields denoted  
TG TGf f
S   and  
L Lf f
S   
, respectively, will be different. These are computed from the following formula 
 
2
0
1
( ) ( ) ; TG, L
2
x
i i
L
i x
f f i
x
S f x e dx i
L


   (4.23) 
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where xL is the length of the sample functions of the non-Gaussian fields modeling 
flexibility. As the sample functions of the non-Gaussian fields are non-ergodic, the estimation 
of power spectra in Δq.(4.23) is performed in an ensemble average sense (Grigoriu 1995). 
4.2.3.1  LC1:  CONS TAN T LO AD  AT THE  END  OF  THE  BEAM  
This load case scenario has been selected in order to further demonstrate the validity of the 
methodology and establish a logical continuation with previous studies related to the current 
work. In the case when the excitation is constant   0P t P , and the load 0P is suddenly 
applied, the response displacement is given by Eq.(4.13). From this equation it can be seen 
that the solution degenerates to the static solution   0 /u t P k  as time t  tends to infinity. 
Accordingly the DVRF should converge to the respective static VRF of a cantilever beam 
loaded with a concentrated load at its end, given by Eq.(4.24) (Papadopoulos, Deodatis and 
Papadrakakis 2005). 
 
2
0
0
( , ) ( , ) ( )
x
iFVRF x h x M e d
I
      (4.24) 
where  ,h x  is the Green function of the beam given by 
  ,h x x    (4.25) 
and  M x is the bending moment function given by 
 0( ) ( )M P L     (4.26) 
Validating the aforementioned expectations, Fig. 4.3 presents a 3D plot of the DVRF with an 
initial transient phase and afterwards the phase where the system is almost at rest, while Fig. 
4.4 presents the coinciding VRF and DVRF obtained from Eq. (4.24) and FMCS, 
respectively, when the system has approached the stationary condition at 10sect  and
0.2ff  . 
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Figure 4.3. 3D plot of DVRF, as a function of frequency κ (rad/m) and time t(sec) for LC3 and ζff=0.2  
 
 
 
 
Figure 4.4. Values of VRF for static load P0 and DVRF for constant load P(t)=P0 at t=10sec.  
 
 
 
  t 
 κ  
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(a) 
 
(b) 
 
(c) 
 
Figure 4.5. DMRF as a function of ζff for (a) t=1sec, (b) t=3sec and (c) t=5sec 
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(a) 
 
(b) 
 
(c) 
Figure 4.6. DVRF as a function of the ζff for (a) t=1sec, (b) t=3sec and (c) t=5sec 
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4.2.3.2  LC2:  DYN AMI C PERI O DIC LO AD  AT THE  END  OF THE BE AM  
 
 
 
 
 
 
(a) 
 
(b) 
Figure 4.7. DMRF (a) and DVRF (b) as a function of t for κ=2 rad/sec and 
ff = 0.2 
 
Figs. 4.5 and 4.6 present DMRF and DVRF, respectively, computed with FMCS for a 
periodic load with frequency 2  and three different values of the standard deviation
0.2ff  , 0.4ff  and 0.6ff  . From these figures it can be observed that DVRF do not 
follow any particular pattern with respect to any increase or decrease of 
ff  in contrast to 
DMRF and to what has been observed in (Papadopoulos and Deodatis 2006) for the 
corresponding static problem, albeit the mean and variability response increases as 
ff  
increases, as shown below (Fig. 4.8). Figs. 4.7(a) and (b) present plots of DMRF and DVRF 
as a function of t  for a fixed wave number 2  and 0.2ff  .  
 
 
 
 
 
55 
 
 
 
 
 
 
 
 
 
 
(a) 
 
(b) 
 
(c) 
Figure 4.8. Time histories of the variance of the response displacement for a truncated Gaussian field 
with (a) 
gg = 0.2, (b) gg = 0.4, and (c) gg = 0.6. Comparison of results obtained from eq.(4.32) and 
MCS 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4.9. Time histories of: (a) mean response displacement for a truncated Gaussian field with 
gg = 0.2, (b) gg = 0.4, (c) gg = 0.6 and (d) the deterministic displacement. Comparison of results 
obtained from Eqs. (4.33) and MCS. 
 
From the above Figs. (4.5, 4.6 and 4.7) it appears that DMRF and DVRF have a significant 
variation along the wave number  axis and the time axis t . Both functions and especially 
DVRF have an initial transient phase and then appear to be periodic. It is reminded here that 
DVRF and DMRF are functions of the imposed dynamic loading. This explains the fact that 
they do not approach zero with t increasing, since the applied dynamic load is periodic with 
constant amplitude which does not decay. 
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(a) 
 
(b) 
Figure 4.10. Comparative results from Eq. (4.32) and MCS for a lognormal field with 
ff =0.2 for (a) 
the variance and (b) the mean of the response displacement time history 
Figs. 4.8(a), (b) and (c) present comparatively the results of the computed response variance 
time histories using the integral expression of Eq.(4.14) and MCS, for three different standard 
deviations of a truncated Gaussian stochastic field used for the modeling of flexibility. The 
underlying Gaussian field is modeled with the power spectral density of Eq.(4.21) and three 
different standard deviations 0.2gg  , 0.4gg   and  0.6gg  . The corresponding standard 
deviations of the truncated Gaussian field  f x are computed as  0.2ff  ,  0.3912ff   and  
0.5286ff  , respectively. Figs. 4.9(a), (b) and (c), present the same results with Fig. 4.6 but 
for the mean response of the oscillator. The deterministic displacement time history is also 
plotted in Fig. 4.9(d) for comparison purposes. From these figures it can be observed that the 
mean and variability response time histories obtained with the integral expressions of Eqs 
(4.14) and (4.15) are in close agreement with the corresponding MCS estimates. In all cases 
examined the maximum error in the computed  Var u t   , observed at the peak values of the 
variance, is less than 25%, while in all other time steps this error is less than 3-4%. In the 
case of  E u t   , the predictions of Eq. (4.15) are almost identical to the ones obtained with 
MCS, with an error of less than 3% in all cases. From Figs. 4.9(a-d), it can be observed that 
in all cases, the mean response time history for all cases examined is almost identical to the 
deterministic one, with the exception of the first cycle where slight differences in the peak 
values are observed. 
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Figs. 4.10(a) and (b) repeat the same comparisons with the previous Figs. 4.8 and 4.9 but for 
the case of a lognormal stochastic field used for the modeling of flexibility with  0.2ff   
and lower bound  0.8bl   . The conclusions extracted previously for the case of truncated 
Gaussian fields also apply here. 
 
4.2.3.3  LC3:  EL  CEN TRO  E ARTH Q UAKE  
Figs. 4.11 and 4.12 present plots of DMRF and DVRF, respectively, for the load case of the 
acceleration time history of the 1940 El Centro Earthquake. As in previous load case 
scenario, three different values of the standard deviation were used, 0.2gg  , 0.4gg   and  
0.6gg  . From these figures it can again be observed that DVRF does not follow any pattern 
with respect to an increase or decrease of 
ff  , while in this case this is also observed for the 
DMRF at Fig. 4.11(c) for 5sect  .  
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(a) 
 
(b) 
 
(c) 
Figure 4.11. DMRF as a function of the ζff for (a) t=1sec, (b) t=3sec and (c) t=5sec 
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(a) 
 
(b) 
 
(c) 
Figure 4.12. DVRF as a function of the ζff for (a) t=1sec, (b) t=3sec and (c) t=5sec 
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Figs. 4.13(a) and (b) present 3D plots of the DMRF and DVRF as a function of frequency   
and time  sect for 0.2ff  . From these figures, as well as from Figs. 4.11 and 4.12, it can be 
observed that again DMRF and DVRF have a significant variation in both  and t  axis, 
without  being periodic in contrast to what has been observed in LC2. In addition, both 
DMRF and DVRF approach a zero value with time increasing due to the fact that ground 
accelerations decay and vanish after some time. 
 
 
(a)  
 
(b) 
Figure 4.13. 3D plots of (a) DMRF and (b) DVRF, as a function of frequency θ (rad/m) and time 
t(sec) for LC3 and ζff=0.2  
κ  
κ  
 t 
DMRF (κ, t) 
DVRF (κ, t) 
 t 
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Figs. 4.14(a), and 4.14(b) present a comparison of the response variance computed with 
Eq.(4.14) and MCS, in the case of a truncated Gaussian stochastic field modeling flexibility 
with  0.4gg  and 0.6 , while Figs. 4.15(a) and (b) present the same results for the mean 
dynamic response of the stochastic oscillator along with the corresponding deterministic 
displacement time history (Fig. 4.15(c)). Figs. 4.16(a) and (b) repeat the same comparisons 
for the case of a lognormal stochastic field used for the modeling of flexibility and 0.3ff 
and lower bound 0.8bl   . 
 
 
 
 
  
(a)  
 
(b) 
Figure 4.14. Time histories of the variance of the response displacement for a truncated Gaussian 
field for (a) 
gg = 0.4 and (b) gg = 0.6. Comparison of results obtained from Eq. (4.32) and MCS. 
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(a) 
 
(b) 
 
(c) 
Figure 4.15. Time histories of the mean response displacement for a truncated Gaussian field with (a) 
gg = 0.4, (b) gg = 0.6 and (c) of the deterministic response displacement. Comparison of results 
obtained from Eq. (4.33) and MCS. 
 
 
(a) 
 
 
(b) 
Figure 4.16. Comparative results from Eqs. (4.32), (4.33) and MCS for a lognormal field with 
ff  
=0.3 for (a) the variance and (b) the mean of the response displacement time history 
64 
 
From the above figures it can be observed that, as in LC2, the mean and variability response 
time histories obtained with the integral expressions of Eqs. (4.14) and (4.15) are in close 
agreement with the corresponding MCS estimates, in all cases. Again, the maximum error in 
the computed  Var u t   was observed at the peak values of the variance and is less than 25%, 
while in all other time steps this error is less than 3-4%. In the case of  E u t   , the 
predictions of Eq. 8(b) are very close to the ones obtained with MCS, with an error of less 
than 3% in all cases. From Figs. 4.15(a-c), it can be observed that, in contrast to what was 
observed in LC2, the mean response time history differs significantly from the corresponding 
deterministic one, in terms of both frequencies and amplitudes. 
 
4.2.3.4  UPPE R BO UNDS ON  TH E M E AN  AND  VARI AN CE  OF  THE  RES PONSE  OF  LC3 
Spectral-distribution-free upper bounds on both the mean and variance of the response are 
obtained via Eqs. (4.19) and (4.20), respectively. Results of this calculation are presented in 
Figs. 4.17(a) and (b), in which the time dependent upper bounds on the mean and variance of 
the response displacement are plotted against time for a standard deviation 0.4ff   
 
(a) 
 
(b) 
Figure 4.17. Upper bounds on the (a) mean and (b) variance of the response displacement for LC3 
and ζgg=0.4 
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4.2.3.5  SENSI TIVI TY  AN ALYSIS  FO R LC3  USIN G THE I NTE GRAL  E X PRESSION S IN  
EQS (4.14)  AND (4.15) 
Finally, a sensitivity analysis is performed using Eqs. (4.14) and (4.15) at minimum 
computational cost, with respect to three different values of the correlation length parameter 
of the SDF in Eq. (4.21) and 0.2ff  . 
 
(a) 
 
(b) 
Figure 4.18. (a) Mean and (b) variance time histories of the response displacement computed from 
Eqs. (4.14) and (4.15), respectively for three different values of the correlation length parameter b of 
the SDF in Eq. (4.21) 
 
4.3 TIME-HISTORY ANALYSIS OF STOCHASTIC FINITE ELEMENT SYSTEMS  
 
Figure 4.19. Geometry and loading of the fixed–fixed frame discretized with 60 beam elements. 
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Without loss of generality consider the linear stochastic FE system of Fig. 4.19 which is a 
fixed-fixed beam/frame structure. The inverse of the elastic modulus is assumed to vary 
randomly along its length according to the following expression: 
 0
1
(1 ( ))
( )
F f x
E x
   (4.27) 
where E  is the elastic modulus, 0E is the mean value of the inverse of E , and  f x is a zero-
mean homogeneous stochastic field modeling the variation of 1/ E around its mean value.  
For the derivation of the deterministic system dynamic response the trivial second-order 
differential equation for the discretized FE dynamic system equilibrium is as follows: 
 ( ) ( ) ( ) ( )t t t t  Mu Cu Ku P  (4.28) 
where M  is the mass matrix of the discretized FE system, C  is its damping matrix, K is its 
stiffness matrix and  tP is its loading vector. At last,  tu is the time-history of the 
displacement vector of the system, providing information about the response of each node of 
the FE mesh,  tu  is the first order time-derivative and  tu   is the second order time-
derivative of  tu . 
Direct integration of Eq.(4.28) can be performed using i.e. a Newmark scheme of the 
following form: 
 0 1 2 1 4 5
ˆ ( ) ( )t t t t t t t t t ta a a a a a       R R M U U U C U U U  (4.29) 
where 0 1 2 4 5 6 72
1 1 1
; ; 1; (1 ); ; (1 );
2
a a a a t a t a t a t
a t aa t
               

 . After 
choosing a time step t  parameters  and   are selected under the limitations 0.50  and 
20.25(0.5 )a   . After initialization of 0 0, ,U U and 0 U , the displacements at time t t  are 
calculated solving the following linear system of equations 
 ˆ ˆt t t t K U R  (4.30) 
where Kˆ  is the effective stiffness matrix given by 
 0 1
ˆ a a  K K M C  (4.31) 
Finally accelerations and velocities at time t t  accrue from the following equations: 
 0 1 2( )
t t t t t t ta a a    U U U U U  (4.32) 
 6 7
t t t t t ta a   U U U U  (4.33) 
Matrices Rˆ and Kˆ in Eqs.(4.30) and (4.31) and consequently vectors ,U U and U are random 
due to the variation of  E x in Eq.(4.27). Thus, the solution of Eq.(4.30) requires the 
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implementation of some stochastic methodology in order to invert the stochastic operator Kˆ   
in at each time step and predict the stochastic dynamic response of the FE system. 
4.3.1 ANALYSIS OF MEAN AND VARIANCE OF DYNAMIC SYSTEM RESPONSE 
USING DMRF  AND DVRF 
Following a procedure similar to the one presented in (Papadopoulos and Kokkinos 2012) for 
linear stochastic oscillators under dynamic loading, it is possible to express the variance of 
the dynamic response of a stochastic finite element system in the following integral form 
expression: 
 [ ( )] ( , , ) ( )ff ffVar t t S d   


 u DVRF  (4.34) 
where DVRF is the vectorized dynamic version of DVRF, assumed to be a function of 
deterministic parameters of the problem related to geometry, loading, (mean) material 
properties and the standard deviation ff of the stochastic field modeling the system‘s 
flexibility. A similar integral expression can provide an estimate for the mean value of the 
dynamic response of the system (Papadopoulos, Papadrakakis and Deodatis 2006): 
 [ ( )] ( , , ) ( )ff fft t S d    


 u DMRF  (4.35) 
where again DMRF is the vectorized dynamic version of DMRF of dimension equal to the 
dof‘s of the problem, which is a function similar to the DVRF in the sense that it also 
depends on deterministic parameters of the problem as well as ff . 
It is reminded here that the existence of Eqs.(4.34) and (4.35) has only been proved for 
statically determinate beams in which the resulting displacement field is a linear 
transformation of the stochastic field of the compliance  1/ E x  (Papadopoulos and Deodatis 
2006). In all other cases this transformation is nonlinear. As demonstrated in (Teferra and 
Deodatis 2012), for such nonlinear transformations the integral expressions for the variance 
involve higher order spectra. Thus the nature of the approximation induced in Eqs. (4.34) and 
(4.35) is the omittance of these higher order spectra. 
4.3.1.1  NUM ERI CAL  ESTI M ATI ON OF THE DVRF  AN D THE  DMRF  USIN G FAS T 
MONTE  CARLO  SIM UL ATION  
The numerical estimation of DVRF and DMRF involves a dynamic FEM-based fast Monte 
Carlo simulation (DFEM-FMCS) whose idea is to consider the random field  f x in Eq.(4.27) 
as a random sinusoid (Papadopoulos, Papadrakakis θαη Deodatis 2006), (Papadopoulos, 
Deodatis θαη Papadrakakis 2005) and plug its monochromatic power spectrum into Eqs. 
(4.34) and (4.35), in order to compute the respective mean and variance response at various 
wave numbers as a function of time t . The steps of the FEM-FMCS approach are the 
following: 
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(i) Generate  5 10N  sample functions of the below random sinusoid with standard 
deviation ff  and wave number   modeling the variation of the inverse of the elastic 
modulus 1/ E around its mean : 
 ( ) 2 cos( )j ff jf x x     (4.36) 
where 1,2,...,j N and  varies randomly under uniform distribution in the range  0,2
. These samples are generated by dividing the range  0,2 at 5 10 equally spaced 
distances and selecting the centres of these distances as values of random phase 
angles 'j s . 
(ii) Using these N generated sample functions it is straightforward to compute their 
respective dynamic mean and response variance,  t

   u and  Var t   u ,by solving 
the corresponding FEM system under the applied dynamic loading using Eqs.(4.30), 
(4.32) and (4.33). Random matrix Kˆ is constructed by assigning a different value of 
E  at each FE, using i.e. the mid-point method. 
(iii)The value of the DMRF at wave number   can then be computed as follows: 
 
2
[ ( )]
( , , )ff
ff
t
t 

 


u
DMRF  (4.37) 
and likewise the value of the DVRF at wave number   
 
2
[ ( )]
( , , )ff
ff
Var t
t  


u
DVRF  (4.38) 
Both previous equations are direct consequences of the integral expressions in Eqs. 
(4.34) and (4.35) in the case that the stochastic field becomes a random sinusoid. 
(iv) Get DMRF and DVRF as a function of both time t  and wave number   by repeating 
previous steps for various wave numbers and different time steps. The entire 
procedure can be repeated for different values of the standard deviation ff of the 
random sinusoid. 
4.3.1.2  BO UNDS  OF  THE  ME AN AND  V ARI AN CE  OF  T HE  DYN AMI C RES PONSE  
Upper bounds on the mean and variance of the dynamic response of the stochastic system can 
be established directly from Eqs. (4.34) and (4.35), as follows: 
 
max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff fft t S d t t       


 u DMRF DMRF  (4.39) 
 
max 2[ ( )] ( , , ) ( ) ( , ( ), )ff ff ff ffVar t t S d t t      


 u DVRF DVRF  (4.40) 
where  max t  is the wave number at which DMRF and DVRF, corresponding to a given 
time step t and value of  ff , reach their maximum value. For the minimum,  
max t  is 
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substituted with  min t  and inequality signs switch direction. An envelope of time evolving 
upper and lower bounds on the mean and variance of the dynamic system response can be 
extracted from Eqs. (4.39) and (4.40). As in the case of linear stochastic systems under static 
loads (Teferra and Deodatis 2012), (Papadopoulos, Papadrakakis and Deodatis 2006), 
(Papadopoulos, Deodatis and Papadrakakis 2005) this envelope is physically realizable since 
the form of the stochastic field that produces it is the random sinusoid of Eq.(4.36) with 
 max t   . 
4.3.2 2D  FORMULATION  
In the case of a problem where the inverse elastic modulus is considered to vary randomly 
over a 2D domain, the following equation is adopted: 
 0
1
(1 ( , )),
( , )
F f x y
E x y
   (4.41) 
where E  is the elastic modulus, 0F is the mean value of the inverse of E , and  ,f x y is now 
a two-dimensional, zero-mean homogeneous stochastic field modeling the variation of 1/ E
around its mean value 0F . Accordingly, the integral expressions for the variance and mean 
response displacement  u t become: 
 [ ( )] ( , , , ) ( , )x y ff ff x y x yVar t t S d d      
 
 
  u DVRF  (4.42) 
 [ ( )] ( , , , ) ( , )x y ff ff x y x yt t S d d       
 
 
  u DMRF  (4.43) 
where  , , ,x y fft   DVRF and  , , ,x y fft   DMRF are in this case two-dimensional, 
possessing the following bi-quadrant symmetries: 
 ( , ) ( , )x y x y     DMRF DMRF  (4.44) 
 ( , ) ( , )x y x y     DVRF DVRF  (4.45) 
 ,ff x yS     is the spectral density function of the stochastic field  ,f x y possessing the same 
symmetries as DMRF and DVRF . The 1D random sinusoid in Eq. (4.36)now becomes a 2D 
one with the following form that is the same for all possible stochastic fields: 
 ( ) 2 cos( ); 1,2,..., .j ff x y jf x x y j N        (4.46) 
Upper bounds on the mean and variance of the response displacement for a given time 
instance t can be established for the 2D case as follows: 
 max max 2[ ( )] ( , , , )x y ff ffVar t t    u DVRF  (4.47) 
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 max max 2[ ( )] ( , , , )x y ff fft t    u DMRF  (4.48) 
where   max max,x y   is the wave number pair at which the DMRF or the DVRF take their 
maximum value (for a given value of ff   and a given location  ,x y ), and 
2
ff  is the variance 
of the stochastic field  ,f x y modeling the inverse of the elastic modulus. Again, for the 
minimum,  max,x y t   is substituted with  
min
,x y t  and inequality signs switch direction. It should 
be emphasized that  max max,x y    are not necessarily the same for the DMRF and the DVRF. 
4.3.3 NUMERICAL EXAMPLES  
Example 1. For the fixed-fixed frame shown in Fig. 4.19 with length and height equal to 
4L m , the inverse of the modulus of elasticity is assumed to vary randomly along its length 
according to Eq. (4.27) with 8 10 (1.35 10 / )F kN m
   , 
40.1I m  and damping ratio 5%  . 
The total mass of the beam is assumed to be 6000totm kg , distributed evenly among the finite 
element nodes of the model. For the analysis of the frame structure we used 60  beam 
elements, 20  for each column and the plateau, of equal length, resulting in 177  d.o.f.‘s.   
 
Figure 4.20. Spectral density functions for stochastic field f(x) standard deviation ζff=0.2 for three 
different values of the correlation length parameter 
 
Two load cases are considered: LC1 consisting of a concentrated dynamic periodic load 
( ) 100sin(2 )P t t   at the right top corner of the frame (see Fig. 4.19) and LC2 consisting of a 
dynamic load  ( ) ( )n n gp t m U t   
acting on each node n  of the beam with nm  being the 
corresponding nodal mass and ( )gU t   the acceleration time history of the 1940 El Centro 
earthquake. The stochastic field  f x in Eq.(4.27) is considered to vary across the length of 
the two columns and the plateau of the frame running continuously from the left fixed edge to 
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the right. The spectral density function (SDF) of Fig. 4.20 was used for the modeling of the 
inverse of the elastic modulus stochastic field, given by: 
 2 3 2 | |
1
( )
4
b
ff ffS b e
     (4.49) 
with 1,2,10b  being three different values of the correlation length parameter examined.  
 
 
(a) 
 
(b) 
Figure 4.21. 3D plots of (a) DMRF and (b) DVRF of the horizontal displacement uA, as a function of 
frequency κ (rad/m) and time t(sec) for LC1 and ζff=0.2 
 
For standard deviations ff  of the stochastic field  f x higher than 0.2  a truncated Gaussian 
and a lognormal pdf is used to model  f x . For this purpose, an underlying Gaussian 
stochastic field denoted by  g x is generated using the spectral representation method 
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(Shinozuka and Deodatis 1991) and the power spectrum of Eq.(4.49). The truncated Gaussian 
field  TGf x is obtained by simply truncating  g x  in the following way: 0.9 ( ) 0.9g x    , 
while the lognormal  Lf x is obtained from the following transformation as a translation field 
(Grigoriu 1995): 
  1L L( ) [ ( )]f x F G g x
  (4.50) 
The SDF of the underlying Gaussian field in Eq.(4.50) and the corresponding spectral 
densities of the truncated Gaussian and the Lognormal fields denoted 
TG TG
( )f fS    and L L ( )f fS    
, respectively, are different from the one in Eq.(4.49) and are computed from the following 
formula 
 
2
0
1
( ) ( ) ; TG, L
2
x
i i
L
i x
f f i
x
S f x e dx i
L


   (4.51) 
where xL is the length of the sample functions of the non-Gaussian fields modeling 
flexibility. As the sample functions of the non-Gaussian fields are non-ergodic, the estimation 
of power spectra in Δq.(4.51) is performed in an ensemble average sense (Grigoriu 1995).   
 
(a) 
 
(b) 
Figure 4.22. Upper and lower bounds on the (a) mean and (b) variance of the response displacement 
for LC1 and ζff=0.2 
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Fig. 4.21 presents 3D plots of  ADMRF u  and  ADVRF u for the horizontal displacement Au  
of point A  of the frame as a function of time t  and frequency  for 0.2ff  . In this figure it 
can be observed that  ADMRF u  remains almost constant with respect to  , while evolving 
substantially as a function of t . On the contrary  ADVRF u demonstrates a substantial 
volatility with respect to both   and t . Therefore, in contrast to  ADMRF u ,  ADVRF u
accommodates the possibility of considerable variation of the variability response for 
different statistical parameters of the stochastic field. This is further demonstrated in Fig. 4.22 
in which the upper and lower bounds of the dynamic mean and variability response are 
depicted containing minima and maxima respectively, in comparison to the estimated mean 
and variability responses for the case of an underlying Gaussian stochastic field with the 
power spectrum of Eq.(4.49) and 0.2ff  .The aforementioned bounds are derived directly 
from Eqs.(4.39) and (4.40) having previously computed  ADMRF u and  ADVRF u with the 
computationally efficient DFEM-FMCS in Eqs.(4.37), (4.38) while in the case of the 
Gaussian field with 0.2ff  , the mean and variance were obtained with the integral 
expressions in Eqs.(4.34) and (4.35). From this figure it can be seen that the upper mean 
dynamic response and the one estimated for the Gaussian field, are almost identical, while 
they differ significantly in the case of the response variability, reaching a maximum 
difference of more than 70%  at 0.8sect  . It should be pointed out here that bounds of each 
response do not necessarily need to coincide in the frequency number that they occur. 
 
(a) 
 
(b) 
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(c) 
 
(d) 
 
(e) 
 
(f) 
Figure 4.23. Time histories of the (a), (c), (e) mean  and (b), (d), (f) variance response displacement 
of the frame structure for a Gaussian field with ff = 0.2 for LC1 and for three different correlation 
length parameter values b=1,2 and 10.. Comparison of results obtained from Eq. (4.34) and (4.35) and 
MCS. 
In order to demonstrate the validity of the proposed approach, the results obtained from the 
DFEM-FMCS procedure and Eqs.(4.34),(4.35) were compared with Brute Force Monte Carlo 
Simulation. In Figs. 4.23a, b, c, d, e and f the results of this comparison are presented for the 
dynamic mean and response variability of Au  (Fig 4.20) and LC1, using a Gaussian 
stochastic field and 0.2ff   for three different values of correlation length parameter b . In 
this manner the independence of DMRF and DVRF from the spectral density function is also 
showcased. Figs. 4.24 and 4.25 present the same comparison but for a truncated Gaussian 
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field with 0.3912ff  and 0.5286  respectively, while Fig 4.26 examines a lognormal field 
case with 0.399ff  . Finally, Fig 4.27 presents the same comparison but for the El Centro 
earthquake load case (LC2) and a Gaussian field with 0.2ff  . From all these figures it can 
be observed that the results of the DFEM-FMCS are in close agreement with the 
corresponding results of MCS. The prediction of the mean value is almost identical for the 
two methods in all cases considered, while the maximum error in the variance does not 
exceed 20%  and is attributed to a slight dependence of the DVRF on the pdf of the random 
field modeling  1/ E x . This error becomes negligible in the case of small standard deviations 
of the order of 0.2ff  . 
 
 
 
(a) 
 
(b) 
Figure 4.24. Time histories of the (a) mean  and (b) variance response displacement of the frame 
structure for a truncated Gaussian field with 0.391238ff   for LC1. Comparison of results obtained 
from Eq. (4.34) and (4.35) and MCS. 
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(a) 
 
(b) 
Figure 4.25. Time histories of the (a) mean  and (b) variance response displacement of the frame 
structure for a truncated Gaussian field with  0.528649ff   for LC1. Comparison of results obtained 
from Eq. (4.34) and (4.35) and MCS. 
 
 
(a) 
 
 
(b) 
Figure 4.26. Time histories of the (a) mean  and (b) variance response displacement of the frame 
structure for a lognormal field with  0.399398ff   for LC1. Comparison of results obtained from 
Eq. (4.34) and (4.35) and MCS. 
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(a) 
 
(b) 
Figure 4.27. Time histories of the (a) mean  and (b) variance response displacement of the frame 
structure for a Gaussian field with  0.2ff   for LC2. Comparison of results obtained from Eq. 
(4.34) and (4.35) and MCS. 
4.3.3.1  FURTH ER V ALID ATI ON  US ING  GVRF 
 In Fig 4.28 we demonstrate the convergence of the steady state ( )ADVRF u of the fixed-fixed 
frame to the ( )AGVRF u  derived for the respective static solution for a truncated Gaussian and 
a Log-normal field of standard deviation 0.1ff  . For this procedure a parent SDF PS of 
exponential form has been used given by 
 2( ) exp( 2 | |)P ffS      (4.52) 
 
 
Figure 4.28. Plots of  DVRF(uA,t=20s) for a constant load,  GVRF1 and GVRF2 for truncated 
Gaussian and Log-normal stochastic fields respectively and static VRF as a function of frequency κ 
(rad/m) for  0.1ff   for the fixed-fixed frame in Fig. 4.19. 
In each row of Eq.(3.60) corresponds a different SDF of the SP family. After computing 
respective SDFs for the truncated Gaussian and Log-normal fields as in previous from 
Eq.(4.51) the i-th SDF in the i-th row of Eq.(3.60) is defined as follows 
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 (4.53) 
Four different SDFs of the pS family are depicted in Fig. 4.29. It is expected a priori that the 
dynamic response displacement of the system, when the applied load is constant through 
time,   0P t P , and  
 
Figure 4.29. Plots of different spectral density functions of the Sp family for a discretization of 128 
steps in the frequency domain. 
 
as soon as the system reaches a stationary state (theoretically as time t tends to infinity), will 
match the response of the system for the static case   0 /u t P k  . Respectively,  ADVRF u
should also follow the  AGVRF u curve as it is deduced by Eq. (4.34) and (Miranda and 
Deodatis 2012). Observing Fig 4.28,  it can be seen that the trend of both 1GVRF for the 
Gaussian and 2GVRF for the Log-normal field is captured efficiently from the  ADVRF u
curve at time 20sect  . All three curves also match the respective static  AVRF u curve. 
Noted be thatVRF , as well as DVRF curves, are essentially computed following the same 
methodology as in GVRF where PS  is the delta function with concentrated power equal to 
2
ff at each wavenumber  and the u beta function being the respective marginal pdf. Also 
the Gaussian and Log-normal GVRF curves are, as expected, practically identical.  
 
 
79 
 
 
(a) 
 
(b) 
Figure 4.30. 3D plots of (a) DVRF and (b)GDVRF of the horizontal displacement uA ,until t=0.2sec as 
a function of frequency κ (rad/m) and time t (sec) for LC1 and ζff=0.5 for the fixed-fixed frame in Fig. 
4.19. 
 
 
Finally, the GDVRF was computed for the fixed-fixed frame of Fig. 4.19 and LC1 for a time 
window  0 0.2sec and a relatively large coefficient of variation 0.5ff  . Figs. 4.30a and 
30b present plots of this GDVRF and the corresponding DVRF computed with Eq.(4.34). In 
addition Fig. 4.31 presents a snapshot of GDVRF and DVRF at 0.2sect  . From all figures it 
can be observed that GDVRF and DVRF almost coincide. 
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Figure 4.31. Plots of  GDVRF(uA,t=0.2s) for LC1and DVRF as a function of frequency κ (rad/m) for 
 0.5ff   for the fixed-fixed frame in Fig. 4.19. 
Example 2. Consider now the shear wall in Fig. 4.32 with length and height equal to 4L m , 
the inverse of the modulus of elasticity assumed to vary randomly within its surface 
according to Eq. (4.41) with 8 10 (1.35 10 / )F kN m
   , 0.2v   , 1.0t   and damping ratio
5%  .The total mass of the beam is assumed to be 4000totm kg , distributed evenly among 
the finite element nodes of the model. The wall is discretized into a total of 100 plain stress 
elements, 121 nodes and 242 d.o.f.‘s. In this example the 2D version DFEM-FMCS 
procedure has been implemented, using Eqs. (4.42) and (4.43) for the estimation of the 
dynamic mean and variability. 
 
Figure 4.32. Geometry, loading and finite element mesh of the shear wall. 
The same two load cases as in previous example are considered. The concentrated load is 
applied as shown in Fig. 4.32. In this example the following 2D spectrum has been 
implemented: 
  
0 0
2
2 2 2 21( , ) exp
4 4
ff
f f x x x y x y y yS b b b b

   

 
   
 
 (4.54) 
where 2.0, 4.0x yb b   
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(a) 
 
(b) 
Figure 4.33. 3D plots of (a) DMRF and (b) DVRF of the horizontal displacement uA, at time instance 
t=0.5sec as a function of frequency κx (rad/m) and frequency κy (rad/m) for LC1 and ζff=0.2 
 
Fig. 4.33 presents 3D plots of the  ADMRF u and  ADVRF u for the horizontal Au
displacement of point A of the shear wall as a function of frequency x   and  y for 0.2ff 
at the fixed time of 0.5sect  .It is observed that both  ADMRF u and  ADVRF u vary 
substantially with respect to both directions and as usual maximum values are located at the 
vicinity of  0,0 . Such plots can be drawn for all time steps of the analysis for the specific 
response displacement. Would one care to deduce realizable upper and lower bounds for this 
case, the extremes for  ADMRF u (  ADVRF u  ) at each time step, accruing from the 
appropriate  ,x y   pairs, should be selected and, after using Eqs. (4.47) and (4.48), the 
bounds could be readily calculated. An application of the aforementioned procedure is shown 
in Fig. 4.34 for 0.1ff  . 
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(a) 
 
(b) 
Figure 4.34. Time histories of the (a) mean  and (b) variance response displacement upper bounds of 
the shear wall for a Gaussian field with  0.1ff   for LC1. Results obtained from Eq.(4.47 and 4.48). 
 
 
In following Figs. (4.35-4.39), results of mean and variability response are presented obtained 
from the DFEM-FMCS procedure and Eqs. (4.42)  and (4.43) in comparison with results 
obtained from Brute Force Monte Carlo Simulation. In Fig. 4.35, charts depict the 
comparison for the dynamic mean and variability response of the shear wall horizontal 
displacement at point A  and LC1 for a Gaussian stochastic field with 0.1ff  . In Fig. 4.36 
respective results are presented for a Gaussian stochastic field of 0.2ff  . In Figs. 4.37, 38 
the results are respectively for a truncated Gaussian field with 0.4gg  and  0.6gg   
respectively. The predictions of Eqs. (4.42) and (4.43) in these cases are very satisfactory 
with errors ranging up to 5 8% . At last, in Fig. 4.39 results of the mean and variability 
response for the shear wall and for LC2 are displayed for a lognormal stochastic field with
0.2ff  . Again, the trend of the response is very well captured by Eqs. (4.42) and (4.43) 
with errors ranging up to 15 20%  in comparison to MCS. 
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(a) 
 
(b) 
Figure 4.35. Time histories of the (a) mean  and (b) variance response displacement of the shear wall 
for a Gaussian field with  0.1ff   for LC1. Comparison of results obtained from Eq.(4.42 and 4.43) 
and MCS. 
 
 
(a) 
 
(b) 
Figure 4.36. Time histories of the (a) mean  and (b) variance response displacement of the shear wall 
for a Gaussian field with  0.2ff   for LC1. Comparison of results obtained from Eq.(4.42 and 4.43) 
and MCS. 
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(a) 
 
(b) 
Figure 4.37. Time histories of the (a) mean  and (b) variance response displacement of the shear wall 
for an underlying Gaussian field with  0.4ff  for LC1. Comparison of results obtained from 
Eq.(4.42 and 4.43) and MCS. 
 
 
(a) 
 
(b) 
Figure 4.38. Time histories of the (a) mean  and (b) variance response displacement of the shear wall 
for an underlying Gaussian field with gg = 0.6 for LC1. Comparison of results obtained from 
Eq.(4.42 and 4.43) and MCS. 
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(a) 
 
 
(b) 
Figure 4.39. Time histories of the (a) mean  and (b) variance response displacement of the shear wall 
for a lognormal field with  0.2ff   for LC2. Comparison of results obtained from Eq.(4.42 and 
4.43) and MCS. 
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CHAPTER 5 
5 ROBUST DESIGN  OPTIMIZATION  
5.1 INTRODUCTION  
In order to design high performance systems or manufacture high quality products at a 
minimum cost, techniques are utilized to determine those designs which meet the 
requirements usually specified by objectives (goal functions) at the beginning of the design 
process. Provided that the general system design is designated a priori (i.e., the type of 
structure  and its desired basic properties are given), it is the engineer‘s task to choose the 
design parameters x according to one (or more) objective function(s)  f x . These objective 
functions may be given by verbal descriptions, mathematical models, simulation models, or 
physical models. The process of finding the right design parameters is usually referred to as 
optimization. Typically, the optimization has also to account for design constraints imposed 
on the design parameters x . Such constraints can be modeled by inequalities and/or equalities 
restricting the design space (search space). A general formulation of an optimization problem 
can be stated as  
 
:
:
optimize
subject to  
 
 
 
,
0, 1,...
0, 1,...
i
j
f
g i I
h j J
 
 
x
x
x
 
 
 
 
a
b
c
 (5.1) 
where (1b) represents the set of inequality constraints and (1c) the set of equality 
constraints. Different adversities can deter us from reaching the optimum for  f x in 
Eq. (5.1). Moreover, there is also the question of whether other alternative 
formulations to the one presented Eq. (5.1) in achieving higher standards of 
effectiveness can be proposed. An important concern is the issue of isolated design 
points: 
(i) Wasting useful resources, possibly more crucial for following stages of the 
optimization, on model functions in Eq.(5.1) that might not trustfully replicate the real 
world might be unnecessary. Consequently, achieving high levels of precision by 
utilizing inherently imprecise models can be counter-productive.  
(ii) Often determining the true optimum can be useless in the sense that it is possible that 
such a design might not be realizable, due to a potentially very complicated 
manufacturing process or due to environmental conditions, or that this design can be 
substantially costly to achieve. Thus, at times it might be preferable to choose an 
alternative sub-optimal design if taking into account the economical trade-off between 
cost and performance.  
(iii)By definition description of Eq. (5.1) assumes a static environment whereas real life 
applications are meant to perform in a dynamic environment. Therefore any design 
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answering the question Eq.(5.1) is posing is meant to be right only for a small fraction 
of time.  
(iv) Life cycle costs have to be taken into account for many engineering designs. Life 
cycle engineering focuses on the whole life span of a design, e.g., easier maintenance 
(system design to enable a cheap disassembly and assembly process, e.g., for gas 
turbines), longer maintenance intervals, effect of attrition during operation, or 
environmentally friendly disposal, e.g., recycling capability. 
From the above one can deduce that classical optimization procedures do not take into 
account the sensitivity a proposed design might have to small changes. It is clear, as argued 
above, that such changes are plausible and can result from different kind of sources. It would 
be fair to say that what is missing from classical optimization is the robustness of the design. 
As a consequence, it is assessed worthwhile to make a compromise between the notion of 
optimality and the notion of robustness to achieve tangible returns. Procedures that aim to 
realize such principles are described as Robust Design Optimization and their goal is to 
estimate and propose realizable designs that are optimal but at the same time are as 
insensitive as possible to potential changes, external or systemic, that might affect the 
proposed solution. 
Different versions of the robustness principle in conjunction with robust design optimization 
have accounted for various independent researchers‘ efforts primarily in the fields of 
operations research (OR) and engineering design.  
A seminal paper that drew attention in the field of OR with respect to robust design 
optimization was that of (Mulvey, Vanderbei and Zenios 1995). The original groundbreaking 
work though that paved the way for future developments in the field of robust design 
optimization has its roots in engineering design and specifically in a publication by Taguchi 
in the mid 80‘s (Taguchi 1984). Taguchi‘s method will be briefly presented in the next 
section of this chapter. Since then a lot of research has focused on robust design optimization 
and the advances in computer science and in particular the ever increasing power of computer 
processors have played a crucial role in this. This string of research from the early Taguchi 
method to recent works in robust design optimization is summarized and reviewed in (Park, 
Lee, et al., Robust design: an overview. 2006), (Beyer and Sendhoff 2007), (Bertsimas, 
Brown and Caramanis 2011), (Gabrel, Murat and Thiele 2014). 
5.2 TAGUCHI ’S METHOD  
Taguchi or ―the father of robust design‖ as he is alternatively known for pioneering the 
research in robust design proposed a methodology comprised of three basic stages (Taguchi 
1984): 
(i) Systems design: Initially all the parameters affecting system‘s performance must be 
accounted for and defined. 
(ii) Parameter design: Solves the optimization problem proposing an optimum design to 
achieve desired quality. This stage takes place during design time of the system. 
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(iii)Tolerance design: Adjusts design parameters to obtain maximum optimality and 
minimal sensitivity. This stage mainly takes place during operation time. 
The distinction between stages (ii) and (iii) is subtle from a mathematical point of view so we 
want elaborate further into it and we will focus only on stage (ii). 
By reviewing Taguchi‘s methodology one can notice a substantial difference with respect to 
the classical optimization procedure; apart from taking under consideration system 
parameters x  that control the overall performance of the system, Taguchi introduces a new 
variable   aiming to represent additional factors that may influence system performance (i.e. 
environmental conditions, material uncertainties, geometrical uncertainties etc.) that cannot 
be controlled by the designer. 
 Along these lines Taguchi proposed three different Mean Square Deviation (MSD) measures 
where  ,i i iy y  x is the performance function: 
   
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1
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MSD y y
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 
  x  (5.2) 
with yˆ being the desired optimum. When ˆ 0y   
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  x  (5.3) 
and if the objective is to maximize y  
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i
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
  x  (5.4) 
Then the ―signal to noise ration‖ was defined as follows 
  1010logSNR MSD   (5.5) 
that has to be maximized under the proposed methodology. 
The deduction of the optimum SNR according to this methodology is not based on any kind 
of an automated optimization procedure but rather on the design of experiments (DOE) 
procedure (Koehler and Owen 1996), (Sacks, et al. 1989) . Consequently, speaking from a 
computational efficiency point of view, the Taguchi method lacks fundamental robustness, 
inevitably requiring a cumbersome amount of computational operations to reach an optimum. 
This weakness of the Taguchi approach among others is discussed in (Nair, et al. 1992). 
5.3 GENERAL ROBUSTNESS CONCEPTS AND MEASURES  
5.3.1 UNCERTAINTIES IN DESIGN  
Consider a typical scenario of a system that generates a certain (desired) output f relevant to 
input quantities  dependent on the environment the system operates. Also consider a set of 
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design variables x  that the designer uses to control, to his ability, the way the system 
performs described by the following relation 
  ,f f x   (5.6) 
 The design parameters x  meant to be determined in such a way that the designer achieves 
optimal system performance. However, in reality the designer is facing a situation partly 
beyond his total control related to types of uncertainty such as: 
a) Changing environmental and operating conditions. These uncertainties are factored in 
the system via the a  parameter. 
b) Tolerances and imprecision in the production process. Uncertainties of this kind can 
affect the design variables x  as a perturbation   of the intended value. Then the 
function in Eq.(5.6) is modified  
  ,f f x a   (5.7) 
c) Discrepancies in estimated and true system output. This kind of uncertainty is 
intrinsic to implemented system models and introduced by our approach to the 
problem. Then the recorded output fˆ is a (random) function of the true output f  
  ˆ ˆ ,f f f x a     (5.8) 
d) Feasibility uncertainties. This type of uncertainty has to do with failure of the design 
variables to comply with the constraints set and the quality requirements. 
There are three different approaches as to how to express mathematically the types of 
uncertainties mentioned above: 
1) Deterministically by defining parameter domains in which uncertainties ,a  vary. 
2) Probabilistically by assigning probability measures to respective events. 
3) The possibilistic approach which assigns fuzzy measures to respective events. 
As a result accruing by the above categorization, one can encounter up to 12 different 
robustness concepts in real-life analysis problems. 
5.3.2 UNCERTAINTY-ROBUSTNESS MEASUREMENT 
Consistent with the scope of this thesis we will limit ourselves in referring to deterministic 
and probabilistic uncertainties measures only. 
5.3.2.1  DE TE RMINI S TI C  UNC ER TAIN TI E S :  TH E ROBU S T COUNT ERP A RT AP PROA CH  
Given an objective function  f x to be minimized the robust counterpart function  ;BF x is 
defined as 
  
 
 
,
; supB
X
f f
 
 


x
x  (5.9) 
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where  ;X x is a neighborhood of the design x  the size of which depends on the 
regularization parameter  and 
    
0
lim ;BF f x



x  (5.10) 
This kind of accounting for uncertainties is associated with type b  uncertainties and it 
considers the maximum f -value within the neighborhood of the design variable x . This 
technique is also referred to as robust regularization (Lewis 2002). Robust regularization 
may also refer to type a uncertainties 
  
 
 ; sup ,A
A
F f
 
 

x x  (5.11) 
where  A  is a neighborhood that defines the operating conditions of the system. 
The regularization with respect to type d uncertainties has been examined in literature 
labeled as ―robust counterpart approach”. In the case of linear constrained optimization 
  min | 0T  
x
x Ax b  (5.12) 
a as well as the matrix A and vector b can be sources of uncertainty. In this case the 
regularized counterpart of f becomes 
  
 
 
, ,
sup | 0TDF

  
a A b
x α x Ax b  (5.13) 
Eq.(5.12) alternatively can be written as 
       
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α Α b α x Ax b  (5.14) 
The inequalities 0Tt  a x and 0 Ax b must be satisfied for all , , a A b  (worst case 
scenario) which is equivalent to demanding min ( ) 0Tt  a a x and ,min ( ) 0  A b Ax b . Thus 
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 (5.15) 
a linear objective function with (arbitrarily) difficult constraints due to nonlinearity of the 
functions produced by the minimum operator. 
5.3.2.2  EXP EC TANC Y ME A SURE S  O F RO BUS TN ES S  
Examining the worst case scenario as in robust regularization approach can often result in 
rendering the proposed design useless as it is considered in a very conservative setting. 
Therefore it is useful sometimes to assume probabilities by means of density functions for the 
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uncertainties involved in the design. In this framework robustness measures are formulated 
based on probability. 
The aggregation approach introduces a utility function  U f which then is used in a so 
called expectancy measure for the robust counterpart of f  as the conditional expectation of 
 U f  
     |UF E U f   x x  (5.16) 
Alternatively dispersion measures can be implemented in applications or in combination with 
the expectancy measures: 
         
2
dF f f p d    x x x  (5.17) 
An alternative to the dispersion measure can be considered if we use the conditional variance 
of f  
        
2 22
1| | | |Var f E f E f E f F
         
x x x x x  (5.18) 
when 
     
22 |E f f p d       x x  (5.19) 
The quest for the optimal robust design, when implementing dispersion or variability 
measures of robustness is almost by nature a multi-objective problem. In most cases optimal 
performance, i.e. minimum mean value, is a conflicting objective with the objective of 
minimizing variance of the measured value. So inevitably we have to enter the field of robust 
multi objective optimiazation. In such cases one can aggregate different objectives in a single 
function using a weighted sum of the objective functions (Mulvey, Vanderbei and Zenios 
1995) or alternatively consider the set of Pareto-optimal solutions. Different techniques are 
applied in determining the Pareto front (Das 1997). However there is a growing interest in the 
field of evolutionary algorithms for finding solutions to robust design optimization problems 
in order to locate the Pareto front (Ray 2002), (Lagaros, Plevris and Papadrakakis 2005), 
(Zhang, Wiecek and Chen 2000), (Kang, Suh and Lee 2004). 
5.3.2.3  PRO BABILIS TI C TH RES HO LD  ME AS URES OF  ROBUS TNESS  
In the probabilistic approach one is considering the distribution of the actual f value to be 
optimized. In the case of minimization for a given threshold q , one is seeking the design x
for which a maximum number of samples of f for which f q . Then the criterion for 
robustness minimization is formed as follows 
  Pr | maxf q x  (5.20) 
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.Apparently the cumulative distribution function of f is equal to    | Pr |P q f q x x
therefore 
    | maxqF P q x x  (5.21) 
In a similar manner the threshold measure for robust maximization is formed 
  Pr | maxf q x  (5.22) 
or 
    | minqF P q x x  (5.23) 
since  1 | maxP q x . 
Probabilistic threshold measures have not been used in literature. This is mainly due to the 
analytical and computational complexity of calculating  |P f x as well as the difficulty of 
selecting a q that has a physical meaning for the problem. 
5.3.2.4  STATIS TI CAL  FE ASI BIL ITY  RO BUS TNESS  
When considering type D uncertainties, it is typical to handle nonlinear constraint inequalities 
probabilistically 
   0Pr , 0g a P   x  (5.24) 
where 0P is the confidence probability and a a random vector with pdf  p a . 
Problems expressed likewise are named in literature reliability-based design optimization 
(RBDO) (Agarwal 2004), (Tatel, et al. 2005), (Papadrakakis, Lagaros and Plevris 2005), 
(Gunawan and Papalambros 2006), (Lagaros and Papadopoulos 2006).  
A typical RBDO problem can be formulated in the following form 
 
optimize
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 
 
   ,
,
0, 1,... ,
Pr 0 , 1,... ,
i
j a j
f
g i m
h p j n
 
  
x
x
x
 (5.25) 
                                                  where    2, ,x xN  x  
 f x is the objective function, x  is the design vector and  jh x are the constraints that their 
probability of violation should be less than an allowable probability ,a jp .  
Another type of robust design optimization that can be added into this category is the Vulnerability –
based robust design optimization (VRDO) (Papadopoulos and Lagaros 2009).  
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In practice such problems are usually dealing with numerical techniques such as First-Order 
Reliability Methods (Form) and Second –Order Reliability Methods (SORM) or Monte Carlo 
simulations. An overview can be found in (Du and Chen 2000). 
5.4 ROBUST OPTIMIZATION IN PRACTICE  
So far in this chapter we have explored different strategies and concepts of robust 
optimization based on various procedures depending upon the approach they are based on. 
However we haven‘t discussed how are these methodologies applied in practice. In particular 
the task of determining the optimization function  f x and then optimizing it, can lead to a 
different route with respect to which methodology the designer will follow in order to achieve 
robustness in the optimization problem. 
For the not so frequent case that the objective function can be expressed analytically in a 
mathematical form the utilization of standard mathematical programming strategies is 
preferred. Otherwise deterministic techniques or advanced randomized simulation techniques 
are implemented such as evolutionary algorithms which will be our main focus. 
5.4.1 MATHEMATICAL PROGRAMMING  
Mathematical programming as means to a robust design problems solution is mainly 
applicable in cases of linear optimization problems, quadratically constrained quadratic 
optimization problems, conic linear or quadratic optimization problems, and semidefinite 
optimization problems. 
So far such applications have been primarily in the field of finance and portfolio management 
(Takriti and Ahmed 2001), (Lobo 2000), (Lutgens and Sturm 2002) as well as engineering 
applications such as (linear) truss topology design, antenna design and robust (linear) control 
problems (Ben-Tal and Nemirovski 2002). In (Kanno and Takewaki 2005) a robust design of 
truss has been modeled by a nonlinear semidefiite programming problem by successive 
linearization. 
Even if there is the option to describe a real-life problem with an objective function  ,f x α it 
is very likely that the model, in order for it to be realistic enough, will have to include an 
increased amount of variables which will eventually increase the computational cost. In most 
cases these techniques can be applied if the original problem can be expressed adequately 
with linear or quadratic functions thus limiting the range of their applications.  
5.4.2 DETERMINISTIC AND RAN DOMIZED APPROACHES  
Two major categories can be distinguished in robust design optimization approaches 
A. Methods which calculate the desired robustness measures  F x  and the related 
(robust) constraints explicitly using numerical techniques. Thus, the resulting 
optimization problem is an ordinary one, to be solved using local or global 
optimization algorithms. This will be referred to as the deterministic approach to 
robust optimization. 
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B. Treating the (probabilistic) uncertainties directly by optimizing noisy functions and 
constraints. This will be referred to as the randomized approach to robust 
optimization, sometimes referred to as Monte-Carlo techniques. Since the noisy 
information is usually obtained by simulation programs, this kind of optimization is 
also referred to as simulation optimization in OR literature (Andradottir 1998). 
Methods of class (A) usually have as a prerequisite knowledge of first- or second-order 
derivatives of the functions to be optimized. Such methods transform the robust optimization 
problem into an ordinary optimization problem, solvable by standard nonlinear programming 
techniques. On the contrary class (B) methods, frequently referred to as direct search 
methods, do not require any prior information of the objective functions other than their 
actual values to calculate the next search point.  
 
5.4.2.1  THE  DE TERMIN IS TI C APPRO ACH  TO  RO BUS T OPTI MIZ ATION   
Methods reviewed in this section use deterministic numerical techniques. Prior knowledge of 
the objective function  ,f x α , of the constraints and their respective derivatives with respect 
to x and α is assumed. 
5.4.2.1.1  FEASI BI LITY  RO BUSTN ES S  
In (Sundaresan, Ishii and Houser 1993) feasibility constraints are taken into account. 
Considering the inequality constraint  , 0ig x α the effect of uncertainties  on x and  on 
α about a design point can be approximated by linear Taylor expansion as 
    , , ... 0i ii i j j
j jj j
g g
g g
x a
 
 
        
 
 x δ α α x α  (5.26) 
Since the upper bound of these deviations is given by the absolute values of the summands, 
one obtains the inequality condition 
  , 0ii j
jj
g
g 


  

x α  (5.27) 
In order to apply the above expressions the uncertainties must have bounded support (i.e. 
ˆ0 i i   and ˆ0 j j    ). Incorporating unbounded uncertainties can be done in the 
probabilistic framework using expected value considerations applied (Parkinson, Sorensen 
and Pourhassan 1993), (Campos, Villar and Jimenez 2006). 
5.4.2.1.2  EXP ECT ED V ALUE R OBUST N ESS  AN D R ELAT ED MEA S UR ES  
Many methods use expected value or variance robustness measures. In all but a few cases, 
which suffer from the curse of dimensions (Huang and Du 2006), the approximation 
techniques implemented are based on Taylor expansions as  
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If   0E δ , which is a logical assumption, then  
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and variance is 
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Then if the covariance matrix C is 
   i jijC E       (5.31) 
Eq.(5.30) can be rewritten as 
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In the event that the uncertainties are not correlated Eq.(5.30) can be simplified to 
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Using the above expressions for expected value and variance of f and under the assumption 
that the partial derivatives of f can be computed analytically or numerically we can apply the 
so-called sensitivity robustness approach (Darlington, et al. 1995). 
Improving the accuracy of this approach one can incorporate in the above equations higher 
order approximations. Consequently assuming the trace of a matrix  is given as 
    
ii
i
Tr     (5.34) 
and  is the Hessian of f at x  
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the expected value of f can be written as 
      
2
1
|
2
E f f Tr x x HC  (5.36) 
Also assuming correlated Gaussian noise i.e.  0,  C  variance can be expressed as 
      
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 
x x HC  (5.37) 
Using the above expressions for expected value and variance we follow the so-called mean-variance 
robustness approach (Darlington, et al. 1995). 
 
5.4.2.2  THE  RAND OMIZE D APPRO A CH  TO  RO BUS T O PTIMIZ ATI ON  
The randomized approach includes methods that incorporate a direct approach to robust 
optimization using simulation techniques that generate values of the objective function f . 
There are three categories: 
A. Monte-Carlo (MC) strategies: Simulate the system under optimization for which the 
response statistics (mean, variance, etc) are calculated to be implemented as input in a 
derivative free (deterministic) numerical optimization algorithm. 
B. Meta-model approach: A meta-model is constructed, using carefully selected design 
points, which is incorporated in the real robust optimizer. 
C. The simulated response values of the objective function are directly fed as input in an 
optimization algorithm suited for noisy optimization. 
Raw MC approaches estimating the response statistics of a system are considered 
computationally ineffective let alone the issue of the degree of accuracy achieved. Specially 
tailored MC methods (J. Liu 2001) as an alternative of FORM/SORM approximations, to 
treat issues of accuracy, have been proposed in the past. Examples of MC techniques in the 
literature can be found in (Sandgren and Cameron 2002), (Lee, Park and Joo 2005), (Martin 
and Simpson 2006). 
In B methods the designer is using the observed fˆ  values of the objective function to create 
a meta-model  MF x of the robust counterpart  ,f x α that predicts efficiently the fˆ values  
efficiently by fine tuning a set of model parameters β . Then the optimal design point ˆ Mx
which is readily calculated by the meta-model is substituting the original robust optimum of 
f . A review of meta-model techniques can be found in (Simpson, et al. 1997), (Jin 2005). 
In robust design optimization the response surface methodology, neural networks, and 
Kriging models have been proposed as meta-model techniques. In general these techniques 
appear to not be well suited for large-scale problems when the number of design variables N
is too large. More specifically there are two issues: 
98 
 
i. Model complexity: i.e. a fully quadratic response function  ,MF x β comprises of 
 2O N free β parameters. Consequently  2O N function evaluations of fˆ are needed. 
ii. The meta-model has to be repeatedly implemented to converge to the robust 
optimum. 
For the response surface methodology in particular, there is a third problem due to the data 
uncertainties that produce uncertainty for the model parameters β . So finding the model 
parameters β can be robust optimization problem itself. 
Methods of the C category can be divided mainly in three types: 
I. gradient estimation techniques or stochastic approximation methods 
II. pattern search methods 
III. techniques based on response surface methodology. Response surfaces created 
repetitively lead the design to improved design points eventually leading to the robust 
optimum. Under this procedure it is necessary, for computational efficiency purposes, 
that as simple as possible response surfaces are used. 
These types of robust optimization procedures can be primarily applied to optimize 
expectancy robustness measures formulated as follows 
 
 : | , ( )
( ): ,
optimize E U f a
bsubject to
   

 
x
x
 (5.38) 
where N is the space of feasible options. 
The idea of stochastic approximation is based on the work of Robbins and Monro (Robbins 
and Monro 1951). It uses an iterative recursive formula to calculate the design parameters x
on each step 
 
        1t t t t       x x x  (5.39) 
where   t x is an estimate of the gradient      |t E U f    xx x . It can be shown that the 
above expression converges to the minimizer   |E U f  x . There are also other more 
advanced versions of the algorithm (Ermoliev 1988). Even though these algorithms 
guarantee convergence, the convergence rate is slow. 
Instead of traditional optimization methods pattern search methods do not approximate the 
local gradient or Hessian of the objective function f but rather search design points based on 
a pattern and proceed to next improved points with (with respect to f values). The most 
popular search method is the simplex strategy (Nelder and Mead 1965). Improvements on 
simplex strategies have been proposed in (Humphrey and Wilson 2002), (Anderson and 
Ferris 2001). 
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Pattern search methods appear to be more computationally efficient compared to i.e. 
response surface methodologies because they directly search the design space by inspecting 
only ―necessary‖ pattern points, that is pattern search steps are only performed up to the next 
improvement. However, so far, their application in robust design optimization has been 
limited and has focused only on small scale problems with a low number N of design 
variables.  
5.4.2.3  EVOL UTION ARY  ALG ORITH MS I N THE  CON T EX T OF  RO BUS TNESS  
Evolutionary Algorithms (EA) fall into the category of direct search and optimization 
algorithms being inspired in a broad sense by the theory of evolution as postulated by 
Darwin. An initial ―parent‖ population mx is used in conjunction with the respective 
 m mf f x values to produce an ―offspring‖ population of  designs tx through the utilization 
of some variation operators. The whole process of altering each individual parent mx through 
the variation operators by means of a specific probability distribution is called mutation while 
if more than one parent takes part in the process it is called recombination. 
Depending upon the objective of the optimization procedure certain selection operators are 
implemented to qualify the fitter offspring for the next generation. The aforementioned 
variation and selection operators distinguish in literature different kinds of evolutionary 
algorithms i.e. Evolution Strategies (ES) (Beyer and Sendhoff 2007), (Rechenberg 1994) 
Evolutionary Programming (EP) (Fogel 1992), Genetic Algorithms (GA) (Goldberg 1989)and 
Genetic Programming (Koza 1992). Simulated annealing (Kirkpatrick, Gelatt Jr. and Vecchi 
1983), (Aarts and van Laarhoven 1987), (Spall 1999) is another evolutionary algorithm 
methodology using one parent, one offspring, a mutation operator and a time dependent 
probabilistic selection operator. 
Even though EA can be used effectively in deterministic robust counterpart functions of f
we look at them for the point of view of noisy optimization as an alternative for the robust 
optimization techniques presented in the previous section that handle f -values from Monte 
Carlo simulations. Numerous such applications of EA can be found in literature; (Sebald and 
Fogel 1992), (Greiner 1994), (Pictet, et al. 1996), (McIlhagga, Husbands and Ives 1996), 
(Wiesmann 1997), (Herrmann 1999), (Kazancioglu, et al. 2003), (Kumar, et al. 2006). Finally 
a comprehensive survey can be found in (Baeck, Hammel and Schwefel 1997). 
5.4.2.3.1  NON-DO MIN AT ED  SOR T I NG GE NE T IC ALGOR I T HM  II  (NSGA-II)  
NSGA-II (Deb, et al. 2002) uses an elitist principle and an explicit diversity preserving 
mechanism and it emphasizes on non-dominated solutions. A simple flowchart of the 
algorithm is shown in Fig. 5.1. At any generation t, utilizing the standard genetic operators 
(selection, crossover, mutation), the offspring population tQ  is created from the parent 
population tP . Population tR  is formed combining the two populations. The new population 
is now of total size 2N . Then, the population tR  is classified into different non-domination 
classes. Thereafter, the new population is filled by points of different non-domination fronts, 
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one at a time. The filling starts with the first non-domination front (of class one) and 
continues with points of the second non-domination front, and so on. Since the overall 
population size of tR  is 2N , not all fronts can be accommodated in N slots available for the 
new population. All fronts which cannot be accommodated are deleted. To deal with 
diversity-preservation issues of the estimated Pareto front the NSGA-II utilizes the crowding 
distance id . This quantity id  is the perimeter of the cuboid formed by using the nearest 
neighbors in the objective space as the vertices and it is a measure of the objective space 
around i which is not occupied by any other solution in the population. The optimal Pareto 
front points are selected as those individuals of the population that demonstrate the non-
domination property and have the highest possible crowding distance id . 
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Figure 5.1. Schematic flowchart of the NSGA-II as implemented 
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CHAPTER 6 
6 ROBUST DESIGN WITH VARIABILITY RESPONSE FUNCTIONS;  AN 
ALTERNATIVE APPROACH  
 
6.1 INTRODUCTION  
The concept of Robust Design Optimization (RDO) has been introduced in order to deal with 
intrinsic uncertainties in physical systems that drive the system performance to deviate from 
the deterministically expected performance into sub-optimal designs, thus neutralizing the 
effort of the optimization procedure itself. In RDO the analyst is taking into account the 
stochastic properties of the system variables/parameters and/or system constraints and 
effectively reaches a safer optimum design which should be less sensitive to random system 
parameter variations. Various methodologies have been proposed in recent years regarding 
RDO and its applications to various problems. In classical RDO formulation the goal of 
minimizing objective function(s) is achieved by considering the mean and/or the standard 
deviation of a response quantity and trying to establish the designs that minimize the 
aforementioned quantities considering deterministic or reliability constraints (Park, Lee, et 
al., Robust design: an overview. 2006), (Beyer and Sendhoff 2007). In Reliability-based 
Robust Design Optimization (RRDO) (Missoum, Ramu and Haftka 2007), (Lagaros and 
Papadopoulos 2006), (Allen and Maute 2005) usually care is taken to address the influence of 
probabilistic constraints as a limit on the probability of failure in the context of RDO of 
structures. Vulnerability-based Robust Design Optimization (VRDO) (Papadopoulos and 
Lagaros, Vulnerability-based robust design optimization of imperfect shell structures 2009) is 
a special case of RRDO where intermediate limit states approaching the probabilistic 
constraints are also taken into account thus providing possibly crucial information regarding 
structural behavior and operational integrity.  
All previously mentioned RDO formulations are to be carried out in a stochastic finite 
element method (SFEM) framework so as to efficiently estimate the required quantities 
associated with system variations. This consideration of system randomness however, for it to 
be reliable, requires a precise knowledge of probabilistic characteristics (marginal pdf‘s and 
correlation structures) of the respective random fields modeling system parameters acquired 
only through corresponding experimental surveys or otherwise careful assumption/selection 
of various statistical properties describing the system variables/parameters uncertainty. 
Furthermore it increases substantially the analysis computational cost as any candidate design 
requires full stochastic analysis for the estimation of various statistical quantities. In the 
frequent case that such conditions are not met, similar analyses are implemented based on 
sensitivity analyses with respect to the aforementioned parameters resulting in a significant 
further increase of the overall computational cost. 
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In this chapter an alternative RDO procedure is proposed utilizing Variability Response 
Functions (VRF) concept (Shinozuka 1987), (Wall and Deodatis, Variability response 
functions of stochastic plane stress/strain problems 1994), (Graham and Deodatis, Weighted 
integral method and variability response functions for stochastic plate bending problems 
1998), (Teferra and Deodatis 2012), (Papadopoulos, Deodatis and Papadrakakis 2005), 
(Papadopoulos, Papadrakakis and Deodatis 2006), (Papadopoulos and Deodatis 2006), 
(Papadopoulos and Kokkinos 2012), (Miranda and Deodatis 2012) in an effort to provide an 
answer in aforementioned known issues while optimizing a frame structure involving 
stochastic field material properties with respect to its total weight and robustness of its 
displacement response. It is reminded here that system response variance, as originally 
proposed in (Shinozuka 1987) and extended and further developed in  (Wall and Deodatis 
1994), (Graham and Deodatis, Weighted integral method and variability response functions 
for stochastic plate bending problems 1998), (Teferra and Deodatis 2012), (Papadopoulos, 
Papadrakakis and Deodatis, Analysis of mean response and response variability of stochastic 
finite element systems 2006), (Papadopoulos, Deodatis and Papadrakakis, Flexibility-based 
upper bounds on the response variability of simple beams. 2005), (Papadopoulos and 
Deodatis, Response variability of stochastic frame structures using evolutionary field theory 
2006), (Papadopoulos and Kokkinos, Variability response functions for stochastic systems 
under dynamic excitations 2012) can be expressed in the following integral form expression: 
 ( ) ( , ) ( )ff ffVar S d   


 u VRF  (5.40) 
In the above expression ff  is the uncertain system variable standard deviation,  ffS  is the 
stochastic field spectral density and  the spatial frequency  /rad m . VRF‘s product and 
integration with the spectral density function ( )ffS  of the stochastic field that models the 
uncertain system variable(s) amounts to system response variance vector ( )Var u . In the above 
expression VRF, which is a vector comprised of a VRF for each degree of freedom of the FE 
system, is assumed to be deterministic, an assumption proven rigorously only for statically 
determinate beam-type structures. For a number of other applications this assumption has 
been demonstrated numerically while further evidence has been provided with the 
introduction of the so called Generalized VRF (GVRF) which is a VRF calculated from a 
family of spectral density functions and various pdfs. What is really beneficial under this 
assumption is the ability to establish spectral- and pdf-free upper bounds in a straightforward 
manner described in the following equation as it has been explained in (Papadopoulos, 
Deodatis and Papadrakakis, Flexibility-based upper bounds on the response variability of 
simple beams. 2005): 
 max 2( ) ( , )ff ffVar   u VRF  (5.41) 
Where  max , ff VRF is the maximum value of the VRF attained at some wave number max . 
Therefore, setting maximum VRF value as an objective function accounting for system 
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response robustness, in addition to the total weight, the system is ensured to exhibit, for a 
given weight class, the lowest possible variance response under conditions imposed by the 
worst possible stochastic field. The worst possible stochastic field for a particular design 
candidate is determined by means of Eq. (11.70) i.e. it is a stochastic field with a 
monochromatic SDF concentrated at max  (Papadopoulos, Deodatis and Papadrakakis, 
Flexibility-based upper bounds on the response variability of simple beams. 2005). The 
optimum design candidate for this particular weight class is the one that minimizes the 
respective  max , ff VRF value. Repeating this process for all possible weight classes one 
can create a two dimensional Pareto front is created for two objective functions: the weight 
and the system variance response accruing from Eq. (11.70). 
In classical RDO formulation, optimization is performed for an a priori selected stochastic 
field. In real life applications however correlation structure of the uncertain system parameter 
is rarely known thus rendering such an optimization procedure redundant. Consequently the 
designer is obliged to conduct multiple such optimization procedures to shield the designed 
system from all possibilities. By using the proposed methodology this problem is overcome 
because each design candidate is evaluated based on its performance under the worst case 
scenario determined for the specific design. Effectively the designer is ensured that the 
system will have the best possible performance at the worst possible conditions.   
The advantages of using the proposed methodology over traditional Robust Design 
Optimization are illustrated through an application to a frame-type structure where it is 
demonstrated that the designs achieved through classical RDO for a given stochastic field 
description are not optimal if a variation on the spectral properties of the random field 
modeling the system uncertainty occurs. On the other hand optimal designs obtained with the 
VRF-based RDO remain optimum for the worst case scenario stochastic fields. In order to 
demonstrate this, a bi-objective function is formulated taking into account uncertainties in the 
material properties modeled as random fields. Deterministic constraints of maximum stress 
and displacement response are applied. A Pareto front is initially constructed through a 
classical RDO formulation and multi-objective Genetic Algorithm solver for the two 
conflicting objective functions, namely the total structural weight and the system response 
variability, for a given stochastic field with a classical Robust Design Optimization 
formulation. Then, maximum possible variances of the selected designs are computed from 
the respective maximum values (see Eq. (11.70)) of the corresponding Variability Response 
Functions characteristic to these designs. The resulting front is then compared to a new 
Pareto front in which the second objective function is the maximum possible system variance 
which can be readily obtained by minimizing the maximum value of the Variability Response 
Function  maxmin , ffVRF   . The former classical RDO front proves to be, as expected, sub-
optimal to the VRF-based one since the latter is by definition independent of the probability 
distribution and the spectral density used to model system‘s uncertainty. It is mentioned that 
the generated front and the respective proposed designs are referring to a variety of stochastic 
fields in contrast to the classical RDO. It is also clarified that the proposed designs are not 
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necessarily optimal when examined under the scope of only one predesignated stochastic 
field. In the case that an optimization is carried out for a specific correlation structure the 
resulting design selection will be suboptimal with respect to any other correlation structure. 
6.2 ANALYSIS OF RESPONSE VARIABILITY USING VRFS  
Without loss of generality consider the linear stochastic FE system of Fig. 6.1 which is a 
fixed-fixed beam/frame structure. The product of the inverse of the elastic modulus and of the 
moment of inertia is assumed to vary randomly along the x axis according to the following 
expression:  
 
  0
1
(1 ( ))
( )
F f x
E x I
   (5.42) 
where E is the elastic modulus, I is the moment of inertia, 0F is the mean value of the inverse 
of EI , and  f x  is a zero-mean homogeneous stochastic field modeling the variation of 
1/ EI  around its mean value. 
 
Figure 6.1. Geometry and loading of the fixed–fixed frame discretized with 60 beam elements. 
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Following a procedure similar to the one presented in (Papadopoulos, Papadrakakis and 
Deodatis, Analysis of mean response and response variability of stochastic finite element 
systems 2006), it is possible to express the variance of the response variability of a stochastic 
finite element system in the integral form expression of Eq. (5.40). The numerical estimation 
of VRF in Eq. (5.40) involves a FEM-based fast Monte Carlo simulation (FEM-FMCS) 
whose idea is to consider the random field   in Eq. (5.42) as a random sinusoid 
(Papadopoulos, Deodatis and Papadrakakis, Flexibility-based upper bounds on the response 
variability of simple beams. 2005), (Papadopoulos and Deodatis, Response variability of 
stochastic frame structures using evolutionary field theory 2006) and plug its monochromatic 
power spectrum into Eq. (5.40), in order to compute the respective mean and variance 
response at various wave numbers as a function of time t .  
 
6.2.1 NUMERICAL VALIDATION OF THE VRF  WITH GVRF 
In the context of this work and in order to validate our findings we have utilized the recently 
established concept of GVRF (Miranda and Deodatis, Generalized variability response 
functions for beam structures with stochastic parameters. 2012) in order to further evidence 
the assumption of independence of the VRF of the stochastic parameters of the problem. For 
this purpose a GVRF was calculated for a family of moving SDFs and then compared to the 
VRF computed via FEM-FMCS as described in chapter 3. 
6.3 RDO  USING VARIABILITY RESPONSE FUNCTIONS  
RDO using VRFs (VRF-RDO) implements a bi-objective function involving maximum VRF 
value and total structural weight. The constraints of this function can be either stress- and/or 
displacement-related. VRF is a function characterizing variability response of the system 
regardless of the spectral density function of the stochastic field modeling the inverse of the 
elastic modulus. Thus, minimizing its maximum value selects a design candidate for the 
system that has the optimal performance with respect to the worst case scenario. 
A general formulation of the VRF-RDO can be stated as follows: 
 maxmin [ ( , ), ( , )]Tfff C   s F s X VRF  (5.43) 
subjected to deterministic constraints: 
 ( ) 0 1,...,jg j k X  (5.44) 
where f is the bi-objective function related to the material cost C and the vector that contains 
the maximum values of selected variability response function quantities max( , )ff VRF  . 
Material cost C  is an obvious selection as an objective function in most structural design 
problems. Maximum attained VRF value max( , )ff VRF  , is chosen as the second objective 
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function to minimize, accounting for system variability and effectively dealing with existing 
uncertainty in a structural probabilistic environment. Vector s  represents the design variable 
vectors and X is the position vector. F  is the feasible region where all the deterministic 
constraint functions jg  are satisfied. The 
max( , )ff VRF   is qualified as an objective 
function because it provides with more general system inherent information independent of 
the stochastic field correlation structure. Therefore under the VRF-RDO formulation the 
design candidate is selected so that it attains the lowest possible variability response when the 
worst case scenario, in terms of stochastic field spectral density, is applied. 
 
 
6.4 MULTI-OBJECTIVE OPTIMIZATION USING GENETIC 
ALGORITHMS  
The solution of a multi-objective optimization problem is given in the form of a so-called 
Pareto front as opposed to a single-objective problem where the solution is singular. Several 
methods have been proposed for multi-objective optimization such as the weighted sum 
method (Zadeh 1963), goal programming (Charnes and Cooper 1977), physical programming 
(Messac, Puemi-Sukam and Melachrinoudis 2001), compromise programming (Chen, 
Wiecek and Zhang 1999), as well as recently developed  evolutionary algorithms such as 
Strength Pareto Evolutionary Algorithm 2 (SPEA-2) (Zitzler, Laumanns and Thiele 2001), 
simulated annealing (Suman and Kumar 2006), particle swarm optimization (Parsopoulos and 
Vrahatis 2002), (Coello Coello and Salazar Lechuga 2002) and Non-dominated Sorting 
Genetic Algorithm II (NSGA-II) (Deb, et al. 2002). In the current work the multi-objective 
optimization is conducted implementing the NSGA-II which is established as a standard 
approach in identifying the ‗Pareto front‘. Multi-objective evolutionary algorithms are 
preferred to classical optimization methods primarily due to their ability to find multiple 
Pareto-optimal solutions in one single run. However, they have been mainly criticized for 
issues like high computational complexity and non-elitistic approach.  
By means of the nature of this particular problem, objectives and constraints are regarded as 
non-linear functions. The population size is set equal to 50 for each generation. Migration and 
crossover fractions are set equal to 0.5. Maximum number of generations was set equal to 
150. 
6.5 NUMERICAL EXAMPLE  
The three-story frame shown in Fig.2 is selected in order to showcase the potential of the 
VRF-RDO formulation. For this structure, the inverse of  EI  is assumed to vary randomly 
along its length according to Eq. (5.42) with 8 3 10 (1.35 10 )F KNm
  .   Additionally, each 
story is 4m  long and 3m  high. For the analysis of the frame structure we used 220  beam 
elements, 15 for each column and 20  for each beam resulting in 654  d.o.f.‘s. 
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A concentrated moment is applied at the middle of each storey equal to 70M KNm and a 
distributed load 3.2 /q KN m  along all beams (see Fig. 6.1). Assuming full statistical 
dependence, the stochastic field  f x  in Eq. (5.40) is considered to vary across the length of 
the columns and the beams of the frame as follows: x  is assumed to run first along the 
columns from left to right and from bottom to top in the first story; then along the beams of 
the first floor from left to right. Following the same pattern for stories 2 and 3 a continuous 
field is formed. The SDF of the field is assumed to be exponential and given as: 
   2 3 2 | |
1
4
b
ff ffS b e
     (5.45) 
Two different values of the correlation length parameter were examined, 10b  and 70b 
with a standard deviation 0.1ff  . Plots of the SDF with respect to the frequency  /rad m
for the selected values of b can be seen in Fig. 6.3.  
 
Figure 6.2. Spectral density functions for stochastic field  f x standard deviation 0.1ff  for two 
different values of the correlation length parameter 
 
The geometric properties of the columns and the beams at each storey of the frame are 
considered to be the four distinct design variables for the VRF-RDO formulation (see Fig. 
6.1). The selection of the geometric properties of the columns and the beams of the frame has 
been defined within the set of the Eurocode-8 HEB sections from 100HEB  to 1000HEB . The 
formulation of the VRF-RDO problem is as follows: 
 
max
1 2 3 4
min [ ( ), ( , )]
[ , , , ]
[ , ]
T
ff
T
i i i
f VOL VRF
A I
  


s F s
s X X X X
X
 (5.46) 
subject to 
 
max( ) /1.10, 235
i
y y Mpa  

 
X
 (5.47) 
where max( , )ffVRF    is the maximum VRF value corresponding to vertical displacement u in 
Fig. 6.1,  is the discrete set containing the geometric properties of the EC-8 sections from 
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100HEB to 1000HEB , 4F  is the feasible region for the design variable s where all 
constraints are satisfied, iA , iI  are the mean values of cross-section and moment of inertia 
respectively of the structural members,  max   is the maximum deterministically derived 
effective stress for each design s  appearing in the model and y is the material yield stress. It 
is mentioned here that this methodology is fully extendable and able to facilitate multiple 
displacements of the structure with no further implications and additional cost in a 
straightforward manner.   
 
An initial classical RD procedure was performed for the case that a given stochastic field 
with a SDF with 10b  in Eq. Error! Reference source not found. describes the modulus of 
elasticity in Eq. (5.40).  
 
Figure 6.3. Pareto front for classical RDO for a given field with b=10 and total weight and maximum 
possible variance as objective functions for the selected designs. Variance axis in logarithmic scale. 
Fig. 6.3 presents the calculated Pareto front where, as expected, the heaviest designs exhibit 
the superior performance i.e. the minimum response variability. Likewise, lighter designs 
trade off less cost, in terms of total material volume, with increased variability. The same 
figure presents also a derivative plot which was produced by calculating the upper bound on 
the response variability by means of Eq. (11.70) for each of the designs of the previously 
calculated Pareto front from the classical RD procedure. As shown in Fig. 6.5 the derivative 
plot shifts clearly to the right which means that at least one field can be found, namely a 
random sinusoid at max  of the VRF of each candidate design, in which the variance is 
significantly higher than the one computed for the given stochastic field with 10b  . 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
Figure 6.4. Graphs of VRF for different total weight and structural members‘ cross sections included 
in design vector s . 
 
In order to determine the upper bound on the variability response for each design we evaluate 
their corresponding VRFs. Figs. 6.4 depict some typical VRFs for the respective designs of 
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this system. Specifically, in Fig. 6.4(a) the graphs of three conveniently selected designs are 
depicted; while the first design 1s  is the heaviest one, it demonstrates almost identical 
performance, as far as VRF values are concerned, with the last design 3s which generates 
considerably lower structural weight. On the other hand for the design 2s  with yet identical 
resulting weight as design 3s , VRF is substantially augmented thus establishing it as an 
inferior design with respect to design 3s . In Fig. 6.4(b) two similar VRF graphs are depicted 
for two designs of unequal total accruing weight while in Fig. 6.4(c) two designs with equal 
total weight produce two disparate VRF graphs. In Fig. 6.4(d) two designs of equal total 
weight 30.74m , namely 2s  and 3s , result in totally different VRFs while 1s  with lower total 
weight exhibits similar performance to 3s . Lastly in Fig. 6.4(e) two designs of substantially 
different total weights exhibit similar performance making it clear that there is plenty of room 
for optimization with respect to VRF maximum value depending on alterations on the design 
vector even for equal structural weights. From these VRF graphs it is evident that the wave 
number domains that are mostly contributing to the VRF and consequently to the response 
variance demonstrate a significant variation and strongly depend on the deterministic 
parameters of the problem. Therefore, if a classical RDO results in optimum system response 
variability for a given SDF this doesn‘t necessarily mean that this design is also optimum 
with respect to the response variability for a different SDF.  
 
Figure 6.5. Pareto front for classical RDO for a given field with 70b  and total weight as objective 
functions and maximum possible variance for the selected designs. Variance axis in logarithmic scale. 
 
The same conclusion can be derived from the Pareto front of the classical RDO in Fig. 6.5 
but for a correlation length parameter 70b  . From Figs. 6.3 and 6.5 it can be observed that in 
the case of 10b  , average ‗shift‘ in variance is equal to 74%  ranging from 44% to 140%
while in the case of 70b  the respective percentages are 86% , 42%  and 226% . Fig. 6.6 
presents the two previous results in comparison to the Pareto front produced by the VRF-
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RDO formulation. What is important to bear in mind in the VRF-RDO procedure is that 
optimal designs in the Pareto front of Fig. 6.6 exhibit the globally optimal performance when 
focusing on different possible stochastic fields of the uncertain system parameter. 
Specifically, comparing the VRF-RDO Pareto front with the maximum possible variance 
front for 10b  case we notice that for a similar weight, i.e. the last point of each front (VRF-
RDO point weight equal to 30,181m and 10b  case point weight equal to 30.197m ) there is a 
45%  reduction in variance achieved. In another case for the weight class around 30.27m the 
reduction is almost 60% . When comparing VRF-RDO Pareto front with the maximum 
possible variance front for 70b  , reduction in variance can be even more dramatic reaching 
up to 80%  (VRF-RDO point weight equal to 30.430m and 70b  case point weight equal to
30.444m ). This can be explained by the following observation; in the specific static model it 
seems to be a standard feature of VRF (see Figs. 6.4) to attain maximum value far from the 
neighborhood of 0 /rad m  while the SDF that is used in our example, when the 
correlation length parameter b is equal to 70 , concentrates 99% of its power at the proximity 
of 0 /rad m  wavenumber i.e. for 0.13 /rad m  (see Fig. 6.2). Thus, the integral expression 
of Eq. (5.40) produces a deceivingly low variance for the case when 70b  not taking into 
account the evolution of VRF for higher /rad m where practically SDF is zero and 
consequently the classical RDO procedure effectively focuses its selection process on designs 
that give low VRF values at low wave-numbers neglecting what the variance might be for an 
alternative stochastic field. 
 
Figure 6.6. Pareto fronts for classical RDO with variability response for a given field with 10,70b 
and total weight as objective functions with respective maximum possible variances for the selected 
designs and Pareto front with VRF and total weight as objective functions. Variance axis in 
logarithmic scale. 
 
Finally, in Fig. 6.7 a comparison of VRF with the respective GVRF generated with the 
methodology described in section 5.3.1 is presented for a randomly selected design of the 
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structural model. The agreement of the two curves validates the conjecture of independence 
of the VRF from the stochastic parameters of the problem. 
 
Figure 6.7. Comparison of GVRF and VRF graphs for a specific design vector s  with respective 
moments of inertia. 
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CHAPTER 7 
7 CONCLUSIVE REMARKS  
Over the recent years a lot of research has been dedicated to improving existing stochastic 
analysis methodologies as well as inventing new ones. This fact, combined with the advances 
in computational science and tools, has made stochastic analysis a more tangible and feasible 
process for practical engineers. In the original research presented in this particular PhD 
thesis, an effort has been made to reduce computational cost related to stochastic dynamic 
analysis and stochastic optimization but mainly to explore additional tools and an alternative 
perspective of viewing systems‘ uncertainty, aiming to provide a norm that characterizes each 
individual system that is decoupled of the system uncertainty itself. This has been achieved 
by implementing the established concept of Variability Response Function. 
More specifically, Dynamic Variability Response Functions and Dynamic Mean Response 
Functions were derived initially for a linear stochastic single d.o.f. oscillator with random 
material properties under dynamic excitation. The inverse of the modulus of elasticity was 
considered as the uncertain system parameter. It was demonstrated that, as in the case of 
stochastic systems under static loading, DVRF and DMRF depend on the standard deviation 
of the stochastic field modeling the uncertain parameter but appear to be almost independent 
of its power spectral density and marginal pdf. The results obtained from the integral 
expressions are close to those obtained with MCS reaching a maximum error of the order of 
20-25%. Moreover, the DVRF and DMRF provide with an insight of the dynamic system 
sensitivity to the stochastic parameters and the mechanisms controlling the response mean 
and variability and their evolution in time.  
Furthermore, vector type Dynamic Variability Response Functions and Dynamic Mean 
Response Functions were obtained for general stochastic FE systems such as a statically 
indeterminate frame structure and a plane stress shear wall problem with random material 
properties under dynamic excitation. Again, the inverse of the modulus of elasticity was 
considered as the uncertain system parameter. The recently established GVRF concept has 
been utilized and effectively validated the independence of DVRF of the spectral properties 
and the marginal pdf of the uncertain system parameter. Thus an easily implemented 
methodology is introduced for computationally efficient sensitivity analysis of general finite 
element systems while at the same time providing reliable information about the evolution of 
response mean and variability in time. 
At last, an alternative Robust Design Optimization is proposed based on the concept of 
Variability Response Function. Taking advantage of the VRF‘s invariance to the stochastic 
field‘s correlation structure and probability distribution, an alternative Robust Design 
Optimization formulation is achieved that is dependent only upon deterministic parameters of 
the problem. The VRF-RDO derived Pareto front provides design candidates, through an 
essentially deterministic procedure, that have an optimal performance taking into account the 
116 
 
worst possible stochastic field for the system response. The advantages of using the proposed 
methodology over traditional Robust Design Optimization are illustrated through an 
application to a frame-type structure where it is demonstrated that the designs achieved 
through classical RDO for a given stochastic field description are not optimal for a variation 
on the spectral properties of the random field modeling the system uncertainty, while designs 
obtained with the VRF-RDO achieve optimal performance for the worst case scenario 
stochastic fields. 
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