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Abstract. We redefine BS-dimension for Carathe´odory structure by
packing method. We have the same dimension properties with respect to
the cover method and check the Bowen’s equation for the new dimension
as well. Besides, we consider the relation between the new BS-dimension
and upper and lower BS-density respectively. We extend the variational
principles of entropy to BS dimension.
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1 Introduction
Besides the notion of Hausdorff dimension dimH , another frequently used notion of
dimension is the Box dimension. For a totally bounded set E in a metric space, its
(upper) Box dimension is
dimBE = lim sup
ε→0
logN(E, ε)
− log ε
,
where N(E, ε) denotes the largest possible number of disjoint balls of diameter ε cen-
tered at points of E. However this notion suffers from the lack of associated measures.
Tricot ([25], [26]) introduce packing dimension, which is counterpart to Hausdorff di-
mension, used in measuring fractal dimension of sets. Packing dimension and Hausdorff
dimension have many similar natures. For example, both of them have a close rela-
tionship with the density[20].
Throughout this paper, by a topological dynamical system (TDS) (X , f) we mean a
compact metric space X together with a continuous self-map f : X → X . Let M(X),
∗The work is supported by the National Natural Science Foundation of China (10971100) and
National Basic Research Program of China (973 Program) (2007CB814800).
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M(X, f) denote respectively the sets of all Borel probability measures, f−invariant
Borel probability measures. By a measure theoretical dynamical system (m.t.d.s.) we
mean (X, C, ν, f), where X is a set, C is a σ−algebra over X , ν is a probability measure
on C and f is a measure preserving transformation.
In 1958 Kolmogorov [18] associated to any m.t.d.s. (X, C, ν, f) an isomorphic invari-
ant, namely the measure-theoretical entropy hν(f). Later on in 1965, Adler, Konheim
and McAndrew [1] introduced for any TDS (X, f) an analogous notion of topological
entropy htop(f), as an invariant of topological conjugacy. There is a basic relation
between topological entropy and measure-theoretic entropy: if (X, f) is a TDS, then
htop(f) = sup{hµ(f) : µ ∈M(X, f)}.
This variational principle was proved by Goodman [15], and plays a fundamental role
in ergodic theory and dynamcial systems (cf. [21], [27]).
In 1973, Bowen [7] introduced the topological entropy hBtop(f, Z) for any set Z in a
TDS (X, f) in a way resembling Hausdorff dimension, which we call Bowen’s topological
entropy. In particular, hBtop(f,X) = htop(f). Bowen’s topological entropy plays a key
role in topological dynamics and dimension theory [21].
To study a nature question whether there is certain variational relation between
Bowen’s topological entropy and measure-theoretic entropy for arbitrary non-invariant
compact set, or Borel set in general. For example, when K ⊂ X is f−invariant but
not compact, or K is compact but not f−invariant, it may happen that hBtop(f,K) > 0
but µ(K) = 0 for any µ ∈ M(X, f). For this purpose, Feng and Huang [13] defined
measure-theoretic entropy for elements in M(X).
In 2000, Barreira and Schmeling [4] defined a new dimension called BS-dimension
with Carathe´odory structure. The BS-dimension satisfies so called Bowen pressure
formula. In this paper, we consider BS-dimension in packing method and get the
variational principles.
2 Definitions
Let (X ,d) be a compact metric space with metric d, f : X → X a continuous map,
and u : X → R a positive continuous function. For any n ∈ N, the n-th Bowen metric
dn on X is defined by
dn(x, y) = max{d(f
k(x), fk(y)) : k = 0, · · · , n− 1}.
For every ε > 0 we denote by Bn(x, ε), Bn(x, ε) the open (resp. closed) ball of
radius ε in the metric dn around x, i.e.,
Bn(x, ε) = {y ∈ X : dn(x, y) < ε},
Bn(x, ε) = {y ∈ X : dn(x, y) ≤ ε}.
According to the theory of Carathe´odory dimension structure, we consider collection
of sets F = {Bn(x, ε) : x ∈ Z, n ∈ N, ε > 0}, and functions
ψ(Bn(x, ε)) =
1
n
,
2
ξ(Bn(x, ε)) = 1,
η(Bn(x, ε)) = sup
x∈Bn(x,ε)
exp(Σn−1i=0 u(f
ix)).
For n ≥ 1, ε > 0, we denote
Wn(ε) = {Bn(x, ε) : x ∈ Z}.
For convenience, for any B = Bn(x, ε) ∈ Wn(ε), we call the integer n(B) = n the
length of B and xB = x the center of B. For any B ∈ Fε, function u can induce a
function by
u(B) = sup
x∈B
n(B)−1∑
i=0
u(f ix).
The following dimension was first defined by Barreira and Schmeling [4].
Definition 2.1. [4] If Z ⊂ X. For any α > 0, N ∈ N and ε > 0 we define
M(Z, α, ε, N) = inf
G
{
∑
B∈G
exp(−αu(B))},
where the infimum is taken over all finite or countable G ⊂ ∪j≥NWj(ε) that cover
Z. Clearly M(Z, α, ε, N) is a finite out measure on X, and increases as N increases.
Define
m(Z, α, ε) = lim
N→∞
M(Z, α, ε, N)
and
dimBSC(Z, ε) = inf{α : m(Z, α, ε) = 0}
= sup{α : m(Z, α, ε) =∞}.
The BS-C dimension is dimBSC Z = lim
ε→0
dimBSC(Z, ε): the limit exists because given
ε1 < ε2, we have m(Z, α, ε1) ≥ m(Z, α, ε2), so dimBSC(Z, ε1) ≥ dimBSC(Z, ε2).
In the theory of dimension, covering and packing are two ways to obtain dimension.
Next, we define a new dimension by packings.
Definition 2.2. If Z ⊂ X. For any α > 0, N ∈ N and ε > 0 we define
P (Z, α, ε, N) = sup
G
{
∑
B∈G
exp(−αu(B))},
where the supermum is taken over all finite or countable pairwise disjoint families
{Bni(xi, ε)} such that xi ∈ Z, ni ≥ N for all i. The quantity P (Z, α, ε, N) does not
decrease as N , ε decrease, hence the following limits exist:
P ∗(Z, α, ε) = lim
N→∞
P (Z, α, ε, N).
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Define
P (Z, α, ε) = inf{
∞∑
i=1
P ∗(Zi, α, ε) :
∞⋃
i=1
Zi ⊇ Z}.
There exists a critical value of the parameter α, which we will denote by dimBSP(Z, ε),where
P (Z, α, ǫ) jumps from ∞ to 0, i.e.,
dimBSP(Z, ε) = inf{α : P (Z, α, ε) = 0}
= sup{α : P (Z, α, ε) =∞}.
Note that dimBSP(Z, ε) increases when ε decreases. We call
dimBSP Z = lim
ε→0
dimBSP(Z, ε)
the the BS-Packing (or BS-P) dimension of Z.
After the definitions of dimension, we consider the corresponding definitions of
capacity.
Definition 2.3. If Z ⊂ X. For any α > 0, N ∈ N and ε > 0 we define
RC(Z, α, ε, N) = inf
G
{
∑
B∈G
exp(−αu(B))},
where the infimum is taken over all finite or countable G ⊂ WN (ε) that cover Z. We
define
rC(Z, α, ε) = lim sup
N→∞
RC(Z, α, ε, N)
and
CapBSC(Z, ε) = inf{α : rC(Z, α, ε) = 0}
= sup{α : rC(Z, α, ε) =∞}.
The BS-Capacity is CapBSCZ = lim
ε→0
CapBSC(Z, ε).
Definition 2.4. If Z ⊂ X. For any α > 0, N ∈ N and ε > 0 we define
RP (Z, α, ε, N) = sup
G
{
∑
B∈G
exp(−αu(B))},
where the supermum is taken over all finite or countable pairwise disjoint families
{BN(xi, ε)} such that xi ∈ Z, for all i. We define
rP (Z, α, ε) = lim sup
N→∞
RP (Z, α, ε, N).
and
CapBSP(Z, ε) = inf{α : rP (Z, α, ε) = 0}
= sup{α : rP (Z, α, ε) =∞}.
The BS-Capacity is CapBSPZ = lim
ε→0
CapBSP(Z, ε).
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The above two definitions of BS-Capacity can be defined in an alternative way. In
fact, forBn(x, ε) ∈ F , we can change the function u(Bn(x, ε)) = supy∈Bn(x,ε)
∑n−1
k=0 u(f
ky)
to u′(Bn(x, ε)) =
∑n−1
k=0 u(f
kx). RC1(Z, α, ε, N) and RP1(Z, α, ε, N) respectively in-
stead of RC(Z, α, ε, N) and RP (Z, α, ε, N). rC1(Z, α, ε) and rP1(Z, α, ε) respectively
instead of rC(Z, α, ε) and rP (Z, α, ε). We denote Cap
1
BSCZ and Cap
1
BSPZ respectively
the new dimension from the changed function by the Hausdorff and Packing methods.
3 Variational Principle for BS-P Dimension
Lemma 3.1. [20] Let (X, d) be a compact metric space and B = {B(xi, ri)}i∈I be a
family of close (or open) balls in X. Then there exists a finite or countable subfamily
B′ = {B(xi, ri)}i∈I′ of pairwise disjoint balls in B such that
⋃
B∈B
⊂
⋃
i∈I′
B(xi, 5ri).
In [11], a common inequality is dimH Z ≤ dimP Z ≤ dimBZ. We attempt to
the construct the similar inequality to compare the dimBSC Z, dimBSP Z, and CapZ.
For this purpose, we need the following equivalent Capacity definition as well as the
common Box dimension.
Lemma 3.2. CapBSCZ = CapBSPZ = Cap
1
BSCZ = Cap
1
BSPZ
Proof. First we show CapBSCZ = Cap
1
BSCZ.
Clearly, for any G ⊂ WN (ε) which covers Z,
∑
B∈G
exp(−αu(B)) ≤
∑
B∈G
exp(−α
N−1∑
k=0
u(fk(xB))).
Since G is arbitrary, we have
rC(Z, α, ε) ≤ rC1(Z, α, ε).
Hence
CapBSCZ ≤ Cap
1
BSCZ.
Conversely, we still suppose G ⊂ WN (ε) which covers Z. Set u = minx∈X u(x) and
γ(ε) = sup{|u(x)− u(y)| : d(x, y) < 2ε}. We obtain
∑
B∈G
exp(−α
N−1∑
k=0
u(fk(xB))) ≤
∑
B∈G
exp(−αu(B) + αNγ(ε))
=
∑
B∈G
exp(−αu(B) + α
u(B)
u
γ(ε))
=
∑
B∈G
exp(−α(1−
γ(ε)
u
)u(B)).
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Since G is arbitrary, we have
RC1(Z, α, ε, N) ≤ RC(Z, α(1−
γ(ε)
u
), ε, N).
Letting N →∞,
rC1(Z, α, ε) ≤ rC(Z, α(1−
γ(ε)
u
), ε).
Therefore,
Cap
1
BSC(Z, ε)(1−
γ(ε)
u
) ≤ CapBSC(Z, ε).
By the uniform continuity of u on X , we conclude that
Cap
1
BSCZ ≤ CapBSCZ.
Similarly, we have
CapBSPZ = Cap
1
BSPZ.
Next we prove Cap
1
BSCZ ≥ Cap
1
BSPZ.
∀ε > 0, N ∈ N there exists a finite or countable pairwise disjoint families G =
{BN(xi, ε)} such that xi ∈ Z satisfying
∑
B∈G
exp(−αu′(B)) > RP1(Z, α, ε, N)− ε.
Fix F ⊂ WN (ε/2) which covers Z, For any B ∈ G, there exists F ∈ F such that
xB ∈ F and every F contains at most one such xB. Therefore
∑
B∈G
exp(−αu′(B)) ≤
∑
F∈F
exp(−αu′(F )).
By the arbitrariness of F , we have
∑
B∈G
exp(−αu′(B)) ≤ RC1(Z, α, ε/2, N).
Hence
RP1(Z, α, ε, N)− ε ≤ RC1(Z, α, ε/2, N).
Then we have
Cap
1
BSP(Z, ε) ≤ Cap
1
BSC(Z, ε/2).
Letting ε→ 0, thus
Cap
1
BSPZ ≤ Cap
1
BSCZ.
Finally, we show Cap
1
BSCZ ≤ Cap
1
BSPZ. Let {BN (xi, ε)}i∈I be a family of closed
ball in X with centers in Z which covers Z. According to Lemma 3.1, we can find a
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finite or countable subfamily {B′N (xi, ε)}i∈I′ of pairwise disjoint balls with centers in
Z still cover Z after their radiuses were enlarged by 5 times. Thus
RC1(Z, α, 5.5ε,N) ≤
∑
B∈B
exp(−α
N−1∑
k=0
u(fk(xB))) ≤ RP1(Z, α, ε, N).
Hence, we have Cap
1
BSCZ ≤ Cap
1
BSPZ.
Theorem 3.3. dimBSP Z ≤ CapBSCZ for Z ⊂ X.
Proof. Assume that dimBSP Z > 0; otherwise there is nothing to prove. For any ε > 0,
we assume that t < s < dimBSP(Z, ε). If CapBSP(Z, ε) < t. Then
rP (Z, t, ε) = 0.
According to the definition of capacity, for anyM > 0, there exists N0, whence N ≥ N0,
we have
RP (Z, t, ε, N) < M.
If Gn is an arbitrary finite pairwise disjoint families {Bn(xi, ε)} such that xi ∈ Z,
n ≥ N0 for all i. Then ∑
B∈Gn
exp(−tu(B)) < M.
Since s < dimBSP(Z, ε), there exists a finite pairwise disjoint families G = {Bni(xi, ε)}
such that xi ∈ Z, ni ≥ N0 for all i and
∑
B∈G
exp(−su(B)) >
M
1− exp((t− s)u)
.
We set Gk = {B ∈ G : n(B) = k},
∑
B∈G
exp(−su(B)) =
∞∑
k=0
∑
B∈Gk
exp(−su(B))
=
∞∑
k=0
∑
B∈Gk
exp((−s+ t)u(B)) exp(−tu(B))
≤
∞∑
k=0
∑
B∈Gk
exp((−s+ t)uk) exp(−tu(B))
≤
∞∑
k=0
exp((−s+ t)uk)M
=
M
1− exp((t− s)u)
.
Hence
CapBSC(Z, ε) ≥ dimBSP(Z, ε).
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Letting ε→ 0, we have
CapBSCZ ≥ dimBSP Z.
Theorem 3.4. dimBSC Z ≤ dimBSP Z for Z ⊂ X.
Proof. For ε > 0, we assume that s > dimBSP(Z, ε), then P (Z, s, ε) = 0. If Z ⊂ ∪∞i=1Zi,
such that P ∗(Zi, s, ε) < ∞, ∀i. When N is large enough, we have P (Zi, s, ε, N) < ∞
and R1(Zi, s, ε, N) <∞. This means CapBSP(Zi, ε) ≤ s, hence,
CapBSP(Zi, ε) ≤ dimBSP(Z, ε), ∀i.
Letting ε→ 0, we have
CapBSPZi ≤ dimBSP Z.
Since BS-C dimension is countably stable, we have
dimBSC Z ≤ sup
i
CapZi
≤ dimBSP Z.
Barreira and Schmeling [4] have showed that BS dimension is the unique root of
topological pressure function. Theorem 3.6 will show BS-P dimension the unique root
of packing topological pressure function. In the following, we give the definition of
packing topological pressure.
Definition 3.5. If Z ⊂ X. For continuous g:X → R, s ≥ 0, N ∈ N and ε > 0, we
define
Pp(g, Z, β, ε, N) = sup
G
∑
B∈G
exp(−βn(B) + sup
x∈B
n(B)−1∑
i=0
g(f ix)), (3.1)
where the supermum is taken over all finite or countable pairwise disjoint families
G = {Bni(xi, ε)} such that xi ∈ Z, ni ≥ N for all i. Pp(g, Z, β, ε, N) decreases as N
increases. So limit
P ∗p (g, Z, β, ε) = lim
N→∞
Pp(g, Z, β, ε, N).
exists. We define
Pp(g, Z, β, ε) = inf{
∞∑
i=0
P ∗p (g, Zi, β, ε) : ∪
∞
i=1Zi ⊃ Z}. (3.2)
There exists a critical value of the parameter β, which we will denote by PZ,p(g, ε),
where Pp(g, Z, β, ε) jumps from ∞ to 0, i.e.
Pp(g, Z, β, ε) =
{
0, β > PZ,p(g, ε);
∞, β < PZ,p(g, ε).
(3.3)
We call
PZ,p(g) = lim
ε→0
PZ,p(g, ε) (3.4)
the packing topological pressure.
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Theorem 3.6. (Bowen pressure formula) We have dimBSP Z = α, where α is the
unique root of the equation PZ,p(−αu) = 0.
Proof. For any ε > 0, fix β > 0, N ∈ N, t ∈ R, h > 0. For any n ∈ N and x ∈ Z, we
have ∑n−1
k=0(−u(f
kx))
n
≤ −u < 0.
Then, for any A ⊂ X ,
Pp(−(t + h)u,A, β, ε, N)
= sup
G
{∑
B∈G
exp
(
− βn(B) + sup
x∈B
n(B)−1∑
i=0
−(t + h)u(f ix)
)}
≤ sup
G
{∑
B∈G
exp
(
− βn(B) + sup
x∈B
n(B)−1∑
i=0
−hu(f ix) + sup
x∈B
n(B)−1∑
i=0
−tu(f ix)
)}
≤ sup
G
{∑
B∈G
exp
(
− n(B)(β + hu) + sup
x∈B
n(B)−1∑
i=0
−tu(f ix)
)}
= Pp(−tu, A, β + hu, ε,N).
Letting N →∞, we have
P ∗p (−(t + h)u,A, β, ε) ≤ P
∗
p (−tu, A, β + hu, ε).
Hence
Pp(−(t + h)u, Z, β, ε) ≤ Pp(−tu, Z, β + hu, ε).
Furthermore
PZ,p(−(t+ h)u, ε) = sup{β : Pp(−(t + h)u, Z, β, ε) =∞}
≤ sup{β : Pp(−tu, Z, β + hu, ε) =∞}
= sup{β + hu : Pp(−tu, Z, β + hu, ε) =∞}− hu
= PZ,p(−tu, ε)− hu.
By the arbitrariness of ε, PZ,p(−tu) strictly decreases as t increases.
Suppose α is the root of PZ,p(−αu) = 0, for any A ⊂ X , we have
P ∗p (−αu,A, 0, ε) = P
∗(A, α, ε).
According to the definition of dimension, we also have
Pp(−αu, Z, 0, ε) = P (Z, α, ε).
If α < dimBSP Z, there exists ε0, as long as 0 < ε < ε0, we have α < dimBSP(Z, ε).
Hence
Pp(−αu, Z, 0, ε) = P (Z, α, ε) =∞.
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Therefore
PZ,p(−αu, ε) ≥ 0,
and
PZ,p(−αu) ≥ 0.
If α > dimBSP Z, we get PZ,p(−αu) ≤ 0 by the same reason.
In [4], we can see that if J is a repeller of a topologically mixing C1 expanding map
f such that f is conformal on J , then for every subset Z ⊂ J (not necessarily compact
or f -invariant), we have dimH Z = s, where s is the unique root of the equation
PZ(−s log a) = 0. If we can verify that in symbolic system corresponding dimensions
by packing methods are still hold, our dimension dimBSP will be more meaningful.
Let us recall the definition of Packing dimension. If s ≥ 0, and δ > 0, let
Pαδ (Z) = sup{
∑
i
|Bi|
α : {Bi}are disjoint closed balls with centers in Z and
radium not more than δ}.
Since Pαδ (Z) decreases when δ decreases, P
α
0 (Z) = limδ→0P
α
δ (Z) exists. The α-packing
measure is defined by
Pα(Z) = inf{
∑
i
Pα0 (Zi) : Z ⊂ ∪
∞
i=1Fi}.
The Packing dimension of Z is defined by
dimP Z = sup{s : P
α(Z) =∞} = sup{s : Pα(Z) =∞}.
In the following we fix a finite alphabet {1, · · · , L}, and endow the sequence space
Ω = {1, · · · , L}N0 with the usual product topology. Denote the left shift on Ω by T .
For ω ∈ Ω, let
Cn(ω) = {ω
′ ∈ Ω : ω′(i) = ω(i)for all0 ≤ i < n} (n ∈ N).
Given a strictly positive continuous function u : Ω → R, associate with it a func-
tional metric [u] on Ω defined by
[u](ω, ω′) = exp(−S∗nu(ω)),
where n = min{i ∈ N0 : ω(i) 6= ω′(i)} and
S∗nu(ω) = min
ω′∈Cn(ω)
Snu(ω
′) (ω ∈ Ω, n ∈ N).
Theorem 3.7. In symbolic system, u : Ω→ R is a strictly positive continuous function,
Z ⊂ Ω, then dimBSP Z = dimP Z, where dimP Z depends on the metric [u].
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Proof. For any ε > 0 and any A ⊂ Z. Suppose G is a finite or countable pairwise
disjoint families {Bni(xi, ε)} such that xi ∈ A, ni ≥ N for all i, then G is a family with
diameter less than exp(−Nu).
Pαexp(−Nu)(A) ≥ P (A, α, ε,N).
Letting N →∞, then
Pα0 (A) ≥ P
∗(A, α, ε).
Hence,
Pα(Z) ≥ P (Z, α, ε).
Therefore
dimP Z ≥ dimBSP(Z, ε).
By the arbitrariness of ε, we have
dimP Z ≥ dimBSP Z.
On the contrary, for any ε > 0 and any A ⊂ Z. Suppose G is a finite or countable
pairwise disjoint closed ball family with centers in A and diameter less than δ. For any
B ∈ G, we can find a closed bowen ball B′ ⊂ B when n(B) is large enough and
|B| ≤ exp(−u(B′) + γ(ε)).
Hence for any α > 0, and a sufficient large N , we have∑
B∈G
|B|α ≤
∑
B′
exp(−αu(B′) + αn(B′)γ(ε))
=
∑
B′
exp(−αu(B′) + α
u(B′)
u
γ(ε))
=
∑
B′
exp(−α(1−
γ(ε)
u
)u(B′))
≤ P (A, α(1−
γ(ε)
u
), ε, N)
Letting N →∞ and by the arbitrariness of G, we have
Pαδ (A) ≤ P
∗(A, α(1−
γ(ε)
u
), ε).
Letting δ → 0 and by the definition of Packing and BS-Packing dimension, we have
Pα(Z) ≤ P (Z, α(1−
γ(ε)
u
), ε).
Hence
dimP Z(1−
γ(ε)
u
) ≤ dimBSP(Z, ε).
Since ε is arbitrary, we have
dimP Z ≤ dimBSP Z.
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Definition 3.8. Let µ ∈M(X). The measure-theoretical lower and upper BS-dimensions
of µ are defined respectively by
P µ(f) =
∫
P µ(f, x)dµ(x), P µ(f) =
∫
P µ(f, x)dµ(x),
where
P µ(f, x) = lim
ε→0
lim inf
n→∞
−
log µ(Bn(x, ε))∑n−1
i=0 u(f
ix)
,
P µ(f, x) = lim
ε→0
lim sup
n→∞
−
log µ(Bn(x, ε))∑n−1
i=0 u(f
ix)
.
Example 3.9. If u = 1, then P µ(f, x) = hµ(f, x), P µ(f, x) = hµ(f, x), where hµ(f, x),
and hµ(f, x) are defined by Brin and Katok [8]. They proved that for any µ ∈M(X, f),
hµ(f, x) = hµ(f, x) for µ−a.e x ∈ X, and
∫
hµ(f, x)dµ(x) = hµ(f). Hence for µ ∈
M(X, f),
hµ(f) = hµ(f) = hµ(f).
In the following, we will formulate the variational principles of BS-Packing dimen-
sion. To this results, we need to introduce an additional notion. A set in a metric
space is said to be analytic if it is a continuous image of the set N of infinite sequences
of natural numbers (with its product topology). It is known that in a Polish space, the
analytic subsets are closed under countable unions and intersections, and any Borel set
is analytic (cf. Federer [12]).
Remark 3.10. By the proof of Lemma 3.2, we can see that if we the change the
function u(B) to u′(B) =
∑n(B)−1
k=0 u(f
kxB), the dimension remains unchanged.
Lemma 3.11. Let Z ⊂ X and s, ε > 0. Assume P ∗(Z, s, ε) = ∞. Then for any
given finite interval (a, b) ⊂ R with a ≥ 0 and any N ∈ N, there exists a finite disjoint
collection {Bni(xi, ε)} such that xi ∈ Z, ni ≥ N and
∑
i e
−
∑ni−1
k=0 u(f
kxi)s ∈ (a, b).
Proof. Take N1 > N large enough such that e
−N1us < b− a. Since P ∗(Z, s, ε) =∞, we
have P (Z, s, ε, N1) =∞. Thus there is a finite disjoint collection {Bni(xi, ε)} such that
xi ∈ Z, ni ≥ N1 and
∑
i e
−
∑ni−1
k=0 u(f
kxi)s > b. Since e−
∑ni−1
k=0 u(f
kxi)s ≤ e−N1us < b−a, by
discarding elements in this collection one by one until we can have
∑
i e
−
∑ni−1
k=0 u(f
kxi)s ∈
(a, b).
In [13] Feng and Huang proved variational principles for topological entropy and
packing topological entropy. In the following we consider BS-P dimension and BS-C
dimension.
Theorem 3.12. Let (X, f) be a TDS.
(i)If K ⊂ X is non-empty and compact, then
dimBSPK = sup{P µ(f) : µ ∈M(X), µ(K) = 1}.
(ii)If Z ⊂ X is analytic, then
dimBSP Z = sup{dimBSP(K) : K ⊂ Z is compact}.
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Proof. We divide the proof into two parts:
Part 1. dimBSP Z ≥ sup{P u(f) : µ ∈M(X), µ(Z) = 1} for any Borel set Z ⊂ X .
To see this, let µ ∈ M(X) with µ(Z) = 1 for some Borel set Z ⊂ X . We need to
show that dimBSP Z ≥ P µ(f). For this purpose we may assume P µ(f) > 0; otherwise
we have nothing to prove. Let 0 < s < P µ(f). Then there exist ε, δ > 0, and a Borel
set A ⊂ Z with µ(A) > 0 such that
P µ(f, x, ε) > s+ δ, ∀x ∈ A,
where P µ(f, x, ε) = lim supn→∞−
log µ(Bn(x,ε))∑n−1
i=0 u(f
ix)
.
Next we show that P (Z, s, ε/5) =∞, which implies that dimBSP Z ≥ dimBSP(Z, ε/5) ≥
s. To achieve this, it suffices to show that P ∗(E, s, ε/5) = ∞ for any Borel E ⊂ A
with µ(E) > 0. Fix such a set E. Define
En = {x ∈ E : µ(Bn(x, ε)) < e
−
∑n−1
i=0 u(f
ix)(s+δ)}, n ∈ N.
Since E ⊂ A, we have
⋃∞
n=N En = E for each N ∈ N. Fix N ∈ N. Then µ(
⋃∞
n=N En) =
µ(E), and hence there exists n ≥ N such that
µ(En) ≥
1
n(n+ 1)
µ(E).
Fix such n and consider the family {Bn(x, ε/5) : x ∈ En}. By Lemma 3.1 (in which
we use dn instead of d), there exits a finite pairwise disjoint family {Bn(xi, ε/5)} with
xi ∈ En such that ⋃
i
Bn(xi, ε) ⊃
⋃
x∈En
Bn(x, ε/5) ⊃ En.
Hence
P (E, s, ε/5, N) ≥ P (En, s, ε/5, N) ≥
∑
i
e−
∑n−1
k=0 u(f
kxi)s
≥ e
∑n−1
k=0 u(f
kxi)δ
∑
i
e−
∑n−1
k=0 u(f
kxi)(s+δ)
≥ e
∑n−1
k=0 u(f
kxi)δ
∑
i
µ(Bn(xi, ε))
≥ e
∑n−1
k=0 u(f
kxi)δµ(En) ≥ e
∑n−1
k=0 u(f
kxi)δ
µ(E)
n(n + 1)
Since e
∑n−1
k=0
u(fkxi)δ
n(n+1)
→∞ as n→∞, letting N →∞ we obtain that P ∗(E, s, ε/5) =∞.
Part 2. Let Z ⊂ X be analytic with dimBSP Z > 0. For any 0 < s < dimBSP Z,
there exists a compact set K ⊂ Z and µ ∈M(K) such that P µ(f) ≥ s.
Since Z is analytic, there exists a continuous surjective map φ : N → Z. Let
Γn1,n2,··· ,np be the set of (m1, m2, · · · ) ∈ N such that m1 ≤ n1, m2 ≤ n2, · · · , mp ≤ np
and let Zn1,··· ,np be the image of Γn1,··· ,np under φ.
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Take ε > 0 small enough so that 0 < s < dimBSP(Z, ε). Take t ∈ (s, dimBSP(Z, ε)).
We are going to construct inductively a sequence of finite sets (Ki)
∞
i=1 and a sequence
of finite measures (µi)
∞
i=1 so that Ki ⊂ Z and µi is supported on Ki for each i. Together
with these two sequences, we construct also a sequence of integers (ni), a sequence of
positive numbers (γi) and a sequence of integer-valued function (mi : Ki → N). The
method of our construction is inspired by the work of Joyce and Preiss [16], Feng and
Huang [13].
The construction is divided into several small steps:
Step 1. Construct K1 and µ1, as well as m1(·), n1 and γ1.
Note that P (Z, t, ε) =∞. Let
H =
⋃
{G ⊂ X : G is open, P (Z ∩G, t, ε) = 0}.
Then P (Z ∩H, t, ε) = 0 by the separability of X . Let Z ′ = Z\H = Z ∩ (X\H). For
any open set G ⊂ X , either Z ′ ∩ G = ∅, or P (Z ′ ∩ G, t, ε) > 0. To see this, assume
P (Z ′ ∩ G, t, ε) = 0 for an open set G; then P (Z ∩ G, t, ε) ≤ P (G ∩ Z ′, t, ε) + P (Z ∩
H, t, ε) = 0, implying G ⊂ H and hence Z ′ ∩G = ∅.
Note that P (Z ′, t, ε) = P (Z, t, ε) = ∞ (because P (Z, t, ε) ≤ P (Z ′, t, ε) + P (Z ∩
H, t, ε) = P (Z ′, t, ε)). It follows P (Z ′, s, ε) = ∞. By Lemma 3.11, we can find a
finite set K1 ⊂ Z
′, an integer-valued function m1(x) on K1 such that the collection
{Bm1(x)(x, ε)}x∈K1 is disjoint and
∑
x∈K1
e−
∑m1(x)−1
k=0 u(f
kx)s ∈ (1, 2).
Define µ1 =
∑
x∈K1
e−
∑m1(x)−1
k=0 u(f
kx)sδx, where δx denotes the Dirac measure at x. Take
a small γ1 > 0 such that for any function z : K1 → X with d(x, z(x)) ≤ γ1, we have
for each x ∈ K1,(
B(z(x), γ1) ∪Bm1(x)(z(x), ε)
)
∩
( ⋃
y∈K1\{x}
B(z(y), γ1) ∪Bm1(x)(z(y), ε)
)
= ∅. (3.5)
Here and afterwards, B(x, ε) denotes the closed ball {y ∈ X : d(x, y) ≤ ε}. Since
K1 ⊂ Z ′, P (Z ∩B(x, γ1/4), t, ε) ≥ P (Z ′∩B(x, γ1/4), t, ε) > 0 for each x ∈ K1. There-
fore we can pick a large n1 ∈ N so that Zn1 ⊃ K1 and P (Zn1 ∩B(x, γ1/4), t, ε) > 0 for
each x ∈ K1.
Step 2. Construct K2 and µ2, as well as m2(·), n2 and γ2.
By (3.5), the family of balls {B(x, γ1)}x∈K1, are pairwise disjoint. For each x ∈ K1,
since P (Zn1 ∩B(x, γ1/4), t, ε) > 0, we can construct as Step 1, a finite sets
E2(x) ⊂ Zn1 ∩ B(x, γ1/4).
and an integer-valued function
m2 : E2(x)→ N ∩ [max{m1(y) : y ∈ K1},∞)
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such that
(2-a) P (Zn1 ∩G, t, ε) > 0 for each open set G with G ∩ E2(x) 6= ∅;
(2-b) The elements in {Bm2(y)(y, ε)}y∈E2(x) are disjoint, and
µ1({x}) <
∑
y∈E2(x)
e
∑m2(y)−1
k=0 u(f
ky)s < (1 + 2−2)µ1({x}).
To see it, we fix x ∈ K1. Denote F = Zn1 ∩ B(x, γ1/4). Let
Hx =
⋃
{G ⊂ X : G is open P (F ∩G, t, ε) = 0}.
Set F ′ = F\Hx. Then as in Step 1, we can show that P (F
′, t, ε) = P (F, t, ε) > 0
and furthermore, P (F ′ ∩ G, s, ε) > 0 for any open set G with G ∩ F ′ 6= ∅. Note that
P (F ′, s, ε) = ∞ (since s < t), by Lemma 3.5, we can find a finite set E2(x) ⊂ F ′ and
a map m2 : E2(x)→ N ∩ [max{m1(y) : y ∈ K1},∞) so that (2-b) holds. Observe that
if a open set G satisfies G ∩ E2(x) 6= ∅, then G ∩ F ′ 6= ∅, and hence P (Zn1 ∩G, t, ε) ≥
P (F ′ ∩G, t, ε) > 0. Thus (2-a) holds.
Since the family {B(x, γ1)}x∈K1 is disjoint, E2(x) ∩ E2(x
′) = ∅ for different x,
x′ ∈ K1. Define K2 = ∪x∈K1E2(x) and
µ2 =
∑
y∈K2
e−
∑m2(y)−1
k=0 u(f
ky)sδy.
By (3.5) and (2-b), the elements in {Bm2(y)(y, ε)}y∈K2 are pairwise disjoint. Hence we
can take 0 < γ2 < γ1/4 such that for any function z : K2 → X with d(x, z(x)) < γ2 for
x ∈ K2, we have(
B(z(x), γ2) ∪ Bm2(x)(z(x), ε)
)
∩
( ⋃
y∈K2\{x}
B(z(y), γ2) ∪Bm2(y)(z(y), ε)
)
= ∅ (3.6)
for each x ∈ K2. Choose a large n2 ∈ N such that Zn1,n2 ⊃ K2 and P (Zn1,n2 ∩
B(x, γ2/4), t, ε) > 0 for each x ∈ K2.
Step 3. Assume that Ki, µi, mi(·), ni and γi have been constructed for i = 1, · · · , p.
In particular, assume that for any function z : Kp → X with d(x, z(x)) < γp for x ∈ Kp,
we have(
B(z(x), γp) ∪ Bmp(x)(z(x), ε)
)
∩
( ⋃
y∈Kp\{x}
B(z(y), γp) ∪Bmp(y)(z(y), ε)
)
= ∅ (3.7)
for each x ∈ Kp; and Zn1,··· ,np ⊃ Kp and P (Zn1,··· ,np ∩ B(x, γp/4), t, ε) > 0 for each
x ∈ Kp. We construct below each term of them for i = p + 1 in a way similar to Step
2.
Note that the elements in {B(x, γp)}x∈Kp are pairwise disjoint. For each x ∈ Kp,
since P (Zn1,··· ,np ∩B(x, γp/4), t, ε) > 0, we can construct as Step 2, a finite set
Ep+1(x) ⊂ Zn1,··· ,np ∩ B(x, γp/4)
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and an integer-valued function
mp+1 : Ep+1(x)→ N ∩ [max{mp(y) : y ∈ Kp},∞)
such that
(3-a) P (Zn1,··· ,np ∩G, t, ε) > 0 for each open set G with G ∩ Ep+1(x) 6= ∅;
(3-b) {Bmp+1(y)(y, ε)}y∈Ep+1(x) are disjoint and satisfy
µp({x}) <
∑
y∈Ep+1(x)
e−
∑mp+1(y)−1
k=0 u(f
ky)s < (1 + 2−p−1)µp({x}).
Clearly Ep+1(x) ∩ Ep+1(x′) = ∅ for different x, x′ ∈ Kp. Define Kp+1 =
⋃
x∈Kp
Ep+1(x)
and
µp+1 =
∑
y∈Kp+1
e−
∑mp+1(y)−1
k=0 u(f
ky)sδy.
By (3.7) and (3-b), {Bmp+1(y)(y, ε)}y∈Kp+1 are disjoint. Hence we can take 0 < γp+1 <
γp/4 such that for any function z : Kp+1 → X with d(x, z(x)) < γp+1, we have for each
x ∈ Kp+1, (
B(z(x), γp+1) ∪ Bmp+1(x)(z(x), ε)
)⋂(
∪y∈Kp+1\{x} B(z(y), γp+1)
∪Bmp+1(y)(z(y), ε)
)
= ∅
(3.8)
Choose a large np+1 ∈ N such that Zn1,··· ,np+1 ⊃ Kp+1 and
P (Zn1,··· ,np+1 ∩B(x, γp+1/4), t, ε) > 0
for each x ∈ Kp+1.
As in the above steps, we can construct by induction the sequences (Ki), (µi),
(mi(·)), (ni) and (γi). We summarize some of their basic properties as follows:
(a) For each i, the family Fi = {B(x, γi) : x ∈ Ki} is disjoint. Each element in Fi+1 is
a subset of B(x, γi/2) for some x ∈ Ki.
(b) For each x ∈ Ki and z ∈ B(x, γi),
Bmi(x)(z, ε) ∩
⋃
y∈Ki\{x}
B(y, γi) = ∅.
and
µi(B(x, γi)) = e
−
∑mi(x)−1
k=0 u(f
kx)s
≤
∑
y∈Ei+1(x)
e−
∑mi+1(y)−1
k=0 u(f
kx)s
≤ (1 + 2−i−1)µi(B(x, γi)),
where Ei+1(x) = B(x, γi) ∩Ki+1.
The second part in (b) implies,
µi(Fi) ≤ µi+1(Fi) =
∑
F∈Fi+1:F⊂Fi
µi+1(F ) ≤ (1 + 2
−i−1)µi(Fi), Fi ∈ Fi.
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Using the above inequalities repeatedly, we have for any j > i,
µi(Fi) ≤ µj(Fi) ≤
j∏
n=i+1
(1 + 2−n)µi(Fi) ≤ Cµi(Fi), ∀Fi ∈ Fi, (3.9)
where C =
∏∞
n=1(1 + 2
−n) <∞.
Let µ˜ be the limit point of (µi) in the weak-star topology. Let
K =
∞⋂
n=1
⋃
i≥n
Ki.
Then µ˜ is supported on K. Furthermore
K =
∞⋂
n=1
⋃
i≥n
Ki ⊂
∞⋂
p=1
Zn1,··· ,np.
However by the continuity of φ, we can show that
∞⋂
p=1
Zn1,··· ,np =
∞⋂
p=1
Zn1,··· ,np
by the applying Cantor’s diagonal argument. Hence K is a compact subset of Z. On
the other hand, by (3.9),
e−
∑mi(x)−1
k=0 u(f
kx)s = µi(B(x, γi)) ≤ µ˜(B(x, γi))
≤ Cµi(B(x, γi)) = Ce
−
∑mi(x)−1
k=0 u(f
kx)s, ∀x ∈ Ki.
In particular, 1 <
∑
x∈K1
µ1(B(x, γ1)) ≤ µ˜(K) ≤
∑
x∈K1
Cµ1(B(x, γ1)) ≤ 2C. Note
that K ⊂
⋃
x∈Ki
B(x, γi/2). By the first part of (b), for each x ∈ Ki and z ∈ B(x, γi),
µ˜(Bmi(x)(z, ε)) ≤ µ˜(B(x, γi/2)) ≤ Ce
−
∑mi(x)−1
k=0 u(f
kx)s.
For each z ∈ K and i ∈ N, z ∈ B(x, γi/2) for some x ∈ Ki. Hence
µ˜(Bmi(x)(z, ε)) ≤ Ce
−
∑mi(x)−1
k=0 u(f
kx)s.
Define µ = µ˜/µ˜(K). Then µ ∈ M(K), and for each z ∈ K, there exists a sequence
ki ↑ ∞ such that µ(Bki(z, ε)) ≤ Ce
−
∑ki(z)−1
k=0 u(f
kz)s/µ˜(K). It follows that P µ(f) ≥ s.
4 Weighted BS Dimension
For any function h : X → [0,∞), s ≥ 0, N ∈ N and ε > 0, define
W (h, s, ε, N) = inf
∑
i
ci exp(−s
ni−1∑
k=0
u(fkxi)), (4.1)
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where the infimum is taken over all finite or countable families {(Bni(xi, ε), ci)}, such
that 0 < ci <∞, xi ∈ X , ni ≥ N and
∑
i
ciXBi ≥ h, (4.2)
where Bi = Bni(xi, ε), and XA denotes the characteristic function of A.
For Z ⊂ X , and h = XZ , we set W (Z, s, ε, N) = W (XZ , s, ε, N). The quantity
W (Z, s, ε, N) does not decrease as N increases and ε decrease, hence the following
limits exist:
W (Z, s, ε) = lim
N→∞
W (Z, s, ε, N), W (Z, s) = lim
ε→0
W (Z, s, ε).
Clearly, there exists a critical value of the parameter s, which we will denote by
dimWBS Z, where W (Z, s) jumps from ∞ to 0, i.e.
W (Z, s) =
{
0, s > dimWBS Z;
∞, s < dimWBS Z.
(4.3)
We call dimWBS Z the weighted BS dimension of Z. A more extensive and general
treatment can be found in Mattila [20], Kelly [17] and Federer [12].
5 Equivalence of dimBSC and dim
WBS
Lemma 5.1. If Z ⊂ X. Then for any s > 0 and ε, δ > 0, we have
M(Z, s+ δ, 6ε,N) ≤W (Z, s, ε, N) ≤M(Z, s, ε, N). (5.1)
when N is large enough. As a result,
M(Z, s+ δ) ≤W (Z, s) ≤M(Z, s),
dimBSC Z = dim
WBS Z.
Proof. Let Z ⊂ X , s ≥ 0, ε, δ > 0. Taking h = XZ and ci ≡ 1 in (4.1), we see that
W (Z, s, ε, N) ≤M(Z, s, ε, N),
for each N ∈ N. In the following, we prove that
M(Z, s+ δ, 6ε,N) ≤W (Z, s, ε, N),
when N is large enough.
Assume that N > 2 such that n2 exp(−unδ) ≤ 1 for n ≥ N . Let {(Bni(xi, ε), ci)}i∈I
be a family so that I ⊂ N, xi ∈ X , 0 < ci <∞, ni ≥ N and
∑
i
ciXBi ≥ XZ , (5.2)
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where Bi = Bni(xi, ε). We show below that
M(Z, s+ δ, 6ε,N) ≤
∑
i∈I
ci exp(−s
ni−1∑
k=0
u(fkxi)), (5.3)
which implies M(Z, s+ δ, 6ε,N) ≤W (Z, s, ε, N).
Denote In = {i ∈ I : ni = n}, In,k = {i ∈ In : i ≤ k} for n ≥ N and k ∈ N. Write
for brevity Bi = Bni(xi, ε), and 5Bi = Bni(xi, 5ε) for i ∈ I. We may assume Bi 6= Bj
for i 6= j. For t > 0, set
Zn, t = {x ∈ Z :
∑
i∈In
ciXBi(x) > t}, and
Zn, k, t = {x ∈ Z :
∑
i∈In, k
ciXBi(x) > t}.
We divide the proof of (5.3) into the following three steps.
Step 1. For each n ≥ N , k ∈ N, and t > 0, there exists a finite set Jn,k,t ⊂ In,k
such that the balls Bi (i ∈ Jn,k,t) are pairwise disjoint, Zn,k,t ⊂
⋃
i∈Jn,k,t
5Bi and
∑
i∈Jn,k,t
exp(−s
n−1∑
k=0
u(fkxi)) ≤
1
t
∑
i∈In,k
ci exp(−s
n−1∑
k=0
u(fkxi)). (5.4)
To prove the above result, we adopt the method of Federer ( [12], 2.10.24 ) used in
the study of weighted Hausdorff measures ( see also Mattila [20], Lemma 8.16 ). Since
In,k is finite, by approximating the ci’s from above, we may assume that each ci is a
positive rational, and then multiplying with a common denominator. We may assume
that each ci is a positive integer. Let m be the least integer with m ≥ t. Denote
B = {Bi : i ∈ In,k} and define v : B → Z by v(Bi) = ci. We define by induction
integer-valued function v0, v1, · · · , vm on B and sub-families B1, · · · , Bm of B starting
with v0 = v. Using Lemma 3.1 (in which we take the metric dn instead of d) we
find a pairwise disjoint subfamily B1 of B such that
⋃
B∈B B ⊂
⋃
B∈B1
5B, and hence
Zn,k,t ⊂
⋃
B∈B1
5B. Then by repeatedly using Lemma 3.1, we can define inductively
for j = 1, · · · , m, disjoint subfamilies Bj of B, such that
Bj ⊂ {B ∈ B : vj−1(B) ≥ 1}, Zn,k,t ⊂
⋃
B∈Bj
5B, (5.5)
and the functions vj such that
vj(B) =
{
vj−1(B)− 1, B ∈ Bj ;
vj−1(B), B ∈ B \ Bj .
(5.6)
For j < m, we have
Zn,k,t ⊂ {x :
∑
B∈B:B∋x
vj(B) ≥ m− j}.
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Thus
m∑
j=1
∑
B∈Bj
exp(−s
n−1∑
k=0
u(fkxB))
=
m∑
j=1
∑
B∈Bj
(v(j−1)(B)− vj(B)) exp(−s
n−1∑
k=0
u(fkxB))
≤
∑
B∈B
m∑
j=1
(vj−1(B)− vj(B)) exp(−s
n−1∑
k=0
u(fkxB))
≤
∑
B∈B
v(B) exp(−s
n−1∑
k=0
u(fkxB))
=
∑
i∈In,k
ci exp(−s
n−1∑
k=0
u(fkxi)).
(5.7)
Choose j0 ∈ {1, · · · , m} so that
∑
B∈Bj0
exp(−s
∑n−1
k=0 u(f
kxB)) is the smallest. Then
∑
B∈Bj0
exp(−s
n−1∑
k=0
u(fkxB)) =
1
m
∑
i∈In,k
ci exp(−s
n−1∑
k=0
u(fkxi))
=
1
t
∑
i∈In,k
ci exp(−s
n−1∑
k=0
u(fkxi))
Hence Jn,k,t = {i ∈ I : Bi ∈ Bj0} is desired.
Step 2. For each n ≥ N and t > 0, we have
M(Zn,t, s+ δ, 6ε,N) ≤
1
n2t
∑
i∈In
ci exp(−s
n−1∑
k=0
u(fkxi)). (5.8)
To see this, assume Zn,t 6= ∅; otherwise there is nothing to prove. Since Zn,k,t ↑ Zn,t,
Zn,k,t 6= ∅ when k is large enough. Let Jn,k,t be the sets constructed in Step 1. Then
Jn,k,t 6= ∅ when k is large enough. Define En,k,t = {xi : i ∈ Jn,k,t}. Note that the family
of all non-empty subsets of X is compact with respect to the Hausdorff distance (cf.
Federer [12], 2.10.21). It follows that there is a subsequence (kj) of natural numbers
and a non-empty compact set En,t ⊂ X such that En,kj ,t converges to En,t in the
Hausdorff distance as j → ∞. Since any two points in En,k,t have a distance (with
respect to dn) not less than ε, so do the points in En,t. Thus En,t is a finite set,
moreover, #(En,kj ,t) = #(En,t) when j is large enough. Hence
⋃
x∈En,t
Bn(x, 5.5ε) ⊃
⋃
x∈En,kj,t
Bn(x, 5ε) =
⋃
i∈Jn,kj ,t
5Bi ⊃ Zn,kj ,t. (5.9)
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when j is large enough, and thus
⋃
x∈En,t
Bn(x, 6ε) ⊃ Zn,t. By the way, since #(En,kj ,t) =
#(En,t) when j is large enough, we have
∑
x∈En,t
exp(−s
n−1∑
k=0
u(fkx)) ≤
1
t
∑
i∈In
ci exp(−s
n−1∑
k=0
u(fkxi)).
This forces
M(Zn,t, s+ δ, 6ε,N) ≤
∑
x∈En,t
exp(−(s+ δ)
n−1∑
k=0
u(fkx))
≤
1
exp(unδ)t
∑
i∈In
ci exp(−s
n−1∑
k=0
u(fkxi))
≤
1
n2t
∑
i∈In
ci exp(−s
n−1∑
k=0
u(fkxi)).
(5.10)
Step 3. For any t ∈ (0, 1), we have
M(Z, s+ δ, 6ε,N) ≤
1
t
∑
i∈I
ci exp(−s
ni−1∑
k=0
u(fkxi)).
As a result, (5.3) holds. To see this, fix t ∈ (0, 1). Note that
∑∞
n=N n
−2 < 1. It follows
that Z ⊂
⋃∞
n=N Zn,n−2t from (5.2). Hence by (5.8) and M(·, s + δ, 6ε,N) is a outer
measure, we have
M(Z, s+ δ, 6ε,N) ≤
∞∑
n=N
M(Zn,n−2t, s+ δ, 6ε,N)
≤
∞∑
n=N
1
t
∑
i∈In
ci exp(−s
n−1∑
k=0
u(fkxi))
=
1
t
∑
i∈I
ci exp(−s
ni−1∑
k=0
u(fkxi)).
(5.11)
which finishes the proof of the lemma.
6 BS Frostman’s Lemma
To prove variational principle for BS-C dimension, we need the following dynamical
BS Frostman’s lemma.
Lemma 6.1. Let K be a non-empty compact subset of X. Let s ≥ 0, N ∈ N and
ε > 0. Suppose that c = W (K, s, ε, N) > 0. Then there is a Borel probability measure
µ on X such that µ(K) = 1 and
µ(Bn(x, ε)) ≤
1
c
exp(−s
n−1∑
k=0
u(fkx)), ∀x ∈ X, n ≥ N. (6.1)
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Proof. Clearly c < ∞. We define a function p on the space C(X) of continuous real-
valued functions on X by
p(f) = (1/c)W (XK · f, s, ε, N), (6.2)
where W (·, s, ε, N) is defined as in (4.1).
Let 1 ∈ C(X) denote the constant function 1(x) ≡ 1. It is easy to verify that
(1)p(f + g) ≤ p(f) + p(g), ∀ f , g ∈ C(X).
(2)p(tf) = tp(f), ∀ t ≥ 0 and f ∈ C(X).
(3)p(1) = 1, 0 ≤ p(f) ≤ ‖f‖∞, ∀ f ∈ C(X), and p(g) = 0, for g ∈ C(X), g ≤ 0.
By the Hahn-Banach theorem, we can extend the linear functional t 7→ tp(1), t ∈ R
from the subspace of the constant function to a linear functional L : C(X) → R
satisfying
L(1) = p(1) = 1,
−p(−f) ≤ L(f) ≤ p(f), ∀ f ∈ C(X).
If f ∈ C(X) with f ≥ 0, then p(−f) = 0 and so L(f) ≥ 0. Hence combining the fact
L(1) = 1, we can use the the Riesz representation theorem to find a Borel probability
measure µ on X such that
L(f) =
∫
fdµ, ∀ f ∈ C(X).
Now we show that µ(K) = 1. To see this, for any compact set E ⊂ X \K, by Uryson
lemma there is f ∈ C(X) such that 0 ≤ f ≤ 1, f(x) = 1 for x ∈ E and f(x) = 0 for
x ∈ K. Then f · XK ≡ 0 and thus p(f) = 0. Hence µ(E) ≤ L(f) ≤ p(f) = 0. This
shows µ(X \K) = 0, i.e. µ(K) = 1.
In the end, we show that
µ(Bn(x, ε)) ≤
1
c
exp(−s
n−1∑
k=0
u(fkx)), ∀ x ∈ X, n ≥ N.
To see this, for any compact set E ⊂ Bn(x, ε), by Uryson lemma, there exists f ∈ C(X),
such that 0 ≤ f ≤ 1, f(y) = 1 for y ∈ E and f(y) = 0 for y ∈ X \ Bn(x, ε). Then
µ(E) ≤ L(f) ≤ p(f). Since f · XK ≤ XBn(x,ε) and n ≥ N , we have
W (XK · f, s, ε, N) ≤ exp(−s
n−1∑
k=0
u(fkx)).
and thus p(f) ≤ 1
c
exp(−s
∑n−1
k=0 u(f
kx)). Therefore
µ(E) ≤
1
c
exp(−s
n−1∑
k=0
u(fkx)).
It follows that
µ(Bn(x, ε)) = sup{µ(E) : E is a compact subset of Bn(x, ε)}
≤
1
c
exp(−s
n−1∑
k=0
u(fkx)).
(6.3)
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7 Variational Principle for BS-C Dimension
Before we discuss the variational principle, we consider the relation between “local”
dimension and “global” dimension.
Theorem 7.1. Let µ be a Borel probability measure on X, E be a Borel subset of X
and 0 < s <∞.
(1)If P µ(x) ≤ s for all x ∈ E, then dimBSCE ≤ s.
(2)If P µ(x) ≥ s for all x ∈ E and µ(E) > 0, then dimBSCE ≥ s.
Proof. (1)For a fixed r > 0, since P µ(x) ≤ s for all x ∈ E, we have E =
⋃∞
k=1Ek,
where
Ek = {x ∈ E : lim inf
n→∞
− logµ(Bn(x, ε))∑n−1
l=0 u(f
lx)
< s+ r, ∀ε ∈ (0,
1
k
)}. (7.1)
Now fix k ≥ 1 and 0 < ε < 1
5k
. For each x ∈ Ek, there exists a strictly increasing
sequence {nj(x)}∞j=1 such that
µ(Bnj(x)(x, ε)) ≥ exp(−(s+ r)
nj−1∑
l=0
(u(f lx))), ∀ j ≥ 1.
So for any N ≥ 1, the set Ek is contained in the union of the sets in the family
F = {Bnj(x)(x, ε) : x ∈ Ek, nj(x) ≥ N}.
By Lemma 3.1, there exists a sub family
G = {Bni(xi, ε)}i∈I ⊂ F ,
consisting of disjoint balls such that
Ek ⊂
⋃
i∈I
Bni(xi, 5ε),
and
µ(Bni(xi, ε)) ≥ exp(−(s+ r)
ni−1∑
l=0
u(f lxi)), ∀i ∈ I.
The index set I is at most countable since µ is a probability measure and G is a
disjoint family of sets, each of which has positive µ-measure. Therefore, {Bni(xi, 5ε)}
is a covering of Ek, and consequently
M(Ek, s+ r, 5ε,N) ≤
∑
i∈I
exp(−(s+ r)
ni−1∑
l=0
u(f lxi)) ≤
∑
i∈I
µ(Bni(xi, ε)) ≤ 1, (7.2)
where the disjointness of {Bni(xi, ε)}i∈I is used in the last inequality. It follows that
M(Ek, s+ r, 5ε) = lim
N→∞
M(Ek, s+ r, 5ε,N) ≤ 1. (7.3)
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which implies that dimBSC(Ek, 5ε) ≤ s+ r for any 0 < ε <
1
5k
. Letting ε→ 0 yields
dimBSCEk ≤ s+ r, ∀ k ≥ 1. (7.4)
Since BS-C dimension is countably stable, it follows that
dimBSCE = dimBSC(
∞⋃
k=1
Ek) = sup
k≥1
{dimBSCEk} ≤ s+ r. (7.5)
Therefore, dimBSCE ≤ s since r > 0 is arbitrary.
(2)Fix r > 0, for each k ≥ 1, put
Ek = {x ∈ E : lim inf
n→∞
− log µ(Bn(x, ε))∑n−1
l=0 u(f
lx)
> s− ε, ∀ε ∈ (0,
1
k
)}. (7.6)
Since P µ(x) ≥ s for all x ∈ E, the sequence {Ek}
∞
k=1 increases to E. So by the
continuity of the measure ([20]), we have
lim
k→∞
µ(Ek) = µ(E) > 0. (7.7)
Then fix some k ≥ 1 with µ(Ek) >
1
2
µ(E). For each N ≥ 1, put
Ek,N = {x ∈ Ek :
− log µ(Bn(x, ε))∑n−1
l=0 u(f
lx)
> s− r, ∀n ≥ N, ε ∈ (0,
1
k
)}. (7.8)
Since the sequence {Ek,N}∞N=1 increases to Ek, we may pick an N
∗ ≥ 1 such that
µ(Ek,N∗) >
1
2
µ(Ek). Write E
∗ = Ek,N∗ and ε
∗ = 1
k
. Then µ(E∗) > 0, and
µ(Bn(x, ε)) ≤ exp(−(s− r)
n−1∑
l=0
u(f lx)), ∀x ∈ E∗, 0 < ε ≤ ε∗, n ≥ N∗. (7.9)
Now suppose that F = {Bni(yi,
ε
2
)}i≥1 is a covering of E∗ such that
E∗ ∩Bni(yi,
ε
2
) 6= ∅, ni ≥ N ≥ N
∗, ∀ i ≥ 1, 0 < ε ≤ ε∗. (7.10)
For each i ≥ 1, there exists an xi ∈ E∗ ∩ Bni(yi,
ε
2
). By the triangle inequality
Bni(yi,
ε
2
) ⊂ Bni(xi, ε). (7.11)
In combination with (7.9), this implies
∑
i≥1
exp(−(s− r)
ni−1∑
l=0
u(f lxi)) ≥
∑
i≥1
µ(Bni(xi, ε)) ≥ µ(E
∗). (7.12)
Therefore,
M(E∗, s− r, ε/2, N) ≥ µ(E∗) > 0, ∀N > N∗,
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and consequently
M(E∗, s− r, ε/2) = lim
N→∞
M(E∗, s− r, ε/2, N) ≥ µ(E∗) > 0. (7.13)
which implies that dimBSC(E
∗, ε/2) ≥ s−r. Then we have dimBSCE∗ ≥ s−r by letting
ε→ 0. It following that dimBSCE ≥ dimBSCE
∗ ≥ s−r, and hence dimBSCE ≥ s since
r > 0 is arbitrary.
Theorem 7.2. Let (X, f) be a TDS, if K ⊂ X is non-empty and compact, then
dimBSCK = sup{P µ(f) : µ ∈M(X), µ(K) = 1}. (7.14)
Proof. We first show that dimBSC(K) ≥ P µ(f) for any µ ∈M(X) with µ(K) = 1. Let
µ be a given such measure. For x ∈ X , n ∈ N and ε > 0, we write
P µ(f, x, ε) = lim inf
n→∞
−
log µ(Bn(x, ε))∑n−1
i=0 u(f
ix)
.
Clearly, P µ(f, x, ε) is nonnegative and increases as ε decreases. Hence by the mono-
tone convergence theorem,
lim
ε→0
∫
P µ(f, x, ε)dµ =
∫
P µ(f, x)dµ = P µ(f). (7.15)
Thus to show dimBSCK ≥ P µ(f), it is sufficient to show
dimBSCK ≥
∫
P µ(f, x, ε)dµ,
for each ε > 0.
Fix ε > 0 and l ∈ N. Denote
γ(ε) = sup{|u(x)− u(y)| : d(x, y) < 2ε}, (7.16)
and
ul = min{l,
∫
P µ(f, x, ε)dµ(x)−
1
l
}. (7.17)
Then there exist a Borel set Al ⊂ X with µ(Al) > 0 and N ∈ N such that
µ(Bn(x, ε)) ≤ exp(−ul
n−1∑
k=0
u(fkx)), x ∈ Al, n ≥ N. (7.18)
Now let {Bni(xi, ε/2)} be a countable or finite family so that xi ∈ X , ni ≥ N and⋃
iBni(xi, ε/2) ⊃ K ∩ Al. We may assume that for each i, Bni(xi, ε) ∩ (K ∩ Al) 6= ∅,
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and choose yi ∈ Bni(xi, ε/2) ∩ (K ∩ Al), Then by (7.18),
∑
i
exp(−ul
ni−1∑
k=0
u(fkxi)(1−
γ(ε)
u
)) ≥
∑
i
exp(−ul
ni−1∑
k=0
u(fkxi) + ulγ(ε)ni)
≥
∑
i
exp(−ul
ni−1∑
k=0
u(fkyi))
≥
∑
i
µ(Bni(yi, ε))
≥
∑
i
µ(Bni(xi, ε/2))
≥ µ(K ∩Al) = µ(Al) > 0.
(7.19)
It follows that
M(K, ul(1−
γ(ε)
u
), ε/2, N) ≥M(K ∩Al, ul(1−
γ(ε)
u
), ε/2, N) ≥ µ(Al).
Therefore
dimBSCK ≥ ul(1−
γ(ε)
u
).
Letting l →∞, we have
dimBSCK ≥
∫
P µ(f, x, ε)(1−
γ(ε)
u
)dµ.
Hence
dimBSCK ≥ P µ(f).
We next show that
dimBSCK ≤ sup{P µ(f) : µ ∈M(X), µ(K) = 1}.
We can assume dimBSCK > 0; otherwise we have nothing to prove. By Lemma 5.1,
dimBSCK = dim
WBSK. Let 0 < s < dimWBSK. Then there exist ε > 0 and N ∈ N
such that
c =W (K, s, ε, N) > 0.
By Lemma 6.1, there exists µ ∈M(X) with µ(K) = 1 such that
µ(Bn(x, ε)) ≤
1
c
exp(−s
n−1∑
k=0
u(fks)), ∀ x ∈ X, n ≥ N. (7.20)
Clearly P µ(f, x) ≥ P µ(f, x, ε) ≥ s for each x ∈ X and hence
P µ(f) ≥
∫
P µ(f, x)dµ(x) ≥ s.
This finishes the proof.
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