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In this paper, we consider global subsonic compressible ﬂows
through an inﬁnitely long axisymmetric nozzle. The ﬂow is gov-
erned by the steady Euler equations and has boundary conditions
on the nozzle walls. Existence and uniqueness of global subsonic
solution are established for an inﬁnitely long axisymmetric nozzle,
when the variation of Bernoulli’s function in the upstream is
suﬃciently small and the mass ﬂux of the incoming ﬂow is less
than some critical value. The results give a strictly mathematical
proof to the assertion in Bers (1958) [2]: there exists a critical
value of the incoming mass ﬂux such that a global subsonic ﬂow
exists uniquely in a nozzle, provided that the incoming mass ﬂux
is less than the critical value. The existence of subsonic ﬂow
is obtained by the precisely a priori estimates for the elliptic
equation of two variables. With the assumptions on the nozzle in
the far ﬁelds, the asymptotic behavior can be derived by a blow-
up argument for the inﬁnitely long nozzle. Finally, we obtain the
uniqueness of uniformly subsonic ﬂow by energy estimate and
derive the existence of the critical value of incoming mass ﬂux.
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In this paper, we establish the existence and uniqueness of the steady subsonic ﬂow through an
inﬁnitely long axisymmetric nozzle. Such problems rise naturally in the physical experiments and the
engineering designs (see [2] and [4] and references cited therein).
To understand some important phenomena in steady ideal ﬂuids, it is nature to start from the
steady Euler equations. However, the steady Euler equations themselves are not so easy to tackle.
An approximate model is potential ﬂow, which comes from the study of the isentropic ﬂows without
vorticity. Since 1950’s, a lot of progress has been made in understanding the potential ﬂows and Euler
ﬂows. Subsonic potential ﬂows passing an obstacle were studied extensively by Shiffman [16], Bers [1,
2], Finn, Gilbarg [7,8], Chen et al. [3] and Morawetz [10–15]. In 2006, Xie and Xin [17,18] established
the well-posedness for subsonic and subsonic-sonic potential ﬂows through inﬁnitely long 2-D and
3-D axially symmetric nozzles. Recently, Du, Xin and Yan [5] proved the existence and uniqueness of
global subsonic potential ﬂows through inﬁnitely long nozzles for arbitrary dimension. For subsonic
Euler ﬂows, Xie and Xin [19] established the global existence of steady subsonic Euler ﬂows through a
2-D inﬁnitely long nozzle by using the stream function formulation when the variation of Bernoulli’s
function in the upstream is suﬃciently small and mass ﬂux is in a suitable regime with an upper
critical value.
Consider three-dimensional steady isentropic Euler equations
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(ρu1)x1 + (ρu2)x2 + (ρu3)x3 = 0,(
ρu21
)
x1
+ (ρu1u2)x2 + (ρu1u3)x3 + px1 = 0,
(ρu1u2)x1 +
(
ρu22
)
x2
+ (ρu2u3)x3 + px2 = 0,
(ρu1u3)x1 + (ρu2u3)x2 +
(
ρu23
)
x3
+ px3 = 0,
(1.1)
where ρ is the density, (u1,u2,u3) is the velocity, and p = p(ρ) denotes the pressure. In general,
we assume p = p(ρ) is smooth with p′(ρ) > 0 and p′′(ρ) 0 for ρ > 0, c(ρ) =√p′(ρ) is called the
sound speed. For the ideal polytropic gas, the state equation is given by
p(ρ) = Aργ ,
where A and γ are positive constants with γ > 1. Suppose the length of the nozzles is usually
much larger than their cross-sections in the practical application, then problem can be formulated
mathematically into an inﬁnite long nozzle problem. We consider the ﬂows through an inﬁnitely long
axisymmetric nozzle as
Ω0 =
{
(x1, x2, x3) ∈R3
∣∣ 0√x22 + x23 < f (x1), −∞ < x1 < +∞},
where f (x1) satisﬁes
f (x1) → 1 as x1 → −∞, f (x1) → r0 > 0 as x1 → +∞,
‖ f ‖C2,α(R)  C for some α > 0, C > 0 and inf
R
f (x1) = b > 0. (1.2)
(See Fig. 1.)
Assume that the nozzle walls are solid, then the ﬂow satisﬁes boundary condition
(u1,u2,u3) · n = 0 on ∂Ω0, (1.3)
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where n is the unit outward normal to the nozzle walls. The continuity equation in (1.1) and the
boundary condition (1.3) imply that the mass ﬂux
∫
Σ
(ρu1,ρu2,ρu3) ·l ds ≡m0 (1.4)
remains for some positive constant m0, where Σ is any surface transversal to the x1-axis direction,l is the normal of Σ in the positive x1-axis direction.
In this paper, we focus on the axisymmetric ﬂows, so let the ﬂuid density and velocity be ρ(x, r)
and (U (x, r), V (x, r),W (x, r)) in cylindrical coordinates, where U , V ,W are axial velocity, radial veloc-
ity and swirl velocity respectively, x = x1, r =
√
x22 + x23. Furthermore, we seek such an axisymmetric
ﬂow without swirl, one has
u1 = U (x, r), u2 = V (x, r) x2
r
, u3 = V (x, r) x3
r
. (1.5)
Then, instead of (1.1), we have
⎧⎨
⎩
(rρU )x + (rρV )r = 0,(
rρU2
)
x + (rρUV )r + rpx = 0,
(rρUV )x +
(
rρV 2
)
r + rpr = 0.
(1.6)
The system of conservation laws (1.6) in the cylindrical coordinates can be written in a matrix form
as
AFx + BFr + C = 0,
where
A =
⎛
⎝ Uc
2(ρ)
ρ c
2(ρ) 0
c2(ρ) ρU 0
0 0 ρU
⎞
⎠ , B =
⎛
⎝ V c
2(ρ)
ρ 0 c
2(ρ)
0 ρV 0
c2(ρ) 0 ρV
⎞
⎠ , C =
⎛
⎝ V c
2(ρ)
r
0
0
⎞
⎠ ,
and F = (ρ,U , V )t is the unknown vectorial function. Then the eigenvalues of the symmetric system
are
λ1 = V
U
, λ2,3 = UV ± c(ρ)
√
U2 + V 2 − c2(ρ)
U2 − c2(ρ) ,
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det(λA − B) = 0.
Clearly, if the ﬂow is supersonic, i.e., U2 + V 2 − c2(ρ) > 0, the system has three real eigenvalues, the
steady Euler system (1.6) is hyperbolic; whereas, if U2 + V 2 − c2(ρ) < 0, i.e., the ﬂow is subsonic,
the system has a real eigenvalue λ1 and two complex eigenvalues λ2,3, the steady Euler system (1.6)
is hyperbolic–elliptic coupled system, which implies that we have to deal with the hyperbolic mode,
even for globally subsonic ﬂow. This is the one of main diﬃculties in this paper.
Rewrite the axisymmetric nozzle as
Ω0 =
{
(x, r)
∣∣ 0 r < f (x), −∞ < x< +∞}
with axis and boundary of the nozzle
T1 =
{
(x, r)
∣∣ r = 0, −∞ < x< +∞}, T2 = {(x, r) ∣∣ r = f (x), −∞ < x< +∞}.
For convenience, we denote by Ω the interior of the nozzle except the axis,
Ω = Ω0\T1 =
{
(x, r)
∣∣ 0< r < f (x), −∞ < x< +∞}.
Here, f satisﬁes the condition (1.2).
The boundary condition (1.3) becomes
(U , V ,0) · n1 = 0 on T2, (1.7)
where n1 is the unit outer normal of nozzle walls in cylindrical coordinates.
Moreover, since T1 is the symmetry axis in the original problem, by symmetric property, we also
have
(U , V ,0) · n0 = 0 on T1, (1.8)
where n0 is the unit vector which is perpendicular to the axis T1. The mass ﬂux condition (1.4) can
be rewritten in the cylindrical coordinates as∫
Σ
(rρU , rρV ,0) ·l dS ≡m = m0
2π
, (1.9)
where Σ is any curve transversal to the x-axis direction and l is unit normal of Σ . (See Fig. 2.)
Fig. 2.
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(rρU )x + (rρV )r = 0, (1.10)
one can introduce a stream function ψ = ψ(x, r) such that
ψx = −rρV , ψr = rρU .
Combining the continuity equation, when the ﬂow is away from vacuum, the momentum equations
are equivalent to
UUx + V Ur + h(ρ)x = 0, UVx + V Vr + h(ρ)r = 0, (1.11)
where h(ρ) is the enthalpy of the ﬂow which satisﬁes h′(ρ) = P ′(ρ)ρ . To determine h(ρ), we have to
specify the integral constant. For example, we always choose{
h(0) = 0 for polytropic gas γ > 1,
h(0) = 1 for isothermal gas γ = 1.
Recalling the deﬁnition of the stream function, (1.11) implies the Bernoulli’s law
∇⊥ψ · ∇
(
h(ρ) + U
2 + V 2
2
)
= 0, (1.12)
where ∇ = (∂x, ∂r) and ∇⊥ = (∂r,−∂x). The quantity B(ρ,U , V ) = h(ρ) + U2+V 22 is so-called Bernoul-
li’s function, which remains a constant along each streamline.
For the Euler ﬂows in the axisymmetric nozzle, we assume that Bernoulli’s function is given in the
upstream, namely,
h(ρ) + U
2 + V 2
2
→ B(r) as x → −∞, (1.13)
where B(r) is a smooth function deﬁned on [0,1].
Before stating the main results in this paper, we give some notations as follows
B0 = inf
ρ>0
h(ρ) =
{
0 for polytropic gas γ > 1,
−∞ for isothermal gas γ = 1,
B = inf
r∈[0,1] B(r), B¯ = supr∈[0,1] B(r), δ =
∥∥B ′(r)∥∥C0,1([0,1]). (1.14)
Theorem 1.1 (Existence). Suppose the nozzle satisﬁes (1.2) and the Bernoulli’s function B(r) in the upstream
satisﬁes
B > B0, B
′(r) ∈ C0,1([0,1]), B ′(0) = 0, B ′(r) 0 on r ∈ [0,1]. (1.15)
Then there exists a δ0 > 0 such that if δ  δ0 , then there exists m˜ 2δ
1
8
0 such that for any m ∈ (δ
1
4 ,m˜), there
exists an axisymmetric subsonic ﬂow through the nozzle with mass ﬂux condition (1.9) and the asymptotic
condition (1.13) in the upstream.
Furthermore, the ﬂow is globally uniformly subsonic and the axial velocity is always positive, i.e.,
sup
Ω¯
(
U2 + V 2 − c2(ρ))< 0 and U > 0 in Ω¯. (1.16)
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Theorem 1.1 satisﬁes
‖ρ‖C1,α(Ω),‖U‖C1,α(Ω),‖V ‖C1,α(Ω)  C (1.17)
for some constant C > 0, and possesses the following asymptotic behaviors in far ﬁelds
ρ → ρ0 > 0, U → U0(r) > 0, V → 0 as x → −∞,
∇ρ → 0, ∇U → (0,U ′0(r))> 0, ∇V → 0 as x → −∞ (1.18)
uniformly for r ∈ K1  (0,1), and
ρ → ρ1 > 0, U → U1(r) > 0, V → 0 as x → +∞,
∇ρ → 0, ∇U → (0,U ′1(r))> 0, ∇V → 0 as x → +∞ (1.19)
uniformly for r ∈ K2  (0, r0), where ρ0 and ρ1 are both positive constants, and ρ0 , ρ1 , U0(r) and U1(r) can
be determined by m, B(r) and r0 uniquely.
Theorem 1.3 (Uniqueness). There is no more than one smooth axisymmetric subsonic Euler ﬂow (ρ,U , V ,0),
which satisﬁes the properties in Theorem 1.2.
Theorem 1.4 (Critical mass ﬂux). Assume that the hypotheses of Theorem 1.1 hold, and B(r) also satisﬁes
B ′(1) = 0, (1.20)
then there exists a critical mass ﬂux mc such that for any m ∈ (δ1/4,mc), there exists a unique axisymmetric
subsonic ﬂow through the nozzle with mass ﬂux condition (1.9) and the asymptotic behavior (1.18). Moreover,
mc is the upper critical mass ﬂux for the existence of subsonic ﬂow in the following sense: either
sup
Ω¯
(
U2 + V 2 − c2(ρ))→ 0 as m →mc (1.21)
or there is no σ > 0 such that for all m ∈ (mc,mc +σ), there are Euler ﬂows with the mass ﬂux m through the
nozzle which satisfy the asymptotic condition (1.13), the asymptotic behaviors (1.18) and
sup
m∈(mc,mc+σ )
sup
Ω¯
(
c2(ρ) − (U2 + V 2))> 0. (1.22)
Remark 1.1. In [17,18] and [19], Xie and Xin established the above results in Theorems 1.1–1.4 ﬁrst
on subsonic and subsonic-sonic potential ﬂows in both 2-D and 3-D axially symmetric inﬁnitely long
nozzle, and then on steady subsonic Euler ﬂows in 2-D inﬁnitely long nozzle. Our results are the
extension to steady subsonic Euler ﬂows in case of 3-D axially symmetric nozzle.
Remark 1.2. One of the main diﬃculties for the general steady Euler ﬂows is that the governing
equations are a mixed elliptic–hyperbolic system even for uniformly subsonic ﬂows. In 2-D Euler
ﬂows, Xie and Xin in [19] used stream function formulation for subsonic ﬂows. For general 3-D Euler
ﬂows, it cannot be applied directly. Fortunately, we introduce two invariants along the stream lines,
then stream function formulation can be available for 3-D axisymmetric ﬂows. By this formulation,
Euler equations are equivalent to a quasilinear second order equation for a stream function so that
the hyperbolicity of the particle path is already involved.
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subsonic. When the ﬂow approaches to sonic, the equation becomes degenerate. Thus we ﬁrst trun-
cate the equation to be a uniformly elliptic equation, then we need to give a priori estimate as good
as possible to remove the truncation. For axially symmetric ﬂows, besides the diﬃculties above, the
equation contains singular coeﬃcients near the symmetric axis. Unfortunately, different from the 3-D
axially symmetric potential ﬂows, the equation does not have a variational structure, which helps to
establish existence of subsonic ﬂow in [18]. So, we use several truncations to have a solvable approx-
imate problem and precise elliptic estimates. With the aid of these estimates, we proved the global
existence of subsonic solution and obtained the asymptotic behavior.
Remark 1.4. Theorem 1.3 shows the uniqueness of uniform subsonic ﬂow only in the class of axisym-
metric ﬂows without swirl. The uniqueness of general 3-D Euler ﬂows through axially asymmetric
nozzle is unknown, even in axisymmetric ﬂow case. The further investigation on the uniqueness of
the subsonic compressible ﬂows in axisymmetric nozzle will be considered in the near future.
This paper is organized as follows. In the next section, based on the stream function formulation
in [19], we ﬁrst reformulate the problem into a quasilinear second order equation for the stream
function under the asymptotic assumptions in the upstream. In Section 3, we consider the existence
of the stream function problem. Since the problem for stream function may be degenerate near the
sonic and occurs singularity on the symmetric axis, we truncate the coeﬃcients of the equation and
formulate a uniformly elliptic problem without singularity. Another diﬃculty for the existence of the
subsonic ﬂows is that it is in an unbounded domain. We ﬁrst solve the approximating problems in
the bounded nozzle with the Dirichlet boundary condition. To remove the truncation and the singu-
larity, we establish the uniform estimates in Section 3 and show the solutions of the approximating
problems converge to the solution of the original problem. The stream function formulation depends
on the assumption of asymptotic behavior and the positivity of the axial velocity, so in Section 4,
we will show the subsonic ﬂow induced in Section 3 satisﬁes these properties. With these proper-
ties, the formulation is consistent with the original problem for steady Euler ﬂows in the inﬁnitely
long axisymmetric nozzle. In Section 5, the uniqueness of the axisymmetric uniform subsonic ﬂow is
established by energy estimate. In the last section, the existence of the critical mass ﬂux is proved.
2. Stream function formulation
In this section, under the asymptotic assumptions in the upstream, we reformulate the original
subsonic problem into a boundary value problem with a quasilinear second order equation for the
stream function. The steady Euler system is hyperbolic–elliptic coupled system even though the ﬂow
is globally subsonic, so we have to deal with the hyperbolic mode, which is the main diﬃculty in this
section.
2.1. The invariants
Set ω = Vx − Ur . It follows from (1.11) that
∂r
(
UUx + V Ur + h(ρ)x
)+ ∂x(UVx + V Vr + h(ρ)r)= 0, (2.1)
which implies that
(U , V ) · ∇ω +ωdiv(U , V ) = 0, (2.2)
where div denotes the divergence operator with respect to cylindrical coordinates (x, r). The continu-
ity equation in (1.6) implies that
div(U , V ) = − 1
rρ
(U , V ) · ∇(rρ) (2.3)
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(U , V ) ·
(
∇ω − ω
rρ
∇(rρ)
)
= rρ(U , V ) · ∇
(
ω
rρ
)
= ∇⊥ψ · ∇
(
ω
rρ
)
= 0. (2.4)
Note that, this means that the quantity ωrρ remains an invariant along the streamline and it is
functional dependent on ψ . Similarly, Bernoulli’s law (1.12) implies that the Bernoulli’s function
h(ρ) + U2+V 22 is also an invariant along each streamline. Therefore, one may regard the quantities
ω
rρ and h(ρ) + U
2+V 2
2 as two functions of ψ by
ω
rρ
= W(ψ) (2.5)
and
h(ρ) + U
2 + V 2
2
= B(ψ) (2.6)
respectively.
Moreover, the boundary condition (1.7) implies that T2 is a streamline, so ψ is a constant on it.
On the other hand, the symmetric property of the ﬂows implies the axis T1 is also a streamline. From
the mass ﬂux condition (1.9), we may assume that
ψ = 0 on T1 and ψ =m on T2. (2.7)
With the invariants, we can easily derive the equivalence of the Euler system between (1.10), (2.5)
and (2.6).
Proposition 2.1. For a smooth non-vacuum ﬂow in the nozzle Ω satisfying (1.2), the Euler system (1.6) is
equivalent to the system consisting of (1.10), (2.5) and (2.6) provided that
(1) the given ﬂow satisﬁes boundary conditions (1.7) and (1.8),
(2) the axial velocity is always positive, i.e.,
U > 0 in Ω, (2.8)
(3) U , ρ and Vr are bounded,
V , Vx,ρr → 0 as x → −∞. (2.9)
The proof of Proposition 2.1 is similar to Proposition 2 in [19], hence we omit it here.
2.2. Asymptotic structure in the far ﬁelds
To determine the explicit form of B and W , we need to study the far ﬁeld behavior of the ﬂows.
The following propositions show that there exist asymptotic behaviors (ρ0,U0) and (ρ1,U1) in the
upstream and downstream, respectively, provided the variation of Bernoulli’s function in upstream is
suﬃciently small. The proof of propositions in this subsection will be omitted, see Section 2 in Xie
and Xin [19] for details.
We have the following propositions.
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(1) There exists a unique ¯(s) such that h(¯(s)) = s and d¯(s)ds > 0.
(2) There exists a unique (s) ∈ (0, ¯(s)) such that q2((s), s) = c2((s)) and d(s)ds > 0, where
q2(ρ, s) = 2(s − h(ρ))
which is derived by the density-speed relation (see Fig. 3)
h(ρ) + q
2
2
= s, (2.10)
and q = √U2 + V 2 is the speed of the ﬂow, c(ρ) =√P ′(ρ) is the sound speed.
(3) Deﬁne
Γ (s) = q((s), s)= c((s)), Σ(s) = (s)Γ (s). (2.11)
Then,
dΣ(s)
ds
> 0.
(4) There exists a unique δ > 2δ = 2‖B ′(r)‖C0,1([0,1]) such that
(B¯) (B + δ) 
(
B + δ
2
)
< (B + δ) = ¯(B). (2.12)
Fig. 3. The density-speed relation for some given s.
Remark 2.1. In Proposition 2.2, ¯(s), (s), Γ (s) and Σ(s) are the maximum density, the critical den-
sity, the critical speed and the critical mass ﬂux, respectively for the states with given Bernoulli’s
constant s > B0.
Next, we introduce the mass ﬂux as a function of ρ for any given s > B0, deﬁned by
I(ρ) = ρ2q2(ρ, s) = 2ρ2(s − h(ρ)). (2.13)
Denote M = I(ρ) in (0, ¯(s)), thus ρ is a two-valued function of M for M ∈ [0,Σ2(s)). We denote
the subsonic branch by
ρ = J (M) for M ∈ (0,Σ2(s)), (2.14)
which satisﬁes J (M) > (s) (see Fig. 4).
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When s varies in (B0,+∞), we denote this branch by
ρ = J (M, s) for (M, s) ∈ {(M, s) ∣∣M ∈ (0,Σ2(s)), s > B0}, (2.15)
which is the relation between mass ﬂux and density for given Bernoulli’s constant.
Suppose that the ﬂows satisfy the asymptotic behavior (1.18) in the upstream, then the Bernoulli’s
law and the mass ﬂux condition imply
h(ρ0) + U
2
0(r)
2
= B(r), U0(r) > 0, (2.16)
and
1∫
0
rρ0U0(r)dr =m. (2.17)
For the downstream, since (2.8) implies a simple topological structure of streamline, we can introduce
a streamline
r = r(s) for s ∈ [0,1], and r(0) = 0, r(1) = 1. (2.18)
Hence, if the ﬂows satisfy the asymptotic behavior (1.19) in the downstream, it can be determined by
the position in upstream, i.e.,
h(ρ0) + U
2
0(s)
2
= h(ρ1) + U
2
1(r(s))
2
, U1
(
r(s)
)
> 0, (2.19)
and
s∫
0
tρ0U0(t)dt =
r(s)∫
0
r(t)ρ1U1(t)dt. (2.20)
We can give the existence of the asymptotic structure of the ﬂow in the far ﬁelds.
Proposition 2.3. Let B > B0 . For any γ ∈ (0,1/3), there exists δ¯0 such that
∥∥B ′(r)∥∥ 0,1 = δ  δ¯0, m¯ 2δ¯ γ20 and m ∈ (δγ ,m¯), (2.21)C ([0,1])
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properties
(1) ρ0,ρ1 ∈ ((B¯), ¯(B));
(2) there exists a positive constant C , such that
(B) − C  ρ0  (B) + C−1δ2γ , C−1δγ  U0(r) C,
∣∣U ′0(r)∣∣ Cδ1−γ ; (2.22)
(3) either ρ0 → (B¯) or ρ1 → (B¯) as m → m¯.
Remark 2.2. Choosing δ¯0  δ/2, where δ is deﬁned in Proposition 2.2, (2.9) implies that the interval
((B¯), ¯(B)) is well deﬁned and non-empty.
Remark 2.3. For the convenience, we choose γ = 1/4 throughout this paper.
2.3. Determination of the explicit form of W and B
To determine the explicit form of W and B, it suﬃces to ﬁx the expression of the two invariants,
Bernoulli’s function and ωrρ by ψ in the upstream. Under the assumption (1.18), the stream function
can be written as
ψ =
r∫
0
sρ0U0(s)ds, 0 r  1, (2.23)
in the upstream. Furthermore, due to sρ0U0(s) > 0 for s ∈ (0,1], ψ is an increasing function of r.
Thus, one can represent r as a function of ψ , written as r = κ(ψ). Let the axial velocity and its
derivative in the upstream as function of stream function
Θ(ψ) = U0
(
κ(ψ)
)
, θ(ψ) = U ′0
(
κ(ψ)
)
for ψ ∈ [0,m]. (2.24)
Hence, the two invariants in the upstream yield the explicit form of W and B, i.e.,
(
h(ρ) + U
2 + V 2
2
)∣∣∣∣
x=−∞
= h(ρ0) + Θ
2(ψ)
2
= B(ψ) (2.25)
and
ω
rρ
∣∣∣∣
x=−∞
= − θ(ψ)
κ(ψ)ρ0
= W(ψ), (2.26)
provided that (2.8) holds. Furthermore, note that (2.8) implies that
0ψ m. (2.27)
Remark 2.4. In the upstream,
ψ =
κ(ψ)∫
sρ0U0(s)ds for 0ψ m.
0
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κ ′(ψ) = 1
κ(ψ)ρ0U0(κ(ψ))
= 1
κ(ψ)ρ0Θ(ψ)
.
This combines with (2.24) to discover
Θ ′(ψ) = U ′0
(
κ(ψ)
)
κ ′(ψ) = þ(ψ)
κ(ψ)ρ0Θ(ψ)
,
that is
θ(ψ) = κ(ψ)ρ0Θ(ψ)Θ ′(ψ) and W(ψ) = −Θ(ψ)Θ ′(ψ). (2.28)
Furthermore, if B(r) satisﬁes (1.15) with 0 δ  δ¯0 and m ∈ (δ 14 ,m¯), one can derive that there exists
a constant C > 0, such that{
C−1δ 14 Θ  C, Θ ′(m) 0, Θ ′(0) 0,∣∣Θ ′(ψ)∣∣ Cδ 12 , ∥∥Θ ′(ψ)∥∥C0,1([0,1])  Cδ 14 . (2.29)
2.4. Formulation of the problem
Recalling the density-mass ﬂux relation (2.15), one has
ρ = J
(∣∣∣∣∇ψr
∣∣∣∣
2
,h(ρ0) + Θ
2(ψ)
2
)
, (2.30)
which can be regarded as a function of | ∇ψr |2 and ψ , written as
ρ = H
(∣∣∣∣∇ψr
∣∣∣∣
2
,ψ
)
. (2.31)
It follows from the deﬁnitions of ω and ψ that
ω = −div
(∇ψ
rρ
)
.
Furthermore, together with (2.26) and (2.28), the stream function satisﬁes
div
( ∇ψ
rH(| ∇ψr |2,ψ)
)
= rΘ(ψ)Θ ′(ψ)H
(∣∣∣∣∇ψr
∣∣∣∣
2
,ψ
)
. (2.32)
Hence, we reformulate the original subsonic problem as follows.
Problem 1. Assume ‖B ′(r)‖C0,1([0,1]) be suﬃciently small, for a given appropriate m > 0 ﬁnd a solution
ψ(x, r) to the boundary value problem⎧⎪⎨
⎪⎩
div
( ∇ψ
rH(| ∇ψr |2,ψ)
)
= rΘ(ψ)Θ ′(ψ)H
(∣∣∣∣∇ψr
∣∣∣∣
2
,ψ
)
in Ω,
ψ = 0 on T , ψ =m on T ,
(2.33)1 2
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ρ = H
(∣∣∣∣∇ψr
∣∣∣∣
2
,ψ
)
, U = ψr
rρ
, V = −ψx
rρ
, W ≡ 0,
satisfy the far ﬁeld behaviors (1.16), (1.18) and (1.19).
Remark 2.5. Since Bernoulli’s function is also invariant along each streamline, one has
h(ρ) + M
2ρ2
= h(ρ0) + Θ
2(ψ)
2
,
which can be used to determine the implicit form of H(M,ψ) and M = |∇ψr |2. Furthermore, one
can calculate its derivatives as follows
∂H(M,ψ)
∂M = −
H
2(H2c2 − M) ,
∂H(M,ψ)
∂ψ
= ΘΘ
′H3
H2c2 − M ,
denoted by H1(M,ψ) and H2(M,ψ), respectively.
Remark 2.6. The quasilinear second order equation in (2.33) can be rewritten in non-divergence form
as
Aij
(∇ψ
r
,ψ
)
∂i jψ = F(M,ψ, r) + G, (2.34)
where
Aij
(∇ψ
r
,ψ
)
= Hδi j − 2H1ψi
r
ψ j
r
, (2.35)
and
F(M,ψ, r) = r
2ΘΘ ′H5c2
H2c2 − M , G = (H − 2H˜1M)
ψ2
r
, (2.36)
with (ψ1,ψ2) = (∂xψ,∂rψ). Clearly, Eq. (2.34) may be degenerate near the sonic state and occurs
singularity on the axis r = 0.
3. Existence of solution for Problem 1
In this section, we consider the existence of the solution for Problem 1. There are three main
obstacles to solve Problem 1. First, the ellipticity of Eq. (2.32) is not guaranteed beforehand, since
the equation in Problem 1 may be degenerate elliptic near sonic state. Second, the coeﬃcients in
(2.32) rise the singularity near the axis. Third, the nozzle region is unbounded. In order to overcome
these diﬃculties, we ﬁrst truncate the coeﬃcients of the equation in Problem 1 to ensure the strong
ellipticity, and then, truncate the domain Ω to a series of bounded domains ΩL , with additional
boundary conditions. Therefore, to solve Problem 1 becomes to study a series of approximate strong
elliptic problems in bounded domains and their uniform estimates, which ensure to pass the limit of
approximate solutions to Problem 1. To remove the singularity, we construct a sequence of auxiliary
regular problems and use these to approximate Problem 1, with some uniform estimates.
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First, note that the function H(M,ψ) is not well deﬁned when M and ψ are larger than some
values. We introduce the following extension.
Set
g˜(s) =
⎧⎪⎪⎨
⎪⎪⎩
Θ ′(s), if 0 sm,
Θ ′(m) 2m−sm , ifm s 2m,
Θ ′(0) s+mm , if −m s 0,
0, if s 2m, or s−m.
(3.1)
It is obvious that g˜ ∈ C0,1(R) and
∥∥g˜(s)∥∥C0(R)  ∥∥Θ ′(s)∥∥C0([0,m]).
Moreover, it follows from (2.29) that
g˜(s) 0 if sm, g˜(s) 0 if s 0,
and
∥∥g˜(s)∥∥C0,1(R)  Cδ 14 . (3.2)
Deﬁne the extension functions of Θ(s) and B(ψ) as
Θ˜(s) = Θ(0) +
s∫
0
g˜(t)dt and B˜(ψ) = h(ρ0) + Θ˜
2(ψ)
2
, (3.3)
respectively. Clearly, Θ˜ ′(s) = g˜(s) and Θ˜(s) ∈ C1,1(R). Moreover, if m > δ 14 , there exists a suitably
small δ¯1 such that for δ < δ¯1,
B0 < B − ε0  h(ρ0) + Θ˜
2(s)
2
 B¯ + ε0 (3.4)
holds for some ε0 > 0. Furthermore, by (2.29) and (3.2) one has
∥∥Θ˜ ′(s)∥∥C0(R)  Cδ 12 and ∥∥Θ˜ ′(s)∥∥C0,1(R)  Cδ 14 . (3.5)
3.2. Subsonic truncation
Note that the derivative H1(M,ψ) in the coeﬃcients of (2.34) goes to negative inﬁnity when ﬂow
approaches to sonic from subsonic. Thus Eq. (2.32) becomes degenerate elliptic near the sonic. To
guarantee the uniform ellipticity, we truncate the term M in H(M,ψ) in the following way.
Choose a smooth increasing function ζ0(s) such that
ζ0(s) =
{
s, if s < −2ε0,
−ε , if s > −ε . (3.6)0 0
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M˜(M,ψ) = ζ0
(M − Σ2(B˜(ψ)))+ Σ2(B˜(ψ)), (3.7)
where Σ(s) is deﬁned in (2.11). Set the truncation of H(M,ψ) as
H˜(M,ψ) = J (M˜(M,ψ), B˜(ψ)), (3.8)
which can be determined by
h(H˜) + M˜
2H˜2
= h(ρ0) + Θ˜
2(ψ)
2
.
Thus, the derivatives of H˜ are
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
H˜1(M,ψ) = − ζ
′
0 H˜
2(H˜2c2 − M˜) ,
H˜2(M,ψ) = Θ˜Θ˜
′ H˜(H˜2 + ΣΣ ′(ζ ′0 − 1))
H˜2c2 − M˜ .
(3.9)
Instead of (2.33), we ﬁrst solve the following problem
⎧⎪⎨
⎪⎩
div
( ∇ψ
r H˜(| ∇ψr |2,ψ)
)
= rΘ˜(ψ)Θ˜ ′(ψ)H˜
(∣∣∣∣∇ψr
∣∣∣∣
2
,ψ
)
in Ω,
ψ = 0 on T1, ψ =m on T2.
(3.10)
The equation in (3.10) can be rewritten in non-divergence form as
A˜i j
(∇ψ
r
,ψ
)
∂i jψ = F˜(M,ψ, r) + G˜, (3.11)
where
A˜i j
(∇ψ
r
,ψ
)
= H˜δi j − 2H˜1
r2
ψiψ j, (3.12)
F˜(M,ψ, r) = r2Θ˜Θ˜ ′ H˜
(
H˜2 + ΣΣ ′(ζ ′0 − 1)
H˜2c2 − M˜ M + H˜
2
)
, (3.13)
and
G˜ = H˜ − 2H˜1M
r
ψ2. (3.14)
It is easy to check that away from the axis T1, there exist two positive constants λ and Λ, such that
λ|ξ |2  A˜i jξiξ j Λ|ξ |2,
for any ξ ∈R2.
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M =
∣∣∣∣∇ψr
∣∣∣∣
2
Σ2(B − ε0) − 2ε0 for some ε0 > 0, (3.15)
as long as the incoming mass ﬂux m and the variation of Bernoulli’s function are suﬃciently small.
Consequently, the extension and the subsonic truncation can be removed.
3.3. Truncation of the singularity on axis
Due to the singularity at r = 0, we consider the following approximate problems
⎧⎨
⎩ A˜
(k)
i j ∂i jψ = F˜
(∣∣∣∣ ∇ψr + k
∣∣∣∣
2
,ψ, r
)
+ G˜k in Ω,
ψ = 0 on T1, ψ =m on T2,
(3.16)
here
A˜(k)i j = H˜
(∣∣∣∣ ∇ψr + k
∣∣∣∣
2
,ψ
)
δi j − 2H˜1
(∣∣∣∣ ∇ψr + k
∣∣∣∣
2
,ψ
)
ψi
r + k
ψ j
r + k
and
G˜k =
H˜(| ∇ψr+k |2,ψ) − 2H˜1(| ∇ψr+k |2,ψ)M˜(| ∇ψr+k |2,ψ)
r + k ψ2,
for 0< k  1. Note that the estimates (3.5) imply
|F˜ | Cδ 12 . (3.17)
3.4. Truncation of the domain
Our strategy to deal with the unbounded domain in Problem 1 is to truncate the domain and to
construct a sequence of truncated problems which approximate to Problem 1.
For any given integer L > 0, choose ΩL such that
(1) {(x, r) | (x, r) ∈ Ω0, −L < x < L} ⊂ ΩL ⊂ {(x, r) | (x, r) ∈ Ω0, −4L < x< 4L}.
(2) ΩL ∈ C2,κ1 (0 < κ1 < κ) for some constant 0 < κ < 1 satisﬁes the uniform exterior sphere condi-
tion with uniform radius R0, for all L > L0 with some L0 suﬃciently large.
For the explicit construction of such ΩL , please refer to Appendix in [17] for 2-D case.
Thus, we formulate the approximated truncated problems as
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
A˜(k)i j ∂i jψ = F˜
(∣∣∣∣ ∇ψr + k
∣∣∣∣
2
,ψ, r
)
+ G˜k in ΩL,
ψ = r
2
f 2(x)
m on ∂ΩL,
(3.18)
which are Dirichlet problems for uniformly elliptic equations with two variables in bounded do-
mains ΩL .
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problem (3.18), for any ﬁxed k > 0 and L > 0. Note that the estimate (3.17) implies the linear growth
condition (12.27) in [9] holds. Furthermore, by Theorem 3.7 in [9], we can obtain the a priori bound
for the solution
∣∣ψkL ∣∣ sup
T2
∣∣ψkL ∣∣+ C sup
ΩL
|F˜ |
λ
, (3.19)
where C depends on k, | f |. Thus,
−|F˜ |
λ
ψkL m+ C sup
ΩL
|F˜ |
λ
. (3.20)
By (3.17), one has
−Cδ 12 ψkL m+ Cδ
1
2 , (3.21)
where C = C(k, | f |,m).
3.5. A priori estimates in Ω for ﬁxed k
Now, we derive some precisely a priori estimates of the approximated solution ψkL and show that
it converges to the solution to Problem 1 in original domain Ω as L → ∞.
It follows from the techniques developed in [9] that one obtains some estimates for Hölder semi-
norm of
[u]1,α  C(Ω)
(
1+ |Du|0 + 1
λ
| f |0
)
. (3.22)
Actually, C(Ω) depends only on the diamΩ and C2 norm of the boundary T2. Applying it to problem
(3.18) shows that there exists μ = μ(Λ/λ) > 0, such that for any x0 ∈ Ω¯L with K  4L, one has
[
ψkK
]
1,μ;B1(x0)∩ΩL  C(Λ/λ,k, f ,m)
(
1+ ∣∣DψkK ∣∣0;B1(x0)∩ΩL + 1λ |F˜ |0
)
. (3.23)
This, together with the interpolation inequality and (3.21), yields
∥∥ψkK∥∥1;B1(x0)∩ΩL  η[ψkK ]1,μ;B1(x0)∩ΩL + Cη∣∣ψkK ∣∣0
 ηC
(
Λ
λ
,k, f ,m
)(
1+ ∣∣DψkK ∣∣0;B1(x0)∩ΩL + 1λ |F˜ |0
)
+ Cη
(
m+ 1
λ
|F˜ |0
)
. (3.24)
Taking η0 suﬃciently small so that ηC(Λ/λ,k, f ,m) 12 , if η η0, one has
∥∥ψkK∥∥1;B1(x0)∩ΩL  ηC(Λ/λ,k, f ,m)
(
1+ 1
λ
|F˜ |0
)
+ Cη
(
m+ 1
λ
|F˜ |0
)
. (3.25)
Thus, the local Hölder estimate (3.23) becomes
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
(
1+ C(Λ/λ,k, f ,m))∥∥ψkK∥∥1;B1(x0)∩ΩL + C(Λ/λ,k, f ,m)
(
1+ 1
λ
|F˜ |0
)
 C(Λ/λ,k, f ,m)
[
η0C(Λ/λ,k, f ,m)
(
1+ 1
λ
|F˜ |0
)
+ Cη0
(
m+ C 1
λ
|F˜ |0
)]
+ C(Λ/λ,k, f ,m)
(
1+ 1
λ
|F˜ |0
)
 C(Λ/λ,k, f ,m)
(
1+m+ 1
λ
|F˜ |0
)
. (3.26)
Note that, for any x, y ∈ Ω¯L ,
|∇ψkK (x) − ∇ψkK (y)|
|x− y|μ 
{
‖ψkK ‖1,μ;B1(x0)∩ΩL , if y ∈ B1(x) ∩ Ω¯L,
2‖ψkK‖1;ΩL , if y ∈¯ B1(x) ∩ Ω¯L .
(3.27)
This together with (3.25) and (3.26), yields the global Hölder estimate
[
ψkK
]
1,μ;ΩL  C(Λ/λ,k, f ,m)
(
1+m+ 1
λ
|F˜ |0
)
. (3.28)
Furthermore, by (3.26), the Schauder estimate and the bootstrap argument, one has
∥∥ψkK∥∥2,α;B 1
2
(x0)∩ΩL  C
(
Λ/λ,k, f ,m,
1
λ
|F˜ |0
)
for some 0< α < μ. (3.29)
Similar to the argument in (3.28), one has
∥∥ψkK∥∥2,α;ΩL  C
(
Λ/λ,k, f ,m,
1
λ
|F˜ |0
)
, (3.30)
which is a uniform bound to L. Hence, using Arzela–Ascoli lemma and diagonal procedure, we see
that there exists a subsequence {ψkKl }∞l=1 for ﬁxed k, such that
ψkKl → ψk in C2,β(U ) for any compact set U ⊂ Ω¯ and 0< β < α.
Furthermore, ψk satisﬁes the problem
⎧⎨
⎩ A˜
(k)
i j ∂i jψ = F˜
(∣∣∣∣ ∇ψr + k
∣∣∣∣
2
,ψ, r
)
+ G˜k in Ω,
ψ = 0 on T1, ψ =m on T2
(3.31)
and the estimate
∥∥ψk∥∥1;Ω  ηC(Λ/λ,k, f ,m)
(
1+ 1
λ
|F˜ |0
)
+ Cη
(
m + C 1
λ
|F˜ |0
)
, (3.32)
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∥∥ψk∥∥1;Ω  ηC(Λ/λ,k, f ,m)(1+ Cδ 12 )+ Cη(m+ Cδ 12 ), (3.33)
where C depends only on δ¯0, m¯, Λ, λ.
3.6. Removal of the singularity on axis
Set
ψ¯(r) = m
b2
(r + k)2 with b =min
x∈R f (x) > 0.
A direct calculation yields that
∇ψ¯(r) =
(
0,
2m(r + k)
b2
)
and
∣∣∣∣∇ψ¯(r)r + k
∣∣∣∣
2
= 4m
2
b4
.
Furthermore,
div
( ∇ψ¯(r)
(r + k)H˜( 4m2
b4
, ψ¯(r))
)
= ∂r
(
2m
b2 H˜( 4m
2
b4
, ψ¯(r))
)
= −4m
2(r + k)
b4 H˜2
H˜2
(
4m2
b4
, ψ¯(r)
)
. (3.34)
Recalling the expression of H˜ , the right-hand side of (3.34) is non-positive if the ﬂow is subsonic. On
another side, ψ¯  r2
f 2(x)
m on ΩL , then by the standard comparison principle, ψ¯(r) is a super-solution
to (3.18), and
0ψkK 
m
b2
(r + k)2 in ΩL,
for any L > 0. Moreover, one gets
0ψk  m
b2
(r + k)2 in Ω0, (3.35)
which implies
ψk(x, r) → 0 as k → 0 on the axis T1. (3.36)
Away from T1, we denote ΩL,ε = {(x, r) | |x|  L, ε < r < f (x)} for any L > 0 and 0 < ε  1. Using
Caccioppoli’s inequality, both in interior and on the boundary, one obtains
∥∥∇ψk∥∥L2(Ω¯L,ε)  C(Λ/λ,ε, f ,m). (3.37)
Furthermore, one gets the Hölder estimate for the gradient
[∇ψk]Cα1 (Ω¯L,ε)  C
(
Λ/λ,ε, f ,m,
1
λ
|F˜ |0
)
for some 0< α1 < α.
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∥∥ψk∥∥C1,α1 (Ω¯L,ε)  C
(
Λ/λ,ε, f ,m,
1
λ
|F˜ |0
)
. (3.38)
Due to a diagonal process and Arzela–Ascoli lemma again, there exist a subsequence {k j} → 0 as
j → ∞ and ψ ∈ C1,ν (Ω) such that
ψk j → ψ in C1,ν(Ω¯L,ε) for some 0< ν < α (3.39)
as j → ∞ for any L > 0, 0< ε  1. In particular,
ψk j → ψ pointwisely in Ω as j → ∞. (3.40)
It follows from (3.36), (3.39)–(3.40) that ψ is a solution to (3.16) with k = 0. It follows from bootstrap
arguments that ψ ∈ C2,ν (Ω) ∩ C1,ν (Ω ∪ T2) ∩ C0(Ω¯).
3.7. Removal of the extension and truncation
To get rid of the extension and the subsonic truncation, we need some more precise estimates for
M = |∇ψr |2.
Step 1. The estimate away from the axis T1. For any given
(x0, r0) ∈ Ω∞,b/4 =
{
(x, r)
∣∣ (x, r) ∈ Ω0, r > b/4},
it follows from (3.33) and (3.40) that
∣∣∇ψk(x0, r0)∣∣ ηC(Λ/λ,k, f ,m)(1+ Cδ 12 )+ Cη(m+ Cδ 12 ).
Therefore ∣∣∣∣∇ψ(x0, r0)r0
∣∣∣∣ ηC(Λ/λ,k, f ,m)(1+ Cδ 12 )+ Cη(m+ Cδ 12 ), (3.41)
for r0 > b/4.
Step 2. The estimate near the axis T1. For any ﬁxed point (x0, r0) ∈R× (0,b/2), set
ψ0(x, r) = 1
ξ2
ψ(x0 + xξ, r0 + rξ), with ξ = r0
2
,
which is well deﬁned in B1(0,0). Moreover, direct calculations yield that
∇ψ(x0 + xξ, r0 + rξ)
r0 + rξ =
∇ψ0
2+ r ,
and ψ0 satisﬁes
div
( ∇ψ0
(2+ r)H˜(| ∇ψ0 |2, ξ2ψ0)
)
= ξ(r0 + rξ)ΘΘ ′ H˜
(∣∣∣∣∇ψ02+ r
∣∣∣∣
2
, ξ2ψ0
)
. (3.42)2+r
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0ψ0(x, r) = 4
r20
ψ(x0 + ξx, r0 + ξr) 9m
b2
.
Applying Moser’s iteration in the interior, we can obtain the estimate of the gradient
|∇ψ0| C(b)m in B1/2(0,0).
In particular,
∣∣∣∣∇ψ(x0, r0)r0
∣∣∣∣= ∣∣∇ψ0(0,0)∣∣ C(b)m for 0< r0 < b/2. (3.43)
Step 3. Hölder continuity of M near the axis. As in Step 2, we set
ψ0(x, r) = 1
ξ2
ψ(x0 + xξ, r0 + rξ), with ξ = r
1
2
0 ,
which is deﬁned in Ba(0,0) for any ﬁxed point (x0, r0) ∈R× (0,b/2), where a is a constant satisfying
r0 + ar
1
2
0 > 0. It holds that∣∣∣∣∇ψ(x0, r0)r0
∣∣∣∣= ∣∣∇ψ0(0,0)∣∣ C(b)mr0 for 0< r0 < b/2. (3.44)
Then by the same argument, we conclude that ∇ψr is uniformly Hölder continuous up to r = 0. More-
over,
lim
(x,r)→(x0,0)
ψx(x, r)
r
= 0 ∀x0 ∈R1. (3.45)
Proposition 3.1 (Existence of subsonic ﬂows of Problem 1). Suppose the hypotheses of Theorem 1.1 hold. Then,
there exists a positive constant δ1  δ¯0 , where δ¯0 is deﬁned in Proposition 2.3, such that if δ  δ1 and m ∈
(δ
1
4 ,m˜) with m˜ = 2δ
1
8
1  m¯, then the problem (2.33) has a solution ψ ∈ C2,α(Ω¯) satisfying
0ψ m,
∣∣∣∣∇ψr
∣∣∣∣
2
Σ2(B − ε0) − 2ε0 for some ε0 > 0. (3.46)
Proof. Obviously, there exist η1 ∈ (0, η0) and δ1 ∈ (0, δ¯0) such that
η1C(Λ/λ,m, f )
(
1+ C δ¯
1
2
0
)

√(
Σ2(B − ε0) − 2ε0
)
/2,
Cη1
(
2δ
1
8
1 + Cδ
1
2
1
)

√(
Σ2(B − ε0) − 2ε0
)
/2,
and
C(b)2δ
1
8
1 
√
Σ2(B − ε0) − 2ε0.
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1
8
1 ), the estimates (3.41) and (3.43) imply that the solution
ψ satisﬁes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∣∣∣∣∇ψr
∣∣∣∣
2
Σ2(B − ε0) − 2ε0, for r > b
4
,
∣∣∣∣∇ψr
∣∣∣∣
2

(
C(b)m
)2 Σ2(B − ε0) − 2ε0, for r < b
2
.
(3.47)
Hence, M˜(M,ψ) = M, and
F˜(M,ψ, r) = r
2Θ˜Θ˜ ′ H˜5c2
H˜2c2 − M , and G˜ = (H˜ − 2H˜1M)
ψ2
r
.
To remove the extension, we ﬁrst consider the domain Ωe = {(x, r) ∈ Ω | ψ(x, r)  m}. Owing to
Θ ′(ψ) 0 in Ωe ,
A˜i j
(∇ψ
r
,ψ
)
∂i jψ − (H˜ − 2H˜1M)ψ2
r
= F˜(M,ψ, r) 0 in Ωe.
Therefore, by maximum principle ψ achieves its maximum on the boundary of Ωe , so ψ m in Ω .
Similarly, one can show ψ  0. Thus, ψ satisﬁes
0ψ m in Ω0, (3.48)
which implies Θ˜ ′(ψ) = Θ ′(ψ) and then all the extensions disappear naturally. Hence, ψ solves the
original problem (2.33) and satisﬁes (3.46). 
Therefore, it follows from (3.28), (3.30) and (3.45) that ψ satisﬁes the following higher order esti-
mates
‖ψ‖1,ν;Ω¯  C(Λ/λ, f ,m)
(
1+m+ 1
λ
|F˜ |0
)
(3.49)
and
‖ψ‖2,α;Ω¯  C
(
Λ/λ, f ,m,
1
λ
|F˜ |0
)
. (3.50)
Thus, there exists δ1 ∈ (0, δ˜1) such that (3.47) is true for all r.
Therefore, combining (3.41) and (3.43), we can remove both extension and truncation appeared
in (3.10).
4. Properties of the subsonic Euler ﬂows
In this section, we will consider some properties of the subsonic Euler ﬂows obtained in Section 3.
We obtain the asymptotic behavior in the far ﬁelds and the positivity of the axial velocity, which
are crucial for our formulation. The stream function formulation is consistent with the steady Euler
system in the inﬁnitely long axisymmetric nozzle, as long as the ﬂow induced by a solution of (2.33)
satisﬁes the asymptotic behavior (1.18) in the upstream and the positivity of the axial velocity (2.8).
To obtain the proﬁle of the solution in the upstream, we ﬁrst investigate the ﬂow in the cylindrical
nozzle D , then show the ﬂow in the upstream converges to the one in cylinder nozzle.
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D = {(x, r) ∣∣−∞ < x< +∞, 0< r < 1},
and ψ¯ be the solution to the following problem
⎧⎪⎨
⎪⎩
div
( ∇ψ¯
rH(| ∇ψ¯r |2, ψ¯)
)
= rΘ(ψ¯)Θ ′(ψ¯)H
(∣∣∣∣∇ψ¯r
∣∣∣∣
2
, ψ¯
)
in D,
ψ¯ = 0 on r = 0, ψ¯ =m on r = 1.
(4.1)
Proposition 4.1. There exists δ2 ∈ (0, δ¯0] such that if
(1) δ  δ2 , m ∈ (0,m¯), where m¯ is deﬁned in Proposition 2.3,
(2) there exists   ε0 such that ψ¯ ∈ C2,α(D¯) solves the problem (4.1) and satisﬁes
‖ψ¯‖C2,α(D)  C(, δ),
∣∣∣∣∇ψ¯r
∣∣∣∣
2
− Σ2(B − ) , (4.2)
then ψ¯ is independent of x, moreover,
ψ¯(x, r) = ψ¯(r) =
r∫
0
sρ0U0(s)ds. (4.3)
Proof. First, we claim that ψ¯ is independent of x. Indeed, set ω = ψ¯x , M¯ = |∇ψ¯r |2 and
⎧⎪⎪⎨
⎪⎪⎩
A¯i j = H(M¯, ψ¯)δi j − 2H1(M¯, ψ¯) ψ¯iψ¯ j
r2
,
D(M¯, ψ¯) = (Θ ′′(ψ¯)Θ(ψ¯) + (Θ ′(ψ¯))2)H(M¯, ψ¯) + Θ ′(ψ¯)Θ(ψ¯)H2(M¯, ψ¯),
d(M¯, ψ¯) = 2Θ(ψ¯)Θ ′(ψ¯)H1(M¯, ψ¯),
(4.4)
for ∇ψ¯ = (ψ¯1, ψ¯2), here Θ ′′(ψ¯) ∈ L∞(R) due to (2.29). By differentiating the equation in (4.1) with
respect to x yields
∂i
(
A¯i j
rH2(M¯, ψ¯) ∂ jω
)
− ∂i
(
H2(M¯, ψ¯)∂iψ¯
rH2(M¯, ψ¯) ω
)
= rD(M¯, ψ¯)ω + d(M¯, ψ¯) ∂iψ¯
r
∂iω, (4.5)
which holds in weak sense. It follows from (4.2) that there exists a positive constant Λ which depends
only on  such that | A¯i j|  Λ(). Moreover, ω satisﬁes the boundary conditions ω = 0 on axis and
the nozzle walls.
Let a cut-off function η ∈ C∞0 (R) satisfy
η = 1 for |s| < l, η = 0 for |s| > l + 1, and ∣∣η′(s)∣∣ 2. (4.6)
Now multiplying both sides of (4.5) by η2(x)ω, and integrating it over D yields
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D
[
A¯i j
rH2(M¯, ψ¯) ∂ jω∂i
(
η2ω
)− H2(M¯, ψ¯)∂iψ¯
rH2(M¯, ψ¯) ω∂i
(
η2ω
)]
dxdr
= −
∫ ∫
D
[
rD(M¯, ψ¯)η2ω2 + d(M¯, ψ¯) ∂iψ¯
r
∂iωη
2ω
]
dxdr. (4.7)
Substituting the explicit forms of A¯i j , H1(M¯, ψ¯) and H2(M¯, ψ¯) into (4.7), we have
∫ ∫
D
η2|∇ω|2
rH(M¯, ψ¯) dxdr
=
∫ ∫
D
2H1(M¯, ψ¯)
rH2(M¯, ψ¯)
∣∣∣∣∇ψ¯r · ∇ω
∣∣∣∣
2
η2 dxdr −
∫ ∫
D
2
A¯i j
rH2(M¯, ψ¯) ∂ jω∂iηηωdxdr
+
∫ ∫
D
H2(M¯, ψ¯)∂iψ¯
rH2(M¯, ψ¯)
(
η2ω∂iω + 2η∂iηω2
)
dxdr
−
∫ ∫
D
r
(
Θ ′′(ψ¯)Θ(ψ¯) + (Θ ′(ψ¯))2)H(M¯, ψ¯)η2ω2 dxdr
−
∫ ∫
D
rΘ ′(ψ¯)Θ(ψ¯)H2(M¯, ψ¯)η2ω2 dxdr −
∫ ∫
D
2Θ ′(ψ¯)Θ(ψ¯)H1(M¯, ψ¯)η2ω
∇ψ¯
r
· ∇ωdxdr
= −
∫ ∫
D
| ∇ψ¯r · ∇ω|2η2
rH(M¯, ψ¯)(H2(M¯, ψ¯)c2 − M¯) dxdr −
∫ ∫
D
2
A¯i j
rH2(M¯, ψ¯) ∂ jω∂iηηωdxdr
+
∫ ∫
D
2H2(M¯, ψ¯)
H2(M¯, ψ¯) ηω
2 ∇ψ¯
r
· ∇ηdxdr +
∫ ∫
D
2Θ(ψ¯)Θ ′(ψ¯)H(M¯, ψ¯)
H2(M¯, ψ¯)c2 − M¯ η
2ω
∇ψ¯
r
· ∇ωdxdr
−
∫ ∫
D
r
(
Θ ′′(ψ¯)Θ(ψ¯) + (Θ ′(ψ¯))2)H(M¯, ψ¯)η2ω2 dxdr
−
∫ ∫
D
r(Θ(ψ¯)Θ ′(ψ¯))2H3(M¯, ψ¯)
H2(M¯, ψ¯)c2 − M¯ η
2ω2 dxdr
=
6∑
i=1
Ii
where we use property (4.2) of ψ¯ . Note that
I1 + I4 + I6 = −η
2
2 2 ¯
(∣∣∣∣∇ψ¯r · ∇ω
∣∣∣∣
2
− 2ΘΘ ′H2ω∇ψ¯ · ∇ω + (ΘΘ ′)2H4r2ω2) 0,
rH(H c − M)
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|I5| Cδ 14
l+1∫
−l−1
1∫
0
rω2 dr dx.
Since H  ¯(B¯), if δ2 is suﬃciently small, we obtain that
l∫
−l
dx
1∫
0
|∇ω|2
r
dr
 C(B¯, )
( −l∫
−l−1
dx+
l+1∫
l
dx
) 1∫
0
|∇ωω|
r
+ω2 + rω2 dr + C(B¯)δ 14
l∫
−l
1∫
0
rω2 dr dx
 C(B¯, )
( −l∫
−l−1
dx+
l+1∫
l
dx
) 1∫
0
∣∣∣∣ωr
∣∣∣∣
2
+ω2 + |∇ω|2 dr + C(B¯)δ 14
l∫
−l
1∫
0
ω2 dr dx. (4.8)
Since ω = 0 on the axis, Poincaré inequality implies that
1∫
0
ω2 dr 
1∫
0
|∇ω|2 dr.
Combining this with (4.8) yields that
l∫
−l
1∫
0
|∇ω|2 dr dx
l∫
−l
1∫
0
|∇ω|2
r
dr dx
 C
( −l∫
−l−1
dx+
l+1∫
l
dx
) 1∫
0
(
2+ 1
r2
)
|∇ω|2 dr + Cδ 14
l∫
−l
1∫
0
|∇ω|2 dr dx.
Consequently,
l∫
−l
1∫
0
|∇ω|2 dr dx C
( −l∫
−l−1
1∫
0
|∇ω|2 dr dx+
l+1∫
l
1∫
0
|∇ω|2 dr dx
)
(4.9)
for some small δ2 and any l > 0. It follows from (4.2) that
−l∫ 1∫
|∇ω|2 dr dx+
l+1∫ 1∫
|∇ω|2 dr dx C−l−1 0 l 0
838 L. Du, B. Duan / J. Differential Equations 250 (2011) 813–847for some uniform constant C which is independent of l. Moreover,
l∫
−l
1∫
0
|∇ω|2 dr dx C (4.10)
for any l > 0 and some constant C > 0. Letting l → ∞ in (4.10) yields
∞∫
−∞
1∫
0
|∇ω|2 dr dx C .
Hence
−l∫
−l−1
1∫
0
|∇ω|2 dr dx+
l+1∫
l
1∫
0
|∇ω|2 dr dx → 0 as l → ∞.
In view of (4.9), this implies
∞∫
−∞
1∫
0
|∇ω|2 dr dx = 0.
Recalling the Poincaré inequality, we can conclude that
ω = ψ¯r = 0 in D.
Therefore, ψ¯(x, r) is independent of x, we still denote it as ψ¯(r), which completes the proof of the
claim. Furthermore, ψ¯(r) satisﬁes the following boundary value problem for a second order ordinary
differential equation
⎧⎪⎨
⎪⎩
d
dr
(
ψ¯ ′
rH(| ψ¯ ′r |2, ψ¯)
)
= rΘ ′(ψ¯)Θ(ψ¯)H
(∣∣∣∣ ψ¯ ′r
∣∣∣∣
2
, ψ¯
)
,
ψ¯(0) = 0, ψ¯(1) =m.
(4.11)
In the following, it suﬃces to show ψ¯ possesses the explicit form (4.3). Assume ψ¯i are solutions of
the ODE problem (4.11) for i = 1,2 and φ¯ = ψ¯1 − ψ¯2. A direct computation implies that φ¯ satisﬁes⎧⎨
⎩
(
a¯φ¯′ + b¯φ¯)′ = c¯
r
φ¯′ + rh¯φ¯,
φ¯(0) = φ¯(1) = 0,
(4.12)
where
a¯ =
1∫
H(| ψ˜ ′r |2, ψ˜) − 2H1(| ψ˜
′
r |2, ψ˜)| ψ˜
′
r |2
rH2(| ψ˜ ′r |2, ψ˜)
ds, b¯ =
1∫ −H2(| ψ˜ ′r |2, ψ˜)ψ˜ ′
rH2(| ψ˜ ′r |2, ψ˜)
ds,0 0
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1∫
0
d
(∣∣∣∣ ψ˜ ′r
∣∣∣∣
2
, ψ˜
)
ψ˜ ′ ds, h¯ =
1∫
0
D
(∣∣∣∣ ψ˜ ′r
∣∣∣∣
2
, ψ˜
)
ds,
with ψ˜ = sψ¯1 + (1− s)ψ¯2 (0 s 1), where D and d are deﬁned in (4.4). Multiplying the both sides
of the equation in (4.12) by φ¯, and integrating it over [0,1], we have
1∫
0
|φ¯′|2
rH(| ψ˜ ′r |2, ψ˜)
dr −
1∫
0
r
(
Θ ′′(ψ˜)Θ(ψ˜) + (Θ ′(ψ˜))2)H(∣∣∣∣ ψ˜ ′r
∣∣∣∣
2
, ψ˜
)
φ¯2 dr.
By (2.29), thanks to the smallness of δ and the Poincaré inequality, one has
1∫
0
∣∣φ¯′∣∣2 dr 
1∫
0
|φ¯′|2
r
dr  0.
Therefore, φ¯′ = 0. So the solution to (4.11) is unique. On the other hand, by the deﬁnition of H and Θ ,
it is easy to check that
ψ¯ = ψ¯(r) =
r∫
0
sρ0U0(s)ds
is a solution of problem (4.11). This completes the proof of the proposition. 
In the following, we will show that the solution of Problem 1 converges to ψ¯ in the upstream. For
x n, deﬁne ψ(n)(x, r) = ψ(x − n, r)χ{0<r< f (x−n)} . For any compact set K  D , it follows from (3.50)
that
∥∥ψ(n)∥∥C2,α(K )  C for n suﬃciently large.
Therefore, by Arzela–Ascoli lemma and the diagonal procedure, there exists a subsequence ψ(nk) , such
that
ψ(nk) → ψ¯ in C2,β(K ) (4.13)
for any K  D and β ∈ (0,α). However, ψ¯ solves the problem (4.1) and satisﬁes
0 ψ¯ m,
∣∣∣∣∇ψ¯r
∣∣∣∣Σ2(B − ε0) − 2ε0 for some ε0 > 0.
It follows from Proposition 4.1 and (4.13) that the ﬂow induced by the stream function satisﬁes (1.18).
The asymptotic behavior in the downstream can be obtained by a similar argument.
Proposition 4.2. Suppose that Ω0 satisﬁes the assumptions (1.2). Then there exists δ3 ∈ (0, δ¯0] such that if
‖B ′(r)‖C0,1([0,1]) = δ  δ3 , and the mass ﬂux m ∈ (δ
1
4 ,m¯), ψ satisﬁes (3.46) and solves (2.33) then
0< ψ <m in Ω, (4.14)
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ψr > 0 in Ω¯. (4.15)
Proof. It follows from (3.46) that ψ achieves its minimum on T1 and maximum on T2, hence
ψr  0 on T2.
On the other hand, set M = |∇ψr |2 and ν = ψr satisfying
∂i
(
Aij
rH2(M,ψ)∂ jν
)
− ∂i
(
H2(M,ψ)∂iψ
rH2(M,ψ) ν
)
+ ∂i
(
β(M,ψ)
H2(M,ψ)r2 ∂iψ
)
= rD(M,ψ)ν + d(M,ψ)∂iψ
r
∂iν − Θ ′(ψ)Θ(ψ)β(M,ψ) (4.16)
in the weak sense, where
β(M,ψ) = 2H1(M,ψ)M − H(M,ψ),
Aij , D and d are deﬁned similar as in Proposition 4.1 except we replace Θ˜ , H˜ and ψ¯ by Θ , H and ψ ,
respectively. We ﬁrst claim that
ν  0 in Ω.
Indeed, it follows from Proposition 4.1 that ν(x, r) > 0 when |x| > L for some L suﬃciently large.
Multiplying (4.16) by ν− =min (ν,0), one obtains that
∫ ∫
{ν0}
|∇ν|2
rH(M,ψ) dxdr
=
∫ ∫
{ν0}
2H1(M,ψ)
rH2(M,ψ) |∇ψ · ∇ν|
2 dxdr +
∫ ∫
{ν0}
H2(M,ψ)
H2(M,ψ)
∂iψ
r
ν∂iν dxdr
−
∫ ∫
{ν0}
β(M,ψ)
r2H2
∂iψ∂iν dxdr −
∫ ∫
{ν0}
rD(M,ψ)ν2 dxdr
−
∫ ∫
D
d(M,ψ)ν∇ψ
r
· ∇ν dxdr +
∫ ∫
{ν0}
Θ ′(ψ)Θ(ψ)β(M,ψ)ν dxdr
−
∫ ∫
{ν0}
r
(
Θ ′′(ψ)Θ(ψ) + (Θ ′(ψ))2)H(M,ψ)ν2 dxdr
 Cδ 14
∫ ∫
{ν0}
rν2 dxdr.
Since r is bounded above, we have
∫ ∫
{ν0}
|∇ν|2
H(M,ψ) dxdr  C
∫ ∫
{ν0}
|∇ν|2
rH(M,ψ) dxdr  Cδ
1
4
∫ ∫
{ν0}
ν2 dxdr.
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I ix are connected components of Kx . For each r ∈ I ix ,
ν(x, r) =
r∫
min I ix
∂rν(x, s)ds.
Therefore,
∫ ∫
{ν0}
ν2(x, r)dxdr =
l∫
−l
dx
∑
i∈A
∫
I ix
ν2(x, r)dr
=
l∫
−l
dx
∑
i∈A
∫
I ix
( r∫
min I ix
∂rν(x, s)ds
)2
dr

l∫
−l
dx
∑
i∈A
∫
I ix
max I ix∫
min I ix
(
∂rν(x, s)
)2
ds
(
max I ix −min I ix
)
dr
=
l∫
−l
dx
∑
i∈A
(
max I ix −min I ix
)2 max I ix∫
min I ix
(
∂rν(x, s)
)2
ds
max
x∈R
∣∣ f (x)∣∣2
l∫
−l
dx
∑
i∈A
max I ix∫
min I ix
(
∂rν(x, s)
)2
ds
max
x∈R
∣∣ f (x)∣∣2 ∫ ∫
{ν0}
|∇ν|2 dxdr.
Hence,
∫ ∫
{ν0}
|∇ν|2
H(M,ψ) dxdr  Cδ
1
4
∫ ∫
{ν0}
|∇ν|2 dxdr,
this implies ∫ ∫
{ν0}
|∇ν|2 dxdr  0,
so ν  0 in Ω .
Now, repeating the argument in Lemma 1 in Section 9.5.2 in [6] (see also Lemma 2 in [19]) yields
that
ψr = ν > 0 in Ω (4.17)
holds for any weak solutions ν to (4.16).
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Next, we consider the positivity of ψr on the boundary T2 and the axis T1.
Since ψ = m on T2, if Θ ′(m) > 0, then for any (x0, f (x0)) ∈ T2, there exists a small disk B ⊂ Ω
satisfying B¯ ∩ Ω¯ = (x0, f (x0)) such that Θ ′(ψ) 0 in B , therefore,
Aij
(∇ψ
r
,ψ
)
∂i jψ − (H − 2H1M)ψr
r
= F(M,ψ, r) 0 in B.
Moreover, by (4.14) ψ <m in B . Thus, by Hopf lemma, one has
ψr
(
x0, f
(
x0
))
> 0.
On the other hand, in the case Θ ′(m) = 0, also by Hopf boundary point lemma, we have ∂rψ > 0
on T2.
Similarly, on the axis T1, one can show that ψr(x,0) > 0 for any x ∈R.
This ﬁnishes the proof of the proposition. 
Proof of Theorems 1.1–1.2. Choose δ0 = min{δ1, δ2}, then δ0 > 0. If δ  δ0, for any m ∈ (δ 14 ,2δ
1
8
0 ), it
follows from Propositions 3.1 and 4.2 that there exists a solution to the problem (2.33) with asymp-
totic condition (1.13), (1.18), mass ﬂux condition (1.9). 
5. Uniqueness of the uniformly subsonic ﬂow
In this section, we will show the uniqueness of the uniformly subsonic ﬂow by the energy method.
Proposition 5.1 (Uniqueness). Suppose that Ω satisﬁes the assumptions (1.2). Then there exists δ3 ∈ (0, δ¯0]
such that if ‖B ′(r)‖C0,1([0,1]) = δ  δ3 , and the mass ﬂux m ∈ (δ
1
4 ,m¯), then there exists at most one solution
ψ to (2.33) satisfying
0ψ m,
∣∣∣∣∇ψr
∣∣∣∣
2
− Σ2(B(ψ))  for some  > 0. (5.1)
Proof. Let ψ1 and ψ2 be two solutions to (2.33). Set ψ = ψ1 − ψ2. Then ψ satisﬁes
{
∂i(aij∂ jψ) + ∂i(biψ) = ci
r
∂iψ + rhψ in Ω,
ψ = 0 on T1 ∪ T2,
(5.2)
where
aij =
1∫
0
Aij(
∇ψ˜
r , ψ˜)
rH2(| ∇ψ˜r |2, ψ˜)
ds, bi =
1∫
0
−H2(| ∇ψ˜r |2, ψ˜)∂iψ˜
rH2(| ∇ψ˜r |2, ψ˜)
ds,
ci =
1∫
d
(∣∣∣∣∇ψ˜r
∣∣∣∣
2
, ψ˜
)
∂iψ˜ ds, h =
1∫
D
(∣∣∣∣∇ψ˜r
∣∣∣∣
2
, ψ˜
)
ds,0 0
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a cut-off function deﬁned in (4.6), multiplying both sides of Eq. (5.2) by η2ψ+(x, r) and ψ+(x, r) =
max (ψ(x, r),0), then similar to the proof of Proposition 4.1, one has
∫ ∫
Ω∩{|x|l}∩{ψ0}
∣∣∣∣∇ψr
∣∣∣∣
2
dxdr  C(B, )
∫ ∫
Ω∩{l|x|l+1}∩{ψ0}
∣∣∣∣∇ψr
∣∣∣∣
2
+ |∇ψ |2 dxdr.
Since r has upper bound, we have
∫ ∫
Ω∩{|x|l}∩{ψ0}
|∇ψ |2 dxdr  C(B, )
∫ ∫
Ω∩{l|x|l+1}∩{ψ0}
∣∣∣∣∇ψr
∣∣∣∣
2
dxdr.
It follows from Theorem 1.2 that ψ1 and ψ2 have the same far ﬁeld behavior, thus |ψ | and ∇ψ → 0
as |x| → ∞. And also note that | ∇ψr | → 0 as |x| → ∞. Thus∫ ∫
Ω∩{ψ0}
|∇ψ |2 dxdr = 0,
so ψ  0. Similarly, one can show that ψ  0. Therefore, ψ = 0. This ﬁnishes the proof of the propo-
sition. 
As a direct consequence of Proposition 5.1, it completes the proof of Theorem 1.3.
6. Existence of critical mass ﬂux
Now, we have shown that for given Bernoulli’s function B(r) in the upstream satisfying (1.15),
there exists a unique uniformly subsonic Euler ﬂow in an axisymmetric nozzle as long as the mass
ﬂux m ∈ (δ 14 ,2δ
1
8
0 ). Finally, we will show that there exists a critical value of mass ﬂux, the subsonic
Euler ﬂow exists if the incoming mass ﬂux is less than the critical one.
Proof of Theorem 1.4. Recalling the deﬁnitions (2.16), (2.17) of ρ0 and U0(r) in the upstream, we can
ﬁnd the relationships between ρ0, U0(r) and m,
1∫
0
sρ0
√
2
(
B(r) − h(ρ0)
)
dr =m, U0(r) =
√
2
(
B(r) − h(ρ0)
)
.
Thus, for the given Bernoulli’s function B(r) in the upstream satisfying (1.15) and m ∈ (δ 14 ,m¯), ρ0 and
U0(r) can be regarded as the functions of m, denoted by ρ0(m) and U0(r;m), respectively. Θ(ψ) also
depends on m by deﬁnition (2.24), we denote it by Θ(ψ;m). Set
M(m) = sup
Ω¯
(
ρ2
(
U2 + V 2 − c2(ρ)))= sup
Ω¯
(∣∣∣∣∇ψr
∣∣∣∣
2
− Σ2(B(ψ))).
The condition (1.20) implies
Θ ′(m) = Θ ′(0).
844 L. Du, B. Duan / J. Differential Equations 250 (2011) 813–847Thus, we can make the zero-extension of Θ ′(s) as
Θ˜ ′(s) =
{
Θ ′(s), if 0 sm,
0, if s < 0 or s >m.
(6.1)
Then the extension Θ˜(s), deﬁned by Θ˜(s) = Θ(0) + ∫ s0 Θ˜ ′(s)ds, satisﬁes
B0 < B − ε0  h(ρ0) + Θ˜
2(s)
2
 B¯ and
∥∥Θ˜ ′∥∥C0,1(R1)  Cδ 12 . (6.2)
Set a strictly decreasing positive sequence {εn}∞n=1 satisfying
ε1  ε0/4, and lim
n→∞εn = 0.
One can deﬁne the truncation of H associated with εn similar to Section 3. Set a sequence of smooth
increasing functions ζn such that
ζn(s) =
{
s, if s < −2εn,
−εn, if s > −εn. (6.3)
Truncate M = |∇ψr |2 as
M˜n(M,ψ;m) = ζn
(M − Σ2(B˜(ψ;m)))+ Σ2(B˜(ψ;m)), (6.4)
where
B˜(ψ;m) = h(ρ0(m))+ Θ˜2(ψ;m)
2
. (6.5)
Furthermore, we can deﬁne the truncation of H associated with εn as
H˜ (n)(M,ψ;m) = J (M˜n(M,ψ;m), B˜(ψ;m)), (6.6)
where J is deﬁned in (2.15). Hence, we obtain the subsonic truncated problem associated with εn
{
A˜(n)i j ∂i jψ = F˜n(M,ψ, r;m) + G˜n in Ω,
ψ = r2
f 2(x)
m on T1 ∩ T2,
(6.7)
where
A˜(n)i j = H˜ (n)(M,ψ;m)δi j − 2H˜ (n)1 (M,ψ;m)
ψi
r
ψ j
r
, (6.8)
F˜n(M,ψ, r;m) = r2Θ˜Θ˜ ′ H˜ (n)
(
(H˜ (n))2 + ΣΣ ′(ζ ′n − 1)
(H˜ (n))2c2 − M˜n
M˜n +
(
H˜ (n)
)2)
, (6.9)
and
G˜n =
(
H˜ (n) − 2H˜ (n)1 M˜n
)ψ2
. (6.10)r
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such that
λ(n)|ξ |2  A˜(n)i j ξiξ j Λ(n)|ξ |2 for any ξ ∈R2.
Applying the argument above, for any m ∈ (δ 14 ,m¯), there exists a solution ψ(n)(x, r;m) to the prob-
lem (6.7). Moreover, if
∣∣∣∣∇ψ(n)r
∣∣∣∣
2
− B˜(ψ(n);m)−2εn, (6.11)
then ζ ′n = 1 and the subsonic truncation disappears, one has
0ψ(n)(x, r;m)m.
Since the bound of Θ˜(ψ;m) is independent of εn , one can estimate the integration term I5 in Propo-
sition 4.1. Furthermore, it follows from the same argument in Proposition 4.1 that the solution to (6.7)
satisfying (6.11) possesses the far ﬁeld behavior as (4.3). In addition, such a solution is unique among
the class of solutions satisfying (4.3). Note that in general, we do not know uniqueness of solutions
to problem (6.7). Let the set of the solutions of problem (6.7) as
Sn(m) =
{
ψ(n)(x, r;m) ∣∣ψ(n)(x, r;m) solves problem (6.7)}. (6.12)
Then deﬁne
Mn(m) = inf
ψ(n)∈Sn(m)
sup
Ω¯
(∣∣∣∣∇ψ(n)(x, r;m)r
∣∣∣∣
2
− Σ2(B˜(ψ(n);m))) (6.13)
and
Tn =
{
s
∣∣ δ 140  s m¯ and Mn(m)−4εn ifm ∈ (δ 14 , s)}. (6.14)
It follows from the existence theorem above, we have that [δ
1
4
0 ,2δ
1
8
0 ] ⊂ Tn , therefore, Tn is not an
empty set and deﬁne mn = sup Tn . Clearly, {mn}∞n=1 is an increasing sequence, due to the monotonicity
of εn . We claim that Mn(m) is left continuous for m ∈ (δ 14 ,mn]. In fact, for any m ∈ (δ 14 ,mn], choose an
increasing sequence {m(k)n }∞k=1 ⊂ (δ
1
4 ,m) with limk→∞mkn =m. Since Mn(m(k)n )−4εn , we can obtain
the following estimate from Section 3
∥∥ψ(n)(x, r;m(k)n )∥∥C2,α(Ω¯)  C,
here C is independent of k. Therefore, there exists a subsequence ψ(n)(x, r;m(kl)n ) such that
ψ(n)(x, r;m(kl)n ) → ψ , moreover, ψ solves problem (6.7). Thus Mn(m)  limMn(m(kl)n ). So Mn(m) 
−4εn . Note that all these solutions satisfy the far ﬁeld behavior (4.3), by uniqueness of solution in
this class
Mn
(
m(k)n
)→ Mn(m), asm(k)n →m,
which implies the left continuity at m. For the arbitrariness of m ∈ (δ 14 ,mn], we prove the claim.
Furthermore, we can claim that mn < m¯. Indeed, suppose on the contrary mn = m¯. By the deﬁnition
846 L. Du, B. Duan / J. Differential Equations 250 (2011) 813–847of mn , one has m¯ ∈ Tn . It follows from the left continuity of Mn at M¯ that Mn(m¯)  −4εn . Thus
by means of the proof of Proposition 4.1, ψ(n)(x, r;m¯) has far ﬁeld behavior as in (4.3). However, it
follows from the deﬁnition of m¯ that
sup
(x,r)∈Ω¯
(∣∣∣∣∇ψ(n)(x, r;m¯)r
∣∣∣∣
2
− Σ2(B˜(ψ(n)(x, r;m¯))))
 sup
r∈[0,1]
max
{∣∣ρ0(m¯)U0(r;m¯)∣∣2 − Σ2(B(r)), ∣∣ρ1(m¯)U1(r(s);m¯)∣∣2 − Σ2(B(r))}
= 0
where r = r(s) is deﬁned in (2.18). Thus Mn(m¯)  0, which leads a contradiction. Therefore mn < m¯.
Hence, {mn}∞n=1 is a bounded increasing sequence, we can deﬁne mc = limn→∞mn and mc  m¯. Note
that for any m ∈ (δ 14 ,mc), there exists mn >m, therefore Mn(m)−4εn . Thus ψ = ψ(n)(x, r;m) solves
(2.33) and
sup
Ω¯
(∣∣∣∣∇ψr
∣∣∣∣
2
− Σ2(B(ψ)))= Mn(m)−4εn.
If supm∈(δ1/4,mc) M(m) < 0, then there exists n such that supm∈(δ1/4,mc) M(m) < −4εn . As same as the
proof for the left continuity of Mn(m) on (δ
1
4 ,mn], Mn(mc)  −4ε. Suppose that there exists σ > 0
such that (2.33) always has a solution ψ for m ∈ (mc,mc + σ), and
sup
m∈(mc,mc+σ )
M(m) = sup
m∈(mc,mc+σ )
sup
Ω¯
(∣∣∣∣∇ψr
∣∣∣∣
2
− Σ2(B(ψ)))< 0.
Then there exists k > 0 such that
sup
m∈(mc,mc+σ )
M(m) = sup
m∈(mc,mc+σ )
sup
Ω¯
(∣∣∣∣∇ψr
∣∣∣∣
2
− Σ2(B(ψ)))< −4εn+k.
This yields that mn+k mc +σ , which contradicts with the deﬁnition of mc . The contradiction implies
that either M(m) → 0, or there does not exist σ > 0 such that (2.33) has solution for all m ∈ (mc,mc +
σ) and
sup
m∈(mc,mc+σ )
M(m) < 0.
This ﬁnishes the proof of Theorem 1.4. 
Acknowledgments
Lili Du would like to thank Professor Zhouping Xin for his hospitality and support during the
postdoctoral studies of the year 2008–2009 in IMS, CUHK. This is part of the PhD thesis of Ben Duan
in IMS, CUHK. Ben Duan would like to express his gratitude to the supervisor Professor Zhouping
Xin. The authors would like to thank Professor Chunjing Xie for helpful discussions. The authors also
would like to thank the referees for the valuable comments and suggestions.
L. Du, B. Duan / J. Differential Equations 250 (2011) 813–847 847References
[1] L. Bers, Existence and uniqueness of a subsonic ﬂow past a given proﬁle, Comm. Pure Appl. Math. 7 (1954) 441–504.
[2] L. Bers, Mathematical Aspects of Subsonic and Transonic Gas Dynamics, Surv. Math. Appl., vol. 3, John Wiley and Sons, Inc.,
New York, 1958.
[3] G.Q. Chen, C. Dafermos, M. Slemrod, D.H. Wang, On two-dimensional sonic-subsonic ﬂow, Comm. Math. Phys. 271 (3)
(2007) 635–647.
[4] R. Courant, K.O. Friedrichs, Supersonic Flow and Shock Waves, Interscience Publishers, Inc., New York, 1948.
[5] L.L. Du, Z.P. Xin, W. Yan, Subsonic ﬂows in a multidimensional nozzle, preprint.
[6] L.C. Evans, Partial Differential Equations, Grad. Stud. Math., vol. 19, American Mathematical Society, Providence, RI, 1998.
[7] R. Finn, D. Gilbarg, Asymptotic behavior and uniqueness of plane subsonic ﬂows, Comm. Pure Appl. Math. 10 (1957) 23–63.
[8] R. Finn, D. Gilbarg, Three-dimensional subsonic ﬂows, and asymptotic estimates for elliptic partial differential equations,
Acta Math. 98 (1957) 265–296.
[9] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, Berlin, 1998.
[10] C.S. Morawetz, On the non-existence of continuous transonic ﬂows past proﬁles, I, Comm. Pure Appl. Math. 9 (1956) 45–68.
[11] C.S. Morawetz, On the non-existence of continuous transonic ﬂows past proﬁles, II, Comm. Pure Appl. Math. 10 (1957)
107–131.
[12] C.S. Morawetz, On the non-existence of continuous transonic ﬂows past proﬁles, III, Comm. Pure Appl. Math. 11 (1958)
129–144.
[13] C.S. Morawetz, Non-existence of transonic ﬂow past a proﬁle, Comm. Pure Appl. Math. 17 (1964) 357–367.
[14] C.S. Morawetz, On the weak solution for a transonic ﬂow problem, Comm. Pure Appl. Math. 38 (6) (1985) 797–817.
[15] C.S. Morawetz, On steady transonic ﬂow by compensated compactness, Methods Appl. Anal. 2 (3) (1995) 257–268.
[16] M. Shiffman, On the existence of subsonic ﬂow of a compressible ﬂuid, J. Ration. Mech. Anal. 1 (1952) 605–652.
[17] C.J. Xie, Z.P. Xin, Global subsonic and subsonic-sonic ﬂows through inﬁnitely long nozzles, Indiana Univ. Math. J. 56 (6)
(2007) 2991–3023.
[18] C.J. Xie, Z.P. Xin, Global subsonic and subsonic-sonic ﬂows through inﬁnitely long axially symmetric nozzles, J. Differential
Equations 248 (2010) 2657–2683.
[19] C.J. Xie, Z.P. Xin, Existence of global steady subsonic Euler ﬂows through inﬁnitely long nozzle, SIAM J. Math. Anal. 42 (2)
(2010) 751–784.
