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This man, on one hand, believes that he
knows something, while not knowing [anything].
On the other hand, I - equally ignorant -
do not believe [that I know anything].
(Sócrates, 399 AC)

RESUMO
A quantidade de dados digitais gerados diariamente vem aumentando
de forma significativa. Por consequência, as aplicações precisam mani-
pular volumes de dados cada vez maiores, dos mais variados formatos e
origens, em alta velocidade, sendo essa problemática denominada como
Big Data. Uma vez que os dispositivos de armazenamento não acom-
panharam a evolução de desempenho observada em processadores e
memórias principais, esses acabam se tornando os gargalos dessas apli-
cações. Sistemas de arquivos paralelos são soluções de software que
vêm sendo amplamente adotados para mitigar as limitações de entrada
e saída (E/S) encontradas nas plataformas computacionais atuais. Con-
tudo, a utilização eficiente dessas soluções de armazenamento depende
da compreensão do seu comportamento diante de diferentes condições
de uso. Essa é uma tarefa particularmente desafiadora, em função do
caráter multivariado do problema, ou seja, do fato de o desempenho ge-
ral do sistema depender do relacionamento e da influência de um grande
conjunto de variáveis. Nesta dissertação se propõe um modelo analí-
tico multivariado para representar o comportamento do desempenho
do armazenamento em sistemas de arquivos paralelos para diferentes
configurações e cargas de trabalho. Um extenso conjunto de experimen-
tos, executados em quatro ambientes computacionais reais, foi realizado
com o intuito de identificar um número significativo de variáveis rele-
vantes, caracterizar a influência dessas variáveis no desempenho geral
do sistema e construir e avaliar o modelo proposto. Como resultado do
esforço de caracterização, o efeito de três fatores, não explorados em tra-
balhos anteriores, é apresentado. Os resultados da avaliação realizada,
comparando o comportamento e valores estimados pelo modelo com o
comportamento e valores medidos nos ambientes reais para diferentes
cenários de uso, demonstraram que o modelo proposto obteve sucesso
na representação do desempenho do sistema. Apesar de alguns desvios
terem sido encontrados nos valores estimados pelo modelo, conside-
rando o número significativamente maior de cenários de uso avaliados
nessa pesquisa em comparação com propostas anteriores encontradas
na literatura, a acurácia das predições foi considerada aceitável.
Palavras-chave: Modelo de desempenho. Sistema de arquivos para-
lelo. Caracterização de carga de trabalho. Análise multivariada. Big
Data.

ABSTRACT
The amount of digital data generated dialy has increased significantly.
Consequently, applications need to handle increasing volumes of data,
in a variety of formats and sources, with high velocity, namely Big
Data problem. Since storage devices did not follow the performance
evolution observed in processors and main memories, they become the
bottleneck of these applications. Parallel file systems are software solu-
tions that have been widely adopted to mitigate input and output (I/O)
limitations found in current computing platforms. However, the effici-
ent utilization of these storage solutions depends on the understanding
of their behavior in different conditions of use. This is a particularly
challenging task, because of the multivariate nature of the problem,
namely the fact that the overall performance of the system depends on
the relationship and the influence of a large set of variables. This disser-
tation proposes an analytical multivariate model to represent storage
performance behavior in parallel file systems for different configurations
and workloads. An extensive set of experiments, executed in four real
computing environments, was conducted in order to identify a signifi-
cant number of relevant variables, to determine the influence of these
variables on overall system performance, and to build and evaluate the
proposed model. As a result of the characterization effort, the effect of
three factors, not explored in previous works, is presented. Results of
the model evaluation, comparing the behavior and values estimated by
the model with behavior and values measured in real environments for
different usage scenarios, showed that the proposed model was succes-
sful in system performance representation. Although some deviations
were found in the values estimated by the model, considering the signifi-
cantly higher number of usage scenarios evaluated in this research work
compared to previous proposals found in the literature, the accuracy
of prediction was considered acceptable.
Keywords: Performance model. Parallel file system. Workload cha-
racterization. Multivariate analysis. Big Data.
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1 INTRODUÇÃO
A quantidade de dados digitais gerados diariamente vem aumen-
tando de forma significativa. Segundo um estudo realizado pela IDC
(2014), uma empresa de consultoria em tecnologia reconhecida mundi-
almente, espera-se que entre os anos de 2013 e 2020, a quantidade de
dados digitais no mundo passe de 4,4 para 44 zettabytes. Um aumento
de dez vezes em apenas sete anos. Essa quantidade exorbitante de da-
dos remete diretamente à problemática de pesquisa aqui apresentada.
Nesse contexto, observa-se a necessidade de uma melhor gestão e otimi-
zação no armazenamento desses dados. Esse enorme volume de dados
tem origem nos mais variados dispositivos e aplicações.
Experimentos realizados no Grande Colisor de Hádrons (LHC,
na sigla em inglês) do laboratório de física de partículas da Organização
Europeia para Pesquisa Nuclear geram aproximadamente 30 petabytes
de dados por ano (CERN, 2014). Outro exemplo de dispositivo é o ra-
diotelescópio ASKAP (Australian Square Kilometre Array Pathfinder)
que gera anualmente 75 petabytes de dados digitais (CSIRO, 2014). Na
Internet, a rede social Facebook, por exemplo, processa diariamente
mais de 500 terabytes de dados (GUPTA; GUPTA; SINGHAL, 2014). Em
outras áreas, como redes de telemedicina e telessaúde e prospecção de
petróleo, é possível encontrar sistemas de armazenamento com deze-
nas de terabytes de dados (MACEDO et al., 2009; SOARES et al., 2012a;
HALLIBURTON, 2014). Esses sistemas têm em comum a necessidade de
processar enormes volumes de dados, com os mais variados formatos e
origens, no menor tempo possível, ou seja, com alta velocidade. A esse
conjunto de problemas, caracterizados pelos três "Vs"(LANEY, 2001),
dá-se o nome de Big Data (BERMAN, 2013).
Visando atender essa demanda crescente, o projeto de sistemas
e arquiteturas de armazenamento precisa considerar os mais diversos
fatores, tanto em nível de hardware quanto de software. Atualmente,
enfrenta-se uma limitação física de desempenho dos dispositivos de ar-
mazenamento, cuja evolução não acompanhou o crescimento exponen-
cial observado nos processadores (JANUKOWICZ; EASTWOOD, 2012).
Uma alternativa que vem sendo adotada para mitigar essa limitação é
o uso de sistemas de arquivos paralelos (SHAN; ANTYPAS; SHALF, 2008;
SAINI et al., 2012; SOARES et al., 2012b).
Um sistema de arquivos paralelo é um tipo de sistema de arqui-
vos distribuído, caracterizado pelo particionamento e distribuição dos
arquivos por um aglomerado (cluster) de recursos computacionais com
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papel de armazenamento (TANENBAUM; STEEN, 2006). Esse processo
consiste basicamente da divisão do arquivo em faixas (stripes) de tama-
nhos iguais e da distribuição dessas faixas entre os servidores de dados
disponíveis. Dessa forma, operações de leitura e escrita podem ser rea-
lizadas de forma paralela, aumentando a vazão de entrada e saída (E/S)
do sistema. A agregação de recursos computacionais possibilita ofere-
cer, sob um único e consistente espaço de nomes, um amplo repositório
de armazenamento. Apesar das facilidades oferecidas, o uso eficiente
de sistemas de arquivos paralelos depende da compreensão do relacio-
manento entre um grande número de variáveis, como a quantidade de
nodos de armazenamento, tamanho da faixa, taxa de transmissão da
rede de interconexão, entre outros.
Conforme indicado em um estudo realizado durante essa pes-
quisa, o processo de caracterização de carga de trabalho vem sendo
amplamente adotado para melhoria e modelagem de desempenho em
ambientes de computação de alto desempenho (CAD), nuvens compu-
tacionais e Big Data (INACIO; DANTAS, 2014). Esse processo permite
descrever e reproduzir o comportamento de sistemas computacionais
(ELNAFFAR; MARTIN, 2006).
Na literatura, são encontradas algumas propostas de modelagem
do comportamento de sistemas de arquivos paralelos (SONG et al., 2011;
NGUYEN; APON, 2012). Se observa nesses trabalhos um compromisso
entre granularidade e acurácia. Enquanto modelos analíticos oferecem
apenas aproximações com menor custo de execução (OBAIDAT; BOU-
DRIGA, 2010), propostas baseadas em simulação ou que utilizam infor-
mações de desempenho reais para fazer suas predições apresentaram
acurácia de até 96%. Também foi observado que variáveis com efeito
importante no desempenho dos sistemas de arquivos paralelos, como o
tamanho da faixa e da cache de escrita, por exemplo, são pouco explo-
rados na construção dos modelos.
A obtenção de uma caracterização e modelagem analítica mais
generalizada do desempenho de sistemas de arquivos paralelos se faz im-
portante para prover um melhor entendimento sobre o comportamento
desses sistemas em diferentes cenários. O grande desafio na representa-
ção desse comportamento está na identificação do relacionamento entre
as múltiplas variáveis envolvidas e o desempenho do sistema, ou seja,
um problema de análise multivariada (EVERITT; HOTHORN, 2011). Esse
conhecimento possibilitará que projetos de sistemas de armazenamento
sejam mais eficientes com relação a utilização de recursos e possam
extrair maior desempenho das configurações disponíveis.
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1.1 OBJETIVO GERAL
Caracterizar e modelar o desempenho do armazenamento em sis-
temas de arquivos paralelos, visando prover um melhor entendimento
dos fatores que influenciam o comportamento desses sistemas, diante
de diferentes configurações e cargas de trabalho.
1.2 OBJETIVOS ESPECÍFICOS
O atendimento do objetivo geral desta pesquisa engloba o aten-
dimento dos seguintes objetivos específicos:
• Identificar os fatores que influenciam na vazão e no tempo de
resposta do armazenamento em sistemas de arquivos paralelos;
• Caracterizar o comportamento da escrita em sistemas de arquivos
paralelos, considerando diferentes fatores e cenários de uso;
• Propor um modelo analítico multivariado para a predição da va-
zão e do tempo de resposta em sistemas de arquivos paralelos;
• Avaliar o modelo por meio de experimentos em ambientes reais
de sistemas de arquivos paralelos.
1.3 MÉTODO
Para atender aos objetivos dessa pesquisa, o seguinte conjunto
de etapas é realizado:
• Buscar na literatura abordagens e propostas de modelos para re-
presentação do comportamento do desempenho de sistemas de
arquivos paralelos;
• Realizar experimentos com um sistema de arquivos paralelo uti-
lizando diferentes plataformas computacionais, configurações e
cargas de trabalho;
• Analisar o resultado dos experimentos, verificando o efeito de
diversos fatores no desempenho geral do sistema;
• Construir um modelo analítico multivariado para o desempenho
do armazenamento em sistemas de arquivos paralelos;
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• Avaliar a acurácia do modelo com relação a medições de desem-
penho obtidas em ambientes reais.
1.4 ESCOPO
Esta dissertação tem como escopo o comportamento do desempe-
nho da operação de escrita em sistemas de arquivos paralelos. Outras
operações, como a operação de leitura, por exemplo, apesar de rele-
vantes, não fazem parte do escopo deste trabalho. Da mesma forma,
aspectos de segurança e dependabilidade também não são considera-
dos. Esta decisão foi motivada por alguns aspectos. O primeiro deles
refere-se a problemas identificados em trabalhos anteriores do grupo
(SOARES, 2012; MACEDO, 2014) relacionados especificamente ao pro-
cesso de armazenamento em sistemas de arquivos paralelos. Nos re-
sultados experimentais destes trabalhos, verificou-se uma melhoria nas
operações de leitura, porém um desempenho abaixo do esperado foi
observado para as operações de escrita. Esta pesquisa teve início com
foco específico na caracterização deste problema, visando considerar a
operação de leitura em um segundo momento. Contudo, no decorrer
da pesquisa, verificou-se a complexidade envolvida na caracterização e
modelagem do desempenho do armazenamento em sistemas de arquivos
paralelos. Visando obter resultados mais significativos e abrangentes,
optou-se por restringir o escopo desta dissertação para a operação de
escrita, postergando o estudo da operação de leitura para trabalhos
futuros. Vale ressaltar que o desempenho da operação de escrita tem
papel fundamental em diferentes tipos de aplicações (SATO et al., 2012;
MACEDO et al., 2009; SOARES et al., 2012a), o que justifica o escopo deste
trabalho.
1.5 ORGANIZAÇÃO DO TRABALHO
Essa dissertação está assim organizada. No Capítulo 2 são apre-
sentados fundamentos básicos sobre sistemas de arquivos, sistemas de
arquivos paralelos e caracterização e modelagem de desempenho. Uma
discussão sobre propostas de modelagem do comportamento de siste-
mas de arquivos paralelos encontradas na literatura é apresentada no
Capítulo 3. NO Capítulo 4 é descrita a proposta desta pesquisa, de-
talhando a formalização do modelo analítico multivariado construído.
Os resultados da caracterização e da avaliação do modelo proposto são
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apresentados no Capítulo 5. Considerações finais desta pesquisa e di-
recionamentos dos trabalhos futuros são apresentados no Capítulo 6.
Por fim, no Apêndice A são apresentadas as publicações decorrentes
desse estudo e no Apêndice B são apresentados resultados adicionais
da avaliação do modelo proposto.
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2 SISTEMA DE ARQUIVOS E MODELAGEM DE
DESEMPENHO
Toda aplicação computacional precisa armazenar e recuperar in-
formação (TANENBAUM, 2007). Fitas magnéticas, discos rígidos (HDD,
do inglês Hard Disk Drive), discos ópticos e, mais recentemente, dispo-
sitivos de estado sólido (SSD, do inglês Solid-State Drive) vêm sendo
utilizados para o armazenamento permanente de dados digitais. Para
que as aplicações possam acessar essas informações de maneira eficiente
e conveniente, os sistemas operacionais apresentam um mecanismo que
abstrai as diferentes características de cada dispositivo de armazena-
mento: o sistema de arquivos (SILBERSCHATZ; GALVIN; GAGNE, 2008).
Uma visão geral sobre sistemas de arquivos é apresentada na Se-
ção 2.1. Na Seção 2.2, discute-se sobre os sistemas de arquivos distri-
buídos, com ênfase nos sistemas de arquivos paralelos, solução tratada
nessa pesquisa. Os principais aspectos relacionados a técnicas para ca-
racterização e modelagem do desempenho de sistemas computacionais
são abordados na Seção 2.3. A Seção 2.4 conclui esse capítulo com as
considerações finais.
2.1 VISÃO GERAL
Um sistema de arquivos consiste basicamente de duas partes:
uma coleção de arquivos e uma estrutura de diretórios (SILBERSCHATZ;
GALVIN; GAGNE, 2008). O arquivo é a unidade lógica de informação
no dispositivo de armazenamento secundário (TANENBAUM, 2007) e re-
presenta uma coleção nomeada de dados relacionados (SILBERSCHATZ;
GALVIN; GAGNE, 2008). Além do nome e dos dados, o sistema operaci-
onal associa a cada arquivo um conjunto de informações, ou metadados
(TANENBAUM, 2007). Exemplos destes metadados são o tipo do ar-
quivo, tamanho, localização, proprietário, permissões e datas e horários
de criação e atualização. Estes metadados são mantidos pelo sistema
operacional na estrutura de diretórios.
A estrutura de diretórios tem também como função organizar os
arquivos no sistema. A complexidade dessa organização depende da im-
plementação do sistema de arquivos. A estrutura de diretórios pode ter
desde um único nível até um complexo sistema hierárquico, composto
por uma árvore de diretórios, sub-diretórios e arquivos (SILBERSCHATZ;
GALVIN; GAGNE, 2008). Vale observar que em alguns sistemas opera-
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cionais os diretórios, também chamados de pastas, são implementados
como arquivos especiais (TANENBAUM, 2007).
2.1.1 Operações Básicas
Os sistemas operacionais oferecem um amplo conjunto de opera-
ções sobre arquivos e sobre a estrutura de diretórios. Em termos de ar-
quivos, usualmente seis operações básicas são encontradas: criação, es-
crita, leitura, remoção, reposicionamento e truncagem (SILBERSCHATZ;
GALVIN; GAGNE, 2008). A operação de criação consiste da alocação de
espaço e do registro do arquivo na estrutura de diretórios. As operações
de escrita e leitura proveem, respectivamente, o armazenamento e a re-
cuperação de dados de uma posição do arquivo. A remoção de arquivos
compreende a liberação do espaço utilizado pelo arquivo e a remoção
do registro na estrutura de diretórios. O reposicionamento possibilita
alterar a posição do ponteiro de leitura ou escrita dentro do arquivo.
Por fim, a operação de truncagem consiste da remoção do conteúdo de
um arquivo sem alteração dos seus atributos. Estas operações podem
ser combinadas para prover outras mais complexas, como a operação
de cópia de arquivos, por exemplo.
Com relação à estrutura de diretório, as operações normalmente
encontradas são: criação, remoção, pesquisa, listagem, renomeação e
varredura (SILBERSCHATZ; GALVIN; GAGNE, 2008). As operações de
criação e remoção, respectivamente, criam ou removem entradas de
arquivos no registro da estrutura de diretórios. Essa entradas rece-
bem diferentes nomes dependendo do sistema operacional. Em siste-
mas UNIX e Linux essas entradas são chamadas de file descriptors,
enquanto sistemas Windows se referem a essas entradas como file han-
dles (SILBERSCHATZ; GALVIN; GAGNE, 2008). A operação de pesquisa
permite localizar a entrada de um determinado arquivo. A listagem
de um diretório retorna uma lista com os arquivos e diretórios contidos
nesse. A operação de renomeação possibilita que o nome de um arquivo
seja alterado. Por fim, a operação de varredura permite navegar por
toda a estrutura de diretórios.
2.1.2 Estrutura de Armazenamento
Sistemas de arquivos são geralmente implementados em várias
camadas, nas quais os serviços oferecidos pelas camadas inferiores são
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utilizados para prover serviços mais elaborados para as camadas supe-
riores (SILBERSCHATZ; GALVIN; GAGNE, 2008). A Figura 1 apresenta
uma visão geral de uma estrutura de sistema de arquivos nos sistemas
UNIX e Linux. Apesar de a discussão dessa seção poder ser estendida
para sistemas Windows, nos concentramos nos sistemas UNIX e Linux.
Essa escolha se deve ao fato da presença dominante destes sistemas en-
tre os 500 ambientes computacionais de maior desempenho no mundo,
segundo a lista de novembro de 2014 do TOP500 (2014).
Figura 1: Visão geral de uma estrutura de sistema de arquivos nos
sistemas UNIX e Linux.
Fonte: Baseado em Silberschatz, Galvin e Gagne (2008).
A aplicação envia requisições para o sistema de arquivos por meio
da interface com o sistema de arquivos. Essa interface é baseada em
chamadas de sistema e entradas de arquivos (file descriptors). Nos sis-
temas UNIX e Linux, a Portable Operating System Interface (POSIX)
(IEEE, 2004) é a interface padrão.
O padrão POSIX estabelece um modelo de entrada e saída (E/S)
que enfatiza a consistência, de forma que todos os processos tenham
uma visão atualizada dos dados (KIMPE; ROSS, 2014). Outros mode-
los de E/S, como o MPI-IO (MPI FORUM, 1997) e o HDF5 (THE HDF
GROUP, 1997), são alternativas com consistência relaxada, visando pro-
ver maior desempenho para aplicações paralelas e com grande volume
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e complexidade de dados.
O Virtual File System (VFS) oferece uma abstração para que
as aplicações acessem diferentes sistemas de arquivos, sob uma mesma
estrutura de diretórios, de forma transparente (KLEIMAN, 1986). Sua
função consiste basicamente em identificar a qual sistema de arquivos
pertence um determinado arquivo e ativar as operações específicas do
respectivo sistema de arquivos, podendo esse ser local ou remoto (SIL-
BERSCHATZ; GALVIN; GAGNE, 2008).
Nos sistemas de arquivos locais, como o EXT4 (MATHUR et al.,
2007), ocorre o mapeamento entre os arquivos e os blocos nos dispositi-
vos de armazenamento. Esse nível é responsável também pelo gerenci-
amento de buffers e caches: espaços designados na memória principal,
que armazenam dados e metadados com o intuito de melhorar o de-
sempenho das operações (SILBERSCHATZ; GALVIN; GAGNE, 2008).
A comunicação entre sistemas de arquivos e dispositivos de ar-
mazenamento, como HDDs e SSDs, é realizada por meio do controle de
E/S. Esse controle consiste de drivers de dispositivos e mecanismos de
interrupção que transferem as informações da memória principal para
o dispositivo e vice-versa (SILBERSCHATZ; GALVIN; GAGNE, 2008). A
principal função do controle de E/S é traduzir comandos de alto nível
para as instruções específicas de cada dispositivo de armazenamento.
Sistemas de arquivos remotos, também conhecidos como sistemas
de arquivos distribuídos, como o Network File System (NFS) (SAND-
BERG et al., 1985) e o OrangeFS (MOORE et al., 2011), apresentam para
seus usuários funcionalidades similares aos sistemas de arquivos locais.
A principal diferença está na sua arquitetura, em que operações e da-
dos trafegam por uma rede de interconexão (COULOURIS et al., 2012).
Detalhes sobre sistemas de arquivos distribuídos são apresentados na
próxima seção.
2.2 SISTEMAS DE ARQUIVOS DISTRIBUÍDOS
Sistemas de arquivos distribuídos permitem que processos ar-
mazenem e recuperem arquivos remotamente, por meio de uma rede
de interconexão, exatamente como fariam em dispositivos locais (COU-
LOURIS et al., 2012). A principal motivação para o uso de sistemas de
arquivos distribuídos é o compartilhamento de arquivos entre processos,
que podem, inclusive, estar executando em diferentes recursos compu-
tacionais (COULOURIS et al., 2012). O compartilhamento de arquivos
nesses sistemas é facilitado pelo provimento de um espaço de nomes
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global. Segundo Tanenbaum e Steen (2006), os sistemas de arquivos
distribuídos podem ser classificados, de acordo com a sua organização,
como: cliente-servidor, baseado em cluster e simétricos.
Arquiteturas cliente-servidor, como o NFS (SANDBERG et al.,
1985), são caracterizadas pela centralização do armazenamento no lado
do servidor (TANENBAUM; STEEN, 2006). Nessas arquiteturas, um pro-
cesso cliente se comunica por meio da rede de interconexão com um
processo servidor localizado em outra máquina, conforme ilustrado na
Figura 2. Apesar de oferecer uma solução simples e amplamente utili-
Figura 2: Arquitetura básica do NFS para sistemas UNIX e Linux.
Fonte: Baseado em Tanenbaum e Steen (2006).
zada para compartilhamento de arquivos, arquiteturas cliente-servidor
tendem a apresentar baixo desempenho quando muitos acessos são re-
alizados concorrentemente (LATHAM; ROSS, 2013).
Sistemas de arquivos baseados em cluster, também conhecidos
como sistemas de arquivos paralelos, apresentam arquitetura similar à
cliente-servidor, como pode ser observado na Figura 3. A principal
diferença se dá pela utilização de um aglomerado (cluster) de recur-
sos computacionais atuando como servidores de armazenamento. Uma
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Figura 3: Arquitetura básica de sistemas de arquivos paralelos.
característica particular dos sistemas de arquivos paralelos é o parti-
cionamento e a distribuição de arquivos entre os múltiplos servidores
(TANENBAUM; STEEN, 2006). Outra característica é a segregação das
funções de gerenciamento de dados e de metadados. Exemplos des-
ses sistemas são o Lustre (BRAAM; SCHWAN, 2002), GPFS (SCHMUCK;
HASKIN, 2002) e o PVFS (LIGON III; ROSS, 1996) (atualmente desenvol-
vido sob o nome OrangeFS). Sistemas de arquivos paralelos são vistos
com mais detalhes na próxima seção.
Organizações simétricas, como o sistema de arquivos peer-to-peer
Ivy (MUTHITACHAROEN et al., 2002), correspondem a arquiteturas des-
centralizadas (TANENBAUM; STEEN, 2006), ou seja, não existe a figura
de um elemento central responsável pelo gerenciamento do sistema de
arquivos. A implementação desses sistemas consiste basicamente da
distribuição dos arquivos entre múltiplos servidores utilizando tabe-
las hash distribuídas, combinada à mecanismos de busca baseados em
chave (TANENBAUM; STEEN, 2006).
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2.2.1 Sistemas de Arquivos Paralelos
Sistemas de arquivos paralelos vêm sendo amplamente utiliza-
dos em ambientes de computação de alto desempenho (SHAN; ANTY-
PAS; SHALF, 2008; SAINI et al., 2012; SOARES et al., 2012b). Por meio
da agregação de recursos computacionais, como dispositivos de arma-
zenamento, links de rede e memória principal, os sistemas de arquivos
paralelos conseguem prover configurações com ampla capacidade de
armazenamento e alta vazão (em termos de operações por unidade de
tempo).
Apesar de variações serem encontradas nas diferentes implemen-
tações, os sistemas de arquivos paralelos consistem basicamente de
três componentes: servidor de dados, servidor de metadados e cliente
(SHAN; ANTYPAS; SHALF, 2008; BARRO et al., 2002). A Figura 4 ilustra
esses componentes.
Figura 4: Visão sistemática dos sistemas de arquivos paralelos.
O servidor de dados é o componente responsável pela persis-
tência do conteúdo dos arquivos. Sua função é basicamente interagir
com o(s) dispositivo(s) de armazenamento controlado(s) por ele para
armazenar e recuperar arquivos. A quantidade máxima de servido-
res de dados possíveis para uma configuração depende, geralmente, da
implementação do sistema de arquivos paralelo. Essa limitação, entre
outros aspectos, determina a capacidade máxima de armazenamento
do sistema e o nível de paralelização atingível.
Manter atualizadas as informações referentes aos arquivos (me-
tadados) é função do servidor de metadados. Isso inclui não apenas a
manutenção de dados como nome e permissões, mas também a estru-
tura de diretórios como um todo. Algumas implementações de siste-
mas de arquivos paralelos, como o Ceph (WEIL et al., 2006) e o Lustre
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(BRAAM; SCHWAN, 2002), suportam apenas um servidor de metadados
na sua configuração. Outros, como o OrangeFS (MOORE et al., 2011) e
o GPFS (SCHMUCK; HASKIN, 2002), permitem a distribuição dos me-
tadados entre múltiplos servidores.
O cliente é o componente que possibilita a interação com o sis-
tema de arquivos paralelo. Esse componente está usualmente localizado
no nodo de computação e é utilizado pelas aplicações para a realização
das operações sobre o sistema de arquivos. Em geral, esses clientes
oferecem, além de uma API (sigla do inglês, Application Programming
Interface) nativa, suporte para o padrão POSIX (CARNS et al., 2000;
BRAAM, 2004; SCHMUCK; HASKIN, 2002).
Vale observar como uma característica geral dos sistemas de ar-
quivos paralelos a separação entre clientes e servidores. Por outro lado,
é comum observar os papéis de servidor de dados e de metadados sendo
realizados pelo mesmo nodo computacional (CARNS et al., 2009).
Como mencionado anteriormente, uma das principais caracterís-
ticas dos sistemas de arquivos paralelos é o particionamento e a dis-
tribuição do conteúdo dos arquivos entre múltiplos servidores. Esse
processo é chamado de divisão de arquivo (do inglês, file striping) (TA-
NENBAUM; STEEN, 2006). A Figura 5 apresenta um exemplo do pro-
cesso para um arquivo com 9 unidades de tamanho e um sistema de
arquivos paralelo com 3 servidores de dados.
Figura 5: Processo de divisão de arquivos (file striping).
O processo consiste em dividir o arquivo em segmentos consecu-
tivos, ou faixas (do inglês, stripes), e distribuir esses segmentos entre os
servidores de dados. O tamanho das faixas são em geral configuráveis
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no sistema de arquivos paralelo, podendo ser otimizadas para a carga
de trabalho em questão.
A ideia por trás desse processo é bastante simples: distribuindo
um arquivo entre múltiplos servidores torna possível realizar as opera-
ções de armazenamento e de recuperação de forma paralela (TANEN-
BAUM; STEEN, 2006). Estudos anteriores demonstraram que o processo
é mais eficiente para grandes arquivos, em que os benefícios da pa-
ralelização superam os custos de comunicação (HILDEBRAND; WARD;
HONEYMAN, 2006; CARNS et al., 2009; LI et al., 2011).
A distribuição das faixas de um arquivo pode acontecer de di-
ferentes formas, chamadas layouts de distribuição. Os layouts comu-
mente encontrados são: horizontal, vertical e bidimensional (SONG et
al., 2012). Na Figura 6, exemplos desses layouts são ilustrados.
Figura 6: Layouts de distribuição em sistemas de arquivos paralelos.
Fonte: Baseado em Song et al. (2012).
Na distribuição horizontal, também conhecida como round robin,
as faixas de um arquivo são distribuídas entre todos os servidores de
dados. Esse layout possibilita extrair o máximo de paralelização do
ambiente.
A distribuição vertical consiste em manter todos as faixas de
um arquivo em um mesmo nodo de armazenamento, de forma que cada
nodo armazena o conteúdo completo de um conjunto de arquivos. Nesse
layout, operações sobre um mesmo arquivo não são paralelizáveis.
O layout de distribuição bidirecional é um híbrido dos anteriores.
Nesse layout, as faixas de um arquivo são distribuídos entre um sub-
conjunto dos nodos de armazenamento.
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2.3 CARACTERIZAÇÃO E MODELAGEM
Caracterização de carga de trabalho é um processo no qual mo-
delos são construídos para descrever e reproduzir o comportamento da
carga de trabalho de um sistema computacional (ELNAFFAR; MARTIN,
2006). Compreender as características da carga de trabalho dos siste-
mas é essencial para o projeto de arquiteturas computacionais eficientes
(OBAIDAT; BOUDRIGA, 2010).
A análise da carga de trabalho tem um papel fundamental em
todos os estudos em que índices de desempenho são determinados (CAL-
ZAROSSA; SERAZZI, 1993). Segundo Obaidat e Boudriga (2010), três
técnicas podem ser utilizadas para caracterizar o desempenho de um
sistema computacional: modelagem analítica, simulação e mensuração
e teste.
Técnicas demodelagem analítica são usualmente as mais simples,
uma vez que as expressões matemáticas são obtidas de maneira rápida
e a execução apresenta baixo custo computacional. Em contrapartida,
as estimativas obtidas com modelos analíticos são sempre aproximações
(OBAIDAT; BOUDRIGA, 2010). Modelos analíticos são particularmente
úteis para problemas em que uma resposta em um curto período de
tempo é desejada, mesmo que essa resposta apresente um erro relativo
aceitável.
Simulações oferecem uma maior acurácia nas estimativas, além
de permitir uma análise passo-a-passo do comportamento do sistema
(OBAIDAT; BOUDRIGA, 2010). Contudo, sua construção é mais com-
plexa e o tempo necessário para sua execução tende a ser mais ele-
vado que nos modelos analíticos. São especialmente interessantes para
investigar situações pontuais no comportamento de um sistema, por
meio de uma análise das etapas executadas. Na área de sistemas de
arquivos paralelos, exemplos de simuladores são o IMPIOUS (MOLINA-
ESTOLANO et al., 2009), HECIOS (SETTLEMYER, 2009), PFSsim (LIU;
FIGUEIREDO, 2011) e CODES (LIU et al., 2012).
Entre as três técnicas descritas, a mensuração e teste, sobre um
protótipo ou ambiente real, é a que produz a maior acurácia. No en-
tanto, é também a mais custosa, tanto em termos temporais como finan-
ceiros, pois depende da existência de um ambiente experimental. Essa
característica torna sua utilização inviável nas etapas iniciais de pro-
jetos de ambientes e sistemas computacionais (OBAIDAT; BOUDRIGA,
2010).
No contexto de sistemas de arquivos paralelos, uma das princi-
pais dificuldades encontradas na caracterização e modelagem do desem-
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penho é a quantidade de variáveis envolvidas no processo. Enquanto
em sistemas de arquivos locais, o desempenho é predominantemente de-
pendente da quantidade de dados sendo manipulada (NGUYEN; APON,
2011), em sistemas de arquivos paralelos outros fatores como a rede
de interconexão e a quantidade de servidores de dados também afetam
significativamente o desempenho do sistema. A análise desse tipo de
problema, em que o comportamento de uma variável, chamada variável
dependente, depende do comportamento de outras variáveis, chamadas
variáveis independentes, é chamada de análise multivariada (EVERITT;
HOTHORN, 2011).
2.4 CONSIDERAÇÕES
A medida que as aplicações crescem em escala, em que aumen-
tam não apenas o número de processos fazendo acessos simultâneos,
mas também o volume de dados manipulados, fica evidente que sis-
temas de arquivos locais ou até mesmo soluções distribuídas com ar-
quiteturas centralizadas (cliente-servidor) não são capazes de suprir o
nível de concorrência e de vazão desejados. Para atender essa demanda,
arquiteturas distribuídas baseadas em cluster, ou sistemas de arquivos
paralelos, vêm sendo amplamente utilizadas.
Sistemas de arquivos paralelos oferecem alta capacidade de arma-
zenamento com alta vazão por meio da agregação de recursos computa-
cionais, como dispositivos de armazenamento, links de rede e memórias
principais. Por meio da técnica de divisão de arquivos (file striping),
em que um arquivo é particionado e suas partes são distribuídas en-
tre múltiplos servidores de dados, as operações de armazenamento e
recuperação podem ser realizadas de forma paralela.
Como observado em um estudo anterior (INACIO; DANTAS, 2014),
a caracterização e modelagem do desempenho de sistemas computaci-
onais possibilita a proposta de soluções de otimização mais eficientes.
Contudo, a quantidade de variáveis influenciando o desempenho dos sis-
temas de arquivos paralelos torna a caracterização e modelagem desses
sistemas uma tarefa desafiadora. Técnicas de análise multivariada são
necessárias para abordar problemas como esse, onde o comportamento
de uma variável depende não apenas de outra, mas sim de várias outras
variáveis combinadas.
No próximo capítulo são discutidas propostas de soluções encon-
tradas na literatura para o problema de modelagem do desempenho de
sistemas de arquivos paralelos.
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3 TRABALHOS RELACIONADOS
O problema da caracterização e modelagem do desempenho de
sistemas de arquivos paralelos foi abordado em alguns trabalhos an-
teriores. O processo utilizado para coleta de trabalhos relacionados
com a presente pesquisa é apresentado na Seção 3.1. Na Seção 3.2, os
trabalhos encontrados na literatura são apresentados e discutidos. A
Seção 3.3 sumariza a discussão desse capítulo pontuando oportunidades
de melhoria nas propostas de modelos de desempenho existentes até o
momento.
3.1 REVISÃO SISTEMÁTICA
Uma revisão sistemática da literatura (RSL), seguindo os princí-
pios propostos por Kitchenham (2004), foi realizada visando identificar
propostas de modelos e caracterizações de desempenho para sistemas
de arquivos paralelos. Foram utilizadas no levantamento as bases de da-
dos IEEEXplore (IEEE, 2014), ScienceDirect (ELSEVIER, 2014a), Sco-
pus (ELSEVIER, 2014b) e Web of Science (THOMSON REUTERS, 2014).
Os critérios de seleção de documentos consideraram combinações das
seguintes palavras-chave e algumas variações (ex.: singular e plural):
performance, workload, characterization, model, parallel, distributed,
network, file system e storage. Também foram incluídos nos critérios
nomes e siglas de implementações de sistemas de arquivos paralelos,
como PVFS, GPFS e Lustre.
Com base nesses critérios, foram localizados no total 85 trabalhos
de pesquisa. Sobre esses trabalhos foi aplicado um processo manual de
seleção. Primeiramente foram excluídos documentos duplicados, apre-
sentações de conferências, editoriais e resumos. Em seguida, documen-
tos não relacionados ao assunto da pesquisa foram desconsiderados. Por
fim, após a leitura e classificação dos trabalhos, seis foram identificados
como altamente relevantes com a presente pesquisa.
Vale destacar que durante a realização deste trabalho, outros do-
cumentos não originados da RSL também foram considerados. Embora
um número significativo de trabalhos tenham sido encontrados, apenas
os seis trabalhos resultantes do processo de RSL apresentaram as ca-
racterísticas desejadas nesta pesquisa, como: formalização do modelo,
avaliação de acurácia, entre outros. Desta forma, considera-se que os
artigos discutidos na seção a seguir representam o estado da arte em
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modelagem de desempenho de sistemas de arquivos paralelos.
3.2 DISCUSSÃO
O trabalho de Sun, Chen e Yin (2009), estendido por Song et
al. (2011), propõe a utilização de um modelo analítico para orientar
a seleção de layouts de distribuição de dados no PVFS2 e, com isso,
obter um melhor desempenho nas aplicações. O modelo utilizado con-
sidera nove parâmetros: número de nodos de computação, número de
nodos de armazenamento, número de processos em um nodo de compu-
tação, tamanho do dado, tempo para estabelecimento de uma conexão
na rede, tempo para transmitir uma unidade do dado na rede, latên-
cia de uma operação local de E/S no nodo de armazenamento, tempo
para ler/escrever uma unidade do dado em disco e o número de grupos
de armazenamento (para uma distribuição bidimensional). A avalia-
ção da proposta foi feita utilizando um conjunto de experimentos em
ambientes reais, desenvolvido com os benchmarks IOR (LAWRENCE
LIVERMORE NATIONAL LABORATORY, 2014) e mpi-tile-io (ARGONNE
NATIONAL LABORATORY, 2002). A acurácia do modelo utilizado não
é apresentada quantitativamente. Pelos gráficos apresentados, é pos-
sível apenas observar que o modelo subestima o comportamento real,
com considerável erro absoluto, em mais da metade dos cenários. Parte
desse erro absoluto é atribuído pelos autores ao efeito da cache nos re-
sultados experimentais, efeito este não considerado no modelo. Pode
ser considerado também que a simplicidade do modelo, por exemplo,
na modelagem dos aspectos da rede de interconexão, contribua tam-
bém significativamente para a inacurácia das predições. Vale ressaltar
que, mesmo nessas condições, melhorias de desempenho entre 13% e
74% foram obtidas pela seleção do layout de distribuição orientado ao
modelo.
Uma abordagem similar foi utilizada por Lu et al. (2012). Nesse
trabalho, um modelo analítico é utilizado para direcionar otimizações
em peneiramento de dados (do inglês, data sieving) no PVFS2. O
peneiramento de dados é uma técnica que agrupa requisições de E/S
pequenas e não contíguas com o objetivo de reduzir a latência desse
tipo de requisições (THAKUR et al., 1996). O modelo estima o tempo
de leitura/escrita no sistema de arquivos paralelo como uma função
do tempo de transmissão na rede, do tempo para leitura/escrita de
dados em disco e da latência para atendimento de requisições de E/S
pendentes. São considerados o número de processos executando E/S
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em um nodo de computação, o número de nodos de armazenamento,
o tempo para estabelecimento de um conexão de rede, o tempo para
transmissão de uma unidade de dado, o tempo para leitura e escrita
de uma unidade de dado em disco, tempo de espera das requisições
na fila de E/S e o tamanho das requisições de leitura e escrita. O
trabalho não apresenta uma avaliação da acurácia do modelo. São
apresentados, apenas graficamente, resultados indicando que o uso da
abordagem proposta proporciona um redução no tempo de resposta das
aplicações.
Nguyen e Apon (2012) propõem um modelo de desempenho, ba-
seado em simulação, para o PVFS2 utilizando redes de Petri colori-
das. O modelo é composto por submodelos de leitura, escrita, servidor,
cliente e rede de comunicação. Experimentos com quatro nodos de
armazenamento e tamanhos de blocos de dados entre 8 KB e 2 MB,
apresentaram erros relativos de aproximadamente 20%, para um cli-
ente, e maiores ou iguais a 40% para quatro ou mais clientes. Segundo
os autores, o motivo para o aumento do erro relativo com múltiplos
clientes está relacionado a não consideração de fatores complexos da
rede de comunicação no modelo. Redes de Petri coloridas são parti-
cularmente interessantes quando o objetivo é avaliar passo-a-passo o
comportamento de um sistema (OBAIDAT; BOUDRIGA, 2010). As ca-
racterísticas das redes de Petri facilitam a representação de aspectos
de bloqueio e sincronização. Em contrapartida, a complexidade desse
tipo de representação, em comparação com modelos analíticos, dificulta
a observação dos relacionamentos entre os parâmetros que colaboram
para a determinação do desempenho do sistema de maneira geral.
No trabalho de Zhao et al. (2010) é apresentado um modelo ana-
lítico de desempenho para o sistema de arquivos paralelo Lustre. O
modelo foi construído utilizando árvores de classificação e regressão, e
permite estimar a vazão, em termos de fluxo de dados (MB/s) e de
operações de E/S (IO/s) por unidade de tempo, e a latência do sis-
tema. Um amplo conjunto com mais de 20 parâmetros é considerado
pelo modelo. A abordagem utilizada nessa proposta é a estimativa do
comportamento de um ambiente baseado no comportamento de outro.
Essa correlação entre o desempenho dos ambientes é obtida por meio
do treinamento de uma função Φ, que considera as características da
carga de trabalho e do consumo dos dois ambientes. Experimentos con-
duzidos para oito casos de teste apresentaram erros relativos entre 17%
e 28%. Uma desvantagem dessa abordagem é sua dependência de infor-
mações de pelo menos um ambiente real, para que outro similar possa
ser avaliado. Outra questão que vale ressaltar é que parâmetros especí-
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ficos do Lustre foram considerados na construção desse modelo, o que
pode dificultar sua adaptação ou reduzir sua acurácia para utilização na
avaliação de outros sistemas de arquivos paralelos sem características
correspondentes.
Zhao e Hu (2010) propõem a utilização de análise relacional cinza
para estimar a vazão do sistema. Segundo os autores, um diferencial da
abordagem adotada é uma menor necessidade de dados brutos para a
estimativa do comportamento do sistema. Uma avaliação experimental
do modelo analítico proposto foi conduzida para o sistema de arquivos
paralelo Lustre, considerando cinco parâmetros: número de Object Sto-
rage Servers (OSS), tipo de journaling do sistema de arquivos, tipo de
disco, abordagem de conexão do armazenamento e número de threads
por Object Storage Target (OST). Os resultados mostraram erros rela-
tivos entre 4% e 11% para oito casos de teste. A abordagem proposta
nessa pesquisa não define exatamente uma relação entre fatores de sis-
temas de arquivos paralelos e seus efeitos no desempenho do sistema.
A proposta consiste da utilização de uma técnica para a verificação de
correlacionamento entre parâmetros de forma geral, o que possibilita
estimar um parâmetro com relação a outros. Essa característica possi-
bilita a utilização dessa abordagem para problemas de identificação de
limitações de desempenho em sistemas de arquivos paralelos. Contudo,
a abordagem proposta não é adequada para, por exemplo, avaliações de
diferentes cenários visando projetos de arquiteturas de armazenamento.
3.3 CONSIDERAÇÕES
A revisão sistemática da literatura conduzida nesse trabalho
identificou a existência de algumas propostas de modelos para repre-
sentação do desempenho para sistemas de arquivos paralelos. As ca-
racterísticas destes modelos, apresentadas e discutidas nesse capítulo,
estão sumarizadas na Tabela 1.
A partir do estudo destes trabalhos, observam-se alguns aspec-
tos e oportunidades de melhoria na representação do desempenho do
armazenamento em sistemas de arquivos paralelos que serão exploradas
nessa pesquisa.
Um dos aspectos observados neste estudo foi o compromisso entre
granularidade e acurácia. Verificou-se que representações mais detalha-
das, como o modelo baseado em simulação de Nguyen e Apon (2012),
ou baseadas em técnicas de regressão, como as propostas de Zhao et al.
(2010) e Zhao e Hu (2010), apresentaram menores erros relativos. Con-
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Tabela 1: Sumário dos trabalhos relacionados à presente presquisa.
Trabalho Técnica SAP Erro Prós Contras
Sun, Chen e Yin (2009),
Song et al. (2011)
Modelagem
analítica PVFS2 N.I.
Baixo custo de
execução; variáveis
comuns
Características
não exploradas;
suposta baixa
acurácia
Lu et al. (2012) Modelagemanalítica PVFS2 N.I.
Baixo custo de
execução; variáveis
comuns
Características
não exploradas;
suposta baixa
acurácia
Nguyen e Apon (2012) Baseado emsimulação PVFS2 20-40%
Alta granularidade;
análise temporal
Baixa acurácia
com múltiplos
clientes
Zhao et al. (2010) Modelagemanalítica Lustre 17-28% Alta acurácia
Dependência de
dados reais;
especificidade de
parâmetros
Zhao e Hu (2010) Modelagemanalítica Lustre 4-11% Alta acurácia
Dependência de
dados reais;
relação entre
variáveis
tudo, as formalizações propostas nestes trabalhos não deixam explícito
a influência das variáveis consideradas no desempenho do sistema de
arquivos paralelo. Além disso, a dependência de informações de desem-
penho de ambientes reais para a realização de estimativas restringe a
utilização do modelo.
A abordagem de representação analítica utilizada nos trabalhos
de Sun, Chen e Yin (2009), Song et al. (2011) e Lu et al. (2012), por
outro lado, deixa explícito o relacionamento entre as variáveis consi-
deradas no modelo e como elas interferem no desempenho do sistema.
Adicionalmente, a generalidade do conjunto de variáveis considerados
na representação permite que o modelo seja utilizado para diferentes
cenários de uso. Entretanto, características fundamentais de sistemas
de arquivos paralelos, como o tamanho da faixa, ou com impacto sig-
nificativo no desempenho, como a cache, não foram considerados.
Além do efeito da cache, outro efeito apontado pelos autores
como uma das principais fontes de desvios nas estimativas dos modelos
foi o efeito da rede de interconexão. A simplificação adotada no traba-
lho de Nguyen e Apon (2012), por exemplo, apresenta erros relativos
superiores a 40% para cenários com múltiplos clientes. Isso se deve a
dificuldade na representação de aspectos como contenção e congestio-
namento, comuns em cenários com nível significativo de concorrência
de acesso.
É importante destacar também a abrangência destas propostas.
Embora a avaliação destes modelos, quando apresentada, tenha con-
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siderado a comparação com resultados obtidos em ambientes reais, de
maneira geral, um pequeno conjunto de cenários foi considerado em
cada trabalho. Desta forma, suspeita-se que uma avaliação mais abran-
gente possa indicar um acurácia diferente das apresentadas.
O próximo capítulo apresenta a proposta dessa dissertação, de-
talhando um modelo analítico multivariado, construído e avaliado a
partir de um extenso conjunto de experimentos conduzidos em diferen-
tes plataformas computacionais reais, capaz de representar o impacto
de um grande número de variáveis no desempenho do armazenamento
em sistemas de arquivos paralelos, incluindo variáveis e efeitos não ex-
plorados em trabalhos anteriores, para um espectro mais abrangente
de cenários de uso.
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4 PROPOSTA
Como observado nos capítulos anteriores, o desempenho de siste-
mas de arquivos paralelos depende de vários fatores. Compreender o re-
lacionamento entre esses fatores é importante para explorar ao máximo
o desempenho desses sistemas, principalmente quando se considera a
enorme demanda de armazenamento prevista para o futuro próximo.
Esse trabalho propõe um modelo analítico multivariado para represen-
tar o desempenho do armazenamento em sistemas de arquivos paralelos
diante de diferentes configurações e cargas de trabalho.
A opção por uma modelagem analítica visa prover uma aproxi-
mação em um curto período de tempo e com baixo custo computacional.
Essas características permitem que o modelo seja aplicado à diferentes
situações: desde soluções de otimização em algoritmos (ex.: escalona-
mento) até projetos de novas arquiteturas de armazenamento. Pre-
vendo essas possibilidades, o modelo proposto foi construído de forma
a não necessitar de informações reais de desempenho, bastando o for-
necimento de alguns parâmetros de entrada.
O aspecto multivariado advém de o desempenho do sistema de
arquivos paralelo depender do relacionamento entre múltiplos fatores.
A representação desse relacionamento é desafiadora não apenas pela
quantidade de variáveis envolvidas, mas também pela característica
de algumas dessas variáveis. Por exemplo, a representação da rede
de interconexão, como visto no capítulo anterior, é um dos principais
obstáculos na modelagem de sistemas de arquivos paralelos, apesar de
algumas simplificações para esse aspecto específico existirem na litera-
tura (BERTSEKAS; GALLAGER, 1992; PINKSTON; DUATO, 2006; VELHO
et al., 2013).
Uma das contribuições dessa pesquisa está na representação dife-
renciada do efeito de um amplo conjunto de variáveis no desempenho de
sistemas de arquivos paralelos. Optou-se nesse trabalho, por considerar
apenas variáveis gerais da arquitetura básica dos sistemas de arquivos
paralelos. Essa abordagem faz com que o modelo proposto não fique
atrelado a uma determinada implementação ou arquitetura, podendo
ser utilizado para avaliar dferentes sistemas e cenários de uso. Embora
características específicas tenham sido evitadas, a presente pesquisa
engloba um conjunto significativo de variáveis, explorando, inclusive,
características não abordadas ou cujo efeito no comportamento dos sis-
temas de arquivos paralelos não foi explicitado em trabalhos anteriores.
Os fatores, ou variáveis, abordados nesse trabalho são discutidos
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na Seção 4.1. A Seção 4.2 apresenta a formalização do modelo. Con-
siderações finais sobre a proposta desse trabalho são apresentadas na
Seção 4.3.
4.1 FATORES
Como discutido na Seção 2.2.1, sistemas de arquivos paralelos
são basicamente compostos por três componentes: servidor de dados,
servidor de metadados e clientes. Na prática, o que se observa nos
sistemas de arquivos paralelos atuais é o papel de servidor de dados e
de metadados sendo desempenhado pelo mesmo recurso computacional,
ou seja, os serviços responsáveis pelo gerenciamento dos dados e dos
metadados são hospedados em um mesmo nodo computacional, o qual
referenciamos nessa dissertação como nodo de armazenamento.
A Figura 7 apresenta a arquitetura básica de sistemas de arqui-
vos paralelos considerada para a elaboração do modelo proposto nessa
dissertação. Na figura são destacados os fatores avaliados e suas rela-
ções com os componentes da arquitetura básica.
A escolha desse conjunto de fatores se deu de forma incremental.
Um primeiro conjunto de fatores foi derivado de conceitos fundamen-
tais obtidos por meio da revisão da literatura. Vale destacar a inclusão
do tamanho da faixa (stripe) nesse conjunto, característica esta funda-
mental em sistemas de arquivos paralelos e não explorada nas propos-
tas de modelos analíticos encontrados na literatura até então. Outros
fatores, como o tamanho da cache dos nodos de armazenamento e a sin-
cronização de dados, foram incluídos durante a análise experimental.
Verificou-se que o impacto destas variáveis no desempenho dos sistemas
de arquivos paralelos é significativo, o que justifica sua consideração no
modelo proposto nesta dissertação.
Para fins de representação do desempenho do armazenamento
em sistemas de arquivos paralelos, conforme objetivo desta dissertação,
considera-se que o conjunto de fatores selecionados é suficiente. Embora
outros fatores, como custos de computação, pudessem ser considerados,
entende-se que a inclusão destes poderia vincular o modelo a algum
tipo de implementação, o que vem de encontro a um dos objetivos
desta pesquisa, que é permitir a utilização do modelo para diferentes
configurações e cargas de trabalho.
Para facilitar a compreensão da influência desses fatores no de-
sempenho do sistema de arquivos paralelo, nessa dissertação, estes fo-
ram divididos em dois grupos: características de carga de trabalho e
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Figura 7: Representação da arquitetura básica de sistemas de arquivos
paralelos, com destaque para os fatores abordados nessa dissertação.
fatores ambientais.
4.1.1 Características de Carga de Trabalho
Neste trabalho, foram considerados como características de carga
de trabalho os fatores que interferem no volume de trabalho imposto
ao sistema de arquivos paralelo do ponto de vista das aplicações. Em
outras palavras, referem-se a características determinadas ou inerentes
às aplicações. Esse grupo compreende os seguintes fatores: número
de nodos de computação, tamanho da requisição, quantidade de da-
dos, interface de comunicação com o sistema de arquivos paralelo e a
sincronização dos dados em disco.
O número de nodos de computação define a quantidade de cli-
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entes simultâneos operando sobre o sistema de arquivos paralelo. Mais
clientes escrevendo simultaneamente significa uma maior carga de tra-
balho tanto na rede de interconexão quanto nos nodos de armazena-
mento, dado que um volume maior de dados trafega pelo sistema.
O tamanho da requisição representa a quantidade de bits do
dado que um cliente envia para o sistema de arquivos paralelo a cada
requisição de uma operação de escrita. Quanto menor o tamanho da
requisição, maior a quantidade de mensagens que serão necessárias para
transmitir todo o dado para o sistema de arquivos. Isso, por sua vez,
significa um maior atraso em função da comunicação de rede entre o
nodo de computação e os nodos de armazenamento, o que resulta em
um aumento no tempo de resposta do sistema.
Assim como ocorre em sistemas de arquivos locais, a quantidade
de dados é um dos fatores com maior impacto no tempo de resposta
da operação de escrita. Maiores volumes de dados vão consumir um
tempo maior para serem escritos. Vale ressaltar que estudos anteriores
(HILDEBRAND; WARD; HONEYMAN, 2006; CARNS et al., 2009; LI et al.,
2011) mostraram que o desempenho de operações de escrita para pe-
quenos volumes de dados apresentam menor desempenho em sistemas
de arquivos paralelos, em função dos custos de comunicação de rede.
A interface de comunicação com o sistema de arquivos paralelo
determina a semântica utilizada para a realização das operações de es-
crita. Interfaces de uso geral, como a interface POSIX, tendem a ser
mais conservadoras no que diz respeito ao bloqueio e sincronização de
arquivos. Interfaces desenvolvidas com foco em ambientes de alto de-
sempenho, como a interface MPI-IO, oferecem semântica mais relaxada
nesses aspectos. Quanto mais conservador o controle das operações da
interface utilizada pelo cliente, maior o custo de cada operação.
A sincronização de dados em disco refere-se ao processo de per-
sistência das operações de escrita realizadas em memória (cache de
escrita) no disco rígido local. Essa operação é iniciada quando uma
chamada de sistema fsync() é realizada pelo cliente. Como o tempo
de acesso a memória é inferior ao tempo de acesso ao disco rígido, a
realização da sincronização dos dados aumenta o tempo de resposta do
sistema.
4.1.2 Fatores Ambientais
Foram considerados como fatores ambientais aspectos da arqui-
tetura computacional e da configuração do sistema de arquivos paralelo.
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Os seguintes fatores foram considerados nesse grupo: número de nodos
de armazenamento, tamanho da faixa (stripe) do sistema de arquivos
paralelo, tamanho da cache de escrita, algorítmo de controle de con-
gestionamento TCP, taxa de transmissão da rede de interconexão e a
taxa de transferência de dados para o disco local.
O número de nodos de armazenamento é um dos fatores que
define o grau de paralelização da operação de escrita em sistemas de
arquivos paralelos. No contexto geral, mais nodos de armazenamento
representam um maior grau de paralelização, que por sua vez, implica
em uma maior capacidade de vazão de dados. Além disso, um maior
número de nodos de armazenamento oferece também uma maior capa-
cidade de armazenamento para o sistema, tanto em disco rígido quanto
em memória cache.
Outro fator que influencia no grau de paralelização de um sistema
de arquivos paralelos é o tamanho da faixa. Quanto maior o tamanho
da faixa, menor será o número de partes em que um dado será dividido.
Isso significa um menor grau de paralelização e, por consequência, uma
menor capacidade de vazão. Em uma operação de escrita, o número
máximo de nodos de armazenamento que serão utilizados para persis-
tência do dado depende da quantidade de partes em que esse dado for
dividido.
O tamanho da cache de escrita é uma característica de cada nodo
de armazenamento. Corresponde ao espaço em memória principal dis-
ponibilizado pelo nodo de armazenamento para cache das operações
de escrita. O valor desse parâmetro depende do tamanho da memó-
ria principal e das configurações de cache. Nos sistemas Linux, essas
configurações são realizadas por meio de parâmetros do kernel, como
dirty_background_ratio e dirty_ratio. Mais espaço de cache de es-
crita significa suportar uma maior quantidade de operações de escrita
em memória, que possui uma velocidade de acesso muito superior à dos
discos rígidos atuais.
O algoritmo de controle de congestionamento TCP atua sobre
o tamanho da janela de transmissão TCP para controlar a taxa de
transmissão e o congestionamento na rede de interconexão. O conges-
tionamento na rede provoca a perda e reenvio de dados dos nodos de
computação para os nodos de armazenamento. Logo, em cenários com
elevadas cargas de trabalho, sejam elas provocadas pela quantidade de
clientes simultâneos ou pelo volume de dados sendo escrito concorren-
temente, diferentes técnicas de controle de congestionamento tendem a
influenciar de forma diferente no desempenho do sistema.
A taxa de transmissão da rede de interconexão determina o tempo
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necessário para transmitir um dado do nodo de computação para o nodo
de armazenamento em uma operação de escrita em sistemas de arqui-
vos paralelos. Quanto maior a taxa de transmissão, menor o tempo
necessário para transmitir o dado pela rede.
De maneira similar, a taxa de transferência de dados para o disco
local determina o tempo necessário para persistir um dado recebido
pelo nodo de armazenamento no disco rígido local. Maiores taxas de
transferência representam menores tempos de escrita.
4.2 MODELO ANALÍTICO MULTIVARIADO
O modelo proposto nesse trabalho tem por objetivo representar
o desempenho do armazenamento em sistemas de arquivos paralelos di-
ante de diferentes configurações e cargas de trabalho. Na seção anterior,
os fatores que foram considerados para caracterizar essas configurações
e cargas de trabalho foram apresentados. Uma combinação de valores
para os diferentes fatores foi definida nesse trabalho como um cenário
de uso. É importante observar que o foco do modelo é representar o
desempenho geral do sistema de arquivos paralelo e não o desempenho
de cada cliente ou processo operando no sistema.
No contexto desse trabalho, um cenário de uso consiste de um
conjunto de n nodos de computação, C = {c1, c2, c3, . . . , cn)}, aces-
sando simultaneamente, por meio de uma rede de interconexão, um
sistema de arquivos paralelo composto porm nodos de armazenamento,
A = {a1, a2, a3, . . . , am}. Cada nodo de computação ci, com i no in-
tervalo [1, n], escreve dc(i) bits em um arquivo no sistema de arquivos
paralelos utilizando requisições de tamanho r(i). Logo, a quantidade
de requisições, Nrc(i), submetidas pelo nodo de computação ci é dada
pela Equação (4.1).
Nrc(i) =
⌈
dc(i)
r(i)
⌉
(4.1)
Para prover maior vazão de escrita, o sistema de arquivos para-
lelo particiona e distribui os dados recebidos dos n nodos de computação
entre os m nodos de armazenamento (ver Seção 2.2.1). Primeiramente,
os dados de cada nodo de computação ci, dc(i), são divididos em Nsc(i)
faixas de tamanho s. Por definição, a quantidade de faixas provenientes
do nodo de computação ci é dada pela Equação (4.2).
Nsc(i) =
⌈
dc(i)
s
⌉
(4.2)
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Com base na quantidade de faixas Nsc(i), na quantidade de no-
dos de armazenamento disponíveis m e no layout de distribuição do
sistema de arquivos paralelo, é possível determinar a quantidade de
nodos M(i) que serão utilizados para armazenar os dc(i) bits enviados
pelo nodo de computação ci. Para os três layouts de distribuição bási-
cos (horizontal, vertical e bidimensional), o valor de M(i) é dado pela
Equação (4.3).
M(i) =

min{Nsc(i),m} , horizontal
1 , vertical
min{Nsc(i), g} , bidimensional
(4.3)
em que g é o limite máximo de nodos de armazenamento configurado
no sistema de arquivos paralelo para uma distribuição bidimensional.
Cada nodo de armazenamento aj , com j no intervalo [1,m], re-
cebe, em um cenário de uso, da(j) bits de dados. Essa quantidade de
dados depende diretamente da quantidade de faixas Nsc(i) enviadas
por cada nodo de computação ci e inversamente da quantidade M(i)
de nodos de armazenamento que serão utilizados por cada ci. Supondo
que o nodo de armazenamento aj esteja entre os M(k) nodos de ar-
mazenamento que serão utilizados por um subconjunto C′ de C, com k
nodos de computação (k ≤ n), a quantidade de dados da(j) recebidas
é dada pela Equação (4.4).
da(j) = s×
∑
k∈C′
Nsc(k)
M(k)
(4.4)
A formação do subconjunto C′ depende de como o sistema de arquivos
paralelo implementa a seleção dos nodos de armazenamento e foge ao
escopo desse trabalho.
De fato, para cenários ondeM(i) é menor que m, surge um nível
de incerteza sobre o comportamento de diversas variáveis do sistema.
Essas incertezas advém do possível desbalanceamento provocado pela
seleção dos M(i) nodos de armazenamento para atender cada ci nodo
de computação. Dependendo da seleção realizada, condições de desem-
penho muito diferentes podem ser observadas. Alternativas baseadas
em análise combinatória e probabilidades foram abordadas nessa pro-
posta para aproximar esses casos. Porém, essas alternativas não se
mostraram escaláveis, visto que com o aumento da quantidade de no-
dos de computação e de armazenamento o número de possibilidades
cresce exponencialmente.
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Desse ponto em diante da proposta, serão considerados cená-
rios balanceados. Em outras palavras, supõe-se que todos os nodos
de armazenamento são utilizados por todos os nodos de computação
(M(i) = m) e que os n nodos de computação enviam a mesma quanti-
dade de dados, dc, utilizando o mesmo tamanho de requisição r. Por-
tanto, as Equações (4.1), (4.2) e (4.4) podem ser simplificadas, resul-
tando, respectivamente, nas Equações (4.5), (4.6) e (4.7).
Nrc =
⌈
dc
r
⌉
(4.5)
Nsc =
⌈
dc
s
⌉
(4.6)
da = s× n×
⌈
Nsc
m
⌉
(4.7)
Essa simplificação de cenário é coerente, por exemplo, com aplicações
paralelas que utilizam a técnica de checkpointing para tolerância à faltas
(SATO et al., 2012).
Nessa proposta está sendo considerado que os nodos de armaze-
namento são homogêneos, ou seja, que apresentam as mesmas caracte-
rísticas de software e hardware. Essa consideração está de acordo com
diversas arquiteturas de sistemas de arquivos paralelos reais (SAINI et
al., 2012; CARNS et al., 2009; YU; VETTER; ORAL, 2008). Dessa forma,
assume-se que os m nodos de armazenamento apresentam um espaço
na memória principal, de tamanho cache, destinado a cache de escrita
de dados; um dispositivo de armazenamento, com taxa de transferência
Bdisp e latência Ldisp; e um tempo de serviço tserv.
O tamanho cache delimita a quantidade de dados da(j) que o
nodo de armazenamento aj (j ∈ [1,m]) pode manter em memória sem
que a sincronização com o dispositivo de armazenamento seja reali-
zada. As características do dispositivo de armazenamento Bdisp e Ldisp
correspondem, respectivamente, a capacidade de escrita em bits por
unidade de tempo e a custos próprios do dispositivo relacionados ao
processo de escrita. Para discos rígidos, Ldisp representa atrasos refe-
rentes às movimentações das cabeças de leitura e escrita, por exemplo.
O tempo tserv se refere a custos de computação, interrupção e outros,
inerentes ao atendimento de requisições nos nodos de armazenamento.
A quantidade de requisições Nra que cada um dos m nodos de
armazenamento precisará servir depende da quantidade de requisições
Nrc enviadas pelos n nodos de computação e da quantidade de nodos
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de armazenamento, conforme definido na Equação (4.8).
Nra =
⌈
Nrc
m
⌉
(4.8)
De maneira similar, a quantidade de faixas Nsa que cada nodo de ar-
mazenamento mantém depende da quantidade de faixas Nsc enviadas
pelos n nodos de computação e da quantidade de nodos de armazena-
mento, conforme definido na Equação (4.9).
Nsa =
⌈
Nsc
m
⌉
(4.9)
Como visto no capítulo anterior, a representação da rede de in-
terconexão é um dos principais desafios da modelagem de sistemas de
arquivos paralelos. Uma rede de interconexão pode ser caracterizada
pela sua topologia, taxa de transmissão nominal (no inglês, bandwidth)
e latência (PETERSON; DAVIE, 2003). Esse trabalho considera redes de
interconexão nas quais os nodos de computação e de armazenamento
estão interligados por meio de um switch de rede e se comunicam dire-
tamente. Considera-se também que a taxa de transmissão nominal no
lado dos nodos de computação, BnetC , possa ser diferente da taxa de
transmissão nominal no lado dos nodos de armazenamento, BnetA. A
latência, enquanto tempo de propagação, não foi considerada no mo-
delo proposto neste trabalho por uma questão de simplificação. Seu
impacto em redes cujas distâncias são relativamente pequenas (atrasos
de algumas dezenas de microsegundos), como usualmente ocorre em
arquiteturas de sistemas de arquivos paralelos, pode ser considerado
desprezível (SAINI et al., 2012; CARNS et al., 2009; YU; VETTER; ORAL,
2008).
Para representar o tempo gasto com a transmissão dos dados na
rede de interconexão em um cenário de uso, esse modelo estima a taxa
de transmissão efetiva (no inglês, throughput) da rede de interconexão,
Tnet. Essa taxa reflete a quantidade de bits efetivamente transmiti-
dos pela rede por unidade de tempo. Nesse trabalho, se adotou para o
cálculo da taxa de transmissão efetiva, o fator médio de recepção σ pro-
posto por Pinkston e Duato (2006), cuja fórmula para redes interligadas
por switch é dada pela Equação (4.10).
σ = log2(X)
(− 14 ) (4.10)
onde X é a quantidade de interfaces de rede se comunicando. No con-
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texto desse trabalho, X = n+m, ou seja, a soma do número de nodos
de computação e de armazenamento.
A taxa de transmissão efetiva Tnet de um cenário de uso com-
posto por n nodos de computação e m nodos de armazenamento é
proporcional ao fator médio de recepção σ e limitada pela menor taxa
nominal agregada entre os lados dos nodos de computação e de arma-
zenamento, conforme definido pelas Equações (4.11), (4.12) e (4.13).
BnetAggC = n×BnetC (4.11)
BnetAggA = m×BnetA (4.12)
Tnet = σ ×min{BnetAggC , BnetAggA} (4.13)
Vale ressaltar que o fator σ atua nesse modelo como uma simplificação
para efeitos de concorrência de acesso, como contenção e congestiona-
mento, reduzindo a taxa de transmissão efetiva na presença de uma
maior quantidade de nodos.
O modelo proposto nesse trabalho permite estimar duas métri-
cas de desempenho do armazenamento em sistemas de arquivos para-
lelos: vazão e tempo de resposta. A vazão T do sistema de arquivos
paralelo em um cenário de uso foi definida como a capacidade de ar-
mazenamento do sistema em bits por unidade de tempo. Seu valor é
diretamente proporcional à quantidade total de dados enviados para o
sistema e inversamente proporcional ao tempo necessário para concluir
todas as operações definidas pelo cenário de uso, o que, no contexto
desse trabalho, foi chamado de tempo de resposta. O valor da vazão é
estimado pela Equação (4.14).
T =
∑n
i=1 dc(i)
t
(4.14)
Considerando a simplificação de balanceamento adotada nessa pro-
posta, a Equação (4.14) pode ser simplificada, resultando na Equação
(4.15).
T =
n× dc
t
(4.15)
A aproximação proposta nesse trabalho para o tempo de res-
posta do armazenamento em um sistema de arquivos paralelo para um
determinado cenário de uso considera três casos:
Caso 1: os dados são armazenados apenas na cache dos nodos de ar-
mazenamento, ou seja, da ≤ cache.
Caso 2: a quantidade de dados ultrapassa o limite da cache e a sin-
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cronização com o dispositivo de armazenamento é disparada, ou
seja, da > cache.
Caso 3: ao final da operação, os dados em cache são sincronizados
com o dispositivo de armazenamento por solicitação dos clientes
(chamada de sistema fsync).
Vale ressaltar que essa diferenciação na aproximação do tempo de res-
posta é uma contribuição original dessa pesquisa, cujos resultados pre-
liminares para os casos 1 e 2 foram publicados em (INACIO et al., 2015).
Quando a quantidade de dados da recebida em cada nodo de
armazenamento é menor que o tamanho da cache (caso 1), o tempo de
resposta é aproximado pelo tempo necessário para que os dados sejam
transmitidos pela rede de interconexão, considerando uma taxa efetiva
de Tnet bits por unidade de tempo, mais os custos de atendimento das
Nra requisições nos nodos de armazenamento, conforme indicado pela
Equação (4.16).
tcaso1 =
n× dc
Tnet
+Nra × tserv (4.16)
No caso 2, a quantidade de dados da recebida pelos nodos de
armazenamento é superior ao tamanho reservado para cache. Quando
isso ocorre, inicia-se um processo de sincronização de dados da cache
para o dispositivo de armazenamento. A aproximação para o tempo
de resposta nesse caso considera: o tempo necessário para que as ca-
ches dos m nodos de armazenamento sejam preenchidas, considerando
uma rede de interconexão com taxa efetiva Tnet; o tempo para que
a quantidade de requisições necessárias para completar a cache sejam
servidas por um nodo de armazenamento; e o tempo necessário para
que a quantidade de dados que excedeu a cache seja armazenada no
dispositivo de armazenamento, considerando uma taxa de transferên-
cia Bdisp e um atraso proporcional a latência Ldisp do dispositivo e ao
número de faixas de dados que serão sincronizados, conforme indicam
as Equações (4.17).
t1 =
m× cache
Tnet
t2 =
⌈
cache
r
⌉
× tserv
t3 =
da − cache
Bdisp
+
(
Nsa −
⌊
cache
s
⌋)
× Ldisp
tcaso2 = t1 + t2 + t3
(4.17)
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O terceiro caso aborda cenários em que os processos executando
nos n nodos de computação solicitam explicitamente, por meio da cha-
mada de sistema fsync, a sincronização dos dados enviados no disposi-
tivo de armazenamento. Essa é uma prática adotada por algumas apli-
cações para garantir que na finalização da operação de escrita os dados
estejam persistidos no dispositivo de armazenamento e não apenas na
memória principal. Algumas condições são consideradas na aproxima-
ção do tempo para esse caso. O tempo consumido na transmissão dos
dados na rede de interconexão vai ser no máximo o tempo necessário
para preencher o espaço da cache, visto que nessa situação, a sincroni-
zação dos dados é iniciada independente da requisição do cliente. Da
mesma forma, os custos associados ao atendimento das requisições vão
ser limitados pelo número de requisições necessários para preencher a
cache. Diferentemente do caso 2, no terceiro caso todos os dados en-
viados são sincronizados no dispositivo de armazenamento, conforme
indicam as Equações (4.18).
t1 = min
{(
n× dc
Tnet
)
,
(
m× cache
Tnet
)}
t2 = min
{
Nra,
⌈
cache
r
⌉}
× tserv
t3 =
da
Bdisp
+Nsa × Ldisp
tcaso3 = t1 + t2 + t3
(4.18)
Em resumo, o tempo de resposta do sistema de arquivos paralelo
pode ser aproximado pela Equação (4.19).
t =

tcaso1 , da ≤ cache ∧ ¬fsync
tcaso2 , da > cache ∧ ¬fsync
tcaso3 , fsync
(4.19)
4.3 CONSIDERAÇÕES
Nesse capítulo, a formalização do modelo analítico multivari-
ado proposto nessa pesquisa é apresentada. O objetivo desse modelo
é representar o comportamento do desempenho do armazenamento em
sistemas de arquivos paralelos baseado em um conjunto de variáveis ge-
rais. Um dos principais desafios da representação de modelos multivari-
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ados está justamente na identificação do relacionamento entre diversas
variáveis independentes e a variável dependente.
A construção do modelo apresentado nesse capítulo se deu de
forma iterativa e por meio de diferentes abordagens. Primeiramente,
foi realizado um estudo das características de diferentes sistemas de ar-
quivos paralelos e de propostas de modelagem anteriores encontradas
na literatura. Esse estudo permitiu a seleção de um conjunto inicial de
variáveis e a formalização de algumas expressões básicas. Um amplo
estudo experimental, considerando diferentes plataformas computaci-
onais e casos de uso, possibilitou a caracterização do desempenho do
sistema, que por sua vez, permitiu o refinamento do conjunto de variá-
veis e a formalização de comportamentos mais complexos.
Vale ressaltar que a proposta dessa pesquisa se diferencia das
anteriores por alguns aspectos. Essa proposta avança no sentido de
representar o impacto de um grande número de variáveis no desem-
penho do armazenamento em sistemas de arquivos paralelos de forma
analítica, para um espectro maior de cenários de uso. Se diferencia
também por ter sido construída e avaliada a partir de um número bas-
tante significativo de experimentos conduzidos em ambientes reais. O
detalhamento dos experimentos e os resultados da caracterização e ava-
liação do modelo proposto são apresentados no próximo capítulo.
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5 AMBIENTE E RESULTADOS EXPERIMENTAIS
Para compreender o comportamento real do desempenho de sis-
temas de arquivos paralelos e avaliar o modelo proposto nesse trabalho,
um amplo conjunto de experimentos foi realizado. Nesses experimentos
foram avaliados o tempo de resposta e a vazão do sistema de arquivos
paralelo para diferentes cenários de uso, que, no contexto dessa pes-
quisa, representam combinações de valores para o conjunto de fatores
considerados (ver Seção 4.1). No total, foram 1.111.346 observações
formalmente coletadas durante os experimentos.
A Seção 5.1 descreve as quatro plataformas computacionais utili-
zadas e o método experimental. A caracterização do efeito de diferentes
variáveis no desempenho do armazenamento em sistemas de arquivos
paralelos é apresentada na Seção 5.2. Na Seção 5.3, se discute a avali-
ação do modelo proposto nessa pesquisa.
5.1 AMBIENTE EXPERIMENTAL E MÉTODO
Para a realização dos experimentos conduzidos nessa pesquisa,
quatro ambientes computacionais foram utilizados: dois clusters dedi-
cados, Sagittaire e Graphene, no Grid’5000 (CAPPELLO et al., 2005), na
França; um ambiente na nuvem pública da Microsoft Azure (MICRO-
SOFT, 2014); e um ambiente virtualizado no Laboratório de Pesquisa
em Sistemas Distribuídos (LAPESD) da Universidade Federal de Santa
Catarina (UFSC).
O cluster Grid’5000 Sagittaire conta com 79 nodos Sun Fire
V20z. Cada nodo possui um processador AMD Opteron 250 com 2
núcleos a 2,4 GHz, 2 GiB de memória RAM e um disco SCSI de 73
GiB. Os nodos estão interconectados por meio de uma rede Gigabit
Ethernet. Em cada nodo foi executado o sistema operacional Debian
6, com kernel 2.6.32 e sistema de arquivos local ext3. Nesse ambiente,
32 nodos foram utilizados para armazenamento e 16 para computação.
O cluster Grid’5000 Graphene apresenta 144 nodos Carri System
CS-5393B interligados por um rede Infiniband-20G. Cada nodo conta
com um processador Intel Xeon X3440 com 4 núcleos a 2,53 GHz, 16
GiB de memória RAM e um disco SATA II de 320 GiB. O Debian
6 foi o sistema operacional utilizado nos nodos, com kernel 2.6.32 e
sistema de arquivos local ext3. 32 nodos foram dedicados à função de
armazenamento e 16 a função de computação.
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Um ambiente na nuvem pública da Microsoft Azure foi criado
utilizando 32 máquinas virtuais (MV) do tipo Standard Small (A1).
Essas instâncias são compostas de um processador virtual, 1,75 GiB
de memória RAM e um disco virtual de 30 GiB. Em cada MV foi
instalado o sistema operacional CentOS 6.5 (kernel 2.6.32), com sistema
de arquivos local ext4. Das 32 MVs disponíveis, 16 foram utilizadas
como nodos de armazenamento e 16 como nodos de computação.
Um ambiente virtualizado foi criado no LAPESD utilizando uma
máquina IBM System x3650 M3 com 2 processadores Intel Xeon E5649
a 2,53 GHz, 32 GiB de memória RAM e 4 discos SAS organizados
em RAID-5. Cada processador apresenta 6 núcleos hyper threading
(12 threads). O VMWare ESXi 5.5 foi utilizado como hypervisor para
criação de 24 MVs. Um processador virtual, 1 GiB de memória RAM
e um disco virtual de 20 GiB foi alocado para cada MV. O sistema
operacional CentOS 6.5, com kernel 2.6.32 e sistema de arquivos local
ext4 foi instalado em cada MV. 16 das 24 MVs foram utilizados como
nodos de armazenamento e 8 como nodos de computação.
O sistema de arquivos paralelo OrangeFS versão 2.8.8 (ORAN-
GEFS, 2014) foi instalado em todos os ambientes computacionais. Esse
sistema de arquivos paralelo foi escolhido por ser utilizado em diversos
ambientes reais e trabalhos de pesquisa sobre armazenamento paralelo.
A geração da carga de trabalho foi realizada utilizando o benchmark
Interleaved Or Random (IOR) (LAWRENCE LIVERMORE NATIONAL LA-
BORATORY, 2014). O IOR é um benchmark desenvolvido e amplamente
utilizado para avaliação de sistemas de E/S de alto desempenho. Suas
facilidades de configuração permitem geração diferentes tipos de pa-
drões de acesso e cargas de trabalho.
Cada cenário de uso, caracterizado por uma combinação de valo-
res para os diferentes fatores considerados, foi avaliado por no mínimo
30 repetições (observações experimentais). Em alguns casos, um nú-
mero maior de repetições foi necessário em função da grande variabili-
dade observada nas amostras. A Tabela 2 apresenta os valores definidos
para diversos fatores nos experimentos dessa pesquisa.
Na Tabela 3, são apresentados valores para fatores inerentes
às características dos ambientes experimentais: Grid’5000 Sagittaire
(G5K Sag.), Grid’5000 Graphene (G5K Gra.), Microsoft Azure (Azure)
e LAPESD. Esses valores foram obtidos utilizando ferramentas como
IPERF3 (ESNET, 2014), dstat (WIEERS, 2014) e strace (LEVIN; MC-
GRATH; AKKERMAN, 2014), além de rastros de execução capturados
pelos logs do OrangeFS.
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Tabela 2: Valores definidos para análise experimental.
Fator Descrição Valores
n
Número de nodos de
computação 1, 2, 4, 8, 16
m
Número de nodos de
armazenamento 1, 2, 4, 8, 16, 32
dc
Quantidade de dados enviada
por nodo de computação (em
MiB)
1, 2, 4, 8, 16, 32, 64,
128, 256, 512, 1024
r
Tamanho da requisição de
escrita (em KiB)
32, 64, 128, 256,
512, 1024
s
Tamanho da faixa do sistema de
arquivos paralelo (em KiB) 16, 32, 64, 128, 256
fsync
Invocação explícita de
sincronização de dados no
dispositivo de armazenamento
sim, não
TCP Controle de congestionamentoTCP
Reno, Westwood,
Highspeed, CUBIC
API Interface com sistema dearquivos paralelo POSIX, MPI-IO
5.2 CARACTERIZAÇÃO DE DESEMPENHO
Visando prover uma caracterização do comportamento real des-
ses sistemas, uma extensa análise experimental foi realizada verificando
o efeito de diferentes fatores no desempenho do armazenamento em
sistemas de arquivos paralelos. Esse esforço permitiu não apenas re-
produzir efeitos observados em estudos anteriores (KUNKEL; LUDWIG,
2007; CARNS et al., 2009; SAINI et al., 2012) como também identificar
novos comportamentos relativos a influência de fatores não explorados
anteriormente. Nessa seção, são apresentados apenas os resultados que
refletem contribuições originais desse trabalho de pesquisa.
Cenários típicos de uso de sistemas de arquivos paralelos envol-
vem uma grande quantidade de clientes simultâneos. Isso pode gerar,
dependendo da infraestrutura disponível, um alto nível de concorrência
pelo acesso a rede de interconexão. Nesse trabalho, o desempenho do
sistema de arquivos paralelo foi avaliado para quatro algoritmos de con-
trole de congestionamento TCP: CUBIC, Highspeed, Reno e Westwood.
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Tabela 3: Valores de fatores medidos nos ambientes experimentais.
Fator Descrição G5K Sag. G5K Gra. Azure LAPESD
BnetC
Taxa de transmissão
nominal da rede nos
nodos de computação (em
Gbps)
1 20 1 1
BnetA
Taxa de transmissão
nominal da rede nos
nodos de armazenamento
(em Gbps)
1 20 1 4
Bdisp
Taxa de transferência do
dispositivo de
armazenamento (em
MiB/s)
60 120 50 50
Ldisp
Atraso decorrente de
características do
dispositivo de
armazenamento (em
segundos)
0,0002 0,0002 0,0002 0,0004
cache
Tamanho da cache de
escrita (em MiB) 200 1600 175 100
tserv
Custo de atendimento de
uma requisição (em
segundos)
0,0008 0,0002 0,0005 0,0001
A Figura 8 ilustra o comportamento observado para 160 cenários de
uso no ambiente LAPESD. Os cenários crescem em complexidade da
Figura 8: Comparação da vazão do sistema de arquivos paralelos com
diferentes algoritmos de controle de congestionamento TCP no ambi-
ente LAPESD.
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esquerda para a direita, ou seja, o primeiro cenário corresponde a um
caso com um nodo de armazenamento e um nodo de computação, es-
crevendo arquivos de 1 MiB; e o último caso corresponde a 16 nodos de
armazenamento e 8 nodos de computação, escrevendo arquivos de 128
MiB.
Observa-se no gráfico a impossibilidade de distinguir o compor-
tamento dos diferentes algoritmos. De fato, a média das diferenças de
desempenho entre o melhor e o pior algoritmo para cada cenário de
uso foi de aproximadamente 6%. Sendo assim, conclui-se que para os
cenários de uso explorados, a opção por um dos quatro algoritmos de
controle de congestionamento avaliados não contribui para o desempe-
nho do sistema de arquivos paralelo.
Como mencionado anteriormente, a representação do efeito da
cache de escrita dos nodos de armazenamento no desempenho do sis-
tema de arquivos paralelo é um contribuição original dessa pesquisa.
Esse efeito foi identificado pela análise do desempenho do armazena-
mento de acordo com o volume total de dados enviados para o sistema.
O volume total de dados corresponde ao somatório da quantidade de
dados enviado por cada cliente. As Figuras 9, 10 e 11 ilustram esse
efeito para os ambientes Microsoft Azure, LAPESD e Grid’5000 Sagit-
taire, respectivamente. O tamanho da faixa utilizada no sistema de
arquivos paralelo para esse cenário foi de 64 KiB e cada cliente utili-
zando requisições de 1 MiB.
Figura 9: Efeito da cache de escrita no desempenho do sistema de
arquivos paralelos no ambiente Microsoft Azure.
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É possível observar nos resultados que a vazão do sistema cresce
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Figura 10: Efeito da cache de escrita no desempenho do sistema de
arquivos paralelos no ambiente LAPESD.
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Figura 11: Efeito da cache de escrita no desempenho do sistema de
arquivos paralelos no cluster Grid’5000 Sagittaire.
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com o volume de dados, atinge um ponto máximo e descresce. Essa
queda na vazão reflete a sincronização dos dados no dispositivo de ar-
mazenamento secundário em função do preenchimento da cache. O
volume de dados no qual o ponto máximo é obtido dobra quando o
número de nodos de armazenamento também dobra. Isso ocorre por-
que com o aumento do número de nodos de armazenamento, cada nodo
recebe uma parcela menor dos dados. Dessa forma, o sistema como um
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todo é capaz de suportar a escrita de um volume maior de dados na
cache, oferecendo melhor desempenho.
Outro comportamento identificado na caracterização realizada
nessa pesquisa é o efeito da invocação explícita da sincronização dos
dados da cache de escrita no dispositivo de armazenamento pelos clien-
tes. Essa invocação é realizada por meio da chamada de sistema fsync.
As Figuras 12, 13 e 14 ilustram a vazão do armazenamento em sistemas
de arquivos paralelos com e sem a chamada de fsync para diferentes
volumes de dados, para os ambientes Grid’5000 Sagittaire, Microsoft
Azure e LAPESD, respectivamente. Os resultados refletem cenários
com 8 nodos de computação, 4 nodos de armazenamento, tamanhos de
requisição de 1 MiB e tamanho de faixa de 64 KiB.
Figura 12: Desempenho do sistema de arquivos paralelos no cluster
Grid’5000 Sagittaire com e sem invocação da chamada de sistema
fsync.
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Dois aspectos são particularmente interessantes nesses resulta-
dos. Primeiro, o significativo ganho de desempenho proporcionado pelo
uso da cache de escrita. Uma vazão superior foi observada na curva
que representa o comportamento sem a chamada de fsync. Segundo, a
aproximação das duas curvas quando o volume de dados é superior ao
espaço de cache provido pelo sistema. São cenários em que, mesmo sem
a invocação do fsync, os dados são sincronizados com o dispositivo de
armazenamento.
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Figura 13: Desempenho do sistema de arquivos paralelos no ambiente
Microsoft Azure com e sem invocação da chamada de sistema fsync.
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Figura 14: Desempenho do sistema de arquivos paralelos no ambiente
LAPESD com e sem invocação da chamada de sistema fsync.
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5.3 AVALIAÇÃO DO MODELO
Para avaliar o modelo proposto nesse trabalho (ver Seção 4.2),
os valores estimados pelo modelo foram comparados com os valores
medidos nos quatro ambientes experimentais apresentados na Seção
5.1 para diferentes cenários de uso. Em função do grande volume de
resultados, um subconjunto desses, considerados mais relevantes para
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a argumentação dessa avaliação, são apresentados.
Os resultados apresentados referem-se aos tempos de resposta
estimados e medidos de acordo com diferentes cenários de uso. A com-
plexidade dos cenários de uso cresce da esquerda para a direita no eixo
x dos gráficos apresentados nessa seção. Esse crescimento se dá pelo
aumento dos valores das variáveis (ver Tabela 2) na seguinte ordem: ta-
manho da faixa, tamanho da requisição, quantidade de dados, número
de nodos de computação e número de nodos de armazenamento.
Por exemplo, um primeiro cenário seria definido por um nodo de
armazenamento, um nodo de computação, escrevendo 1 MiB de dados,
utilizando requisições de 32 KiB, com tamanho de faixa igual a 16
KiB. O cenário seguinte manteria o valor de todas as variáveis, com
exceção do tamanho de faixa, que aumenteria para 32 KiB. O processo
continua até que se tenha no último cenário, mais a direita no gráfico, a
configuração máxima para aquele ambiente, em termos de quantidade
de nodos de computação e de armazenamento.
Vale observar que nem todos os cenários (combinações) possí-
veis foram medidos para todos os ambientes por limitações de tempo
e de acesso aos ambientes computacionais para a realização dos expe-
rimentos. Entretanto, comparado ao que foi observado em trabalhos
anteriores, o número de cenários avaliados nessa pesquisa é significati-
vamente superior e pode ser considerado suficiente para as conclusões
obtidas.
Figura 15: Comparação do desempenho estimado pelo modelo e medido
no cluster Grid’5000 Graphene para cenários no caso 1.
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A avaliação do modelo proposto foi realizada de acordo com os
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três casos representados (ver Seção 4.2). Para demonstrar a avalia-
ção do caso 1, em que os dados são armazenados apenas na cache dos
nodos de armazenamento, os resultados obtidos no cluster Grid’5000
Graphene foram utilizados. A Figura 15 ilustra a comparação entre o
desempenho estimado pelo modelo e medido experimentalmente. Por
meio desse panorama geral, é possível observar que, em termos com-
portamentais, não há grandes desvios entre o desempenho medido e
estimado. Em termos absolutos, por outro lado, obsera-se que o tempo
de resposta medido é, em grande parte dos casos, superior ao estimado.
Na Figura 16, um subconjunto dos cenários, em que o número
de nodos de armazenamento foi limitado em 8, é utilizado para ilustrar
com mais detalhes esse comportamento. Nesse gráfico, as caracterís-
Figura 16: Efeito da taxa de transissão da rede de interconexão nas
estimativas do modelo para o cluster Grid’5000 Graphene nos cenários
do caso 1.
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ticas qualitativas e quantitativas das estimativas para esse ambiente
ficam mais evidentes. Observa-se a reprodução correta do comporta-
mento, porém com valores subestimados. Por meio de uma análise ex-
perimental mais pontual, verificou-se que a causa dessa diferença quan-
titativa pode estar relacionada com a taxa de transmissão da rede de
interconexão. No modelo, utilizou-se como parâmetro a taxa nominal
(20 Gbps) divulgada no site do Grid’5000 (GRID’5000, 2014). Experi-
mentos com o benchmark IPERF3, no entanto, apresentaram uma taxa
máxima de 14 Gbps. Considerando uma taxa de interconexão menor,
o tempo de resposta estimado pelo modelo aumenta, se aproximando
dos valores medidos. É interessante observar, com base nesse incidente,
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como o modelo proposto nesse trabalho pode auxiliar na identificação
de comportamentos não esperados em um ambiente de sistemas de ar-
quivos paralelo.
Os resultados experimentais medidos no ambiente LAPESD fo-
ram utilizados para demonstrar a capacidade de representação do mo-
delo proposto para o caso 2. No caso 2, a quantidade de dados enviada
para o sistema ultrapassa o limite da cache e a sincronização com o
dispositivo de armazenamento é disparada. A Figura 17 apresenta a
comparação entre os tempos de resposta medidos experimentalmente e
os estimados pelo modelo para diferentes cenários de uso.
Figura 17: Comparação do desempenho estimado pelo modelo e medido
no ambiente LAPESD para cenários no caso 2.
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É possível observar nesses resultados que o modelo foi capaz de
representar com sucesso tanto o comportamento quanto a amplitude
do desempenho para pouco mais da metade dos cenários de uso nesse
ambiente. Entretanto, à medida que a quantidade de nodos de armaze-
namento aumenta, percebe-se, primeiramente, um desvio na amplitude
do desempenho, seguido por desvios na representação do próprio com-
portamento do sistema.
Para detalhar esse efeito, os resultados de um subconjunto des-
ses cenários de uso, com 4, 8 e 16 nodos de armazenamento, é apre-
sentado na Figura 18. Nesse gráfico, os desvios na comparação podem
ser observados mais claramente. A causa para o crescimento no des-
vio acompanhar o crescimento no número de nodos de armazenamento
pode estar relacionada à virtualização. Esse ambiente foi criado sobre
uma única máquina física. Dessa forma, todas as máquinas virtuais
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Figura 18: Efeito da virtualização nas estimativas do modelo para o
ambiente LAPESD nos cenários do caso 2.
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(MV) disputam os recursos disponíveis. No caso 2, quando a sincroni-
zação dos dados é disparada, as MVs competem pelo acesso aos discos
rígidos. Isso provoca um atraso maior no processo, não representado
no modelo. Esse efeito foi verificado, por meio da execução de testes
simultâneos de escrita local em cada um dos nodos de armazenamento.
Vale ressaltar que, apesar dos desvios serem consideráveis, essa arqui-
tetura não é uma opção comum em ambientes reais de armazenamento
paralelo e, portanto, não desqualifica significativamente a capacidade
de representação do modelo.
A demonstração da avaliação do caso 3, em que a sincronização
dos dados é invocada explícitamente pelos clientes, do modelo proposto
é realizada utilizando os resultados do ambiente Microsoft Azure. A Fi-
gura 19 apresenta a comparação do desempenho estimado pelo modelo
e medido no ambiente. Apesar de tratar-se também de um ambiente
virtualizado, o modelo foi capaz de reproduzir qualitativamente o com-
portamento do desempenho para os diferentes cenários de uso no am-
biente criado na nuvem pública Microsoft Azure. Diferentemente da
arquitetura do ambiente LAPESD, a configuração realizada na Micro-
soft Azure pode efetivamente vir a ser utilizada no futuro, considerando
esforços existentes para execução de computação de alto desempenho
sobre plataformas de nuvem computacional. Do ponto de vista quan-
titativo, observa-se que o modelo subestima o tempo de resposta para
a maior parte dos cenários.
Para explorar esse comportamento, os resultados de um subcon-
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Figura 19: Comparação do desempenho estimado pelo modelo e medido
no ambiente Microsoft Azure para cenários no caso 3.
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junto dos cenários de uso, em que o número de nodos de armazenamento
foi fixado em 4, são apresentados na Figura 20. Nesse ambiente, assim
Figura 20: Detalhe dos desvios nas estimativas do modelo para o am-
biente Microsoft Azure nos cenários do caso 3.
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como no do LAPESD, é esperado que um desvio entre o valor estimado
e o valor medido para o desempenho exista em função do compartilha-
mento de recursos físicos entre MVs. Para esse ambiente, no entanto,
as informações disponíveis sobre a alocação das MVs não são suficien-
tes para determinar as causas do comportamento observado. Além da
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concorrência pelos recursos físicos, variações de até 300 Mbps nas ta-
xas de transmissão da rede entre MVs, medidas utilizando o benchmark
IPERF3, podem ter provocado os desvios observados.
Os melhores resultados na comparação de valores medidos e es-
timados foram obtidos para o cluster Grid’5000 Sagittaire. As Figuras
21, 22 e 23 demonstram esses resultados para os três casos aborda-
dos. Se observa nesses gráficos a similaridade entre o comportamento
representado pelo modelo e o desempenho medido experimentalmente.
Figura 21: Comparação do desempenho estimado pelo modelo e medido
no cluster Grid’5000 Sagittaire para cenários no caso 1.
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Esses melhores resultados podem ser atribuídos a alguns aspec-
tos. Diferentemente dos ambientes virtualizados, como os ambientes
LAPESD e Microsoft Azure, condições de compartilhamento de recur-
sos não foram observados no cluster. De fato, cada nodo do cluster
possui um conjunto próprio de processores, memória e discos rígidos.
Com relação ao cluster Grid’5000 Graphene, a diferença nos re-
sultados pode estar vinculada a ocupação do cluster. O Graphene é o
cluster com a maior quantidade de nodos no Grid’5000 e sua utilização é
altamente concorrida. Durante os experimentos, foram comuns os casos
em que foi possível reservar apenas uma parte dos nodos disponíveis.
Logo, enquanto os experimentos dessa pesquisa foram desenvolvidos,
diversos outros experimentos estavam possivelmente em execução ao
mesmo no cluster, consumindo recursos de rede, por exemplo. Essa
condição praticamente não ocorreu nas reservas do cluster Grid’5000
Sagittaire, em que a maior parte do cluster era dedicada aos experi-
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Figura 22: Comparação do desempenho estimado pelo modelo e medido
no cluster Grid’5000 Sagittaire para cenários no caso 2.
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Figura 23: Comparação do desempenho estimado pelo modelo e medido
no cluster Grid’5000 Sagittaire para cenários no caso 3.
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mentos dessa pesquisa.
Concluindo essa seção, a avaliação da acurácia do modelo pro-
posto, em termos quantitativos, para os três casos de teste e os quatro
ambientes experimentais é apresentada na Tabela 4. O erro percentual
médio absoluto (do inglês, mean absolute percentage error - MAPE),
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Tabela 4: Erro percentual médio absoluto do modelo para os quatro
ambientes experimentais.
Ambientes Caso 1 Caso 2 Caso 3 Total
LAPESD 54,08% 63,44% 67,11% 60,41%
Microsoft Azure 66,25% 48,14% 68,95% 65,29%
Grid’5000 Sagittaire 43,36% 32,60% 34,53% 39,75%
Grid’5000 Graphene 74,62% 144,13% - 78,86%
foi utilizado para essa avaliação e é dado pela Equação (5.1).
MAPE =
1
n
×
n∑
i=1
∣∣∣∣Ri − EiRi
∣∣∣∣× 100% (5.1)
em que n é o número de observações, Ri é o valor medido e Ei é o valor
estimado na i-ésima amostra. A acurácia do modelo para o caso 3 no
cluster Grid’5000 Graphene não foi avaliada porque experimentos com
chamadas de sistemas fsync não foram realizados naquele ambiente.
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6 CONCLUSÕES E TRABALHOS FUTUROS
Sistemas de arquivos paralelos vêm sendo amplamente utiliza-
dos para suportar aplicações que manipulam enormes quantidades de
dados, problema esse conhecido como Big Data. Contudo, a utilização
eficiente dessa solução de armazenamento depende da compreensão do
seu comportamento diante de diferentes condições de uso. Essa é uma
tarefa complexa, visto o caráter multivariado do problema. O desempe-
nho do sistema de arquivos paralelo depende do relacionamento entre
um grande número de variáveis, como o número de nodos de computa-
ção e de armazenamento, taxa de transmissão da rede de interconexão,
entre outros.
Objetivando prover um melhor entendimento sobre o compor-
tamento do desempenho do armazenamento em sistemas de arquivos
paralelos para diferentes configurações e cargas de trabalho, foi pro-
posto nessa pesquisa um modelo analítico multivariado. A opção por
um modelo analítico permite que estimativas aproximadas sejam obti-
das em um curto período de tempo e com baixo custo computacional.
Um extenso conjunto de experimentos, composto por 1.111.346
observações, combinando diferentes valores para um conjunto de 11 va-
riáveis, foi executado utilizando quatro ambientes computacionais re-
ais: dois clusters dedicados, Sagittaire e Graphene, na Grid’5000 (na
França); um ambiente na nuvem pública da Microsoft Azure; e um am-
biente virtualizado no LAPESD. Com base nos resultados obtidos, uma
caracterização do efeito dos diferentes fatores no desempenho do arma-
zenamento foi realizada. Entre os efeitos observados, a caracterização
de três deles são contribuições diferenciais dessa pesquisa.
Verificou-se que, para os cenários de uso analisados, o uso de qua-
tro algoritmos de controle de congestionamento TCP diferentes (CU-
BIC, Highspeed, Reno, Westwood) não contribuiu significativamente
para o desempenho do sistema de arquivos paralelo. A influência da
cache de escrita do sistema operacional dos nodos de armazenamento
no desempenho geral do sistema de arquivos paralelo foi outro aspecto
caracterizado nessa pesquisa. Ganhos de desempenho significativos fo-
ram observados para cenários de uso em que as caches dos nodos de
armazenamento suportam o volume total de dados enviado para o sis-
tema. Vale ressaltar que em propostas anteriores encontradas na litera-
tura, o efeito da cache foi evitado experimentalmente ou utilizado para
justificar erros de predição. Esse trabalho apresenta também a caracte-
rização do efeito de invocações explícitas (chamadas de sistema fsync)
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de sincronização de dados da cache nos dispositivos de armazenamento.
Mostrou-se que essa invocação tem efeito similar ao comportamento ob-
servado quando o volume de dados enviado para o sistema é superior
às caches dos nodos de armazenamento.
A partir dessa caracterização e das definições fundamentais de
sistemas de arquivos paralelos, a formalização do modelo analítico mul-
tivariado passou por diversas evoluções, culminando na versão apre-
sentada nesse trabalho. Foram considerados no modelo apenas variá-
veis presentes na arquitetura básica de sistemas de arquivos paralelos.
Ainda assim, esse modelo é capaz de representar relacionamentos com-
plexos, explorando características, como o tamanho da faixa do sistema
de arquivos paralelo, e efeitos, como a influência da cache no desempe-
nho, não explorados em trabalhos anteriores.
O modelo foi avaliado com relação à reprodução do comporta-
mento e dos valores estimados, comparando seus resultados com as
observações obtidas nos ambientes experimentais. Em termos de com-
portamento, pode-se considerar que o modelo proposto nessa pesquisa
teve sucesso na representação do desempenho do armazenamento em
sistemas de arquivos paralelos. Um diferencial desse modelo, com rela-
ção aos trabalhos anteriores, é a representação do tempo de resposta de
acordo com três casos distintos: um caso para escrita apenas na cache
dos nodos de armazenamento; um caso para quando a quantidade de
dados é maior que o tamanho da cache e a sincronização com o disposi-
tivo de armazenamento é disparada; e um caso para quando os clientes
invocam explicitamente a sincronização com os dispositivos, por meio
da chamada de sistema fsync.
Com relação a acurácia do modelo, relativa à propriedade de fide-
lidade dos valores estimados com os valores medidos nos experimentos,
desvios percentualmente significativos foram observados. Entretanto,
mostrou-se que parte desses desvios podem ser provenientes de situa-
ções particulares observadas nos experimentos, como compartilhamento
de recursos físicos, diferença entre parâmetros anunciados e observa-
dos na prática, entre outros. Em experimentos conduzidos no cluster
Grid’5000 Sagittaire, em que essas condições foram menos propícias,
um erro percentual médio de 39,75% foi obtido. Comparando esse re-
sultado a resultados obtidos com outros modelos analíticos e baseados
em simulação apresentados nessa pesquisa, e considerando a quantidade
superior de cenários e observações utilizadas nessa avaliação, pode-se
considerar que as estimativas do modelo são apropriadas.
Uma das principais dificuldades encontradas na realização dessa
pesquisa foi o tratamento do grande número de variáveis envolvidas. A
77
explosão combinatorial provocada pela quantidade de variáveis e valo-
res analisados exigiu um grande esforço a nível de realização de expe-
rimentos e de análise de resultados. Até mesmo aspectos usualmente
considerados simples, como a visualização de resultados, tornam-se par-
ticularmente desafiadores para problemas com mais de 4 variáveis. Di-
versas técnicas estatísticas, de análise multivariada e de aproximação
de curvas foram utilizadas no desenvolvimento dessa pesquisa.
Espera-se que o modelo analítico multivariado resultante desse
trabalho de pesquisa possa ser utilizado para identificação de compor-
tamentos não esperados em ambientes reais, projetos de novas arquite-
turas de armazenamento, dimensionamento de ambientes, suporte para
algoritmos de escalonamento e de seleção de recursos, desenvolvimento
de simuladores e benchmarks, entre outros.
6.1 TRABALHOS FUTUROS
Embora os resultados obtidos neste trabalho terem sido conside-
rados satisfatórios, o modelo proposto pode ser estendido em trabalhos
futuros de diversas maneiras. Entre as possíveis, estão:
• consideração do efeito do compartilhamento de recursos para am-
bientes de armazenamento em nuvens computacionais;
• representação de operações de leitura;
• aplicação do modelo em soluções de otimização.
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A.1 PUBLICAÇÕES
Durante a realização dessa pesquisa, alguns trabalhos foram pro-
duzidos. Uma revisão bibliográfica sobre a utilização do processo de
caracterização de carga de trabalho para melhoria de desempenho e de
eficiência energética em sistemas de computação de alto desempenho,
nuvens computacionais e Big Data, resultou na seguinte publicação:
Título: A Survey into Performance and Energy Efficiency in HPC,
Cloud and Big Data Environments.
Autores: Eduardo Camilo Inacio e Mario Antonio Ribeiro Dantas.
Periódico: International Journal of Networking and Virtual Organi-
sations (IJNVO).
Ano: 2014.
Extrato QUALIS: B3.
Um resumo estendido apresentando a caracterização e modela-
gem do efeito da cache dos sistemas operacionais utilizados nos nodos
de armazenamento sobre o desempenho geral do sistema de arquivos
paralelo resultou na seguinte publicação:
Título: Performance Impact of Operating Systems’ Caching Parame-
ters on Parallel File Systems.
Autores: Eduardo Camilo Inacio, Francieli Zanon Boito, Douglas Dyl-
lon Jerônimo de Macedo, Mario Antonio Ribeiro Dantas e Phi-
lippe Olivier Alexandre Navaux.
Conferência: ACM/SIGAPP Symposium on Applied Computing (Spe-
cial Track on Operating Systems).
Ano: 2015.
Extrato QUALIS: A1.
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B.1 RESULTADOS ADICIONAIS
Na Seção 5.3 são apresentados os resultados da avaliação do mo-
delo proposto. Em virtude do grande número de resultados, a apresen-
tação destes foi dividida com relação aos três casos considerados para
o cálculo do tempo de resposta (ver Seção 4.2). Para a argumentação
de cada caso, foram utilizados os resultados de um dos ambientes ex-
perimentais. Neste apêndice, são apresentados resultados da avaliação
complementares aos da Seção 5.3.
Para a avaliação do caso 1, em que as caches dos nodos de arma-
zenamento suportam o volume de dados enviados para a escrita, foram
utilizados os resultados pertinentes ao cluster Grid’5000 Graphene. Os
resultados para o mesmo caso nos ambientes criados na Microsoft Azure
e no LAPESD são apresentados, respectivamente, nas Figuras 24 e 25.
Figura 24: Comparação do desempenho estimado pelo modelo e medido
no ambiente Microsoft Azure para cenários no caso 1.
0
2
4
6
8
10
12
14
16
18
20
0 400 800 1200 1600 2000
T
em
p
o
d
e
R
es
p
os
ta
(s
)
Cena´rio de Uso
Modelo
Real
Observa-se nos resultados dos dois ambientes uma similaridade
entre o comportamento representado pelo modelo e o observado expe-
rimentalmente. Em termos de valores absolutos, os resultados indicam
que o modelo subestima o tempo de resposta fornecido pelo ambiente.
Conforme discutido anteriormente, uma das causas para o tempo de
resposta medido nos ambientes Microsoft Azure e LAPESD ser supe-
rior ao tempo estimado pelo modelo é o compartilhamento de recursos
físicos entre os nodos de armazenamento. Esse efeito é melhor obser-
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vado nos resultados do ambiente LAPESD (Figura 25) para os cenários
de uso (eixo x) mais a direita, que são os cenários com maior número
de nodos de armazenamento.
Figura 25: Comparação do desempenho estimado pelo modelo e medido
no ambiente LAPESD para cenários no caso 1.
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Os resultados do ambiente LAPESD foram utilizados nesta dis-
sertação para apresentar a avaliação do modelo para o caso 2: caso em
que o volume de dados enviado para o sistema de arquivos paralelo su-
pera o espaço da cache de escrita. Nas Figuras 26 e 27 são apresentados
os resultados referentes ao mesmo caso no cluster Grid’5000 Graphene
e no ambiente Microsoft Azure.
Nos resultados do caso 2 para o cluster Grid’5000 Graphene (Fi-
gura 26) são observados significativos desvios em termos de valores ab-
solutos estimados pelo sistema, confirmando o erro percentual elavado
apresentado na Tabela 4. Em termos de representação do comporta-
mento das curvas de desempenho, observa-se que pontos discretos dos
resultados experimentais são aparentemente simplificados pelo modelo.
A explicação para estes resultados requer uma análise pontual neste
ambiente e deverá ser conduzida em trabalhos futuros.
A representação do caso 2 no ambiente Microsoft Azure (Figura
27), por outro lado, foi a que obteve o menor erro percentual médio
neste ambiente. Percebe-se nos resultados a similaridade na representa-
ção do comportamento e a aproximação dos valores absolutos estimados
pelo modelo.
Por fim, a avaliação do terceiro caso foi apresentada nesta disser-
tação utilizando os resultados do ambiente Microsoft Azure. O terceiro
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Figura 26: Comparação do desempenho estimado pelo modelo e medido
no cluster Grid’5000 Graphene para cenários no caso 2.
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Figura 27: Comparação do desempenho estimado pelo modelo e medido
no ambiente Microsoft Azure para cenários no caso 2.
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caso refere-se aos cenários em que o cliente invoca explicitamente a sin-
cronização de dados nos dispositivos de armazenamento por meio da
chamada de sistema fsync. A Figura 28 apresenta a avaliação deste
caso para o ambiente LAPESD.
Assim como nos casos anteriores, percebe-se que o modelo é ca-
paz de representar o comportamento do desempenho do sistema para
uma significativa quantidade de cenários de uso. Em termos da esti-
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Figura 28: Comparação do desempenho estimado pelo modelo e medido
no ambiente LAPESD para cenários no caso 3.
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mativa de valores absolutos, percebe-se que a diferença entre o valor
predito e medido aumenta de esquerda para a direita no eixo x. Esse
efeito foi descrito na argumentação do caso 2 da Seção 5.3, utilizando
os resultados deste mesmo ambiente como exemplo. Trata-se da con-
corrência de acesso aos dispositivos de armazenamento, provocado pelo
processo de sincronização. Como a quantidade de nodos de armazena-
mento aumenta da esquerda para a direita no eixo x, os cenários de
uso mais a direita apresentam um maior nível de concorrência e, por
consequência, um maior atraso na sincronização.
