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CLASSES OF CONTRACTIONS AND HARNACK DOMINATION
CATALIN BADEA, LAURIAN SUCIU, AND DAN TIMOTIN
Abstract. Several properties of the Harnack domination of linear operators acting on
Hilbert space with norm less or equal than one are studied. Thus, the maximal elements
for this relation are identified as precisely the singular unitary operators, while the mini-
mal elements are shown to be the isometries and the adjoints of isometries. We also show
how a large range of properties (e.g. convergence of iterates, peripheral spectrum, ergodic
properties) are transfered from a contraction to one that Harnack dominates it.
1. Introduction
The classical Harnack inequality for positive harmonic functions in the unit disc was gen-
eralized to some operator inequalities for contractions (linear operators of norm no greater
than one) on Hilbert space by Ion Suciu in the 1970s. Using this generalized inequality, a
preorder relation for Hilbert space contractions, called the Harnack domination, has been
introduced in [22, 23]. Notice also that different operator theoretical generalizations of the
Harnack inequality have been proved by Ky Fan (see [8] and the references therein); we will
not consider these generalizations here.
The Harnack preorder condition between two contractions can be expressed in several
equivalent forms: majorization of the associated operator Poisson kernels, certain positive-
definiteness conditions or majorization of the semi-spectral measures (cf. Theorem 2.1 below).
It has both analytic and geometric consequences. The preorder given by Harnack domination
induces an equivalence relation, the corresponding equivalence classes being the Harnack
parts. The concept of Harnack parts, as well as the hyperbolic metric defined in [26], are
the analogues in the noncommutative case of the Gleason parts and metric defined in the
context of function algebras. Different aspects of the Harnack domination of contractions
have been studied by several authors [1,4,9,16,22–27]. An extension of Harnack domination
to the operators of class Cρ (that is ρ-contractions) in the sense of [28] appears in [6], while
in [20,21] the Harnack domination in the non-commutative unit ball, or Cρ-ball of B(H)n for
n > 1 was studied.
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The aim of the present paper is to study several properties of Harnack domination of
contractions on a Hilbert space. We identify the maximal elements for this relation as pre-
cisely the singular unitary operators. We prove that the minimal elements are the isometries
and the coisometries (adjoints of isometries). We also show how a large range of properties
are transferred from a contraction to one that Harnack dominates it. A useful tool is the
asymptotic limit ST , defined as the strong limit of the sequence {T ∗nT n}n∈N.
The plan of the paper is the following. Section 2 is devoted to different preliminary defi-
nitions and results. Among other we include a new characterization of Harnack domination
of an isometry by a contraction, which is useful in the sequel. This characterization is in
terms of the behaviour of the resolvent of one operator applied to the difference of the two
operators and quickly gives the characterization of minimal elements for the Harnack dom-
ination. In Section 3 we find the maximal elements, while Section 4 investigates the effect
of Harnack domination on certain ergodic properties as well as on the peripheral spectrum
of a contraction. In Section 5 we show how different classes of operators are preserved by
Harnack domination. The final section contains several examples, one of them showing some
spectral and structural properties which are not preserved by Harnack domination.
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d’excellence” Labex CEMPI (ANR-11-LABX-0007-01) and by the EU IRSES grant PIRSES-
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supported by a grant of the Romanian National Authority for Scientific Research, CNCS
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2. Notations and preliminaries
In the sequel T, T ′ ∈ B(H) will be linear contractions acting on the complex Hilbert space
H; V acting on K and V ′ acting on K′ will denote the minimal isometric dilations of T and T ′
respectively. N (T ) and R(T ) stand for the kernel and respectively the range of the operator
T . We shall denote by I the identity operator on H and by
Tλ = (T − λI)(I − λT )−1
the Mo¨bius transform of T . Here λ is an element of the open unit disk D. For a contraction
T we denote by DT = (I −T ∗T )1/2 the defect operator and by DT = R(DT ) the defect space
of T . The Poisson kernel of T is
K(T, λ) = (I − λT )−1 + (I − λT ∗)−1 − I.
As
K(T, λ) = (I − λT ∗)−1(I − |λ|2T ∗T )(I − λT )−1
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and ‖T‖ ≤ 1, the Poisson kernel is a positive operator in the sense that
〈K(T, λ)h, h〉 ≥ 0 (h ∈ H, λ ∈ D).
We also consider the operators
T [k] =
{
T k : k ≥ 0
T ∗|k| : k < 0
.
The asymptotic limit ST ∈ B(H) of the contraction T (see, for instance, [13, Chapter 3])
is the strong limit of the sequence {T ∗nT n}n∈N. It is a positive contraction with ‖ST ‖ = 1
whenever ST 6= 0. Notice that N (I − ST ) =
⋂
n≥1N (I − T ∗nT n) is the maximal invariant
subspace (of H) for T on which T is an isometry, while N (I−ST )∩N (I−ST ∗) is the maximal
reducing subspace for T on which T is unitary.
We say that T is strongly (weakly) stable if the sequence {T n}n∈N is strongly (weakly)
convergent to 0 in B(H) (see, for instance, [13]). Also, T is of class C0· (respectively, C·0) in
the case that T (T ∗) is strongly stable, which means ST = 0 (ST ∗ = 0), while T is of class
C00 if it is of class C0· and of class C·0. We say that T is of class C1· (respectively, C·1) if
T nh 9 0 (respectively T ∗nh 9 0) for all 0 6= h ∈ H. Also, T is of class C11 if both T and
T ∗ are of class C1·. For two subsets M and M
′ of H we write M ∨M ′ for the smallest closed
subspace of H containing M ∪M ′.
A B(H)-valued semi-spectral measure on T is a map F from the σ-algebra of Borel subsets
of T into B(H) with the property that for any h ∈ H the map σ 7→ 〈F (σ)h, h〉 is a positive
measure on T. For each contraction T ∈ B(H) there exists a unique B(H)-valued semi-spectral
measure FT on T satisfying
〈p(T )h, k〉 =
∫
T
p(λ)d〈FT (λ)h, k〉
for all h, k ∈ H and p a trigonometric polynomial. If T is unitary then FT is precisely its
spectral measure, denoted also by ET , while for T = 0 the corresponding F0 is mI where m
is the normalized Lebesgue measure on T.
According to [22] we say that T is Harnack dominated by T ′ (notation T
H≺ T ′) if there
exists a positive constant c ≥ 1 such that for any analytic polynomial p verifying Re p(z) ≥ 0
for |z| ≤ 1 we have
(2.1) Re p(T ) ≤ cRe p(T ′).
We say that T is Harnack dominated by T ′ with constant c whenever we want to emphasize
the constant. We say that T and T ′ are Harnack equivalent if T
H≺ T ′ and T ′ H≺ T ; we also
say in this case that T and T ′ belong to the same Harnack part. It was proved in [16] that
the Harnack part of T is formed by {T} alone if and only if T is an isometry or a coisometry
(the adjoint of an isometry).
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T is said to be maximal for the Harnack domination if T
H≺ T ′ implies T ′ = T , and minimal
if T ′
H≺ T implies T ′ = T . Since maximal and minimal elements are Harnack equivalent only
with themselves, it follows that they have to be isometries or coisometries.
Several useful equivalent definitions of the Harnack domination are collected in the follow-
ing known result.
Theorem 2.1 ( [1, 22–24, 26]). For two contractions T, T ′ ∈ B(H) and c ≥ 1 and with the
previous notation, the following statements are equivalent:
(i) T is Harnack dominated by T ′ with constant c2;
(ii) K(T, λ) ≤ c2K(T ′, λ) for every λ ∈ D;
(iii) for every finite set of vectors {hk} in H we have∑
i,j
〈T [i−j]hi, hj〉 ≤ c2
∑
i,j
〈T ′[i−j]hi, hj〉.(2.2)
(iv) for every finite set of vectors {hk} in H we have∑
i,j
〈V ihi, V jhj〉 ≤ c2
∑
i,j
〈V ′ihi, V ′jhj〉.(2.3)
(v) there is an operator A ∈ B(K′,K) such that A(H) ⊆ H, A | H = I, AV ′ = V A and
‖A‖ ≤ c.
(vi) The semi-spectral measures of T, T ′ satisfy FT ≤ c2FT ′ .
The next lemma gives simple properties of Harnack domination that we will use in the
sequel.
Lemma 2.2. Suppose T
H≺ T ′. Then:
(i) T n is Harnack dominated by T
′n, for any integer n ≥ 2.
(ii) T1
H≺ T ′1 and T2
H≺ T ′2 if and only if T1 ⊕ T2
H≺ T ′1 ⊕ T ′2.
(iii) If H′ ⊂ H is a closed subspace invariant both to T and T ′, then T |H′ H≺ T ′|H′.
(iv) The adjoint T ∗ of T is Harnack dominated by the adjoint of T
′
.
Proof. The assertions in (i) and (ii) are immediate. As for (iii), note that (2.1) means that
for any h ∈ H and polynomial p such that Re p ≥ 0 on D we have
Re〈p(T )h, h〉 ≤ cRe〈p(T ′)h, h〉.
The left hand side of the inequality depends on 〈T nh, h〉 and 〈T ∗nh, h〉 = 〈h, T nh〉; and
similarly for the right hand side. It is then clear that the inequality is satisfied if we take
only h ∈ H′. The condition (iv) follows easily from Theorem 2.1, (ii) (or (iii)). 
Another domination relation, introduced in [4], has been used in [1]. As in the latter, we
say that T is Z-dominated by T ′, and we write T
Z≺ T ′, if there exists a bounded operator A˜
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from H ∨ V ′H to H ∨ VH such that for any h0, h1 ∈ H,
A˜(h0 + V
′h1) = h0 + V h1.
In this case, the operator A˜ is the unique bounded operator from H∨V ′H to H∨ VH which
intertwines V ′ and V and whose restriction to H is the identity operator. We say that T is
Z-dominated by T ′ with constant c ≥ 1 if ‖A˜‖ ≤ c.
Theorem 2.3 (cf. Lemma 1 in [1]). With the previous notation, the following statements
are equivalent:
(i) T
Z≺ T ′ with constant c ≥ 1;
(ii) there is c′ ≥ 1 such that, for any h ∈ H,
‖DTh‖ ≤ c′‖DT ′h‖ and ‖(T ′ − T )h‖ ≤ c′‖DT ′h‖.
The next corollary follows easily, and shows in particular that isometries are minimal
elements for the Z-domination.
Corollary 2.4. (i) If T ′ is an isometry, then T
Z≺ T ′ if and only if T = T ′.
(ii) If T is an isometry, then T
Z≺ T ′ if and only if ‖(T ′ − T )h‖ ≤ c′‖DT ′h‖.
(iii) If T, T ′ are orthogonal projections, then T
Z≺ T ′ if and only if T ′ ≤ T .
It is clear from the characterization of Harnack domination given by Theorem 2.1, (v), that
T
H≺ T ′ implies T Z≺ T ′ (with the same constant). The relation between them is completed
by the following result.
Theorem 2.5 (cf. Theorem 3 in [1]). If T
H≺ T ′ with constant c ≥ 1, then Tλ
H≺ T ′λ with
constant c, for each λ ∈ D, and so Tλ
Z≺ T ′λ with constant c, for each λ ∈ D. Conversely, if
Tλ
Z≺ T ′λ with constant c′ ≥ 1, for each λ ∈ D, then T
H≺ T ′ with constant c = √3c′.
In the case of positive contractions, there is a closer relation between our two domination
relations. The next result is a consequence of [16] (more precisely, it follows from Corollary
2.13, Lemma 2.17, and Corollary 3.3 therein).
Lemma 2.6. Suppose A,A′ ≥ 0 are contractions. Then:
(i) A
Z≺ A′ if and only if I −A2 ≤ c(I −A′2) for some constant c.
(ii) A,A′ are Z-equivalent if and only if they are Harnack equivalent.
We end this section with a result that shows that Harnack domination implies a useful
resolvent estimate. In the case of isometries this necessary condition is also sufficient.
Theorem 2.7. Let T, T ′ be contractions in B(H). Suppose that T is Harnack dominated by
T ′. Then there is c > 0 such that for each h ∈ H we have
(2.4) ‖(I − λT )−1(T − T ′)h‖2 ≤ c
1− |λ|2 ‖DT ′h‖
2 (λ ∈ D).
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If T is an isometry, the converse is also true: if (2.4) is satisfied for all λ ∈ D and h ∈ H,
then T
H≺ T ′.
Proof. (i) Suppose that T is Harnack dominated by T ′ with constant c. Thus Tλ
Z≺ T ′λ with
constant c for every λ ∈ D. Then
(2.5) ‖(T ′λ − Tλ)x‖2 ≤ c‖DT ′λx‖
2
for each x ∈ H.
Denoting h = (I−λT ′)−1x, we obtain T ′λx = (T ′−λI)h and ‖DT ′λx‖2 = (1−|λ|2)‖DT ′h‖2.
Since
(2.6) Tλ − T ′λ =
1− |λ|2
λ
[
(I − λT )−1 − (I − λT ′)−1]
we get from (2.5)
∥∥[(I − λT )−1 − (I − λT ′)−1]x∥∥2 ≤ c|λ|2
1− |λ|2 ‖DT ′λh‖
2.
But [
(I − λT )−1 − (I − λT ′)−1]x = (I − λT )−1 [λ(T − T ′)]h,
and therefore (2.4) is true.
Suppose now that T is an isometry and that (2.4) is satisfied for every λ ∈ D. The above
proof can be reversed to get
‖(T ′λ − Tλ)x‖2 ≤ c‖DT ′λx‖
2
for each x ∈ H. Since T is an isometry, the same is true for each Mo¨bius transform Tλ.
Therefore Tλ
Z≺ T ′λ uniformly in λ ∈ D, and thus T
H≺ T ′. 
Remark 2.8. With similar methods it can be proved that the contraction T is Harnack
dominated by T ′ with constant c if and only if, for each h ∈ H, and each λ ∈ D one has
‖(I − λT )−1(T − T ′)h‖2 + 1
1− |λ|2
(
1− 1
c2
)(‖z‖2 − ‖Tz‖2)
≤ c
2 − 1
1− |λ|2
(‖h‖2 − ‖T ′h‖2) ,
where z = z(λ, h) = (I − λT )−1(I − λT ′)h. We will not use this more general result in the
sequel.
Corollary 2.9. A contraction is a minimal element for Harnack domination if and only if
it is an isometry or a coisometry.
Proof. We have already noticed above that a minimal element has to be an isometry or a
coisometry. Suppose then that T ′ is an isometry and that T is Harnack dominated by T ′.
Then the inequality (2.4) implies (I − λT )−1(T − T ′)h = 0 for each h ∈ H, and so T = T ′.
Thus T ′ is minimal.
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Using Lemma 2.2, (iv), we obtain that T
′∗ is minimal whenever T ′ is minimal. Thus
coisometries are also minimal elements for Harnack domination. 
3. Maximal elements for Harnack domination
In this section we prove that singular unitary operators are precisely the maximal elements
with respect to Harnack domination.
Given a finite measure µ on T we denote by Dµ(x) its upper density
Dµ(x) = lim sup
ǫ→0
µ(x− ǫ, x+ ǫ)
2ǫ
at x. It is known that if µ is singular with respect to Lebesgue measure, then Dµ(x) =∞ µ
a.e.
Theorem 3.1. Let U ∈ B(H) be a unitary operator with spectral measure EU and let T ∈
B(H) be a contraction. Let h ∈ H. Suppose that U is Harnack dominated by T and that
y = (U − T )h 6= 0. If µy = 〈EUy, y〉, then for any t ∈ T we have Dµy (t) < +∞.
Proof. If U
H≺ T with constant c, then the resolvent estimate (2.4) is satisfied with the same
constant c and thus
‖(I − λU)−1(U − T )h‖2 ≤ c
1− |λ|2 (‖h‖
2 − ‖Th‖2).
By the spectral theorem, we have
‖(I − λU)−1(U − T )h‖2 =
∫ 2π
0
1
|1− λeit|2dµy(t)
for every λ ∈ D. Let ǫ > 0 and fix t0 ∈ T. For λ = (1− ǫ)e−it0 , we obtain∫ 2π
0
1
|1− λeit|2 dµy(t) ≥
∫ t0+ǫ
t0−ǫ
1
|e−it − (1− ǫ)e−it0 |2 dµy(t)
≥ 1
2ǫ2
µy([t0 − ǫ, t0 + ǫ]).
Therefore
µy([t0 − ǫ, t0 + ǫ])
2ǫ2
≤
∫ 2π
0
1
|1− λeit|2 dµy(t)
≤ c
1− |λ|2 (‖h‖
2 − ‖Th‖2)
≤ c
ǫ
‖h‖2.
We obtain
µy([t0 − ǫ, t0 + ǫ])
2ǫ
≤ c‖h‖2,
which proves the theorem. 
Corollary 3.2. Any singular unitary operator is a maximal element for Harnack domination.
8 C. BADEA, L. SUCIU, AND D. TIMOTIN
Note that the particular case of the maximality of a symmetry (a unitary operator T with
T 2 = I) follows from [16, Corollary 3.3 and Proposition 3.5].
The next lemma, which we need here as well as in Section 6, is a simple computation. We
use the notation ξ ⊗ η for the rank one operator x 7→ 〈x, η〉ξ.
Lemma 3.3. Suppose U ∈ B(H) is an isometry, ξ ∈ H, ‖ξ‖ = 1, and α ∈ C. If T =
U − (1− α)Uξ ⊗ ξ, then
(3.1) I − T ∗T = (1− |α|2)ξ ⊗ ξ.
Consequently, ‖T‖ ≤ 1 if and only if |α| ≤ 1, in which case D2T is given by (3.1).
Theorem 3.4. (i) If U ∈ B(H) is an absolutely continuous unitary operator, then U is not
maximal with respect to Harnack domination.
(ii) A unilateral shift of arbitrary multiplicity is not maximal with respect to Harnack
domination.
Proof. (i) Applying the spectral theorem and Lemma 2.2, (ii), we may assume that U is
the operator of multiplication by the variable ζ on L2(ω, dν), where ω ⊂ [0, 2π] and dν is
Lebesgue measure normalized so as to have ν(ω) = 1. If ξ = 1 (the constant function), then
taking α = 0 in Lemma 3.3 it follows that the operator T = U − Uξ ⊗ ξ is a contraction,
while (3.1) yields
(3.2) ‖DT f‖2 = 〈D2T f, f〉 = |〈f, 1〉|2
for all f ∈ L2(ω, dν). Also, since (U − T )f = 〈f, 1〉eit, we have for such an f and |λ| < 1
‖(I − λU)−1(U − T )f‖2 = ‖(I − λU)−1〈f, 1〉1‖2
=
∫
ω
|〈f, 1〉|2
|1− λeit|2dν(t).
(3.3)
Since ∫
ω
1
|1− λeit|2 dν(t) =
1
m(ω)
∫
ω
1
|1− λeit|2 dm(t)
≤ 1
m(ω)
∫
[0,2π]
1
|1− λeit|2 dm(t) =
1
m(ω)(1− |λ|2) ,
we obtain by (3.2) and (3.3),
‖(I − λU)−1(U − T )f‖2 ≤ 1
m(ω)(1 − |λ|2)‖DT f‖
2.
By Theorem 2.7, it follows that U is Harnack dominated by T , and is therefore not maximal.
(ii) By Lemma 2.2 (ii) it is enough to show the non-maximality of the unilateral shift of
multiplicity one, which is unitarily equivalent to the restriction to H2 of the unitary operator
U defined as multiplication by the variable ζ acting on L2([0, 2π], dm). In the first part of
the proof we have shown that U is Harnack dominated by T = U − Uξ ⊗ ξ, where ξ is
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the constant function. Since Uξ ∈ H2, TH2 ⊂ H2. Therefore the assertion follows from
Lemma 2.2 (iii). 
We can give now the promised characterization of elements maximal with respect to Har-
nack domination.
Theorem 3.5. A contraction T ∈ B(H) is a maximal element with respect to Harnack
domination if and only if it is a singular unitary operator.
Proof. Suppose T ∈ B(H) is maximal with respect to Harnack domination. In particular, it
follows that the Harnack equivalence class containing T is reduced to {T}, whence it follows
by [16, Corollary 3.4] that T is an isometry or a coisometry. Since T is maximal if and only
if T ∗ is maximal, we may assume that T is an isometry.
By the Wold decomposition, we can write T = S⊕U , where S is a unilateral shift of some
multiplicity and U is unitary. By Theorem 3.4 (ii) S cannot appear, and thus T has to be
unitary. Then the assertion follows from Corollary 3.2 and Theorem 3.4 (i). 
4. Ergodic properties and spectrum
An interesting feature of Harnack domination of contractions is the way it implies preser-
vation of certain properties. The results of this section show, in particular, that this is true
about the peripheral spectrum. Our development will go through establishing some ergodic
properties.
The following lemma is proved in [16, Theorem 3.1].
Lemma 4.1. Let T and T ′ be contractions on H such that T H≺ T ′. If C denotes the bounded
linear operator defined by
(4.1) CDT ′h = (T − T ′)h, h ∈ H,
then the linear operator X : l2N(DT ′)→H having the row matrix representation
X = [C, TC, T 2C, ...]
is also bounded.
Note that the boundedness of C is given by Theorem 2.3.
Theorem 4.2. Let T and T ′ be contractions on H such that T H≺ T ′. Then:
(i) N (I − T ) = N (I − T ′) and R(T − T ′) ⊂ R(I − T ) = R(I − T ′).
(ii) With respect to the decomposition H = N (I − T )⊕R(I − T ) we have
(4.2) T = I ⊕ T1, T ′ = I ⊕ T ′1,
and T1
H≺ T ′1.
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(iii) For every sequence {αn} ⊂ l2N(C) the series
∞∑
n=0
αnT
n(T − T ′)h
converges in norm, for every h ∈ H.
Proof. (i) It follows immediately from Theorem 2.3 that T = T ′ = I on N (I − T ′), hence
N (I − T ′) ⊂ N (I − T ).
For the opposite inclusion, note that, if C is defined by (4.1), then by Lemma 4.1 it follows,
in particular, that for h ∈ H,
‖C∗T ∗nh‖ → 0, n→∞.
This implies that
N (I − T ) = N (I − T ∗) ⊂ N (C∗) = N (T ∗ − T ′∗).
If h ∈ N (I−T ), then C∗h = 0 = (T ∗−T ′∗)h, hence T ′∗h = T ∗h = h, that is h ∈ N (I−T ′∗) =
N (I − T ′). Therefore N (I − T ) ⊂ N (I − T ′).
Consequently, N (I − T ) = N (I − T ′), which also implies that
R(T − T ′) ⊂ DT ′∗ ⊂ R(I − T ′) = R(I − T ).
Here the first inclusion follows by Theorem 2.3 (ii) from the relation T ∗
H≺ T ′∗, while the
second inclusion is true because R(I − T ′)⊥ = N (I − T ′) ⊂ N (I − T ′T ′∗) = N (DT ′∗). The
last equality is true since N (I − T ∗) = N (I − T ′∗) and the same is true for their orthogonal
complements.
(ii) The decompositions in direct sum are an immediate consequence of the contractivity
of T and T ′. The Harnack domination T1
H≺ T ′1 follows then from Lemma 2.2 (ii).
(iii) The boundedness of X means, in particular, that for every d = {dn}n∈N ∈ l2N(DT ′) the
series Xd =
∑∞
n=0 T
nCdn converges in the norm of H. Thus, if {αn} ⊂ l2N(C) then setting
dn = αnDT ′h for h ∈ H one obtains that the series
∞∑
n=0
αnT
n(T − T ′)h
converges in norm, for every h ∈ H. 
A first application of Theorem 4.2 is related to functional calculus. Lemma 2.2 of [10]
states that if f(z) =
∑∞
n=0 αnz
n is an analytic function on D which has no zeroes in D and
such that the function 1f has absolutely summable Taylor coefficients, then, whenever T is
a contraction on H and x ∈ H is such that y := ∑∞n=0 αnT nx converges weakly, we have
1
f (T )y = x. If T
H≺ T ′, then Theorem 4.2 (iii) produces a whole class of such vectors x,
namely those in R(T − T ′). Therefore R(T − T ′) ⊂ R( 1f (T )).
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More interesting applications of Theorem 4.2 are related to the Cesa`ro means of a con-
traction T . These are defined by
Mn(T ) =
1
n+ 1
n∑
j=0
T j.
It is known that {Mn(T )} uniformly converges in B(H) if and only if R(I − T ) is closed
(see [18]), and such a contraction is called uniformly Cesa`ro ergodic. It is also known (see [15])
that if the Cesa`ro means {Mn(T )} weakly converge in B(H), then its limit is the ergodic
projection PT , that is the orthogonal projection onto N (I − T ). So, by the decomposition
(4.2) we have Mn(T )−PT = 0⊕Mn(T1) and T n−PT = 0⊕T n1 on H = N (I−T )⊕R(I − T ).
We have thus proved the following lemma.
Lemma 4.3. If T is a contraction on H, then any type (weak, strong or uniform) convergence
of {Mn(T )}, respectively of {T n}, is equivalent with the corresponding convergence to 0 of
{Mn(T1)}, or {T n1 } respectively.
A related notion is the one-sided ergodic Hilbert transform of T , which is given by the
formula
(4.3) HTx :=
∞∑
n=1
T n
n
x,
having as domain the subspace DomHT of vectors x ∈ H for which the series in (4.3) is norm
convergent. We refer the reader to [5], where it is also proved that
R(I − T ) ⊂ DomHT ⊂ R(I − T ).
It was shown in [10, Theorem 4.1] that if x ∈ DomHT , then (log n)Mn(T )x → 0 when
n→∞.
Using Theorem 4.2, we get the following relationship between the ranges of I − T and
I − T ′ when T is Harnack dominated by T ′.
Corollary 4.4. Suppose that T and T ′ are contractions on H and T H≺ T ′. Then
R(I − T ) = R(T − T ′) +R(I − T ′) ⊂ DomHT .
In particular, if T and T ′ are Harnack equivalent then R(I − T ) = R(I − T ′).
Proof. We can apply the above remark concerning the functional calculus by choosing the
function f(z) = (1 − z)−1 for z ∈ D to conclude that R(T − T ′) ⊂ R(I − T ). This later
implies R(I −T ′) ⊂ R(I −T ), and also R(T −T ′)+R(I−T ′) ⊂ R(I −T ), while the reverse
inclusion is trivial. We obtain the inclusion quoted in corollary. When T and T ′ are Harnack
equivalent we have by symmetry R(I − T ) = R(I − T ′). 
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These ergodic properties may be used to relate Harnack domination to the spectrum of
contractions. Note first that the following lemma is implicitely proved in [1, Theorem 1]. As
usually σ(T ) denotes the spectrum of T and σp(T ) its point spectrum.
Lemma 4.5. If T
Z≺ T ′, then σ(T ′) ∩ T ⊂ σ(T ) ∩ T.
Theorem 4.6. Let T, T ′ be contractions on H such that T H≺ T ′. Then σ(T )∩T = σ(T ′)∩T
and σp(T ) ∩ T = σp(T ′) ∩ T. In particular, σ(T ) ⊂ D if and only if σ(T ′) ⊂ D.
Proof. (i) Let λ ∈ T be such that λ /∈ σ(T ′). Since T H≺ T ′ we have also λT H≺ λT ′ (by
Theorem 2.1 (ii), for instance). Thus, by Corollary 4.4 we have
H = R(I − λT ′) = DomHλT ,
and so (log n)Mn(λT )x→ 0 for every x ∈ H. According to the uniform boundedness princi-
ple, (log n)Mn(λT ) is bounded in norm, and so ‖Mn(λT )‖ tends to 0 when n tends to infinity.
But this implies that I − λT is invertible, hence λ /∈ σ(T ). Thus, σ(T )∩T ⊂ σ(T ′)∩T. The
opposite inclusion follows from Lemma 4.5.
By Theorem 4.2 we have N (λI−T ) = N (λI−T ′) for each λ ∈ T, which means σp(T )∩T =
σp(T
′) ∩ T. 
Corollary 4.7. Let T, T ′ be contractions on H such that T H≺ T ′. Then T is uniformly
Cesa`ro ergodic if and only if T ′ is uniformly Cesa`ro ergodic. Also, {T n} uniformly converges
if and only if {T ′n} uniformly converges.
Proof. As noted above, T is uniformly ergodic if and only if R(I − T ) is closed. Using the
decompositions (4.2) it is easy to see that R(I − T ) = R(I − T1), R(I − T ′) = R(I − T ′1),
I − T1 and I − T ′1 are injective, and T1
H≺ T ′1. Therefore R(I − T ) is closed if and only if
I − T1 is invertible, and similarly for T ′. But from Theorem 4.6 it follows that 1 ∈ σ(T1) if
and only if 1 ∈ σ(T ′1), which proves the statement.
For the second statement, it follows from Lemma 4.3 that {T n} converges in B(H) if and
only if ‖T n1 ‖ → 0, and the last assertion is equivalent to σ(T1) ⊂ D. The same being true
about T ′, the proof is finished by applying Theorem 4.6. 
Another consequence of Theorem 4.6 is related to the Katznelson-Tzafriri theorem [17]
which implies that for a contraction T ∈ B(H) we have σ(T ) ⊂ D ∪ {1} if and only if
‖T n(T − I)‖ → 0 as n→∞. So we obtain the following
Corollary 4.8. Let T, T ′ be contractions on H such that T H≺ T ′. Then ‖T n(T − I)‖ → 0 if
and only if ‖T ′n(T ′ − I)‖ → 0.
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5. Harnack domination and various classes of contractions
In this section we intend to show that certain clases of contractions are preserved by Har-
nack domination. This will be used, in particular, to give an alternate proof of Corollary 3.2.
The main tool used is the asymptotic limit of contractions.
Lemma 5.1. Let T and T ′ be two contractions on H such that T is Harnack dominated by
T ′. The following statements hold :
(i) There exists a constant c ≥ 1 such that
1
4
| 〈(ST − ST ′)h, h〉 |2 +‖(I − ST )1/2h‖2 ≤ c2‖(I − ST ′)1/2h‖2,(5.1)
for all h ∈ H.
(ii) We have N (I − ST ′) ⊂ N (I − ST ) and T = T ′ on N (I − ST ′).
(iii) S
1/2
T is Z-dominated by S
1/2
T ′ .
(iv) If, moreover, S
1/2
T and S
1/2
T ′ are Z-equivalent then they are Harnack equivalent and
N (I − ST ) = N (I − ST ′).
Proof. Suppose that T
H≺ T ′ with constant c ≥ 1. Then T n H≺ T ′n with constant c and, in
particular, T n
Z≺ T ′n with the same constant c, for every n ≥ 1. This implies by Theorem 2.3
that for h ∈ H,
‖(T n − T ′n)h‖2 + ‖DTnh‖2 ≤ c2‖DT ′nh‖2.
Therefore
| ‖T nh‖ − ‖T ′nh‖ |2 +〈(I − T ∗nT n)h, h〉 ≤ c2〈(I − T ′∗nT ′n)h, h〉,
and letting n→∞ we get
(5.2) | ‖S1/2T h‖ − ‖S1/2T ′ h‖ |2 +‖(I − ST )1/2h‖2 ≤ c2‖(I − ST ′)1/2h‖2.
Now, if ‖h‖ = 1 we have
| 〈(ST − ST ′)h, h〉 |=| ‖S1/2T h‖2 − ‖S1/2T ′ h‖2 |≤ 2 | ‖S1/2T h‖ − ‖S1/2T ′ h‖ |,
which, together with (5.2), yields (5.1).
From (5.1) it follows immediately that N (I − ST ′) ⊂ N (I − ST ). Since N (I − ST ′) ⊂
N (DT ′) ⊂ N (T −T ′) (the last inclusion follows from Theorem 2.3), we conclude that T = T ′
on N (I − ST ′).
Inequality (5.1) also implies ‖D
S
1/2
T
h‖ ≤ c‖D
S
1/2
T ′
h‖ for h ∈ H. Since ST , ST ′ are positive
contractions, Lemma 2.6 (i) implies that S
1/2
T
Z≺ S1/2T ′ .
If S
1/2
T and S
1/2
T ′ are Z-equivalent, then Lemma 2.6 (ii) implies that they are Harnack
equivalent. Therefore their squares ST and ST ′ are Harnack equivalent, and so N (I − ST ) =
N (I − ST ′). 
14 C. BADEA, L. SUCIU, AND D. TIMOTIN
Corollary 5.2. If T and T ′ are Harnack equivalent contractions on H then S1/2T and S1/2T ′ ,
as well as ST and ST ′, are Harnack equivalent. In this case one has N (I−ST ) = N (I−ST ′)
and N (I − ST ∗) = N (I − ST ′∗).
Remark 5.3. If T
H≺ T ′ but they are not Harnack equivalent, then N (I−ST ′) $ N (I−ST ),
in general. An example may be obtained by taking T to be an absolutely continuous unitary
and T ′ a nonisometric contraction that dominates T , as in the proof of Theorem 3.4.
Lemma 5.4. Let T and T ′ be two contractions on H such that T is Harnack dominated
by T ′. If Hu, H′u are the maximum subspaces of H which reduce T, T ′ to unitary operators,
respectively, then H′u ⊂ Hu, H′u reduces T and T |H′u = T ′|H′u, while T |H⊖H′u is Harnack
dominated by T ′|H⊖H′u.
Proof. Since T
H≺ T ′ and (by Lemma 2.2, (iv)) T ∗ H≺ T ′∗, we have by Lemma 5.1 N (I−ST ′) ⊂
N (I − ST ) and N (I − ST ′∗) ⊂ N (I − ST ∗). Therefore
H′u = N (I − ST ′) ∩ N (I − ST ′∗) ⊂ N (I − ST ) ∩ N (I − ST ∗) = Hu.
In addition, as T = T ′ on N (I − ST ′) and T ∗ = T ′∗ on N (I − ST ′∗), it follows that H′u
reduces T to a unitary operator. Hence H ⊖ H′u also reduces T and T ′, while by (2.2) we
have T |H⊖H′u
H≺ T ′|H⊖H′u . 
The next theorem gathers a series of results that show how different classes of contractions
behave with respect to Harnack domination.
Theorem 5.5. Let T and T ′ be two contractions on H such that T is Harnack dominated
by T ′.
(i) If T is completely nonunitary then T ′ is also completely nonunitary.
(ii) T is absolutely continuous if and only if T ′ is absolutely continuous.
(iii) T belongs to the class C0·, C·0, or C00 if and only if T
′ belongs to the same class,
respectively.
(iv) T n is strongly convergent if and only if T ′n is strongly convergent.
(v) T is weakly stable if and only if T ′ is weakly stable.
(vi) T n is weakly convergent if and only if T
′n is weakly convergent.
Proof. By Lemma 5.4, if T is completely nonunitary then T ′ is completely nonunitary. If T ′ is
not absolutely continuous, it should have a reducing subspace on which it is a singular unitary
operator. But, again by Lemma 5.4, T would have the same property (since it coincides with
T ′ on the space on which the latter is unitary).
On the other hand, if T ′ is absolutely continuous, then the B(H)-valued semi-spectral
measure of T ′ is absolutely continuous with respect to Lebesgue measure. By Theorem 2.1
CLASSES OF CONTRACTIONS AND HARNACK DOMINATION 15
the same is true about the B(H)-valued semi-spectral measure of T , and thus T is absolutely
continuous. We have thus proved (i) and (ii).
It is enough to prove (iii) for the case C0· (we may consider adjoints in the other cases).
Assume first that T is of class C0·, that is ST = 0. From Lemma 5.1 (iii) it follows that
0
Z≺ S1/2T ′ . By [1, Corollary 2] we have ‖S1/2T ′ ‖ < 1. This forces ST ′ = 0, that is T ′ is of class
C0·.
Conversely, suppose T ′ is of class C·0, that is T
′∗n → 0 strongly on H. This means (see [28])
that if V ′ on K′ is the minimal isometric dilation of T ′ then V ′∗n → 0 strongly on K′. If V on
K is the minimal isometric dilation of T , then T H≺ T ′ implies that there exists A ∈ B(K′,K)
satisfying AV ′ = V A such that A is an extension of IH. Then A
∗ is a lift of IH, that is
PHA
∗k = PHk, for each k ∈ K. Therefore, for any integer n ≥ 1 and h ∈ H we have (V ∗
being an extension of T ∗)
T ∗nh = V ∗nh = PHA
∗V ∗nh = PHV
′∗nA∗h→ 0, n→∞.
Hence T is of class C·0. To close this converse part of (iii), let us remark that if T
′ is of class
C0· then as T
∗
H≺ T ′∗, we can apply the previous argument for T ∗ and T ′∗ to conclude that
T is also of class C0·.
Suppose now that T is weakly stable. By the Foguel decomposition of T ′ (see [13, 7.2]) we
have H = H′1 ⊕H′0, where H′1 reduces T ′ to a unitary operator, and T ′|H′0 is weakly stable,
H′0 being the maximum subspace of H with this property. So H′1 ⊂ H′u, and by Lemma 5.4
we have T = T ′ on H′1, hence H′1 is invariant for T . Since T is weakly stable on H, it follows
that T ′ is weakly stable on H′1, therefore H′1 = {0}. We conclude that T ′ is weakly stable on
H = H′0.
Conversely, if we suppose that T ′ is weakly stable, then its unitary part T ′|H′u is weakly
stable, and T = T ′ on H′u by Lemma 5.4. In addition, T |H⊖H′u
H≺ T ′|H⊖H′u while the
contraction in the right side is completely nonunitary. By the above statement (ii) both
these contractions are absolutely continuous, hence T = T |H′u ⊕ T |H⊖H′u is weakly stable.
Finally, (iv) follows from (iii) and (vi) follows from (v) by applying Lemma 4.3. 
Remark 5.6. The implication in Theorem 5.5 (i) cannot be reversed; indeed, we have seen in
Theorem 3.4 that a unitary operator can be Harnack dominated by a completely nonunitary
contraction.
Remark 5.7. The weak convergence mentioned in Theorem 5.5 (vi) is equivalent to the
fact that the contraction T has the Blum–Hanson property [3], which means that for every
subsequence {kn} of positive integers and each h ∈ H the sequence { 1N
∑N
n=1 T
knh} converges
in the norm topology (see for instance [12]). So (vi) above can be reformulated as: T has
the Blum–Hanson property if and only if T ′ has the same property. Note that for isometries
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induced by measure-preserving transformations, the Blum–Hanson property is equivalent to
the strong mixing property of the transformation (see also [7] for other related results).
Remark 5.8. A consequence is the following alternate proof of Corollary 3.2. Suppose U is
a singular unitary operator, T is a contraction on H, and U H≺ T . If we denote by Hu the
maximal space that reduces T to a unitary, then by Lemma 5.4 we have U1 := U |H⊖Hu
H≺
T |H⊖Hu =: T1. By Theorem 5.5 U1 is absolutely continuous, which implies H ⊖ Hu = {0}.
Therefore T is unitary, whence U = T .
6. Examples and counterexamples
We give in this section several examples showing the usefulness of the resolvent estimate
and the existence of some spectral and structural properties which are not preserved by
Harnack domination.
Example 6.1. In this example S denotes the shift operator of multiplicity dim E : for x =
(x0, x1, x2, · · · ) ∈ ℓ2N(E) we set
S(x0, x1, x2, · · · ) = (0, x0, x1, x2, ...).
Let A ∈ B(E) and consider the operator T ′ defined on ℓ2N(E) by
T ′(x0, x1, x2, · · · ) = (0, Ax0, x1, x2, ...).
Then, S is an isometry with resolvent given by
(I − λS)−1(x0, x1, · · · ) = (x0, x1 + λx0, · · · , xn + λxn−1 + · · ·λn−1x1 + λnx0, · · · )
for any x ∈ ℓ2N(E) and any λ ∈ D. We have
(S − T ′)x = (0, (I −A)x0, 0, 0, · · · ), ‖x‖2 − ‖T ′x‖2 = ‖x0‖2 − ‖Ax0‖2
and
(I − λS)−1(S − T ′)x = (0, (I −A)x0, λ(I −A)x0, λ2(I −A)x0, · · · ).
Therefore the resolvent condition of Theorem 2.7 implies that S is Harnack dominated by T ′
if and only if A is a Halperin contraction, that is A verifies the following condition
(6.1) there is K ≥ 0 such that ‖x0 −Ax0‖2 ≤ K(‖x0‖2 − ‖Ax0‖2) (x0 ∈ E).
This condition was introduced by I. Halperin in [11]; we refer the reader to [2] and the
references therein for more information. In particular, a product of orthogonal projections
satisfies (6.1).
In our context, one sees that (6.1) is equivalent to I
Z≺ A. In particular, any strict
contraction A satisfies it, and this yields another proof of the fact that a shift operator (of
arbitrary multiplicity) is not a maximal element for the Harnack relation.
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We remark that any contraction which is Z-equivalent to, or Z-dominates a Halperin con-
traction also verifies (6.1). On the other hand, it is clear that an operator T with ‖T‖ = 1
and σ(T ) ⊂ D cannot be a Halperin contraction since I − T is invertible while DT is not.
The latter statement follows from ‖T‖ = 1. But T H≺ 0 (see [1], [27]), hence a Halperin
contraction can Harnack dominates a contraction which does not necessarily satisfy (6.1).
However, by Corollary 4.8, a contraction which Harnack dominates a Halperin contraction
certainly satisfies the Katznelson-Tzafriri condition σ(T ) ⊂ D ∪ {1}. Indeed, this spectral
condition is satisfied by any Halperin contraction as was proved in [2].
Example 6.2. Suppose α ∈ D, and let Z denotes multiplication by the variable ζ = eit
on the space H = L2([0, 2π], dm) (dm being normalized Lebesgue measure). Define the
operators T (α) = Z − (1 − α)Z1⊗ 1; by Lemma 3.3 they are contractions for all α ∈ D and
unitary for |α| = 1. One can see that Z = T (1), while the proof of Theorem 3.4, in the case
ω = [0, 2π], shows that Z
H≺ T (0). To discuss in more detail the class of all T (α)s, we need
the following well known result concerning perturbations of unitary operators. The proof,
which is a computation, can be found, for instance, in [19, Proposition 1.3].
Lemma 6.3. Suppose U is unitary and T = U − b ⊗ a for some vectors a, b. Let λ ∈ C be
such that I − λU is invertible, and denote aλ = λ¯(I − λ¯U∗)−1a. Then I − λT is invertible if
and only if 1 + 〈b, aλ〉 6= 0, in which case we have
(6.2) (I − λT )−1 = (I − λU)−1
(
I − 1
1 + 〈b, aλ〉b⊗ aλ
)
.
We want to apply this result to obtain (I− λ¯T (α))−1 for λ ∈ D. We take U = Z, a(ζ) = 1,
b(ζ) = (1−α)Za = (1−α)ζ. In this case aλ¯(ζ) = λ(1−λζ¯)−1 ∈ H2, so 〈b, aλ〉 = 0, I− λ¯T (α)
is invertible and
(6.3) ((I − λ¯T (α))−1f)(ζ) = 1
1− λ¯ζ
(
f(ζ)− 〈f, λ(1− λζ¯)−1〉(1− α)ζ
)
.
Proposition 6.4. All contractions T (α) with |α| < 1 are Harnack equivalent, and they all
Harnack dominate the unitary operators T (α′) with |α| = 1 (in particular, they dominate Z).
Proof. Take α,α′ ∈ D, and denote, to simplify notation, T = T (α), T ′ = T (α′). To discuss
Harnack domination, we intend to apply Theorem 2.5, so we have to make some computations
related to the Mo¨bius transforms of T and T ′. First, by Lemma 3.3 we have DT = (1−|α|2)1⊗
1 and thus
(6.4) ‖DT f‖2 = (1− |α|2)|〈f, 1〉|2.
Since ‖DTλf‖2 = (1− |λ|2)‖DT (I − λ¯T )−1f‖2, while, by (6.3),
〈(I − λ¯T )−1f, 1〉 = 〈(1 − λ¯ζ)−1f, 1〉,
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we have
(6.5) ‖DTλf‖2 = (1− |λ|2)(1 − |α|2)|〈(1 − λ¯ζ)−1f, 1〉|2.
Similarly,
(6.6) ‖DT ′λf‖
2 = (1− |λ|2)(1− |α′|2)|〈(1 − λ¯ζ)−1f, 1〉|2.
From (2.6) and (6.3) it follows that
‖(Tλ − T ′λ)f‖2 =
(1− |λ|2)2
|λ|2 ‖(I − λT )
−1f − (I − λT ′)−1f‖2
=
(1− |λ|2)2
|λ|2 ‖
ζ
1− λ¯ζ 〈f, λ(1− λζ¯)
−1〉(α′ − α)‖2
= (1− |λ|2)|α′ − α|2|〈(1− λ¯ζ)−1f, 1〉|2.
(6.7)
It follows now from (6.5), (6.6), and (6.7) that if |α| < 1 and |α′| ≤ 1, then T ′λ
Z≺ Tλ with
constants independent of λ. By Theorem 2.5 this proves the proposition. 
Theorem 5.5 yields several properties of contractions that are preserved by Harnack dom-
ination. We will see below some other that are not necessarily preserved.
As seen in Theorem 5.5, strong stability is preserved by Harnack domination in both senses.
This property appears in the canonical triangulation of a contraction T : it is known from [28]
that T has on H = N (ST )⊕R(ST ) a triangulation of the form
T =
(
Q ⋆
0 W
)
where Q is of class C0· on N (ST ) and W is of class C1· on R(ST ).
As we will show below, in contrast to C0·, the class C1· and the related ones C·1 and C11
are not in general preserved by Harnack equivalence.
Example 6.5. We will now look at Example 6.2 from a different perspective. By considering
the standard isomorphism between L2([0, 2π], dm) and ℓ2Z, one may describe it in terms of
weighted bilateral shifts. Moreover, since Harnack domination is preserved by taking direct
sums, one can also consider vector valued sequence spaces ℓ2Z(E). We define then, for α ∈ D¯,
the contractions τ(α) by
τ(α)(..., h−1 , h0 , h1, ...) = (..., h−2, h−1 , αh0, h1, ...)
for {hn}n∈Z ∈ ℓ2Z(E). Here the components of a vector in ℓ2Z(E) are arranged in order of
increasing subscripts, the central component (i.e., the one with subscript 0) being framed in
a box.
Then τ(α) is unitarily equivalent to T (α). So all τ(α)s are Harnack equivalent for |α| < 1,
and they all dominate the unitary operators τ(α) with |α| = 1 (in particular the multivariate
bilateral shift, which corresponds to α = 1).
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This approach allows us to obtain more properties of τ(α). Thus, for |α| < 1, τ(α) is
completely nonunitary, since one sees easily that for a nonzero element x ∈ ℓ2Z(E) we cannot
have ‖τ(α)nx‖ = ‖τ(α)∗nx‖ = ‖x‖ for all n ∈ N. For α 6= 0 τ(α) is invertible, while τ(0)
is unitarily equivalent to the partial isometry S ⊕ S∗. In particular, this shows, in contrast
to Theorem 4.6, that the whole spectrum is not preserved by Harnack equivalence, since
0 ∈ σ(τ(0)), but 0 6∈ σ(τ(α)) for α 6= 0.
According to [28], a contraction T is called a weak contraction if σ(T ) does not fill in the
closed unit disc D and its defect operator DT is of finite trace. If dim E <∞, then τ(α) is a
weak contraction only for α 6= 0, but not for α = 0. So weak contractions are not preserved
by Harnack equivalence.
We may also compute the asymptotic limit Sτ(α). Indeed, we have
τ(α)∗nτ(α)nh = (..., h−n, |α|2h−n+1, ..., |α|2h0 , h1, h2, ...)
and consequently
Sτ(α)h = (..., |α|2h−n, ..., |α|2h0 , h1, h2, ...)
for h = {hn} ∈ ℓ2Z(E), α ∈ D. The two operators displayed above are diagonal with respect
to the standard basis of ℓ2Z(E). For α = 0 the operator Sτ(α) is thus a nontrivial orthogonal
projection, while for α 6= 0 it is an invertible positive operator. This is equivalent to saying
that τ(α) is of class C1· for α 6= 0, but not for α = 0. Therefore the class C1· is not preserved
by Harnack equivalence. One can show similarly that τ(α) is actually in C11, but τ(0) is
neither in C1· nor in C·1. Also, the class of operators whose asymptotic limit is an orthogonal
projection is not preserved by Harnack equivalence.
Denote now T = τ(0). With respect to the decomposition ℓ2Z(E) = N (I − ST ) ⊕ N (ST )
we may write T = S ⊕ S∗, where S is the unilateral shift of multiplicity dim E . We can then
obtain some more information on the Harnack class of T .
Proposition 6.6. Each contraction T ′ in the Harnack part of T has the form
T ′ =
(
S W
0 S∗
)
with S∗W = S∗W ∗ = 0.
Proof. Let T ′ be in the Harnack part of T . Then by Lemma 5.1 one has N (I −ST ) = N (I −
ST ′) and T
′ = T = S on this kernel. Also, by Lemma 2.2 (iii), T ′∗|N (ST ) is Harnack equivalent
to S, hence T ′∗ = S on N (ST ). We conclude that T ′ has the desired matrix representation.
For T ′ to be a contraction, one checks easily that we must have S∗W = S∗W ∗ = 0. 
Remark 6.7. Proposition 6.6 gives the matrix structure of contractions in the Harnack part
of T = τ(0). The condition S∗W = S∗W ∗ = 0 means that with respect to the decomposition
H = N (S∗) ⊕ N (S∗)⊥ we have W = W0 ⊕ 0, with W0 contractive. It is necessary, but in
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general not sufficient for T ′ to be Harnack equivalent to T . The case T ′ = T (α), with |α| < 1,
corresponds to W0 = αIN (S∗). If E = C we obtain then that the Harnack part of T (0) is
precisely the set of T (α) with |α| < 1. It would be interesting to characterize in the general
case dimE > 1 the class of W0 for which T ′ is in the Harnack part of T .
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