Evolutionary rescue describes a situation where adaptive evolution prevents the extinction of a 10 population facing a stressing environment. Models of evolutionary rescue could in principle be 11 used to predict the treatment levels most likely to limit the emergence of resistance in pests or 12 pathogens. Stress levels are known to affect both the rate of decline of the population 13 (demographic effect) and the speed of adaptation to the stressing environment (evolutionary 14 effect), but the latter aspect has received less attention. Here, we derive a model of evolutionary 15 rescue that includes both effects, using Fisher's Geometric Model of adaptation. In this model, 16
Introduction 29
Understanding the persistence or decline to extinction of populations is a crucial 30 challenge both for the conservation of biodiversity and the eradication of pests or pathogens 31 Carlson et al. 2014; Alexander et al. 2014) . In evolutionary biology, 32 'environmental stress' broadly characterizes an environment that induces a reduction in fitness of stress depends on the strain, especially on its evolutionary history with respect to exposure 48 to the stress (Gonzalez and Bell 2013) . Stress level, as controlled by the drug concentration, 49 was also shown to affect the genetic basis of resistance (e.g. in Harmand et al. 2016) , with a 50 wider diversity of genes and alleles conferring resistance at low dose than at high doses. 51
However, the underlying causes for this relationship between stress level and the 52 probability/genetic basis of ER is still poorly understood, challenging our ability to predict these 53 eco-evolutionary dynamics. Our aim here is to derive new analytical predictions for the 54 relationship between ER and stress level, predicting in particular the critical window of stress 55 levels above which ER is very unlikely, and allowing direct comparison with experimental data. 56 2014). In particular, the fraction of beneficial mutations was found to increase in stressful 71 environments Lenski 2001, 2004) . Standing variation for quantitative traits, and 72 in particular fitness components, also frequently depends on the environment where it is 73 measured (Hoffmann and Merilä 1999; Sgrò and Hoffmann 2004; Charmantier and Garant 74 2005) . Finally, the initial frequency of preexisting variants able to rescue the population from 75 extinction in a stressful environment depends on their selective cost in the past environment. 76
Variations in this cost across stress levels (i.e. between mutations conferring resistance to 77 different levels), could induce corresponding variations in ER probability. In light of this 78 empirical evidence, it seems clear that progress towards understanding and predicting ER across 79 stress levels requires addressing, in a quantitative way, the joint effect of stress on the 80 demography and genetic variation of population exposed to stressful conditions. This is our 81 goal in the present article. 82
To do so, we develop a model that is hybrid between two modeling traditions in ER and Hermisson 2016). This approach was initially proposed for ER by Gomulkiewicz and Holt 88 (1995) , and later extended to account for (i) evolutionary and demographic stochasticity (e.g. 89
Orr and Unckless 2008), and (ii) variation in the selection coefficients of mutations that may 90 cause a rescue, with an arbitrary distribution of fitness effects ). However, 91 such models do not predict how the fitness effects of mutations vary with stress level, i.e. how 92 the genetic and/or environmental context determine these effects. For this reason, they make it 93 difficult to jointly address the two fundamental components of stress mentioned above. On the 94 contrary, quantitative genetics models inherently address the influence of stress on the rate of 95 adaptation by assuming that adaptation (and ER) is caused by evolution of a quantitative trait 96 whose optimum changes with the environment (Lynch et al. 1991; Burger and Lynch 1995; 97 Gomulkiewicz and Holt 1995) . In these models, both the rate of decline and the rate of 98 adaptation in the stressful environment depend on the distance between the phenotypic optima 99 in the past and present environments. However, analytical predictions were derived assuming a 100 broad, polygenic basis for adaptation with a stable genetic variance of the quantitative trait. The population genetic processes underlying adaptation were not explicitly modelled, and the 102 stochasticity involved in fixation and establishment neglected. These complications were only 103 explored by simulations (e.g. Gomulkiewicz et al. 2010) . 104
In order to take the best of both approaches, we rely on Fisher's (1930) Geometrical 105 Model (hereafter "FGM"), which predicts how the selective coefficients of mutations change 106 across environments (and stress levels). Variation in fitness in the FGM is assumed to emerge 107 from variation on multiple putative traits, undergoing stabilizing selection that depends on the 108 environment. This model allows analytical tractability, while retaining various aspects of 109 realism (reviewed in Tenaillon 2014 . The distribution 114 of the demographic parameters of mutant genotypes then depends on both the genotype in 115 which they arise, and on the environment in which they are expressed. Importantly, the FGM 116 also predicts the covariation of selection coefficients across environments (Martin and 117 Lenormand 2015) . This creates a tractable connection, across stress levels, between (i) the 118 decay rate, (ii) the rate and effect of rescue mutants, and (iii) their potential costs in the original 119 environment, before the onset of stress. 120
We here use the FGM to analyze how the demographic and evolutionary effects of stress 121 level affect evolutionary rescue caused by individual mutations. We consider either rescue from 122 de novo mutations, or from standing variance at mutation-selection balance. We model 123 evolutionary rescue in large asexual populations, similar to bacterial populations exposed to 124 antibiotics, or populations of cancerous cells exposed to chemotherapy. Following (Martin et 125 al. 2013 ), we use diffusion approximations, which can accommodate various demographic 126 models. Explicit analytical approximations are obtained for an initially large asexual population 127 undergoing relatively harsh stress, and checked against stochastic simulations. Our 128 approximations assume that selection is strong and mutations rare (Gillespie 1983 ). In all cases, 129
we predict a narrow window of stress levels over which evolutionary rescue shifts from being 130 highly likely to highly unlikely. This window can be computed from experimentally measurable 131 quantities. Our model integrates the different effects of stress on the demography and genetic 132
variation for fitness and interestingly shows that these effects can be approximately summarized 133 into a single composite measure that captures the 'effective stress level'. When measured on this scale, the critical stress window depends only on the initial population size and the mutation 135 rate. 136 137
Methods

138
In this section, we detail the assumptions of the model and the approximations used for 139 its mathematical analysis, in terms of environmental change, eco-evolutionary dynamics and 140 mutational model. 141 142 Abrupt environmental shift: We define two environments: (1) a non-stressful one, denoted 143 as "previous environment", in which the population has a positive mean growth rate, and a large 144 enough population size that demographic stochasticity can be ignored; and (2) a stressful one, 145 denoted "new environment", in which the population initially has a negative mean growth rate, 146 and the population size is subject to demographic stochasticity. Conditions shift abruptly from 147 the previous to the new environment at = 0, at which time the population size is 0 . 148 149 Eco-evolutionary dynamics: Extinction or rescue ultimately depends on details of the 150 stochastic population dynamics of each genotype, which are here assumed to be mutually 151 independent (no density or frequencydependence see Chevin (2011) ). As in Martin et al. 152 (2013), we approximate these dynamics by a Feller diffusion (Feller 1951 ). This approximation 153 reduces all the complexity of the life cycle into two key parameters for each genotype : the 154 expected growth rate (our 'fitness' here), and the variance in reproductive output . As an 155 illustration, our simulations below assume discrete generations and Poisson offspring 156 distributions, wherein = 1 + ≈ 1 for any genotype, as long as their growth rates is not too To cause a rescue, a resistant mutant ( > 0) must 'establish', by avoiding extinction 161 when rare. The probability that this happens, for a lineage with growth rate > 0, starting in 162 single copy (i.e., ignoring later mutations) is ( ) = 1 − −2 ≈ 2 (still assuming ≪ 163 , with ≈ 1 in the example used in simulations). We ignore stochasticity in the decay 164 dynamics of the subpopulation of all non-resistant genotypes ( < 0). This is accurate as long 165
as this subpopulation has large initial size, of order 0 ≫ 1 . 166
Finally, we assume that mutation rates per capita per unit time are constant over time. 167 This is exact in models with discrete generations, but is only approximate in continuous-time 168 models, where mutations occur during birth events, leading to higher mutation rates per unit 169 time for genotypes with larger birth rates. The approximation then applies if birth and death 170 rates are large relative to growth rates (birth minus death), which is also required to approximate 171 birth death processes by a Feller diffusion (discussed Martin et al. 2013) . 172 173 ER from standing variance vs. de novo mutation: At the onset of stress ( = 0), the 174 population either consists of a single 'ancestral' clone, or is polymorphic at mutation-selection 175 equilibrium in the previous environment. In the first case, we must derive the distribution of 176 fitness effects, in the new environment, of mutants arising in the ancestral clone. In the second 177 case, we must describe the potential rescue variants already present in the previous 178 environment, plus the range of mutants that they may generate de novo after the onset of stress. 179 180 House-of-Cards approximation: We are interested in modeling the context-dependence of 181 mutation fitness effects, in order to capture the different effects of stress described above. 182
However, this context dependence implies epistasis, which makes the problem highly 183 intractable in general. To make analytical progress, we assume a regime of strong selection and 184 weak mutation rate (SSWM, Gillespie 1983 ), which allows substantial simplification. This 185 regime arises when mutation rates are small relative to their typical effect (as detailed below). 186
In our context, this assumption implies that most rescue variants are only one mutational step 187 away from the (non-rescue) background in which they arise, such that we can ignore the 188 accumulation of multiple mutations causing ER. 189
When considering a population initially at mutation-selection balance, the SSWM 190 regime allows for further key simplifications. At mutation-selection balance, the equilibrium 191 phenotype and fitness distributions both depend on a complex interplay between deleterious 192 and compensatory mutations. However, in the SSWM regime, most segregating phenotypes 193 remain within a narrow neighborhood of the phenotype that is optimal in the previous 194 environment (the fittest genotype). We can thus derive the mutation-selection balance 195 distribution of phenotypes and fitness by assuming that all mutations in each generation 196 originate from the optimum phenotype in the previous environment. This is essentially the 197
House-of-Cards approximation (Turelli 1984 
Under this assumption, ER from standing variance depends on the fitness distribution 200
of variants, at mutation-selection balance in the previous environment. ER from de novo 201 mutations depends on the distribution of fitness effects among mutants arising from the 202 previous optimum phenotype as the only wild-type. We can thus directly borrow the results 203 from Martin et al. ), which are based on an arbitrary joint distribution of 204 fitness effects in the new and the previous environment. The problem thus reduces to computing 205 this joint distribution of fitness effects in the FGM, for random mutations arising in a single 206 'ancestral clone' that is optimal in the previous environment. to be a quadratic function of quantitative (continuous) phenotypic traits. The breeding values 211 (heritable components) for these traits are concatenated in a vector ∈ ℝ , with optimum 212 multivariate phenotype * , at which the maximal growth rate is . All genotypes are 213 assumed to have the same stochastic variance in reproductive success (see above), leading to 214
Assuming single peak in the phenotype-fitness landscape in each environment, the optimum in 215 the new environment is set at * = without loss of generality. The optimum in the previous 216 environment is set equal to the phenotype of the ancestral ('A') mean phenotype * = . When 217 starting from a clone, the previous environment is irrelevant, only the maladaptation of this 218 clone counts. When starting from a population initially at mutation-selection balance, following 219 the House-of-Cards approximation above, we also consider that all mutations emerge from the 220 optimal phenotype in the previous environment, * = . The fitness of the ancestral clone in 221
where is its rate of decay. This 222 means that stress involves a shift of the optimum (from * = to * = ) by an amount 223 Lenormand 2006a). As we will see, all our results can in fact be expressed in terms of four 257 parameters ( 0 , , , ) instead of the six original ones ( , 0 , , , , ). Table  258 1 summarizes all notations in the article. Maximal mutation rate under which the WMSS regime is valid. = 2 -dimensional vector ∈ ℝ of (breeding values for) phenotype , * * : optimal phenotype in a given environment : average phenotype of the ancestral population (before the onset of stress) * = : new environment * = : previous environment , Growth rate ( ) and reproductive variance ( ) of a given genotype, in the new environment.
Maximum possible growth rate in the new environment.
( * ) =
Rate of decay of the ancestral phenotype in the new environment.
( ) = − ‖ ‖ 2 2 ⁄ = − Scaled cost of a mutation: selective disadvantage of the mutant, relative to the optimal phenotype, in the previous environment, divided by .
Eq.[2]
̃ found that below , the full fitness distribution at mutation-selection balance is exactly that 266 expected from a single wild-type genotype at the optimum, while above there is no dominant 267 genotype in the equilibrium population. Whether this same condition is sufficient for most rescue events to stem from single step mutations is not justified theoretically, and was simply 269 
where 0 1 (. , . ) is the confluent hypergeometric function, Γ( ) the gamma function. In the 281 SSWM regime, this probability density function approximately describes de novo mutations 282 produced after the onset of stress by the whole population, be it initially clonal or at mutation-283 selection balance. mean of | . This conditional harmonic mean depends on the joint distribution of fitness effects 296 of ( , ) across two environments in the FGM (given in Martin and Lenormand 2015) . In our 297 context, the ancestral clone is optimal in the previous environment and the preexistent mutants are closed to this ancestral clone. In this case, using results in Martin and Lenormand (2015) , 299 the resulting conditional harmonic mean ( ) takes a tractable form (see Eq.(A6) in 300 Appendix): 301
where ( ) = ∫ − / ∞ 1 is the exponential integral function. Rescue probability was estimated by running 1000 replicate simulations until either extinction 318 or 'rescue' occurred. A population was considered 'rescued' when it reached a population 319 size and mean growth rate ̅ such that its extinction probability, if it were monomorphic, 320 would lie bellow 10 −6 (exp(− ̅ ) < 10 −6 ). For rescue from populations at mutation-321 selection balance, 8 replicate initial equilibrium populations were generated, each by starting 322 from an optimal clone and running the same algorithm with fixed population size ( = 10 6 ) 323 until the mean Malthusian fitness stabilized to its theoretical equilibrium value ̅ = − 324 (for < ). Then replicate rescue simulations were performed from these initial populations 325 as previously. . This means that the growth rates of the 342 optimal genotype ( ) and of the ancestor (− ) only affect ER probabilities in a way that is 343 scaled by the variance in phenotypic effects ( ). This result is reminiscent of results regarding 344 the proportion of beneficial mutations in the FGM which greatly depend on the mutational 345 variance (Fisher 1930; Orr 2000) . 346
The log-linearity of rescue probability with 0 ( = 1 − − 0 ) has received empirical 347 support ). It holds whenever each individual lineage present at the onset of 348 stress contributes independently to the rescue process (whether by being itself a rescuer, or by 349 generating de novo mutants), that is, when density or frequency-dependence in selection is 350 negligible. Log-linearity with the mutation rate however arises here because of the SSWM 351 regime, where multiple mutations are ignored: it might not hold at higher mutation rates 352 (when > ). As such, Eq.
[4] makes no further assumption than the SSWM regime ( < 353 ); it can easily be evaluated numerically to provide a general testable theory for rescue probabilities across stress levels, in the FGM. Yet, in order to gain more quantitative/intuitive 355 insight into the effects of stress, we now study approximate closed form for the rates in Eq.[4], 356
focusing on de novo rescue first. 357
358
Weak mutation effects approximation: We now assume that mutation effects are weak 359 relative to the maximal growth rate under stress. More precisely, we introduce = −2 and 360 assume that ≪ 1, while retaining the SSWM regime ( < = 2 ). Overall mutation 361 effects are thus assumed to fall within the range: / 2 < ≪ 2 . We further require for 362 analytical simplifications that ≥ 2 in the new environment, but this only excludes 363 situations where rescue is de facto certain. The weak effect assumption ≪ 2 can 364 alternatively be interpreted as follows (see Appendix): we require that the new optimum lies 365 several mutational steps away from the subset of 'critical' phenotypes (i.e. those with growth 366 rate = 0). It means that resistant variants typically do not overshoot the optimum. This 367 assumption is only problematic when analyzing rescue in very low quality environments 368 where is very low (See Supplementary figure 6B) . [5]
Under the weak effect assumption ( / 2 < ≪ 2 ) the rate of de novo rescue (Eq.
[4]) is 373 approximately 374
[6]
Here too, the rates and only affect ER probabilities when scaled by mutation effects . 375
Differentiating in Eq.
[6] with respect to the model parameters allows evaluating the 376 sensitivity of ER probability to these parameters (Supplementary file S1) . ER probability 377 always increases with increasing per-trait mutational variance , decreasing decay rate , 378 increasing height of the fitness peak and decreasing dimensionality ( = /2). The effects 379 of and are expected as it is easier to 'send' mutants in the phenotype subspace 380 corresponding to resistance ( > 0) when mutation effects are large (larger ), and when this subspace is wider (higher peak ). The effect of is reminiscent of the "cost of complexity", 382 which already arises in the FGM in the absence of demographic decay (Orr 2000) . ER decreases 383 with due to the fast demographic decay, as in previous models, but also due to its negative 384 impact on the proportion of resistant mutants. This latter effect of might at first sight seem 385 inconsistent with classic results on the FGM, where the proportion of beneficial mutations 386 typically increases with maladaptation. Resistance mutations however form a typically small 387 subset of mutations, sufficiently beneficial to grow while their ancestor decays ( > > 0). 388
This subset gets smaller as the decay rate increases. 389 Interestingly, ER probability drops sharply with stress levels (i.e. with decay rate here), much 394 more so than predicted by a context-independent model, in which ∝ 1/ (gray lines on 395 Figure 2 ). This stems from the fact that in the FGM, increased stress means faster decay (as in 396 context-independent models), but also less and weaker resistance mutations. This second effect 397 is a driving factor in the pattern of ER probabilities across stress levels in the FGM, and is 398 However, the pattern simplifies substantially if dimensionality is small and/or stress is mild ( 406 small). Indeed, whenever the factor (1 − /(4 ))/(1 + /2) in Eq.
[6] approaches 1 (the 407 condition being less stringent as → ½), Eq. [6] becomes ≈ ( ). Stress may in general 408 impact all landscape parameters ( , , ,
), but its resulting impact on ER probabilities is 409 then fully captured (via the function (. )) by a single composite variable: in Eq.
[5]. More 410 precisely, this simplification holds approximately, when the two following conditions are 411 jointly verified: 412
The conditions are always met in = 1 dimension ( − 1 2 ⁄ = 0), when ≫ 1 as we have 413 assumed all along. The conditions extend to higher dimensions, as long as remains limited 414 (condition ( ), ≪ −2 ) and the decay rate is small relative to the maximal growth rate 415 (condition ( ), ≪ ). Whenever conditions (a) and (b) hold, the effect of stress is entirely 416 mediated by and is approximately independent of dimensionality (of ). 417
This simplification is illustrated in Figure 3 , where we explore different possible effects of 418 stress (as captured by Eq.[6]): on the maladaptation of the wild type through , on the 419 maladaptation of the wild type and the quality of the environment through and jointly, 420 or on the maladaptation of the wild type and its evolvability through and jointly ( Figure  421 3A, blue, orange and red, resp.). These various effects are accurately summarized by a single 422 effect of stress on (Figure 3B) , which is approximately independent of dimensionality 423 (compare circles = 1 and squares = 6 on Figure 3B 
431
'Characteristic stress window': From Eqs.
[6]-[7], the function (. ) provides a quantification 432 of the 'window' of stress levels over which ER drops from highly likely to highly unlikely. As 433 this drop is important in characterizing the typical range of environments in which a given 434 population may persist, it is important to obtain analytical insight on its bounds. This is detailed 435 in section IV of the Appendix, and we summarize the main results below. 436
We define an 'isorescue' line of a given level ∈ [0,1] as the set of values of 437 parameters ( 0 , , , , , ) for which the rescue probability is . At low dimensionality, 438 from Eq.[7] we can show this isocline (for given 0 ) may be characterized approximately by 439 the set ( , , ) that corresponds to a given value of , i.e. to = = −1 ( 0 /log (1/ 440
(1 − ))). Using the simplification ( ) ≈ −3/2 − /√2 (from Eq.[6] whenever ≫ 1) 441 this isocline can be derived explicitly (Eq. A25). Of particular relevance is the isocline of 442 level = 1/2, which defines the 'characteristic stress' 0.5 where the ER probability is 1/2. where Eq.
[8] applies for large 0 ≫ 1 (see Appendix for a more general expression). The 445 characteristic the stress levels 0.5 that a population can typically withstand increases only log-446 linearly with population size and mutation rate. Predicting how sharply the ER probability drops 447 around the characteristic stress is also important. This drop can be characterized by a 448 'characteristic stress window', which we define as the range of over which the ER probability 449 drops from 75% to 25%. The width of this window can be scaled by the value of the 450 characteristic stress 0.5 , to get a scale-free measurement of its steepness. This simply gives 451
The width of the scaled "characteristic stress window" is always less than 1, and becomes small 452 for large 0.5 (hence for large 0 (see Eq. Interestingly, Eq.
[9] provides a scale-free measure that may be compared across experiments, 458 as it only depends on the genomic mutational input 0 (via 0.5 ), as seen in Figure 4 .
However, like all results so far, eq. [9] only considers ER from de novo mutation. We now turn 460 to ER from standing genetic variation. or on ̃≈ + (approximation in Eq. [10] ). Each colored shaded area (orange or blue, and green when overlapping) shows, for the corresponding value of (0.5 or 1.5 respectively), the range of for which ER probability drops from 0.99 to 10 −3 . Other parameters: = 4, 0 = 10 5 , = 0.005.
We observe a very similar drop in ER probability with stress as with de novo mutation 479 ( Figure 5A) , but at higher 'characteristic stress'. Figure 5B stress levels, while that from de novo mutations decreases with stress (as 1/ ). Overall, rescue 486 stems more from standing variants as increases, in this range. At very large stress levels, 487 rescue stems from strong effect mutations: these pay a substantial 'incompressible cost' (Martin 488 and Lenormand 2015), that increases faster than . Therefore, the contribution from standing 489 variants decreases again with stress, in this range (remaining dominant:
≥ 1/2). 490
However, the variation of may be negligible in practice. Assume a large 0 and 491 that stress only affects (rather than or ). Then over a wide range of stress levels 492 (shaded area), is close to maximal and roughly constant (Figure 5B) . In our illustration, 493 this range covers ~0.99 to ~10 −3 . Mathematically, the curvature of with is 494 limited around its maximum value (of order −2 = 2 , see Appendix), when only varies 495 with . Overall, over a large range of stress level in which ER probability falls from highly 496 likely to highly unlikely, hardly deviates from its maximal value * , which is given below 497 (dotted line in Figure 5B ). This means that the rate of rescue with standing variance is 498 approximately proportional to that with only de novo mutation, with constant proportionality 499 largely independent of the stress level: 500
.
[11]
This constant contribution from standing variance decreases with increasing dimensionality ( ) 501 and with a lower fitness peak ( ). The rough constancy of also means that all the results obtained previously for de novo ER apply in the presence of standing variance, when stress only 503 shifts the optima. The characteristic stress is higher (replacing by /(1 − * ) in Eq.[8]), 504 with the same profile (stress window), as captured by the approximation ≈ /(1 − * ) 505 (Eq. [11], dotted black line in Figure 5A) . 506
Finally, note that may also change across environments, from (for previous) to 507 Main results: We investigated the persistence of a population of asexual organisms under an 517 abrupt environmental alteration. This 'stress' affects a single peak fitness landscape (FGM), 518 which the population must 'climb' to avoid extinction. A quantitative constraint arises from this 519 landscape, linking the initial decay rate of the population, the proportion and growth rate of 520 resistance alleles among random mutants, and their selective cost before stress. In the model, a 521 continuum of stress levels may modify the landscape in various ways: shifting the optimum, 522 changing the peak height or the phenotypic scale of mutations. Under a SSWM regime and 523 assuming weak mutation effects, all these effects are approximately captured by the variation, 524 across stress levels, of a single composite parameter (Eq. Figure 4 ), more so than in previous context-independent models (Figure 2) . The 527 'characteristic stress window', over which this drop occurs, only depends on 0 : as 0 gets 528 larger, the window gets narrower (Figure 4) and shifts towards higher stress levels, 529 approximately as log( 0 ) (Eq.[8]). When standing variance is available (population at 530 equilibrium before stress), its contribution to ER is dominant and approximately constant across 531 stress levels (Eqs.
[10]-[11], Figure 5 ), in this same regime (SSWM and weak mutation effects). 532 533 Empirical implications for the evolution of resistance: In chemotherapy, stress level is the 534 main factor under our control (dose regimes etc.). Empirically, it is also perhaps the best-studied factor in this context (Gunderson et al. 2001; Drusano 2004 ). Therefore, it seems important to 536 provide a predictive model of ER probabilities over a range of stress levels comparable to 537 experimental data in order to give insights into the complex trade-off between curing infections 538 and managing resistance (Day and Read 2016; Levin-Reisman et al. 2017). In general, to test 539 our predictions and any ER model, it is critical to empirically relate physical measures of stress 540 level (e.g. concentrations, temperatures, salinities etc.) with demographic measures (decay 541 rates). Here we consider, for example, the concentration υ of an antibiotic. With such data our 542 model could be tested in several ways. First, assuming that increased υ only implies larger shifts 543 in the optimum, then only depends on υ. This parameter ( (υ)) can be measured over a 544 range of concentrations via classic kill-curve studies (Regoes et al. 2004 ). The probability of 545 resistance emergence ( (υ)), from a purely clonal population, can also be measured across the 546 same range of υ. We then expect a predictable relationship between (υ) and (υ), which 547 could depend on other parameters as , or even according to the model considered 548 stress. Then higher stresses may actually favor the emergence of resistance by rapidly depleting 567 the sensitive wild-type population, thus releasing limiting resources for resistant genotypes.
