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Abstract Global climate models do not have sufficient spatial resolution to represent
the atmospheric and land surface processes that determine the unique regional
climate of the State of Washington. Regional climate models explicitly simulate
the interactions between the large-scale weather patterns simulated by a global
model and the local terrain. We have performed two 100-year regional climate
simulations using the Weather Research and Forecasting (WRF) model developed
at the National Center for Atmospheric Research (NCAR). One simulation is forced
by the NCAR Community Climate System Model version 3 (CCSM3) and the
second is forced by a simulation of the Max Plank Institute, Hamburg, global model
(ECHAM5). The mesoscale simulations produce regional changes in snow cover,
cloudiness, and circulation patterns associated with interactions between the large-
scale climate change and the regional topography and land-water contrasts. These
changes substantially alter the temperature and precipitation trends over the region
relative to the global model result or statistical downscaling. To illustrate this effect,
we analyze the changes from the current climate (1970–1999) to the mid twenty-
first century (2030–2059). Changes in seasonal-mean temperature, precipitation, and
snowpack are presented. Several climatological indices of extreme daily weather
are also presented: precipitation intensity, fraction of precipitation occurring in
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extreme daily events, heat wave frequency, growing season length, and frequency
of warm nights. Despite somewhat different changes in seasonal precipitation and
temperature from the two regional simulations, consistent results for changes in
snowpack and extreme precipitation are found in both simulations.
1 Introduction
The climate of the State of Washington is exceptional in its range of variability.
Geographical climate zones range from temperate coastal rain forests to glaciated
mountain ranges to arid scrublands. Temporally, the state experiences a large range
in precipitation over the annual cycle and significant year-to-year variability associ-
ated with the El Niño–Southern Oscillation and modulated by the Pacific Decadal
Oscillation. The region is characterized by its complex terrain, coastlines, varied
ecological landscapes, and land use patterns. These features interact at all spatial and
temporal scales with weather systems from the North Pacific and continental interior
to establish the regional climate of the state. To understand how climate change will
affect the state, we must understand how these interactions modulate the large-scale
global climate change patterns simulated by global climate models.
Global climate models do not account for the atmospheric processes that deter-
mine the unique spatially heterogeneous climatic features of Washington. Elsewhere
in this issue (Elsner et al. 2010), climate datasets with high spatial resolution (on
a 0.0625◦ grid) are produced using a combination of global climate simulations
and gridded observations by way of statistical downscaling methods (Mote and
Salathé 2010). Statistical methods have been successfully employed in the Pacific
Northwest (Salathé 2003, 2005; Widmann et al. 2003; Wood et al. 2004) and other
regions (Giorgi and Mearns 1999). Statistical downscaling is based on fine-scale
data derived using assumptions about how temperature and precipitation vary
over complex terrain in order to interpolate the sparse station network (about
50-km spacing) to a 0.0625◦ grid. Information simulated by the coarse-resolution
global models (with output on a 100-to-300 km grid) is then used to project the
future climate. This approach represents the mean climate and local regimes quite
well but does not take into account how the terrain influences individual weather
systems. Mesoscale process involving land and water surface characteristics, such
as orographic precipitation, convergence zones, snow-albedo feedbacks, and cold
air drainage, are likely to respond to the changing large-scale climate (see, for
example, Leung et al. 2004 and Salathé et al. 2008). Since mesoscale processes are
not explicitly represented in global models and statistical downscaling, their role in
determining regional climate change is not fully accounted for with these methods.
The motivation for applying regional climate models, therefore, is to simulate these
processes and to understand their role in regional climate change. In the typical
regional climate modeling design, as used here, mesoscale processes do not feedback
onto the global climate simulation, and large-scale features that depend on these
feedbacks cannot be properly represented. However, many important feedbacks
operate at the local scale, such as snow-albedo feedback, and these can substantially
modify the regional climate projection.
A regional climate model is similar to a global climate model in that it simulates
the physical processes in the climate system. Regional climate models cover a limited
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area of the globe and are run at much finer spatial resolution—1–50 km grid spacing
as opposed to 100–300 km grid spacing in a global model—thus they can simulate
the interactions between large-scale weather patterns and local terrain features not
resolved by global models. Global model output data are used to force the regional
model at its boundaries and the regional model downscales the global model by
producing fine-scale weather patterns consistent with the coarse-resolution features
in the global model. The disadvantages of a regional climate model are that it
is computationally expensive and cannot explicitly remove systematic differences
(biases) between the global model and observations as statistical methods can.
Thus, for many applications, some bias correction must be applied to the results,
to remove the combined biases of the global and regional model. This approach
is used in Rosenberg et al. (2010) using data from the WRF simulations presented
here. Furthermore, due to the computational demands of regional models, there is a
trade-off in using them for impacts studies between long simulations at high model
resolution, to better simulate local effects, and a large ensemble of simulations using
multiple regional and global models, to better represent the range of uncertainty.
In this study, we have used only two regional simulations, but these have been
performed for very long time periods and at relatively high resolution. While this
approach limits our ability to understand the effects of inter-model differences, such
effects are explored in Mote and Salathé (2010), Elsner et al. (2010), and Vano
et al. (2010). As such, this paper complements the wider range of climate projections
presented in those papers.
In this paper, we report results from two 100-year simulations with a regional
climate model using two different global models to provide forcing at the bound-
aries. Both regional simulations use the Weather Research and Forecasting (WRF)
model developed at the National Center for Atmospheric Research (NCAR). This
model includes advanced representations of cloud microphysics and land-surface
dynamics to simulate the complex interactions between atmospheric processes like
precipitation and land surface characteristics such as snow cover and soil moisture.
One simulation is forced by the NCAR Community Climate System Model version
3 (CCSM3) and will be referred to as CCSM3–WRF and the second is forced by a
simulation of the Max Plank Institute, Hamburg, global model (ECHAM5), referred
to as ECHAM5–WRF. The WRF model configuration is very similar for both
simulations, with modifications described below. The ECHAM5–WRF simulation
was performed on a 36-km grid while the CCSM3–WRF simulation was on a 20-km
grid. Thus, differences between the two simulations are primarily attributable to the
forcing models and the grid spacing used. The ECHAM5–WRF grid encompasses
the continental US while the CCSM3–WRF grid covers the western US. Here we
analyze results only for the Pacific Northwest. We base our analysis on differences in
the regional simulations for the present climate, defined as the 30-year period 1970
to 1999, and the mid twenty-first century, the 30-year period 2030–2059.
High spatial resolution in the regional model is critical to simulating mesoscale
processes and adding value over the global model. For example, Leung and Qian
(2003) showed substantial improvement in simulating precipitation and snowpack
for the Pacific Northwest when reducing the grid spacing in a regional model. The
20-km grid CCSM3–WRF and 36-km ECHAM5–WRF grid spacing is sufficient to
resolve the major mountain ranges and coastlines of the Pacific Northwest that are
important to the climate of Washington.
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2 Model configuration
2.1 Forcing models
The atmospheric component of ECHAM5/MPI-OM is the fifth-generation general
circulation model developed at the European Centre for Medium-Range Weather
Forecasts and the Max Planck Institute for Meteorology (Roeckner et al. 1999,
2003), and the ocean component is the Max Planck Institute Ocean Model (MPI-OM;
Marsland et al. 2003). Here we will refer to the coupled model simply as ECHAM5.
For the present climate (1970–1999), we used an ECHAM5 simulation of the 20th
century with historical forcing; for the twenty-first century, we used a simulation
with the Special Report on Emissions Scenarios (SRES) A1B emissions scenario
(Nakicenovic et al. 2000). ECHAM5 was run at T63 spectral resolution, which corre-
sponds to a horizontal grid spacing of approximately 140 × 210 km at mid-latitudes,
and 32 levels in the vertical. Model output at 6-hourly intervals was obtained from
the CERA WWW Gateway at http://cera-www.dkrz.de/CERA/index.html; the data
are managed by World Data Center for Climate http://www.mad.zmaw.de/wdcc/.
The NCAR Community Climate System Model Version 3 (CCSM3) consists of
the Community Atmospheric Model (CAM), the Parallel Ocean Program (POP),
the Community Land Model (CLM), and the Community Sea Ice Model (CSIM)
coupled through a flux coupler to simulate the atmosphere, ocean, cryosphere, and
land processes, and their interactions (Collins et al. 2006). The atmospheric model
(CAM) that provides boundary conditions to CCSM3–WRF was run at a horizontal
grid resolution of T85, which corresponds roughly to a grid spacing of 150 km
in the mid-latitudes, with 26 vertical levels. For the present climate (1970–1999),
CCSM3–WRF was forced with one of the 10 ensemble CCSM3 simulations of the
twentieth century with historical radiative forcing. For the future climate, we used
one of five ensemble simulations prepared for the IPCC AR4 using the SRES A2
emission scenario. Model output at 6-hour intervals is available from the NCAR mass
storage, the Program for Climate Model Diagnostic and Intercomparison (PCMDI)
AR4 global simulation archives (http://www-pcmdi.llnl.gov/), and the Earth System
Grid (ESG).
The two models used to force the regional climate model (CCSM3 and ECHAM5)
are compared with a set of 19 global models in Mote and Salathé (2010), who show
that both models provide realistic simulations of the twentieth century climate. Com-
pared to the multi-model average for the Pacific Northwest (Table 1), the ECHAM5
A1B simulation projects a low temperature increase and a high precipitation increase
while the CCSM3 A2 simulation projects a relatively warmer and drier future.
Table 1 Pacific Northwest annual mean changes in temperature and precipitation from 1970–1999
to 2030–2059 for ECHAM5 and CCSM3 compared to 19-model averages in Mote and Salathé (2010)
Temperature (◦C) Precipitation (%)
ECHAM5 A1B 1.58 3.0
CCSM3 Run5 A2 2.5 −0.8
19-Model A1B 2.24 1.9
19-Model B1 1.68 2.0
Climatic Change (2010) 102:51–75 55
Since CCSM3 was run for an ensemble of simulations, we can compare the
simulation used here to the full ensemble. Differences among ensemble members
reflect the inherent variability in the simulated climate given the same radiative
forcing, and each simulation can be taken as an equally likely projection of the
climate. Of the parameters discussed here, precipitation shows by far the greatest
variation across the ensemble, consistent with the large observed natural variability
in regional precipitation. While precipitation from the global model is not used in
forcing the regional model, the winds and moisture fields are used, and this ensures
an overall compatibility of the global and regional precipitation simulation. The
ensemble member used for this study (run 5) differs from the ensemble mean most
significantly in November precipitation over the Pacific Northwest. The CCSM3
SRES A2 ensemble mean shows a modest increase in autumn and spring precipita-
tion with decreases in the winter and summer, which is generally consistent with the
multi-model ensemble mean discussed in Mote and Salathé (2010). For the ensemble
member used to force WRF, the 1970–1999 November mean Pacific Northwest
precipitation is the lowest and the 2030–2059 mean is the highest in the ensemble.
Thus, the change in November precipitation is high compared to the ensemble
mean. In the results below, we find that this increase in precipitation has a marked
influence on the simulated regional climate change; these results must be inter-
preted as the combined influence of systematic climate change and internal climate
variability.
2.2 Regional model
The WRF model is a state-of-the-art mesoscale numerical weather prediction system
designed to serve both operational forecasting and atmospheric research needs
(http://www.wrf-model.org). This model has been developed and used extensively
in recent years for regional climate simulation (Leung et al. 2006). WRF is a non-
hydrostatic model with multiple choices for physical parameterizations suitable
for applications across scales ranging from meters to thousands of kilometers.
The physics package includes microphysics, convective parameterization, planetary
boundary layer (PBL), land surface models (LSM), and longwave and shortwave
radiation.
In this work, the microphysics and convective parameterizations used were the
WRF Single-Moment 5-class (WSM5) scheme (Hong et al. 2004) and the Kain–
Fritsch scheme (Kain and Fritsch 1993). The WSM5 microphysics explicitly simulates
water vapor, cloud water, rain, cloud ice, and snow. The Kain–Fritsch convective
parameterization utilizes a simple cloud model with moist updrafts and downdrafts
that includes the effects of detrainment and entrainment. The land-surface model
used was the NOAH (National Centers for Environmental Prediction—NCEP,
Oregon State University, Air Force, and Hydrologic Research Lab) LSM (Chen and
Dudhia 2001). This is a four-layer soil temperature and moisture model with canopy
moisture and snow cover prediction. It includes root zone, evapotranspiration, soil
drainage, and runoff, taking into account vegetation categories, monthly vegetation
fraction, and soil texture. A modification is included so that soil temperatures vary at
the lower boundary of the soil column (8-m depth) in accordance with the evolving
climatological surface temperature. The PBL parameterization used was the YSU
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(Yonsei University) scheme (Hong and Pan 1996). This scheme includes counter-
gradient terms to represent heat and moisture fluxes due to both local and non-local
gradients. Atmospheric shortwave and longwave radiation were computed by the
NCAR CAM (Community Atmospheric Model) shortwave scheme and longwave
scheme (Collins et al. 2004).
The most interesting differences between the ECHAM5–WRF and CCSM3–WRF
simulations are those due to the global model used to force the regional simulation.
However, there are minor technical differences in the WRF model configurations
used at Pacific Northwest National Laboratory for the CCSM3–WRF and used at the
University of Washington for the ECHAM5–WRF simulations. First, the CCSM3–
WRF simulation used the SRES A2 scenario while ECHAM5–WRF used the SRES
A1B emissions scenario. The effect of these different emissions scenarios on the
simulated climate is minor since the two emissions scenarios do not begin to diverge
until the mid twenty-first century. The difference between the PNW-mean annual
warming from 1970–1999 to 2030–2059 for the CCSM3 A2 simulation used for this
paper and the CCSM3 A1B simulation used in the remainder of the assessment
is less than 1◦C. Secondly, the ECHAM5–WRF simulation follows the methods
of the MM5-based mesoscale climate modeling described in Salathé et al. (2008):
Nested grids and interior nudging are used to match the WRF simulation to the
global model. The CCSM3–WRF uses a single model domain with a wider buffer
zone for the lateral boundaries to increase the constraints from the global climate
simulation. The relaxation coefficients of the nudging boundary conditions follow
a linear-exponential function to smoothly blend the large-scale circulation from
the global simulation and the regional simulation. As seen below, both simulations
closely follow the forcing model, so both nudging and the extended buffer zone are
successful methods of constraining the regional simulation.
3 Model evaluation
To establish whether the regional climate simulations can reproduce the observed
climate of the Pacific Northwest, we compared the two simulations for the winter
(December–January–February, DJF) and summer (June–July–August, JJA) to grid-
ded observations averaged for the period 1970–1999, in a similar manner to Leung
et al. (2003a, b). The gridded data consist of station observations interpolated to a
1/16-degree grid using an empirical model for the effects of terrain on temperature
and precipitation (Daly et al. 1994; Elsner et al. 2010). Since the CCSM3 and
ECHAM5 simulations are from free-running climate models, the observed temporal
sequence (i.e. at daily to interannual time scales) is not reproduced. However, for
averages over a period of 30 years, most natural and internal model variability
should be removed and we expect any differences among the simulations and gridded
observations to be the result of model deficiencies and, to some degree, differences
in grid resolutions.
It is important to note that a regional model does not explicitly remove any bias
in the forcing model, except where such bias is due to unresolved processes, and may
introduce additional biases. This comparison, therefore, evaluates both the regional
model and the global forcing model. Some uncertainty in the evaluation is introduced
in using gridded observations as opposed to station observations since the gridding
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procedure interpolates between the sparse station network based on a simple terrain
model for temperature and precipitation.
An alternative method for evaluation of the WRF regional climate simulation,
based on station observations, may be found in Zhang et al. (2009), who use the
same WRF implementation used for the ECHAM5–WRF simulations, but forced
by an atmospheric reanalysis, in order to isolate deficiencies in the mesoscale model
from errors in the forcing model. That study found that Tmax and Tmin simulated by
WRF compare well with the station observations. Warm biases of Tmax are noted
in WRF simulations between February and June with cold biases during the rest of
the year. Warm biases of Tmin prevail throughout the year. The temporal correlation
between the simulated and observed daily precipitation is low; however, the corre-
lation increases steadily for longer averaging times, showing good representation of
seasonal and interannual variability.
Figure 1 shows the winter (DJF) and summer (JJA) temperature simulated
by CCSM3–WRF (left) and ECHAM5–WRF (middle) simulation in compari-
son to the gridded observations (right). The bottom two panels show simulated
and observed temperature and the ECHAM5–WRF terrain along a transect of
Washington at 47.8◦N; observed precipitation has been averaged over a latitude band
to reflect the model resolution. Overall, the temperature is well represented in the
simulations: the influence of the major geographical features is captured, and the
seasonal cycle is reproduced. Both models exhibit a substantial cold bias relative to
the gridded observations. In DJF, this bias is evident over the Cascade crest and
Southeast Washington. Any bias in the global forcing models is inherited by the
WRF simulation, so this comparison depends on combined deficiencies in the forcing
model and regional model.
Figure 2 shows the corresponding results for simulated and observed 1970–1999
precipitation. Again, the overall magnitude of precipitation and its geographical
distribution are well characterized by the simulations for both seasons. Both models
are unable to resolve the large precipitation peak over the Olympics, but do represent
the maximum over the Cascades. The finer grid spacing in the CCSM3–WRF
simulation reproduces the intensity along the crests of the Cascades and Olympics
better than the ECHAM5–WRF simulation although precipitation is over estimated
in the southern Cascades of Oregon. Both models also do well in producing the peak
precipitation on the windward slopes of the Cascade Range with a rapid drop in
the lee. The CCSM3–WRF result produces comparable peaks for each range while
the ECHAM5–WRF simulation produces a somewhat smaller maximum over the
Olympics due to its coarser grid spacing. Compared to the Cascades, the Olympics
are lower elevation, have a smaller geographic extent, and are an isolated “hill” in
the models rather than a ridge as for the Cascades. As a result, finer grid spacing
is required to simulate orographic precipitation over the Olympics than over the
Cascades. As shown in Leung and Qian (2003), as model resolution improves,
the maximum over the Olympics becomes larger than that over the Cascades, in
accordance with observations.
Figure 3, top panels, shows the 1970–1999 average April 1 snowpack from the
two regional models expressed as millimeters of snow-water equivalent (SWE).
SWE follow the spatial pattern of precipitation, with the CCSM3–WRF (left) clearly
showing more tightly localized and higher SWE values than the ECHAM5–WRF
(right) simulation. For comparison, we include two baseline snow climatologies.
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Fig. 1 Seasonal mean temperature (◦C) in 1970–1999 for DJF (top row) and JJA (middle row)
from CCSM3–WRF (column 1), ECHAM5–WRF (column 2) and gridded observations (column
3). Bottom row, Observed temperature and simulated temperature from both regional models and
global forcing models along a West–East transect of the State of Washington at 47.8◦N latitude
(yellow line, upper-left panel). Terrain height is indicated by the thick grey line
Figure 3, bottom left, shows the 1970–1999 average April 1 SWE computed from
the VIC hydrologic model (Elsner et al. 2010), run at 0.0625◦ (approximately 7 km
× 5 km) grid spacing and using the temperature and precipitation shown in Figs. 1
and 2.
Figure 3, bottom right, shows April average snow water equivalent for the period
1979–1997 from a product employed operationally at the Canadian Meteorological
Centre (CMC). This 0.25-degree (approx 28 × 20 km) gridded dataset combines in
situ daily observations from ∼8,000 US cooperative stations and Canadian climate
stations and first-guess fields with an optimum interpolation scheme developed by
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Fig. 2 Seasonal mean precipitation (millimeters/day) in 1970–1999 for DJF (top row) and JJA
(middle row) from CCSM3–WRF (column 1), ECHAM5–WRF (column 2) and gridded observations
(column 3). Bottom row, Observed precipitation and simulated precipitation from both regional
models and global forcing models along a West–East transect of the State of Washington at 47.8◦N
latitude. Terrain height is indicated by the thick grey line
Brown et al. (2003). Only the monthly-means are available for the CMC data; the
April average from the WRF simulations is qualitatively similar to the April 1 field,
so we use this for comparison. Note that the VIC-based SWE uses a much finer grid
spacing than the regional models while the CMC grid spacing is similar to the models.
While the geographical extent of snow cover is well represented in the WRF
simulations, there is clearly an underestimate at mid elevations. This deficiency is
consistent with the coarse topographic resolution in the regional models and the
precipitation results above. Accordingly, the CCSM3–WRF simulation, which has
finer grid spacing, does somewhat better than the ECHAM5–WRF simulation. The
CMC data also compares better to the WRF simulations than the VIC simulation,
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Fig. 3 Simulated April 1 snow water equivalent (millimeters) in 1970–1999 from CCSM3–WRF
(top left), ECHAM5–WRF (top right), the VIC model forced by the gridded observations in Figs. 1
and 2 (bottom left). The 1979–1997 average April SWE from the Canadian Meteorological Centre
snow analysis (bottom right). Contour lines are drawn at 10, 50, and 300 mm
consistent with the similar spatial resolution of the models and this gridded data
product.
4 Seasonal patterns of climate change for 2030–2059
4.1 Precipitation
Precipitation changes in the regional simulations for 2030–2059 include a pronounced
seasonality and considerable variation across the region (Fig. 4). Both CCSM3–WRF
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Fig. 4 Change in precipitation (millimeters/month) from 1970–1999 to 2030–2059 for CCSM3–WRF
(top row) and ECHAM5–WRF (bottom row) for the four seasons
and ECHAM5–WRF produce substantial decreases in DJF precipitation over the
Cascade Range and Olympic Mountains and modest increases east of the Cascades.
The two simulations produce opposite responses in spring (MAM), with ECHAM5–
WRF producing increased precipitation at all locations and CCSM3–WRF a sub-
stantial decrease at all locations; in both cases the change has larger magnitudes
over the mountain ranges. For summer, the ECHAM5–WRF simulation shows very
little change in rainfall while the CCSM3–WRF shows substantial decreases along
the mountain ranges. For autumn, both models predict substantial increases in
precipitation over the mountain ranges. As we show below, the increases in autumn
precipitation result in more intense daily precipitation events.
When compared with the precipitation pattern simulated by the global models,
the regional model results are generally consistent with the forcing model. This
similarity is due to the dominant role that large-scale storms and moisture flux plays
in controlling regionally averaged precipitation in this region. The regional model
maintains the large-scale weather systems from the forcing model and simulates fine
scale features that derive from interactions with the land surface and mesoscale
weather processes. These mesoscale processes yield important differences in the
magnitude and distribution of the precipitation changes around the regional topog-
raphy, which are seen by comparing the global climate model changes (Fig. 5) to the
regional model changes (Fig. 4). In general, the precipitation changes in the regional
model follow the sign of the changes in the global model but with intensification
over complex terrain. Thus, the modest reduction in DJF precipitation in western
Washington in both CCSM3 and ECHAM5 is considerably amplified in the Cascade
Range and Olympics. Likewise, increases in SON precipitation in both models and
in MAM precipitation in ECHAM5 are amplified along the windward sides of the
terrain in the regional simulations.
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Fig. 5 As for Fig. 4 except for the CCSM3 (top) and ECHAM5 (bottom) global forcing models
In some cases, the regional model produces precipitation changes of the opposite
sign from the forcing model. For example, for DJF, both ECHAM5 and CCSM3
show no change or small decreases in precipitation over most of Washington, includ-
ing eastern Washington. However, both regional models, and especially CCSM3–
WRF, show an increase in precipitation for eastern Washington. This difference in
sign between anomalies east and west of the Cascade Range is also seen in natural
climate variability associated with El Niño-Southern Oscillation (ENSO; Leung et al.
2003a, b). The circulation patterns that generate a decrease in precipitation over the
Cascades generally reduce the intensity of the rain shadow, allowing more moisture
transport to eastern Washington and consequently more precipitation. For DJF,
both simulations produce strong reductions in precipitation throughout the west
of the domain despite negligible precipitation changes in the forcing models. This
suggests that, while the large-scale moisture flux may increase in a warmer climate,
the changes in the circulation patterns, simulated by the global forcing model, are
not favorable to orographic precipitation as simulated in the regional model.
To illustrate the importance of the topography on regional precipitation under
climate change, we examine a transect across Washington along the latitude 47.8◦N,
which crosses both the Olympics and North Cascades. Figure 6 shows the percentage
change in precipitation for each of the four seasons and the ECHAM5–WRF
topography. The fractional change in precipitation in the regional models varies
considerably around the topography in the climate change projections. Using the
percentage change removes the large background variation in precipitation along
the transect and more clearly shows the climate change signal, or anomaly from the
base climate. For DJF (Fig. 6, top left), both simulations show the largest reductions
in precipitation on the windward sides of the Olympics and Cascades. The changes
become sharply positive in both cases immediately in the lee of the Cascades. For
MAM (Fig. 6, top right), the two simulations are quite different. The ECHAM5–
WRF simulation shows substantial increases on the windward slopes but also in the
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lee of the Cascades. It is likely that different synoptic conditions are responsible for
the changes across the transect, but that an overall increase in moisture availability
allows increased precipitation under favorable weather patterns. The CCSM3–WRF
Fig. 6 Upper four panels, Percent change in precipitation from 1970–1999 to 2030–2059 for each
season as simulated by the regional models and forcing global models along a West–East transect of
the State of Washington at 47.8◦N latitude. Terrain height is indicated by the thick grey line. Lower
two panels, Percent change in DJF (left) and SON (right) precipitation from 1970–1999 to 2030–2059
as a function of elevation averaged over the west (solid) and east (dashed) slopes of the Cascade
Range for the CCSM3–WRF (blue) and ECHAM5–WRF (green) simulations
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simulation shows a more uniform decrease in precipitation, with a maximum on the
windward slope of the Olympics. Results for both models in SON (Fig. 6, bottom
right) are similar to the MAM results for ECHAM5–WRF. Peak precipitation
increases are found not only on the windward slopes, but also in Eastern Washington,
where the fractional increase is comparable to the increases over the mountains.
Another way to view these results is to consider the changes in precipitation with
elevation on the windward (west) and lee (east) slopes of the Cascades. To make this
comparison, the percent change in precipitation from the current to future simulation
was computed along the entire range in Washington for each side of the crest. These
were then averaged in 200-m elevation bands. Results for DJF and SON are shown
in Fig. 6, bottom row. Consistent with the transect results, decreases are found over
the western slopes for both simulations. For CCSM3–WRF, the decrease diminishes,
becoming a substantial increase, moving down slope east of the crest. ECHAM5–
WRF projects relatively small and uniform increases in precipitation east of the
crest. In both cases, these changes represent a weakening of the climatological rain
shadow. Leung et al. (2003a, b) suggest that the weakening of the rain shadow is
generally associated with changes in the circulation patterns, such as winds shifting
to a direction more parallel rather than perpendicular to the dominant ridge, that
weaken orographic enhancement. Although the percentage increase on the lee side
can be comparable to the decrease on the windward side, the net change in region
wide precipitation, which is important for large river basin runoff, is a net increase
because precipitation on the upwind slope is significantly higher than that in the rain
shadow. For SON, the simulated changes across the Cascades are quite different,
with increases on both slopes. The increase is largest on the windward slope,
especially for the CCSM3–WRF simulation. Stronger orographic enhancement alone
would tend to decrease precipitation on the lee, so this result suggests a combination
of changes in moisture availability or moisture source and orographic enhancement
are responsible for the simulated changes.
These results give clear evidence that the effect of climate change on precipitation
is tightly coupled to the interaction of increased moisture availability and various
synoptic weather patterns with the regional topography.
4.2 Temperature
Figure 7 shows the temperature change for 2030–2059 in the regional model sim-
ulations for the four seasons. There is considerable difference in the temperature
response between the two models and with season. These changes are largely the
result of the global forcing model and feedbacks within the regional model driven
by changes in precipitation, cloudiness, and surface radiation. In the cool season,
the spatial pattern of warming in a regional model is strongly linked to changes in
snowpack and cloud cover, which alters the surface radiation (Leung et al. 2004;
Salathé et al. 2008). For example, where snowpack is lost, either due to warmer
temperatures or less precipitation, the albedo is decreased, more solar radiation
is absorbed at the surface, and the warming is amplified. For DJF, the CCSM3–
WRF simulation (Fig. 7, first column, top row) shows amplified warming over the
Washington Cascades. This warming exceeds the projection from global forcing
model (Fig. 8), but coincides with the region of significant reduction in precipitation
(Fig. 4). Thus, the warming is amplified by the loss of precipitation and less frequent
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Fig. 7 Change in temperature (◦C) from 1970–1999 to 2030–2059 for CCSM3–WRF (top row) and
ECHAM5–WRF (bottom row) for the four seasons
snow and clouds over the Cascades. The very different pattern found for DJF
in the ECHAM5–WRF simulation (Fig. 7, 1st column, bottom row) follows from
the much smaller warming in the ECHAM5 forcing model and smaller decrease
in precipitation. In eastern Washington, the CCSM3–WRF simulation shows less
warming than the ECHAM5–WRF simulation. This result is consistent with the
differences in the forcing from the two models, with ECHAM5 producing more
warming along a southeast-northwest axis and the CCSM3 warming mostly in the
Fig. 8 As for Fig. 7 except for the CCSM3 (top) and ECHAM5 (bottom) global forcing models
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eastern portion of the domain. Furthermore, precipitation increases over eastern
Washington in the CCSM3–WRF simulation, which implies increased cloud cover
and reduced solar heating of the surface.
For MAM (Fig. 7, 2nd column), the differences between the two simulations seen
for DJF are accentuated due to the very different precipitation results, with consider-
able loss of precipitation in CCSM3–WRF and considerable increase in ECHAM5–
WRF. For JJA, both regional models closely follow the global model, which suggests
that mesoscale processes are not as critical to the summer temperature sensitivity.
In spring and summer, both the global and regional models indicate less warming
in coastal areas than inland. In some cases, the regional models reduce the coastal
warming relative to the global model. Nevertheless, warming is still substantial in
western Washington and, as shown below, heat waves are projected to become more
frequent. For SON, the global forcing models and regional precipitation response are
very similar and thus the temperature changes are similar.
4.3 Snowpack
Substantial losses of snowpack are found in both regional simulations. Figure 9
shows the change in average spring (MAM) snowpack from the present to future
climate. When averaged over Washington, CCSM3–WRF projects a 71% loss of
SWE while ECHAM5–WRF projects a 32% loss. Since spring snowpack is a good
predictor of summertime streamflows, changes for this season indicate the magnitude
of the impacts of regional climate change on water resources (see Vano et al.
2010). The CCSM3–WRF simulation (Fig. 9, left) yields much larger snow loss
than ECHAM5–WRF (Fig. 9, right) over the entire domain, but particularly for the
Cascade and Olympic mountains. In part, this may be due to the finer grid spacing
Fig. 9 Change in April 1 snow water equivalent (millimeters) from CCSM3–WRF (left) and
ECHAM5–WRF (right)
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in CCSM3–WRF, allowing better representation of smaller terrain features such as
the Olympics. However, the 1970–1999 snowpack (Fig. 3) is more similar between
the two models than the simulated changes, so model resolution is not the most
important effect.
Most of the difference between the two simulations is due to the forcing models
and the resulting regional precipitation. Snowpack changes are a result of both
changes in precipitation and changes in temperature (Mote et al. 2008). While
CCSM3–WRF show somewhat more warming than ECHAM5–WRF and both
models show increased autumn precipitation, the dominant effect on the differences
in simulated spring snowpack is the difference in precipitation projections. Figure 4
shows a larger reduction in winter and spring precipitation in CCSM3–WRF than
in ECHAM5–WRF, and this result dominates the snowpack results. The consensus
among global climate models (Mote and Salathé 2010) is for modest increases in
cool-season precipitation, so the CCSM3 results presented here are not necessarily
characteristic. Nevertheless, despite the increase in cool-season precipitation in
ECHAM5–WRF, snowpack decreases over a similar geographical extent as in the
much drier CCSM3–WRF projection and about half the magnitude. Thus, while the
disparity in precipitation projections in the two models modulates the magnitude
of snow loss, warming plays a prominent role in determining future snowpack,
counteracting potential increases in precipitation.
The ECHAM5–WRF and CCSM3–WRF projections for cool-season (November–
March) changes in temperature and precipitation and for changes in April 1 SWE are
given in Table 1. These may be compared to the results from Elsner et al. (2010)
and Casola et al. (2009) as follows. Casola et al. (2009), using simple theoretical
arguments, estimate a 16% loss of snowpack for each 1◦C of warming. This estimate
assumes a 5% increase in precipitation for each degree of warming. These values may
be estimated directly from the data in Elsner et al. (2010) based on computations
using a hydrologic model and perturbed historic temperature and precipitation data.
From their Tables 4 and 6 for the three time periods and two emissions projections,
the loss in SWE ranges between 20.3% and 27% per 1◦C of warming, with an average
of 24.6% per 1◦C. The multi-model average results show consistent precipitation
increases with temperature, ranging from 2.1 to 3.3 per 1◦C, with an average of 2.8%
per 1◦C. Our results show a much larger sensitivity of SWE to temperature than in
Casola et al. (2009). In part, this is due to the much smaller increases in precipitation
with temperature simulated by the climate models than the 5% they assumed, but this
only accounts for a few percentage points. An important difference between the two
studies is that Casola et al. (2009) consider only the Puget Sound basin, consisting
mainly of the western slopes of the Cascade Range while Elsner et al. (2010) and
this study consider the entire state of Washington. It is not immediately clear how
the larger domain would affect the sensitivity, however it is likely that the eastern
portion of the domain, with significant mid-elevation snowpack, would have greater
sensitivity than the Puget Sound basin.
To estimate the change in SWE from these relationships using the WRF temper-
ature and precipitation results, we use the temperature change to obtain an initial
SWE change and a predicted precipitation change. Since the WRF projections for
precipitation do not match the simple assumptions in Casola et al. (2009) nor the
multi-model mean in Elsner et al. (2010), we apply a correction based on the over
or under estimate of precipitation relative to the WRF simulation. The correction is
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Table 2 Comparison between the regional simulations, in Elsner et al. (2010), and Casola et al.
(2009)
Model T P SWE VIC SWE Casola et al SWE
change (◦C) change (%) change (%) change (%) change (%)
ECHAM5–WRF 1.6 5.1 −32.8 −40.1 −29.5
CCSM3–WRF 1.6 1.4 −73.5 −42.7 −32.4
made with the assumption that a marginal percentage point change in precipitation
translates directly to a percentage point change in SWE. Results from the WRF
simulation, VIC-based sensitivity, and Casola et al. (2009) sensitivity are given in
Table 1. For the ECHAM5–WRF simulation, the projected loss in SWE is 7.3
percentage points less than the result inferred from Elsner et al. (2010) and 3.3 points
more than from Casola et al. (2009). On the other hand, the CCSM3–WRF result is
considerably larger than either estimate, by 30.8 and 41.1 points.
Two effects not considered in this analysis can help explain this disparity. First,
the temperature and precipitation changes in the CCSM3–WRF simulation vary
considerably by month. Using monthly values provides SWE responses varying from
−19.6% (for November) to −74.6% (for January) using the VIC-based sensitivity.
Due to the seasonal cycle of temperature and precipitation, not all months contribute
equally to snowpack, and the January value should receive greater weight. A second
effect is that temperature and precipitation changes are not uniform across the re-
gion, as assumed in the VIC computations. In particular, the increase in temperature
and decrease in precipitation for the winter season is greatest over the Cascade crest
and Olympics than elsewhere in the state (Figs. 4 and 7). Thus, the impact of the
climate projection on snowpack would be much greater than suggested by statewide
averages.
The importance of the second effect is seen by considering the changes in
SWE with elevation (Table 2). As for the VIC simulations using spatially uniform
temperature and precipitation perturbations, the ECHAM5–WRF simulation shows
a greater fractional loss of SWE below 1,000 m than above. The CCSM3–WRF
simulation, however, shows a larger loss above 1,000 m. Thus, the high seasonal and
spatial heterogeneity in the temperature and precipitation changes represented by
the regional model simulations have a considerable effect on the simulated snowpack
changes (Table 3).
4.4 Changes in extreme events
A key motivation for using regional climate models in climate impacts research is
the ability to represent extreme events. By nature, extreme weather occurs rapidly
and over a small geographical extent. Extreme seasonal conditions, such as drought,
occur more slowly and with larger geographical extent, and typically depend on
Table 3 Changes in Washington-average snowpack at low and high elevations and all elevations
Model <1,000 m ≥1,000 m All elevations
ECHAM5–WRF −65 −32 32
CCSM3–WRF −59 −75 71
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fine-scale interactions between the atmosphere and land surface features such as
topography that are not well resolved in global models. Thus, regional climate
models are especially well suited to studying these events. Here we present summary
statistics for several types of extreme events related to temperature and precipitation.
Our analysis follows the approach of Tebaldi et al. (2006) for global climate model
analysis and uses parameters defined in Frich et al. (2002).
4.5 Heat waves and warm nights
Climate change is predicted to have significant human health consequences due
to heat stress in vulnerable individuals. This issue is discussed in detail in Jackson
et al. (2010) where the quantitative relationship between heat events and mortality is
analyzed, showing that mortality rises significantly after heat waves last for three or
more days. Future heat wave frequencies are represented in Jackson et al. (2010)
by a uniform perturbation to the historic record since the global climate models
do not give good information on the geographic signature of warming or changes
in daily variability. Here we use output from the regional models to compute the
frequency of heat waves for present and future time periods. We define a heat
wave as an episode of three or more days where the daily heat index (Humidex)
exceeds 32◦C. Figure 10, top panel, shows the change in the yearly average number
of heat waves of 3-day duration simulated by the two regional models from 1970–
1999 to 2030–2059. Both models show a larger increase in heat wave frequency
in south-central Washington than elsewhere in the state, with up to 3 more heat
waves each year in the future period than in the control period. The CCSM3–
WRF simulation (Fig. 10, left) also shows considerable increase in heat waves in
the lowlands of western Washington, following the more widespread warming in the
CCSM3 scenario. Note that this increase in heat waves occurs despite relatively less
seasonal-average warming here than the interior. This result suggests that effects that
would moderate coastal warming, such as marine cloudiness, are intermittent and
have little effect on the frequency and duration of extreme heat events. Although
the heat index includes the effect of relative humidity, the large increase in heat wave
frequency in south-central Washington is a result of an increase only in temperature
since summertime relative humidity remains nearly constant for this region under
climate change.
The frequency of warm nights is another measure of persistent heat stress with
important impacts. To analyze the change in the frequency of warm nights, we
computed the 90th percentile minimum temperature (Tmin) for each calendar day at
each grid point for the twentieth century simulations. The change in the percentage
of days where Tmin exceeds the twentieth century’s 90th percentile is then computed
from the twenty-first century simulation as shown in Fig. 10, bottom panel. In
comparison to the change in heat-wave frequency, the frequency of warm nights does
not show as marked a geographical pattern, but rather closely follows the pattern of
summertime warming (Fig. 7).
4.6 Extreme precipitation
We use two parameters to analyze changes in extreme precipitation, which yield
somewhat different results. An increase in these parameters indicates that more
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Fig. 10 Top, change in the yearly average number of 3-day heat wave events from CCSM3–WRF
(left) and ECHAM5–WRF (right). Bottom, Change in the frequency of warm nights (change in the
percent of days with Tmin > 90th percentile). The size of dots indicates the magnitude of the change;
the density of dots indicates the grid spacing the two regional simulations. Figure: Robert Norheim
of the precipitation is coming in extreme events. The first parameter, precipitation
intensity, is defined as the annual total precipitation divided by the number of
wet days (precipitation exceeding 1 mm). Precipitation intensity increases when the
annual precipitation increases more rapidly than the number of wet days, indicating
more intense precipitation on wet days. The second parameter, R95, is the fraction
of precipitation falling on days with precipitation exceeding the 95th percentile for
that location, where the 95th percentile is calculated from the twentieth century
simulation. An increase in R95 indicates that precipitation in events exceeding the
threshold increases more than total precipitation.
For precipitation intensity (Fig. 11), both regional models produce similar results.
The change from the current to the future period is positive or very small over the
entire state with considerable increases only over the northwestern portion of the
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Fig. 11 Change in precipitation intensity in millimeters per day from CCSM3–WRF (left) and
ECHAM5–WRF (right). Figure: Robert Norheim
state. The increase appears to follow the southwest, windward flanks of the North
Cascades, Olympics, Vancouver Island, and BC Coast Range. The changes in R95
(Fig. 12) are much more widespread, owing in part to the geographical dependence
of the threshold. The pattern in the ECHAM5–WRF (Fig. 12, right) simulation is
more spatially uniform, with increases in the western and eastern portions of the
state and slight decreases in central Washington, along the lee of the Cascades.
The CCSM3–WRF (Fig. 12, left) simulation shows much more spatial heterogeneity,
likely due to its finer spatial grid and better topographic resolution. In addition, it
Fig. 12 Change in the percentage of total precipitation occurring when daily precipitation exceeds
the 20th century 95th percentile (R95) from CCSM3–WRF (left) and ECHAM5–WRF (right).
Figure: Robert Norheim
72 Climatic Change (2010) 102:51–75
is interesting to note that in CCSM3–WRF, both precipitation intensity and R95
increase substantially on the windward slopes of the coastal mountains despite
reductions in the total annual precipitation shown in Fig. 4.
As discussed above, the CCSM3 ensemble member used to force the CCSM3–
WRF simulation has an uncharacteristic increase in November precipitation. To
test how critical this result is in determining the change in extreme precipitation,
we repeated the above analysis using only data for the months December through
February. This restriction makes very little difference for the ECHAM5–WRF
simulation, although there is a more pronounced reduction in extremes along the
lee of the Cascade Range and a larger increase elsewhere. For the CCSM3–WRF
simulation, the increase in extremes for western Washington remains but is reduced;
the increase east of the Cascade Range, however, is amplified. Qualitatively, the
results based on all months are consistent with the results for the winter months,
with some geographical differences.
Consistent with previous findings (e.g., Leung et al. 2004), these results sug-
gest that extreme precipitation changes are more related to increased moisture
availability in a warmer climate than to increases in climate-mean precipitation.
Although changes in the mean large-scale circulation may not favor precipitation in a
climatological sense, increased atmospheric moisture availability under intermittent
synoptic conditions favorable for precipitation can lead to increased precipitation
intensity and extreme precipitation. This finding has important implications as it
suggests that extreme precipitation can increase regardless of the change in total
precipitation, which has larger uncertainty as shown in Fig. 4.
5 Conclusion
Regional climate models provide important insight into how the regional climate
may respond to global climate change. We have presented two long simulations
from a mesoscale climate model forced by two global climate model simulations. The
object of regional climate modeling is to understand how fine scale weather and land-
surface processes respond to the large-scale forcing generated by global models, and
how that may alter the local climate change patterns. In overall details, both simula-
tions presented here are quite consistent with the global forcing models used, which
is expected. Furthermore, due to the unique characteristics of the forcing models,
the fine scale features simulated are substantially different, accentuating differences
in the forcing scenarios and underscoring the need for extended simulations using a
large ensemble of forcing models and regional models.
The most profound difference between the two simulations is in the cool-season
precipitation, which is closely related to the simulated changes in snow pack and
temperature. The CCSM3–WRF model shows substantial decreases in winter and
spring precipitation. This, combined with a strong warming signal, yields substantial
decreases in snow pack along the Cascade Crest and Olympic mountains. Where
snow cover is reduced, the warming is locally amplified, suggesting a feedback
between precipitation, snowpack, and temperature.
Despite these differences, there are important areas of agreement between the
two simulations, suggesting that some local responses to global climate change are
robust. Most clear is the loss of snowpack in both simulations. Despite substantial
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differences in the precipitation simulations, both simulations project a similar ge-
ographic extent of snow loss and a substantial net loss of snowpack for the state.
The reduced snowpack and earlier snowmelt will alter the timing and amount of
river runoff in the summer, although changes in annual runoff will depend on annual
precipitation changes, which can differ noticeably from one scenario to another.
Changes in extreme events are also similar in the two simulations. Despite modest
annual-mean precipitation changes in the CCSM3 and ECHAM5 global climate
models, local terrain effects amplify the changes in the regional simulations, with
locally opposite signs of changes in some seasons between ECHAM5–WRF and
CCSM3–WRF. Yet, both simulations yield an increase in the measures of extreme
precipitation even though the CCSM3–WRF simulation produced mostly reductions
in total precipitation during winter and spring. Our results show that extreme
precipitation increases over the north Cascades and over eastern Washington in both
simulations. The geographical distribution of this increase clearly follows the terrain
indicating the important role of topography in producing increased precipitation
under favorable synoptic conditions with increase moisture availability in a warmer
climate.
Our results show that, with increased spatial resolution relative to global models,
regional climate models produce local changes in temperature, precipitation, and
snowpack in the State of Washington that vary in important ways from the changes
inferred from the global models and statistical downscaling. This divergence from
the global models is produced by the local forcing of the complex terrain and
interactions among changes in temperature, precipitation, and snowpack. Qualitative
aspects of these changes are consistent between the two regional simulations, despite
differences in seasonal precipitation and temperature changes in the global and
regional model results. These results give good guidance to interpreting the results
of statistical downscaling, for example, by showing whether orographic precipitation
effects are suitably represented in the statistical downscaling. It is clear that changes
in the seasonal climate and the frequency of extreme events may be locally much
more intense than can be inferred from statistical methods. Consequently, multi-
model ensembles of global climate projections and statistical methods may under
represent the local severity of climate change. Nevertheless, there is substantial
uncertainty in projections of extreme events in regional models, both from simu-
lations with a single model and from multiple models. Quantitative estimates of this
uncertainty are required to assess the risk of future extreme events. Future work in
regional climate modeling will therefore focus on large ensemble simulations with
multiple models to better represent the probability of projected changes.
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