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We propose a new one-parameter family of Landau gauges for Yang–Mills theories which can be
formulated by means of functional integral methods and are thus well suited for analytic calculations,
but which are free of Gribov ambiguities and avoid the Neuberger zero problem of the standard Faddeev–
Popov construction. The resulting gauge-ﬁxed theory is perturbatively renormalizable in four dimensions
and, for what concerns the calculation of ghost and gauge ﬁeld correlators, it reduces to a massive
extension of the Faddeev–Popov action. We study the renormalization group ﬂow of this theory at one-
loop and show that it has no Landau pole in the infrared for some – including physically relevant – range
of values of the renormalized parameters.
© 2012 Published by Elsevier B.V.1. Introduction
In his seminal work on non-Abelian gauge theories [1], Gribov
showed that the issue of ﬁxing a gauge is far more complicated
than in the Abelian case and may be hampered by some ambigui-
ties. For instance, for SU(N) Yang–Mills (YM) theories, the Landau
gauge condition1 ∂μAμ = 0 is satisﬁed by many ﬁeld conﬁgura-
tions that are equivalent up to gauge transformations. To com-
pletely ﬁx the gauge one has to specify how to deal with these
Gribov copies.
For Landau gauges, Gribov copies are given by the extrema of
the functional F [A,U ] = ∫ ddx tr(AU )2 with respect to U for a
given ﬁeld conﬁguration A, where AU is the transform of A un-
der the gauge transformation U . The standard Faddeev–Popov (FP)
procedure corresponds to summing over all extrema of F [A,U ]
(minima, maxima and saddle points) with a minus sign for the
Gribov copies whose FP operator has an odd number of unstable
directions [1]. For compact gauge groups, such as SU(N), this al-
ternation of sign leads to an exact compensation of contributions
from the various Gribov copies for gauge invariant quantities. As
a consequence, formal expressions of physical observables in fact
appear as an undetermined 0/0 quotient [2]. This so-called Neu-
berger zero problem forbids the use of e.g. lattice regularizations
* Corresponding author.
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1 We consider the Euclidean theory in d dimensions. When necessary, a lattice
discretization is implicitly considered.0370-2693/$ – see front matter © 2012 Published by Elsevier B.V.
http://dx.doi.org/10.1016/j.physletb.2012.04.041to devise a nonperturbative version of the gauge-ﬁxed theory.
It is usually disregarded in the high-energy, perturbative regime,
where Gribov copies are thought to be harmless and are simply
ignored. Another drawback of the FP gauge-ﬁxing is that the re-
sulting perturbation theory shows a Landau pole in the infrared
(IR) – where the running coupling constant diverges – and is
thus useless for studying the low energy properties of the the-
ory.
Several other Landau gauge-ﬁxing schemes can be considered.
One can for instance pick up a particular minimum of F [A,U ]
for each ﬁeld conﬁguration A. This has the advantage of being
relatively easy to implement for numerical calculations on the lat-
tice [3]. However, depending on the algorithm used to ﬁnd the
minimum, different Gribov copies will be attained, correspond-
ing to different choices of gauges. This renders the comparison
between different calculations (of non-gauge-invariant quantities)
somewhat tricky. In particular, it has been shown that different
choices of algorithms may lead to a variation of the ghost propa-
gator by up to 10% at low momentum [4].
One way to cope with this issue is to choose the absolute
minimum of F [A,U ] for each A, the so-called absolute Landau
gauge [5]. This is clearly a pretty hard numerical task since this
functional typically presents numerous local minima. Gribov and
Zwanziger [1,6] proposed to restrict the functional integration over
the A ﬁeld to the ﬁrst Gribov region (corresponding to the min-
ima of F [A,U ]). However, this region is not free of Gribov am-
biguity [7]. Recently, a reﬁned version of this Gribov–Zwanziger
approach was shown to lead to predictions for the gauge ﬁeld cor-
relation functions that agree well with lattice simulations [8].
98 J. Serreau, M. Tissier / Physics Letters B 712 (2012) 97–103In this Letter, we propose a new one-parameter family of Lan-
dau gauges which are free of Gribov ambiguities and which turn
out to be simple to implement for practical perturbative calcu-
lations. This is based on taking a particular average over Gribov
copies of each gauge ﬁeld conﬁguration. These are good gauge-
ﬁxings in the sense that gauge-invariant quantities are indepen-
dent of the gauge ﬁxing procedure. We also point out that this
family of gauges interpolates between the FP and absolute Landau
gauges. A similar averaging procedure, however not restricted to
Gribov copies in the Landau gauge, was proposed in [9]. Another
one-parameter family of Landau gauges was proposed in [10].
One important aspect of the gauge ﬁxing procedure proposed
here is that it can be fully implemented by means of standard
functional integral techniques and is thus well suited for analytic
calculations. Indeed, our procedure amounts to taking a particu-
lar average over Gribov copies of each gauge ﬁeld conﬁguration.
This average can be dealt with by means of a standard replica
trick – borrowed from the theory of disordered systems in con-
densed matter physics – which, together with a Faddeev–Popov
(FP) construction, allows for a simple path integral formulation.
Another key aspect is that our procedure does not suffer from
the Neuberger zero problem of the standard FP construction. It is
in this sense a fully justiﬁed ﬁeld-theoretical description of YM
theory which takes into account the Gribov ambiguity from ﬁrst
principles [11].
We show that the model is perturbatively renormalizable in
four dimensions thanks to the underlying symmetries. We also
demonstrate that, within perturbation theory, correlation functions
of YM ﬁelds are identical to those obtained in a massive exten-
sion of the usual FP gauge-ﬁxed action, which is a particular case
of the Curcci–Ferrari (CF) model [12]. This provides a solid ﬁrst-
principle ﬁeld theoretical justiﬁcation for the phenomenological
approach recently proposed in [13,14]. One-loop calculations in
this model were shown to reproduce quantitatively lattice results
for the gluon and ghost propagators in the Landau gauge. Finally,
we discuss the renormalization group ﬂow of the present gauge-
ﬁxed YM theory at one-loop and show that it is free of Landau
pole for some range of renormalized parameters.
2. The gauge-ﬁxing procedure
The main idea of this work is to deal with Gribov copies not
by choosing a unique one as is often done, but by averaging over
them with a given weight. To compute usual YM correlators, we
ﬁrst average over Gribov copies for each given gauge ﬁeld con-
ﬁguration A and then perform an average over the gauge ﬁeld
conﬁgurations with the usual YM weight.
To be speciﬁc, we consider a SU(N) YM theory in the Landau
gauge. The classical action reads
SYM[A] = 1
2
∫
x
tr(Fμν)
2, (1)
where Fμν = ∂μAν − ∂ν Aμ − ig0[Aμ, Aν ],
∫
x ≡
∫
ddx and g0 is the
(bare) coupling constant. Here and below, when a ﬁeld is written
without color index, a contraction with the generators of the group
in the appropriate representation is understood. Our convention for
the generators is tr T aT b = 12 δab and [T a, T b] = i f abc T c .
For any operator O[A], we deﬁne the average over the Gribov
copies of a given ﬁeld conﬁguration A as:
〈O[A]〉=
∑
i O[AUi ]s(i)e−SW[A
Ui ]
∑
i s(i)e
−SW[AUi ]
(2)
with weight factorSW[A] = β0
∫
x
tr(Aμ)
2, (3)
and where the gauge transform AU is deﬁned as:
AUμ = U AμU−1 +
i
g0
U∂μU
−1. (4)
In Eq. (2), the sum runs over all Gribov copies, that is over all
Ui which satisfy ∂μA
Ui
μ = 0 or, equivalently, over all extrema of
SW[AUi ], for a given A; s(i) is the sign of the functional determi-
nant of the FP operator
(
δab∂2 − g0 f abc Acμ∂μ
)
δ(d)(x− y) (5)
taken at A = AUi . Finally, β0 is a free parameter. The averaging
procedure (2)–(3) is inspired from the one proposed in [15] in the
context of the Random Field Ising Model. Note that a somewhat
similar gauge-ﬁxing has been proposed in [9] where, however, the
average was not restricted to Gribov copies in the Landau gauge.
This difference is essential e.g. in making the present proposal
renormalizable, as we discuss below. Note also that a similar av-
erage over Gribov copies was considered in [16] to implement a
simulated annealing as an eﬃcient method to approach the abso-
lute Landau gauge. Here, however, the sum runs over all Gribov
copies, not only on those in the ﬁrst Gribov region. Notice though
that, for β0 not too small, the copies outside the ﬁrst region are
suppressed by the weight factor (3).
Actually, the limit β0 → ∞ selects the absolute minimum U =
Uabs of SW[AU ] and our averaging procedure simply corresponds
to the absolute Landau gauge:
lim
β0→∞
〈O[A]〉=O[AUabs]. (6)
In the opposite limit β0 → 0, all Gribov copies contribute the same
in the average (2) up to the sign factor s(i). Since there are as
many contribution with each sign, the denominator in (2) van-
ishes:
∑
i s(i) = 0. For any β0 > 0, the degeneracy is lifted and the
denominator in (2) differs from zero in general,2 which solves the
Neuberger zero problem.
Once the average (2) over Gribov copies has been performed for
each individual ﬁeld conﬁguration we perform the usual average
over YM ﬁeld conﬁgurations, hereafter denoted by an overall bar:
O[A] =
∫ DAO[A] e−SYM[A]∫ DA e−SYM[A] . (7)
To summarize, computing a given observable O in our gauge ﬁxing
procedure amounts to ﬁrst average over Gribov copies and then to
average over YM ﬁeld conﬁgurations, that is
〈O[A]〉. (8)
A crucial remark is in order here: observe that gauge-invariant
operators such that Oinv[AU ] = Oinv[A], are blind to the average
(2): 〈Oinv[A]〉 = Oinv[A], which guarantees that our gauge ﬁxing
procedure does not affect physical observables. In particular, one
has
〈Oinv[A]〉=Oinv[A]. (9)
It is crucial to introduce the denominator in (2) in order for this
fundamental property to hold.
2 Strictly speaking, we cannot exclude that for a given value of β0 some ﬁeld
conﬁgurations yield a vanishing denominator. We assume such ﬁeld conﬁgurations
to be of zero measure.
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The notations used in the previous section where chosen to
make contact with the physics of disordered systems [17], the
theoretical description of which also typically involves a two-step
averaging procedure: One has to average ﬁrst over thermal ﬂuctu-
ations for a given realization of the (quenched) disorder and then
over the disorder. In the above proposal for YM theories, the ana-
log of the ﬁrst (thermal) average is the one over Gribov copies,
Eq. (2), for ﬁxed gauge ﬁeld A. The latter thus plays the role of
the disorder ﬁeld to be averaged over in the second step. Although
such two-step averages are rather easily implemented in numerical
simulations, they are technically challenging for analytical calcula-
tions. The method of replica is designed to handle this issue. We
show here how to adapt it to the problem at hand.
Let us ﬁrst rewrite the average over Gribov copies as a func-
tional integral. Following the standard FP procedure, the sums over
Gribov copies appearing in (2) – including the sign s(i) – can be
represented by a functional integral over a SU(N) matrix ﬁeld U ,
FP ghost (Grassmann) ﬁelds c and c¯ and a Lagrange multiplier h.
One has, in particular,
∑
i
F[AUi ]s(i) =
∫
D(U , c, c¯,h)F[AU ] e−SFP[AU ,c,c¯,h] (10)
where D(U , c, c¯,h) ≡DUDcDc¯Dh, with DU the Haar measure on
the gauge group, and
SFP[A, c, c¯,h] =
∫
x
{
∂μc¯
a(∂μca + g0 f abc Abμcc)+ iha∂μAaμ} (11)
is the usual FP action. Collecting the set of FP ﬁelds U , c, c¯ and
h in a single symbol V – we shall see shortly how this can be
realized explicitly in a supersymmetric formulation – the average
(2) over Gribov copies can be written as
〈O[A]〉=
∫ DVO[AU ] e−SGF[A,V]∫ DV e−SGF[A,V] , (12)
with the gauge ﬁxing action
SGF[A,V] = SW
[
AU
]+ SFP[AU , c, c¯,h]. (13)
The denominator of the previous expression can be formally
rewritten using the replica trick [17]
1∫ DV e−SGF[A,V] = limn→0
∫ n−1∏
k=1
(DVk e−SGF[A,Vk]). (14)
Here, the limit is to be understood as the value of the (analytically
continued) function of n on the right-hand side when n → 0. The
average over the disorder ﬁeld A can then be formally written as
〈O[A]〉= lim
n→0
∫ DA(∏nk=1DVk)O[AU1 ] e−S[A,{V}]∫ DA e−SYM[A] , (15)
where
S
[
A, {V}]= SYM[A] +
n∑
k=1
SGF[A,Vk]. (16)
Finally, using Eq. (15) with O[A] = 1, one can rewrite (15) in the
more convenient form
〈O[A]〉= lim
n→0
∫ DA(∏nk=1DVk)O[AU1 ] e−S[A,{V}]∫ DA(∏n DV ) e−S[A,{V}] . (17)k=1 kHere, the choice of the replica k = 1 is arbitrary because of the
obvious symmetry between replicas.
It is useful, for perturbative calculations, to explicitly factor out
the volume of the gauge group
∫ DU . This can be done e.g. by
performing the change of variables A → AU1 and Uk → UkU−11 ,∀k > 1 in (17). Renaming (c1, c¯1,h1) → (c, c¯,h), we get
〈O[A]〉= lim
n→0
∫ D(A, c, c¯,h, {V})O[A] e−S[A,c,c¯,h,{V}]∫ D(A, c, c¯,h, {V}) e−S[A,c,c¯,h,{V}] , (18)
with D(A, c, c¯,h, {V}) ≡D(A, c, c¯,h)(∏nk=2DVk) and
S
[
A, c, c¯,h, {V}]= SYM[A] + SW[A] + SFP[A, c, c¯,h]
+
n∑
k=2
(
SW
[
AUk
]+ SFP[AUk , ck, c¯k,hk]). (19)
As mentioned previously, the present theory can be given an el-
egant supersymmetric formulation, which proves powerful. To this
purpose, we specify the symbol V introduced before as the follow-
ing matrix superﬁeld:
V(x, θ, θ¯ ) = exp{ig0(θ¯c + c¯θ + θ¯ θ h˜)}U (20)
living on a superspace made of the original d-dimensional Eu-
clidean space (x) supplemented by two Grassmann dimensions
(θ, θ¯ ), which we collectively denote by θ . Here, h˜ = ih − i g02 {c¯, c}
and the x-dependence only appears through the ﬁelds U , c, c¯
and h. The ﬁrst factor on the right-hand side of (20) is trivially
an element of SU(N) and so is the superﬁeld V .
Deﬁning further the “super gauge transform” AV as in (4):
AVμ = V AμV−1 + ig0V∂μV−1, it is straightforward to show that the
averaging weight in (10) takes the remarkably simple form:
SW
[
AU
]+ SFP[AU , c, c¯,h]=
∫
x,θ
tr
(
AV
)2
(21)
with the notation∫
x,θ
=
∫
ddxdθ dθ¯ g1/2(θ, θ¯ ), (22)
where the factor g1/2(θ, θ¯ ) = β0θ¯ θ − 1 on the right-hand side can
be seen as the invariant measure associated with curved Grass-
mann dimensions, as discussed in Ref. [18].
To gain more insight about the structure of the present theory,
we write, alternatively,
tr
(
AVμ
)2 = tr
(
Aμ − i
g0
V−1∂μV
)2
= − 1
g20
tr
(V−1DμV)2 (23)
where we introduced the covariant derivative DμV ≡ ∂μV +
ig0V Aμ . We see that the action (16), with (13) and (21)–(23),
thus describes a collection of n gauged supersymmetric nonlinear
sigma models [19]. It is invariant under the super gauge transfor-
mation A → AU and Vk → VkU−1, ∀k = 1, . . . ,n. This symmetry
gets explicitly broken after one replica is singled out to extract the
volume of the gauge group. The action (19) describes a gauged-
ﬁxed theory for n − 1 gauged supersymmetric nonlinear sigma
models with CF gauge ﬁxing SW[A] + SFP[A, c, c¯,h]:
S
[
A, c, c¯,h, {V}]= SYM[A] + SW[A] + SFP[A, c, c¯,h]
− 1
g20
n∑
k=2
∫
x,θ
tr
(V−1k DμVk)2. (24)
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We now prove the perturbative renormalizability of the model
(19)–(24) in d = 4. This is a rather non-trivial result given the
presence of nonlinear sigma models, which are in general renor-
malizable in d = 2. For simplicity, we focus on the SU(2) case
for which T a = σ a/2 with σ a the Pauli matrices and f abc = abc
the Lévy–Civita symbol. Our proof follows standard arguments [20]
and consists in identifying all local terms of mass dimension less
or equal to four3 in the effective action Γ compatible with the
symmetries of the theory.
Let us ﬁrst list the symmetries of the action (24) that are real-
ized linearly. Apart from the trivial global SU(2) color symmetry
and the isometries of the R4 Euclidean space, one has a shift
symmetry for the c¯ ﬁeld (c¯ → c¯ + const.), the net ghost num-
ber conservation (c → eic, c¯ → e−i c¯) and the isometries of the
curved Grassmann space. The latter only impact the superﬁelds:
Vk → Vk + Xθ ∂θVk where Xθ is one of the ﬁve independent Killing
vectors on the Grassmann space [18]. At the level of the effec-
tive action, these symmetries simply imply that terms involving
Grassmann variables should be written in a covariant way: inte-
grals always come with proper integration measure, see (22), and
derivatives are contracted with proper tensors [18]. An important
remark to be made is that these transformations apply to each in-
dividual replica superﬁeld Vk , independently of the others. This
implies that each such superﬁeld always comes with its own set
of Grassmann variables. There is also a discrete symmetry under
permutation of the replicas: Vk ↔ Vl , k, l = 2, . . . ,n.
These transformations are also symmetries of the effective ac-
tion Γ and directly constrain the possible divergent terms. We also
use the fact that the linear term involving the ﬁeld h is not renor-
malized: δΓ/δha = δS/δha = i∂μAaμ , and that the choice of the
replica k = 1 singled out in (18)–(19) being arbitrary, the diver-
gences associated with the ﬁelds c, c¯ and h are the same as those
associated with ck , c¯k and hk for k 2.4
The action (24) also admits nonlinear symmetries. One is a
BRST-like symmetry, corresponding to the inﬁnitesimal transforma-
tion:
sAaμ = ∂μca + g0abc Abμcc, sc¯a = iha,
sca = − g0
2
f abccbcc, s
(
iha
)= β0ca,
sVk = −ig0Vkc, k = 2, . . . ,n. (25)
It is useful to employ the decomposition of SU(2) matrices in terms
of a unit 4-vector:
Vk = n0k1+ inakσ a, (26)
where (n0k )
2 + naknak = 1. The BRST transformation of the con-
strained superﬁeld Vk then reads:
sn0k =
g0
2
nakc
a and snak =
g0
2
(−n0kca + abcnbkcc). (27)
Note that, just as Vk , n0k and nak are superﬁelds, that is functions
of (x, θ). In the following we choose nak to be the unconstrained
superﬁelds and n0k = (1− naknak)1/2.
3 This relies on Weinberg’s theorem and assumes, in particular, that the free
propagators decrease suﬃciently fast at large momentum. We show in the next
section that all free propagators behave as 1/p2 at large p, which is a suﬃcient
condition.
4 For instance, upon the change of variables A → AU2 , Uk → UkU−12 for k > 2,
U2 → U−12 and c ↔ c2, c¯ ↔ c¯2 and h ↔ h2, one gets that it is now the replica k = 2
which is singled out.The action (24) is also invariant under Vk → UVk , where the
SU(2) matrix U = U(θ) can be local in Grassmann variables. This
symmetry is nonlinear since Vk is a constrained superﬁeld. Each
replica superﬁeld can be transformed independently of the others
and there are thus 3 × (n − 1) such symmetries. The inﬁnitesimal
transformations read δakVl = iδklσ aVl or, in terms of the decompo-
sition (26),
δakn
0
l = −δklnal and δaknbl = δkl
(
δabn0l + abcncl
)
. (28)
To derive Slavnov–Taylor identities associated with the nonlin-
ear symmetries (25) and (28), one introduces (super)sources cou-
pled to both the (super)ﬁelds and their variations under s and δak .
We deﬁne5:
S1 =
∫
x
{
J aμA
a
μ + η¯aca + c¯aηa + ihaMa + K¯ aμsAaμ + L¯asca
}
+
n∑
k=2
∫
x,θ
{
P0kn
0
k + Paknak + Q¯ 0k sn0k + Q¯ ak snak
}
(29)
and consider the Legendre transform of the functional W =
ln
∫ Dφ e−S+S1 with respect to the sources J aμ , ηa , η¯a , Ma and Pak ,
where φ collectively denotes the (super)ﬁelds Aaμ , c
a , c¯a , ha and
nak . It is a straightforward procedure to derive the desired identi-
ties. We obtain, for the BRST symmetry (25)–(27),
∫
x
{
δΓ
δAaμ
δΓ
δ K¯ aμ
+ δΓ
δca
δΓ
δ L¯a
− iha δΓ
δc¯a
− β0ca δΓ
δiha
}
+
n∑
k=2
∫
x,θ
{
1
g1/2(θ)
P0k
δΓ
δ Q¯ 0k
+ 1
g(θ)
δΓ
δnak
δΓ
δ Q¯ ak
}
= 0 (30)
and, for the symmetries δak (no sum over k)∫
x
{
−Q¯ 0k
δΓ
δ Q¯ ak
+ Q¯ ak
δΓ
δ Q¯ 0k
+ abc
(
nbk
δΓ
δnck
+ Q¯ bk
δΓ
δ Q¯ ck
)
+ g1/2(θ)P0knak +
1
g1/2(θ)
δΓ
δP0k
δΓ
δnak
}
= 0, (31)
where the factors g(θ) account for the curved Grassmann direc-
tions. Observe that the identities (31) are not integrated in θ ,
which follows from the fact that the symmetries δak are local in
Grassmann space.
Dimensional analysis shows that the Grassmann variables have
mass dimension −1, which implies that ∫x,θ has dimension −2 in
d = 4. This enables one to determine the dimension of the various
ﬁelds and sources, summarized below together with their ghost
numbers.
ﬁeld A c c¯ ih n K¯ L¯ P Q¯
dim. 1 1 1 2 0 2 2 2 1
ghost nb. 0 1 −1 0 0 −1 −2 0 −1
The superﬁelds n have dimension 0 in d = 4, which makes the
analysis of the scalar sector very similar to the usual nonlinear
sigma model in d = 2. It is straightforward, although too lengthy
5 Note that the symmetries s and δak are not nilpotent. However, the transforma-
tions s2, sδak = δak s and δak δbl can be fully expressed in terms of the (super)ﬁelds at
hand and their variations under either s or δak . Therefore they do not require inde-
pendent (super)sources.
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ory. One ﬁrst writes the possibly divergent (local) contribution to
the effective action as Γdiv =
∫
xLdiv, where Ldiv contains all terms
of mass dimension less or equal to four that are compatible with
the linear symmetries listed previously. Further imposing the con-
straints (30) and (31), we get, after some calculations,
Ldiv = L1 − K¯ aμsr Aaμ − L¯asca
+
n∑
k=2
∫
θ
{Lk − P0kn0k − Q¯ 0k sn0k − Q¯ ak snak}, (32)
with the renormalized BRST variation:
sr A
a
μ = Z−1c ∂μca + g0abc Abμcc, (33)
and where the vanishing source terms can be written as
L1 = 1
4Z A
(
∂μA
a
ν − ∂ν Aaμ + g0 Zcabc AbμAcν
)2 + β0Zc
2
(
Aaμ
)2
+ ∂μc¯a
(
Z−1c ∂μca + g0abc Abμcc
)+ iha∂μAaμ (34)
and
Lk = Zc tr
(
Aμ − i
g0Zc
V−1k ∂μVk
)2
. (35)
We see that Γdiv has the very same structure as the original
classical action up to the two (divergent) constants Z A and Zc .
It is remarkable that Γdiv only involves two divergent constants
as in the usual FP Landau gauge. Notice ﬁnally that each replica
(35) gives a gluon mass contribution β0 Zc(Aaμ)
2/2 after integration
over Grassmann variables. Each such term is renormalized just as
the one in (34), as expected from the replica symmetry.
5. Feynman rules
Perturbation theory is most conveniently formulated in the su-
persymmetric formalism, which makes transparent the (dramatic)
consequences of the supersymmetries – the isometries of the
curved Grassmann space – for loop diagrams. To formulate Feyn-
man rules, we parametrize the constrained SU(N) superﬁelds Vk
as
Vk = exp{ig0Λk}, (36)
where the superﬁelds Λak are unconstrained.
Expanding the action (24) in powers of the (super)ﬁelds to
quadratic order, we obtain the various free propagators of the
theory, written below in Euclidean momentum space. Note that,
because of the curvature of the Grassmann subspace, it is of no
use to introduce Grassmann Fourier variables. The gluon propaga-
tor reads:
[
Aaμ(p) A
b
ν(−p)
]= δab
p2 + nβ0
(
δμν − pμpν
p2
)
, (37)
where the square brackets represent averaging with the action
(24). It is transverse in momentum, as a result of the Landau gauge
condition, and massive, with (bare) square mass m20 = nβ0, as a
result of our particular gauge ﬁxing procedure. Each replica con-
tributes β0 to the square mass as already clear from Eq. (19). The
ghost propagator assumes the usual form:
[
ca(p) c¯b(−p)]= δab/p2. (38)
The superﬁeld propagator is given by
[
Λa(p, θ)Λb
(−p, θ ′)]= δab δkl δ(θ − θ ′)/p2, (39)k lwhere δ(θ − θ ′) = g−1/2(θ) (θ¯ − θ¯ ′)(θ − θ ′) is the covariant Dirac
delta function on the curved Grassmann space:
∫
θ
δ(θ − θ ′) f (θ) =
f (θ ′).6
The vertices of the action (24) which do not involve the super-
ﬁelds Λk are the same as for the usual FP Landau gauge. On top of
the latter, there are vertices with an arbitrary number of Λk legs
and either zero or one gluon leg. Note that such vertices always
involve the same replica. Coupling between different replicas can
only arise through loop diagrams with gluons.
The structure of the propagator (39) leads to a dramatic simpli-
ﬁcation of Feynman rules. Consider a loop of Λk superﬁelds with p
vertices insertions. It is easy to see that vertices involving Λk su-
perﬁelds are local in Grassmann variables. Thus the loop involves
the following integral over Grassmann variables:
∫
θ1,...,θ p
δ(θ1 − θ2) · · · δ(θ p − θ1) = 0. (40)
We conclude that loops of Λk superﬁelds vanish [21].
This observation has two important consequences. First, the
only source of dependence in the number n of replicas is the bare
gluon mass in (37). Second, correlators or vertex functions involv-
ing only the ﬁelds A, c and c¯ do not receive any contribution from
replica superﬁelds. They are thus obtained from the very same di-
agrams as in the FP Landau gauge, with usual YM vertices and
with propagators given by (37) and (38). These are nothing but
the Feynman rules of a massive extension of the FP gauge-ﬁxed
theory, which is a particular case of the CF model. In particular,
we recover the standard FP Landau gauge for β0 = 0.
It is interesting to consider the above result from a slightly dif-
ferent angle. Consider integrating out the superﬁelds Vk in (18)
to obtain an effective theory for the YM and FP ﬁelds (A, c, c¯,h)
which takes into account the average (2) over Gribov copies.
Eq. (40) above implies that the corresponding functional integral
receives no loop contribution and is thus (perturbatively) exact at
tree level.7 Still the result of such an integration yields a highly
non-trivial effective theory: apart from a gluon mass contribution,
it contains non-local contributions of arbitrary order in the gluon
ﬁeld. However, it is easy to show that the corresponding vertices
are actually longitudinal in momentum space with respect to at
least two of their gluons legs. It follows that they do not con-
tribute to standard YM correlators involving gluon or (anti)ghost
ﬁelds since there they are to be connected to gluon propagators,
which are transverse. Again, as long as one considers standard YM
correlators, the only effect of the non-trivial gauge ﬁxing proce-
dure considered here is a mass term for the gluon, as in the CF
model.
6. Renormalization group ﬂow
The gluon and ghost two-point vertex functions have been
computed at one-loop in the CF model [13,14] with dimensional
regularization. The corresponding one-loop expressions for the
present theory can thus be obtained from these papers by replac-
ing the bare gluon mass m20 → nβ0.
6 The correlators involving h are [ha(p)hb(−p)] = δabβ0/p2, [ha(p)Abμ(−p)] =
δab pμ/p2 and [ha(p)Λbk(−p, θ)] = −iδab/p2. These do not enter in loops since there
is no vertex with an h leg.
7 That this is the case can be understood by remembering the fact that this inte-
gral is a way to sum over the solutions Ui of the classical ﬁeld equation ∂μ AUμ = 0
at ﬁxed A, see Eq. (10).
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A non-trivial issue concerns the order in which renormalization
and the limit n → 0 should be performed.8 Due to the observa-
tion that the number n of replicas only appears through the bare
gluon mass, the naive prescription to take ﬁrst the n → 0 limit re-
duces to the usual FP gauge ﬁxing. This is physically unsound since
we expect ghost and gluon correlators to depend on β0. A possi-
ble renormalization scheme would be to introduce a renormalized
parameter as β0 = Zβ β . But again, this leads to an unsatisfactory
n → 0 limit. Instead, we can make use of the fact that only the
combination m20 = nβ0 appears to implement the IR safe renormal-
ization scheme proposed in [14]. We introduce the renormalized
ﬁelds and constants A = √Z A Ar , c = √Zccr , c¯ = √Zcc¯r , g0 = Zg g
and m20 = Zm2m2 and impose the following renormalization condi-
tions
Γ
(2)
A (p = μ) =m2 + μ2, Γ (2)c¯c (p = μ) = μ2 and
Zg
√
Z A Zc = 1, Zm2 Z A Zc = 1, (41)
where Γ (2)A and Γ
(2)
c¯c denote the one-loop gluon and ghost renor-
malized two-point vertex functions.
The renormalization group (RG) β-functions for the coupling g
and the mass m can be found in [14]. Here, we discuss the gen-
eral properties of the RG ﬂow. First, we ﬁnd an ultraviolet (UV)
attractive ﬁxed point at m = 0 and g = 0. This implies that upon
removing the UV regulator (continuum limit) both the bare cou-
pling g0 and the bare mass m0 vanish. It is interesting to note that
this behavior is compatible with taking the limit n → 0 at ﬁxed β0
along with renormalization [22]. Thus we may regard the various
RG trajectories which emerge from this UV ﬁxed point as corre-
sponding to various choices of the gauge-ﬁxing parameter β0.
For one of these trajectories m = 0 during the whole ﬂow,
which simply corresponds to the standard FP result β0 = 0. We
show in Fig. 1 different trajectories obtained by integrating nu-
merically the one-loop β functions. There are two qualitatively
distinct families of trajectories divided by a separatrix (dashed line
on Fig. 1). The trajectories above the latter, which include the stan-
dard FP case, are characterized by the presence of a Landau pole
as one runs towards the IR: the coupling g diverges at a ﬁnite
momentum scale μ. In contrast, for trajectories below the separa-
trix, the coupling constant remains bounded all the way to μ → 0.
These are particularly interesting because the effective coupling
constants are well deﬁned at all scales which means that the IR
properties of the theory may be accessible by perturbation theory.
It was actually shown in [13,14] that one of these trajectories leads
to two-point ghost and gluon correlation functions in rather good
agreement with lattice simulations. This might seem surprising at
8 A similar issue arises in the context of disordered systems with the thermo-
dynamic limit. The common understanding is that the latter should be performed
ﬁrst, see e.g. [17].ﬁrst sight since the gauge ﬁxings are different. However, for β0 not
too small the saddle points are suppressed in Eq. (2) and for β0
not too large all minima are equiprobable. Therefore, if these con-
ditions have some overlap for some range of β0, we expect the
usual lattice implementation of the Landau gauge to be similar to
the gauge ﬁxing proposed here.
The separatrix ends in an IR ﬁxed point where the coupling
constant is large. Its location should thus not be taken seriously.
However, we expect the qualitative features of the ﬂow described
above to be stable against higher order corrections in perturbation
theory. Indeed, on the one hand it is expected that the existence
of a Landau pole for the trajectory m = 0 is a property valid at all
orders and, on the other hand, trajectories lying close to the g = 0
axis should not be drastically inﬂuenced by higher order correc-
tions.
7. Conclusion
We have devised a well-motivated, ﬁrst-principle formulation
of YM theories in Landau gauge, which takes into account the is-
sue of Gribov copies in a consistent way and avoids the Neuberger
zero problem. Perturbation theory shows no Landau pole and is
thus potentially under control at all momentum scales. This ques-
tions the standard understanding that the low-momentum sector
of YM theories is genuinely nonperturbative and opens the exciting
possibility that the highly non-trivial IR physics may be accessible
by perturbative methods. This opens the way to further investiga-
tions including e.g. higher-order corrections, ﬁnite temperature, or
quark dynamics.
Another line of development concerns the study of classical so-
lutions of the gauged-ﬁxed theory proposed here. It was pointed
out long ago that the classical equations of motion of a similar
gauged nonlinear sigma model present non-trivial vortex solutions
which may be related to conﬁnement [23].
Finally, it is an interesting question whether the gauge ﬁxing
procedure proposed here can be (approximately) implemented in
nonperturbative continuum approaches such as Schwinger–Dyson
equations or the functional RG [24] or in numerical simulations on
the lattice, in the spirit of [25]. This is clearly a diﬃcult task since
the average (2) includes all extrema of the functional SW[AU ]. As
a ﬁrst step an average over minima is certainly feasible. More de-
tailed studies of Gribov copies, such as in [26] and, in particular of
the inﬂuence of saddle points would be of great interest.
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