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Resumo
Neste trabalho estudamos a Inversão da Forma de Onda Completa (FWI da sigla em
inglês, Full Waveform Inversion) como um problema de otimização não linear com restri-
ções através de um método de Lagrangiano Aumentado, sendo que o modelo de velocidade
é parametrizado por combinações lineares usando funções bases. Essa não é uma aborda-
gem tradicional, uma vez que o problema vem sendo modelado como um problema não
linear sem restrições usando métodos quase-Newton com estratégias de regularizações.
As restrições estudadas são perfis de velocidades que podem ser conhecidos a partir de
dados de poços. O sucesso da FWI para obter um modelo de velocidade de alta resolução
somente é garantido por uma boa aproximação inicial do modelo de velocidade, uma vez
que a função objetivo do problema tem muitos desafios para alcançar a bacia de atra-
ção, em particular, o mau condicionamento como foi observado nos experimentos. Nesse
sentido, as principais técnicas usadas para estimar um modelo de velocidade razoável são
métodos de tomografia e estereotomografia sísmica. Nosso estudo mostra que os mode-
los estimados pelo algoritmo Algencan podem ser bons modelos iniciais para o método
convencional. Assim, propomos uma abordagem denominada de método Duas Fases. Na
Fase I, usamos o Algencan para encontrar a solução do problema com restrições, em geral,
com o modelo inicial homogêneo dependendo da parametrização escolhida. Na Fase II, o
modelo estimado no Algencan, torna-se o modelo inicial para o método convencional.
Palavras-chave: Inversão da forma de onda completa, Problemas não lineares restri-
tos, Modelagem sísmica, Inversão sísmica.
Abstract
In this work we study Full Waveform Inversion (FWI) as a nonlinear problem for
constrained optimization using an Augmented Lagrangian method. Here, we assume the
velocity model to be parametrized by linear combinations using base functions. This is an
unusual approach, since the problem has been conventionally described as an unconstrai-
ned nonlinear problem using quasi-Newton methods with regularizations strategies. The
constraints studied are velocity profiles that can be extracted from well log data. The
success of the conventional FWI method in obtaining a high resolution velocity model is
only guaranteed by a good initial guess, since the problem’s objective function has many
challenges to reach the attraction basin, particularly, the ill conditionality as observed in
the experiments. The main techniques used in traditional methods to obtain an initial
guess are seismic tomography or stereotomography methods. In our study of the problem
with constraints we show that models estimated by Algencan’s algorithm can be reaso-
nable initial models for the conventional method. Thus, we propose an approach called
Two-Phase method. In Phase I, we use Algencan’s algorithm and seek the solution to solve
the inversion with contraints, generally, starting from a homogeneous velocity depending
on the parametrization chosen. In Phase II, we use the velocity model approximation
obtained in Phase I as an initial guess for conventional FWI.
Keywords: Full waveform inversion, Constraints nonlinear problems, Seismic mode-
ling, Seismic inversion.
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Capı´tulo1
Introdução
A sísmica de exploração tem por objetivo obter uma “imagem” da subsuperfície. O
caminho para chegar em tal imagem passa por muitas etapas e métodos envolvendo mo-
delagem, imageamento e inversão sísmica. A modelagem sísmica envolve simulações que
descrevem a propagação de ondas e, dessa forma, precisamos conhecer os parâmetros fí-
sicos do meio. O imageamento sísmico permite observar as estruturas geológicas através
dos métodos de migração sísmica que visa o reposicionamento no espaço ou no tempo dos
eventos sísmicos no local onde as reflexões ocorreram. A inversão é caracterizada pela
determinação dos parâmetros físicos do meio, em geral, velocidades de ondas tipo P e S,
a partir da resposta do meio devido à alguma excitação.
A Inversão da Forma de Onda Completa (FWI, do inglês Full Waveform Inversion)
é um problema de inversão, que é modelado matematicamente como um problema de
ajuste que busca o melhor modelo de velocidade a partir da minimização entre os dados
modelados e observados. Inicialmente foram aplicado métodos de otimização local tipo
gradiente e Newton (Gauthier et al., 1986; Pratt et al., 1998). Atualmente, o método mais
utilizado tanto na academia quanto na indústria se baseia no método local quase-Newton
L-BFGS, da sigla em inglês Limited-memory Broyden-Fletcher-Goldfarb-Shanno, (Liu e
Nocedal, 1989; Virieux e Operto, 2009; Métivier e Brossier, 2016). O grande destaque do
método FWI é seu alto poder de resolução da subsuperfície que pode alcançar. Porém,
os desafios são grandes e alguns são dados pela física do problema como a limitação e/ou
baixa iluminação da subsuperfície devido à geometria de aquisição, bem como efeitos de
focamento e desfocamento, além de absorção.
A curva de Claerbout (Claerbout, 1985) ilustrado na Figura 1.1 mostra a resolução
esperada da inversão de velocidades através de métodos que se baseiam em informação
cinemáticas e/ou análise de velocidade ou por métodos que se baseiam em refletividade.
A curva enfatiza a existência de um gap de meia-frequência (2 − 10 Hz) que dividem a
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resolução de ambos os tipos de método. Estudos recentes (Nichols, 2012; Lambaré et al.,
2014; Allemand e Lambaré, 2015) já mostram evidências que métodos de tomografia de
reflexão diminuem esse gap aumentando a acurácia para frequência de até 6 Hz. A FWI
teoricamente pderia ser o método para mitigar a lacuna existente. No entanto, o que
observou-se com os avanços das técnicas e variações da FWI que a alta sensibilidade de
modelos iniciais do problema é a garantia do sucesso ou falha para conseguir modelos mais
precisos. Desse modo, novas técnicas vêm surgindo que envolve análise de velocidade e
imageamento (Symes, 2008; Biondi e Almonin, 2013) para ajudar a FWI a completar essa
lacuna munindo bons modelos iniciais. Problemas referentes à não linearidade e ao mau
condicionamento da função objetivo na otimização também são alvos de pesquisa (Liu












Figura 1.1: Confiabilidade de informação obtida a partir de dados sísmicos com repeito a
frequência espacial vertical baseado de Claerbout (1985).
A formulação dos problemas no seu estado da arte empregando artifícios para aumentar
a resolução é sempre na forma irrestrita. Formulações penalizadas, com regularizações
e/ou pré-condicionadas têm sido propostas (Guitton et al., 2012; Asnaashari et al., 2013;
Wang et al., 2013; Leeuwen e Herrmann, 2016; Esser et al., 2018), porém sempre aplicando
variações do L-BFGS.
Nosso objetivo nesta tese é atacar a FWI na perspectiva de um problema não linear
com restrições aplicando o método do Lagrangiano Aumentado através do uso do software
Algencan proposto por Birgin e Martínez (2014). Nesta tese, apenas nos concentramos no
caso do fenômeno de propagação de ondas acústicas bidimensionais. Usando os mesmos
argumentos em uma dimensão a mais no espaço é possível obter o método para a equa-
ção da onda em modelos acústicos tridimensionais. A aplicação em problemas elásticos
também pode seguir os mesmos passos.
Com base em trabalhos recentes (Ma et al., 2012, 2017), também buscamos estudar
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parametrizações que têm por objetivo reduzir a quantidade de variáveis que são inver-
tidas, pois, a computação no Lagrangiano Aumentado pode ser mais custosa do que os
métodos tradicionais em problemas irrestritos. Por exemplo, um modelo simples, didá-
tico, com 100× 100 pontos de uma discretização que representa o espaço tem exatamente
104 variáveis, enquanto que modelos de grande escala pode chegar a 1012 variáveis.
Nossa contribuição ao estudo do método FWI pela análise do problema com restrições
procura diminuir o gap que existe na resolução do modelo de velocidade aplicando a nossa
proposta denominada método Duas Fases. Na Fase I, resolvemos o problema da FWI,
modelando a equação da onda no tempo, com restrições partindo de modelos constantes
(homogêneos) para a maioria das parametrizações estudadas para os modelos de veloci-
dades. O modelo estimado na Fase I entra como modelo inicial para a Fase II que resolve
o método FWI modelando a equação da onda no domínio da frequência por ser mais
econômica e usar a mesma ideia da estratégia de multiescala (Bunks et al., 1995; Virieux
e Operto, 2009) ganhando resolução por frequência “invertida”. A vantagem dessa abor-
dagem é que garantimos a viabilidade do modelo inicial na Fase II devido às restrições
na Fase I. Além disso, a formulação da FWI na Fase II também foi feita considerando
como um problema com restrição de caixa, assim aplicamos o método SPG (da sigla em
inglês Spectral Gradient Project) proposto por Birgin et al. (2000), pois, a FWI na Fase
II, formulada dessa maneira, são subproblemas do mesmo tipo que são resolvidos na Fase
I.
Nesta tese, nos concentramos em restrições obtidas por perfis de velocidades que apre-
sentam um alto grau de confiabilidade. Logo, mesmo com a resolução do modelo sendo
limitada pelas funções bases da parametrização na Fase I, temos modelos com uma boa
viabilidade no início da Fase II. Dessa forma, a Fase II entra para corrigir a pobre reso-
lução do modelo. Em outras palavras, o modelo inicial na Fase II vai estar numa região
mais próxima do vale do minimizador (global, no caso ideal) do problema devido ao pro-
cedimento da Fase I. A Figura 1.2 (a) exibe o erro relativo da solução estimada para
um dos testes realizados (Modelo 1B) usando a abordagem Duas Fases pela parametri-
zação de velocidade que usa estruturas, em que a aproximação inicial do modelo foi um
modelo de velocidade constante; a Figura 1.2 (b) exibe o erro da FWI formulada como
um problema com restrição de caixa, que usa uma aproximação inicial de um modelo de
velocidade afim em profundidade. Note que, no método Duas Fases o erros foram menores
em boa parte do modelo se comparamos com a técnica convencional, mas formulada com
restrição de caixa. Isso também ocorreu se comparamos os erros relativos exibidos nas
Figuras 1.2 (c) e (d) que são obtidos da FWI convencional, usando o L-BFGS, para a
aproximação inicial de um modelo afim em profundidade, ou seja, temos a formulação
clássica que não considera restrição, porém, para obter a “convergência” foi preciso impor
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estratégia de projeção de velocidade. Assim, a abordagem Duas Fases mostra-se uma for-
mulação robusta se comparada a formulação convencional, isto é, que resolve o problema
somente na Fase II.
Basicamente, a Fase I consegue unir informações das regiões de baixa (perfis de velo-
cidades) e alta frequência (estruturas na parametrização) da curva de Claerbout fazendo



























































































































Figura 1.2: Erro relativo da estimativa do Marmousi II: (a) FWI pelo método Duas Fases;
(b) FWI usando SPG; (c) FWI usando L-BFGS com projeção de velocidade; (d) FWI
usando L-BFGS sem projeção.
A organização da tese segue em nove capítulos, além dessa introdução e mais três
apêndices. A escrita da tese buscou ser suficientemente auto contida para que não se-
jam necessárias consultas exaustivas das referências para não especialistas da área sobre
modelagem e inversão sísmica por ajustes de curvas e que consigam reproduzir os expe-
rimentos seguindo os algoritmos apresentados. Com exceção do software Matlab, todos
os outros softwares usados e devidamente referenciados são livres, bem como o pacote de
otimização usado.
O Capítulo 2 apresenta a teoria do problema direto, isto é, como resolvemos a mode-
lagem sísmica numericamente pelo método de diferenças finitas da equação da onda no
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domínio do tempo. O Capítulo 3 envolve a formulação clássica da FWI apresentando
o cálculo do gradiente da função objetivo e a relação que existe com a aproximação de
Born. Esses dois capítulos iniciais mostram que um fator de sucesso na inversão é a im-
portância da simulação da equação da onda. Validações numéricas reforçam os conteúdos
apresentados pelos métodos numéricos.
No Capítulo 4 apresentamos os tipos de parametrizações do modelo de velocidade, que
passam de casos particulares até os casos mais complexos, em que se apresentou conceitos
básicos da interpolação multidimensional pelas funções de bases radiais e o método de uma
aproximação suave de B-splines. No fim do capítulo, mostramos o fator de correção que
devemos fazer no gradiente da função objetivo de acordo com a escolha da parametrização.
No Capítulo 5 validamos o gradiente do problema em uma e duas variáveis em dois testes
de parametrizações. No Capítulo 6 fazemos uma análise para diferentes funções objetivos
aplicadas a um modelo teste, mostrando as difculdades que o problema apresenta em
buscar o mínimo global, para um caso particular (simples), discutindo a sensibilidade a
diferente graus de ruídos, espectros de frequências e eventos de reflexões múltiplas.
No Capítulo 7 apresentamos o problema de otimização e a forma do Lagrangiano Au-
mentado, bem como os parâmetros inicias utilizados no software Algencan e os tipos de
restrições consideradas no problema. Também, especificamos as formas dos problemas
resolvidos. O Capítulo 8 apresenta os experimentos numéricos usando o Algencan, isto
é, a Fase I, para três modelos diferentes. O Capítulo 9 mostra uma nova abordagem de
fluxo da FWI denominada método de Duas Fases, no qual podemos unir o problema com
restrições e o problema convencional. No problema convencional restrito a caixa, anali-
samos os métodos do Gradiente Espectral Projetado (SPG) e no convencional (irrestrito)
analisamos a solução pelo método L-BFGS. Por fim, o Capítulo 10 encerra o trabalho
com discussões finais dos resultados e trabalhos futuros.
O Apêndice A exibe a teoria da escolha dos pontos de Halton que foi usado para
determinar os centros da interpolação usando as funções radiais. O Apêndice B mostra a
derivação da fonte adjunta para as diversas funções objetivos que discutimos ao longo da
tese. O Apêndice C contém brevemente a teoria e a implementação da FWI (convencional)
resolvendo a modelagem da equação da onda no domínio da frequência utilizada no fluxo
da Fase II, bem como a formulação dos problemas para a solução usando os métodos de
otimização no procedimento.
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Capı´tulo2
Problema Direto
Neste capítulo abordamos a base fundamental do modelamento sísmico que é a equação
da onda. Para resolver a equação da onda devemos assumir que a estrutura do meio é
conhecida e problemas desse tipo são chamados de problemas diretos.
Nosso objetivo, neste capítulo, é escrever em detalhes o processo de produzir um sis-
mograma de tiro comum que simulará o dado sísmico através da solução da equação da
onda. Quando desejamos obter uma família de tiros comuns devemos simular a equação
da onda tantas vezes quantas forem os números de tiros utilizados.
Neste trabalho, a solução numérica da equação da onda vai pertencer ao fluxo da
solução do problema inverso e ter um bom modelador é uma regra crucial para enfrentar
a inversão sísmica da equação da onda.
2.1 Equação da Onda
A modelagem sísmica simula a propagação de ondas em subsuperfície, assumindo uma
estrutura conhecida. A equação que governa o problema de propagação de ondas acústicas






−∆u(x, t) = F (x, t), (2.1)
onde x = (x, z) ∈ R2 são as variáveis espaciais, t ∈ R a variável temporal, F (x, t) é
a função que descreve o termo fonte, u(x, t) é a função que descreve o campo de onda
escalar e ∆ é o operador Laplaciano.
Fisicamente, a equação (2.1) descreve o processo de propagação de ondas primárias
(ondas P) que se propagam em meios sólidos, líquidos ou gasosos. No entanto, a menos do
caso particular de um meio homogêneo (velocidade constante), são necessários métodos
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eficientes para simular a propagação. Os principais métodos utilizados na modelagem
sísmica são classificados em três categorias (Carcione et al., 2002), a saber,
• Métodos Integrais: utilizam-se as representações integrais para o campo de ondas a
partir de fontes pontuais.
• Métodos Assintóticos: computa-se a equação da onda em duas partes, decompondo
em duas equações, a iconal e a transporte.
• Métodos Diretos: o modelo geológico é discretizado em um número finito de pontos
(malha) e um método numérico é utilizado para encontrar uma aproximação para
a solução da equação da onda completa.
Neste trabalho escolhemos resolver a equação da onda diretamente. Apesar de existir
uma grande variedade de métodos numéricos que resolvem a equação da onda, escolhemos
o Método de Diferenças Finitas (MDF) que é a abordagem preferida sobre outros métodos
tais como o método de elementos finitos ou pseudoespectrais para o modelamento sísmico
devido ao eficiente uso de memória e fácil implementação (Kelly et al., 1976; Holberg,
1987). Além disso, a solução numérica consegue aproximar o campo de onda com todos
os possíveis eventos, isto é, onda direta, reflexões primárias, múltiplas de todas as ordens
e difrações.
2.2 Solução Numérica da Equação da Onda
Nesta seção apresentamos a solução numérica da equação da onda através do MDF.
Apesar de existir diferentes esquemas de diferenças finitas, a ideia básica de todos é
substituir cada derivada da equação diferencial por uma diferença finita. O esquema que
vamos utilizar será um esquema de diferenças centradas e sobre a ordem de aproximação
a ser utilizada, Alford et al. (1974) verificaram que usar esquemas com uma aproximação
de segunda ordem no tempo e com uma ordem maior ou igual no espaço aumentam a
precisão para a solução aproximada.
Para aplicar o MDF na equação (2.1), primeiramente, vamos discretizar as variáveis es-
paciais e o tempo para definir a malha numérica onde computamos a solução aproximada,
ou seja,
xj = x0 + j∆x, para j = 0, 1, . . . , J;
zk = z0 + k∆z, para k = 0, 1, . . . ,K;
t` = `∆t, para ` = 0, 1, . . . ,L.
(2.2)
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Por simplicidade, consideramos uma discretização uniforme nas variáveis espaciais, isto é,
∆x = ∆z ≡ ∆h > 0. Considere também a seguinte notação
u`j,k = u(xj, zk, t`), cj,k = c(xj, zk) e F
`
j,k = F (xj, zk, t`), (2.3)
que representam o campo de onda, a velocidade de propagação e o termo fonte nos pontos
da malha numérica, respectivamente.
Para aproximar a derivada parcial de segunda ordem no tempo utilizamos um esquema
centrado de 2a−ordem e nas derivadas parciais de segunda ordem no espaço será utilizado
um esquema centrado de 2M−ésima ordem, 2M + 1 pontos com comprimento M ≥ 1. Ou
seja,
utt(xj, zk, t`) ≈ 1
∆t2
[−2u`j,k + (u`−1j,k + u`+1j,k )] , (2.4)






































∣∣∣∣ , a0 = −2 M∑
m=1
am. (2.7)
A demonstração da equação (2.7) pode ser encontrada em Camargo (2014). Os valores
comuns na literatura para o valor do comprimento estão sobre o intervalo 1 ≤ M ≤ 6.
Substituindo as aproximações (2.4), (2.5) e (2.6) na equação (2.1) e manipulando um
pouco os termos, obtemos a seguinte equação algébrica
u`+1j,k − 2u`j,k + u`−1j,k − r2j,k∆u`j,k = c2j,k∆t2F `j,k, (2.8)






















A equação (2.8) representa a discretização da equação da onda (2.1), por consequên-
cia, isso nos levaria ao estudo da consistência, estabilidade e dispersão numérica para
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o esquema utilizado. No entanto, esses estudos estão detalhados em Camargo (2014) e
seguimos apenas com argumentos necessários para que o esquema numérico esteja bem
definido.
O esquema de diferenças finitas (2.8) é do tipo explícito, isto é, o campo de onda
no tempo futuro é computado usando informações dos tempos presente e passado. Pela






−1/2 ≡ rmax, (2.11)
para todo j = 0, 1, . . . , J, k = 0, 1, . . . ,K, onde M é a parte inteira da metade de M.
A Tabela 2.1 mostra os valores do critério de estabilidade para as frequentes escolhas do
comprimento M. Observa-se que, com o aumento do comprimento a região de estabilidade
diminui.







Tabela 2.1: Critério de estabilidade para os comprimentos espaciais usuais.
Mesmo garantindo a convergência do esquema através da estabilidade e consistência, a
aproximação não detecta artefatos cometidos pelas oscilações na solução aproximada. Se
essas oscilações, que são chamadas de dispersão numérica, crescem em magnitude, podem
prejudicar a solução estimada. Para medir a dispersão, consideramos a razão entre a








para todo j = 0, 1, . . . , J, k = 0, 1, . . . ,K, onde ω é a frequência e ξ é o número de onda.
A frequência ω pode ser determinada utilizando a solução da onda plana harmônica
com constante A0 dado por
û(x, z, t) = A0e
i(ξxx+ξzz−ωt), (2.13)
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que satisfaz (2.1) com F (x, t) = 0, de modo que
ω2 − c(x)2ξ2 = 0, (2.14)
onde ξx = ξ cos(θ), ξz = ξ sen(θ) são os números de ondas nas coordenadas espaciais,
com θ sendo o ângulo de propagação da onda. A equação (2.14) é a relação de dispersão
da equação da onda bidimensional. Desse modo, substituindo (2.13) no esquema de
diferenças (2.8) sem o termo fonte, obtemos
1− cos(ω∆t) ≈ r2j,k
M∑
m=1
am [2− cos(mξx∆h)− cos(mξz∆h)] . (2.15)










































onde β = ξ∆h.
Considerando que o número de onda máximo é dado pelo número de onda de Nyquist,




















A equação (2.18) é a relação de dispersão para o esquema numérico (2.8) e veja que
Ψj,k ≡ Ψ(β, rj,k, θ). Além disso, podemos garantir a existência de valores de β′ e r′ tais
que dado  > 0 tens que
|Ψj,k − 1| ≤  se β ≤ β′ e rj,k ≤ r′. (2.19)
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A desigualdade (2.19) é importante porque garante um critério sobre a escolha de ∆h
e ∆t. Para isso, sabemos que




portanto, seja ωmax a frequência máxima e cmin = min{cj,k | j = 0, 1, . . . , J; k = 0, 1, . . . ,K},
a escolha de ∆h pode ser dada por









onde cmax = max{cj,k | j = 0, 1, . . . , J; k = 0, 1, . . . ,K}. As condições (2.21) e (2.22)
garantem que a estabilidade seja cumprida com uma dispersão satisfazendo (2.19).
Por exemplo, seja um esquema numérico com M = 2,  = 0.1 e considerando r′ = 0.6124
(valor máximo permitido pela estabilidade, ver Tabela 2.1). Desse modo, pela Figura 2.1,
que ilustra a equação (2.18) para diferentes ângulos de propagação, temos a garantia da
existência de β′ = 2.8. Portanto, para um intervalo de velocidades entre 1.5 km/s a
5.0 km/s com ωmax = 60 Hz teremos ∆h ≤ 11.14 m e ∆t ≤ 1.36 ms.

















Figura 2.1: Critério da dispersão numérica para escolha dos passos do esquema para
diferentes ângulos de propagação.
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2.3 Condições Iniciais e de Fronteira
Para a equação (2.1) ser bem-posta, devemos impor condições iniciais e de fronteira
à solução. As condições iniciais contemplam o estado do campo de onda no início do
processo, que para problemas na Geofísica é comum utilizar o princípio da causalidade.
O princípio nos diz que não há propagação de ondas até o instante onde o meio sofre uma
excitação dada pelo termo fonte. Logo, sejam as condições iniciais dadas por
u(x, t) = 0, para t ≤ 0 e ut(x, 0) = 0. (2.23)
Numericamente a discretização da derivada primeira de u no tempo será dada pelo
esquema de diferenças centradas, que apresenta um erro na ordem de O(∆t2), ou seja,
compatível com o erro dado pela aproximação (2.4). Assim,




Portanto, sabendo de (2.23) e usando (2.24), obtemos
u0j,k = u
1
j,k = 0, para todo j = 0, 1, . . . , J e k = 0, 1, . . . ,K. (2.25)
Em contrapartida, as condições de fronteira ou contorno devem ser reflexo da situação
física que pretendemos simular. Para problemas de propagação de ondas sísmicas os meios
geológicos não apresentam fronteiras físicas, ou seja, é um problema mal-posto. Contudo,
para o cálculo numérico do operador Laplaciano dado pela equação (2.10), temos que os
M primeiros e últimos pontos no mesmo nível de tempo devem ser conhecidos para o
processo iterativo prosseguir, caso contrário devemos usar pontos fictícios, pontos fora do
domínio da discretização. Desse modo, vamos impor




J−M,k = . . . = u
`
J,k = 0;








para todo j = 0, 1, . . . , J, k = 0, 1, . . . ,K e ` = 0, 1, . . . ,L.
Pelas condições dadas por (2.25) e (2.26) o processo de diferenças finitas (2.8) está
bem definido. Entretanto, esse contorno finito que impomos cria eventos artificiais na
simulação quando a onda alcança as extremidades da malha, isto é, são geradas reflexões
de contorno. Para evitar esse problema, a melhor solução seria estender a malha numérica
de acordo com o tempo máximo de observação para que essas reflexões indesejadas não
entrem na região de interesse do observador. A região de interesse é aquela que contém os
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sensores que fazem os registros de propagação até o tempo máximo de registro. A única
desvantagem baseada nessa solução é o aumento computacional do MDF.
A solução que vamos abordar aplica um contorno absorvente baseado no trabalho
de Kosloff e Kosloff (1986), que é uma solução numérica simples que vai alterar o es-
quema (2.8) sutilmente. Outras abordagens para evitar esse problema de contorno podem
ser encontradas em Higdon (1987) ou Berenger (1994).
Kosloff e Kosloff (1986) decompuseram a equação da onda (2.1) como um sistema de






















onde F̂ (x, t) = c(x)2F (x, t).
O sistema de equações (2.27) é modificado inserindo um parâmetro de absorção, que
desempenha um papel semelhante a um potencial negativo (atenuação) para a equação
unidimensional de Schrödinger que atua sobre um intervalo definido Γ = [a, b]∪ [c, d], com





, para x ∈ Γ,
0, caso contrário,
(2.28)
onde µ é uma constante, κ é um fator de decaimento. Para aplicarmos na equação da
onda bidimensional consideramos a seguinte combinação
σ(x) = σ′(x) + σ′(z), (2.29)
onde a equação (2.29) atua sobre faixas do domínio do modelo bidimensional. Portanto,





















A partir do sistema de equações diferenciais (2.30), voltamos para uma única equação, a
saber,
utt(x, t)− c(x)2∆u(x, t) + 2σ(x)ut(x, t) + σ(x)2u(x, t) = F̂ (x, t). (2.31)
Evidentemente, se σ′(x) = σ′(z) = 0, i.e., σ(x) = 0, a equação (2.31) é equivalente à
equação (2.1).
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Para a implementação numérica, Kosloff e Kosloff (1986) consideraram uma divisão
em três regiões para aplicar a condição de contorno como ilustrado na Figura 2.2 para





Figura 2.2: Ilustração da condição de contorno absorvente.
regiões II e II’ (a ≤ x ≤ b e c ≤ x ≤ d) são as partes afetadas pela absorção e as regiões
III e III’ (x < a e x > d) são os domínios externos. No entanto, a eficácia dessa condição
absorvente depende das constantes µ, κ e do comprimento efetivo das regiões II e II’.
A escolha dessas constantes são obtidas numericamente através da análise dos coefici-
entes de reflexão e transmissão, a qual está melhor discutida em Seki e Nishikawa (1988).
2.4 Solução Numérica com Contornos Absorventes
Na seção anterior discutimos como inicializar o esquema numérico (2.8), mais do que
isso, também mostramos uma abordagem que trata os problemas de reflexões de contorno
presente no esquema. Nesta seção, discretizamos a equação (2.31) que é dada de forma
análoga ao que fizemos para obter o esquema (2.8). Por fim, apresentamos os algoritmos
para realizar a modelagem sísmica. Os resultados numéricos e validações são apresentados
na próxima seção.
2.4.1 Discretização
Para aplicar o MDF para resolver a equação (2.31) juntamente com as condições iniciais
dadas por (2.23), utilizamos as mesmas aproximações já utilizadas para as derivadas
parciais que são dadas por (2.4), (2.5), (2.6) e (2.24). Logo, substituindo as aproximações





j,k − σ̂j,ku`−1j,k + r2j,k∆u`j,k + c2j,k∆t2F `j,k, (2.32)
Capítulo 2. Problema Direto 43
onde rj,k e ∆u`j,k são dados pela equações (2.9) e (2.10), respectivamente, sendo que
σ˜j,k = 1 + ∆tσj,k, σj,k = 2−∆t2σ2j,k, e σ̂j,k = 1−∆tσj,k, (2.33)
onde σj,k é dado pela equação (2.29) nos pontos discretizados.
Devemos lembrar que podemos considerar dois casos de implementação do fator de
absorção, isto é, o primeiro caso é considerar todos os lados da malha numérica para
sofrer a atenuação; o segundo é deixar a superfície livre sem o fator de absorção. Para
exemplos de aquisição marinha, esse tipo de experimento é um pouco mais realístico, já
que temos as reflexões de superfície da água. Em geral, esses eventos sísmicos na literatura
são chamados de ghosts e múltiplas de superfície (Sheriff e Geldart, 1995).
Para iniciarmos o esquema numérico utilizamos os pontos das condições que comple-
mentam o problema, ou seja, as condições dadas por (2.25) e (2.26). A escolha do tamanho
do passo de malha para ∆h e ∆t seguirá da mesma forma dada por (2.21) e (2.22), uma
vez que, na região de interesse, o esquema (2.32) resulta em uma solução muito próxima da
solução dada pelo esquema (2.8). Nossa implementação segue os seguintes Algoritmos 2.1
e 2.2, o primeiro obtém o campo de onda e o segundo leva ao domínio dos sensores.
2.5 Experimentos Numéricos
Nesta seção, descrevemos a simulação um campo de onda para um modelo homogê-
neo analisando os esquemas com e sem o contorno absorvente para garantir que ambos
apresentam soluções semelhantes. Além disso, usando o mesmo modelo, vamos obter um
sismograma para a validação. Uma vez que o modelo de velocidade é constante, a solução
exata da equação da onda é escrita como uma integral, a qual avaliamos numericamente
com uma boa precisão para comparar/validar a solução estimada pelo esquema (2.32) e
analisar os erros cometidos. Os experimentos realizados foram implementados em For-
tran 90, exceto para a computação da solução exata, bem como os recursos gráficos onde
usamos o Matlab R2009a.
2.5.1 Termo Fonte
A função que descreve o termo fonte da equação até esse momento era arbitrária.
Contudo, para aplicações na Geofísica é comum supor que o termo fonte tenha um com-
portamento de uma fonte pontual, ou seja,
F (x, z, t) = δ(x− xS)δ(z − zS)s(t), (2.34)
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Algoritmo 2.1: Obtenção do campo de pressão.
Dados: c(x), F (x, t), J, K, L, M, ∆h, ∆t
Resultado: u(x, t)
Calcule: σj,k ou defina σj,k = 0 para todo j e k.
Inicialização:
!! ** condições iniciais ** !!
para todo j, k faça
u0j,k = 0; u1j,k = 0
fim
!! ** condições de contorno ** !!
para j ← 0 até M faça
para todo k, ` faça
u`j,k = 0; u`J−j,k = 0
fim
fim
para k ← 0 até M faça
para todo j, ` faça
u`j,k = 0; u`j,K−k = 0
fim
fim
para `← 2 até L faça
para k ← M até K−M faça
para j ← M até J−M faça
σ ← 2−∆t2σj,k, σ̂ ← 1−∆tσj,k, σ˜ ← 1 + ∆tσj,k
u`+1j,k ← σu`j,k − σ̂u`−1j,k + r2j,k∆u`j,k + c2j,k∆t2F `j,k




Algoritmo 2.2: Seleção dos sensores.
Dados: xs, xr, Ns e Nr
Resultado: u(xr, t;xs)
para n← 1 até Ns faça
Chama o fluxo do Algoritmo 2.1
para i← 1 até Nr faça
Obtenha os índices dos sensores: jr e kr
u`i,n ← u`jr,kr , para todo ` = 0, 1, . . . ,L
fim
fim
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onde δ é a “função” delta de Dirac, o par (xS, zS) indica a posição da fonte e s é o sinal
que a fonte vai emitir. A discretização do termo fonte dado pela equação (2.34) será dada
por






onde jS e kS representam os índices da posição da fonte na malha e δp,q denota o delta de
Kronecker, isto é,
δp,q =
1, se p = q,0, se p 6= q. (2.36)
O sinal que utilizamos é uma função Ricker que tem a seguinte expressão
s(t) =
[





onde ωp é a frequência de pico e tc é o tempo central, que é definido como sendo a metade
da duração do sinal dado por 2/ωp. Nos experimentos vamos considerar um sinal de
duração de 100 ms com uma frequência de pico ωp = 20 Hz.
A Figura 2.3 (a) exibe a função Ricker, no domínio do tempo, com uma duração de
100 ms, em que o tempo central é exatamente tc = 50 ms e a Figura 2.3 (b) exibe o valor
absoluto da transformada de Fourier da Ricker, isto é, uma representação no domínio
da frequência, o qual se observa a frequência de pico em 20 Hz. A Ricker no domínio
da frequência decai exponencialmente, isto é, não é do tipo banda-limitada. Para os
experimentos consideramos uma frequência máxima de ωmax = 60 Hz, em que o espectro


















Figura 2.3: Sinal Ricker com frequência de pico 20 Hz: (a) No domínio do tempo; (b)
Representação na frequência.
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2.5.2 Análise do Contorno Absorvente
Para analisar os esquemas numéricos com respeito à solução do campo de onda nos
casos sem e com o contorno absorvente consideramos um modelo de velocidade constante
dado por c(x, z) = 2.5 km/s com um tempo máximo de 1 s. A fonte está posicionada em
(0,0) e os parâmetros do MDF, para M = 2, são ∆h = 10 m e ∆t = 1 ms. A constante e o
fator de atenuação presentes na condição de absorção foram baseados nos mesmos valores
analisados em Seki e Nishikawa (1988) e são dados por µ = 140 1/s e κ = 8.3 1/km, res-
pectivamente. A fronteira absorvente tem um comprimento efetivo de 51 pontos (500 m)
e não foi considerado nenhum intervalo de região externa na implementação.
A fim de mostrar o comportamento da propagação, analisamos os casos considerando
σ(x) ≡ 0 e σ(x) dado pela equação (2.29), em que um teste considera a absorção em todos
os lados do modelo e, em outro, temos a superfície livre, que neste exemplo está sendo
representada na posição z = −1.5 km. As Figuras 2.4 (a), (b) e (c) exibem o instantâneo
da frente de onda simulada no instante t = 400 ms sem a condição de absorção, com
o contorno absorvente e superfície livre e com o contorno absorvente, respectivamente.
Podemos observar que a solução aproximada pelos esquemas numéricos apresentam o
mesmo comportamento de propagação em todos os casos analisados.
A Figura 2.5 (a) exibe a frente de onda, no instante de tempo t = 600 ms, que ainda
não alcançou as extremidades do modelo. Contudo, observa-se que as frentes de onda
ilustradas nas Figuras 2.5 (b) e (c) sofrem atenuações devido à condição absorvente nos
pontos que têm a sua ocorrência. Até este momento, o problema da reflexão artificial
causada pela fronteira não prejudicaria o resultado final do dado sísmico.
As Figuras 2.6 e 2.7 (a) exibem os instantâneos da propagação das frentes de onda nos
instantes t = 800 ms e t = 1 s, respectivamente. Os eventos causados pelas fronteiras
poderiam ser registrados pelos sensores, dependendo de suas posições no modelo, tendo
assim artefatos não físicos. Logo, a simulação numérica, sem o devido tratamento de
bordas, pode inserir eventos que não são respostas do meio, mas da fronteira finita do
modelo simulado. As Figuras 2.6 e 2.7 (b) e (c) exibem os instantâneos considerando
a condição absorvente, nos tempos t = 800 ms e t = 1 s, respectivamente, em que as
reflexões das fronteiras são atenuadas. Porém, por causa da escala de cores, as reflexões de
fronteira não são visíveis nessas imagens, mas não são extintas completamente tornando-
se desprezíveis. No caso, em particular, das Figuras 2.6 e 2.7 (b), temos a reflexão da
superfície do modelo.









































Figura 2.4: Instantâneo da frente de onda no tempo t = 400 ms: (a) Sem o contorno










































Figura 2.5: Instantâneo da frente de onda no tempo t = 600 ms: (a) Sem o contorno










































Figura 2.6: Instantâneo da frente de onda no tempo t = 800 ms: (a) Sem o contorno
absorvente; (b) Com o contorno absorvente e superfície livre; (c) Com o contorno absor-
vente.









































Figura 2.7: Instantâneo da frente de onda no tempo t = 1 s: (a) Sem o contorno absor-
vente; (b) Com o contorno absorvente e superfície livre; (c) Com o contorno absorvente.
2.5.3 Validação
O modelo da validação consiste do mesmo meio homogêneo c(x, z) = c0 = 2.5 km/s.
A coordenada da fonte (xS, zS) = (0, 0) e os passos usados no MDF, com M = 2, foram
∆h = 10 m e ∆t = 1 ms. O tempo máximo de registro foi 1 s. Para análise dos resultados
os sensores estão nas coordenadas (0.2 km + 0.02ir km, 0) para ir = 0, 1, . . . , 50, ou seja,
o primeiro receptor está a 200 m da fonte e o último está a 1.2 km de distância. Para
comparação da parte cinemática e dinâmica com a solução exata consideramos o tempo
até 600 ms, desse modo os dez últimos receptores colocados propositalmente apresentarão
maiores erros pelo fato da onda estar sendo atenuada a partir da posição de 1 km.








(t− t′)2 − τ(x)2 dt
′, (2.38)
onde τ(x) = ‖x‖2/c0. A equação (2.38) foi avaliada numericamente através da rotina de
integração numérica do Matlab R2009a.
• Análise Numérica dos Resultados
A resposta da propagação exata é ilustrada na Figura 2.8 (a) para todos os 51 re-
ceptores, a Figura 2.8 (b) exibe em detalhes 11 traços sísmicos espaçados a cada 100 m
selecionados da imagem anterior. As Figuras 2.9 (a) e (b) exibem a resposta sísmica, por
imagem e pelos 11 traços sísmicos, respectivamente, considerando o esquema (2.32) com
σ(x) ≡ 0, ou seja, sem o tratamento do contorno. Podemos observar que, até o tempo
de 600 ms, a resposta obtida é muito próxima da resposta da solução exata e a partir
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do instante de 750 ms temos os eventos não físicos da reflexão do contorno presente no
sismograma.
A Figura 2.10 (a) exibe a resposta sísmica para os 51 receptores pelo esquema (2.32)
com σ(x) dado pela equação (2.29). Ao lado, a Figura 2.10 (b) exibe os 11 traços sísmicos
da resposta. Nesse caso também temos uma correspondência muito próxima à solução
exata, porém o fator de atenuação da fronteira atua a partir de 1 km do afastamento, ou
seja, as amplitudes da resposta numérica com a exata não serão semelhantes. Entretanto,
a atenuação não influencia na parte cinemática.
Para ter uma análise quantitativa das amplitudes das respostas simuladas com a solu-
ção exata, exibimos o gráfico do erro relativo na Figura 2.11, considerando a norma do
máximo, para cada sensor até o tempo amostrado de 600 ms. Podemos concluir que a
solução numérica de ambos os esquemas são bem próximas com o erro em torno de 4%.
Contudo, na região de interesse esse erro cai para cerca de 3.5%. Observe ainda que o erro
cresce com o aumento do afastamento, sendo que essa característica é comum aos métodos
numéricos para solução da equação da onda. Porém, respeitando as condições de estabili-
dade e dispersão, um refinamento da malha numérica pode trazer melhores aproximações
caso seja necessário maior precisão com o custo de aumentar o tempo computacional da
simulação
Em geral, as validações são obtidas para modelos bem particulares tal como apresen-
tado e servem para calibrar o MDF para aplicações em modelos mais complexos. Claro,





























Figura 2.8: Dado sísmico obtido pela solução exata exibido por: (a) Imagem; (b) 11
traços.



























































Figura 2.10: Dado sísmico simulado pelo MDF com σ(x) adequado exibido por: (a)
Imagem; (b) 11 traços.




















Figura 2.11: Erro relativo da simulação sísmica para os esquemas sem e com o contorno
absorvente.
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Capı´tulo3
Problema Inverso
A inversão sísmica é uma ferramenta poderosa para Geofísica computacional que con-
siste em transformar o dado sísmico, geralmente dados de reflexão, em dados quantita-
tivos que revelam as propriedades físicas da subsuperfície. O tipo de inversão sísmica
que tratamos nesse capítulo não é a única forma de inversão aplicada à sísmica. Existem
diversos métodos que podem caracterizar as propriedades físicas tais como tomográfia
sísmica (Schuster, 2017) e variação de amplitude com afastamento AVO (do inglês, Am-
plitude Variation with Offset) (Castagna e Backus, 1993).
Neste capítulo vamos introduzir o problema inverso na sísmica utilizando os dados da
equação de onda que é amplamente conhecido pela abreviação do seu nome em inglês FWI
(Full Waveform Inversion); em português pode ser traduzido para Inversão da Forma de
Onda Completa. A principal diferença desse método e suas variações aos outros tipos de
inversão sísmica é a consideração das partes cinemáticas e dinâmicas sem separá-las.
3.1 O Clássico Problema de Ajuste
A formulação da FWI é descrita naturalmente como um problema de ajuste no sentido
de quadrados mínimos, pois se baseia no ajuste do dado observado, informação disponível
após o experimento sísmico, com o dado modelado obtido, por exemplo, pela solução
da equação da onda. Desse modo, a modelagem do problema inverso será dada por
um problema de programação não linear irrestrito. Nesta tese tratamos apenas do caso
de modelos acústicos com densidade constante. A teoria para o caso elástico pode ser
encontrada em Alkhalifah (2016).
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Partimos da equação (2.1) com algumas hipóteses adicionais que não afetarão a forma
de obter a solução numérica. Assim, considere
m(x)utt(x, t)−∆u(x, t) = F (x, t), (3.1)
onde m(x) = 1/c(x)2 para todo x = (x, z) ∈ D ⊂ R2, t ∈ [0, T ] ⊂ R juntamente com as
seguintes condições complementares
u(x, 0) = 0, ut(x, 0) = 0 para x ∈ D,
u(x, t) = 0, n · ∇u(x, t) = 0 para x ∈ ∂D e t ∈ [0, T ], (3.2)
onde ∂D é a fronteira do domínio e n é o vetor normal apontando para fora de ∂D.
O ajuste tem por objetivo encontrar o melhor modelo m ∈ R, no qual o resíduo entre
o dado modelado u com o dado observado d seja mínimo. Ou seja, nesse sentido, o ajuste
para o parâmetro é obtido implicitamente através da solução da equação da onda, por
isso adotamos a seguinte notação u(m;x, t) para indicar a dependência implícita de m.
Portanto, a melhor estimativa para o modelo pode ser formulado pelo seguinte problema
irrestrito
minimizar f(m)
sujeita a m ∈ R, (3.3)
onde f : R→ R é a função objetivo, da qual assumimos que é contínua e diferenciável e,











u(m;xsi ,xrj , t)− d(xsi ,xrj , t)
]2
dt, (3.4)
onde xsi = (xsi , zsi) e xrj = (xrj , zrj) são as coordenadas das fontes e dos sensores do
levantamento sísmico na configuração de tiro comum CS (da sigla em inglês Common
Shot) para i = 1, 2, . . . ,Ns e j = 1, 2, . . . ,Nr, respectivamente. Os dados observado
e modelado no domínio da aquisição são denotados por d(xsi ,xrj , t) e u(m;xsi ,xrj , t),
respectivamente. Por simplicidade, daqui por diante, não carregaremos o somatório das
coordenadas das fontes assumindo Ns = 1. Resolver o problema dado por (3.3) define a
formulação básica da FWI e qualquer uma de suas variantes.
Basicamente, há três classes de métodos de otimização local que resolvem os problemas
de programação não linear sem restrição e são elas
• Métodos Tipo Gradiente: São métodos que utilizam a informação de primeira or-
dem. Em geral, têm um baixo custo computacional com uma convergência lenta.
• Métodos Tipo Newton: São métodos que usam a informação de primeira e segunda
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ordem (gradiente e hessiana). Como fazem uso da derivada segunda, têm um alto
custo e, em geral, uma convergência melhor do que a classe anterior.
• Métodos Tipo quase-Newton: Os métodos dessa classe procuram utilizar as boas
propriedades das classes anteriores.
As descrições dessas classes e dos métodos de otimização podem ser encontradas em No-
cedal e Wright (1999). No entanto, existe um cálculo em comum dentro dessas três classes
que é o cálculo do gradiente da função objetivo. Para calculá-lo, reescrevemos a equa-
ção (3.4) de modo a deixar uma função objetivo “arbitrária” na escolha do critério da






H(u(m;x, t)) dx dt. (3.5)
Portanto, a função objetivo vai depender da escolha do funcional H : U → R, onde U é o
espaço de funções reais que satisfazem a equação da onda acústica (3.1). Por exemplo, o
funcional de quadrados mínimos nesse sentido é dado por




δ(x− xri) [u(m;x, t)− d(x, t)]2 , (3.6)
onde δ é a “função” delta de Dirac que atua somente nos sensores onde estão registrados
os campos de onda no dado observado. Então, ao inserir a equação (3.6) em (3.5) reduz-se
a forma dada por (3.4). Logo, a derivada total da função objetivo em m (considerando

















e H′(u(m;x, t)) = dH(u(m;x, t))
du
. (3.8)




δ(x− xri) [u(m;x, t)− d(x, t)] . (3.9)
A dificuldade no cálculo da equação (3.7) é no esforço computacional para compu-
tar o jacobiano do campo de onda com respeito aos parâmetros. O cálculo tradicional
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seria através de aproximações numéricas da derivada, porém para cada perturbação do
parâmetro em um ponto uma nova modelagem é necessária. Desse modo, o cômputo
se torna inviável em problemas de média a grande escala. Para realizar a computação
de uma forma eficiente, aplica-se o método do estado-adjunto (Plessix, 2006; Fichtner,
2011). Esse método se baseia na teoria variacional com bastantes aplicações em teoria
de controle ótimo governado por equações diferenciais parciais (Lions, 1971). Um dos
percursores a introduzir o método do estado-adjunto à sísmica foi Chavent (1974), porém
foram os trabalhos de Lailly (1983) e posteriormente Tarantola (1984) que difundiram
como o método é aplicado atualmente.
3.2 Método do Estado-Adjunto
Para obter a equação adjunta da equação da onda vamos considerar a variação da
equação (3.1) com respeito a m, ou seja,
utt(m;x, t) +m(x)u
′
tt(m;x, t)−∆u′(m;x, t) = 0, (3.10)
e, consequentemente, temos as condições
u′(m;x, 0) = 0, u′t(m;x, 0) = 0, para x ∈ D,
u′(m;x, t) = 0, n · ∇u′(m;x, t) = 0, para x ∈ ∂D e t ∈ [0, T ]. (3.11)
Seja p(x, t) uma função arbitrária suficientemente suave em D e no intervalo [0, T ]. Mul-














putt dx dt = 0. (3.12)
Vamos manipular os dois primeiros termos da equação (3.12), que consiste em trocar
as derivadas parciais tanto no tempo quanto no espaço que estão sobre u′ para p. No
primeiro termo usaremos a técnica de integração por partes aplicada duas vezes sobre a
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Pelas condições iniciais dadas pela equação (3.11) e impondo a condição
p(x, T ) = 0 e pt(x, T ) = 0 para x ∈ D, (3.14)










′(m;x, t) dx dt. (3.15)
Para o segundo termo, usamos a seguinte identidade















∇ · (p∇u′ − u′∇p) dx dt. (3.17)
Aplicando o teorema da divergência sobre o domínio D na segunda integral do lado direto
da igualdade da equação (3.17) e utilizando as condições de fronteira da equação (3.11)









(p∇u′ − u′∇p) · n dS = 0, (3.18)
onde S representa a região de fronteira do domínio D. Desse modo, a equação (3.17) pode









u′(m;x, t)∆p(x, t) dx dt. (3.19)
Utilizando os resultados das equações (3.15) e (3.19) e substituindo em (3.12), ou seja,














putt dx dt = 0. (3.20)
Como a equação (3.20) é uma quantidade nula para todo m, podemos adicioná-la na
















putt dx dt. (3.21)
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Para evitar o cálculo de u′, podemos escolher a função p(x, t) de modo que satisfaça
m(x)ptt(x, t)−∆p(x, t) = −H′(u(m;x, t)) (3.22)
juntamente com as condições
p(x, T ) = 0, pt(x, T ) = 0 para x ∈ D,
p(x, t) = 0, n · ∇p(x, t) = 0 para x ∈ ∂D e t ∈ [0, T ]. (3.23)
O problema dado pelas equações (3.22) e (3.23) é chamado de problema adjunto e p é
chamado de estado-adjunto de u. Se considerarmos a seguinte transformação no tempo
τ = T − t, (3.24)
o problema adjunto pode ser transformado em
m(x)pττ (x, τ)−∆p(x, τ) = −H′(u(m;x, T − τ)) (3.25)
complementado por
p(x, 0) = 0, pτ (x, 0) = 0, para x ∈ D,
p(x, τ) = 0, n · ∇p(x, τ) = 0, para x ∈ ∂D e τ ∈ [0, T ]. (3.26)
Observe que o problema dado pelas equações (3.25) e (3.26) é do mesmo tipo das equações
iniciadas nesse capítulo dadas por (3.10) e (3.11). A diferença entre eles é dada pelo termo








p(x, T − t)utt(m;x, t) dx dt, (3.27)
onde p(x, t) é a solução do problema (3.25) e utt(m;x, t) é a derivada segunda no tempo
do campo de pressão que satisfaz o problema (3.10). Todo esse procedimento, para o
cálculo da função objetivo e da derivada total, mostra a importância do modelamento
sísmico discutido no Capítulo 2. Todo nosso argumento iniciou-se com as equações no
contínuo. Um outro caminho é começar a partir da equação da onda discreta como feito
em Maharramov (2016).
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3.2.1 Interpretação do Campo de Onda Adjunto e do Gradiente
Fisicamente, a equação do estado-adjunto (3.22) é uma equação de onda, ou seja,
descreve a propagação de algo. Mais precisamente, é uma retropropagação, o qual a
injeção do termo fonte são os campos residuais. Além disso, é bastante similar a um
processo de migração reversa no tempo (Virieux e Operto, 2009).
Observe que as equações (3.7) ou (3.27), representam a derivada total exata do funci-
onal. Desse modo, o gradiente da função objetivo denotado por I(x) ≡ ∇f(m(x)) pelo




p(x, T − t)utt(m;x, t) dt. (3.28)
Pela similaridade com a migração, é comum interpretar o gradiente, equação (3.28),
como uma condição de imagem, que no imageamento sísmico funciona como uma con-
dição necessária para existência do refletor. Contudo, em nosso contexto, não tratamos
de refletores, mas dos parâmetros físicos. Mais do que isso, a condição de imagem clás-
sica (Claerbout, 1985) deve ser não nula e no nosso caso estamos fazendo a correlação do
campo adjunto com a derivada segunda do campo de pressão, ou seja, quando o parâ-
metro m for tal que o campo calculado seja próximo do campo observado a condição de
imagem (3.28) deve ser próxima de zero.
3.3 Relação do Gradiente com a Aproximação de Born
Nessa seção mostramos o cálculo do gradiente (3.28) através da aproximação de Born
para um campo espalhado, ou seja, podemos através dessa relação saber quais as limita-
ções físicas que o gradiente pode conter.
Inicialmente, supomos que o modelo de parâmetros pode ser decomposto em um modelo
de referência, que é conhecido, mais uma perturbação, isto é,
m(x) = m0(x) + δm(x). (3.29)
Aplicando a expansão em série de Taylor do campo de onda em torno de m0, temos
u(m;x, t) = u(m0;x, t) + u
′(m0;x, t)δm(x) +O(δm(x)2). (3.30)
Desse modo, se consideramos uma perturbação suficientemente pequena, a equação (3.30)
pode ser aproximada por
δu(x, t) ≈ u′(m0;x, t)δm(x), (3.31)
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onde δu(x, t) = u(m;x, t) − u(m0;x, t) é o campo perturbado devido à perturbação do
modelo e u′ é o jacobiano do campo com respeito a m usando a mesma notação da Seção
3.2. Na literatura, o jacobiano do campo em relação ao parâmetros é conhecido como
matriz de derivada de Fréchet.
Vamos representar o campo perturbado pela representação integral da equação Lippmann-
Schwinger (Bleistein et al., 2001) medido em um ponto arbitrário y, ou seja,





δm(x)utt(m0;x, τ)G(y;x, t− τ) dx dτ, (3.32)
onde G(y;x, t) é a função de Green medida num ponto arbitrário y que satisfaz a equação
da onda com fonte δ(x− y) juntamente com as condições iniciais e de fronteira.






H′(u(m0;y, t))δu(y, t) dy dt. (3.33)
Utilizando a representação integral, equação (3.32), da função δu em (3.33), onde por











δm(x)utt(x, τ)G(y;x, t− τ) dxdτ
)
dy dt. (3.34)
Pelo teorema de reciprocidade da função de Green (Bleistein et al., 2001), sabemos que
G(y;x, t− τ) = G(x;y, t− τ) e o núcleo da integral (3.34) é dado pela função





H′(u(y, t))G(y;x, t− τ) dt dy. (3.35)
Considerando a mudança de variável t para T − t a equação (3.35) pode ser reescrita
por





H′(u(y, T − t))G(x;y, T − t− τ) dy dt. (3.36)
Pela equação (3.36), tomamos atenção que tanto a função de Green quanto a variável
independente do funcional H′ são campos de onda obtidos pelo meio de referência m0
medidos arbitrariarmente num ponto. Logo, como a função de Green é uma solução
fundamental da equação da onda, temos
P (x, T − t) =
∫
D
G(x;y, T − t) ∗ (−H′(u(m0;y, T − t))) dy, (3.37)
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onde ∗ é a convolução na variável do tempo. Em outras palavras, P satisfaz a equação
da onda com o termo fonte −H′(u(m0;x, T − t)), no modelo de referência, ou seja, P é
exatamente o campo de onda adjunto determinado por (3.25) para m0. Desse modo, a






δm(x)utt(m0;x, τ)p(x, T − t) dx dt. (3.38)
Por outro lado, note qua a linearização de primeira ordem do funcional é dado por
f(m) ≈ f(m0) + ∂f(m0)
∂m
· δm(x), (3.39)
onde · representa uma integral do espaço sobre D.









δm(x)utt(m0;x, τ)p(x, T − t) dt dx. (3.40)








Assim, o gradiente da função objetivo pelo método estado-adjunto é equivalente ao assumir
a perturbação do funcional em regime de alta frequência, isto é, pela aproximação de
Born. Fisicamente, o gradiente da função objetivo avaliado no modelo de referência é
uma aproximação Born para o campo perturbado. Ou seja, a validade da aproximação
de Born que assume |δu(x, t)| << |u(m0;x, t)| implica a validade para o gradiente. Isso
quer dizer que, no regime de alta frequência, a direção do gradiente atualiza o modelo de
referência para encontrar o campo espalhado de menor resíduo. No sentido dos métodos
de otimização local, temos que o gradiente aponta para a bacia de atração se o modelo
de referência satisfaz o critério de Born. Contudo, devemos lembrar que a abordagem da
otimização não linear não é baseada na hipótese do campo perturbado ter uma relação
linear com o campo de onda. De fato, isso pode ser visto como uma condição necessária
para saber se o método de otimização terá uma boa convergência usando a informação do
modelo pela validade da aproximação.
3.3.1 Discretização
A discretização será feita na equação (3.25) juntamente com as condições iniciais da-
das em (3.26) e para o contorno vamos considerar os mesmos argumentos utilizados no
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Capítulo 2. De fato, para esse problema o esquema numérico será o mesmo descrito pelo
Algoritmo 2.1, por isso a mudança de variável (3.24). No entanto, as mesmas aproxima-
ções podem ser usadas para discretizar o problema (3.22) e (3.23), o pequeno cuidado
que se deve ter é no laço do tempo. Usando a mesma notação que utilizamos no capítulo
anterior, temos a condição “inicial” pLj,k = 0 e p
L+1
j,k = 0. Note que, o ponto tL+1 é fictício
na definição da malha numérica (2.2), pois o último ponto no tempo é tL = L∆t = T ,
mas é necessário para iniciar o esquema. Além disso, o esquema deverá computar p`−1j,k ,
para ` = L,L− 1, . . . , 2.
3.3.2 Experimento Numérico
Nesta seção exibimos um exemplo da propagação do campo de onda e seu campo de
onda adjunto. O termo fonte está localizado na coordenada (xS, zS) = (0, 0.05 km), os
receptores estão na superfície z = 0 distribuídos horizontalmente entre −1.0 km e 1.0 km
espaçados a cada 10 m. Os parâmetros para o MDF, de quarta ordem espacial, foram
∆h = 10 m e ∆t = 1 ms com 51 pontos de contorno absorvente. As medidas do modelo
são −1.5 km ≤ x ≤ 1.5 km e −0.5 km ≤ z ≤ 1.5 km. O dado sintético observado, d, foi
obtido através de um modelo de velocidade constante c0 = 2.0 km/s. A seção CS para
um tiro do dado observado é exibido na Figura 3.1 (a). A Figura 3.1 (b) exibe apenas 11






























Figura 3.1: Dado sísmico observado exibido por: (a) Imagem; (b) 11 traços.
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Para analisar o campo de onda adjunto perturbamos o modelo constante adicionando
uma variação de velocidade de 0.5 km/s representado por um pequeno retângulo que se
encontra na posição (0, 0.5 km), cujos vértices são (±0.05 km, 0.5 km), (±0.05 km, 0.6 km)
como ilustrado na Figura 3.2.
Nas Figuras 3.3, 3.4, 3.5 e 3.6 dos instantâneos, a marcação × indica a posição do
termo da fonte e + indica a posição da perturbação feita no modelo de velocidade para
o cálculo dos campos. As amplitudes do campo de onda modelado e do campo de onda
adjunto não apresentam a mesma escala, pois assim podemos detalhar melhor os campos
























Figura 3.2: Modelo de velocidade para o campo modelado e adjunto.
As Figuras 3.3 (a) e (b) exibem os instantâneos dos campos de onda modelado e ad-
junto no instante t = 100 ms; observe que até os instantes de tempo t < 300 ms a
contribuição para a correlação no gradiente será pequena. A Figura 3.4 (a) exibe o campo
de onda no instante t = 300 ms, que passa sobre a posição da perturbação inserida no
modelo do campo de onda adjunto exibido na Figura 3.4 (b) e observa-se um focamento
na perturbação, ou seja, neste instante a correlação fica significativa. Nos tempos subse-
quentes, o campo de onda adjunto desfoca da perturbação, como podemos observar pelas
Figuras 3.5 e 3.6 (b). Desse modo, a contribuição para o gradiente volta a ser pequena,
pois, como podemos notar pelos campos de onda modelados nas Figuras 3.5 e 3.6 (a), a
sobreposição é fraca. A Figura 3.7 exibe a imagem dada pela correlação entre o campo
de onda adjunto com a derivada segunda do campo de onda modelado, equação (3.28).
Como podemos ver, a maior contribuição está localizada no ponto onde houve a pertur-
bação, porém essa contribuição não está restrita somente ao retângulo da perturbação.
Essas outras contribuições são causadas pelo fato de existir um número limitado de fonte
e receptores.




















































































Figura 3.5: Instantâneo do campo de onda para t = 500 ms: (a) Modelado; (b) Adjunto.






















































Figura 3.7: Correlação entre o campo de onda adjunto com a derivada segunda do campo
de onda modelado.
3.4 Algoritmo Básico para Problemas Irrestritos
Neste momento sabemos como avaliar a função objetivo e o gradiente para um determi-
nado pontom(x) ∈ R. Nesse sentido, se considerarmos o problema na versão discretizada,
o parâmetro pode ser representado pelo vetorm ∈ Rn, que representa todos os pontos da
malha discretizada do modelo de velocidade. Assim, o problema da equação (3.3) pode
ser reformulado por
minimizar f(m)
sujeita a m ∈ Rn, (3.42)
onde agora temos f : Rn → R e o gradiente (3.28) também é calculado para cada ponto
m(x) e representado por ∇f(m).
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Desse modo, os algoritmos convencionais da FWI que resolvem a equação (3.42) se
baseiam no Algoritmo 3.1. Entre as classes de métodos usados atualmente, o preferido e
melhor estabelecido para buscar a direção de descida é o método quase-Newton L-BFGS,
da sigla em inglês Limited-memory Broyden-Fletcher-Goldfarb-Shanno proposto por Liu
e Nocedal (1989). No algoritmo apresentado, a determinação do tamanho do passo é
deixada em aberto. Dentre as várias formas para essa busca, em geral, se utiliza condições
de decréscimos suficientes, tal como Armijo junto com a condição de curvatura (Nocedal
e Wright, 1999).
Algoritmo 3.1: Fluxo básico da FWI.
Dados: m0 ∈ Rn e ε > 0.
Resultado: Melhor aproximação do modelo (m∗ ∈ Rn).
Inicialize k ← 0.
enquanto ‖∇f(mk)‖ ≥ ε faça
Calcule δmk e determine o passo αk > 0.
Atualize o modelo mk+1 = mk + αkδmk e faça k ← k + 1.
fim
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Capı´tulo4
Parametrização do Modelo de Velocidades
No capítulo anterior descrevemos o problema inverso da equação da onda no domínio
do tempo-espaço, no qual a variável de inversão é determinada pelo modelo de velocidade
através do inverso do quadrado da velocidade de propagação. Ou seja, a dimensão do
problema inverso é o número total de pontos do modelo.
O objetivo deste capítulo é estudar tipos de parametrizações que nos permitam escrever
o modelo de velocidade com uma redução de número de pontos. Ma et al. (2012), por
exemplo, usam tensores métricos para conseguir a projeção para um modelo com uma
redução de parâmetros que usam características estruturais da subsuperfície.
4.1 Parametrização Estruturada
Para modelos com alguma geometria conhecida, podemos considerar a função que
descreve a velocidade de propagação como uma combinação linear de algumas funções φi :
R2 → R, para i = 1, 2, . . . , n, que são escolhidas de acordo com a complexidade desejada.
Portanto, a velocidade pode ser parametrizada através dos coeficientes da combinação e
escrita na forma




onde x = (x, z) ∈ R2 são as variáveis espaciais, w = (w1, w2, . . . , wn) ∈ Rn são os
coeficientes da combinação que serão as variáveis de inversão e φ0(x) pode ser interpretado
como um modelo de velocidade de fundo que garanta a positividade da velocidade. A
seguir, mostramos alguns modelos que se encaixam perfeitamente nessa parametrização.
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4.1.1 Velocidade Afim na Profundidade
O primeiro modelo será uma velocidade dada por uma função afim na profundidade e
crescente, isto é,
c(x, z) = c0 + αz, (4.2)
onde c0 e α são constantes positivas.
Pela equação (4.1), uma escolha possível será φ0(x) = 0, φ1(x) = 1.0 e φ2(x) = z.
Desse modo, temos a seguinte parametrização para a velocidade afim na profundidade
c(w;x) = φ0(x) + w1φ1(x) + w2φ2(x). (4.3)
Observe que, a equação (4.2) é obtida com w1 = c0 e w2 = α.
A representação desse modelo em dois coeficientes traz uma grande redução no custo
computacional, uma vez que a inversão é feita somente em duas variáveis e não ponto a
ponto do modelo. Além disso, se o modelo de fundo é conhecido, o problema passaria a
ser em uma variável, já que poderiamos escolher φ0(x) = c0 e φ1(x) = z. A Figura 4.1
exibe um exemplo de velocidade afim na profundidade parametrizada por dois coeficientes



























Figura 4.1: Modelo de velocidade afim na profundidade parametrizado por dois coefici-
entes.
4.1.2 Velocidade com Gradiente
O modelo de velocidade com gradiente é uma generalização do modelo afim, uma vez
que adicionamos a variação lateral, isto é,
c(x, z) = c0 + αx+ βz, (4.4)
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onde c0, α e β são constantes. Desse modo, uma escolha natural seria φ0(x) = 0, φ1(x) =
1, φ2(x) = x e φ3(x) = z. Logo, o modelo é parametrizado por três coeficientes w =
(w1, w2, w3) que representam a parte constante, c0, e o gradiente da velocidade, (α, β),
respectivamente. A Figura 4.2 ilustra o modelo de velocidade com gradiente para w =
(1.5, 0.8, 2.2), φ0(x) = 0.5, φ1(x) = 1, φ2(x) = (x + 1)/2 e φ3(x) = z. Observe que,
escolhemos as funções bases de modo que a menor velocidade seja a soma de φ0 com w1



























Figura 4.2: Modelo de velocidade com gradiente parametrizado por três coeficientes.
4.1.3 Velocidade com Interfaces Planas
Um outro caso particular, pela simplicidade da estrutura, é um modelo de velocidades
com interfaces planas. O modelo de velocidades com n− 1 interfaces é dado por
c(x, z) =

c1, para z ≤ ẑ1,




cn, para z > ẑn−1,
(4.5)
onde ẑi, para i = 1, 2, . . . , n − 1, são as posições das interfaces no modelo e ci são os
valores das velocidades, para i = 1, 2, . . . , n.
Para escrever a equação (4.5) no sentido da combinação linear (4.1), podemos escolher
a seguinte função base (funções retangulares)
φi(x, z) =
{
1, ẑi−1 ≤ z ≤ ẑi,
0, caso contrário,
i = 1, 2, . . . , n, (4.6)
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onde os coeficientes da combinação representam os valores das velocidades em cada in-
terface, isto é, wi = ci para i = 1, 2, . . . , n. Por convenção, definimos ẑ0 = −∞ e
ẑn = +∞. A Figura 4.3 ilustra o modelo de velocidade para n = 5, com φ0(x) = 0,
























Figura 4.3: Modelo de velocidade composto por quatro interfaces planas parametrizado
por cinco coeficientes.
4.1.4 Velocidades com Interfaces: Caso Geral
A partir de estimativas de estruturas ou estatigrafias, também conhecidas como ho-
rizontes sísmicos (Wu e Hale, 2013; Wu e Fomel, 2018), é possível construir velocidades
restringindo a essas interfaces geológicas, que matematicamente vamos considerar por
Σm = {(x,Zm(x)), x ∈ R}, para m = 1, 2, . . . ,M−1. Dessa forma, em cada camada entre
duas interfaces, por exemplo, podemos considerar uma combinação de velocidade com
gradiente visto na Subseção 4.1.2, uma vez que modelos gerais contêm variações laterais




1x+ β1z, para z ≤ Z1(x),
c20 + α






Mx+ βMz, para z > ZM−1(x),
(4.7)
onde os sobrescritos em c0, α e β indicam os meios de cada interface.
A função base da combinação linear vai usar a composição das funções retangula-
res (4.6), para m = 1, 2, . . . ,M, que denotaremos por φΣm(x, z), e das funções da veloci-
dade gradiente, isto é, φG1(x, z) = 1, φG2(x, z) = x e φG3(x, z) = z. Assim, a função base
Capítulo 4. Parametrização do Modelo de Velocidades 69
será dada por
φi(m,j)(x, z) = φΣm(x, z)φGj(x, z), (4.8)
onde i(m, j) = j+3(m−1) param = 1, 2, . . . ,M, j = 1, 2, 3 e os coeficientes da combinação
w = (c10, α
1, β1, . . . , cM0 , α
M, βM).
Na prática a construção dessas interfaces pode ser feita por interpolação dos pontos
dos horizontes obtidos. A Figura 4.4 ilustra um exemplo com uma interface dada por

























Figura 4.4: Modelo de velocidade composto por uma interface dada por Σ.
4.2 Parametrização por Funções de Base Radial (RBF)
Os modelos de velocidades construídos nos casos anteriores são dados por funções ou
por funções interpoladas a partir de horizontes conhecidos. No entanto, na prática, os
modelos com maior complexidade geológica podem não apresentar uma característica
de velocidade com gradiente ou afim na profundidade. No entanto, ainda queremos usar
nossa hipótese inicial dada pela equação (4.1), isto é, existem funções bases que permitam
escrever a velocidade como uma combinação linear. Nesse caso, estudamos funções de
base radial (Buhmann, 2003; Wendland, 2005; Fasshauer, 2007), que são utilizadas para
aproximações de funções desconhecidas a partir de dados dispersos.
Definição 4.1. Uma função φ : Rm → R é chamada radial desde que exista uma função
em uma variável ϕ : [0,∞)→ R tal que
φ(x) = ϕ(‖x‖), (4.9)
onde ‖ · ‖ é alguma norma em Rm.
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Desse modo, a combinação linear da equação (4.1) será reescrita através de funções
radiais com centros dados em yj ∈ Rm, para j = 1, 2, . . . , n, sendo que m = 2 em nosso
problema e definimos a seguinte notação: φj(x) ≡ φ(x− yj) = ϕ(‖x− yj‖). Logo,
c(w;x) = φ0(x) +
n∑
j=1
wjφj(x) = φ0(x) +
n∑
j=1
wjϕ(‖x− yj‖), x ∈ Rm. (4.10)
Note que, os pontos que definem os centros das funções radiais podem estar livres de
qualquer regularidade de malha. Agora, suponha que sejam conhecidos pontos distintos
xi ∈ Rm com os valores correspondentes c(xi), para i = 1, 2, . . . , n. Os pares (xi, c(xi))
serão chamados de nós. Logo, podemos usar o conceito de interpolação, isto é, queremos
encontrar uma função (contínua) c˜ tal que
c˜(xi) = c(xi), para i = 1, 2, . . . , n. (4.11)
A abordagem mais comum para encontrar tal função é assumir a hipótese que c˜ seja
uma combinação linear de certas funções bases. Portanto, assumiremos a equação (4.10),
inicialmente com φ0(x) = 0. Ou seja, obteremos o seguinte sistema linear de equações
Aw = b, (4.12)
onde A é uma matriz quadrada n×n que tem entradas ai,j = φj(xi), para i, j = 1, 2, . . . , n
e b é o vetor de entradas bi = c(xi), para i = 1, 2, . . . , n. Nesse sentido, a solução do
problema existe e é única se, e somente se, a matriz A é não singular. Sabendo da
dificuldade em caracterizar a classe de todas funções radiais que geram matrizes não
singulares para qualquer conjunto X = {x1,x2, . . . ,xn} de pontos dos nós conhecidos,
será conveniente considerar somente matrizes definidas positivas (Watkins, 2010), uma
vez que matrizes com essa propriedade são não singulares. Desse modo, nos limitamos a
estudar a classe de funções radiais definidas positivas.





wiwjφ(xi − xj) > 0, (4.13)
para todo 0 6= w ∈ Rn e para todos pares distintos de X = {x1,x2, . . . ,xn} ⊂ Rm, então
φ é denominada definida positiva em Rm.
Uma consequência imediata da Definição 4.2 é que se φ é uma função radial definida
positiva, então ϕ é uma função definida positiva em Rm. No caso em que a desigualdade
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seja não negativa, dizemos que a função é semi-definida positiva. Observe que, pela
Definição 4.2, uma função é definida positiva se a matriz da interpolação associada é
definida positiva.
Para considerar o caso φ0(x) 6= 0, devemos acrescentar certas condições para garantir
a existência de uma matriz não singular. Para isso, supomos que φ0 seja dado por uma
combinação linear de polinômios pi` : Rm → R, para ` = 1, 2, . . . , q, que forma uma base
para o espaço dos polinômios reais de grau menor ou igual a k, denotado por Pk(Rm),












β`pi`(x), x ∈ Rm. (4.15)
Se exigirmos novamente a condição da interpolação (4.11), obtemos um sistema de n
equações lineares com n+ q incógnitas wj, β`, para j = 1, 2, . . . , n e ` = 1, 2, . . . , q. Logo,
para garantir um sistema de equações com o mesmo número de incógnitas precisamos
adicionar q condições e impomos
n∑
i=1
wipi`(xi) = 0, para todo ` = 1, 2, . . . , q. (4.16)
Portanto, o sistema de equações lineares do problema de interpolação será dado pelo













onde os elementos das matrizes A e P são ai,j = φj(xi), para i, j = 1, 2, . . . , n, e
pi,` = pi`(xi), para i = 1, 2, . . . , n e ` = 1, 2, . . . , q, respectivamente. A matriz O com
dimensão q × q é a matriz nula, isto é, as entradas são elementos nulos. Analogamente,
será conveniente considerar funções definidas positivas.
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Definição 4.3. Uma função φ : Rm → R contínua é denominada condicionalmente





wiwjφ(xi − xj) > 0, (4.18)
para todo 0 6= w ∈ Rn e quaisquer pares de pontos {x1,x2, . . . ,xn} ⊂ Rm e
n∑
i=1
wipi(xi) = 0, (4.19)
para todo polinômio de valor real pi de grau menor ou igual a k.
Uma interpretação da função condicionalmente definida positiva de ordem k + 1 no
sentido da matriz da condição de interpolação é que A é definida positiva sobre o espaço
de vetores w ortogonais às funções polinomiais.
No caso de interpolação polinomial para problemas com m ≥ 2, devemos impor um
bom posicionamento dos nós conhecidos. O conjunto dos pontos que apresentam essas
posições especiais são chamados de conjunto (k + 1)−unisolvente definido a seguir.
Definição 4.4. O conjunto de pontos X = {x1,x2, . . . ,xn} ⊂ Rm dos nós com n ≥ k+1
é (k + 1)−unisolvente se existe um único polinômio em Pk(Rm) de menor grau possível
que interpola os dados em X .
Em outras palavras, a Definição 4.4 quer dizer que a matriz P tem todas as colunas
linearmente independentes.
Teorema 4.5. Suponha que φ seja condicionalmente definida positiva de ordem k + 1 e
X seja (k + 1)−unisolvente. Então o sistema aumentado (4.17) tem uma única solução.
Demonstração. Suponhamos que (w,β)T pertença ao espaço nulo da matriz aumentada,
isto é,
Aw + Pβ = 0,
P Tw = 0.
(4.20)
A segunda equação mostra que w satisfaz a condição (4.16) para todo pi` ∈ Pk(Rm).
Multiplicando a primeira equação por wT , obtemos
wTAw +wTPβ = 0. (4.21)
Uma vez que, wTP = 0T ficamos apenas com wTAw = 0. Como, por hipótese, φ é
condicionalmente definida positiva de ordem k + 1, teremos w = 0. Ou seja, Pβ =
0. Temos ainda que X é um conjunto (k + 1)−unisolvente, isto é, as colunas de P
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são linearmente independentes e isso implica em β = 0. Isso significa que a dimensão
do espaço nulo da matriz aumentada só contém o vetor nulo, em outras palavras, a
matriz aumentada é não singular e, portanto, o sistema de equações (4.17) tem uma
única solução. 
A interpolação baseada no sistema aumentado recebe o nome de interpolação com
precisão polinomial. Uma outra alternativa a esse método para o caso φ0(x) 6= 0 é
considerar uma modificação do sistema (4.12), isto é, nos pontos dos dados conhecidos,
podemos tomar
bi = φ0(xi) +
n∑
j=1
ai,jwj, i = 1, 2, . . . , n. (4.22)
Logo, o sistema modificado é dado por
Aw = bφ0 , (4.23)
onde bφ0 = b− φ0(x) para todo x ∈ X .
Essas três formas mostram como obter uma interpolação baseada em nós conhecidos
(xi, c(xi)), para i = 1, 2, . . . , n. A seguir, mostramos algumas funções radiais mais utili-
zadas para aplicação dessa interpolação.
4.2.1 Exemplos de Funções Radiais
As funções radiais têm dois tipos de classificação aquelas que são de suporte compacto
e aquelas que são de suporte não compacto (Wendland, 2005). A Tabela 4.1 exibe as
funções mais comuns de suporte não compacto, sendo que as funções Gaussiana (G) e
multiquadrática inversa (MQI) generalizada são definidas positivas (Wendland, 2005; Fas-
shauer, 2007). A função multiquadrática (MQ) generalizada é condicionalmente definida
positiva de ordem dβe (menor inteiro maior ou igual a β) e a spline “chapa” fina (SCF) é
condicionalmente definida positiva de ordem β + 1 (Fasshauer, 2007).
Nome φ(x), r = ε‖x‖,x ∈ Rm, ε > 0
G e−r
2
MQI (1 + r2)−β , β ∈ R
MQ (1 + r2)β , β ∈ Q
SCF ‖x‖2β log ‖x‖, β ∈ N
Tabela 4.1: Funções radiais de suporte não compacto. O parâmetro ε define a curvatura
da função em x = 0 e é chamado de parâmetro de forma.
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A Tabela 4.2 exibe as funções radiais de suporte compacto de Wendland, φm,k(x), para
k = 0, 1, 2, 3 (Wendland, 2005), onde definimos a função de corte
(r)+ =
{
r, para r ≥ 0,
0, para r < 0,
≡ max{0, r}, (4.24)
e ` = bm/2c+ k + 1, onde byc denota o maior inteiro menor ou igual a y.
Nome φm,k(x), r = ε‖x‖,x ∈ Rm, ε > 0, k = 0, 1, 2, 3
Wendland-0 (1− r)`+
Wendland-1 (1− r)`+1+ [(`+ 1)r + 1]
Wendland-2 (1− r)`+2+ [(`2 + 4`+ 3)r2 + (3`+ 6)r + 3]
Wendland-3 (1− r)`+3+ [(`3 + 9`2 + 23`+ 15)r3 + (6`2 + 36`+ 45)r2 + (15`+ 45)r + 15]
Tabela 4.2: Funções radiais de Wendland de suporte compacto.
Os dois tipos de funções radiais têm vantagens e desvantagens. As funções de suporte
não compacto apresentam um alta ordem de precisão na aproximação, porém a matriz de
interpolação é densa e, geralmente, mal condicionada pela sensível escolha do parâmetro
de forma ε. Em contraposição, as funções de suporte compacto têm matrizes esparsas
com um melhor condicionamento, mas com uma ordem de aproximação menor (Fasshauer,
2007).
A Figura 4.5 ilustra as funções da Tabela 4.1 em uma variável (m = 1) com ε = 1,
β = 1/2 para MQI e MQ, β = 1 para SCF. A Figura 4.6 ilustra as funções de Wendland
em uma variável com ε = 1.














G MQI MQ SCF
Figura 4.5: Funções radiais de suporte não compacto.
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Figura 4.6: Funções radiais (Wendland) de suporte compacto.
Escolha de um “Bom” Parâmetro de Forma
Como já mencionamos, as funções radiais de suporte não compacto são altamente
sensíveis à escolha do parâmetro de forma. Basicamente, as formas para encontrar um





onde c(x) representa a função de velocidade exata e c(w;x) denota a função obtida pela
interpolação.
Assim, um bom valor de ε pode ser dado pela análise do erro através da função de custo
e(ε) = ‖E‖∞, onde E representa o vetor dos pontos do erro relativo para cada ponto xk,
que define o modelo de velocidade. Contudo, essa estratégia não é muita prática pelo
motivo de não termos qualquer conhecimento da função exata. Apenas usamos essa
estratégia por motivo de validação acadêmica. Outra estratégia para estimar o parâmetro
de forma pode ser baseada nos nós conhecidos (xi, c(xi)), i = 1, 2, . . . , n, utilizando a
variação do método da validação cruzada conhecido como validação cruzada “deixando
um de fora” (loocv, da sigla em inglês leave-one-out cross-validation). Nesse caso, o erro é
computado definindo a interpolação radial removendo um dos pontos dos nós conhecidos,
que denotaremos pelo par (xk, c(xk)). Logo, a interpolação parcial será dada por





Capítulo 4. Parametrização do Modelo de Velocidades 76
e o erro da validação cruzada será dado por
Ek = c(xk)− c[k](w,xk). (4.27)
Portanto, para cada ε escolhido, computamos para todos os nós k = 1, 2, . . . , n e obtemos
o vetor de erro E. Assim, o menor valor da função de custo e(ε) = ‖E‖∞ representa o
parâmetro de forma “ótimo”. Note que, diferentemente da função de custo do erro relativo,
não precisamos conhecer a função exata a menos nos nós já conhecidos. A desvantagem
em usar essa estratégia é o custo computacional que é dá ordem de O(n4) operações.






onde a˜kk é a diagonal da matriz inversa da matriz de interpolação A. O custo para
computar a equação (4.28) é da ordem de O(n3) operações, utilizando a decomposição
LU.
4.2.2 Aplicações em Modelos de Velocidade
Para mostrar a parametrização do modelo de velocidade através da interpolação radial,
vamos considerar as funções Gaussiana e Wendland-2. Os centros da função radial são
dados através das sequências de Halton, que são quase randômicas e cobrem todo o espaço
de uma maneira mais uniforme. O Apêndice A mostra em detalhes como a sequência é
construída. Os nós da interpolação serão compostos pelos vizinhos mais próximos dos
centros que estejam sobre os pontos da malha numérica.
Modelo 1
O primeiro modelo, ilustrado na Figura 4.7, consiste de uma interface anticlinal dada
por Σ = {(x, 1 + 0.5e−(x−0.25)2), x ∈ R} com velocidades de 2 km/s e 3.5 km/s. O modelo
de velocidade foi discretizado com passos de ∆x = ∆z = 10 m. As Figuras 4.8 (a) e (b)
exibem a análise do parâmetro de forma para as funções radiais Gaussiana e Wendland-2,
utilizando 1% e 5% de pontos do modelo (605 e 3025 pontos), respectivamente, para os
nós conhecidos. Desse modo, para a função Gaussiana, escolhemos ε = 7.5 e ε = 17.3,
baseado na função erro loocv (equação (4.28)), para 1% e 5%, respectivamente. Para
Wendland-2, consideramos ε = 1.1 em ambos os casos.























Figura 4.7: Modelo de velocidade com interface anticlinal.
(a)










relativo n = 605
loocv n = 605
relativo n = 3025
loocv n = 3025
(b)










relativo n = 605
loocv n = 605
relativo n = 3025
loocv n = 3025
Figura 4.8: Função custo do erro para escolha do parâmetro de forma no modelo antin-
clinal considerando: (a) Função Gaussiana; (b) Função Wendland-2.
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As Figuras 4.9 (a), (b) e (c) exibem a interpolação obtida utilizando a função Gaus-
siana, com 605 nós, para φ0(x) = 0 resolvendo o sistema (4.12), e para φ0(x) = 2 resol-
vendo (4.17) e (4.24), respectivamente. Em todos os casos a interface resultante lembra o
seu formato anticlinal com diferenças somente nas bordas do modelo interpolado, sendo
que os sistemas aumentado e modificado apresentam aproximações bem similares.
As Figuras 4.10 (a), (b) e (c) exibem, respectivamente, a interpolação usando 3025
nós, pela função Gaussiana, resolvendo o sistema (4.12), para φ0(x) = 0, e os siste-
mas (4.17) e (4.24), para φ0(x) = 2. Não sendo contra intuitivo, a solução é melhor com-
parada ao caso com menos nós. Novamente, a solução pelo sistema aumentado mostrou-se
ligeiramente melhor com relação às outras aproximações.
As Figuras 4.11 (a), (b) e (c) exibem a interpolação pela função Wendland-2, usando
605 nós, resolvendo os sistemas (4.12), (4.17) e (4.24), respectivamente. Praticamente não
existe diferença significativas entre as soluções dos sistemas como tivemos para a função
Gaussiana. Além disso, a interpolação com 605 nós foi superior à interpolação Gaussiana
exibidas nas Figuras 4.9 (a), (b) e (c). As Figuras 4.12 (a), (b) e (c) exibem o caso com
3025 nós, para os mesmos sistemas do caso anterior, usando Wendland-2. Nesse caso, o
modelo tem a melhor parametrização comparada com os outros casos. Observe que as
soluções entre os sistemas não diferem, mantendo o mesmo comportamento observado
para 605 nós no experimento anterior.
Modelo 2
O Modelo 2, ilustrado na Figura 4.13, é o modelo de velocidade Marmousi (Versteeg,
1994) utilizado como benchmark em muitas aplicações sísmicas. A malha do modelo tem
passos de ∆x = 24 m e ∆z = 24.8 m. Novamente, vamos utilizar as mesmas funções
radiais que antes, usando a mesma porcentagem de pontos obtidos pelas sequências de
Halton, mas apenas resolvendo o sistema dado por (4.12) com φ0(x) = 0 e pelo sistema
aumentado com φ0(x) = 1.5 + x + z. A escolha do parâmetro de forma foi baseada na
análise da função erro ilustrado nas Figuras 4.14 (a) e (b) para as funções Gaussiana e
Wendland-2, nesta ordem. Para a Gaussiana foi escolhido ε = 8.3 para 1% de pontos
(468 pontos) e ε = 20.5 para 5% (2342 pontos). Para o Wendland a escolha se manteve
ao valor ε = 1.1.
As Figuras 4.15 (a) e (b) exibem a interpolação, usando a função Gaussiana, do modelo
Marmousi com 1% de pontos utilizando o sistema de equações (4.12), com φ0(x) = 0, e
pelo sistema aumentado (4.17), com φ0(x) = 1.5 + x+ z. O modelo obtido tem uma boa
representação do intervalo da velocidade, porém as camadas não foram bem aproximadas.
Com respeito à solução do sistema, as duas formas ilustradas foram semelhantes.






































































Figura 4.9: Modelo 1 interpolado pela função radial Gaussiana usando 605 nós com: (a)
φ0(x) = 0; (b) φ0(x) = 2 resolvendo o sistema aumentado; (c) φ0(x) = 2 resolvendo o
sistema modificado.






































































Figura 4.10: Modelo 1 interpolado pela função radial Gaussiana usando 3025 nós com:
(a) φ0(x) = 0; (b) φ0(x) = 2 resolvendo o sistema aumentado; (c) φ0(x) = 2 resolvendo
o sistema modificado.






































































Figura 4.11: Modelo 1 interpolado pela função radial Wendland-2 usando 605 nós com:
(a) φ0(x) = 0; (b) φ0(x) = 2 resolvendo o sistema aumentado; (c) φ0(x) = 2 resolvendo
o sistema modificado.






































































Figura 4.12: Modelo 1 interpolado pela função radial Wendland-2 usando 3025 nós com:
(a) φ0(x) = 0; (b) φ0(x) = 2 resolvendo o sistema aumentado; (c) φ0(x) = 2 resolvendo
o sistema modificado.

























Figura 4.13: Modelo de velocidade Marmousi.
(a)









relativo n = 468
loocv n = 468
relativo n = 2342
loocv n = 2342
(b)









relativo n = 468
loocv n = 468
relativo n = 2342
loocv n = 2342
Figura 4.14: Função custo do erro para escolha do parâmetro de forma no modelo Mar-
mousi considerando: (a) Função radial Gaussiana; (b) Função radial Wendland-2.



















































Figura 4.15: Modelo Marmousi interpolado pela função radial Gaussiana usando 468 nós
com: (a) φ0(x) = 0; (b) φ0(x) = 1.5 + x+ z resolvendo o sistema aumentado.
As Figuras 4.16 (a) e (b) exibem a interpolação com a função Gaussiana com 5% de
pontos nos mesmos casos da interpolação anterior. O modelo obtido, nos dois sistemas,
tem uma boa representação do modelo original em que conseguimos notar as camadas
e as falhas geológicas presentes no modelo. Para comparar com a função Wendland-2,
ilustramos nas Figuras 4.17 e 4.18 a interpolação feita com 1% e 5% de pontos, pelo
sistema aumentado, respectivamente. A solução por Wendland-2 foi bastante similiar
para o caso com 1% e ligeiramente melhor do que a solução obtida pela função Gaussiana
no caso com 5%. As soluções do sistema modificado, tal como no Modelo 1, nos casos
anteriores foram similares às soluções dos sistemas aumentados em cada teste e por isso
não ilustramos seus resultados.



















































Figura 4.16: Modelo Marmousi interpolado pela função radial Gaussiana usando 2342 nós

























Figura 4.17: Modelo Marmousi interpolado pela função radial Wendland-2 resolvendo o
sistema aumentado com φ0(x) = 1.5 + x+ z para 468 nós.

























Figura 4.18: Modelo Marmousi interpolado pela função radial Wendland-2 resolvendo o
sistema aumentado com φ0(x) = 1.5 + x+ z para 2342 nós.
4.2.3 Parametrização RBF por Quadrados Mínimos
Para casos em que os nós estão contaminados com ruídos ou ainda se queremos obter o
modelo por uma quantidade menor de funções bases, numericamente a interpolação pode
não ser recomendada. Sendo assim, um ajuste por quadrados mínimos se torna a melhor
alternativa. Basicamente, a ideia é a mesma, isto é, sejam os pontos X = {x1,x2, . . . ,xn}
dos nós conhecidos e os centros dados por Ξ = {y1,y2, . . . ,ys}, em geral, com s ≤ n
distintos ou não de X . Assim, a função que é obtida nessas bases será dada por




Os coeficientes w ∈ Rs são encontrados pela solução de quadrados mínimos de Aw = b
dada pela minimização de ‖c(w;x)−b‖22 para x ∈ X . Note que A é uma matriz retangular
com entradas ai,j = φj(xi), para i = 1, 2, . . . , n, j = 1, 2, . . . , s e bi = c(xi). Neste caso,
sabemos que o problema tem uma única solução se a matriz A ∈ Rn×s tem posto completo.
Mais do que isso, se s = n, o problema é equivalente ao discutido na interpolação. A
Figura 4.19 ilustra um exemplo aplicado ao Modelo 2 com a função Wendland-2 para
n = 2342 e s = 1171 com φ0(x) = 0, isto é, temos 5% de nós, não contaminados com
ruídos, e 2.5% de centros. A aproximação por quadrados mínimos também exibe uma
boa precisão ao modelo original com qualidade comparável ao resultado obtido pelas
Figuras 4.16 (b) e 4.18. Certamente existem variáveis que influenciam na precisão final
da aproximação, tais como ruídos e a quantidade de nós disponíveis, bem como os centros
que determinam o número de bases a ser utilizada.

























Figura 4.19: Modelo Marmousi interpolado pela função radial Wendland-2 usando ajuste
por quadrados mínimos com φ0(x) = 0.
4.3 Parametrização Suave Polinomial por Partes
Outra técnica que permite representar o modelo de velocidade através de pontos amos-
trados, não necessariamente regulares, é baseada no trabalho de Dussaud e Symes (2004).
No trabalho considera-se que o campo de velocidade pode ser amostrado pelas coorde-
nadas (xq, zqp), sendo que cqp = c(xq, zqp), para q = 0, 1, . . . ,Q e p = 0, 1, . . . ,P, isto é,
para cada coordenada horizontal definem-se “perfis verticais” e cada perfil contém pontos
amostrados da velocidade em profundidade. A Figura 4.20 ilustra um exemplo da malha
nessa estrutura. A forma que representamos os nós (xq, zqp, cqp) recebe o nome de malha
parcialmente irregular, sendo que a extensão para um modelo 3D é imediata.
Em nossa aplicação o modelo de velocidade deve estar sobre uma malha regular. Para
obter isso, usaremos de forma recursiva uma convolução de duas funções baseada na
construção de B-splines (Trefethen, 2000).
x
z
Figura 4.20: Ilustração de uma malha parcialmente irregular.
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4.3.1 Aproximação Suave Unidimensional
Vamos considerar o problema de interpolar e suavizar valores dados em nós espaçados
irregularmente como ilustrado na Figura 4.21 para um problema em uma variável, sendo
que os nós representam os pontos (z˜i, c˜i), onde c˜i = c(z˜i) para i = 0, 1, . . . , n satisfazendo
z˜0 < z˜1 < . . . < z˜n.
Figura 4.21: Diagrama do problema de interpolação 1-D.
Para interpolar usaremos um polinômio linear por partes dado por





(z − z˜i), para z˜i ≤ z ≤ z˜i+1, (4.30)
sendo que para pontos fora do intervalo [z˜0, z˜n] impomos
L0(z) = c˜0 para z < z˜0 e Ln(z) = c˜n para z > z˜n. (4.31)
Portanto, o interpolante é
L(c˜; z) =

L0(z), z < z˜0,
Li(z), z˜i ≤ z ≤ z˜i+1, i = 1, 2, . . . , n− 1,
Ln(z), z˜n < z,
(4.32)
onde c˜ = (c˜0, c˜1, . . . , c˜n)T indica os valores que devem satisfazer a condição da interpola-
ção.
Para cada ponto sobre uma malha regular, a função da interpolação linear representa
segmentos de retas para cada nó conhecido, assim para suavizar a função aplicaremos
sobre a equação (4.32) um operador de convolução inspirado nas construções de funções
B-splines. Neste caso, as funções B-splines são obtidas por sucessivas convoluções de
uma função caixa. Desse modo, para obter uma função suave duas vezes continuamente









, para |z| ≤ ε/2,
0, caso contrário,
(4.33)
onde o parâmetro de forma ε representa o comprimento do núcleo da convolução, ou seja,
quanto maior for o comprimento, maior será a média local durante a convolução. O fator
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dz = 1. (4.34)
Assim, a velocidade suave é produzida por uma aproximação de uma interpolação por
spline cúbica e será dada por
vs(z) =
∫
L(c˜; y)B(z − y) dy. (4.35)




L(c˜; yn)B(zk − yn), k = 0, 1, . . . ,K, (4.36)
onde N = ε/∆y e yn = n∆y.
Exemplo
Para exemplificar o problema 1D, considere o modelo de velocidade representado pela
função c(z) = 2 + z/10 + 2 cos(4z)/25 ilustrado na Figura 4.22 pela linha tracejada em
azul. As aproximações são dadas para n = 7, 8 nós marcados por # (linha vermelha),
e para n = 15, 16 nós marcados por  (linha magenta). Consideramos ∆y = 4 m e
ε = 500 m e amostramos uniformemente zk = k∆z, k = 0, 1, . . . , 500 com ∆z = 4 m. As
aproximações da spline cúbica corresponde ao valor da média obtida pelo comprimento
do núcleo. Desse modo, podemos observar que a qualidade da aproximação depende
fortemente da distribuição dos nós. Em outras palavras, modelos que apresentam muita
variações devem consistir de uma quantidade maior de nós bem distribuídos nessas regiões,
enquanto que regiões mais constantes podem ter a liberdade de consistir de poucos nós.
Isso mostra uma limitação do método em modelos com altas variações laterais.
4.3.2 Extensão Recursiva para Modelos Bidimensionais
Vamos descrever o processo em obter a aproximação para modelos 2D, sendo que a
extensão em 3D é obtida aplicando mais um passo da recursão que será descrita a seguir.
Considere o diagrama de nós parcialmente irregulares ilustrado na Figura 4.20, isto é,
são conhecidos os nós (x˜q, z˜qp, c˜qp), para q = 0, 1, . . . ,Q, p = 0, 1, . . . ,P. No primeiro
passo, para cada ponto x˜q aplicamos a equação (4.36). No passo seguinte, a operação
é feita na direção horizontal para cada k = 0, 1, . . . ,K, que são os índices da variável
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aproximac¸a˜o com n = 7
aproximac¸a˜o com n = 15
Figura 4.22: Exemplo da aproximação suave B−spline para o problema 1D.
em profundidade para uma malha regular. Observe que, os coeficientes do polinômio
interpolador para a componente horizontal são dados pela velocidade suavizada do passo
anterior. Desse modo, após K + 1 repetições, obtemos o modelo bidimensional sobre uma
malha regular.
Para manter a mesma notação c(w;x) iniciada no capítulo, vamos considerar que o
vetor w representa os valores do campo de velocidade dos nós, isto é,
w = (c˜00, c˜01, . . . , c˜0P | c˜10, c˜11, . . . , c˜1P | c˜Q0, c˜Q1 . . . , c˜QP)T . (4.37)
Assim, podemos reescrever a recursão inserindo a dependência dessa variável. Logo,
no passo 1, temos
vs(w; x˜, z) =
∫
L(w; z′)B(z − z′) dz′. (4.38)
Agora repetimos a mesma operação usando vs(w; x˜, z) como os coeficientes do polinômio




′)B(x− x′) dx′. (4.39)
Observe que a dependência dos valores do campo de velocidade dos nós é usado so-
mente no passo 1, equação (4.38), uma vez que no passo seguinte o campo de velocidade
já é suavizado e seus valores são tomados somente nos pontos x˜ para cada ponto em
profundidade.
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4.3.3 Aplicações em Modelos de Velocidade
Vamos exemplificar o método, que denotaremos por AB-splines (Aproximação de B-
splines), usando os mesmos modelos de velocidade que utilizamos na Subseção 4.2.2.
Modelo 1
A Figura 4.23 exibe a velocidade anticlinal com 13 perfis verticais para um total de
74 nós utilizados para a obtenção do modelo na malha regular. Os parâmetros usados
foram ε = 100 m, ∆x = ∆z = 10 m. A Figura 4.24 (a) exibe o modelo obtido no final do
passo 1, onde podemos notar que as variações em profundidade estão bem aproximadas.
O resultado final é exibido na Figura 4.24 (b), onde notamos que a parte anticlinal está
deslocada. Isso mostra o efeito da limitação pela variação lateral dos nós, pois no início
existem muito mais pontos com a menor velocidade. No entanto, se usarmos uma inter-
polação por spline cúbica, em vez do passo 2, nesses pontos, o modelo é bem aproximado
como é exibido na Figura 4.24 (c). Essa melhora da posição anticlinal pode ser devida
às informações das derivadas do polinômio cúbico da própria construção dos coeficientes
da spline cúbica. No entanto, não comparamos o custo computacional do passo 2 com























Figura 4.23: Modelo de velocidade anticlinal com perfis verticais.
Modelo 2
O Modelo 2 consiste do modelo Marmousi ilustrado na Figura 4.25 com um total
de 270 nós distribuídos em 19 perfis representados pelas marcações verdes circulares. A
quantidade maior de nós reflete a maior complexidade que o modelo apresenta comparado
ao modelo anterior.






































































Figura 4.24: Modelo anticlinal aproximado: (a) Passo 1; (b) Passo 2 pela aproximação
suave; (b) Passo 2 pela interpolação por spline cúbica.
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A malha regular tem passos de ∆x = 24 m, ∆z = 24.8 m e o parâmetro de forma usado
foi ε = 100 m. A Figura 4.26 exibe o modelo obtido no passo 1. A Figura 4.27 (a) exibe
o modelo final aplicando a extensão recursiva e para comparação dos efeitos limitantes da
variação lateral exibimos na Figura 4.27 (b) a aproximação aplicando a spline cúbica em
vez da versão recursiva. Neste caso, não houve diferença significativa uma vez que temos






















































Figura 4.26: Modelo Marmousi aproximado no passo 1.






















































Figura 4.27: Modelo Marmousi aproximado: (a) Passo 2 pela aproximação recursiva; (b)
Passo 2 usando spline cúbica.
4.4 Gradiente da Função Objetivo
Nas seções anteriores descrevemos o modelo de velocidade em função de coeficientes
que se tornarão as variáveis de inversão. Para isso, o gradiente obtido no Capítulo 3 na
equação (3.28) sofrerá uma pequena mudança basicamente por causa da regra da cadeia,
uma vez que a variação do parâmetro de velocidade foi dada por m(x) = 1/c(x)2.
Pela parametrização, as variáveis serão os coeficientes da combinação linear ou os nós
da interpolação. Assim, vamos considerar a dependência pela notação
m(w;x) = 1/c(w;x)2. (4.40)
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onde I(x) é dado pela equação (3.28) com x ∈ D ⊂ R2.
Portanto, para cada parametrização devemos calcular a derivada de c com respeito a
w. No caso do campo de velocidade representado por uma combinação linear de certas
funções φi(x), que foram discutidas nas Seções 4.1 e 4.2, temos
dc(w;x)
dwi
= φi(x), i = 1, 2, . . . , n. (4.43)








B(x− x′) dx′. (4.44)
Por outro lado, observe que L(vs(w; x˜, z);x) será a equação (4.32) nos pontos dados























1, para z < z˜0,
1− z − z˜i
z˜i+1 − z˜i , para z˜i ≤ z ≤ z˜i+1, i = 0, 1, . . . , n− 1,
1, para z˜n < z,
(4.47)
onde w tem entradas seguindo a ordem da equação (4.37).
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Capı´tulo5
Validação do Gradiente
Neste capítulo validamos o cálculo do gradiente da função objetivo dada pelo funcional
de quadrados mínimos. Os experimentos consideram apenas os casos de funções em uma
e duas variáveis para fins de visualização gráfica.
5.1 Validação
Para a validação, vamos considerar a função objetivo pelo funcional de quadrados
mínimos, dada pela equação (3.6), escrita em função de w ∈ Rn, para n = 1 ou 2, no
sentido dos coeficientes da parametrização apresentada no Capítulo 4.
Uma maneira prática para verificar o cálculo do gradiente da função pelo método do
estado-adjunto é considerar a aproximação numérica de segunda ordem da derivada da
função objetivo, isto é,
∂f(w)
∂wi
≈ f(w1, . . . , wi + ∆wi, . . . , wn)− f(w1, . . . , wi −∆wi, . . . , wn)
2∆wi
, (5.1)
para algum valor pequeno ∆wi, para i = 1, 2, . . . , n.
Outra forma prática, considera a definição da aproximação linear da função f em torno
do ponto w0 ∈ Rn, isto é,
f(w) = f(w0) +∇f(w0)T (w −w0) + r(w), (5.2)
com lim
w→w0
r(w)/‖w −w0‖ = 0.
Observe que p(w) = f(w0) +∇f(w0)T (w −w0) é a única função afim que satisfaz
p(w0) = f(w0) e ∇p(w0) = ∇f(w0), (5.3)
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portanto, p é o plano tangente da função f no ponto w0.
Para verificação, vamos considerar w0 um ponto fixo e w = w0 + δw, ou seja, o plano
f(w0) +∇f(w0)T δw deverá ser tangente a f(w0 + δw) em δw = 0.
O dado observado, para todos os testes neste capítulo, foi gerado por um modelo ho-
mogêneo, isto é, velocidade constante c∗(x) = 2.5 km/s. Os parâmetros da modelagem
do MDF, de quarta ordem espacial, foram ∆h = 10 m e ∆t = 1 ms, com contorno absor-
vente em 51 pontos da malha. Esses mesmos parâmetros foram mantidos para o cálculo
dos campos modelados. O levantamento sísmico considera uma fonte na configuração CS
localizada na coordenada (−1.0 km, 0) para um total de 61 receptores na mesma profun-
didade da fonte e espaçados horizontalmente a cada 30 m, sendo que o afastamento mais
curto está a 200 m da fonte. O tempo de observação do experimento foi até 1 s.
5.2 Problema em Uma Variável
A validação será feita escolhendo duas formas distintas das funções bases para a para-
metrização do modelo de velocidade, onde a velocidade para o dado modelado vai seguir
a combinação linear do capítulo anterior, isto é,
c(w;x) = φ0(x) + wφ1(x). (5.4)
5.2.1 Modelo 1
Neste primeiro modelo vamos considerar as funções bases φ0(x) = φ1(x) = 1, assim o
modelo de velocidade para o dado modelado será dado por c(w;x) = 1 + w. Em outras
palavras, a velocidade sempre é constante e o ponto ótimo se encontra em w∗ = 1.5. No
problema, definimos 0 ≤ w ≤ 3, ou seja, 1 km/s ≤ c(w;x) ≤ 4 km/s. Para ilustrar a
função objetivo e o gradiente, o intervalo de w foi discretizado uniformemente em 151
pontos espaçados com passo de ∆w = 0.02. A Figura 5.1 (a) exibe a função objetivo que
apresenta dois pontos estacionários, um é o ponto ótimo esperado e o outro é um ponto de
máximo local. A Figura 5.1 (b) ilustra o gradiente da função objetivo, a linha contínua
azul foi obtida pelo método do estado-adjunto (MEA) e a linha tracejada vermelha é
calculada pelo método de diferenças finitas (MDF) da função objetivo. A correspondência
entre os valores obtidos pelo MEA e pelo MDF da função objetivo são boas, sendo que
nos pontos estacionários temos os gradientes iguais a zero. Para dar mais detalhes nos
valores obtidos, comparamos alguns pontos onde a marcação # (em azul) é dado pelo
MEA e × (em vermelho) pelo MDF. A Figura 5.2 exibe o gráfico da função f(w0 + δw)
e (f(w0) + fw(w0)δw) para w0 = 1 com δw entre −0.5 a 0.5 em 101 pontos. Podemos
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observar que a reta da aproximação linear é tangente à função no ponto δw = 0, como
esperado pela teoria.
(a)

























Figura 5.1: Modelo constante: (a) Função objetivo; (b) Gradiente obtido pelo MEA e
pelo MDF.














Figura 5.2: Teste do gradiente pela aproximação linear no modelo constante.
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5.2.2 Modelo 2
Neste modelo, vamos considerar φ0(x, z) = 2.5 e φ1(x, z) = (z + 0.5)/2. Desse modo,
temos um modelo afim na profundidade, isto é, c(w;x) = 2.5+w(z+0.5)/2. O minimiza-
dor deve ser encontrado em w∗ = 0. Para ilustrar a função objetivo e o gradiente vamos
considerar o intervalo −1.5 ≤ w ≤ 1.5 discretizado uniformemente em 151 pontos com
∆w = 0.02. Neste intervalo sabemos que o modelo de velocidade afim na profundidade
está entre 1 km/s ≤ c(w;x) ≤ 4 km/s.
A Figura 5.3 ilustra a função objetivo, que nesse caso tem uma característica mais
suavizada com respeito à bacia em que se encontra o mínimo, isso mostra a influência
da escolha das funções bases. Analogamente ao Modelo 1, a função tem dois pontos
estacionários, um máximo local em w ≈ −1.3 e o ponto de mínimo global. A Figura 5.4 (a)
ilustra o gradiente da função objetivo, novamente temos uma boa semelhança entre o
cálculo obtido pelo MEA, linha contínua azul com marcação # em alguns pontos, com o
obtido por MDF da função objetivo, linha tracejada vermelha com marcação ×. Além
disso, nos pontos estacionários temos o valor esperado pela teoria.
Por fim, exibimos na Figura 5.4 (b) a verificação pela aproximação linear para w0 = 1
e δw entre −1 e 1 em 101 pontos uniformemente espaçados, sendo que a tangência ocorre
no ponto desejado δw = 0.










Figura 5.3: Função objetivo pela funçao base afim na profundidade.
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(a)






























Figura 5.4: Modelo afim na profundidade: (a) Gradiente pelo MEA e pelo MDF; (b)
Teste do gradiente pela aproximação linear.
5.3 Problema em Duas Variáveis
Para um problema em duas variáveis a combinação linear leva em conta dois coeficien-
tes, ou seja,
c(w;x) = φ0(x) + w1φ1(x) + w2φ2(x), (5.5)
onde w = (w1, w2).
5.3.1 Modelo 1
O modelo de velocidade será representado pela função afim na profundidade c(w;x) =
1 + w1 + w2(z + 0.5)/2, ou seja, φ0(x, z) = 1, φ1(x, z) = 1 e φ2(x, z) = (z + 0.5)/2.
No problema, definimos os intervalos 0 ≤ w1 ≤ 3 e −0.5 ≤ w2 ≤ 0.5 discretizados
uniformemente em 11 e 21 pontos com ∆w1 = 0.3 e ∆w2 = 0.05, respectivamente, para
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ilustrar a função objetivo e o gradiente. O ponto ótimo que recupera o modelo exato está
em w∗ = (1.5, 0).
A Figura 5.5 ilustra a função objetivo, que nesse caso é uma superfície no espaço, e a
Figura 5.6 exibe as curvas de nível, que mostram com mais detalhes a existência de três
pontos estacionários, são dois pontos de máximo e o de mínimo, o qual está na posição
esperada. As escalas de cores são iguais em ambas as Figuras 5.5 e 5.6 e correspondem
ao intervalo do menor ao maior valor da função.
Para a validação do gradiente, novamente comparamos com o gradiente obtido pelo
MDF da função objetivo. Para analisar quantitativamente, separamos o gradiente pelas
suas componentes. As Figuras 5.7 (a) e (b) exibem a primeira componente do gradiente,
isto é, ∂f(w)/∂w1, obtida pelo MEA e pelo MDF, respectivamente, numa escala de cores
em que a cor branca representa o zero, azul representa os valores negativos e vermelho os
valores positivos. A imagem entre os métodos são bem similares. E, no ponto ótimo, o
valor da componente é zero, como exibido em detalhe nas Figuras 5.7 (d) e (e), que são
ampliações das imagens anteriores, dos métodos MEA e MDF, respectivamente.
A segunda componente, ∂f(w)/∂w2, é ilustrada nas Figuras 5.8 (a) e (b), computa-
das pelo MEA e pelo MDF, respectivamente. Analogamente à primeira componente, as
imagens pelos métodos foram similares, sendo que no ponto ótimo a componente é nula,
como esperado pela teoria, e ilustrado, com maior detalhe pelas ampliações das imagens
anteriores, nas Figuras 5.8 (d) e (e), obtidas pelo MEA e pelo MDF, repectivamente.
Contudo, notamos pelo erro absoluto exibido na Figura 5.7 (c), da primeira componente,
e Figura 5.8 (c), da segunda componente, que existem certas diferenças que foram maio-
res na primeira componente, causadas por terem um passo de malha mais grosseiro; em
contrapartida, a malha usada pelo MEA é mesma utilizada para a modelagem sísmica,
isto é, mais refinada. As Figuras 5.7 e 5.8 (f) exibem o erro absoluto detalhando a região
do ponto do minimizador global para a primeira e segunda componente, respectivamente.
O teste pela aproximação linear está ilustrado na Figura 5.9, e podemos ver o plano
tangente em δw = (0, 0) sobre a superfície no ponto w0 + δw. As Figuras 5.10 (a) e (b)
exibem as retas tangentes para cada coordenada de δw no ponto w0 = (w01, w02) = (2, 2).
Assim, com base nos testes da validação, a direção do gradiente, pela parametrização de
velocidade afim na profundidade, está sendo calculada corretamente.































Figura 5.6: Curvas de nível da função objetivo para c(w;x) = 1 + w1 + w2(z + 0.5)/2.













































































































Figura 5.7: Primeira componente do gradiente no Modelo 1: (a) MEA; (b) MDF; (c)
Erro absoluto; (d) Ampliação do MEA; (e) Ampliação do MDF; (f) Ampliação do erro
absoluto.



















































































































Figura 5.8: Segunda componente do gradiente no Modelo 1: (a) MEA; (b) MDF; (c)


























Figura 5.9: Teste do gradiente pela aproximação linear no modelo afim na profundidade.
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Figura 5.10: Teste do gradiente pela aproximação linear no modelo afim na profundidade
por componente na direção: (a) (δw1, 0); (b) (0, δw2).
5.3.2 Modelo 2
Neste modelo, a velocidade para os dados modelados considera uma interface fixa em
ẑ1 = 500 m, sendo assim, as funções bases para a combinação linear são dadas por
φ0(x, z) = 2.5 e
φi(x, z) =
{
1, ẑi−1 ≤ z ≤ ẑi,
0, caso contrário,
para i = 1, 2, (5.6)
onde, por convenção, definimos ẑ0 = −600 m e ẑ2 = 2 km, lembrando que a variável
vertical do modelo é o intervalo −0.5 km ≤ z ≤ 1.5 km.
Os intervalos analisados dos coeficientes da combinação foram −1.5 ≤ w1 ≤ 1.5 e
−1 ≤ w2 ≤ 1 discretizados uniformemente com ∆w1 = 0.3 e ∆w2 = 0.1, respectivamente.
Diferentemente dos outros modelos, os dados modelados têm eventos de reflexão ao con-
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trário do dado observado que só contém o evento da onda direta, ou seja, o ponto ótimo
é w∗ = (0, 0).
A Figura 5.11 ilustra a função objetivo, que apresenta um vale que lembra uma calha
levemente curvada, ou seja, as curvas de nível são mais achatadas, como podemos ver na
Figura 5.12. A análise quantitativa do gradiente será feita da mesma forma que antes, ou
seja, através da imagem de cada componente do vetor gradiente. As Figuras 5.13 (a) e (b),
exibem a imagem para a primeira componente, computadas pelos métodos MEA e MDF,
respectivamente, e nas Figuras 5.13 (d) e (e), temos as ampliações para o MEA e MDF,
que detalham a região do minimizador global. Em que no ponto ótimo (0,0), o valor é
nulo. Apesar da boa correspondência entre as imagens, temos pelo erro absoluto exibido
na Figura 5.13 (c) uma variação nos valores computados pelos métodos. A Figura 5.13 (f)
exibe a ampliação do erro absoluto em torno do ponto ótimo.
As Figuras 5.14 (a) e (b) exibem a segunda componente computadas pelos métodos
MEA e MDF, respectivamente. A correspondência dos resultados pelo MEA e pelo
MDF são boas. Em que no ponto ótimo o valor é nulo exibido em detalhe nas Figu-
ras 5.14 (d) e (e), para MEA e MDF, respectivamente. Neste caso, o erro absoluto está
na ordem 10−3 como exibe a Figura 5.14 (c) e a Figura 5.14 (f) exibe o erro absoluto
em detalhe na região do minimizador global. Além disso, temos um bom desacoplamento
entre as variáveis w1 e w2, que pode ter sido causado pela parametrização de interfaces
ou causada pela diferenção do ajuste entre o dado observado e o dado modelado, já que
a velocidade do dado modelado apresenta reflexões.
Para o teste da aproximação linear ilustrado na Figura 5.15, o plano tangencia a super-
fície da função objetivo no ponto δw = (0, 0) como era previsto na teoria, onde escolhemos
w0 = (2, 2). As Figuras 5.16 (a) e (b) exibem as retas tangentes à curva da função para
cada coordenada.
Os modelos apresentados nos problemas em uma e duas variáveis validam a implemen-
tação do cálculo do gradiente via parametrização do modelo de velocidade pelo método
do estado-adjunto, usando os esquemas de diferenças finitas apresentado no Capítulo 2.
Observe que nos exemplos não tivemos funções com alta não linearidade, isto é, existência
de muitos pontos estacionários, que causam maior dificuldade em buscar o minimizador
global. No caso do Modelo 2, para duas variáveis, a função apresenta características de
uma função mal condicionada.































Figura 5.12: Curvas de nível da função objetivo para o modelo com uma interface plana.



















































































































Figura 5.13: Primeira componente do gradiente no Modelo 2: (a) MEA; (b) MDF; (c)
Erro absoluto; (d) Ampliação do MEA; (e) Ampliação do MDF; (f) Ampliação do erro
absoluto.















































































































Figura 5.14: Segunda componente do gradiente no Modelo 2: (a) MEA; (b) MDF; (c)
Erro absoluto; (d) Ampliação do MEA; (e) Ampliação do MDF; (f) Ampliação do erro
absoluto.
























Figura 5.15: Teste do gradiente pela aproximação linear no modelo com uma interface.
(a)









































Figura 5.16: Teste do gradiente pela aproximação linear no modelo com uma interface
por componente na direção: (a) (δw1, 0); (b) (0, δw2).
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Capı´tulo6
Análise dos Funcionais
O capítulo anterior foi encerrado enfatizando a caracterização do mau condicionamento
da função objetivo no caso do modelo com uma interface. Neste capítulo dedicamo-nos a
analisar alguns tipos de funcionais e suas principais características quanto à sensibilidade
quando o dado sísmico observado contém ruídos ou eventos de múltiplas ou conteúdos
de baixas e/ou altas frequências. Também foi de interesse analisar o condicionamento e
a não linearidade das funções objetivos, sendo essas últimas fatores importantes para o
sucesso ou falha em processos de otimização local.
6.1 Tipos de Funcionais
Um fator de sucesso para problemas de minimização através de métodos de otimização
local é dado pelas características da função objetivo com respeito à existência de muitos
mínimos locais ou se é bem ou mal condicionada. A validação do Capítulo 5 mostrou certa
sensibilidade da escolha das funções bases na parametrização da velocidade que caracteri-
zam o formato da função objetivo, incluindo a condicionalidade. Nesta seção, analisamos
alguns tipos de funcionais fixando a escolha da função base, ou seja, as características da
função objetivo vão depender da escolha do funcional.
No Capítulo 2, vimos que a função objetivo depende do inverso do quadrado da velo-
cidade, m(x) = 1/c(x)2, equação (3.5). Reescrevendo em função de w, motivado pelas






H(u(w;x, t)) dt dx, (6.1)
onde f : Rn → R e H : U → R é um funcional arbitrário, sendo U o espaço das funções
reais que satisfazem a equação da onda.
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Para compactar as fórmulas dos funcionais, escrevemos o produto interno de funções




p(t)q(t) dt e ‖p‖ =
√
〈p, p〉. (6.2)





di(xrj , t), di(xrj , t)
〉
, para i = 1, 2, . . . ,Ns, (6.3)
que será usada para escalar os funcionais, onde xrj , para j = 1, 2, . . . ,Nr, são as posições
dos receptores e di(xrj , t) ≡ d(xsi ,xrj , t) é o dado sísmico observado para cada tiro na
configuração CS com fonte na posição xsi , para i = 1, 2, . . . ,Ns. A mesma notação
também é usada para o campo modelado no domínio dos receptores e fontes, isto é,
ui(w;xrj , t) ≡ u(w;xsi ,xrj , t).
Os funcionais abaixo são formas generalizadas do funcional de quadrados mínimos
• Quadrados Mínimos Ponderado (QMP)












onde δ é a “função” delta de Dirac.
• Quadrados Mínimos Ponderado com Pesos do Afastamento (QMPA)














onde ξi(x) = ‖xsi − x‖2.
• Quadrados Mínimos Ponderado Escalado na Amplitude (QMPAMP)














〈ui(w;x, t), di(x, t)〉
‖ui(w;x, t)‖2 . (6.7)
O fator A[u](w;x) escala as amplitudes do dado modelado de forma que tenham
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uma melhor comparação com a amplitude do dado observado (Wang et al., 2012).
No caso ideal, ui(w∗;x, t) = di(x, t), para i = 1, 2, . . . ,Ns, teremos f(w∗) = 0 em todos
os funcionais. Além disso, esses funcionais enfatizam fortemente o ajuste nas amplitudes,
sendo que para o funcional QMPAMP o fator A contribui para facilitar o ajuste.
O próximo funcional é baseado no trabalho de Liu et al. (2017), que mede a similaridade
entre os dados através de uma correlação cruzada de atraso nulo. Neste caso, o funcional
enfatiza o ajuste da diferença de fase e reduz a importância da amplitude. Além disso,
esse funcional é robusto, isto é, lida bem com erros grandes e esparsamente distribuídos.
Desse modo, temos














‖ui(w;x, t)‖ e d̂i(x, t) =
di(x, t)
‖di(x, t)‖ . (6.9)
Na classe de funcionais robustos (Crase et al., 1990) também temos
• Cauchy





















































∣∣∣∣ui(w;x, t)− di(x, t)µi
∣∣∣∣. (6.13)
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No entanto, dependendo da ordem da diferença entre o dado modelado com o observado,
os funcionais dados por (6.10) a (6.12) se aproximam do funcional (6.4), uma vez que a
expansão da série de Taylor em torno do zero resultam no funcional QMP desprezando
os termos de alta ordem. Sabendo disso, a análise da função objetivo vai se concentrar
apenas nos funcionais QMP, QMPA, QMPAMP, CC e Cauchy. Para os quatro primeiros,
utilizamos a constante (6.3), e para o funcional Cauchy, pelos experimentos numéricos, a






di(xrj , t), di(xrj , t)
〉
, (6.14)
para i = 1, 2, . . . ,Ns e j = 1, 2, . . . ,Nr, pois, observou-se que ao usar a primeira cons-
tante (6.3) não obtivemos diferença significativa com a função QMP. O funcional da norma
L1 não é analisado por não ser diferenciável na origem.
6.2 Dado Observado
Para as análises deste capítulo, consideramos o dado observado obtido pelo modelo
de velocidade ilustrado na Figura 6.1. O levantamento sísmico contém uma fonte na
configuração CS localizado na coordenada (-1 km, 0) com 61 sensores espaçados a cada
30 m na mesma profundidade da fonte. O primeiro sensor está a 200 m e o último a 1.8 km
de distância da fonte. O pulso da fonte é dado pela função Ricker com uma frequência
de pico em 20 Hz. A modelagem do dado observado foi feita pelo MDF de sexta ordem
espacial com o contorno absorvente em 51 pontos e um tempo máximo de observação
de 1.5 s. Os dados modelados, também por MDF, serão computados pelo esquema de
quarta ordem no espaço. Isso foi feito para amenizar o “crime” da inversão, uma vez que
o dado observado está sendo obtido pela mesma classe de método usado para predizer o
mesmo. Os parâmetros utilizados, em ambos os esquemas, foram ∆h = 10 m e ∆t = 1 ms
respeitando as condições de estabilidade e dispersão.
A Figura 6.2 (a) exibe a seção CS do dado observado por imagem e a Figura 6.2 (b)
exibe a seção para 31 traços sísmicos com espaçamentos de 60 m. Os eventos contidos
no dado observado são os eventos da onda direta e dois eventos de reflexão obtidos pelas
interfaces do modelo.


















































Figura 6.2: Seção CS do dado observado exibido por: (a) Imagem; (b) 31 traços.
6.3 Análise das Funções Objetivos
Para ilustrar as funções objetivos, o modelo de velocidade para os dados modelados
considera a parametrização por interfaces planas através das funções bases dada pela
equação (5.6), para i = 1, 2 e 3, considerando φ0(x, z) = 2, onde as interfaces são ẑ1 =
400 m e ẑ2 = 750 m, ou seja, a combinação tem três coeficientes w = (w1, w2, w3).
Contudo, para o problema ficar em duas variáveis, consideramos o caso particular w3 = w1.
No experimento, definimos os seguintes intervalos −1 ≤ w1 ≤ 1 e −0.5 ≤ w2 ≤ 1.5, onde
foram discretizados em 21 e 41 pontos espaçados uniformemente com passos de ∆w1 = 0.1
e ∆w2 = 0.05, respectivamente. O ponto ótimo (mínimo global) que representa o modelo
de velocidade é dado no ponto w∗ = (0, 0.5, 0), logo o par ótimo que vamos observar nas
funções é o ponto (0, 0.5).
A Figura 6.3 (a) exibe a função objetivo para o funcional de quadrados mínimos ponde-
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rado (QMP) que será a função de referência. A escala de cores correspondem ao intervalo
do menor ao maior valor para cada função. A Figura 6.3 (b) ilustra a função objetivo
pelo funcional de quadrados mínimos ponderado com peso no afastamento (QMPA), onde
podemos notar que o peso do afastamento realça todos os pontos estacionários que são
mais suaves em QMP, além de salientar o ponto do mínimo global. Por outro lado, a
função QMPAMP exibida na Figura 6.4 (a) apresenta regiões com pouca variação fora do
vale que se encontra o mínimo global. A Figura 6.4 (b) exibe a função CC que também
apresenta regiões quase planas como o do funcional anterior, porém destacando os pontos
estacionários. A Figura 6.4 (c) exibe a função Cauchy que exibe um formato diferente
dos outros funcionais, além da diferença de escala apresentada.
Para todos os funcionais foram observados a presença de mínimos locais próximos aos
pontos de máximo locais que estão perto da bacia do minimizador global que está bem
destacado, independemente da escolha do funcional. Porém, a característica do mau
condicionamento é o que dificulta a obtenção do valor ideal. Para observar com mais
detalhes o condicionamento das funções, fizemos a projeção ortogonal das superfícies no
plano exibida na Figura 6.5 de (a) até (e), pois nessa perspectiva temos o formato de
todas as curvas de nível da função. Podemos notar que, a região da bacia do minimizador
global são similares e as curvas de nível apresentam curvas elípticas com um dos semi-eixos
muito maior do que outro ilustrando assim o mau condicionamento das funções.
Para uma análise local entre os funcionais, comparamos as funções obtendo seções
transversais das superfícies, onde definimos f̂(w1) = f(w1, ŵ2) e f̂(w2) = f(ŵ1, w2) como
as seções das funções para valores fixos de w2 = ŵ2 e w1 = ŵ1, respectivamente. As
Figuras 6.6 (a), (c) e (e) exibem as seções para ŵ2 = 0.2, 0.5 e 0.8, nesta devida ordem.
Observamos, em todas as seções de w2 fixo, que as funções são semelhantes com o mí-
nimo global na mesma posição, além de apresentar vales estreitos. Por outro lado, pelas
Figuras 6.6 (b), (d) e (f) temos as seções para ŵ1 = −0.5, 0 e 0.4, respectivamente. Nesse
caso, cada seção não apresenta vales estreitos, mas se o valor tomado por w1 estiver longe
do valor ideal o mínimo de f̂(w2) estará na posição errada. De forma geral, notamos
que os funcionais dependem fortemente da variável w1. Isso é devido à própria forma da
combinação linear do modelo, pois esse coeficiente é responsável pela primeira interface
do modelo que contém a informação da onda direta que tem uma energia muito maior se
comparada às ondas de reflexão da segunda interface. No processamento sísmico a onda
direta é considerada como um ruído espacialmente coerente e pode ser atenuada (Mousa e
Al-Shuahail, 2011). Contudo, o mesmo processo deve ser aplicado no dado modelado para
não ter grandes diferenças no ajuste. Apesar da bacia do mínimo global ser semelhante
em todos os funcionais, os funcionais QMP, QMPA e Cauchy exibem características me-
lhores, no sentido da velocidade de convergência, para a minimização local, em pontos
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não tão próximos do ponto exato, uma vez que as curvas de nível fora da bacia do mínimo
não são muitas paralelas. Porém, se w1 estiver longe do valor ideal, o gradiente aponta
para a direção errada. No caso das funções QMPAMP e CC, a pouca variação fora da
bacia do mínimo ajuda em pontos iniciais ruins, mas com a desvantagem da velocidade
de convergência ser mais lenta em métodos que usam a direção pelo gradiente.
As características das funções, analisadas usando a parametrização da velocidade por
interfaces, neste caso, teve similariedades se comparamos ao caso estudado em Tejero et al.
(2014). Contudo, procuramos estender a análise adicionando informações com relação ao
ruído, perdas de bandas de frequências e eventos de múltiplas que o dado observado, em










































Figura 6.3: Funções objetivos: (a) QMP; (b) QMPA.



































































Figura 6.4: Funções objetivos: (a) QMPAMP; (b) CC; (c) Cauchy.

















































Figura 6.5: Projeção ortogonal das funções objetivos: (a) QMPA; (b) QMPAMP; (c)
QMP; (d) CC; (e) Cauchy.
Capítulo 6. Análise dos Funcionais 120
(a) (b)




































































Figura 6.6: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja): (a) ŵ2 = 0.2; (b) ŵ1 = −0.5; (c) ŵ2 = 0.5; (d)
ŵ1 = 0; (e) ŵ2 = 0.8 ; (f) ŵ1 = 0.4.
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6.4 Sensibilidade ao Ruído Aleatório
Na prática, mesmo o dado sísmico passando por pré-processamentos, a contaminação
por ruídos é inerente. Nesta seção, analisamos a sensibilidade dos funcionais, nos mesmos
parâmetros da seção anterior, quando adicionamos ruídos no dado observado. O tipo de
ruído é (pseudo) aleatório de média nula que afeta um amplo conteúdo de frequências,
porém o sinal sísmico tem seu espectro de frequência limitado por um banda estreita
entre 10 Hz a 70 Hz (Özdogˇan Yilmaz, 2001; Mousa e Al-Shuahail, 2011). Por hipótese,
consideramos uma frequência máxima de 60 Hz. Assim, para atenuar o ruído, utilizamos
um filtro passa-banda de fase nula entre 8 Hz a 55 Hz implementado no software SU (do
inglês, Seismic Unix ) e detalhado em Forel et al. (2005).
6.4.1 Ruído de 10%
As Figuras 6.7 (a) e (b) exibem a seção CS do dado observado com ruídos de 10% do
maior valor em módulo da amplitude por imagem e por traços sísmicos para os recep-
tores afastados a cada 60 m, respectivamente. Comparado ao dado sísmico sem ruído,
Figura 6.2, temos que o evento da onda direta não é prejudicado pelo ruído. Por outro
lado, nos eventos de reflexão que tem amplitudes menores do que a onda direta, o sinal é
mais prejudicado para afastamentos em torno dos 500 m. Porém, ainda é possível fazer a


























Figura 6.7: Seção CS do dado observado com ruído de 10%: (a) Imagem; (b) 31 traços.
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6.4.2 Ruído de 30%
As Figuras 6.8 (a) e (b) exibem a seção CS para ruídos de 30% do maior valor em
módulo da amplitude. Novamente, a onda direta está bem preservada enquanto que
para os eventos de reflexão apenas é possível distinguir a primeira reflexão. A análise
da sensibilidade entre os funcionais será feita através da projeção das superfícies e pelas


























Figura 6.8: Seção CS do dado observado com ruído de 30%: (a) Imagem; (b) 31 traços.
6.4.3 Análise dos Funcionais
As Figuras 6.9 e 6.10 de (a) até (e) exibem a projeção ortogonal no plano das funções
objetivos QMPA, QMPAMP, QMP, Cauchy e CC com ruídos de 10% e 30%, respecti-
vamente. Nesse caso, podemos inferir que o ruído aleatório (com filtro) exerce pouca
influência no formato, na não linearidade e no condicionamento das funções nos níveis de
ruídos analisados, pois apresenta grande similaridade com o caso da Seção 6.3 que não
teve adição de ruídos. As Figuras 6.11 e 6.12 de (a) até (f) exibem as seções transversais
para ruídos de 10% e 30%, respectivamente, em w2 nos pontos 0.2, 0.5 e 0.8, e em w1, nos
pontos −0.5, 0 e 0.4. Neste caso, percebe-se que a contaminação pelo ruído afeta apenas
a escala das funções por um translação positiva. Além disso, o aumento da translação é
proporcional ao ruído. Através do aumento do ruído, observamos que as funções QMP,
QMPA e Cauchy são mais sensíveis do que as funções QMPAMP e CC. Isso é devido ao
fato que o ruído afeta mais a amplitude do sinal. Sendo assim, o ruído fica mais atenu-
ado para as funções QMPAMP e CC, pois ambas as funções têm fatores que escalam a
amplitude pelo produto entre o dado modelado (sem ruído) e observado.

















































Figura 6.9: Projeção ortogonal das funções objetivos para o ruído de 10%: (a) QMPA;
(b) QMPAMP; (c) QMP; (d) CC; (e) Cauchy.

















































Figura 6.10: Projeção ortogonal das funções objetivos para o ruído de 30%: (a) QMPA;
(b) QMPAMP; (c) QMP; (d) CC; (e) Cauchy.
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Figura 6.11: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) com ruído de 10%: (a) ŵ2 = 0.2; (b) ŵ1 = −0.5;
(c) ŵ2 = 0.5; (d) ŵ1 = 0; (e) ŵ2 = 0.8; (f) ŵ1 = 0.4.
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Figura 6.12: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) com ruído de 30%: (a) ŵ2 = 0.2; (b) ŵ1 = −0.5;
(c) ŵ2 = 0.5; (d) ŵ1 = 0; (e) ŵ2 = 0.8; (f) ŵ1 = 0.4.
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6.5 Sensibilidade à Filtragem de Frequências
A filtragem de frequência está intimamente ligada a resolução vertical do dado sís-
mico (Özdogˇan Yilmaz, 2001). Além disso, os dados sísmicos podem conter ruídos de
baixas frequências, abaixo de 15 Hz, tal como ground roll e ruídos de altas frequências
que são devidos aos fatores externos (ruídos do ambiente). Sendo assim, filtros passa-
banda são tipicamente usados para atenuar esses ruídos. Contudo, perdas de baixas e
altas frequências comprometem a resolução do dado sísmico. No caso da inversão sísmica,
as baixas frequências recebem maior importância devido ao alto poder de penetração e
anti-absorção se comparadas às altas frequências.
Nesta seção, investigamos o efeito da filtragem de um passa-banda aplicado no dado
sísmico observado nas faixas 5 Hz ≤ ω ≤ 15 Hz, 25 Hz ≤ ω ≤ 35 Hz e 15 Hz ≤ ω ≤
25 Hz, os quais denotaremos por banda 1, banda 2 e banda 3, respectivamente. Nas
três faixas, a banda tem o mesmo comprimento de 10 Hz, porém na primeira existem
somente o conteúdo de baixas frequências; na segunda temos uma faixa com frequências
“altas” maiores que a frequência de pico da fonte (20 Hz) e na última temos um espectro
intermediário. O filtro passa-banda utilizado é o mesmo da Seção 6.4.
6.5.1 Dado Observado Filtrado na Banda 1
As Figuras 6.13 (a) e (b) exibem a seção CS do dado observado, por imagem e em 31
traços coletados a cada 60 m, respectivamente, filtrados na faixa de baixa frequência que


























Figura 6.13: Seção CS do dado observado filtrado na banda 1: (a) Imagem; (b) 31 traços.
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As Figuras 6.14 (a) e (b) e 6.15 (a), (b) e (c) exibem as funções objetivos QMP,
QMPA, QMPAMP, CC e Cauchy, respectivamente. As funções QMPAMP e CC man-
tiveram suas características quanto à forma, enquanto que as funções QMP e QMPA
apresentaram alteração na inclinação da superfície ao longo da variável w1. Porém, o vale
do mínimo global ficou mais aberto. A função Cauchy apresentou um vale mais aberto,
porém um vale de mínimo local próximo ao mínimo global ficou mais acentuado. A Fi-
gura 6.16 de (a) até (e) ilustra a projeção das funções no plano, onde notamos que o
vale ainda mantém uma forma estreita. Sendo que, as funções QMPA e Cauchy apresen-
taram maior sensibilidade a filtragem nessa banda, pois, vales de mínimos locais foram
acentuados.
As seções transversais obtidas para w2 = ŵ2, nos pontos 0.2, 0.5 e 0.8, são exibidas nas
Figuras 6.17 (a), (c) e (e), respectivamente. Nas Figuras 6.17 (b), (d) e (f) temos as seções
transversais para w1 = −0.5, 0 e 0.4, nesta ordem. De modo geral, o comportamento foi
similar das Seções 6.3 e 6.4 com as variações observadas, isto é, nesta perspectiva podemos
ver a diferença de inclinação que ocorre para QMP e QMPA ao longo do eixo w1 na seção
transversal para w2. Também são observados novos mínimos locais para QMP, QMPA e
Cauchy na seção para w1 no ponto ŵ1 = 0 no intervalo de 0.25 a 0.5 no eixo w2, onde são
mais acentuados para as funções QMPA e Cauchy. Ou seja, a filtragem na banda 1 pode
favorecer regiões fora do vale do mínimo global.
6.5.2 Dado Observado Filtrado na Banda 2
A seção CS do dado observado é exibida nas Figuras 6.18 (a) e (b), nessa banda
notamos que o sinal contém mais reverberações, logo aumenta a dificuldade em ajustar
as amplitudes uma vez que o espectro de frequência do dado modelado não é alterado.
As Figuras 6.19 (a) e (b) e a Figura 6.20 (a) exibem as funções QMP, QMPA e QM-
PAMP, que apresentaram o mesmo comportamento da Subsecão 6.5.1. Porém, a alteração
da inclinação ao longo de w1 foi maior para QMP e QMPA, sendo a última mais acentu-
ada, modificando a posição do mínimo global. As Figuras 6.20 (b) e (c) exibem as funções
CC e Cauchy. Na primeira função não tivemos alteração do formato, isto é, se manteve
semelhante ao caso das Seções 6.3 e 6.4 e da Subseção 6.5.1. Para a função Cauchy temos
uma característica semelhante, mas agora o vale da função passa a estar na região da ori-
gem. A Figura 6.21 de (a) até (e) ilustra as funções no plano, em que observamos um vale
um pouco mais aberto para QMP, QMPA e Cauchy. Entretanto, tivemos a movimenta-
ção do mínimo global, em particular para QMPA, que apresenta valores ao longo do eixo
w1 = −1 menores ou iguais aos valores no vale w1 = 0. As seções transversais exibidas na
Figura 6.22 de (a) até (f) expõem com detalhes essas características observadas acima.











































Figura 6.14: Funções objetivos na banda 1: (a) QMP; (b) QMPA.




































































Figura 6.15: Funções objetivos na banda 1: (a) QMPAMP; (b) CC; (c) Cauchy.

















































Figura 6.16: Projeção ortogonal das funções objetivos na banda 1: (a) QMPA; (b) QM-
PAMP; (c) QMP; (d) CC; (e) Cauchy.
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Figura 6.17: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) na análise da banda 1: (a) ŵ2 = 0.2; (b) ŵ1 = −0.5;
(c) ŵ2 = 0.5; (d) ŵ1 = 0; (e) ŵ2 = 0.8 ; (f) ŵ1 = 0.4.





































































Figura 6.19: Funções objetivos na banda 2: (a) QMP; (b) QMPA.




































































Figura 6.20: Funções objetivos na banda 2: (a) QMPAMP; (b) CC; (c) Cauchy.

















































Figura 6.21: Projeção ortogonal das funções objetivos na banda 2: (a) QMPA; (b) QM-
PAMP; (c) QMP; (d) CC; (e) Cauchy.
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Figura 6.22: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) na análise da banda 2: (a) ŵ2 = 0.2; (b) ŵ1 = −0.5;
(c) ŵ2 = 0.5; (d) ŵ1 = 0; (e) ŵ2 = 0.8 ; (f) ŵ1 = 0.4.
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6.5.3 Dado Observado Filtrado na Banda 3
A Figura 6.23 exibe a seção CS do dado sísmico filtrado na faixa da banda 3, na qual
os eventos não apresentam tantas reverberações, particularmente nos eventos de reflexão,
sendo que o lóbulo principal (sinal positivo, cor vermelha em (a) e preto em (b)) está
mais destacado. Isso também é observado no dado filtrado na banda 1 e no caso do dado
sem a filtragem. Os resultados do espectro intermediário revelam ser bastante similiares
aos resultados da Seção 6.3, isto é, com o dado observado sem a filtragem, como podemos
ver pelas Figuras 6.24 (a) e (b) que exibem as seções transversais em w2 = 0.5 e w1 = 0,
respectivamente. A Figura 6.25 de (a) até (e) exibe as funções no plano que mantêm


























Figura 6.23: Seção CS do dado observado filtrado na banda 3: (a) Imagem; (b) 31 traços.
(a) (b)






















Figura 6.24: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) na análise da banda 3: (a) ŵ2 = 0.5; (b) ŵ1 = 0.

















































Figura 6.25: Projeção ortogonal das funções objetivos na banda 3: (a) QMPA; (b) QM-
PAMP; (c) QMP; (d) CC; (e) Cauchy.
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6.6 Sensibilidade às Múltiplas
Nas Seções 6.2, 6.3, 6.4 e 6.5, o esquema numérico usado para obter o dado observado
tinha a condição de fronteira absorvente em todos os contornos do modelo. Porém, em
eventos de aquisição sísmica marinha, a reflexão de superfície está presente no dado bruto.
Além disso, também temos as múltiplas internas. Em geral, esses eventos são considera-
dos como ruídos coerentes e são eliminados e/ou atenuados no pré-processamento, mas
não deixam de carregar informações do meio. Vamos estudar se essas informações a mais
são benéficas ou não para cada funcional. Para isso, continuamos com o mesmo modelo
de velocidade ilustrado na Figura 6.1 que, ao invés de simular em −0.5 km ≤ z ≤ 1.5 km,
onde os 51 pontos iniciais e finais são destinados a região absorvente, consideramos
−0.1 km ≤ z ≤ 1.5 km, sendo que a região dos primeiros 100 m não tem o contorno
absorvente. Nas laterais e na base do modelo a região absorvente é mantida. Os parâme-
tros numéricos foram mantidos, exceto o tempo de observação que foi para 3 s.
As Figuras 6.26 (a) e (b) ilustram o dado observado no experimento: à esquerda
visualizamos por imagem e à direita exibimos em 31 traços sísmicos escolhidos a cada
60 m. Podemos ver a onda direta e a onda refletida que vem acompanhada com a primeira
reflexão de superfície, também vemos a múltipla interna de primeira ordem que tem
a característica de ser uma repetição para um tempo maior da reflexão primária. A
Figura 6.27 exibe uma ampliação da múltipla interna de primeira ordem com um ganho,
































Figura 6.26: Seção CS do dado observado: (a) Imagem; (b) 31 traços.
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Figura 6.27: Ampliação das múltiplas da Figura 6.26.
6.6.1 Análise das Funções Objetivos
As Figuras 6.28 (a) e (b) ilustram as funções QMP e QMPA e as Figuras 6.29 (a),
(b) e (c) exibem as funções QMPAMP, CC e Cauchy, respectivamente. Em todas as
funções notamos mudanças na não linearidade se comparamos com as funções da Seção
6.3. A Figura 6.30 de (a) até (e) exibe a projeção ortogonal das funções no plano, na qual
podemos ver que as funções QMPA e Cauchy têm seus vales aumentados. O vale da fun-
ção QMP também foi sutilmente aumentado. Para QMPAMP e CC não são observadas
diferenças significativas. Com respeito ao mínimo global, notamos uma ligeira movi-
mentação somente em w2, como podemos observar nas seções transversais exibidas nas
Figuras 6.31 (b), (d) e (f), respectivamente, obtidas em w1 = −0.5, 0. Ao mesmo tempo,
nas seções transversais em w2 = 0.2, 0.5 e 0.8 exibidas nas Figuras 6.31 (a), (c) e (e) não
houve mudanças da posição do mínimo em qualquer direção. Note que para os casos das
funções Cauchy e QMPA, a múltipla “melhora” um pouco o condicionamento das funções
com a ressalva que o mínimo global pode estar fora da posição desejada. No entanto, as
curvas de nível não apresentam as mesmas curvas elípticas com um dos semi-eixos muito
maior do que outro.










































Figura 6.28: Funções objetivos analisadas com múltiplas: (a) QMP; (b) QMPA.




































































Figura 6.29: Funções objetivos analisadas com múltiplas: (a) QMPAMP; (b) CC; (c)
Cauchy.

















































Figura 6.30: Projeção ortogonal das funções objetivos analisadas com múltiplas: (a)
QMPA; (b) QMPAMP; (c) QMP; (d) CC; (e) Cauchy.
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Figura 6.31: Seções transversais para QMP (azul), QMPA (vermelho), QMPAMP (ma-
genta), Cauchy (verde) e CC (laranja) com múltiplas: (a) ŵ2 = 0.2; (b) ŵ1 = −0.5; (c)
ŵ2 = 0.5; (d) ŵ1 = 0; (e) ŵ2 = 0.8 ; (f) ŵ1 = 0.4.
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6.7 Comentários Finais
Pela análise dos funcionais QMP, QMPA, QMPAMP, CC e Cauchy para o modelo de
camadas homogêneas parametrizado por três variáveis, observamos as dificuldades do pro-
blema para minimizar as funções na aplicação da FWI. Em particular, pela característica
de terem mau condicionamento. Essa característica não é muito desejável para os métodos
de otimização local, uma vez que dificulta a convergência e a velocidade da convergência.
De modo geral, se a aproximação inicial está perto de um minimizador, garantimos uma
boa solução. Ou seja, um ponto importante para o sucesso da FWI está direcionado ao
modelo inicial de velocidade. Por outro lado, obter um modelo inicial suficientemente
próximo da bacia de atração ainda é um grande desafio na inversão sísmica.
Afora dessa característica não desejável do condicionamento, podemos inferir que os
funcionais QMPAMP e CC se mostraram bem similares e não foram sensíveis à ruídos
aleátorios e filtragem de frequências do dado observado. Também, se revelaram inva-
riáveis aos eventos de múltiplas. Os funcionais QMP e QMPA apresentaram uma alta
sensibilidade à filtragem de componentes de baixas frequências, enquanto que o funcional
Cauchy mostrou-se mais estável. Mais do que isso, podemos inferir que o comportamento
dos funcionais serão similares à análise do dado completo, se o conteúdo da frequência de
pico for preservada. Com respeito aos eventos de múltiplas, houve grande sensibilidade
dos funcionais QMP, QMPA e Cauchy. No entanto, apesar de modificar a não lineari-
dade, para QMP e QMPA, foram estáveis em relação a posição do minimizador. Para
o funcional Cauchy tivemos um aumento da bacia do minimizador com maior chance de
alcançar um minimizador local próximo ao minimizador global. Pelas propriedades apre-
sentadas, os funcionais Cauchy, QMP e QMPA podem apresentar melhores resultados
considerando o fato da velocidade de convergência. Porém, dependendo da aproximação
inicial, em particular para QMP e QMPA, para a minimização, o gradiente pode apontar
para a direção errada. A função QMPAMP mostra-se uma boa alternativa para aproxi-
mações iniciais inferiores. Contudo, métodos baseados em direção pelo gradiente devem
apresentar convergência muita lenta. Estudos para outros tipos de funções objetivos não
considerados nessa tese podem ser encontrados em (Bulcão et al., 2013; Chi et al., 2014;
Yang et al., 2018; Yang e Engquist, 2018).
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Capı´tulo7
Inversão da Forma de Onda Completa em
Problemas com Restrições
No Capítulo 2 introduzimos a FWI como um problema não linear irrestrito. Esse capí-
tulo vai introduzir um método de Lagrangiano Aumentado proposto por Birgin e Martínez
(2014) através do uso do pacote Algencan aplicado ao problema não linear com restrições.
Em geral, as informações que podem ser restrições, por exemplo perfis de velocidades,
são usadas como regularizações (Virieux e Operto, 2009; Asnaashari et al., 2013; Xiang
et al., 2016; Du e Wu, 2017; Esser et al., 2018) ou como um controle de qualidade feito
pelo intérprete. Apesar de restrições e regularizações serem medidas equivalentes para um
problema de otimização, as aplicações da FWI exploram poucos métodos que resolvem
um problema de otimização com restrições.
7.1 Um Método de Lagrangiano Aumentado
Vamos considerar o seguinte problema geral de otimização não linear com restrições
Minimizar f(w)




onde f : Rn → R, h : Rn → Rm, g : Rn → Rp são funções diferenciáveis. O conjunto Ω
é um conjunto de restrições consideravelmente mais simples para o problema. Em geral,
pode ser um subconjunto de Rn e frequentemente é uma caixa.
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A função do Lagrangiano Aumentado Powel-Hestenes-Rockafellar (PHR) é dada por






















para todo ρ > 0, w ∈ Ω, λ ∈ Rm e µ ∈ Rp+. As variáveis λ e µ são os multiplicadores de
Lagrange e ρ é um parâmetro de penalidade que pode ser diferente para cada restrição.
Dados os multiplicadores iniciais e o penalizador, os passos fundamentais para a execução
de qualquer método de Lagrangiano Aumentado consiste em
Minimizar Lρ(w,λ,µ) sujeita a w ∈ Ω, (7.3)
e analisar se o ponto encontrado no problema (7.3) serve como solução para o problema
original (7.1). Se sim, a execução para. Caso contrário, atualizam-se os parâmetros e
retorna ao problema anterior. Uma representação básica é dada pelo Algoritmo 7.1, que
também pode ser encontrado em Birgin e Martínez (2014).
Portanto, em cada iteração do método de Lagrangiano Aumentado é preciso resolver o
subproblema aproximadamente, dado pela equação (7.3), que tem restrição mais simples.
A menos da restrição de caixa, o processo de minimização é similar ao problema irrestrito.
Assim, podemos ter um tempo de execução maior por haver mais passos e nesse sentido
aumentamos a importância das parametrizações do Capítulo 4.
No caso dos multiplicadores serem nulos, λ = 0 e µ = 0, temos que Lρ(w,0,0) é a
clássica função de penalidade externa. Desse modo, a função do subproblema castiga a
não viabilidade, ou seja, quanto menos admissível for o ponto analisado nas restrições,
maior será o valor da penalização. Contudo, a menos desse caso particular, a punição
não é aplicada nas restrições, mas é feita nas restrições deslocadas por λ/ρ e µ/ρ. O
deslocamento aumenta as chances do candidato a ser solução viável, pois pontos viáveis
em uma vizinhança perto de pontos ótimos são melhores do que pontos não admissíveis
para o problema. Os algoritmos que discutem a solução do problema (7.1) não triviais são
iterativos, isto é, uma sequência de soluções aproximadas são geradas, a qual é esperada
uma melhora a cada iterando e um critério de parada deve ser incluído.
Os critérios de paradas são baseados nas condições necessárias de otimalidade de
Karush-Kuhn-Tucker (KKT). Contudo, às vezes é difícil verificar tais condições, sendo
possível ter casos em que o ponto seja solução, que aqui entendemos por um minimizador
local, mas que não cumpre as condições de KKT. Desse modo, condições que garantam
que os pontos viáveis verifiquem as condições KKT são usadas, isto é, que os pontos sejam
estacionários. Tais condições são chamadas de condições de qualificação de restrição.
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Algoritmo 7.1: Algoritmo básico do Lagrangiano Aumentado
Sejam λmin < λmax, µmax > 0, γ > 1 e τ ∈ (0, 1).
Dados: λ˜0 ∈ [λmin, λmax], µ˜0 ∈ [0, µmax] e ρ0 > 0.
Inicialize k ← 0.
Passo 1. Encontre wk ∈ Rn como solução aproximada do subproblema
Minimizar Lρk(w, λ˜k, µ˜k) sujeito a w ∈ Ω.
Passo 2. Atualize as novas aproximações dos multiplicadores de Lagrange












= max{0, µ˜k + ρkg(wk)}.
Passo 3. Defina para todo j = 1, 2, . . . , p
ηkj = min
{−gj(wk), µ˜k/ρk} .
se k = 0 ou max
{‖h(wk)‖, ‖ηk‖} ≤ τ max{‖h(wk−1)‖, ‖ηk−1‖} então
escolher ρk+1 > ρk.
senão
faça ρk+1 = γρk.
fim
Passo 4. Calcule para todo i = 1, 2, . . . ,m e j = 1, 2, . . . , p
λ˜k+1i ∈ [λmin, λmax] e µ˜k+1j ∈ [0, µmax].
Passo 5. Atualize k ← k + 1 e volte ao Passo 1.
As condições de qualificação são suposições feitas sobre as funções que definem as
restrições do problema. As condições de qualificação mais conhecidas na literatura são
a regularidade ou independência linear dos gradientes nas restrições ativas, isto é, que
satisfazem a igualdade, (LICQ) do inglês Linear Independence Constraint Qualification,
Mangasarian-Fromovitz (MFCQ) e a condição de depedência linear positiva constante
(CPLD) da sigla em inglês Constant Positive Linear Dependence.
Além disso, pode-se definir um “relaxamento” das condições KKT por uma condição
razoavelmente forte que é a condição aproximadamente KKT (AKKT), nesse caso os
candidatos a mínimo local podem não ser KKT, mas sempre são AKKT. Teoremas e
propriedades sobre essas condições podem ser encontrados em Birgin e Martínez (2014).
Definições com introduções básicas sobre o problema não linear restrito podem ser encon-
trados em Ribeiro e Karas (2013). Portanto, o critério de parada é dado na forma KKT
ou Não−CQ, além do limite máximo de iteração (externa e interna) e alcance do valor
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máximo de penalização.
7.2 Sobre o software Algencan
O Algencan é um pacote computacional implementado em Fortran 77 que resolve o
problema (7.1) e é livremente acessível em Birgin e Martínez (2005). O uso do pacote
exige ao usuário as entradas da função objetivo e das restrições, bem como as deriva-
das primeiras, embora internamente exista uma rotina que calcula essas derivadas por
diferenças finitas, caso as funções não estejam disponíveis. O algoritmo para resolver o
subproblema (7.3) usa um método para minimização em caixas. Mais precisamente, uti-
liza uma estratégia de restrições ativas usando o método Gradiente Espectral Projetado
(SPG, do inglês Spectral Projected Gradient). O esquema básico do método é o Gencan
proposto por Birgin e Martínez (2002). Além das entradas das funções, também entramos
com as tolerâncias para a computação dos critérios de parada que são εopt, refererente à
otimalidade, isto é, declara se o ponto é estacionário, e εfeas referente à viabilidade, isto
é, declara se o ponto satistaz as restrições. Existe também um critério que declara a
convergência para um ponto inviável que estão associados às tolerâncias εfstain e εostain
calculadas a partir das tolerâncias de viabilidade e otimalidade, respectivamente.



























sendo gi(w)+ = max {0, gi(w)}.
A escolha para ρ1 é arbitrária e depende do ponto inicial; o pacote permite ao usuário
a liberdade de escolha ou optar pela escolha padrão. Por outro lado, sabemos que se o
parâmetro da penalidade se tornar muito grande então ou o problema original é inviável
ou a tolerância da viabilidade já foi atingida. Desse modo, um valor máximo padrão para
a penalidade é dado por ρmax = 1020 sendo permitido modificá-lo. Além da estimativa
inicial que deve ser dada no início do processo da otimização, devemos estimar o valor dos
multiplicadores de Lagrange. Se não temos nenhuma confiabilidade nos valores estimados
para os multiplicadores no início, é fortemente recomendado definir como nulo e deixar o
processo atualizar iterativamente.
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Outro recurso que o Algencan oferece ao usuário são três formas que codificam a solução
do problema, isto é, quais subrotinas são executadas no código. Dependendo do problema,
uma escolha pode ser mais adequada, pois, estratégias de armazenamento das variáveis
com relação à esparsidade são usadas. Nesta tese, usamos duas delas, a saber:
• S1: Chama as subrotinas das funções objetivo, gradiente, restrições e a matriz
jacobiana separadamente.
• S2 : Chama uma subrotina que computa a função objetivo e as funções de restrições
juntas, assim como uma subrotina que faz a operação do gradiente e matriz jacobiana
em conjunto.
Para mais detalhes de estratégias da implementação bem como outros recursos dispo-
níveis que deixamos fora dessa seção, ver Birgin e Martínez (2014).
7.3 Restrições
Nesta seção, definimos alguns tipos de restrições que usaremos no problema FWI. No
caso, as restrições podem trazer informações sobre o modelo físico, ou seja, os parâmetros
de velocidades. As restrições são importantes para a obtenção de modelos mais confiáveis
que levam informações físicas do problema à otimização.
7.3.1 Caixa
A restrição mais simples associado ao conjunto Ω sempre será uma caixa, isto é,
Ω = {w ∈ Rn | a ≤ w ≤ b}, (7.6)
com a, b ∈ Rn, sendo que a escolha de a e b deve assegurar que c(w;x) > 0 para todo
w ∈ Ω. Podemos adicionar limitantes a valores de c, isto é, cmin ≤ c(w;x) ≤ cmax para
não haver problemas numéricos na parte que resolve a equação da onda.
7.3.2 Igualdade e Desigualdade
Para as restrições de igualdade e desigualdade, podemos assumir que conhecemos o
valor da velocidade em algum lugar da região de interesse. Assim, seja as seguintes
funções




(c(w;xq)− vq(xq))2 − ε, q = 1, 2, . . . ,D, (7.8)
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onde xq para q ∈ {1, 2, . . . , I} ∪ {1, 2, . . . ,D} indica a posição conhecida a priori para o
campo de velocidade vq(xq) e ε > 0 . Observe que os pontos usados em cada função são
pontos distintos.
Um caso particular seria considerar um perfil de velocidade, que nesse caso os arranjos
dos pontos xq = (xq, zq) consideram xq fixo para diferentes valores de zq, no qual podemos
representar por zq,i, onde i é o índice que percorre os pontos em profundidade, como ilus-
trado na Figura 7.1 para duas perfilagem. Restrições desse tipo são fisicamente possíves








Figura 7.1: Ilustração de perfilagem da velocidade.









= (c(w;xq)− vq(xq)) dc(w;xq)
dw
, (7.9)
onde a derivada de c com respeito a w são dadas no Capítulo 4 de acordo com a parame-
trização escolhida.
7.3.3 Restrições Lineares da Matriz de Interpolação RBF
No Capítulo 4 foram mostradas formas de parametrizar a velocidade como combinação
linear de certas funções bases. No caso da interpolação por funções de base radial (RBF), o
sistema de equações lineares que é resolvido para encontrar os coeficientes da combinação
(varíavel de inversão) podem ser colocados como restrições do problema. Dessa forma,
se considerarmos modelos de velocidade com estruturas complexas e usarmos as funções
radiais devemos inserir a condição
Aw = b, (7.10)
onde A é a matriz de interpolação e b são os coeficientes que contém os nós conhecidos,
sendo que essa equação representa, de forma geral, os três tipos de sistemas que foram con-
siderados. Há duas possibilidades para inserir a condição considerando a parametrização
RBF, a saber:
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• A primeira forma é impor como restrições lineares de igualdade.
• A segunda é usar técnicas de regularização e inserir na função objetivo. A escolha
mais natural é a regularização na norma euclidiana, isto é, ‖Aw − b‖22.
Nesse sentido, a segunda alternativa vai depender de uma constante de regularização
e deixamos essa discussão para o próximo capítulo.
7.4 Problemas Propostos Aplicados à FWI
No capítulo seguinte mostraremos os experimentos numéricos obtidos resolvendo os
tipos de problemas formulados abaixo.
7.4.1 Problema Restrito à Caixa
Minimizar f(w)
sujeito a w ∈ Ω. (7.11)
Denotamos esse problema por FWI-BC, onde BC é a sigla em inglês de Box Constraints.
Ou seja, apenas os valores que limitam inferiormente e superiormente a variável w serão
considerados, isto é, resolveremos uma única vez o subproblema (7.3).
7.4.2 Problema com Restrições de Igualdade
Minimizar f(w)
sujeito a h(w) = 0,
w ∈ Ω.
(7.12)
Esse problema será denotado por FWI-EC (Equality Constraints). Observe que as
restrições de igualdade podem representar as equações (7.7) e (7.10).
7.4.3 Problema com Restrições Gerais
Minimizar f(w)
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Neste caso, denotamos esse problema por FWI-GC (General Constraints), que assume
restrições de igualdade e desigualdade. Analogamente ao problema anterior, as funções
de igualdade e desigualdade não necessariamente são dadas exclusivamente pelas equa-
ções (7.7) e (7.8). De modo geral, elas fazem parte do conjunto dessas restrições.
7.4.4 Problema com Restrições Gerais Adicionando Folgas
O Algencan permite, sem dificuldade, transformar o problema FWI-GC em um pro-
blema com restrições de igualdade adicionando variáveis de folgas não negativas, isto é,
y ∈ Rp+. Na prática, não existem vantagens ou desvantagens da adição de folgas para
um problema geral. Em problemas de programação quadrática essa estratégia pode ser
recomendada. No entanto, os funcionais da FWI se encaixam em perdas quadráticas,
mas pela facilidade no Algencan em adicionar essas variáveis em alguns experimentos
numéricos resolvemos o problema nessa forma, que é dado por
Minimizar f(w)
sujeito a h(w) = 0,
g(w) + y = 0,
y ≥ 0,w ∈ Ω.
(7.14)
O problema resolvido pela equação (7.14) aplicado à FWI será denominado por FWI-
GCS, da sigla em inglês General Constraints with Slacks.
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Capı´tulo8
Experimentos Numéricos
Neste capítulo apresentamos os experimentos numéricos da inversão em três modelos
para testar o desempenho do método de Lagrangiano Aumentado, usando os tipos de
parametrização estudadas para a velocidade.
Os códigos principais estão implementados em Fortran 90. Os pacotes de otimização
estão livremente disponíveis em Birgin e Martínez (2005) e utilizamos o Matlab R2009a
somente na parte gráfica. Foi utilizado o compilador gfortran 5.4.0 com o otimizador -O3
em uma máquina Dell Precision R5500 & FX100 com 2 processadores Intel Xeon X5675,
12 núcleos cada e 192 GB de RAM. Contudo, não foi feita nenhuma otimização de código
e a compilação é serial.
8.1 Parâmetros Fixos
Na simulação numérica estamos utilizando um termo fonte com o sinal da função Ricker
com frequência de pico 20 Hz. O contorno absorvente considera 51 pontos nas laterais
do modelo com as constantes µ = 140 1/s e κ = 8.3 1/km. Os dados observados foram
contaminados com ruídos de 30% do maior valor em módulo da amplitude e filtrados com
um passa-banda de fase nula implementado no SU na banda de 2 Hz a 60 Hz. Também
consideramos esquemas de sexta ordem espacial para os dados sintéticos observados e de
quarta ordem para os dados modelados. A malha usada foi ∆h = 10 m e ∆t = 1 ms
em ambos os esquemas para um fator de 10% de dispersão numérica, isto é, β′ = 2.6
para M = 3 e β′ = 2.8 para M = 2, considerando um intervalo de velocidade na faixa
de 1.5 km/s a 5.0 km/s. O levantamento sísmico está arranjado na configuração de tiro
comum (CS, do inglês Common Shot) do tipo in-line offset, isto é, os receptores estão sobre
a mesma profundidade da fonte, sendo que o menor afastamento entre fonte e receptor
está a 200 m. No Modelo 1 a aquisição sísmica para o dado observado contém 3 tiros com
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espaçamento de 1 km, onde o primeiro tiro está na posição xs = (−3.5 km, 0) para 41
receptores espaçados a cada 120 m. A aquisição para os Modelos 2 e 3 também contém 3
tiros espaçados a cada 1 km, sendo que o primeiro está localizado em xs = (−2.5 km, 0)
para um total de 41 receptores com espaçamentos de 70 m.
8.1.1 Problemas Resolvidos
Para os Modelos 1 e 2, resolvemos os problemas de otimização na forma FWI-EC, FWI-
GC e FWI-GCS. Neste último, aplicamos variáveis de folgas não negativas que convertem
as restrições de desigualdade em igualdade, já que sabemos que restrições de igualdade
são mais exigentes na viabilidade do problema. Porém, restrições de desigualdade podem
beneficiar o Algencan (Birgin e Martínez, 2014). Também resolvemos o problema na
forma FWI-BC apenas no Modelo 1, por ser de baixa complexidade, para analisar o
comportamento da minimização em caixa sem influencia de outras restrições. No Modelo
3, os problemas de otimização resolvidos foram os padrões FWI-EC e FWI-GC. Em
todos os experimentos foram usados os seguintes parâmetros no Algencan εopt = 10−05 e
εfeas = 10
−08 para a otimalidade e viabilidade, respectivamente. Para os Modelos 1 e 2
foram definidos como número máximo de iterações 100 e 50 para a interna e externa; no
Modelo 3 reduzimos para 50 e 25, respectivamente.
Para analisar a robustez pelas escolhas da função objetivo pelo funcional que mede o
resíduo entre os dados sísmicos, em todos os modelos, consideramos os funcionais QMP,
QMPA e Cauchy. Para medir o desempenho do Algencan para os diferentes problemas
testados, reportamos em tabelas com as saídas:
• iterin: Número de iterações internas;
• iterex: Número de iterações externas;
• fcnt: Número de avaliações do funcional;
• gcnt: Número de avaliações do gradiente;
• ccnt: Número de avaliações das restrições;
• jaccnt: Número de avaliações do jacobiano das restrições;
• tempo: Tempo de CPU em horas;
• f(w˜): Melhor valor encontrado do funcional;
• flag : Inteiro que retorna a razão pelo fim de execução do método, a saber:
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I 1: Solução encontrada (o que pode não significar um minimizador global);
I 0: Número de iterações excedidas;
I -1: Decréscimo insuficiente causado por um passo muito pequeno;
I -2: Possível ponto estacionário de inviabilidade;
I -3: Alcance máximo permitido do parâmetro de penalização (ρmax = 10+20);
I -4: Falhou.
A falha nesse caso significa que o algoritmo retorna NaN ou Inf em uma das subro-
tinas internas. No padrão IEEE isso ocorre quando operações ilegais são feitas, isto é,
divisão por zero ou quando a capacidade numérica na representação sofre overflow ou
underflow. No entanto, o Algencan tenta sair desse impasse, às vezes com sucesso, mas
com a desvantagem de aumentar o tempo computacional. Para as restrições no problema
de otimização, utilizamos perfis verticais de velocidade que foram extraídos dos modelos
verdadeiros contaminados por um ruído aleatório de 10% do maior valor da velocidade.
A parametrização escolhida nos experimentos para avaliar o desempenho do Algencan foi
a parametrização na forma estruturada vista na Seção 4.1.
8.2 Modelo 1
O Modelo 1, ilustrado na Figura 8.1, consiste de uma função de velocidade com gradi-
ente dada por
c∗(x, z) = 2 + (x+ 4)/16 + 2(z + 0.5)/3, (8.1)
a região de interesse é concentrada nos pontos em que não há influência do contorno
absorvente, sendo que na profundidade existe uma extensão na superfície no valor dos
pontos do contorno para não haver atenuação do pulso no momento da “explosão”.
O experimento sísmico é composto por três tiros espaçados a cada 1 km, sendo que
a primeira fonte está na posição xs = (−3.5 km, 0) para um total de 41 receptores com
espaçamentos de 120 m.
As funções bases para a parametrização foram φ0(x, z) = 1.5, φ1(x, z) = 1, φ2(x, z) =
(x + 4)/8 e φ3(x, z) = (z + 0.5)/3. Portanto, o ponto ótimo para a recuperação exata
do modelo pela combinação linear é w∗ = (0.5, 0.5, 2). A caixa do problema é dada por
Ω = {w ∈ R3 | 0 ≤ w1, w2, w3 ≤ 5} e o ponto inicial usado foi w0 = (0, 0, 0). Desse
modo, o modelo de velocidade inicial é constante, c0 = 1.5 km/s. A Tabela 8.1 exibe
o desempenho obtido no Algencan resolvendo o problema considerando somente a caixa
(FWI-BC). Logo, não temos iterações externas devido ao Lagrangiano Aumentado.


























Figura 8.1: Modelo exato da velocidade com gradiente.
Nesse caso a estimativa final do modelo foi em torno de c(w˜;x) ≈ 1.5 km/s, isto
é, w˜ ≈ 0. Esse resultado é esperado devido ao mau condicionamento, já analisado
no Capítulo 6. Porém, tivemos dois casos com flags positivas, sendo que o número de
avaliações do gradiente foi maior do que o número de avaliações da função objetivo. Essa
diferença é devida à chamada interna do Gencan que usa o método do Gradiente Espectral
Projetado (SPG, da sigla em inglês Spectral Projected Gradient), utilizado para encontrar
a direção de busca em problemas nesse padrão. Esse resultado mostra a importância dos
fatores de regularizações para resolver o problema nas formas irrestrita e restrita à caixa.
FWI-BC
função iterin fcnt gcnt tempo (h) f(w˜) flag
QMP 5 7 12 0.69 1.670D + 00 1
QMPA 7 66 12 1.45 1.140D + 01 -1
Cauchy 5 7 12 0.69 6.253D + 04 1
Tabela 8.1: Desempenho do Algencan no problema FWI-BC para o Modelo 1.










ficou cerca de 53%, considerando apenas a região de interesse, para as funções objetivos
testadas. A Figura 8.2 exibe o erro relativo ponto a ponto do modelo estimado no Algencan
usando o funcional QMP, que revela um erro máximo de 70%. A seção sísmica para o
segundo tiro do dado observado é exibida na Figura 8.3 (a). A seção sísmica para o
dado modelado, pela estimativa usando o funcional QMP, é exibida na Figura 8.3 (b)
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e a diferença, entre as seções, é exibida na Figura 8.3 (c). A escala das amplitudes nas
Figuras 8.3 (a), (b) e (c) são iguais. Note que, mesmo estando em um mínimo local, temos
uma grande discrepância entre os dados sísmicos. Os resultados para os outros funcionais

































Figura 8.2: Erro relativo da velocidade obtido pelo Algencan no problema FWI-BC usando









































Figura 8.3: Seção CS no segundo tiro para o Modelo 1 do problema FWI-BC: (a) Obser-
vada; (b) Modelada pela velocidade estimada através do funcional QMP; (c) Diferença.
Adicionamos ao problema de otimização as restrições pelos perfis de velocidades (mar-
cações × na Figura 8.1) que estão na coordenada x = 2 km e distribuídos uniformemente
em 36 pontos na profundidade com início em 50 m até 1.8 km. As restrições são dadas
pelas equações (7.7) e (7.8), onde vq são as velocidades no perfil. Nos problemas que envol-
vem restrições de igualdade e desigualdade, escolhemos somente os 9 primeiros pontos para
a função de igualdade e os restantes satisfazem a desigualdade com ε = 0.001 max
1≤q≤36
{vq}.
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A Tabela 8.2 exibe o desempenho do Algencan nos problemas com restrições nos proble-
mas propostos. No caso, o problema com restrições de igualdade (FWI-EC) apresentou
menor esforço nas chamadas das subrotinas, o que foi refletido no tempo de execução,
além de apresentar menores reduções nas funções objetivos. Apesar das flags negativas,
a solução final estimada do modelo é boa, com o erro percentual absoluto médio de 0.3%
para os três funcionais. No problema FWI-GC tivemos 3.3% para os funcionais QMP
e Cauchy e 9.7% para QMPA. Para o problema FWI-GCS, os erros percentuais médios
foram cerca de 3.3%, 3.2% e 3.6% para QMP, Cauchy e QMPA, respectivamente. Ou seja,
a adição de variáveis de folgas foi vantajosa para o funcional QMPA. Apesar da adição
de folgas aumentar o número de variáveis do problema, esse aumento não se refletiu no
aumento da complexidade ou do tempo de execução.
função iterex fcnt gcnt ccnt jaccnt tempo (h) f(w˜) flag
FWI-EC
QMP 6 69 56 2700 2232 3.18 1.107D + 00 -2
QMPA 6 123 72 4788 2808 4.37 9.906D + 01 -2
Cauchy 8 248 47 9180 1980 5.65 5.597D + 04 -2
FWI-GC
QMP 7 172 81 6544 2538 6.10 1.178D + 00 -2
QMPA 7 636 110 23428 3291 13.00 1.240D + 01 -2
Cauchy 11 672 118 24786 3509 13.40 5.759D + 04 -2
FWI-GCS
QMP 8 145 101 5787 3924 6.80 1.178D + 00 -2
QMPA 7 413 101 15399 3888 9.66 1.286D + 01 -2
Cauchy 9 474 87 17523 3456 9.72 5.781D + 04 -2
Tabela 8.2: Desempenho do Algencan nos problemas FWI-EC, FWI-GC e FWI-GCS para
o Modelo 1.
As Figuras 8.4 (a), (b) e (c) exibem os modelos de velocidades estimados pelo funcional
QMPA nos problemas FWI-EC, FWI-GC e FWI-GCS, respectivamente. No primeiro
problema, temos uma recuperação muito boa, já para os dois últimos temos diferenças na
inclinação do modelo se comparada ao modelo verdadeiro. As Figuras 8.5 (a), (b) e (c)
exibem os erros relativos dos modelos estimados, e temos erros máximos com cerca de
1% para FWI-EC, 25% para FWI-GC e de 15% para FWI-GCS. Porém, no problema
FWI-GC, cerca de 60% dos pontos estão com erros relativos abaixo de 10%. Para o FWI-
GCS, a maioria dos pontos estão com erros em torno de 5%. As estimativas pelos outros
funcionais foram boas, similares ao resultado do problema FWI-EC, com erros relativos
no máximo de 10%.
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Devemos lembrar que os modelos são os nossos alvos, mas a minimização busca o melhor
ajuste dos dados sísmicos observado e modelado. As Figuras 8.6, 8.7 e 8.8 (a), (b) e (c)
exibem as seções CS no segundo tiro, todas em mesma escala de amplitude, para o dado
observado, modelado pela velocidade estimada pelo funcional QMPA para os problemas
de otimização FWI-EC, FWI-GC e FWI-GCS, e as diferenças entre as seções, respec-
tivamente. Idealmente, se busca um resultado com resíduos baixos. Nessas imagens o
resíduo com o dado observado é livre de ruídos para obter uma imagem melhor. Mas,
no processo da inversão o dado observado está contaminado por ruídos, como já men-
cionamos no início (ver Seção 8.1). Observe que nas seções CS, obtidas pelos modelos
estimados com os maiores erros, exibem bastante similaridades na parte cinemática. Isso
mostra a característica do problema de inversão sísmica ser mal-posto, já que uma veloci-
dade aparentemente afim na profundidade, modelo obtido pelo FWI-GCS, tem um ajuste
bem próximo nos tempos do dado observado, que foi obtido por uma velocidade afim na
profundidade com variação lateral.
Comparando com o resultado do problema FWI-BC, temos que as restrições adicionais
pelos perfis foram importantes na solução final estimada, uma vez que somente usando a
restrição de caixa não foi suficiente em obter bons resultados. Para mostrar a robustez
do Algencan referente ao esforço de procurar soluções viáveis, ou seja, soluções que pro-
curam ser comparáveis às restrições dos perfis, exibimos nas Figuras 8.9 (a), (b) e (c) a
comparação entre os perfis estimados com o perfil usado nas restrições para os funcionais
nos problemas FWI-EC, FWI-GC e FWI-GCS, respectivamente. O perfil exato seria uma
reta. No entanto, o perfil conhecido tem ruídos de 10% do maior valor da velocidade
no perfil exato, como mencionado na Subseção 8.1.1. Observe que no perfil não houve
diferença pela escolha do funcional nos problemas FWI-EC, FWI-GC e FWI-GCS. Além
disso, como já observamos, o modelo de velocidade obtido pelo funcional QMPA tem
erros na inclinação resolvendo os problemas FWI-GC e GWI-GCS. Mas, se observamos
a posição do perfil no modelo estimado, a variação obtida é bem próxima ao modelo
exato. Nesse sentido, podemos dizer que os modelos estimados, através da análise dos
erros relativos, conseguem obter um perfil com erros abaixo do que foi introduzido no
perfil conhecido. Logo, o método do Lagrangiano Aumentado PHR mostra-se bem ro-
busto na solução do problema. Novamente, não houve diferenças significativas entre os
outros funcionais. Porém, os resultados pelos funcionais Cauchy e QMP tiveram erros
percentuais menores.















































































Figura 8.4: Velocidades estimadas pelo Algencan usando o funcional QMPA para o Modelo
1 nos problemas: (a) FWI-EC; (b) FWI-GC; (c) FWI-GCS.





























































































Figura 8.5: Erros relativos das estimativas pelo Algencan usando o funcional QMPA para
o Modelo 1 nos problemas: (a) FWI-EC; (b) FWI-GC; (c) FWI-GCS.









































Figura 8.6: Seção CS no segundo tiro para o Modelo 1: (a) Observada; (b) Modelada pela









































Figura 8.7: Seção CS no segundo tiro para o Modelo 1: (a) Observada; (b) Modelada pela









































Figura 8.8: Seção CS no segundo tiro para o Modelo 1: (a) Observada; (b) Modelada pela
velocidade estimada do problema FWI-GCS; (c) Diferença.
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Figura 8.9: Comparação dos perfis de velocidade do Modelo 1 nos problemas: (a) FWI-
EC; (b) FWI-GC; (c) FWI-GCS.
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8.3 Modelo 2
O Modelo 2 consiste de um modelo com três interfaces planas com velocidades c0 =
2.0 km/s, c1 = 2.7 km/s e c2 = 3.5 km/s, ilustrado na Figura 8.10, onde as marcações
em × representam os pontos do perfil de velocidades. Nesse caso, temos um total de
30 pontos nas coordenadas (1 km, 0.05(1 + q) km), com q = 0, 1, . . . , 29. O experimento
sísmico contém três tiros espaçados a cada 1 km, sendo que o primeiro tiro está localizado
























Figura 8.10: Modelo exato de velocidade com interfaces planas.
As funções bases serão dadas pela equação (4.6), onde ẑi = 0.1i, para i = 1, 2, . . . , 21,
com φ0(x, z) = 1.5. Portanto, como o modelo de entrada consiste de 20 interfaces pré-
definidas teremos 21 variáveis. O ponto inicial usado foi w0 = 0, isto é, o modelo de
velocidade inicial é o modelo constante c(w0;x, z) = 1.5 km/s. Em relação às restrições,
as funções são dadas por (7.7) e (7.8), sendo que nos problemas que usam restrições de
igualdade e desigualdade somente os 8 primeiros pontos do perfil são pontos de igualdade.
A constante das restrições de desigualdade é calculada da mesma forma que no modelo
anterior. Por fim, a restrição da caixa é dada por Ω = {w ∈ R21 | 0 ≤ wi ≤ 5, i =
1, 2, . . . , 21}. Os problemas resolvidos nesse modelo foram FWI-EC, FWI-GC e FWI-
GCS. O desempenho do Algencan é exibido na Tabela 8.3. Observamos que no problema
FWI-EC, para os funcionais QMP, QMPA, e no problema FWI-GC, para o funcional
QMP, foram reportadas falhas. Essas falhas ocorreram porque não usamos a salvaguarda
de limitar o valor da velocidade no processo e nesses casos a função objetivo retorna valores
grandes, causando erros numéricos, isto é, a modelagem numérica do campo modelado
deve estar fora das condições de estabilidade para os passos da malha definido. Nos outros
casos tivemos a mesma mensagem de parada, isto é, nesses pontos os gradientes (matrizes
jacobianas) das restrições são pequenos.
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função iterex fcnt gcnt ccnt jaccnt tempo (h) f(w˜) flag
FWI-EC
QMP 5 507 156 15720 4830 9.27 1.885D + 00 -4
QMPA 5 358 116 11070 3630 6.99 5.338D + 00 -4
Cauchy 7 358 47 10950 1620 4.53 6.007D + 04 -2
FWI-GC
QMP 3 208 94 6503 2404 6.69 1.684D + 00 -4
QMPA 8 889 343 27518 8049 21.50 5.042D + 00 -2
Cauchy 8 663 85 20132 2030 10.53 5.845D + 04 -2
FWI-GCS
QMP 9 630 295 19822 9120 17.99 1.883D + 00 -2
QMPA 8 947 393 29332 12030 23.65 5.043D + 00 -2
Cauchy 8 405 95 12412 3090 8.75 5.835D + 04 -2
Tabela 8.3: Desempenho do Algencan nos problemas FWI-EC, FWI-GC e FWI-GCS para
o Modelo 2.
Os erros percentuais absolutos médios para o problema FWI-EC foram 13.0%, 14.4%
e 14.6%, para QMP, QMPA e Cauchy, respectivamente. Nesta mesma ordem, tivemos
17.6%, 14.8% e 15.8% para o problema FWI-GC e 14.0%, 14.9% e 13.3% para FWI-GCS.
Ou seja, não houve grandes diferenças entre as estimativas. As Figuras 8.11 (a), (b) e (c)
exibem os modelos de velocidades estimados para o funcional QMP pelos três problemas
resolvidos. Observamos que nas velocidades encontradas existem boas estimativas até a
profundidade de 1.5 km, que corresponde ao último ponto do perfil usado nas restrições.
Desse modo, as restrições têm uma grande contribuição na solução, usando a informação
dos perfis. Nas partes finais não houve grandes atualizações na otimização desde o modelo
inicial. Para comparar ao modelo verdadeiro, as Figuras 8.12 (a), (b) e (c) exibem os erros
relativos das estimativas anteriores, e observa-se que, na maioria dos pontos entre o perfil
de velocidades, os erros estão abaixo de 10%. Os erros máximos estão entre 60% a 70%
acima da profundidade de 1.5 km. As estimativas dos outros funcionais foram bem seme-
lhantes a esse caso com erros máximos de até 60%. As Figuras 8.13, 8.14 e 8.15 (a), (b) e (c)
exibem, respectivamente, as seções CS: do dado observado; dos dados modelados pelas
estimativas anteriores e as diferenças. Observe que nos dados modelados existem as re-
flexões das interfaces “artificiais” do modelo de entrada, porém as reflexões verdadeiras
estão boas na parte cinemática e algumas têm um bom ajuste na amplitude. Também
observamos que a onda direta tem um bom ajuste nos tempos e não tão bons nas am-
plitudes, uma vez que há resíduos significativos. As Figuras 8.16 (a), (b) e (c) exibem
os perfis estimados comparando-os com o perfil conhecido. O resultado exibe a eficiência
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do Algencan em manter a viabilidade do problema. Novamente, não tivemos diferenças









































































Figura 8.11: Velocidades estimadas para o Modelo 2 usando o funcional QMP pelo Al-
gencan nos problemas: (a) FWI-EC; (b) FWI-GC; (c) FWI-GCS.






























































































Figura 8.12: Erros relativos das estimativas para o Modelo 2 usando o funcional QMP
pelo Algencan nos problemas: (a) FWI-EC; (b) FWI-GC; (c) FWI-GCS.









































Figura 8.13: Seção CS no segundo tiro para o Modelo 2: (a) Observada; (b) Modelada









































Figura 8.14: Seção CS no segundo tiro para o Modelo 2: (a) Observada; (b) Modelada









































Figura 8.15: Seção CS no segundo tiro para o Modelo 2: (a) Observada; (b) Modelada
pela velocidade estimada pelo problema FWI-GCS usando QMP; (c) Diferença.
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Figura 8.16: Comparação dos perfis de velocidades para o Modelo 2 nos problemas: (a)
FWI-EC; (b) FWI-GC; (c) FWI-GCS.
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8.4 Modelo 3
O Modelo 3 consiste das interfaces Σ1 = {(x,Z1(x) = 0.5), x ∈ R}, Σ2 = {(x,Z2(x) =
0.6 + tg(pi/6)x), x ∈ R} e Σ3 = {(x,Z3(x) = 1.5 + 0.5e−(x−0.4)2), x ∈ R} com velocidades
variando de 2 km/s a 4 km/s, exibido na Figura 8.17, onde as marcações × indicam as
posições do perfil de velocidades que estão nas coordenadas (2 km, 0.05q km), onde q =
0, 1, . . . , 32. Nos meios 2 e 3 temos uma velocidade com gradiente e afim na profundidade,
respectivamente. Nos outros a velocidade é constante. Portanto, a parametrização da
velocidade considera fixo as três interfaces e a otimização buscará os coeficientes ótimos

























Figura 8.17: Velocidade exata do Modelo 3.
O experimento sísmico tem três tiros e 41 receptores, espaçados a cada 1 km e 70 m, res-
pectivamente. O primeiro tiro está na coordenada (−2.5 km, 0). O modelo de velocidade
de entrada é construído pelas funções bases da equação (4.8), sendo que em cada interface
os parâmetros das velocidades são velocidades com gradientes. Assim, a otimização que
decide se existe variação lateral ou afim na profundidade. Consideramos φ0(x, z) = 1.5 e a
aproximação inicial foi w0 = 0, em outras palavras o modelo de velocidade inicial é cons-
tante. A caixa do problema é dada por Ω = {w ∈ R12 | 0 ≤ wi ≤ 3, i = 1, 2, . . . , 12}. Para
o problema FWI-GC, os 8 primeiros pontos do perfil satisfazem as restrições de igualdade
e os pontos restantes são de desigualdade. Para evitar a falha do algoritmo pela flag −4
como no Modelo 2, inserimos a condição em limitar os valores da velocidade, assim as
velocidades abaixo de 1.5 km/s ou acima de 5 km/s são condicionadas a esses extremos na
entrada da subrotina do método numérico. A Tabela 8.4 exibe o desempenho do Algencan
nos problemas FWI-EC e FWI-GC, que teve o mesmo critério de parada já observado nos
modelos das Seções 8.2 e 8.3. Nesse caso, tivemos a maior redução da função objetivo no
problema FWI-GC com o funcional QMPA. Os erros percentuais absolutos médios foram
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cerca de 1.3% para QMP, 12.7% para QMPA e 5.4% para Cauchy no problema FWI-EC.
No problema FWI-GC, tivemos 1.6%, 1.3% e 6.2% para os funcionais QMP, QMPA
e Cauchy, respectivamente. As Figuras 8.18 (a) e (b) exibem o modelo estimado pelo
funcional QMPA nos problemas resolvidos e as Figuras 8.19 e 8.20 exibem os erros re-
lativos, em que a escala de cores foi limitada a 30% e 10%, respectivamente, para obter
uma melhor variação. Porém, no primeiro problema, aparecem erros com máximos de
até 50% comparado ao modelo verdadeiro, e no segundo, apresenta erros com cerca de
20%. Contudo, observe que, na região do perfil de velocidades, ambos os erros têm valo-
res abaixo de 10%. Os outros funcionais apresentam erros máximos de 30% para QMP
e Cauchy no problema FWI-EC. No FWI-GC, temos 15% e 25% para QMP e Cauchy,
respectivamente. Esses índices apresentam o mesmo comportamento observado, isto é,
estão concentrados mais no lado esquerdo e nos pontos finais em profundidade maior do
que 2 km.
função iterex fcnt gcnt ccnt jaccnt tempo (h) f(w˜) flag
FWI-EC
QMP 9 721 300 25047 10197 24.35 9.440D− 01 −2
QMPA 8 706 248 24321 8448 22.51 5.360D + 00 −2
Cauchy 9 722 110 24420 3927 17.14 5.127D + 04 −2
FWI-GC
QMP 7 521 214 17945 4151 18.99 9.428D− 01 −2
QMPA 8 757 323 26255 6413 25.37 3.158D + 00 −2
Cauchy 8 443 83 15053 1783 11.41 6.265D + 04 −2
Tabela 8.4: Desempenho do Algencan nos problemas FWI-EC e FWI-GC para o Modelo
3.
As Figura 8.21 e 8.22 (a), (b) e (c) exibem os dados observado e modelado, na estimativa
dada pelo funcional QMPA, e a respectiva diferença. No primeiro problema temos um
bom ajuste nos tempos, mas com amplitudes diferentes, dos eventos da onda direta e da
primeira reflexão. No Problema FWI-GC, o resíduo obtido é pequeno, mostrando ter sido
uma boa solução. Como já haviamos comentado, na região do perfil, as velocidades têm
boas aproximações, o que é exibido em detalhe nas Figuras 8.23 (a) e (b). Novamente, a
escolha dos funcionais localmente não revelam ter diferenças, bem como o tipo de problema
que foi resolvido. Portanto, resultados melhores poderiam ser garantidos se houvesse pelo
menos outro perfil, por exemplo, na região negativa da coordenada horizontal.



















































Figura 8.18: Velocidades estimadas para o Modelo 3 usando o funcional QMPA pelo
































Figura 8.19: Erro relativo para o Modelo 3 usando o funcional QMPA pelo Algencan no
problema FWI-EC.









































































Figura 8.21: Seção CS no segundo tiro para o Modelo 3: (a) Observada; (b) Modelada









































Figura 8.22: Seção CS no segundo tiro para o Modelo 3: (a) Observada; (b) Modelada
pela velocidade estimada pelo problema FWI-GC; (c) Diferença.
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Figura 8.23: Comparação dos perfis de velocidades para o Modelo 3 nos problemas: (a)
FWI-EC; (b) FWI-GC.
8.5 Considerações Finais
Para os três modelos, o uso do Algencan, resolvendo os problemas de otimização com
restrições de igualdade e/ou igualdade e desigualdade, mostrou-se um método bem ro-
busto. Apesar do critério de parada não obter soluções do minimizador local (ou global),
a viabilidade da solução foi um fator de sucesso. Nesse sentido, o modelo obtido pelo
Algencan pode ser um modelo inicial muito bom para o problema FWI convencional.
Para isso, no Capítulo 9, mostramos uma abordagem de como isso pode ser feita para
um modelo mais complexo do que foi analisado nestes experimentos. Além disso, pela
complexidade do modelo que será estudado no próximo capítulo, podemos explorar os
outros tipos de parametrização estudadas no Capítulo 4.
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Capı´tulo9
Abordagem Duas Fases para a Inversão da
Forma de Onda Completa
Neste capítulo mostramos uma abordagem que pode ser aplicada em conjunto com o
problema não linear restrito com o problema convencional, a qual denominamos método
Duas Fases. O método FWI convencional foi implementado em Matlab, no qual resolve-
mos a equação da onda no domínio da frequência explicado no Apêndice C, baseando-se
na solução obtida por Hustedt et al. (2004) e Leeuwen e Herrmann (2016). A principal
razão da escolha no domínio da frequência foi por ser mais barato computacionalmente
e usamos as estratégias de armazenamento de matrizes esparsas que o Matlab dispõe. A
máquina usada para os experimentos na Fase I mantêm a mesma configuração descrita
no Capítulo 8. Na Fase II, temos um processador Intel core i5 da sétima geração com 4
núcleos com 16 Gb de RAM, e foi executado serialmente.
9.1 Método Duas Fases
O método Duas Fases para a FWI é um procedimento inspirado nos resultados do
Capítulo 8. Sabemos que o método FWI convencional garante bons resultados a partir de
boas aproximações iniciais do modelo de velocidade. Atualmente existem pesquisas para-
lelas à FWI apenas se dedicando a buscar modelos iniciais, geralmente usando métodos de
tomografia e/ou estereotomografia sísmica (Prieux et al., 2012; Tavakoli et al., 2017). Pela
análise da FWI como um problema não linear com restrições, obtivemos boas estimativas,
garantindo boas viabilidades pelo uso dos perfis de velocidades, partindo de um modelo
de velocidade inicial constante. Apesar da solução serem próximas dos valores dos perfis
usados, a qualidade do modelo é limitada ao tipo das funções parametrizadas. Assim, é
razoável propor um método Duas Fases que segue o diagrama ilustrado na Figura 9.1.

















Figura 9.1: Diagrama do método Duas Fases à FWI.
Na Fase I, aplicamos o Algencan pelo método de Lagrangiano Aumentado PHR, resol-
vendo o problema com restrições, usando alguma parametrização para reduzir a dimensão
do problema. Uma vez que, o Algencan usa um método mais robusto, que pode vir a ser
mais caro computacionalmente do que métodos de otimização sem restrições. Na Fase II,
usamos o método convencional da FWI, porém restrito à caixa, e sem usar parametriza-
ções no modelo de velocidade. Ou seja, as variáveis são todos os pontos do modelo de
velocidade. De fato, a variável de inversão será m(x) = 1/c(x)2. Desse modo, tiramos
a limitação causada pela escolha das bases da parametrização. Como um dos passos do
Algencan é resolver um problema restrito à caixa, na Fase II usamos o mesmo método,
isto é, o método de Gradiente Espectral Projetado (SPG), da sigla em inglês Spectral Pro-
jected Gradient, proposto por Birgin et al. (2000). Também testamos com o método mais
estabelecido na literatura que é o L-BFGS, da sigla em inglês Limited-memory Broyden-
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Fletcher-Goldfarb-Shanno, proposto por Liu e Nocedal (1989), que não utiliza restrições
tipo caixa. No Apêndice C, detalhamos a teoria, bem como a discretização para a im-
plementação da FWI convencional feita em Matlab R2009a, incluindo os algoritmos da
otimização.
Observe que, o procedimento pode ter tomadas de decisão em relação ao modelo fi-
nal, isto é, se o modelo está aceitável paramos ou podemos retroalimentar o Algencan
melhorando as informações das funções da parametrização. Por exemplo, adicionar mais
horizontes ou obter nós melhores. Esse procedimento pode não ser automático se usarmos
a parametrização por interfaces empregando algum método de migração em profundidade,
uma vez que o picking das interfaces pode ser manual. O dado de entrada do fluxograma
são os coeficientes da parametrização: após o fim da execução do Algencan (Fase I), o
modelo de velocidade é obtido pelos coeficientes ótimos e se torna o modelo de entrada
para a FWI convencional (Fase II).
9.2 Parâmetros Fixos na Fase I
A simulação numérica, em todos os experimentos, na Fase I, utiliza um termo fonte com
sinal da função Ricker com frequência de pico 20 Hz. O contorno absorvente considera
51 pontos nas bordas com as constantes µ = 140 1/s e κ = 8.3 1/km. Consideramos
esquemas de sexta-ordem espacial para os dados (sintéticos) observados e de quarta-
ordem para os dados modelados. A malha usada foi ∆h = 10 m e ∆t = 1 ms para ambos
os esquemas para um fator de 10% de dispersão numérica, isto é, β′ = 2.6, para M = 3,
e β′ = 2.8, para M = 2, considerando um intervalo de velocidade na faixa de 1.5 km/s
e 5.0 km/s. A aquisição sísmica está arranjada na configuração de tiro comum do tipo
in-line offset, sendo que o menor afastamento entre fonte e receptor está a 200 m. O
modelo de velocidade usado será uma parte do Marmousi II (Martin et al., 2002). O dado
observado contém 5 tiros e 101 receptores com espaçamentos de 500 m e 10 m, sendo
xs = (0.5 km, 0.25 km) a posição do primeiro tiro. Além disso, no processo da inversão, o
dado observado foi contaminado com ruídos aleatórios de 30% do maior valor em módulo
da amplitude e filtrados com uma passa-banda de fase nula, implementado no SU, na
banda de 2 Hz a 60 Hz. Os perfis de velocidades conhecidos são contaminados com ruídos
aleatório de 10% do maior valor da velocidade. Reportamos em tabelas, com as mesmas
saídas descritas no Capítulo 8, Subseção 8.1.1, para analisar o desempenho do Algencan
nos problemas resolvidos na Fase I. As tolerâncias para otimalidade e viabilidade foram
definidas como εopt = 10−04 e εfeas = 10−04. Para os Modelos 1 (A e B), o número
máximo de iterações internas e externas foram 30 e 22. Para os Modelos 2 (A e B), 3
(A, B e C) e 4 ( A e B), o número máximo de iterações internas é 20, e para as externas
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os valores máximos foram 16, 8 e 6, respectivamente. A distinção desses valores refletem
a dificuldade nos problemas ao longo dos experimentos, isto é, nos últimos modelos a
diferença entre os pontos nas iterações não eram atrativas.
9.3 Experimentos Numéricos: Fase I
Esta seção é dedicada a experimentos somente da Fase I para o modelo Marmousi II.
Esse modelo tem uma complexidade maior do que os modelos testados no Capítulo 8,
assim as parametrizações escolhidas serão: estruturadas; função de base radial (RBF);
aproximação B-splines (AB-splines) e RBF no sentido de quadrados mínimos. Nos expe-
rimentos, ainda analisamos a robustez pelas escolhas dos três tipos de funcionais QMP,
QMPA e Cauchy. Para medir o desempenho do Algencan para os problemas de otimização
FWI-EC e FWI-GC, reportamos as saídas em tabelas seguindo o mesmo padrão descrito
na Subseção 8.1.1. O modelo Marmousi II é ilustrado na Figura 9.2, que contém três per-
fis de velocidades, que serão usados nas funções de restrições, equações (7.7) e (7.8). Os
perfis são marcados por × e estão nas coordenadas (0.5 km, zq), (1.5 km, zq) e (2.5 km, zq),
sendo zq = 0.05q, q = 0, 1, . . . , 30. Ou seja, teremos 93 pontos de velocidades conhecidas
(vq), contaminados por ruídos aleatório de 10% do maior valor de velocidade, usados nas
funções de restrições das equações (7.7) e (7.8). Xiang et al. (2016) usaram um valor mí-
nimo de 8 poços para os perfis de velocidades e no máximo 60 perfis para uma abordagem
FWI que usam velocidades interpoladas através desses perfis para o modelo Marmousi.
Desse modo, a escolha de três perfis não é abusiva. No FWI-GC, somente os 23 primeiros
pontos foram restritos à função de igualdade e os 70 restantes satisfazem à função de
desigualdade com a constante ε = 0.001 max
1≤q≤93
{vq}. Os parâmetros fixos na Fase I, para























Figura 9.2: Velocidade exata Marmousi II com três perfis de velocidades.
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9.3.1 Modelo 1A
O Modelo 1A representa a parametrização do modelo de velocidade pela forma estru-
turada, isto é, semelhante ao Modelo 3 do Capítulo 8. As interfaces, pré-definidas no
processo, foram baseados em imagens de migração observados em Costa et al. (2008) e Li
e Fomel (2013). Desse modo, a partir de pontos do modelo de velocidade, guiado pelas
imagens migradas, aplicamos uma interpolação 1D, usando splines cúbicas pelo software
Matlab 2009a, para a construção de quatro interfaces. Assumimos que, entre as camadas
das interfaces, os parâmetros de velocidades sejam funções de velocidades com gradientes.
Portanto, o problema é w ∈ R15 e o ponto inicial usado na minimização foi w = 0, com
φ0(x) = 1.5. Desse modo, a velocidade inicial é um modelo homogêneo ilustrado na Fi-
gura 9.3. Note que, na primeira iteração, no Algencan, não haverá nenhuma diferença de
velocidade entre as interfaces. Neste caso, esperamos que o Algencan nos retorne o melhor
modelo guiado pelas funções bases de velocidades com gradientes usando essas “restrições”























Figura 9.3: Velocidade inicial (homogênea) obtida pelo ponto inicial na parametrização
de interfaces para o Modelo 1A.
A restrição da caixa é dada por Ω = {w ∈ R15 | 0 ≤ wi ≤ 4.0, i = 1, 2, . . . , 15}
e pela complexidade do modelo, a salvaguarda da velocidade é dada por 1.5 km/s ≤
c(w;x) ≤ 3.7 km/s, a qual a informação do limite superior foi extraído do maior valor do
perfil de velocidade contaminado com ruído aleatório. A Tabela 9.1 exibe o desempenho
do Algencan nos problemas FWI-EC e FWI-GC. A parada do algoritmo foi o alcance
máximo do parâmetro de penalização com aviso de que o problema pode ser inviável ou
mal escalado, mas convém alguma análise adicional. Observe que, nesse caso, o número
de iterações foram bem maiores do que os modelos testados no Capítulo 8, mas com
tempo de execução menor do que o Modelo 3 da Seção 8.4. Isso ocorreu porque nas
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subrotinas internas o algoritmo reportava a flag −1, isto é, o tamanho de passo, pelas
buscas lineares, encontrado era muito pequeno e, então, o algoritmo escolhe abandonar
a subrotina interna e fazer uma nova iteração externa. Os erros percentuais absolutos
médios foram abaixo de 7% para os dois problemas, independentemente da escolha do
funcional. As Figuras 9.4 (a) e (b) exibem a estimativa e o erro relativo pelo problema
FWI-GC para o funcional Cauchy. Pela imposição do modelo parametrizado, sabemos que
a estimativa final não representaria bem as várias camadas e falhas do modelo verdadeiro.
Porém, com relação ao parâmetros de velocidade, temos uma boa aproximação em boa
parte do modelo. O erro máximo está na ordem de 60%, sendo que menos de 4% dos
pontos totais do modelo (60551 = 401 × 151) estão acima de 30%. Os erros observados
próximo as interfaces fixas, indicam um erro da posição da interface pelo picking de pontos,
mas mostraremos a frente que esse erro tende a diminuir na Fase II. As estimativas dos
outros funcionais para o mesmo problema foram praticamente iguais com a mesma ordem
de erro máximo. No caso do problema FWI-EC, também não houve grandes diferenças,
contudo os erros máximos caíram para 50%, em todos os funcionais, com cerca de 4.2%
de pontos com erros acima de 30%.
função iterex fcnt gcnt ccnt jaccnt tempo (h) f(w˜) flag
FWI-EC
QMP 22 547 182 54033 19065 6.6 2.848D + 00 −3
QMPA 22 540 175 52545 18414 6.4 1.318D + 00 −3
Cauchy 17 407 146 40083 15252 5.2 2.670D + 05 −3
FWI-GC
QMP 22 409 191 40355 16282 6.5 2.412D + 00 −3
QMPA 21 492 179 48078 15497 6.5 1.311D + 00 −3
Cauchy 16 475 129 45655 11138 5.2 2.645D + 05 −3
Tabela 9.1: Desempenho do Algencan nos problemas FWI-EC e FWI-GC para o Modelo
1A.
As Figuras 9.5 (a), (b) e (c) exibem as seções CS, no terceiro tiro, dos dados observado
e modelado pela estimativa do problema FWI-GC com o funcional Cauchy, bem como a
diferença entre os dados exibidos na mesma escala. Observamos que, apesar das ampli-
tudes não estarem bem ajustadas, alguns eventos estão bem ajustados na cinemática por
causa dos horizontes fixos em conjunto com uma boa aproximação da velocidade. As Fi-
guras 8.6 (a), (b) e (c) exibem a comparação dos três perfis de velocidades em relação aos
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perfis conhecidos usados nas restrições para o problema FWI-GC. Pelos perfis, podemos
dizer que a causa do aumento da penalidade é devido ao mau escalamento do problema
em vez da inviabilidade, uma vez que as velocidades estão na média dos valores “verda-
deiros” (com ruídos). Os perfis obtidos pelo problema FWI-EC são bem similares a esses
resultados, com uma sutil melhora na aproximação em alguns pontos. Portanto, apesar
da resolução do modelo estimado ser limitada ao tipo da parametrização, os conteúdos de
velocidades estão aproximadademente bons dentro de um “intervalo de confiança” dado




























































Figura 9.4: Solução do Algencan pelo problema FWI-GC, usando o funcional Cauchy,









































Figura 9.5: Seção CS, no terceiro tiro, para o Modelo 1A: (a) Observada; (b) Modelada
pela velocidade estimada pelo problema FWI-GC usando Cauchy; (c) Diferença.
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(a)






























































Figura 9.6: Comparação dos perfis de velocidades para o Modelo 1A pelo problema FWI-
GC: (a) Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.
Capítulo 9. Abordagem Duas Fases para a Inversão da Forma de Onda Completa 184
9.3.2 Modelo 1B
Motivado pelos resultados do Modelo 2 visto no Capítulo 8, na Seção 8.2, podemos
“relaxar” o problema em conhecer as interfaces no seu posicionamento correto, isto é,
podemos adicionar interfaces extras dando margens a erros. Para mostrar a aplicação
dessas margens ilustramos na Figura 9.7 a aproximação inicial do Modelo 1B, em que as
interfaces com linhas tracejadas são deslocamentos das interfaces contínuas. Logo, temos























Figura 9.7: Velocidade inicial (homogênea) obtida pelo ponto inicial na parametrização
de interfaces para o Modelo 1B.
A Tabela 9.2 exibe o desempenho neste caso, que foi similar ao obtido pelo Algencan
no Modelo 1A. Em termos gerais, os valores da função objetivo no ponto estimado foram
parecidos. Os erros percentuais absolutos médios sofreram pouca variação ficando abaixo
de 7.0% no problema FWI-EC, para os três funcionais e 7.5% no problema FWI-GC. O
modelo estimado pelo funcional Cauchy no problema FWI-GC é exibido na Figura 9.8 (a).
O erro relativo é exibido na Figura 9.8 (b). Comparando à estimativa do Modelo 1A,
temos que a variação do erro se manteve. No entanto, tivemos reduções em boa parte dos
pontos, somente 2.0% dos pontos do modelo apresentam erros relativos acima de 30%,
independentemente do funcional escolhido. Para o problema FWI-EC, temos cerca de
3.0% de pontos com erros relativos acima de 30%. Sendo que, o erro máximo observado
ficou entre 60% para o funcional QMP e cerca de 70% para QMPA e Cauchy.
As Figuras 9.9 (a), (b) e (c) exibem as comparações das seções sísmicas no terceiro tiro.
Como há mais interfaces, notamos um ganho de eventos que aparecem em torno de 1 s no
dado modelado em comparação com o dado modelado do Modelo 1A (ver Figura 9.5 (b)).
Os perfis são comparados nas Figuras 9.10 (a), (b) e (c) para o perfil 1, perfil 2 e perfil
3, respectivamente. Novamente, os perfis mostram estar na média dos valores corretos.
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Em comparação ao Modelo 1A, note que houve uma sutil melhora no perfil 1 em torno da
posição z = 0.9 km e nos dois últimos pontos. No perfil 2 foi observada uma diferença em
torno de z = 1.2 km e no último perfil tivemos ligeiras melhoras para 0.3 km ≤ z ≤ 1.2 km.
Os resultados obtidos tanto pelo Modelo 1A, Subseção 9.3.1, quanto pelo Modelo 1B
mostram que o modelo estimado pelos problemas com restrições garantem a confiança
de acordo com os perfis dados, que algumas vezes são informações disponíveis usadas em
outras etapas do processamento sísmico.
função iterex fcnt gcnt ccnt jaccnt tempo (h) f(w˜) flag
FWI-EC
QMP 22 598 168 58218 17763 6.6 2.873D + 00 −3
QMPA 22 631 178 61101 18693 6.9 1.328D + 00 −3
Cauchy 17 486 142 46965 14880 5.5 2.682D + 05 −3
FWI-GC
QMP 21 545 212 54052 18104 7.5 2.425D + 00 −3
QMPA 21 492 179 48078 15497 6.9 1.313D + 00 −3
Cauchy 16 553 157 53573 13333 5.2 2.656D + 05 −3





























































Figura 9.8: Solução do Algencan pelo problema FWI-GC, usando o funcional Cauchy,
para o Modelo 1B: (a) Velocidade estimada; (b) Erro relativo.









































Figura 9.9: Seção CS, no terceiro tiro, para o Modelo 1B: (a) Observada; (b) Modelada
pela velocidade estimada pelo problema FWI-GC usando Cauchy; (c) Diferença.
9.3.3 Modelo 2A
Neste modelo, aplicamos a parametrização RBF no sentido do sistema modificado,
equação (4.21), pela função Wendland-2 com parâmetro de forma ε = 1.1 usando 251
centros obtidos pelas sequências de Halton (ver Apêndice A) para a FWI nos seguintes
problemas:
Minimizar f(w)
sujeito a Aw = bφ0 ,
h(w) = 0,
g(w) ≤ 0,w ∈ Ω.
(9.1)
Minimizar f(w) + θ‖Aw − bφ0‖22




onde A é a matriz de dimensão 251 × 251 e bφ0 é o vetor de 251 × 1 dados pelas con-
dições da interpolação. O parâmetro de regularização θ, para a equação (9.2), deve ser








onde w0 é o ponto inicial e  > 0 é uma constante que relaciona ao esforço da inversão,
determinada numericamente, para tentar balancear o funcional f com a regularização. Em
nosso caso, notamos, por experimentos numéricos, que para  > 1 o parâmetro θ tende
a ficar menor, ou seja, a minimização poderia tender a dar maior peso à regularização,
o que não é do nosso interesse. De forma contrária, teremos um θ que aumenta quando
diminuimos esse valor para  < 1, assim poderiamos tirar o efeito da regularização.
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(a)






























































Figura 9.10: Comparação dos perfis de velocidades para o Modelo 1B pelo problema FWI-
GC: (a) Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.
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Desse modo, nos testes numéricos foi usado  = 1, baseando-se no ponto inicial w0 = 0
e φ0 = 1.5. Logo, a velocidade inicial é constante c(w0;x) = 1.5 km/s. Observe que a
escolha do parâmetro de regularização, que em problemas gerais são obtidos pela curva-
L (Calvetti et al., 2000), tem seu viés aos problemas. Isto é, não existem garantias que a
escolha pela curva-L ou pela equação (9.3) sejam ótimas.
A restrição da caixa utilizada foi escolhida de modo que não atue como limitação,
sendo assim Ω = {w ∈ R251 | − 1021 ≤ wi ≤ 1021, i = 1, 2, . . . , 251}. Mas, mantemos a
mesma condição de salvaguarda da velocidade usado nos Modelos 1A e 1B. Observe que,
os problemas (9.1) e (9.2) são do tipo do problema FWI-GC. Logo, além dos 23 primeiros
pontos do perfil usados na função de igualdade (7.7) para o problema (9.3) temos mais
251 equações de igualdade dada pelo sistema linear. Portanto, neste caso, o problema
FWI-GC terá 273 restrições de igualdade e 70 de desigualdade. No problema FWI-GC,
no sentido de resolver (9.2), temos a mesma quantidade de restrições das Subseções 9.3.1
e 9.3.2, isto é, 23 de igualdade e 70 de desigualdade.
Como a parametrização é do tipo RBF, usando conceitos de interpolação, é necessário
obter valores de velocidades em pontos dispersos no modelo. Para o Modelo 2A, escolhe-
mos usar os nós obtidos pela Figura 9.11, que exibe a dispersão dos centros da função de
base radial pelos pontos de Halton. O vetor bφ0 contém os valores de velocidade deter-
minados pelos pontos sobre a malha regular mais próxima dos centros. Nesta subseção,
também mudamos a codificação do Algencan, isto é, em vez de ter subrotinas separadas
para cada função, escolhemos a estratégia que computa a função objetivo e as restrições na
mesma subrotina, bem como o gradiente e as matrizes jacobianas. Essa forma, mostrou-se
























Figura 9.11: Modelo de velocidade para escolha dos nós da parametrização RBF denomi-
nado de Modelo 2A.
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Análise da Solução do Problema (9.1)
A saída do Algencan resolvendo o problema (9.1), usando os nós obtidos pela Fi-
gura 9.11 reportou que o ponto inicial, w0 = 0 (velocidade inicial constante), é um
provável ponto estacionário de inviabilidade e talvez o problema seja inviável, indepen-
dentemente da escolha do funcional. Ou seja, a estimativa final encontrada pelo Algencan
foi mantida no valor inicial e não houve atualizações. Logo, o problema da FWI resol-
vendo a otimização restrita dessa forma não conseguiu obter atualizações de um modelo
constante nos nós analisados. Portanto, consideramos descartar esse modelo por não
apresentar soluções diferentes do próprio modelo inicial.
Análise da Solução do Problema (9.2)
Como descartamos o problema (9.1), temos que a Tabela 9.3 exibe o desempenho do
Algencan resolvendo o problema (9.2) analisando os nós obtidos pela Figura 9.11. O
critério de parada foi o alcance máximo da iteração externa. Porém, observou-se que a
parada poderia ser pelo alcance máximo da penalidade (flag −3) caso houvesse um limite
maior para o número de iterações externas. Observe que, o número de avaliações dos
funcionais no Algencan foi bem menor por estar em outra codificação. No entanto, isso
não diminuiu o tempo de execução se compararmos com o desempenho dos Modelos 1A
ou 1B.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 16 2381 135 12.6 3.513D + 00 0
QMPA 16 2237 133 12.1 1.458D + 00 0
Cauchy 16 1759 112 9.6 2.956D + 05 0
Tabela 9.3: Desempenho do Algencan no problema FWI-GC pela parametrização RBF
com regularização no Modelo 2A.
As Figuras 9.12 (a), 9.13 (a) e 9.14 (a) exibem as estimativas, respectivamente, ob-
tidas pelos funcionais QMP, QMPA e Cauchy usando os nós da Figura 9.11. A saída
é distinta para cada funcional, o que não tinha sido observada nos modelos já testa-
dos. Além disso, o modelo estimado é suave. Os erros percentuais absolutos médios
foram cerca de 9.8%, 10.9% e 9.6% para QMP, QMPA e Cauchy, respectivamente. As
Figuras 9.12 (b), 9.13 (b) e 9.14 (b) detalham os erros relativos para cada funcional.
Localmente, temos que o funcional QMP apresentou erros de até 100%, mas apenas em
cerca de 11% dos pontos do modelos tiveram erros acima de 30% . Para os funcionais
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QMPA e Cauchy, tivemos erros máximos em torno de 60% e 50%. No entanto, apenas
6% e 1.7% dos pontos estão com erros acima de 30% para QMPA e Cauchy, respectiva-
mente. A comparação dos perfis exibidas nas Figuras 9.15 (a), (b) e (c) apresentam um
boa aproximação dos funcionais no primeiro e terceiro perfil. No segundo perfil, notamos
que o funcional QMP divergiu mais do que os outros funcionais, estando de acordo com
o painel do erro relativo. Como o modelo é suave, as seções sísmicas modeladas contêm
apenas eventos de ondas diretas. As Figuras 9.16, 9.17 e 9.18 (a), (b) e (c) comparam
as seções CS, no terceiro tiro, para cada funcional. Com exceção do funcional QMP, os
eventos da onda direta têm um bom ajuste cinemático.
9.3.4 Modelo 2B
Para analisar se a dependência dos nós, referente à parametrização RBF, influenciam
na solução dos problemas (9.1) e (9.2), realizamos os mesmos testes feitos no Modelo
2A. Porém, usando os centros obtidos do modelo de velocidade, ilustrado na Figura 9.19,
pelos pontos de Halton. Em que, os nós são escolhidos pelos vizinhos mais próximos que
estejam sobre a malha discretizada do modelo.
Análise da Solução do Problema (9.1)
Analogamente ao Modelo 2A, a solução do problema (9.1) também não mostrou atu-
alizações do ponto inicial w0 = 0, declarando a mesma saída anterior, ou seja, provável
ponto estacionário de inviabilidade e talvez o problema seja inviável, independentemente
da escolha do funcional. Portanto, a análise das soluções foram descartadas, uma vez
que a solução final obtida é igual ao valor da aproximação inicial, isto é, o modelo de
velocidade obtido foi o modelo homogêneo c(w0;x) ≈ 1.5 km/s.
Análise da Solução do Problema (9.2)
A Tabela 9.4 exibe o desempenho da solução resolvendo o problema (9.2) pelos nós da
Figura 9.19. A execução do Algencan teve o mesmo comportamento do Modelo 2A. No
entanto, podemos observar que o valor da função objetivo apresentou menores valores,
independentemente do funcional. Logo, baseando-se nesta informação, os nós da parame-
trização RBF não precisam ser obtidos por um bom modelo inicial, como é a versão do
Modelo 2A (Figura 9.11), para conseguir melhores reduções.




























































Figura 9.12: Solução do Algencan pelo funcional QMP através dos nós pelo Modelo 2A:




























































Figura 9.13: Solução do Algencan pelo funcional QMPA através dos nós pelo Modelo 2A:




























































Figura 9.14: Solução do Algencan pelo funcional Cauchy através dos nós pelo Modelo 2A:
(a) Velocidade; (b) Erro relativo.
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Figura 9.15: Comparação dos perfis de velocidades estimados usando o Modelo 2A: (a)
Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.









































Figura 9.16: Seção CS no terceiro tiro para o Modelo 2A: (a) Observada; (b) Modelada









































Figura 9.17: Seção CS no terceiro tiro para o Modelo 2A: (a) Observada; (b) Modelada









































Figura 9.18: Seção CS no terceiro tiro para o Modelo 2A: (a) Observada; (b) Modelada
pela velocidade estimada pelo funcional Cauchy no problema FWI-GC; (c) Diferença.























Figura 9.19: Modelo de velocidade para escolha dos nós da parametrização RBF denomi-
nado de Modelo 2B.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 16 1833 115 10.0 2.412D + 00 0
QMPA 16 2303 123 12.0 1.424D + 00 0
Cauchy 16 2099 123 11.4 2.670D + 05 0
Tabela 9.4: Desempenho do Algencan no problema FWI-GC pela parametrização RBF
com regularização no Modelo 2B.
As estimativas e os erros relativos são exibidas nas Figuras 9.20, 9.21 e 9.22 (a) e (b),
para as funções QMP, QMPA e Cauchy, respectivamente. Os erros relativos para QMP,
QMPA e Cauchy apresentaram máximos em torno de 80%, 90% e 60%, respectivamente.
Porém, apenas 7.0% dos pontos do modelo para QMP e Cauchy estão acima de 30% e,
para QMPA, esse valor é de 24%. Em termos do erro médio, as estimativas ficaram em
torno de 17.3%, 10.2% e 8.5% para as funções QMP, QMPA e Cauchy, respectivamente.
Apesar deste caso apresentar menores resíduos, o erro na média aumentou para o funcional
QMP. As Figuras 9.23 (a), (b) e (c) exibem a comparação nos perfis de velocidades, que
mostram boas aproximações nos três perfis. Por fim, exibimos as comparações das seções
sísmicas nas Figuras 9.24, 9.25 e 9.26 (a), (b) e (c). Observamos que apenas os funcionais
QMP e Cauchy tiveram a cinemática próxima a verdadeira para o evento da onda direta.
Também é observado o evento da “reflexão” do meio de alta velocidade, que aparentemente
não ajusta bem as reflexões do dado observado.




























































Figura 9.20: Solução do Algencan pelo funcional QMP através dos nós pelo Modelo 2B:




























































Figura 9.21: Solução do Algencan pelo funcional QMPA através dos nós pelo Modelo 2B:




























































Figura 9.22: Solução do Algencan pelo funcional Cauchy através dos nós pelo Modelo 2B:
(a) Velocidade; (b) Erro relativo.
Capítulo 9. Abordagem Duas Fases para a Inversão da Forma de Onda Completa 196
(a)






























































Figura 9.23: Comparação dos perfis de velocidades estimados usando o Modelo 2B: (a)
Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.









































Figura 9.24: Seção CS no terceiro tiro para o Modelo 2B: (a) Observada; (b) Modelada









































Figura 9.25: Seção CS no terceiro tiro para o Modelo 2B: (a) Observada; (b) Modelada









































Figura 9.26: Seção CS no terceiro tiro para o Modelo 2B: (a) Observada; (b) Modelada
pela velocidade estimada pelo funcional Cauchy no problema FWI-GC; (c) Diferença.
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9.3.5 Modelo 3A
Neste modelo usamos a parametrização suave por polinôminios por partes, que é uma
aproximação da interpolação B-splines (AB-splines). Neste caso, não é possível iniciar
o problema de minimização com um modelo constante, como feito em todos os modelos
das Subseções 9.3.1 a 9.3.4. Essa limitação é da própria parametrização. Portanto, o
ponto inicial é dado pelos pontos marcados por ◦ ilustrado na Figura 9.27, que repre-
























Figura 9.27: Modelo 3A que representa os pontos inciais, marcados por ◦, para a para-
metrização AB-splines.
A restrição de caixa usada no Lagrangiano Aumentado é Ω = {w ∈ R36 | 1.5 ≤ wi ≤
3.7, i = 1, 2, . . . , 36}. As restrições de igualdade e desigualdade obtidas pelo perfis de
velocidades continuam sendo da mesma forma que nos Modelos 1A, 1B, 2A e 2B. Ob-
serve que as variáveis em Ω são exatamente os valores das velocidades da condição de
salvaguarda, em outras palavras, a caixa é baseada no intervalo do perfil de velocidades.
Logo, a limitação pela condição de salvaguarda para garantir a estabilidade do MDF para
resolver a equação da onda acústica é irrelevante. Porém, vamos forçar que os primeiros
pontos de cada perfil da parametrização, bem como os últimos, satisfaçam as seguintes
restrições de desigualdade, dadas por
1.5 ≤ w1 + w7 + w12 + w17 + w22 + w27 + w31
7
≤ 1.6,




As restrições (9.4) representam uma condição que diz que a média aritmética dos
primeiros e dos útlimos pontos para perfil da estrutura da malha parcialmente irregular
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devem estar em torno dos intervalos [1.5, 1.6] e [2.6, 3.7], respectivamente. O objetivo
disso é mostrar a facilidade de inserir restrições no Algencan. Portanto, o problema da
forma FWI-GC será acrescido de mais quatro restrições de desigualade. Ou seja, teremos
23 restrições de igualdade e 74 de desigualdade.
A Tabela 9.5 exibe o desempenho obtido pelo Modelo 3A resolvendo o problema da
forma FWI-GC. O algoritmo apresentou o mesmo comportamento do Modelo 2A (Sub-
seção 9.3.3) e Modelo 2B (Subseção 9.3.4), isto é, o parâmetro de penalização aumenta e
as subrotinas internas, após algumas iterações, apresentam decréscimos insuficientes.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 6 556 37 9.7 3.197D + 00 0
QMPA 6 735 51 12.8 1.425D + 00 0
Cauchy 6 700 39 11.9 2.708D + 05 0
Tabela 9.5: Desempenho do Algencan usando parametrização AB-splines resolvendo um
problema da forma FWI-GC para o Modelo 3A.
Os erros percentuais absolutos médios foram 13.5% para os funcionais QMP e Cauchy
e 25.8% para QMPA usando os pontos iniciais do Modelo 3A. As Figuras 9.28 (a) e (b)
exibem a estimativa obtida e o erro relativo, a partir do Modelo 3A, respectivamente,
através do funcional Cauchy. As estimativas pelos outros funcionais são semelhantes.
Apenas no caso QMPA as velocidades em torno do centro do modelo foram mais altas.
Os erros relativos máximos, para os funcionais QMP e Cauchy, foram cerca de 70%, e para
QMPA, o máximo observado foi 80%. Contudo, esse máximos foram em pontos isolados,
sendo que apenas 6.7% de pontos do modelo para o funcional QMP estão acima de 30%,
para Cauchy esse valor cai para 6.3% e para QMPA temos cerca de 23% de pontos acima
de 30%. A seção CS é exibida nas Figuras 9.29 (a), (b) e (c), que comparam os dados
observado e modelado, pela estimativa do funcional Cauchy, através da diferença entre
eles. Novamente, como o modelo estimado é suave, o ajuste tende a permanecer apenas
nos eventos de onda direta. Mas, observa-se um evento de “reflexão” a cerca do tempo
de 1 s pela variação de velocidade do modelo. Os perfis são comparados com os perfis
conhecidos e exibidos nas Figuras 9.30 (a), (b) e (c), para cada um dos três perfis. Neste
caso, os perfis têm a tendência de seguir os perfis conhecidos, mostrando que apesar de o
modelo de velocidade estimado não apresentar alta resolução, temos informações próximas
da viabilidade. Isto é, próxima dos dados de poços.




























































Figura 9.28: Solução do Algencan pelo funcional Cauchy através dos nós pelo Modelo 3A:









































Figura 9.29: Seção CS no terceiro tiro para o Modelo 3A: (a) Observada; (b) Modelada
pela velocidade estimada do funcional Cauchy; (c) Diferença.
9.3.6 Modelo 3B
Para analisar a sensibilidade do ponto inicial, na paramtrização AB-splines, repetimos o
experimento anterior usando o ponto inicial dado pela Figura 9.31. O desempenho obtido
foi similar, como exibe a Tabela 9.6, mantendo o mesmo comportamento de execução do
caso anterior. No entanto, o erro percentual absoluto médio para as estimativas diminuiu,
consideravelmente, para todas as funções. Os erros médios foram cerca de 8.6%, 8.9%
e 9.4% para QMP, QMPA e Cauchy, respectivamente. Ou seja, a sensibilidade dos nós
usados na parametrização é maior do que no caso da parametrização RBF, analisados no
Modelo 2A e Modelo 2B, vistos nas Subseções 9.3.3 e 9.3.4, respectivamente.
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Figura 9.30: Comparação dos perfis de velocidades estimados usando o Modelo 3A: (a)
Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.























Figura 9.31: Modelo 3B que representa os pontos inciais, marcados por ◦, para a para-
metrização AB-splines.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 6 568 42 9.9 2.534D + 00 0
QMPA 6 600 46 10.4 1.281D + 00 0
Cauchy 6 735 45 12.3 2.615D + 05 0
Tabela 9.6: Desempenho do Algencan usando parametrização AB-splines resolvendo um
problema da forma FWI-GC no Modelo 3B.
A Figura 9.32 (a) exibe a estimativa obtida pelo funcional Cauchy e a Figura 9.32 (b)
exibe o erro relativo. Analogamente, as estimativas usando os outros funcionais foram
similares. O erro relativo máximo observado, em pontos isolados do modelo, foram cerca
de 60%, independentemente do funcional escolhido. Para quantificar, apenas 0.8% dos
pontos pelo funcional QMP apresentaram erros acima de 30%. Para QMPA, temos 0.6%
e para Cauchy esse índice ficou 0.5%. A seção CS, no terceiro tiro, é exibida na Fi-
gura 9.33 (a), (b) e (c), que é muito similar à seção da Figura 9.29 (a), (b) e (c), mesmo
sendo modelada por uma estimativa diferente do obtido no Modelo 3A ilustrado na Fi-
gura 9.28 (a). A Figura 9.34 (a), (b) e (c) exibem a comparação dos perfis de velocidades,
que exibem uma aproximação um pouco melhor do que a aproximação do Modelo 3A.




























































Figura 9.32: Solução do Algencan pelo funcional Cauchy através dos nós pelo Modelo 3B:









































Figura 9.33: Seção CS no terceiro tiro para o Modelo 3B: (a) Observada; (b) Modelada
pela velocidade estimada do funcional Cauchy; (c) Diferença.
9.3.7 Modelo 3C
Pelos resultados do Modelo 3A e Modelo 3B, tivemos uma variação significativa dos
erros, devido à mudança dos pontos iniciais na resolução do problema no Algencan. No
entanto, o Modelo 3A, apesar dos ruídos presentes, apresenta muito mais informação do
modelo do que o Modelo 3B. Pois, foi obtido por uma suavização de média móvel inserindo
um ruído de 20% do maior valor de velocidade. Assim, neste modelo, analisamos a solução
pelos pontos inicias do modelo exibido na Figura 9.35, isto é, o modelo suavizado sem a
contaminação do ruído. Esperamos que os resultados sejam melhores do que o observado
no Modelo 3B.
A Tabela 9.7 exibe o desempenho do Algencan para o Modelo 3C, que ainda mostra
ser semelhante aos dos Modelos 3A e 3B. Ou seja, a distinção dos pontos iniciais não
interfere no desempenho do Algencan, neste tipo de parametrização.
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Figura 9.34: Comparação dos perfis de velocidades estimados usando o Modelo 3B: (a)
Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.























Figura 9.35: Modelo 3C que representa os pontos inciais, marcados por ◦, para a para-
metrização AB-splines.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 6 573 41 10.2 2.987D + 00 0
QMPA 6 655 39 11.3 1.305D + 00 0
Cauchy 6 656 41 11.4 2.647D + 05 0
Tabela 9.7: Desempenho do Algencan usando parametrização AB-splines resolvendo um
problema da forma FWI-GC no Modelo 3C.
O erro percentual absoluto médio, para todos os funcionais, foi cerca de 6%, isto é,
uma redução de aproximadamente 3% do Modelo 3B. Desse modo, para a parametri-
zação AB-splines, além da limitação de não poder iniciar com um modelo homogêneo,
a sensibilidade dos nós a ruídos é alta, baseando-se pelos resultados do Modelo 3A. A
Figura 9.36 (a) e (b) exibem a estimativa do modelo de velocidade e o erro relativo, para
o funcional Cauchy, respectivamente. As estimativas para os outros funcionais não apre-
sentaram diferenças significativas. O erro máximo encontrado foi de cerca de 45%, para
todos os funcionais, sendo que, somente 0.7% de pontos do modelo estão com erros acima
de 30%. As Figuras 9.37 (a), (b) e (c) exibem as seções CS do dado observado, mode-
lado e a respectiva diferença entre eles. Novamente, a seção do dado modelado mostra-se
bem similar as seções obtidas pelos Modelo 3A (ver Figura 9.29 (b)) e Modelo 3B (ver
Figura 9.33 (b)). Sendo que, as escalas de amplitudes são as mesmas, em todos os casos
testados. No entanto, os perfis estimados estão sutilmente melhores, como podemos ver
pelas Figuras 9.38 (a), (b) e (c), se comparamos com os perfis encontrados no Modelo 3B.




























































Figura 9.36: Solução do Algencan pelo funcional Cauchy através dos nós pelo Modelo 3C:









































Figura 9.37: Seção CS no terceiro tiro para o Modelo 3C: (a) Observada; (b) Modelada
pela velocidade estimada do funcional Cauchy; (c) Diferença.
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Figura 9.38: Comparação dos perfis de velocidades estimados usando o Modelo 3C: (a)
Perfil 1 em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.
Capítulo 9. Abordagem Duas Fases para a Inversão da Forma de Onda Completa 208
9.3.8 Modelo 4A
Neste modelo, apresentamos uma abordagem diferente da inversão no sentido da FWI,
pois a função objetivo será determinada pela função quadrática ‖Aw−bφ0‖22/2 no sentido
da parametrização RBF por ajuste de quadrados mínimos, usando apenas 51 centros. Os
nós conhecidos são os mesmos do Modelo 2A (ver Figura 9.11), isto é, temos 251 nós. A
diferença é que o resíduo entre o dado observado e modelado se torna uma restrição de
desigualdade. Na forma do problema de otimização, ainda temos um problema da forma










onde Ω = {w ∈ R51 | − 100 ≤ wi ≤ 100, i = 1, 2, . . . , 51}, h e g continuam sendo as
restrições determinadas pelos perfis de velocidades, equações (7.7) e (7.8), e f é a função
que nos modelos anteriores era a função objetivo e o valor εres = 10−06f(w0), isto é,
estamos satisfeito com uma redução na ordem de 10−06 do ponto inicial. O ponto inicial
usado foi w0 = 0, com φ0 = 1.5. Logo, voltamos a inserir um modelo de velocidade
homogênea, c(w0;x) = 1.5 km/s. Observe que o gradiente da função objetivo neste caso
é AT (Aw − bφ0). A Tabela 9.8 exibe o desempenho obtido resolvendo o problema (9.5),
usando os nós obtidos pelo modelo suavizado com ruído (ver Figura 9.11), isto é, Modelo
2A, com menos centros.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 8 511 70 3.9 4.238D + 01 0
QMPA 8 771 59 4.6 2.757D + 00 0
Cauchy 8 856 66 2.9 2.426D + 00 0
Tabela 9.8: Desempenho do Algencan para o Modelo 4A, usando RBF por ajuste de
quadrados mínimos.
Analogamente ao Modelo 2A, após algumas iterações feitas, o tamanho de passo reali-
zado pela otimização se torna pequeno. Além disso, a cada iteração externa o parâmetro
de penalização vai crescendo. Os erros percentuais absolutos médios ficaram em torno
de 9%, em todos os funcionais. A Figura 9.39 (a) exibe a estimativa usando o funcio-
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nal Cauchy. Para os outros funcionais a estimativa foi bem similar. A Figura 9.39 (b)
exibe o erro relativo, neste caso, tivemos pontos com erros de até 50% para o funcional
Cauchy, 60% para QMPA e cerca de 100% para QMP. Contudo, apenas 1.2% de pontos,
para os funcionais Cauchy e QMPA, estão com erros acima de 30% e, para o funcional
QMP, temos um percentual de 10% de pontos. As seções CS são comparadas nas Figu-
ras 9.40 (a), (b) e (c). Observamos que, os ajustes não são bons nos eventos de reflexão,
uma vez que não existem descontinuidades bruscas. Porém, o evento da onda direta tem
uma tendência de se ajustar. Os perfis, pelo Modelo 4A, são comparados com os perfis
conhecidos e exibidos nas Figuras 9.41 (a), (b) e (c). Neste caso, observe que a viabilidade
é mantida com uma aproximação aceitável. Apenas no perfil 3, para o funcional QMP,




























































Figura 9.39: Solução do Algencan pelo funcional Cauchy através dos nós no Modelo 4A:









































Figura 9.40: Seção CS no terceiro tiro no Modelo 4A: (a) Observada; (b) Modelada pela
velocidade estimada do funcional Cauchy; (c) Diferença.
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Figura 9.41: Comparação dos perfis de velocidades estimados no Modelo 4A: (a) Perfil 1
em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.
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9.3.9 Modelo 4B
Neste modelo, repetimos o experimento do Modelo 4A, porém os nós são os mesmos
do Modelo 2B ilustrado na Figura 9.19. Contudo, temos apenas 51 centros, determinados
pelos pontos de Halton. Desse modo, para auxiliar na análise denominamos esse caso
por Modelo 4B. O desempenho do Algencan é exibido na Tabela 9.9, que apresentou
comportamento igual ao Modelo 4A. Os erros médios, neste caso, foram cerca de 14%
para o funcional QMP, 9% para QMPA e 10% para Cauchy. Ou seja, tivemos aumento
para as funções QMP e Cauchy, se comparamos com os erros médios do Modelo 4A. A
Figura 9.42 (a) exibe a estimativa, pelos nós dados do Modelo 4B, usando o funcional
Cauchy. O modelo estimado, nesse caso, foi muito semelhante ao modelo estimados pela
parametrização RBF do Modelo 2B (ver Figura 9.22 (a) na Subseção 9.3.4). Contudo, a
Figura 9.43 (a) exibe o modelo estimado pelo funcional QMP, que revela ser mais parecido
com a solução obtida dos nós do Modelo 4A (isto também foi observado para a função
QMPA).
As Figuras 9.42 e 9.43 (b) exibem os erros relativos das estimativas Cauchy e QMP,
respectivamente. Os erros máximos observados foram cerca de 89% para as funções QMP
e QMPA, e, para Cauchy, tivemos erros de até 70%. Porém, esses valores foram pontuais,
isto é, em apenas 10% dos pontos do modelo, independemente do funcional escolhido, têm
erros acima de 30%. As seções CS, que comparam o dado observado com o dado modelado
pelas estimativas usando o funcional Cauchy e QMP, respectivamente, são exibidas nas
Figuras 9.44 e 9.45 (a), (b) e (c). Em geral, as seções sísmicas mantêm semelhanças ao do
Modelo 4A, particularmente para o caso do funcional Cauchy. As Figuras 9.46 (a), (b) e (c)
exibem a comparação dos perfis de velocidade, que mantiveram características similares
do Modelo 4A.
função iterex fcnt+ccnt gcnt+jaccnt tempo (h) f(w˜) flag
QMP 8 765 64 4.7 2.725D + 01 0
QMPA 8 832 61 4.8 6.601D + 00 0
Cauchy 8 742 77 5.0 3.436D + 00 0
Tabela 9.9: Desempenho do Algencan para o Modelo 4B, usando RBF por ajuste de
quadrados mínimos.






















































Figura 9.42: Solução do Algencan pelo funcional Cauchy através dos nós no Modelo 4B:




























































Figura 9.43: Solução do Algencan pelo funcional QMP através dos nós no Modelo 4B: (a)









































Figura 9.44: Seção CS no terceiro tiro no Modelo 4B: (a) Observada; (b) Modelada pela
velocidade estimada do funcional Cauchy; (c) Diferença.









































Figura 9.45: Seção CS no terceiro tiro no Modelo 4B: (a) Observada; (b) Modelada pela
velocidade estimada do funcional QMP; (c) Diferença.
9.4 Parâmetros Fixos na Fase II
Na Fase II, que resolve o método da FWI convencional, adicionamos a informação da
batimetria, isto é, sabemos que até a profundidade z = 270 m, a velocidade é 1.5 km/s.
Em geral, isso é feito em dados marinhos. Observe que no método SPG podemos adicionar
a restrição de caixa, isto é, Ω = {m(x) ∈ R |mmin ≤ m(x) ≤ mmax} para todo x ∈ R2 e
mmin = 1/cmax e mmax = 1/cmin, sendo que cmin = 1.5 km/s e cmax é a maior velocidade
que conhecemos nos perfis de velocidades do problema, que será cmax = 3.7 km/s. No
método tradicional do L-BFGS isso não é permitido, porém mostraremos na validação que
devemos impor alguma estratégia que consiga limitar os valores do modelo. Uma estra-
tégia simples é usar a projeção do modelo ao final de cada ciclo de frequência garantindo
que as velocidades de propagação estão com valores aceitáveis para evitar problemas nu-
méricos da solução do sistema de equações de Helmholtz. Sem essa estratégia, a solução
do sistema será imprecisa fazendo com que o L-BFGS não convirja.
Para o método convencional, a aquisição dos dados observados não pode ser composta
de poucos tiros ou receptores, uma vez que o sucesso também depende da iluminação do
modelo. Note que, na Fase I, isso não é um problema por causa dos perfis de velocida-
des, por isso a quantidade de tiros e receptores podem ser menores. Nos experimentos
numéricos da Fase II, utilizamos 86 tiros com espaçamentos de 40 m, sendo que a posi-
ção do primeira fonte está em (0.1 km, 0.25 km) e os receptores estão nas coordenadas
(0.1 + 0.02q, 0.25) em quilômetros, para q = 0, 1, . . . , 171. Observe que a linha sísmica
está na mesma posição dos experimentos da Fase I, a diferença é que temos muito mais
traços sísmicos.
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Figura 9.46: Comparação dos perfis de velocidades estimados no Modelo 4B: (a) Perfil 1
em x = 0.5 km; (b) Perfil 2 em x = 1.5 km; (c) Perfil 3 em x = 2.5 km.
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Foram usados 40 iterações, como limite máximo de iterações, para o SPG e L-BFGS.
As tolerância de otimalidade para ambos os métodos foram 10−8. Os parâmetros típicos
usados em cada método de otimização são detalhados no Apêndice C. As frequências
usadas na inversão foram 4 Hz, 5 Hz, 7 Hz, 9 Hz, 12 Hz e 16 Hz, que foram baseadas do
trabalho Tavakoli et al. (2017). Nas tabelas de desempenho da Fase II, exibimos
• f(m): que representa o melhor valor do funcional;
• ‖∇f(m)‖∞: que representa a norma do máximo do gradiente, sendo que para o
SPG é o gradiente projetado.
• Tempo: que representa o tempo de CPU em horas para as seis frequências.
• MAPE: que representa o erro percentual absoluto médio, da sigla em inglês de Mean
Absolute Percentual Error.
9.5 Validação L-BFGS e SPG
Vamos validar a implementação da Fase II pelos métodos L-BFGS e SPG. Antes, vamos
mostrar que para empregar o L-BFGS devemos impor alguma estratégia para o modelo
de velocidades não sair de uma faixa de valores aceitáveis. Os modelos de velocidades
iniciais, usadas nas validações, são dados por: um modelo suavizado com ruídos aletórios
de 20% do maior valor da velocidade, exibido na Figura 9.47 (a), denominado de Modelo
A; um modelo de velocidade afim na profundidade, denominado de Modelo B, ilustrado na
Figura 9.47 (b) e o modelo suavizado, exibido na Figura 9.47 (c), denominado de Modelo
C. A suavização do modelo foi obtida através da média móvel do modelo exato. Observe
que, esses modelos já foram usados nas parametrizações, na Fase I, que exigem nós dos
modelos de velocidades.
9.5.1 Validação L-BFGS
As Figuras 9.48, 9.49 e 9.50 (a) e (b) exibem os modelos estimados a partir dos Modelos
A, B e C, exibido nas Figuras 9.47 (a), (b) e (c), respectivamente. Nas marcações em
(a), a otimização não impôs nenhuma estratégia, logo tivemos convergência apenas para
os modelos que estão suficientemente próximos. Em contrapartida, o Modelo B não
apresentou convergência. Nas marcações em (b), impomos a estratégia de projetar a
velocidade na caixa antes de iniciar o novo ciclo de frequência, garantindo que o modelo
de velocidade sempre fique numa região de valores físicos e aceitáveis.














































































Figura 9.47: Velocidades iniciais usados na validação: (a) Modelo A; (b) Modelo B; (c)
Modelo C.
As Figuras 9.51, 9.52 e 9.53 (a) e (b) exibem os erros relativos para o L-BFGS sem e
com a estratégia da projeção, respectivamente. Os erros máximos observados foram cerca
de 40% para os Modelos A e C, com e sem a estratégia de projeção da velocidade. Para o
Modelo B, observou-se erros máximos de até 70% com a estrátegia de projeção e 100% sem
usar a estratégia. O Modelo de velocidade tem no total 60551 pontos discretos. Assim,
no caso do L-BFGS sem a estratégia, temos apenas 0.6% de pontos com erros acima de
15% para as saídas do Modelo A. Para o Modelo B, que não apresentou boa convergência
para o modelo esperado, tivemos cerca de 61% com erros acima de 15% e para o Modelo
C, temos em torno de 1.5%. Com a estratégia de projeção da velocidade, os modelos
estimados apresentaram 0.6%, 17% e 1.5%, para os Modelos A, B e C, respectivamente,
de pontos do modelo com erros acima de 15%. Ou seja, o método L-BFGS na FWI deve
tomar alguma salvaguarda para que as velocidades não saiam de uma região de interesse
do problema. No entanto, note que essa salvaguarda de interesse não é do método de
otimização. Outra alternativa de salvaguarda é impor estratégias nas buscas lineares,
porém isso não foi abordado nesse trabalho.














































Figura 9.48: Modelo estimado na Fase II usando o Modelo A pelo método L-BFGS: (a)














































Figura 9.49: Modelo estimado na Fase II usando o Modelo B pelo método L-BFGS: (a)














































Figura 9.50: Modelo estimado na Fase II usando o Modelo C pelo método L-BFGS: (a)
Sem estratégia; (b) Com estratégia de projeta a velocidade na caixa.






























































Figura 9.51: Erro relativo na Fase II usando o Modelo A pelo método L-BFGS: (a) Sem






























































Figura 9.52: Erro relativo na Fase II usando o Modelo B pelo método L-BFGS: (a) Sem






























































Figura 9.53: Erro relativo na Fase II usando o Modelo C pelo método L-BFGS: (a) Sem
estratégia; (b) Com estratégia de projeta a velocidade na caixa.
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A Tabela 9.10 exibe o desempenho para o L-BFGS. Para os modelos próximos do
verdadeiro, o erro percentual absoluto médio foi baixo e, para o Modelo B, esse erro ficou
cerca de 7.7%, usando a salvaguarda. No caso sem a salvaguarda, tivemos um erro cerca
de 40.5%, o qual notamos que o tempo de CPU foi maior comparado aos Modelos A e C,
isso foi devido ao maior número de iterações das buscas lineares.
Modelo Inicial f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
L-BFGS com salvaguarda
A 7.375D− 03 7.384D− 02 0.79 3.0
B 1.206D− 02 4.741D− 02 0.72 7.7
C 5.031D− 03 7.541D− 02 0.77 2.2
L-BFGS sem salvaguarda
A 7.385D− 03 2.653D− 02 0.76 3.0
B 1.665D + 02 5.346D + 00 1.18 40.5
C 4.879D− 03 2.517D− 02 0.78 2.2
Tabela 9.10: Desempenho do método e L-BFGS, com e sem salvaguarda, na validação da
Fase II.
As Figuras 9.54, 9.55 e 9.56 (a), (b) e (c) exibem as seções CS, rearranjadas no 36o tiro
com 101 receptores afastados a cada 10 m, onde o menor afastamento está a 200 m da fonte,
usando as estimativas do método L-BFGS, com a salvaguarda, que comparam o dado
observado exato através da diferença. Note que, as seções dos campos são rearranjadas
de modo que coincidam exatamente com a seções do levantamento sísmico da Fase I,
com a intenção de analisarmos os campos das duas fases nos experimentos numéricos. As
seções mostram que o modelo estimado apresenta bons ajustes na cinemática e amplitudes
residuais na ordem de 10−03.
9.5.2 Validação SPG
As Figuras 9.57, 9.58 e 9.59 (a) e (b) exibem os modelos estimados e os erros relativos
a partir dos Modelos A, B e C (Figuras 9.47 (a), (b) e (c)) usando o método SPG,
respectivamente. Como o método SPG resolve o problema restrito à caixa, não é necessário
o uso de salvaguardas. Notamos que, para o Modelo A, o L-BFGS tende suavizar o modelo
aproximado mais do que o SPG. Contudo, nos modelos restantes, ambos os métodos
mostram ter soluções bem similares.





























































































































Figura 9.56: Seção CS para o Modelo C no L-BFGS: (a) Observada; (b) Modelada; (c)
Diferença.
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Como esperado, os modelos estimados pelas Figuras 9.50 e 9.59 apresentam a melhor
aproximação do modelo de velocidade, uma vez que a aproximação inicial é muito pró-
xima do modelo exato. Todavia, em ambos os métodos o critério de otimalidade não foi
satisfeito e a parada foi decidida pelo número máximo de iterações. Os erros máximos
relativos foram cerca de 50% para os Modelos A e C. Para o Modelo B, os erros estão mais
concentrados nas bordas, em que o SPG foi ligeiramente melhor do que o L-BFGS com
salvaguarda, apresentando um erro máximo de 70%. A presença desses picos de erros são
locais, no caso do Modelo A, apenas 3.5% dos pontos totais (60551) estão acima de 15%,
e para o Modelo B e Modelo C foram cerca 16.8% e 0.6% de pontos que têm erros acima
de 15%, respectivamente. No caso de erros acima de 30%, esse percentual se reduz em
torno de 0.01% para os Modelos A e C e para o Modelo B temos 3.7%. Valores similares
também foram obtidos usando o L-BFGS com salvaguarda.
A Tabela 9.11 exibe o desempenho obtido pelo método SPG, observe que o tempo de
CPU do SPG é aproximadamente o dobro do tempo de CPU do L-BFGS com salvaguarda,
esse tempo adicional é devido às estratégias distintas dos métodos das buscas lineares. As
Figuras 9.60, 9.61 e 9.62 (a), (b) e (c) exibem as seções CS. Por causa do ruído, notamos
que a seção CS, para o Modelo A, tem muitos “espalhadores”. Logo, o resíduo não é
pequeno, apesar do modelo ter um erro percentual absoluto médio baixo. No entanto,
a ordem da diferença entre os dados está cerca de 10−03. Talvez com o aumento do
número de iterações e um pouco mais de frequência a convergência pode ser garantida e
as amplitudes se ajustem melhor em ambos os métodos.
Modelo Inicial f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
SPG
A 8.998D− 03 2.680D− 02 1.47 4.9
B 8.920D− 03 2.395D− 02 1.42 7.5
C 8.831D− 03 2.541D− 02 1.47 2.3
Tabela 9.11: Desempenho do método SPG na validação da Fase II.
A validação revela exatamente o que é observado na literatura para os resultados da
FWI. Isto é, se o modelo inicial é próximo o suficiente do modelo verdadeiro temos o
sucesso da inversão para métodos que se baseiam em atualizações de primeira ordem.
Quando usamos um modelo “distante” do verdadeiro, que é representado pelo Modelo
B, a saída estimada tem perdas de resolução mesmo com um modelo num intervalo de
velocidade muito próximo do exato.













































































































































































Figura 9.59: Validação da Fase II usando o Modelo C pelo método SPG: (a) Velocidade;
(b) Erro relativo.





























































































































Figura 9.62: Seção CS para o Modelo C no SPG: (a) Observada; (b) Modelada; (c)
Diferença.
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9.6 Experimentos Numéricos com SPG: Fase II
Nos experimentos numéricos a seguir, a solução de referência será dado pelo Modelo
B ilustrada na Figura 9.58 (a). Pois, os modelos suavizados, mesmo com ruído, contêm
muita informação próxima do modelo exato. Sendo que, os modelos iniciais da Fase I
quase todos eram constantes, já que temos restrições físicas dos perfis de velocidades.
Além disso, nesta seção utilizamos o método SPG para resolver o problema de inversão.
Logo, tanto a Fase I quanto a Fase II são problemas de otimização com restrição aplicados
à FWI. Nas subseções seguintes, exibimos os experimentos utilizando os modelos obtidos
na Fase I, agrupados para o mesmo tipo de parametrizações de velocidade. Além disso,
para exibir os resultados, usamos apenas a estimativa do funcional Cauchy da Fase I, nos
problemas com restrições de igualdade e desigualdade, uma vez que pelos erros médios
mostrou-se sutilmente mais estável. No entanto, nas tabelas de desempenho da Fase II,
exibimos todas as estimativas dos problemas analidos.
9.6.1 Modelo 1A e Modelo 1B
Na Fase II, utilizamos os modelos iniciais exibidos nas Figuras 9.4 (a) e 9.8 (a), que
correspondem aos Modelos 1A e 1B, das Subseções 9.3.1 e 9.3.2, respectivamente. A
Tabela 9.12 exibe o desempenho da Fase II pelo método SPG usando os modelos obtidos
na Fase I, tanto no problema FWI-EC quanto no FWI-GC para o Modelo 1A. Os modelos
iniciais obtidos resolvendo o problema FWI-GC obtiveram menores erros e não tivemos
soluções distintas, independentemente do funcional usado na Fase I.
A Tabela 9.13 exibe o desempenho para o Modelo 1B. De fato, a adição de interfaces,
mesmo que em posições não precisas, podem conduzir melhor a estimativa obtida pela
Fase II. Isso proporciona sustentação em pressupor que a tomada de decisão pode melho-
rar os resultados. O desafio da tomada de decisão para esse tipo de parametrização de
velocidade, na Fase I, será automatizar a forma de coletar os pontos para construção das
novas interfaces. Os erros percentuais absolutos médios na Fase II foram 5.7% e 5.5%,
para todos os funcionais, no Modelo 1A, das estimativas dos problemas FWI-EC e FWI-
GC da Fase I, respectivamente. Para o Modelo 1B, dados de FWI-EC da Fase I, tivemos
um erro médio de 5.5%, em todos os funcionais, e, para as estimativas do problema FWI-
GC da Fase I, tivemos um erro médio de 5.2% para QMP, 5.4% para QMPA e 5.3% para
Cauchy. Note que, isso representa uma redução em torno de 2% em relação ao Modelo B
de referência (ver Tabela 9.11). O tempo de CPU foi similar em todos os experimentos,
o que indica que a aproximação inicial, em todos os casos, são próximas. Alem disso, os
valores finais da função objetivo são bem similares.
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Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
Dados do FWI-EC
QMP 2.027D− 02 8.619D− 02 1.45 5.7
QMPA 1.604D− 02 1.241D− 03 1.45 5.7
Cauchy 1.604D− 02 1.221D− 03 1.44 5.7
Dados do FWI-GC
QMP 1.966D− 02 1.386D− 02 1.40 5.5
QMPA 1.834D− 02 1.896D− 03 1.40 5.5
Cauchy 1.799D− 02 1.891D− 03 1.39 5.5
Tabela 9.12: Desempenho do SPG na Fase II usando os modelos estimados pelos proble-
mas FWI-EC e FWI-GC na Fase I para o Modelo 1A.
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
Dados do FWI-EC
QMP 1.890D− 02 1.124D− 03 1.43 5.5
QMPA 1.847D− 02 1.665D− 03 1.43 5.5
Cauchy 1.924D− 02 1.198D− 03 1.42 5.5
Dados do FWI-GC
QMP 1.677D− 02 2.561D− 03 1.42 5.2
QMPA 1.888D− 02 1.658D− 03 1.40 5.4
Cauchy 1.431D− 02 2.241D− 03 1.42 5.3
Tabela 9.13: Desempenho do SPG na Fase II usando os modelos estimados pelos proble-
mas FWI-EC e FWI-GC na Fase I para o Modelo 1B.
As Figuras 9.63 (a) e (b) exibem as soluções da Fase II usando o SPG pelos Modelos 1A
e 1B (obtidos da aproximação da Fase I com o funcional Cauchy no problema FWI-GC),
respectivamente. Podemos observar que a resolução dos modelos estimados são melhores
se compararmos com o modelo afim (Modelo B) tanto pelo L-BFGS quanto pelo SPG,
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Figuras 9.49 (b) e 9.58 (a). Os erros relativos são exibidos nas Figuras 9.64 (a) e (b) para
os Modelos 1A e 1B, respectivamente. Para a estimativa do problema FWI-GC da Fase
I, usando o funcional Cauchy, o erro relativo máximo observado para o Modelo 1A, na
Fase II, foi de 60%, sendo que apenas 11% dos pontos totais do modelo têm erros acima
de 15%. Para erros acima de 30%, esse número de pontos cai para 2.3%. Esses valores
se mantiveram para as estimativas QMP e QMPA. Para as estimativas do FWI-EC, o
erro relativo máximo observado foi o mesmo de 60%, sendo 12% dos pontos com erros
acima de 15%. Para o Modelo 1B, nas estimativas de FWI-GC, o erro máximo foi de
80%. Contudo, em quantidades de pontos, apenas 10% apresentam erros acima 15% e
apenas 2.0% ultrapassam erros de 30%. Para QMP e QMPA, os erros máximos foram de
60% e 70%, respectivamente, mantendo em torno de 10% os pontos que apresentam erros
acima de 15%. Para erros acima de 30%, para QMP, o percentual de pontos caiu, de
modo modesto, para 1.8%, e para QMPA se manteve a 2.0%. Para todas as estimativas
do FWI-EC, no Modelo 1B, tivemos erros máximo de 80% com apenas 11% de pontos
com erros que passam de 15% e 2.0% para pontos acima de 30%.
As Figuras 9.65 e 9.66 (a), (b) e (c) exibem as seções CS que comparam o dado obser-
vado com o modelado através da diferença, para os Modelos 1A e 1B, respectivamente.
Para ambos os modelos temos uma boa representação da seção CS e são comparáveis às
obtidas pelo melhor resultado da validação da Seção 9.5. Além disso, os primeiros eventos
cinemáticos do modelo final da Fase I são bem semelhantes aos primeiros eventos cine-
máticos do modelo final da Fase II, ou seja, o modelo inicial da Fase II já é um modelo




















































Figura 9.63: Modelos de velocidades estimados na Fase II pelo SPG usando o funcional
Cauchy na Fase I pelos: (a) Modelo 1A; (b) Modelo 1B.






























































Figura 9.64: Erros relativos na Fase II pelo SPG usando o funcional Cauchy na Fase I









































Figura 9.65: Seção CS para o Modelo 1A no SPG: (a) Observada; (b) Modelada pela









































Figura 9.66: Seção CS para o Modelo 1B no SPG : (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
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9.6.2 Modelo 2A e Modelo 2B
Nesta subseção, as aproximações iniciais para o campo de velocidade na Fase II têm
origem na solução obtida na Fase I pela parametrização RBF com a regularização (equa-
ção 9.2). Desse modo, as velocidades iniciais são exibidas pelas Figuras 9.14 (a) e 9.22 (a),
isto é, soluções da Fase I, pelo funcional Cauchy, do Modelo 2A, Subseção 9.3.3, e Modelo
2B, Subseção 9.3.4. A Tabela 9.14 exibe o desempenho do SPG na Fase II. Podemos
observar que os modelos obtidos pelas aproximações iniciais, obtidas pelas saídas ótimas
dos funcionais da Fase I, apresentam erros percentuais médios menores do que Modelo
B analisado na Seção 9.5. Em particular, pela aproximação inicial, dada pela estimativa
Cauchy da Fase I, tivemos um erro médio de 4.8% para o Modelo 2A e 6.6% o Modelo
2B na Fase II.
Modelo 2A
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
QMP 2.690D− 02 2.562D− 03 1.42 5.6
QMPA 5.603D− 02 1.523D− 02 1.42 6.8
Cauchy 1.563D− 02 1.596D− 03 1.44 4.8
Modelo 2B
QMP 1.656D− 02 1.846D− 03 1.41 6.3
QMPA 1.901D− 02 4.107D− 03 1.43 7.3
Cauchy 1.924D− 02 1.110D− 03 1.42 6.6
Tabela 9.14: Desempenho do SPG na Fase II usando as estimativas do problema FWI-GC
na Fase I para os Modelos 2A e 2B.
As Figuras 9.67 (a) e (b) exibem os modelos obtidos pelos diferente nós da parame-
trização na Fase I, respectivamente. Observamos que, para o caso do Modelo 2A, temos
efeitos de bordas que não ocorrem no Modelo 2B, porém notamos que isso é causado pela
própria diferença da aproximação inicial. Contudo, o resultado obtido, em particular,
pelo Modelo 2B, mostrou ganho de resolução nas camadas centrais de alta velocidade se
comparamos com a solução obtida da Figura 9.58 (a) (ou até mesmo da Figura 9.49 (b)).
As Figuras 9.68 (a) e (b) exibem os erros relativos, que apresentam máximos pontuais
de 70% em ambos os casos, mas somente 5.6% dos pontos, para o Modelo 2A, têm erros
acima de 15%, enquanto que, para o Modelo 2B, essa quantidade vai a 13%. Porém, para
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erros acima de 30%, temos somente 0.6% e 3.2% de pontos do modelos, para os Modelos
2A e 2B, respectivamente.
Para o Modelo 2A, para as estimativas QMP e QMPA, os erros máximos foram 50%
e 70%. Em que, 9% e 1.6% dos pontos totais apresentam erros acima de 15% e 30%
para QMP, e, para QMPA, esse percentual chega a 12% e 1.4%, respectivamente. Para
o Modelo 2B, o erro relativo máximo para QMP e QMPA se mativeram a 70%. Sendo
que, 11% de pontos, para QMP, e, 15% dos pontos, para a estimativa QMPA, estão
com erros acima de 15%. No caso de erros acima de 30%, temos 2.3% e 4.2% de pontos,
respectivamente, para QMP e QMPA. As Figuras 9.69 (a), (b) e (c) exibem a comparação
das seções CS do dado observado, dado modelado pelo Modelo 2A e a diferença de ambos,
respectivamente. Notamos que, os eventos estão similares, e que a cinemática tem um
melhor ajuste do que as amplitudes. Analogamente, temos o mesmo comportamento para
as seções CS do Modelo 2B exibidas nas Figuras 9.70 (a), (b) e (c) para o dado observado,




















































Figura 9.67: Modelos de velocidades estimados na Fase II pelo SPG usando o funcional






























































Figura 9.68: Erro relativo absoluto na Fase II pelo SPG usando o funcional Cauchy na
Fase I pelos: (a) Modelo 2A; (b) Modelo 2B.









































Figura 9.69: Seção CS para o Modelo 2A no SPG: (a) Observada; (b) Modelada pela









































Figura 9.70: Seção CS para o Modelo 2B no SPG: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
9.6.3 Modelo 3A, Modelo 3B e Modelo 3C
Nesta subseção, analisamos a solução da Fase II usando os modelos de velocidade que
foram parametrizados na Fase I pela aproximação AB-splines. Logo, as aproximações
iniciais para a velocidade serão as soluções dos Modelos 3A, 3B e 3C, respectivamente,
ilustradas nas Figuras 9.28 (a), 9.32 (a) e 9.36 (a), que foram obtidas nas Subseções 9.3.5,
9.3.6 e 9.3.7, respectivamente, usando o funcional Cauchy na Fase I.
A Tabela 9.15 exibe o desempenho do SPG aplicado na Fase II. Observamos que,
com relação à solução do modelo de referência (Figura 9.58 (a)), a abordagem Duas Fases
obtém erros percentuais absolutos médios menores, exceto à solução obtida pela estimativa
QMPA, que não apresentou uma boa aproximação do modelo nas frequências utilizadas.
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Modelo 3A
Estimativas f(m˜) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
QMP 2.480D− 02 1.296D− 03 1.41 6.3
QMPA 3.241D− 01 5.658D− 02 1.39 10.3
Cauchy 2.190D− 02 2.556D− 03 1.42 6.3
Modelo 3B
QMP 1.629D− 02 1.838D− 03 1.43 5.4
QMPA 1.624D− 02 1.201D− 03 1.45 5.0
Cauchy 1.570D− 02 2.993D− 03 1.43 5.2
Modelo 3C
QMP 1.797D− 02 1.766D− 03 1.42 3.6
QMPA 1.127D− 02 1.737D− 03 1.44 3.5
Cauchy 1.325D− 02 8.667D− 03 1.42 3.5
Tabela 9.15: Desempenho do SPG na Fase II usando as estimativas do problema FWI-GC
na Fase I para os Modelos 3A, 3B e 3C.
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As Figuras 9.71, 9.72 e 9.73 (a) e (b) exibem as aproximações do modelo de velocidade
obtidas pelos modelos iniciais, dados pelos Modelos 3A, 3B e 3C, usando a estimativa
Cauchy e os erros relativos, respectivamente. A melhor aproximação é obtida usando
a aproximação inicial do Modelo 3C, devido ao ótimos nós usados na parametrização.
No entanto, a solução usando os nós, do Modelo 3B, também são boas, sendo que, na
tomada de decisão, poderiamos repetir o procedimento do Algencan (Fase I) e alcançar
um resultado com uma solução próxima à encontrada pelo Modelo 3C. Os erros relativos
apresentam valores máximos de 80%, 60% e 50% para os Modelos 3A, 3B e 3C, respecti-
vamente, para a estimativa Cauchy. No entanto, esses erros são pontuais, isto é, menos
de 14% dos pontos totais, para o Modelo 3A, têm erros relativos acima de 15%, para o
Modelo 3B, temos 8.5% de pontos e, para o Modelo 3C, esse percentual é 2.5% de pontos.
No caso, para erros que ultrapassam 30%, para os Modelos 3A, 3B e 3C, respectivamente,
para Cauchy, os percentuais são 1.7%, 0.4% e 0.3% de pontos totais.
Para a estimativa QMP, o erro máximo observado para o Modelo 3A foi de 80%, em que
14% de pontos totais têm erros acima de 15% e 1.8% de pontos totais passam de 30%; para
o Modelo 3B, o erro relativo máximo foi de 60%, em que menos de 10% dos pontos totais
têm erros acima de 15% e em torno de 0.5% de pontos passam de 30%; no Modelo 3C, o
erro máximo foi de 50%, e, apenas 2.7% e 0.3% de pontos totais têm erros acima de 15% e
30%, respectivamente. Por fim, para a estimativa QMPA, temos erros máximos de 100%
para o Modelo 3A, e 60%, para o Modelo 3B, e, 50% para o Modelo 3C, respectivamente.
Porém, também foram erros isolados, e cerca de 25%, 8% e menos de 2.6% de pontos totais
estão com erros acima de 15%, para os Modelos 3A, 3B e 3C, respectivamente. Para o erros
acima de 30%, os percentuais são reduzidos para 5.2%, para o Modelo 3A, e 0.3% para
os Modelos 3B e 3C. Para observar a comparação do dado observado, do dado modelado
e a diferença de ambos, exibimos nas Figuras 9.74, 9.75 e 9.76 (a), (b) e (c) as seções
CS, no 36o tiro, para 101 receptores para cada teste. Tal como nos modelos anteriores,
a seção CS do dado modelado apresenta eventos cinematicamente bons e dinamicamente
razoáveis (lembrando que o ajuste perfeito é um caso ideal).
9.6.4 Modelo 4A e Modelo 4B
Para encerrar a análise da Fase II com o SPG, usamos os Modelos 4A e 4B que usam
a parametrização RBF por ajuste de quadrados mínimos, analisados na Subseção 9.3.8
e 9.3.9 na Fase I. Assim, as aproximações inicias para a velocidade são exibidas nas
Figuras 9.39 (a) e 9.42 (a), que representam as estimativas da Fase I pelo funcional
Cauchy.

























































Figura 9.71: Estimativa da Fase II pelo SPG usando o funcional Cauchy pelo Modelo 3A

























































Figura 9.72: Estimativa da Fase II pelo SPG usando o funcional Cauchy pelo Modelo 3B

























































Figura 9.73: Estimativa da Fase II pelo SPG usando o funcional Cauchy pelo Modelo 3C
na Fase I: (a) Velocidade; (b) Erro relativo.









































Figura 9.74: Seção CS para o Modelo 3A no SPG: (a) Observada; (b) Modelada pela









































Figura 9.75: Seção CS para o Modelo 3B no SPG: (a) Observada; (b) Modelada pela









































Figura 9.76: Seção CS para o Modelo 3C no SPG: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
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A Tabela 9.16 exibe o desempenho do SPG na Fase II. Pelos erros percentuais absolutos
médios, temos valores muito próximos ou abaixo do erro percentual absoluto médio do
Modelo B da Seção 9.5 (usando o SPG ou L-BFGS). As Figuras 9.77 (a) e (b) exibem a
estimativa a partir do Modelo 4A e o erro relativo, respectivamente. Observamos que, a
resolução obtida é boa, sabendo que os nós usados na Fase I foram obtidos de um modelo
bom.
Modelo 4A
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) ERAM (%)
QMP 2.296D− 02 1.406D− 03 1.43 7.8
QMPA 1.826D− 02 9.146D− 04 1.43 5.1
Cauchy 1.646D− 02 1.813D− 03 1.41 5.0
Modelo 4B
QMP 2.182D− 02 1.023D− 03 1.40 6.9
QMPA 1.988D− 02 4.663D− 03 1.41 7.6
Cauchy 2.501D− 02 1.796D− 03 1.38 7.8
Tabela 9.16: Desempenho do SPG na Fase II usando as estimativas do problema FWI-GC
na Fase I para os Modelos 4A e 4B.
O erro relativo apresentou máximo de 80% somente em pontos isolados, isto é, cerca de
7.5% dos pontos totais têm erros acima de 15%. Analogamente, as Figuras 9.78 (a) e (b)
exibem a estimativa e o erro relativo usando o Modelo 4B, nesta ordem. Neste caso, a
resolução comparada ao modelo, obtido da validação (Figura 9.58 (a)) é semelhante, com
pequenas diferenças no contorno, porém poderiamos atualizar os nós no procedimento
e realizar uma nova iteração do método Duas Fases para tentar melhorar a resolução,
uma vez que isso é sustentado pelo Modelo 4A. O erro máximo observado, também foi de
80%, porém agora temos 17% dos pontos totais com erros acima de 15%, mas acima de
30% isso reduz para 4.0% dos pontos totais. Para a estimativa QMP, o erro máximo foi
de 60% e 90%, para os Modelos 4A e 4B, respectivamente. Em que menos de 18% dos
pontos totais têm erros acima de 15%, em ambos os casos, e, para erros acima de 30%,
temos menos de 4.0% de pontos, para o Modelo 4A, e 2.6% de pontos para o Modelo 4B.
Para a estimativa QMPA, os erros máximos foram 80%, para os Modelos 4A e 4B, nesta
ordem. Apenas 7.4% e 16% de pontos totais, para os Modelos 4A e 4B, respectivamente,
apresentam erros acima de 15%, e acima de 30%, o percentual de pontos se reduz a 0.5%,
Capítulo 9. Abordagem Duas Fases para a Inversão da Forma de Onda Completa 236
para o Modelo 4A, e 4.2% no Modelo 4B. As Figuras 9.79 e 9.80 (a), (b) e (c) exibem as
seções CS do dado observado, do dado modelado e a diferença, usando as estimativas da
Fase II com o SPG, partindo dos Modelos 4A e 4B, repectivamente. Apesar da resolução
do Modelo 4B esta aquém do esperado em comparação ao Modelo 4A, observamos que os

























































Figura 9.77: Estimativa da Fase II aplicando o SPG usando o funcional Cauchy pelo

























































Figura 9.78: Estimativa da Fase II aplicando o SPG usando o funcional Cauchy pelo
Modelo 4B na Fase I: (a) Velocidade; (b) Erro relativo.









































Figura 9.79: Seção CS para o Modelo 4A no SPG: (a) Observada; (b) Modelada pela









































Figura 9.80: Seção CS para o Modelo 4B no SPG: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
9.7 Experimentos Numéricos com L-BFGS: Fase II
Nos experimentos numéricos a seguir, repetimos a Fase II, para os mesmos modelos da
Seção 9.6, usando o L-BFGS com salvaguarda como o método de otimização. Ou seja, a
abordagem do método Duas Fases apresenta na Fase I, uma otimização com restrições e
na Fase II uma otimização irrestrita.
9.7.1 Modelo 1A e Modelo 1B
As Figuras 9.81 e 9.82 (a) e (b) exibem as estimativas obtidas na Fase II e os erros re-
lativos partindo das aproximações encontradas na Fase I, resolvendo o problema FWI-GC
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usando o funcional Cauchy, dados pelos Modelos 1A e 1B, respectivamente. Os resultados
foram bem similares aos encontrados na Subseção 9.6.1, usando o SPG. No Modelo 1A,
o erro relativo máximo foi de 60%, independentemente do problema resolvido e da esti-
mativa escolhida dados na Fase I, e em torno de 12% dos pontos totais apresentam erros
acima de 15% e menos de 3.1% dos pontos passam a ordem de 30%. Para o Modelo 1B,
dados do FWI-EC, o erro máximo observado foi de 80%, para todas as estimativas, com
cerca de 11% dos pontos do modelo com erros acima de 15%. Para todas as estimativas
do FWI-GC, no Modelo 1B, o erro máximo foi em torno de 70%, sendo 10% dos pontos
totais com erros acima de 15%.
As Figuras 9.83 e 9.84 (a), (b) e (c) exibem as seções CS no 36o tiro, para 101 receptores,
para os Modelos 1A e 1B, na estimativa Cauchy. Note que, se existe diferença com as
Figuras 9.65 e 9.66 (a), (b) e (c), elas não são significativas. A Tabela 9.17 exibe o
desempenho na Fase II aplicando o L-BFGS para os modelos encontrados na Fase I nos
problemas FWI-EC e FWI-GC para o Modelo 1A. Analogamente, a Tabela 9.18 exibe
o desempenho para o Modelo 1B. Para as soluções que estamos analisando, o L-BFGS
apresenta um erro médio ligeiramente menor, mas a vantagem que recebe mais atenção é
o tempo de execução, que cai pela metade comparado ao tempo de CPU do SPG. Porém,
observamos que a norma do gradiente projetado tem, em geral, uma ordem menor do que
a obtida pelo L-BFGS. No entanto, independentemente do método usado, isso não torna
inviável o procedimento Duas Fases. Porém, indica que a maneira da busca linear do SPG
não está sendo muito vantajosa, o que também foi observado na Fase I, pois o Algencan

























































Figura 9.81: Estimativa da Fase II aplicando o L-BFGS usando o funcional Cauchy pelo
Modelo 1A na Fase I: (a) Velocidade; (b) Erro relativo.

























































Figura 9.82: Estimativa da Fase II aplicando o L-BFGS pelo funcional Cauchy pelo









































Figura 9.83: Seção CS para o Modelo 1A no L-BFGS: (a) Observada; (b) Modelada pela









































Figura 9.84: Seção CS para o Modelo 1B no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
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Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
Dados do FWI-EC
QMP 8.998D− 03 2.680D− 02 0.74 5.8
QMPA 8.920D− 03 2.395D− 02 0.76 5.8
Cauchy 8.831D− 03 2.541D− 02 0.91 5.8
Dados do FWI-GC
QMP 6.954D− 03 2.289D− 02 0.79 5.1
QMPA 6.769D− 03 2.780D− 02 0.83 5.1
Cauchy 6.855D− 03 2.650D− 02 0.80 5.1
Tabela 9.17: Desempenho do L-BFGS na Fase II usando os modelos estimados pelos
problemas FWI-EC e FWI-GC na Fase I para o Modelo 1A.
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
Dados do FWI-EC
QMP 8.732D− 03 3.145D− 02 0.78 5.5
QMPA 8.525D− 03 3.552D− 02 0.75 5.5
Cauchy 8.787D− 03 2.475D− 02 0.76 5.5
Dados do FWI-GC
QMP 6.860D− 03 7.593D− 02 0.79 4.9
QMPA 6.826D− 03 3.414D− 02 0.76 5.0
Cauchy 6.782D− 03 2.203D− 02 0.79 4.9
Tabela 9.18: Desempenho do L-BFGS na Fase II usando os modelos estimados pelos
problemas FWI-EC e FWI-GC na Fase I para o Modelo 1B.
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9.7.2 Modelo 2A e Modelo 2B
A Tabela 9.19 exibe o desempenho da Fase II aplicando o L-BFGS usando os Modelos
2A e 2B, que indicam os modelos iniciais para os nós usados na Fase I da parametrização
RBF com regularização. Nesse caso, diferentemente da Subseção 9.7.1, os erros médios
foram maiores, em particular, para a estimativa usando a aproximação inicial, dado pelo
QMPA, que apresentou um erro médio de 8.7% contra o 6.8% encontrado pelo SPG.
As Figuras 9.85 e 9.86 (a) e (b) exibem os modelos de velocidades estimados e os
erros relativos partindo dos Modelos 2A e 2B, que aparentemente são bem similares aos
obtidos pelo SPG. Cerca de 6.9%, para o Modelo 2A, e em torno de 15%, para o Modelo
2B, de pontos totais têm erros acima de 15%, usando a estimativa Cauchy. No caso para
QMP, nos Modelos 2A e 2B, esse percentual foi de 11% de pontos com erros acima de
15%, e, para QMPA temos em torno de 18% de pontos com erros acima de 15% nos
Modelos 2A e 2B. Portanto, em comparação à Subseção 9.6.2, o percentual de pontos
totais apresentaram aumentos, ainda que modestamente, para erros relativos maiores que
15%. As Figuras 9.87 e 9.88 (a), (b) e (c) exibem as seções sísmicas do dado observado,
modelado e a diferença, que revelam ajustes bem similares aos encontrados pelo SPG.
Modelo 2A
Estimativas f(m) ‖g(m)‖∞ Tempo (h) MAPE (%)
QMP 2.017D− 02 1.269D− 01 0.76 6.5
QMPA 2.785D− 02 4.304D− 02 0.72 8.7
Cauchy 9.057D− 03 8.034D− 02 0.75 5.2
Modelo 2B
QMP 1.163D− 02 8.495D− 02 0.77 6.5
QMPA 2.251D− 02 6.064D− 02 0.80 7.8
Cauchy 1.053D− 02 5.078D− 02 0.73 7.1
Tabela 9.19: Desempenho do L-BFGS na Fase II usando as estimativas do problema
FWI-GC na Fase I para os Modelos 2A e 2B.

























































Figura 9.85: Estimativa da Fase II aplicando o L-BFGS usando o funcional Cauchy pelo

























































Figura 9.86: Estimativa da Fase II aplicando o L-BFGS usando o funcional Cauchy pelo









































Figura 9.87: Seção CS para o Modelo 2A no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.









































Figura 9.88: Seção CS para o Modelo 2B no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
9.7.3 Modelo 3A, Modelo 3B e Modelo 3C
A Tabela 9.20 exibe o desempenho da Fase II com o L-BFGS. No caso do Modelo 3A,
que representa os nós da parametrização AB-splines obtidos pelo Modelo A, tivemos erros
percentuais médios maiores comparados com os estimados pelo SPG. Ao mesmo tempo
que para os Modelos 3B e 3C, nós da parametrização obtidos pelo Modelo B e Modelo C
tivemos erros médios menores.
A Figura 9.89 (a) exibe o modelo de velocidade estimado na Fase II usando o L-BFGS
partindo do Modelo 3A e notamos que a resolução é muito pobre em comparação com a
obtida pelo SPG, Figura 9.71 (a). O erro relativo, exibido na Figura 9.89 (b), tem cerca
de 24% de pontos totais com erros acima de 15%. O mesmo percentual foi obtido pela
estimativa QMP e para QMPA tivemos 26% de pontos com erros maiores que 15%. As
Figuras 9.90 e 9.91 (a) e (b) exibem as estimativas pelos Modelos 3B e 3C, que expõem
melhores resoluções. Pela comparação do Modelo 3B com o Modelo B na validação,
Figura 9.49 (b), da Subseção 9.5.1, podemos inferir que o uso do método Duas Fases
contribuiu para um aumento de resolução. Para o Modelo 3B, menos de 8.5% de pontos
totais apresentam erros acima de 15%, e, para o Modelo 3C, esse percentual é em torno
de 2.4% de pontos totais. As Figuras 9.92, 9.93 e 9.94 (a), (b) e (c) comparam as seções
CS para os modelos. Notamos que, para o Modelo 3A, que não convergiu, o resíduo é
significativamente maior. Esse é um exemplo que mostra uma “falha” do L-BFGS no
qual, mesmo com a salvaguarda usada no fim de cada ciclo, a minimização ainda pode
divergir, embora esse seja o único caso que isso ocorreu em nossos experimentos. A
falha não é exatamente do método L-BFGS e sim da estratégia tomada e de impor uma
minimização irrestrita onde certamente a modelagem do problema de inversão é mais
Capítulo 9. Abordagem Duas Fases para a Inversão da Forma de Onda Completa 244
favorável a métodos que permitem minimizar em caixas.
Modelo 3A
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
QMP 7.713D− 02 6.915D− 02 0.77 9.7
QMPA 6.795D− 02 2.269D− 01 0.77 10.7
Cauchy 7.727D− 02 7.732D− 02 0.79 9.6
Modelo 3B
QMP 9.305D− 03 3.105D− 02 0.74 4.1
QMPA 8.718D− 03 2.996D− 02 0.75 4.8
Cauchy 8.876D− 03 3.029D− 02 0.76 5.1
Modelo 3C
QMP 5.923D− 03 2.110D− 02 0.80 3.3
QMPA 5.951D− 03 1.972D− 02 0.78 3.3
Cauchy 5.807D− 03 3.942D− 02 0.79 3.2
Tabela 9.20: Desempenho do L-BFGS na Fase II usando as estimativas do problema
FWI-GC na Fase I para os Modelos 3A, 3B e 3C.
9.7.4 Modelo 4A e Modelo 4B
Nesta subseção, analisamos o L-BFGS na Fase II, para a parametrização que usa função
de base radial no sentido de quadrados mínimos na Fase I, que resolve o problema (9.5)
dado na Subseção 9.3.8. Portanto, os Modelos 4A e 4B se diferenciam dos nós utilizados
na parametrização. As Figuras 9.95 e 9.96 (a) e (b) exibem os modelos de velocidades
estimados a partir dos Modelos 4A e 4B, usando a estimativa Cauchy, que apresentam
resoluções similares à dos modelos obtidos pelo SPG. Neste caso, menos de 7% dos pontos
totais apresentam erros maiores que 15%, sendo 80% o valor máximo observado, para o
Modelo 4A. Nas estimativas que usam QMP e QMPA, os percentuais foram de menos de
18% e 14%, respectivamente, de pontos totais com erros acima de 15%. Para o Modelo
4B, na estimativa do Cauchy, temos 16% de pontos com erros que passam a margem dos
15%. Para QMP, a quantidade de pontos totais, é em torno de 14% e para QMPA temos
menos de 19% de pontos com erros acima de 15%. As Figuras 9.97 e 9.98 (a), (b) e (c)
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Figura 9.89: Estimativa da Fase II pelo L-BFGS usando o funcional Cauchy pelo Modelo

























































Figura 9.90: Estimativa da Fase II pelo L-BFGS usando o funcional Cauchy pelo Modelo

























































Figura 9.91: Estimativa da Fase II pelo L-BFGS usando o funcional Cauchy pelo Modelo
3C na Fase I: (a) Velocidade; (b) Erro relativo.









































Figura 9.92: Seção CS para o Modelo 3A no L-BFGS: (a) Observada; (b) Modelada pela









































Figura 9.93: Seção CS para o Modelo 3B no L-BFGS: (a) Observada; (b) Modelada pela









































Figura 9.94: Seção CS para o Modelo 3C no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.

























































Figura 9.95: Estimativa da Fase II aplicando o L-BFGS usando o funcional Cauchy pelo

























































Figura 9.96: Estimativa da Fase II aplicando o L-BFGS usando o funcional Cauchy pelo









































Figura 9.97: Seção CS para o Modelo 4A no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.









































Figura 9.98: Seção CS para o Modelo 4B no L-BFGS: (a) Observada; (b) Modelada pela
estimativa Cauchy; (c) Diferença.
O desempenho do L-BFGS, para os Modelos 4A e 4B, é exibido na Tabela 9.21. Em
comparação com os erros percentuais absolutos médios temos valores não muito distintos
em relação aos erros médios encontrados pelo SPG, na Subseção 9.6.4, a menos da apro-
ximação inicial estimada pelo funcional QMPA na Fase I, que apresentou um diferença
positiva de 1.7% para o Modelo 4A e 0.8% para o Modelo 4B. De fato, o funcional QMPA
na Fase I foi o que se mostrou mais instável na obtenção das estimativas das aproximações
da velocidade em relação ao funcional QMP e Cauchy.
Modelo 4A
Estimativas f(m) ‖∇f(m)‖∞ Tempo (h) MAPE (%)
QMP 1.181D− 02 3.458D− 02 0.73 7.5
QMPA 1.689D− 02 1.013D− 01 0.76 6.8
Cauchy 7.526D− 03 2.304D− 02 0.78 4.8
Modelo 4B
QMP 1.392D− 02 3.849D− 02 0.73 7.2
QMPA 1.633D− 02 4.805D− 02 0.80 8.4
Cauchy 1.147D− 02 7.213D− 02 0.72 7.7
Tabela 9.21: Desempenho do L-BFGS na Fase II usando as estimativas do problema
FWI-GC na Fase I para os Modelos 4A e 4B.
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9.8 Comparativo L-BFGS e SPG
Pelos modelos analisados, nas Seções 9.6 e 9.7, respectivamente, somente para o caso
do Modelo 3A tivemos uma “falha” de convergência para o L-BFGS em relação ao de-
sempenho do SPG. Com exceção à esse caso, observamos que a diferença que toma mais
atenção dos métodos é em relação ao tempo computacional (CPU). Basicamente, o SPG
é aproximadamente duas vezes mais lento que o L-BFGS na FWI. No entanto, sabemos
que o maior peso do custo está associado ao cálculo do tamanho de passo, pois a valida-
ção do L-BFGS sem salvaguarda apresentou um custo superior, quase igual ao do SPG.
Ambos os métodos usam estratégias distintas na obtenção do tamanho de passo. Assim,
se adotarmos a mesma estratégia, podemos conseguir resultados comparáveis em tempo.
Porém, devemos ressaltar que esses métodos procuram pontos estacionários e nesse obje-
tivo o SPG leva vantangem sobre o L-BFGS. Para ver isso, a Figura 9.99 exibe a norma
do gradiente projetado em relação ao número de iterações obtido pelo SPG, comparando
com a norma do gradiente do método L-BFGS, usando informação do Modelo 1B. Ou
seja, temos uma curva sempre (e muito) abaixo do L-BFGS. Mas, se observamos o com-
portamento da diferença residual entre o dado modelado e o dado observado, isto é, o
valor da função objetivo em cada iteração, temos que o L-BFGS tende a obter um resí-
duo menor, com uma taxa de decaimento mais rápida que do SPG, como observa-se na
Figura 9.100. O Modelo 1B, analisado nesse comparativo, representa bem o que ocorre
nos outros modelos.
















Figura 9.99: Análise da norma do máximo do gradiente para a FWI na frequência ω =
16 Hz pelos métodos SPG e L-BFGS
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Figura 9.100: Análise da função objetivo para a FWI na frequência ω = 16 Hz pelos
métodos SPG e L-BFGS
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Capı´tulo10
Considerações Finais
Neste trabalho, o objetivo principal foi estudar a Inversão da Forma de Onda Completa
(FWI, da sigla em inglês Full Waveform Inversion) através de problemas não lineares com
restrições usando o método do Lagrangiano Aumentado, utilizando o pacote Algencan.
Para este fim propomos usar restrições obtidas pelos perfis de velocidades que podem ser
conhecidos a partir de dados de poços. Nosso estudo levou ao procedimento denominado
método de Duas Fases para a FWI.
No Capítulo 6 fizemos uma análise das características da função objetivo, para um
modelo de velocidade particular, para alguns funcionais, estudando os efeitos de ruídos,
filtragem e eventos de múltiplas que, em geral, o dado observado contém mesmo passando
pelas etapas de processamento sísmico. Nessa análise, independentemente do funcional
escolhido, observamos que a maior dificuldade do problema não é a existência de muitos
pontos estacionários, mas, o mau condicionamento da função. Assim, métodos de oti-
mização locais devem usar regularizações e estratégias que contornem essa característica.
Isso explica a dificuldade de pular o cycle skipping, nome usado na área para um ponto
estacionário que dista meio período do sinal sísmico observado. Como a região do vale do
mínimo global é muita estreita, se estamos num ponto próximo do mínimo, é muito mais
fácil ficar parado na borda; ou, se entramos no vale, a convergência será lenta, pois, as
curvas de nível nesta região são quase paralelas.
Para resolver a inversão no problema restrito, estudamos algumas formas de parametri-
zações que permitiram escrever o modelo de velocidade como uma combinação linear ou
como uma aproximação da combinação linear da interpolação B-splines. Também mos-
tramos como podemos parametrizar o modelo de velocidade usando horizontes sísmicos,
que podemos interpretar como uma restrição geológica no modelo.
No problema de otimização, estudamos os casos com restrições de igualdade e desigual-
dade (FWI-GC ou FWI-GCS), bem como somente com restrições de igualdade (FWI-EC).
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Fisicamente, pelos perfis de velocidades, as restrições de igualdade são mais fortes do que
as de desigualdade. Logo, o esforço do problema ser viável é maior. Com base nos erros
percentuais absolutos médios, que medem a precisão da estimação do modelo de velocidade
com o modelo de velocidade exato, podemos dizer que não houve diferenças significativas
pela escolha dos problemas resolvidos nos experimentos do Capítulo 8. Os resultados dos
Capítulos 8 e 9, para todos os modelos, mostraram que os modelos de velocidade estima-
dos no Algencan apresentam valores que concordam localmente com os perfis usados nas
restrições. Uma vez que limitamos o modelo de velocidade por alguma parametrização, a
resolução final ainda não mostra ser o melhor resultado, exceto em casos bem particulares
tratados no Capítulo 8. A Tabela 10.1 exibe os erros percentuais absolutos médios da
saída do Algencan, dos experimentos do Capítulo 8, que mostram que o pior caso tem
erro máximo de 17.6%. Para os experimentos do Capítulo 9, a Tabela 10.2 exibe os erros
médios, da Fase I, em que dos 33 testes realizados, em 25 testes o erro foi abaixo de 10%.
Desse modo, a FWI usando o Lagrangiano Aumentado consegue estimar os parâmetros
de velocidade com erros satisfatórios, mesmo com uma resolução limitada.
Erros Percentuais Absolutos Médios (%)
Funcional Modelo 1 Modelo 2 Modelo 3
FWI-EC FWI-GC FWI-GCS FWI-EC FWI-GC FWI-GCS FWI-EC FWI-GC
QMP 0.3 3.3 3.3 13.0 17.6 14.0 1.3 1.6
QMPA 0.3 9.7 3.6 14.4 14.8 14.9 12.7 1.3
Cauchy 0.3 3.3 3.2 14.6 15.8 13.3 5.4 6.2
Tabela 10.1: Erros médios das estimativas no Algencan (Fase I) do Capítulo 8.
Erros Percentuais Absolutos Médios (%)
Funcional Modelo
FWI-EC FWI-GC FWI-GC
1A 1B 1A 1B 2A 2B 3A 3B 3C 4A 4B
QMP 7.0 7.3 7.0 7.2 9.8 17.3 13.5 8.6 5.9 9.5 14.2
QMPA 7.0 7.3 7.0 7.4 10.9 10.2 25.8 8.9 5.9 9.3 9.0
Cauchy 7.0 7.3 7.0 7.4 9.6 8.5 13.5 9.4 5.8 9.1 10.1
Tabela 10.2: Erros médios das estimativas no Algencan (Fase I) do Capítulo 9.
Na FWI convencional, temos uma grande dificuldade de obter modelos de velocida-
des iniciais (suaves ou não) que sejam boas aproximações para a minimização. Desse
modo, o procedimento que denominamos método Duas Fases mostra bons resultados se
comparamos com os resultados usando o modelo de velocidade do tipo afim em profun-
didade, Modelo B, da Seção 9.5, que apresentou um erro percentual absoluto médio de
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7.5% usando o SPG e 7.7% usando o L-BFGS com salvaguarda. Observamos que o “me-
lhor” resultado obtido foi usando as parametrizações pelas interfaces, pois o modelo final
apresenta menos efeitos de borda e alta resolução nas camadas centrais. Contudo, a Ta-
bela 10.3 exibe valores um pouco menores ou iguais para a parametrização RBF, no caso
do SPG, pela estimativa Cauchy. Esse comportamento é o mesmo para o L-BFGS, como
exibe a Tabela 10.4. Além disso, nas parametrizações de velocidade que dependem de
pontos dispersos ou parcialmente regulares foi observado um efeito de borda maior. O
sucesso da inversão não depende muito dos nós conhecidos para a parametrização RBF,
mas na parametrização AB-splines, para ambos os métodos SPG e L-BFGS, mostrou-se
mais sensível à escolha dos nós. De todos os modelos testados, o SPG conseguiu resolver
todos, enquanto que o L-BFGS aparentemente divergiu, em único caso, para o conjunto
de frequência usado. Vale lembrar que a convergência do L-BFGS só é garantida usando
a salvaguarda, enquanto que para o SPG nos limitamos a um conjunto intervalar usado
como uma restrição convexa.
Erros percentuais absolutos médios para o SPG (%)
Modelo
FWI-EC FWI-GC FWI-GC
Estimativa 1A 1B 1A 1B 2A 2B 3A 3B 3C 4A 4B
QMP 5.7 5.5 5.5 5.2 5.6 6.3 6.3 5.4 3.6 7.8 6.9
QMPA 5.7 5.5 5.5 5.4 6.8 7.3 10.3 5.0 3.5 5.1 7.6
Cauchy 5.7 5.5 5.5 5.3 4.8 6.6 6.3 5.2 3.5 5.0 7.8
Tabela 10.3: Erros médios das estimativas na Fase II pela FWI usando SPG.
Erros percentuais absolutos médios para o L-BFGS (%)
Modelo
FWI-EC FWI-GC FWI-GC
Estimativa 1A 1B 1A 1B 2A 2B 3A 3B 3C 4A 4B
QMP 5.8 5.5 5.1 4.9 6.5 6.5 9.7 4.1 3.3 7.5 7.2
QMPA 5.8 5.5 5.1 5.0 8.7 7.8 10.7 4.8 3.3 6.8 8.4
Cauchy 5.8 5.5 5.1 4.9 5.2 7.1 9.6 5.1 3.2 4.8 7.7
Tabela 10.4: Erros médios das estimativas na Fase II pela FWI usando L-BFGS.
No Método Duas Fases ainda damos a liberdade de possíveis melhorias para a função
da parametrização em relação aos horizontes ou dos nós escolhidos. Isso não foi analisado
neste trabalho, porém os resultados com a adição de margens e de nós com melhores valores
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indicam que pode haver benefícios. No procedimento da decisão, podemos adicionar
uma etapa de migração para inserir as interfaces, uma vez que métodos de migração
só precisam de velocidades suaves do tipo afim e, em geral, pode ter baixa resolução
para posicionar corretamente os refletores. Em Costa et al. (2008) mostram imagens
migradas semelhantes a partir de modelos estimados por tomografias, que foram distintos
para determinados parâmetros de suavidades. Desse modo, o picking das posições dos
horizontes pode ser melhorada. Para as parametrizações de velocidade do tipo RBF ou
AB-splines temos técnicas que separam os difratores do dado sísmico como mostrado
em Faccipieri et al. (2016), e, assim, é possível estimar velocidades iniciais melhores que
do tipo afim em profundidade ou ainda usar esses pontos como restrições no lugar dos
perfis de velocidades, caso os dados de poços não estejam disponíveis. Isso porque, nos
pontos onde há o difrator sabe-se com bastante precisão o valor da velocidade no domínio
de tempo, assim podemos usar alguma técnica de conversão para profundidade.
Por fim, nossa contribuição, nesta tese ao tema FWI, está na análise do problema
na Fase I, e mostramos, através de experimentos numéricos, que podemos “relaxar” o
modelo de velocidade inicial, que para a maioria das parametrizações foi iniciado com o
modelo homogêneo, uma vez que existe informações de dados de poços. Nessa abordagem,
podemos ressaltar que por haver informações, não precisamos de grandes quantidades de
traços sísmicos na Fase I. Assim, na Fase I, sempre usamos uma quantidade menor de
fontes e receptores do que na Fase II, pois, baixa iluminação e falta de redundância afetam
a convergência do problema convencional (Alkhalifah, 2016). Para cada parametrização
de velocidade, o fluxo do método Duas Fases mostrou-se ótimo e bem robusto. No entanto,
cada tipo de parametrização assume hipóteses iniciais, cada uma com suas vantagens e
desvantagens.
Para trabalhos futuros, queremos analisar o problema no Algencan em três frentes:
a primeira é analisar o problema de escalamento que algumas vezes era reportado após
algumas iterações e testar outras condições do tamanho de passo. A segunda frente
é implementar a equação da onda no domínio da frequência na Fase I, uma vez que,
nesse caso, a implementação pode beneficiar a redução do tempo computacional usando
estratégias de armazenamento de matrizes esparsas. Porém, isso não afetaria na melhora
de resolução da estimativa final na Fase I, pois existe a limitação da parametrização. Na
última, é estudar novas restrições, diferentes dos perfis de velocidades, como por exemplo,
dados sísmicos de poços (VSP, da sigla Vertical Seismic Profile) e velocidades que estão
em domínios diferentes como o tempo. No método Duas Fases, queremos analisar os
resultados usando a migração (LS)RTM, da sigla em inglês (Least Square)Reverse Time
Migration e a abordagem Layer-stripping na parametrização de interfaces na Fase I, bem
como melhorias dos nós nas parametrizações do tipo RBF e AB-splines. Como temos
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as velocidades, nos estágios do fluxo, podemos seguir a refletividade e/ou a impedância,
baseando-se nos métodos JMI (da sigla em inglês, Joint Migration Inversion), para obter
outras parametrizações em que o Método Duas Fases poderá ter como soluções o modelo
de velocidade e o painel migrado da melhor estimativa da inversão. Também temos
expectativas em obter soluções boas em problemas de inversão orientada a alvos.
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ApeˆndiceA
Pontos de Halton
Neste apêndice detalhamos como se obtém os pontos ou as sequências de Halton, que
foram usados para determinar os centros das funções de base radial.
A.1 Sequências de Halton
As sequências de Halton (Halton, 1960; Wong et al., 1997) são a generalização da
sequência de Van der Corput. Também são conhecidas como sequências de baixa dis-
crepância e frequentemente usadas em métodos quasi-Monte Carlo para aplicações de
integração multidimensional. A sequência é construída de acordo com um método de-
terminístico, que considera a decomposição de um número natural n escrito unicamente






onde cada coeficiente βi é um inteiro tal que 0 ≤ βi < p e M = bln(n)/ ln(p)c.
Por exemplo, se n = 8 e p = 3, então M = 1 e 8 = 2 × 30 + 2 × 31, ou seja, β0 = 2 e
β1 = 2.
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A sequência dada por hp,N = {hp(n) |n = 1, 2, . . . , N} é conhecida como sequência de
Van der Corput.
Por exemplo, considere a sequência para N = 8, na base 3, então devemos calcular
h3(n) para n = 1, . . . , 8, ou seja, h3,8 = {1/3, 2/3, 1/9, 4/9, 7/9, 2/9, 5/9, 8/9}. As sequên-
cias de Halton geram a sequência de Van der Corput no espaço de dimensão k (mais
precisamente no hipercubo unitário [0, 1)k) tomando k números primos p1, p2, . . . , pk, ge-
ralmente distintos. Logo, as coordenadas dos pontos de Halton são dadas pelo conjunto
Hk,N = {(hp1(n), . . . , hpk(n)) |n = 0, 1, . . . , N}. (A.4)
Em baixas dimensões, as sequências multidimensionais de Halton apresentam uma boa
distribuição uniforme no hipercubo unitário. Contudo, para altas dimensões (k ≥ 30),
dependendo do valor de N , a distribuição uniforme é perdida (Kocis e Whiten, 1997).
Em nosso caso, a dimensão não excederia 3 (caso fosse modelos tridimensionais) e esse
problema não nos prejudicaria. As Figuras A.1 (a) e (b) exibem duas distribuições para
51 pontos no domínio [0, 1] × [0, 1], isto é, k = 2, através dos pontos de Halton e pela
distribuição uniforme (função rand do Matlab R2009), respectivamente. De fato, os
pontos de Halton têm uma melhor distribuição de pontos no domínio do que a distribuição
“aleatória” uniforme.
(a) (b)


















Figura A.1: Distribuições de pontos no domínio [0, 1]×[0, 1] por: (a) Halton; (b) Aleatória
Uniforme.
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ApeˆndiceB
Fontes Adjuntas
Este apêndice contém a derivação da fonte da equação adjunta da onda para os fun-
cionais descritos no Capítulo 6. No Capítulo 3, vimos que a fonte adjunta é dada pela
derivada primeira do funcional com respeito a u para cada fonte na seção CS, da sigla em
inglês Common Shot.
B.1 Derivadas dos Funcionais
Nesta seção, derivamos o termo fonte da equação adjunta que depende somente da
escolha do funcional. Para isso, vamos repetir a mesma notação do Capítulo 6 para
facilitar a leitura.






H(u(w;x, t)) dt dx, (B.1)
onde H : U → R é o funcional e U é o espaço das funções reais que satisfazem a equação
da onda acústica bidimensional.
O produto interno de funções reais continuas no intervalo [0,T] com T > 0 e sua




p(t)q(t) dt e ‖p‖ =
√
〈p, p〉. (B.2)












di(xrj , t), di(xrj , t)
〉
, (B.3)
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onde xrj , para j = 1, 2, . . . ,Nr, são as posições dos receptores e di(xrj , t) ≡ d(xsi ,xrj , t)
é o dado sísmico observado para a fonte na posição xsi , para i = 1, 2, . . . ,Ns.
Os funcionais e suas respectivas derivadas são dados por






























































onde ξi(x) = ‖xsi − x‖2, para todo i = 1, 2, . . . ,Ns.
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com Bi ≡ B[ui](w;x) dado por










〈ui, di〉 〈ui, y〉
‖ui‖4 , (B.12)
























































































onde a função sinal sgn : R→ R é definida por
sgn(x) =

+1, se x > 0,
0, se x = 0,
−1, se x < 0.
(B.19)
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ApeˆndiceC
FWI Convencional
Este apêndice discute a FWI usando a equação da onda no domínio da frequência-
espaço, que tem a vantagem de ser mais rápida computacionalmente do que no domínio
do tempo. Contudo, a solução no domínio do tempo ainda tem vantagens em problemas
tridimensionais. A teoria e as estratégias de implementação para a modelagem foram
baseadas nos trabalhos de Hustedt et al. (2004) e Leeuwen e Herrmann (2016). Os métodos
de otimização utilizados foram o SPG proposto por Birgin et al. (2000) e o L-BFGS
proposto por Liu e Nocedal (1989). Esse procedimento é a Fase II do método de Duas
Fases que discutimos no Capítulo 9.
C.1 Modelagem e Inversão no Domínio da Frequência
C.1.1 Modelagem
A equação da onda acústica com densidade constante e velocidade c(x) > 0 no domínio




u(x, ω) = −F (x, ω), (C.1)
onde x = (x, z) ∈ D ⊂ R2 são as variáveis espaciais no domínio D, m(x) = 1/c(x)2 é o
quadrado da vagarosidade, u(m;x, ω) e F (x, ω) são as funções no domínio da frequência
do campo de onda escalar e do termo fonte, respectivamente. A equação (C.1) é exa-
tamente a equação (2.2) tomando a transformada de Fourier no tempo definida como
em Bleistein (1984), onde por abuso de notação estamos considerando as mesmas letras
do domínio em tempo do Capítulo 2.
Para uma dada frequência ω = ω0 e considerando a seguinte discretização xj = x0 +
(j − 1)∆h, zk = z0 + (k − 1)∆h, para j = 1, . . . , nx, k = 1, . . . , nz e ∆h > 0. Além disso,
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considere a notação mj,k = m(xj, zk), uj,k = u(m;xj, zk, ω) e Fj,k = F (xj, zk, ω).
A equação (C.1), na forma discretizada, será um sistema de equações considerando
mj,k, uj,k e Fj,k como vetores ordenados por linha, isto é, por exemplo m ∈ Rn, em que














para k = 1, 2, . . . , nz.
Para discretizar o Laplaciano, considere ∆u = ∇·∇u, onde ∇ = (∂x, ∂z)T é o vetor
gradiente. Assim, usamos a aproximação de primeira ordem avançada (LeVeque, 2007)







. . . . . .
−1 1
 , (C.3)
onde A` ∈ Rn`−1×n` , para ` = x, z. Desse modo, a matriz da discretização dos operadores






e L = −Inz ⊗ ATxAx − ATz Az ⊗ Inx , (C.4)
onde A ∈ R2n−nx−nz×n e L ∈ Rn×n, sendo que o sinal negativo corrige o sinal da matriz
da aproximação de segunda ordem da segunda derivada e ⊗ representa o produto de
Kronecker, definido a seguir.
Definição C.1. Sejam B e C matrizes arbitrárias com dimensão m× n e p× q, respec-
tivamente. Então, o produto de Kronecker B ⊗ C é a matriz de blocos com dimensão
mp× nq e dada por
B ⊗ C =

b11C · · · b1nC
... . . .
...
bm1C · · · bmnC
 . (C.5)
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Portanto, a equação (C.1) pode ser dada na forma aproximada, com certos abusos de
notação, como o sistema
H(m)u = F , (C.6)
sendo H(m) = ω2M̂ + L, em que M̂ é a matriz diagonal dada pelo vetor m, ou seja,
M̂ ∈ Rn×n, e F é o vetor que indica a posição do termo fonte. Assim, F ∈ Rn para uma
única fonte. Logo, o dado modelado u ∈ Rn.
A solução da equação da onda é obtida resolvendo o sistema linear (C.6). A matriz
H(m) é muito esparsa, então métodos que exploram essa propriedade se tornam mais
eficientes computacionalmente.
Condição de Contorno Absorvente
Diferente do Capítulo 2 que a equação da onda é complementada por condiçoes iniciais
e de fronteira. A equação da onda no domínio da frequência exige apenas condições de




iω − n · ∇
)
u(x, ω) = 0, para x ∈ ∂D, (C.7)
onde n é o vetor normal apontando para fora da fronteira de D e i =
√−1.
Numericamente, o sistema de equações (C.6) incluem os pontos da fronteira fazendo a
seguinte modificação na matriz diagonal M̂ com elementos m̂jj, onde os elementos m̂jj =
ω2mj no interior e m̂jj = ω2mj/2+iω
√
mj na fronteira. Na discretização, as fronteiras são
todos os segmentos de retas obtidos pelos vértices do modelo (x0, z0), (x0, znz), (xnx , z0)
e (xnx , znz). Com a adição do contorno observe que agora a matriz diagonal é complexa,
isto é, M ′ ∈ Cn×n. Porém, nos cálculos resultantes só se considera a parte real.
Fontes e Receptores
Para amostrarmos o dado modelado no domínio dos receptores, basta definirmos um
matriz P ∈ RNr×n, onde Nr é a quantidade de receptores. Os elementos de P são 1/∆h2,
se os índices coincidem nas posições dos receptores e 0 caso contrário. O termo fonte
do Capítulo 2 tem a forma de uma fonte pontual com sinal emitido por uma função
conhecida s(t). Sem perder a generalidade, no domínio da frequência, consideramos o
sinal impulsivo, isto é, s(t) = δ(t). Desse modo, a transformada de Fourier é ŝ(ω) = 1.
Assim, F (x, ω) = δ(x − xs), logo o vetor F ∈ Rn tem a mesma definição da matriz P .
Para um experimento com Ns fontes, mantendo fixo o arranjo dos receptores, podemos
definir F como a matriz F ∈ Rn×Ns . Logo, para cada coluna resolvemos Ns sistemas com
a mesma matriz e o resultado será o dado u ∈ Cn×Ns .
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C.1.2 Inversão
O problema no sentido de quadrados mínimos para estimar o melhor modelo m(x) na






‖Pu− d‖2F +R(m), (C.8)
onde ‖· ‖F é a norma matricial de Frobenius, P ∈ RNr×n é a matriz que amostra para o
domínio dos receptores, d ∈ RNr×Ns é o dado observado e R(m) é a função R : Rn → R





onde θ é um parâmetro de regularização.
A função da equação (C.9) atua como um suavizador do modelo de velocidade, desse
modo, a escolha de θ dá um balanço dessa medida. Nos experimentos feitos no Capítulo
9 foi usado θ = 0.1. Para valores abaixo em torno de 0.01 a suavização é pequena e em
torno de 1 fica bem suave. No entanto, esses parâmetros foram baseados de acordo com
nossa escala, pode ser que seja necessário pesquisar outros valores se a discretização do
esquema de diferenças finitas para a derivada for diferente ou ter outras unidades físicas
para o modelo de velocidade.




< (J(m,un×i)Tpn×i)+ θATAm, (C.10)
onde T denota a transposta (ou complexo conjugado em C), sendo que a jacobiana
J(m,u) para cada posição de fonte é dada por
J(m,u) = M ′diag(u), (C.11)
onde diag(u) é a matriz diagonal cujo a diagonal é composta pelo vetor u ∈ Cn×1 e M ′




O estado-adjunto p é dado por pelo sistema
HT (m)p = −P T (Pu− d) . (C.12)
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Algoritmos
No problema de minimização, equação (C.8), utilizamos os métodos de L-BFGS (Liu
e Nocedal, 1989) para resolver o problema irrestrito e no caso adicionando restrições de
caixa, isto é, m ∈ Ω ⊂ Rn, o método usado foi o SPG, da sigla em inglês Spectral
Projected Gradient (Birgin et al., 2000; Birgin e Martínez, 2014). A seguir apresentamos
os algoritmos e uma breve descrição de cada método e os tipicos valores para os parâmetros
de entrada.
L-BFGS
Ométodo L-BFGS é o método mais estabelecido para a solução do problema de inversão
da FWI, pois contém uma estratégia prática e econômica para o cálculo da aproximação
da Hessiana bem como da sua inversa, pois não necessita armazenar explicitamente a
matriz densa como o método tradicional (BFGS). Esse método está dentro da classe de
métodos quase-Newton que usam aproximações de primeira ordem.
O Algoritmo C.1 mostra a rotina que computa o produto Hk∇fk (aproximadamente),
ou seja, exatamente o δmk do Algoritmo 3.1. Além disso, definimos
sk = m









A aproximação inicial da Hessiana (H0k), que começã na rotina H0k pode ser dada por
H0k = γkI. Os valores limites ` > 0, que armazenam implicitamente a Hessiana são
escolhidos na literatura entre 3 ≤ ` ≤ 30, nos testes fixamos o valor tipico ` = 5. Logo, o
Algoritmo 3.1 em conjunto com o laço recursivo, Algoritmo C.1, dá origem ao algoritmo
do L-BFGS.
O tamanho do passo é determinado usando a condição forte de Wolfe, usando os parâ-
metros típicos recomendados por Nocedal e Wright (1999), isto é, c1 = 10−04 e c2 = 0.9.
O Algoritmo C.2 mostra o cálculo do tamanho do passo. Observe que a condição de Wolfe
são dadas pelas condições de Armijo (decréscimo suficiente), dado a constante c1 ∈ (0, 1),
e de curvatura, dado a constante c2 ∈ (c1, 1).
A condição de Wolfe é uma busca linear inexata, isto é, dado um passo inicial, buscamos
candidatos que satisfaçam a condição de Armijo e a condição de curvatura. Desse modo,
podemos encontrar intervalos que cumpram a condição e usando bisseção ou interpolação
podemos achar um valor que será usado como o passo escolhido. No algoritmo do passo, a
sequência gerada tj cresce monotonicamente até achar um comprimento aceitável ou um
intervalo que contém os comprimentos de passos desejados, neste último caso, aplicamos
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a rotina chamada de zoom apresentada no Algoritimo C.3, que diminui o tamanho do
intervalo sucessivamente até um passo aceitável. Nesta função, a sequência iterativa
substitui algum ponto da extremidade do intervalo (tj, tj+1), de modo que ainda satisfaça
a condição de forte de Wolfe, se uma uma das três seguintes condições é cumprida
• tj viola a condição de Armijo;
• f(mj+1) ≥ f(mj);
• ∇f(mj+1)T δmj ≥ 0.
No último passo é realizada a extrapolação para o novo valor a ser executado. Neste
caso, usamos o método da bisseção. Outras estratégias, como usar o backtracking ao invés
da condição de curvatura, podem ser encontradas em Nocedal e Wright (1999).
Algoritmo C.1: Rotina recursiva do L-BFGS
Dados: ` > 0.
Resultado: −r = −Hk∇f(mk).
Inicialize q ← ∇f(mk).
para j ← (k − 1) até (k − `) faça




para j ← (k − `) até (k − 1) faça
β ← ρjyTj r,
r ← r + sj(αj − β).
fim
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Algoritmo C.2: Busca linear inexta usando condição forte de Wolfe
Dados: t0 ← 0, t1 > 0, tmax, 0 < c1 < c2 < 1.
Inicialize j ← 0.
repita
se f(mj+1) > f(mj) + c1tj∇f(mj)T δmj ou f(mj+1) ≥ f(mj) e j > 0 então
t∗ ← zoom(tj, tj+1) e pare.
fim
se |∇f(mj+1)T δmj| ≤ −c2∇f(mj)T δmj então
t∗ ← tj e pare.
fim
se ∇f(mj+1)T δmj ≥ 0 então
t∗ ← zoom(tj, tj+1) e pare.
fim
escolha tj+1 ∈ [tj, tmax] e faça j ← j + 1.
até satisfazer alguma condição ou máximo de iterações ;
Algoritmo C.3: Função zoom
Dados: 0 < a < b
Inicialize j ← 0
repita
Aplique alguma interpolação para encontrar tj ∈ [a, b].
se f(mj+1) > f(mj) + c1tj∇f(mj)T δmj ou f(mj+1) > f(mj + aδmj) então
b← tj.
senão
se |∇f(mj+1)T δmj| ≤ −c2∇f(mj)T δmj então
t∗ ← tj e pare.
fim





até alcançar algum dos critérios ;
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SPG
O SPG é aplicado a problemas da forma (C.8) adicionando a restrição m ∈ Ω, onde
o conjunto Ω será a restrição de caixa, isto é, Ω = {m ∈ Rn |a ≤ m ≤ b}. Em outras
palavras, Ω é um conjunto convexo fechado no Rn.
A projeção ortogonal de um ponto m ∈ Ω denotada por P será dada por




mi, se ai ≤ mi ≤ bi,
ai, se ai < mi,
bi, se mi > bi,
(C.15)
para todo i = 1, 2, . . . , n.
No método SPG a direção de descida é calculada com base na projeção ortogonal de
− 1
αk
∇f(mk) no conjunto Ω, onde αk é um escalar, computado a partir de informações
do ponto corrente e do ponto passado, conhecido como passo espectral. Da mesma forma
que o método L-BFGS, o SPG usa informações de primeira ordem e também é eficiente
em problemas de grande porte (Birgin et al., 2000).
O Algoritimo C.4 descreve o processo de encontrar mk+1 a partir de mk ∈ Ω e sal-
vaguardas dadas por com 0 < αmin  αmax, c1 ∈ (0, 1), 0 < σ1 < σ2 < 1 e um inteiro
N ≥ 1. Nos testes do Capítulo 9 foram usados os valores recomendados em Birgin et al.
(2000), isto é, N = 10, αmin = 10−30, αmax = 10+30, c1 = 10−4, σ1 = 0.1 e σ2 = 0.5. Para








em que αk ∈ [αmin, αmax] será dado por
αk =
{
1, se k = 0,





‖sk‖2 , sk = m
k −mk−1 e yk = ∇f(mk)−∇f(mk−1). (C.18)
No algoritmo SPG o tamanho do passo corrente tk (Passo 4) é obtido por meio de
um procedimento chamado de backtracking, que garante o decréscimo suficiente dado
pela condição de Armijo. Mais do que isso, a condição de Armijo para a constante
N > 1 é não monótona e para N = 1 equivale a condição clássica (monótona). O uso da
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busca linear não monótona tem a vantagem de fazer que a primeira tentativa de passo
tenha mais chances de ser aceita. A extrapolação do passo no intervalo é dada por uma
interpolação quadrática com salvaguarda que é mostrada em detalhe no Algoritmo C.5.
Observe que, quando o tamanho de passo obtido pela interpolação quadrática não estiver
dentro do intervalo [σ1t, σ2t] o passo pode não ser confiável e prefere-se usar um método
mais conservador, por exemplo, o método da bisseção.
Algoritmo C.4: SPG.
Dados: Dados m0 ∈ Ω, ε > 0, 0 < αmin  αmax, c1 ∈ (0, 1) e 0 < σ1 < σ2 < 1.
Inicialize k ← 0.
repita
Passo 1:
se ‖P(mk −∇f(mk))−mk‖ ≤ ε então
pare declarando que mk é um ponto estacionário.
fim
Passo 2: Calcule sk e yk.
se sTk yk ≤ 0 então
faça αk ← αmax.
senão
faça αk ← max{αmin,min{γk, αmax}}.
fim
Passo 3: Calcule δmk.
Passo 4 (backtracking): faça t← 1 e defina
Fmaxk = max{f(mk−j+1) | 1 ≤ j ≤ min{k + 1, N}}.
se f(mk + tδmk) ≤ Fmaxk + tc1∇f(mk)T δmk então
faça tk ← t.
senão
faça t← t∗ ∈ [σ1t, σ2t] e volte ao laço condicional.
fim
Passo 5: Atualize mk+1 ←mk + tkδmk, k ← k + 1 e volte ao Passo 1.
até alcançar o critério de parada ou máximo de iterações ;
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Algoritmo C.5: Interpolação quadrática e salvaguarda.
Dados: Dados δmk, t > 0, 0 < σ1 < σ2 < 1 e mk ∈ Ω.
Passo 4.1: Calcule
t′ ← − t
2∇f(mk)T δmk
2(f(mk + tδmk)− t∇f(m)T δmk) .
se t′ ≥ σ1t e t′ ≤ σ2t então
faça t∗ ← t′.
senão
faça t∗ ← t
2
.
fim
