Abstract Participatory Sensing is a new computing paradigm that aims to turn personal mobile devices into advanced mobile sensing networks. For popular applications, we can expect a huge number of users to both contribute with sensor data and request information from the system. In such scenario, scalability of data processing becomes a major issue. In this paper, we present a system for supporting participatory sensing applications that leverages cluster or cloud infrastructures to provide a scalable data processing infrastructure. We propose and evaluate three strategies for data processing in this architecture.
for gathering valuable data at a fraction of the cost associated with the deployment of dedicated sensor infrastructures. Examples of this potential are well illustrated in [11, 20, 25] , which concern road conservation and traffic monitoring, based on accelerometer and GPS readings collected by mobile devices.
Realizing the promise of Participatory Sensing poses several challenges, in particular, that of large-scale support. Since the appeal of the paradigm can make its applications popular, a very large number of users contributing with sensor data and obtaining information from the system can be expected. Many of the application examples found in the literature [11, 20, 25] use centralized architectures with a single server to process sensor data received from mobile users. These approaches are appropriate only for small-scale, proofof-concept experiments.
For supporting large communities, a single server will be insufficient to process all data and reply to all queries. Thus, there is a need for partitioning data processing among multiple nodes. One possible approach is to use a decentralized solution composed by nodes scattered across the Internet. For example, in [13] , we have proposed such a system, with data processing being performed in a peer-to-peer network with nodes contributed by participants in the system. Such completely decentralized solutions involve a lot of complexity for achieving good performance and fault tolerance.
An alternative approach is to leverage current cluster and cloud computing environments and perform data processing in such infrastructures. Several solutions for data processing in these environments have been proposed recently [5, 9, 22] , but few are appropriate for processing streams of continuous data, as required by real-time participatory sensing applications. The solutions fit for processing continuous data (e.g. [5] ) only focus on server execution, while a Participatory Sensing system can start data processing in the mobile nodes.
In this paper we present the Cloud 4 Sensing (C4S) system for supporting participatory sensing applications, allowing application developers to define the computation performed in the system. This includes the computations performed in the mobile nodes and in the system servers executing either in a cluster or in a cloud computing infrastructure. Computation is partitioned across server nodes according to a distribution strategy that defines how data is acquired by the system, where it is processed, and how it is aggregated. We propose three distribution strategies for processing data and evaluate these strategies in the context of a traffic monitoring application.
If the way programmers express computations is mostly inherited from our previous work [13] , C4S [12] runs in a completely different computation infrastructure (cluster/cloud vs. peer-to-peer). This leads to differences in the way information is propagated by mobile nodes and processed in the servers. Additionally, unlike our previous work, we propose several different distribution strategies.
The rest of the paper is structured as follows. Section 2 provides an overview of the C4S system. Section 3 summarizes the processing language of the framework and two short examples. Section 4 details the three distributed processing strategies proposed in this paper, followed by the results of their experimental evaluation in Section 5. The paper concludes with an overview of related work and some conclusions, respectively, in Sections 6 and 7.
System overview

System architecture
The C4S system architecture ( Fig. 1 ) comprises two kinds of nodes. A large number of mobile nodes, equipped with sensors, is the main source of data for the system, whereas a much smaller set of data center nodes forms a fixed infrastructure that provides computing, storage and networking resources.
Mobile nodes, typically smartphones, are expected to have limited computational power, battery life and communications capabilities. As such, they will mainly support user interaction and run data acquisition and simple processing services on behalf of the applications hosted at the fixed infrastructure. Mobile nodes do not interact directly, and connect to the fixed infrastructure to upload sensory data and obtain processed information via a frontend service.
Fixed nodes are deemed to be server-grade machines, well connected by a high-throughput and lowlatency data center network. They form a loose overlay network, where the key characteristic is that they all know and can interact with each other, an arrangement known as a 1-hop DHT [18] .
Each fixed node is assigned with a set of virtual geographic positions, chosen randomly from each of the target sensing areas. Those coordinates are the basis for supporting decentralized processing strategies based on geographic partitioning. In that regard, they also determine how mobile nodes bind to and interact with the fixed infrastructure.
Data model
Applications access participatory sensing data by issuing queries over virtual tables -the main high-level data abstraction provided by C4S for naming a collection of data with a particular schema and semantics. Virtual tables have a global scope within a particular instance of the C4S platform. Issuing a query over a virtual table serves two purposes, it allows applications to request data and, at the same time, restrict its scope to a subset of the whole, in the form of spatial and temporal constraints.
While flexible regarding the actual schema, virtual tables handle geo-referenced and time-stamped data. As such, virtual table data is represented as a set of named attributes and, as a common denominator, each data tuple must include a temporal attribute, i.e., a timestamp, and a spatial component, in the form of physical coordinates or a geographic extent. A query over a virtual table will then result in a sequence of data tuples to be forwarded to the requesting application, confined to the requested geographic area and time period.
Virtual tables are purely logical entities, in the sense that they do not necessarily need to refer to data already present in some physical storage medium. Interfacing applications with persisted (stored) data is just one of the facets of this construct. Virtual tables can also target data that does not yet exist and that may never be stored, including data intended to be produced and consumed with (near) realtime requirements. Moreover, another central concept to virtual tables is that they refer to data produced as a result of applying a set of transformations to raw sensor inputs and other virtual tables. As such, virtual tables embody a generic inference mechanism that creates high-order data from simpler constituents. This design is intended to facilitate and promote data sharing and cooperation among otherwise unrelated applications.
Data transformation
Data transformation is achieved by specifying the execution of a chains of successive operations, organized as pipelines. Starting with raw sensor samples, or data from other virtual tables, a derived class of data can be produced, based on the output of a combination of pipeline operators. Data transformations typically involve mapping, aggregation and condition detection operations. Mapping adds new attributes to individual data elements, such as tagging a GPS reading with a street segment identifier. Aggregation combines several samples into one and often involves statistical operators, such as count, average, etc., over temporal data snapshots. Finally, condition detection generates new data indicative of a particular noteworthy event, such as a congested street.
The actual processing capabilities of the framework are discussed in more detail in Section 3.
Distribution model
The C4S system provides an abstract model to leverage a cloud or datacenter computing infrastructure for supporting decentralized processing for virtual tables. In such model, fixed nodes are interconnected and structured in a peer-to-peer fashion, where each node can potentially perform a similar role, as data acquisition, storage and processing elements. The issues that stem from such arrangement are essentially related to where acquired data is forwarded, how pipeline processing is effectively distributed and, particularly, how these issues are omitted from consideration of application developers.
The key aspect about data processing in virtual tables is that it is split between two transformation pipeline stages. One, dataSource, processes data locally available to the node, i.e., data already stored locally, or data that is being acquired or uploaded by mobile nodes. The second pipeline stage, known as globalAggregation, is responsible for merging the contributions of several nodes.
In the simplest case, virtual tables with no globalAggregation stage can run entirely in mobile devices to produce transformed data before it is acquired by the fixed cloud infrastructure for further processing and eventual dissemination. In the usual case, virtual tables instantiated at multiple nodes will require the various globalAggregation pipeline stages to be connected to form a data flow aggregation infrastructure.
Conceptually, the two pipeline stages abstract the C4S distributed data processing facet. However, their operation is very closely tied to the distribution strategy employed, which among other things determines the actual data flow topology and properties of the aggregation infrastructure used. Such strategies are the main focus of this paper and will be discussed separately in Section 4.
Data dissemination
When a node issues a query, the system instantiates data processing pipelines in the necessary fixed infrastructure and mobile nodes, depending on the geographic coverage of the standing queries, and according to the distribution strategy in use, as discussed in Section 4. For returning query results to clients, C4S adopts a push-based model that leverages a publish/subscribe, content-based routing substrate. Therefore, issuing a query is equivalent to the client subscribing data conforming to a particular pattern/type, confined to a certain geographic area of interest and time period.
C4S is primarily designed for handling queries covering a large fraction of the target sensing areas. Supporting many "narrow" queries is made possible and efficient by merging them whenever they overlap geographically. For simplicity, the extent of the resulting compound query is used. The goal is to minimize the number of pipeline instantiations and avoid redundant data processing. To that end, the publish/subscribe substrate is used to filter out the query results that are outside of a client's request.
Privacy
Participatory sensing applications usually rely on computations of aggregate information, making it hard to trace information back to individual users. This provides some degree of privacy for users if users trust the centralized computing infrastructure-a similar approach is suggested in Contrail [29] . Still, even in such setting, privacy is a sensitive issue for many users, making them reluctant to share information that might compromise their privacy. This is a problem because sharing information is paramount to the participatory sensing paradigm.
C4S does not provide specific abstractions or a builtin mechanism for improving user privacy. It offloads that responsibility to the client-side of participatory sensing applications. However, by allowing computations to run on mobile devices, prior to propagation to the server infrastructure, it provides opportunities to enhance user privacy.
First, the client application is responsible for the contents of the data tuples propagated to the fixed C4S infrastructure. As applications acquire data from the onboard sensors through the C4S framework, sensitive data could be removed or anonymised prior to returning it to the applications. Alternatively, this process could be performed by bona-fide applications that have access to full information, prior to propagating it to the fixed infrastructure. While this can help, it has been shown that suppressing user identity from individual data samples is not enough to guarantee anonymity. Location and temporal patterns in the data stream may be enough to infer the missing information [6] .
Stronger privacy guarantees require more sophisticated techniques, which can still be achieved in C4S by exploiting its local processing capabilities (either inside the C4S framework or in the code of applications). For instance, filters can be applied to suppress sensor samples that fall within exclusion zones chosen by the user, such as close to her home or her workplace; or, only allow processing data that falls within certain allowance zones [19] . Perturbation techniques (e.g., [14, 17] ), which apply noise to the data for the purpose of anonymising the data stream as a whole, can also run entirely on the device before any sensitive information is leaked to the shared processing infrastructure.
Deployment
The deployment of C4S poses a number of issues that must be addressed. Regarding application installation, our approach assumes that the C4S framework is installed as an application on mobile devices. It must have access to the mobile device's low-level features, such as access to the network, to sensors, etc. For example, in Android devices, this will require the user to authorize them when installing the C4S framework.
Applications are loaded in the C4S framework, with the code of associated virtual tables running under the control of the C4S framework. In our current prototype, the code of virtual tables runs without limitations.
However, the defined language highly restricts the computations that can be done. In a real-life deployment, we would expect that each application would run in a sandbox with controlled resource consumption, thus restricting the resources consumed by each application and protecting applications from each other.
Our current solution also assumes that mobile nodes have enough computing resources to execute the computations defined in the installed virtual tables. This is probably a reasonable assumption for most applications considering the increasing power of mobile phones. In heterogeneous settings, where some mobile devices may have very limited computing resources, an application could restrict the computations performed in those devices. An alternative approach would be to have an automatic mechanism to offload computation when local computing resources are not sufficient. However, this approach would often require the use of additional communication resources. The problem of offloading computations from mobile devices, and the trade-off between the use of communication and computing resources has been addressed in several works [4, 7, 30 ]-a solution for our setting could build on the techniques proposed in these works.
Processing language
Virtual table programming is performed using a domain specific language, whose BNF specification is given in Fig. 2 . In line with the model presented above, the C4S processing language provides two major ways of defining new virtual tables: base virtual tables and derived virtual tables. Base virtual tables take a number of raw sensor inputs and according to some processing or inference logic output new tuples. Derived virtual tables add further processing to the output tuples of existing virtual tables and provide new output tuples of their own. In both cases, data processing is expressed as pipelines of chained tuple operators. Two logical types of processing pipelines can be involved (dataSource and globalAggregation), as will be detailed further ahead, but in terms of programming they are identical, supporting the same set of tuple processing operators.
The processing language features are augmented with the use of Groovy [15] . 1 Groovy has support for closures, which C4S relies on for embedding additional application code into virtual table definitions. Moreover, Groovy provides dynamic dispatching/invocation which allows new data tuples to be defined and processed in existing virtual tables with minimal adaptations.
Pipeline operators
Data mapping and f iltering
The processor operator provides the basis for applying some domain specific processing to incoming data tuples, such as interpolation of sensor readings, unit conversion or mapping data between domains. It operates on individual data tuples and typically prepares data for aggregation. To that end, the processor operator can be used to perform a mapping operation, where the attributes of the incoming data are used to augment it with additional information. Typically, the goal is to add attributes that have a discrete or more uniform representation, such as coordinates of a grid over some geographical area or the buckets of a histogram. The processor operator can target any attribute of the incoming data, accordingly, it handles processing of spatial or temporal attributes in the same way.
The filter operator is a specialized processor that also operates on individual tuples and is used to discard incoming tuples that do not meet some criteria. As such, a filter outputs its unmodified input only when a given condition is satisfied, which may be relative to the current tuple, a previous tuple or both. For instance, a filter can choose to forward an input when it detects significant changes in relation to the last forwarded tuple.
Data partitioning
The groupBy operator is used to partition the incoming data stream into substreams.
The partitioning criteria can be arbitrary but most often it will be based on specific attributes of the input data tuple. The resulting sub-streams will be processed by the sub-pipeline specified as part of the operator parameters. Being independent, each sub-pipeline can be evaluated in parallel.
Partitioning is meant to group related data, for instance prior to statistical analysis or aggregation. For instance, this operator can be used to create independent streams for data for the individual buckets of an histogram or the individual cells of a spatial grid populated by a mapping function performed previously by a processor operator.
Data buf fering
The language also provides an abstraction for buffering incoming data into discrete finite tuple sequences, as an alternative to processing a continuous stream of data tuples.
The timeWindow operator, as its name implies, operates in the time domain and divides the stream into possibly overlapping time periods using a sliding window.
Temporal windows are defined in terms of size and slide parameters. Window size defines the time span, in seconds, of the window extent, while the slide parameter defines the temporal relation between successive extents. Size is defined in relation to tuple timestamps, i.e., the time of acquisition at the mobile node according to the local clock. A window with a size of 15 s and slide of 10 s will output a tuple set with a timestamp range spanning 15 s, every 10 s. The window semantics assumes that data has been timestamped according to adequately synchronized clocks, i.e., with a limited skew. The timeWindow operator supports periodic or triggered computations, regarding when its output is produced. In periodic mode, the window extent is output regularly according to the window slide. A triggered time-window produces a periodic output, but only if it receives a continuous input stream, remaining idle if there is no input. The two operation modes are illustrated in Fig. 3 , showing when a tuple sequence output (terminated by the eos marker) is produced.
The set operator acts as a sieve, storing input tuples into buckets, each bucket storing the most recent tuple received. Data is separated into buckets based on its attributes using some criteria. The retained tuples of all the buckets are forwarded for processing as a single set of data tuples. The set output can be produced at end of a input data sequence or whenever a bucket changes. In the first case, the operator needs to be preceded by another buffering operator (typically a timeWindow). In the second case, there is also time-to-live parameter to consider to automatically expire tuples that become obsolete. As an example, the set operator can be used, for instance, to produce the most recent tuples received from each of the decentralized processing nodes that feed the local instance of the virtual table. As such, this operator can be useful in the context of distributed processing.
Data aggregation The aggregator operator iterates over finite tuple sequences, usually produced by a preceding buffering operator. It applies basic operations, such as maximum, minimum, count, sum and average, over one or more input attributes of the input tuples. At the end, it produces an output tuple that represents a compound result. This operator is the basis for reducing the input data from discrete samples into aggregates, such as statistical results. Combined with mapping, partitioning and data buffering, it is possible to use this operator to continuously produce independent aggregate values over the spatial or temporal input decomposition defined by its preceding operators.
Data inference
The classify operator is another specialized processor that is devoted to generating inferences from input data, such as detecting an event. A classification tuple is forwarded whenever its input satisfies an application defined condition. Inferences often need to take into account several data samples for the sake of reliability and confidence. As such, the input tuple for this operator will normally be the result of an aggregation stage.
Examples
Processing tweets
The HotTweetAreas virtual table, c.f. Definition 1, exemplifies the use of the C4S data processing framework and language for computing a heat map from georeferenced Tweeter data streams. This virtual table outputs the information used to build a colored bitmap that highlights the spots where most activity has taken place during the monitored period. The result is shown in Fig. 4 is mapped to a cell of a spatial histogram to produce MappedTweeter tuples. Every 60 s, a time window will forward up to 30 min worth of tweets that will be split by cell identifier to be counted. The resulting AggregateTweeters tuples (one for each occupied cell) feed the globalAggregation pipeline stage of the virtual table, where those partial results are combined with the contributions of other processing nodes. To that end, for each cell, a set operator is used to retain the latest partial result received from each contributing node. The total for each cell is evaluated every 30 s, using the data received in the last 60 s.
A slightly more elaborate example, focusing on the realtime detection of anomalous events in a monitoring environment, is presented next. 
Definition 2 FilteredGPSReading and TrafficHotspots virtual tables specification
Processing traf f ic information
Definition 2 comprises the FilterGPSReadings and Traf f icHotspots virtual tables, which implements the basic inference logic for an application devoted to realtime monitoring of road congestion in a metropolitan area. In this example, FilterGPSReadings basically filters out tuples when it is assumed that the mobile node is not in the traffic-e.g. the user is using the application while walking. This virtual table runs completely in the mobile nodes and it is implemented relying on a user-defined function-isInCarHeuristic-as we expect that additional information can be gathered to reach a decision-e.g. if there is noise.
Starting with the discrete GPS readings collected by mobile nodes and not discarded in the previous initial table, Traf f icHotspots generates a stream of Hotspot tuples, representing real-time detections of congested road segments, when certain thresholds are exceeded. In between, data is progressively transformed into intermediate forms, such as tuples of MappedSpeed and AggregateSpeed, representing, respectively, an individual speed measurement and the average car speed for the last 10 s, in a given road segment. A graphical output of this application is shown in Fig. 5 .
Our experimental evaluation of the three implemented distribution strategies is based on this application, as such, additional explanation is presented in Section 5.
Distribution strategies
The abstract distribution model presented earlier can be instantiated in the C4S infrastructure using different strategies. Different strategies strive for different strengths, which stem from how data is acquired by the system, where it is processed, and how it is aggregated.
As such, each distribution strategy will materialize a specific data and processing partitioning scheme. And, in particular, it will determine the binding of mobile nodes to the cloud processing infrastructure and how the global aggregation pipelines of virtual tables are connected among the processing nodes.
We next describe the three strategies we have implemented in the C4S platform.
RTree
The main rational behind RTree (Random Tree) is to leverage a simple partitioning of the acquired sensor data, backed by a random tree to aggregate and process data towards a root node of the fixed infrastructure.
In RTree, each mobile node maintains a long lasting association to a particular fixed node. This association is established by selecting the fixed node with the virtual position that is closest to a static reference location that defines the usual, general whereabouts of the mobile node. As a result, acquired data is immediately available for processing at each fixed node, but it is also partitioned among the fixed processing nodes without taking into account the actual spatial attributes of each sample. Therefore, the determining aspect of RTree is that every fixed node potentially hosts data relevant to any particular query.
In a given RTree instance (associated with a particular query), fixed nodes are organized into a random tree of a chosen degree, where they perform the same role and will instantiate both the data source and global aggregation pipeline stages, as shown in Fig. 6 . Latency In RTree, any given node cannot usually determine if it has complete information for a particular spatial extent, since the relevant data may be scattered among several nodes. As a result, data aggregation and processing for a localized event, may have to proceed along the tree until the root is reached before a definite result is obtained. In particular, this can be an issue for virtual tables whose inference logic aims at detecting the absence of certain data patterns. Early detections can, however, be published as soon as they are produced at any point of the aggregation tree. This problem with processing latency in RTree can be dealt with by increasing the aggregation tree degree to reduce its height.
Load-balancing For the same reasons above, RTree workloads can become imbalanced for some virtual tables. The top levels of the tree, the root in particular, may have to process a greater fraction of tuples compared to the leaf nodes and nodes at the lower levels. A straightforward way to address load balancing issues in RTree is to rebuild the random aggregation tree periodically. This will cause the placement of nodes in the tree to change over time, smoothing their loads as a result.
Fault tolerance The impact of node failures in RTree will depend on how redundant the available data is. Since data can be scattered among all processing nodes with little concern of its actual spatial coverage, a node failure will not necessarily have a localized impact. Often, a failure will just result in having fewer data samples globally for performing computations and inferences. If enough data is available in the remaining nodes, the impact may be negligible. Nevertheless, in the event of a node failure, the aggregation tree needs to be repaired. As an immediate measure, that is achieved by bypassing the failed node and grafting the lower levels to its parent node, while a new random tree is rebuilt, as a more permanent and systematic fix. Overall, RTree has a simple and robust design. Its minimal dependency on spatial data partitioning allows it to be used with virtual tables that process data lacking those attributes.
QTree
In QTree (Quad Tree), the idea is to do an a priori geographic partition of the data by performing a regular recursive subdivision of the sensing space into quadrants.
Spatial subdivision for a given region occurs if at least one of its quadrants holds a minimum number of nodes (the minimum occupancy), as illustrated in Fig. 7a .
Under such scheme, acquired sensor data is committed and bound to any of the fixed nodes that lie in the smallest quadrant that fully encloses the data's coordinates or geographic extent. Therefore, in QTree, data source pipeline stages will process data samples acquired by any mobile node.
As for the global aggregation pipeline stages, QTree organizes them into a random quad tree, which is built, virtual table distributed processing model  characteristics recursively, by picking a random node located in each subquadrant, c.f. Fig. 7a . Unlike RTree, data source pipeline stages only feed the bottom level of the global aggregation tree, as shown in Fig. 7b .
Latency The key characteristic of QTree lies in that all the data processed in the deepest levels of the aggregation tree pertains to the immediate neighborhood of the processing node. This enables QTree to potentially detect highly localized phenomena early in the aggregation tree, improving processing latency. Moreover, since data migrates to one of the nodes responsible for its spatial extent prior to global aggregation, QTree also allows nodes to determine sooner if all contributions for a quad region are accounted for. As a result, unlike RTree, events signaled by the absence of some data pattern can be made closer to the bottom of the aggregation tree and not, necessarily, at the root.
Load-balancing Given the above, QTree is less prone to the load balancing issues that characterize RTree. Nevertheless, rebuilding the aggregation tree periodically can still be beneficial in some instances. QTree can, however, suffer from a different source of load imbalance that stems from the fact that processing is strongly correlated with the spatial distribution of data. Therefore, nodes whose virtual coordinates fall in regions of heavy activity will be taxed to a greater extent. To address this issue, it is possible to assign more processing nodes to problematic regions, in anticipation. Instead, we favor changing the virtual geographical coordinates assigned to each processing node from time to time and rebuild the aggregation tree periodically.
Fault tolerance Node failures in QTree tend to cause localized loss of information, especially at the bottom of the aggregation tree. The seriousness of the problem will depend on minimum occupancy in effect, which determines how many nodes share the responsibility of acquiring data for a given region. As in RTree, the aggregation tree can be repaired as soon as failure is detected and a new tree rebuilt afterwards.
QTree has some attractive properties regarding its ability to process geographically related data in tightly interconnected groups of nodes. However, its regular partitioning scheme has a few corner cases that complicate implementation in practice. It also has some issues with phenomena that cross the top-level quadrants.
NMap
NMap (Node Map) partitions data based on a geographic hashing approach. Each incoming data tuple is hashed to a geographic position and assigned to the fixed node closest to that point-its nearest neighbor, as exemplified in Fig. 8a .
NMap hashing functions can be tailored to the type and attributes of the sensor data, while ensuring that locality of related data is preserved. For instance, data that refers to a geographic extent can use the extent's centroid as the input for the hashing function. Besides spatial proximity, other attributes can be used to cluster data and enhance the notion of proximity.
NMap uses a bottom up approach to build the aggregation structure. Initially, in each node, the data source pipeline will process data samples acquired by any mobile node. The resulting data tuples are then hashed and forwarded to the corresponding nearest neighbor virtual table distributed processing model  characteristics nodes, where they are processed by their respective global aggregation pipelines, c.f. Fig. 8b . Since data can be re-mapped at the global aggregation stage with new coordinates, the process can be repeated to create a multi-level aggregation path that converges at some virtual rendezvous point. Provided the processing nodes share a consistent membership view of the fixed cloud infrastructure, closely related data tuples (according to the hashing functions used) will flow towards the same final processing node. As such, NMap provides a distributed processing model that has similarities to Map/Reduce [9] .
Latency NMap has been designed to process geographically related data tuples on the same node to reduce the overall computation latency and, consequently, maximize the chances for detecting desired patterns early. Ultimately, the processing latency will depend on the number of hashing steps required to achieve the final result.
Load-balancing In NMap, load-balancing issues arise when too much data is allowed to flow towards a small subset of the available processing nodes. This can happen, for instance, as a consequence of particular patterns in the sensory data or the hashing functions used. To address this issue, besides using different hashing functions for different virtual tables, one possible solution is to change periodically the virtual geographical positions assigned to the processing nodes.
Fault-tolerance When a node fails in NMap, data and results related to its area of influence are lost. However, fresh data that is flowing toward the failed node, will be quickly diverted to the next closest node according to the hashing function being used. As such, the impact of node failures tends to be short lived. Increasing faulttolerance for virtual tables involving critical data is possible via processing redundancy, by applying more than one hashing function to the data to forward it to multiple nodes.
Overall, NMap is attractive for various reasons. It offers a conceptually simple design that is easy to implement. Its use of hashing functions provides a flexible methodology for dealing with different types of data. As such, it allows data partitioning and its processing not to be limited to the spatial or temporal domains.
Experimental evaluation
Performance metrics of the three distribution strategies were evaluated using a case-study application that concerns realtime road traffic monitoring. The appli-cation, Traf f ic hotspots, provides information about the congested areas based on GPS data, sampled at periodic intervals by in-transit vehicles. It relies on the TrafficHotspots virtual table, presented earlier as Definition 2, which supports querying for congestion detections computed from average speeds.
In the TrafficHotspots's dataSource pipeline stage, GPS samples are augmented to include the identifier of the road segment the vehicle is in. In this case, as this step requires accessing a database of road segments, it runs in the fixed nodes. For each road segment, an AggregateSpeed sample is generated with aggregate information of the cars in the segment. These AggregateSpeed samples are propagated every 10 s for processing by the globalAggregation stage. In that stage, a sliding window of the AggregateSpeed samples received in the last 10 s is maintained. For each road segment, the total number of cars and the average car speed is computed. With this information, an hotspot is signaled for some segment if the number of cars in the segment and their average speed crosses some thresholds (that depend on the type of road). A client application can use these detections, for instance, to render maps of the current state of the target sensing area, as shown in Fig. 5 .
Evaluation scenario
The system evaluation was based on the Open Street Map [28] vectorial representation of the road network of the Lisbon metropolitan city area. This data is used to map geographic coordinates to road segments, to determine the spatial extent of segments and their associated road type. The model used in the evaluation divides roads, as needed, into segments with a maximum of 1 Km in length and considerers separate segments for each driving direction. Each road is assigned an expected (noncongested) driving speed according to its type: highway, primary to tertiary and residential.
In the simulation experiments, 50,000 mobile nodes populate the sensing area. They simulate in-transit vehicles, according to a traffic model, and report GPS readings every 5 s, as they follow the assigned paths. They interact with the infrastructure front-end, resulting in the delivery of raw GPS data with no latency. For the fixed infrastructure, besides a single server solution, we evaluated performance using 50 and 500 fixed nodes. In this case, fixed nodes are assigned virtual positions distributed randomly across the sensing area.
A common clock is used to timestamp readings; any effects of clock desynchronization are not considered.
Traffic is modelled by emulating a fleet of vehicles driving through random routes. The maximum speed for a given segment is the same value used for congestion detection and depends on the road type. An average speed, for each road segment at a given time, is determined by its current car density and used to generate the random speed individually for each vehicle, according to a normal distribution. In the experiments performed, congestion occurs in segments with a density of at least 50 vehicles. Vehicle paths are determined by choosing a random start position and sequence of road intersections; a new path is assigned whenever a vehicle reaches its destination. Figure 5 shows a rendering of the traffic simulation.
In the following results, we scrutinize the effects of a single query covering 25 % of the overall simulation area in an area with high density of mobile nodes. Note that having a query over a large area is what happens when multiple queries over nearby small areas (e.g., several points in the city downtown) are merged in our algorithms. The set of metrics captured was averaged over 5 runs, corresponding to different fixed node placements.
Workload distribution
We have started by analyzing how the effort to evaluate a query is spread among the fixed nodes in the different distribution strategies. For comparison, we have computed the effort that a solution with a single central node would experience.
The workload is measured as the number of data tuples processed in both dataSource and globalAggregation stages at each node. Figure 9 shows the workload distribution using the different distribution strategies, when considering 50 and 500 fixed nodes, for the top 25 most loaded nodes. The workload is presented as a percentage of the workload experienced by a single, centralized node.
The results show that when using the proposed strategies, both QTree's and NMap's most loaded node processes only a fraction of the tuples of a single node solution (below 9 % when considering 50 fixed nodes, and below 5 % when considering 500). These values show the scalability of our solution-for example, C4S could still work properly even if the workload of the system exceeds by ten times the workload that a single node can process.
RTree presents a clearly skewed load distribution, with some nodes (those at the top of the aggregation) doing significantly more work. To address this loadbalancing issue, RTree can rebuild the aggregation tree from time to time. Figure 10 summarizes the results when the tree is rebuilt every 10 min (for a total of 2 h). It shows clearly that just a few tree updates are very effective at better spreading the load among the processing infrastructure nodes.
Detection latency
Detection latency measures the lag between the occurrence of a segment congestion and its detection by the system. Transient congestions (lasting less than 20 s) were not considered for the evaluation. As the traffic patterns produced by the traffic model are highly dynamic compared to real world conditions, with frequent short lived congestions, these experiments represent a challenging scenario to the system. Figure 11 plots the detection latency for the accumulated level of successful detections. Results show clearly that QTree and NMap detect congestions faster than RTree, regardless of the number of considered fixed nodes. Their performance is comparable to the centralized solution. In RTree aggregation progress is slower because it is mainly driven by the degree of the tree, rather than by strong spatial coherence, as in QTree or NMap.
Failures
As explained in Section 4, we implemented a simple failure recovery mechanism consisting in rebuilding the aggregation tree periodically or when failures exceed a certain threshold in RTree and QTree. For NMap, sensory data is distributed disregarding the failed nodes upon their detection.
Our experiments allowed us to conclude that different distribution strategies present different behaviors that are hard to reflect in average results. Figure 12 shows a selected run for each distribution strategy that exemplifies the impact of failures, when observed.
In RTree, the influence in the success rate observed depends hugely on the position of nodes failed in the aggregation tree. When nodes are mostly leaf nodes, little to no influence is observed, as data redundancy still allows detections to be observed. On the other hand, when nodes higher in the tree hierarchy are affected, the impact in the success rate is high.
QTree exhibits a similar behavior with stronger consequences for failures at lower levels and weaker consequences for failures at higher levels. The former can be explained by the fact that sensory data for a given region is processed by fewer nodes-the failure of a few of these nodes has an important impact in the final result. The latter can be explained by the fact that by aggregating the sensory data closer to the leaves, detections are often performed in lower levels of the RTree 500 fixed QTree 500 fixed NMap 500 fixed tree, which makes inconsequent a failure in an higher level node.
NMap is the extreme case of impact in the failure of nodes-the failure of a node will always lead to a drop in the success rate, as results computed by that node are lost. However, as the recovery solution implemented is simpler, the success rate returns to the initial values quickly.
Related work
Our work has been influenced by research in different areas. The next few sections explain how C4S relates to those works.
Participatory sensing
Participatory sensing has become popular recently [2, 8] , and a large number of supporting systems have been designed. Some systems (e.g., BikeNet [10] , PEIR [26] , CarTel [11, 20] ) rely on a centralized approach, where mobile nodes propagate sensing data to a central node responsible for processing information. Our system is based on a decentralized approach, and unlike previous works focuses on the scalability of data processing in the servers.
In other systems, computation is performed by a combination of fixed nodes scattered across the Internet (e.g., COSMOS [24] , SenseWeb [16] , 4Sens-ing [13] ). Some of these solutions address the scalability issue by spreading the load across multiple nodes in a peer-to-peer fashion. Although these solutions are interesting, the churn usually observed in nodes of a peer-to-peer network make such approach complex for providing appropriate quality of service and fault tolerance, and incur in a large communication overhead. Our solutions are inspired in some of the ideas proposed in these works, adapted to the target cloud environment.
Sensor networks
Sensor networks [1] , while operating under a different context and communication assumptions, provided us with inspiration on how to gather and share data among nodes. TinyDB [23] extends the standard SQL syntax with a continuous query semantics, providing highly flexible queries as well as summarization and event detection. Directed Diffusion [21] presents a data-centric solution, where a node requests data by sending interests for named data. Data matching this query is then gathered towards the node. In our system, the sensor definition, virtual table and pipeline models separate querying from acquisition and data operations, embodying characteristics of topic-based publishsubscribe systems and SQL based queries.
In wireless sensor networks, a large number of algorithms have been proposed for processing information [33] . However, these algorithms tend to focus on minimizing energy usage and nodes can only communicate with nearby nodes. Thus, the topologies that are formed to aggregate results have very different constraints when compared to our approach.
Stream and data processing
A large number of solutions have been proposed for stream and data processing-e.g. [3, 5, 9, 22] . While these systems usually only focus on the processing in the servers, our solution spans both the servers and mobile nodes, which feed geo-referenced data into the servers periodically. Nevertheless, our work is inspired by some of these works. In NMap, data of a given region is processed by a single node in a way similar to a map-reduce computation [5] , where the reduce step processes all data that has been mapped to the same key. S4 [27] is a particular noteworthy system for realtime stream processing of live data or events in cloud settings. S4 features a distributed architecture that processes events in memory for high throughput, based on an actor based programming model, influenced by Map-Reduce [9] . As such, it also uses key mapping and hashing techniques to route data to its processing elements, a characteristic that C4S NMap shares. Another overall similarity lies in the symmetry of both architectures, where all processing nodes have the same capabilities. A key difference is found in the programming model. C4S focuses on expressing the whole processing flow within a single abstraction, whereas S4 splits the processing logic in separate, individual actors. Finally, C4S targets primarily data with spatial attributes, which is explicitly exploited in the coordination of the processing nodes of the C4S infrastructure.
Quad trees have been previously used for a large number of goals, including for addressing geographicalrelated problems concerning the monitoring and tracking of moving objects [32] and for querying data in peer-to-peer networks [31] . QTree was influenced by these works, building a query specific tree during query dissemination.
Conclusions
This paper presents a system for supporting Participatory Sensing applications, focusing on data processing. In our system, data processing spans both mobile nodes and a set of server nodes, deployed in a cluster or cloud infrastructure. We present three algorithms for performing data processing in the servers. RTree is the simplest solution, leveraging random aggregation trees. QTree combines random trees with regular, a priori, subdivision of geographic space for improved performance. In NMap, all closely related sensory data is aggregated and processed in a single node.
The experimental evaluation using simulation and a case-study application, allows us to draw the following conclusions. The three distribution strategies distribute the load across multiple nodes, with the most loaded node processing only a fraction of the tuples of a single node solution. NMap and QTree exhibit overall better load balancing when compared with RTree. The results also show that NMap and QTree can compute results faster than RTree, and with a latency similar to a single node solution. Thus, C4S with either NMap or QTree presents a scalable solution for processing data in participatory sensing applications. Compared to QTree, NMap offers the additional flexibility afforded by the use of hashing functions to distribute (and cluster) processing, as they can be tailored to match the application scenario closely.
As for future work, we intend to continue studying solutions for improving load balancing, processing overhead and query success and latency in all strategies. Additionally, we intend to extend the support for processing information in mobile nodes, thus further reducing the load experienced by server nodes and helping to improve the overall scalability of the system.
