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EXTREMES OF GAUSSIAN RANDOM FIELDS WITH REGULARLY VARYING DEPENDENCE
STRUCTURE
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Abstract: Let X(t), t ∈ T be a centered Gaussian random field with variance function σ2(·) that attains
its maximum at the unique point t0 ∈ T , and let M(T ) = supt∈T X(t). For T a compact subset of R,
the current literature explains the asymptotic tail behaviour of M(T ) under some regularity condition-
s including that 1 − σ(t) has a polynomial decrease to 0 as t → t0. In this contribution we consider
more general case that 1 − σ(t) is regularly varying at t0. We extend our analysis to Gaussian random
fields defined on some compact set T ⊂ R2, deriving the exact tail asymptotics of M(T ) for the class of
Gaussian random fields with variance and correlation functions being regularly varying at t0. A crucial
novel element is the analysis of families of Gaussian random fields that do not possess locally additive
dependence structures, which leads to qualitatively new types of asymptotics.
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1. Introduction
Let X(t), t ≥ 0 be a centered stationary Gaussian processes with continuous trajectories, unit variance and correlation
function r(·) satisfying Pickands’s condition
1− r(t) ∼ a|t|α, t ↓ 0, and r(t) < 1,∀t 6= 0,(1)
with a > 0, α ∈ (0, 2]. In our notation ∼ means asymptotic equivalence when the argument tends to 0 or ∞.









au)2/αP (X(0) > u) , u→∞,(2)
where the Pickands constant Hα is defined by
Hα = lim
S→∞








, S1 < S2,
with Bα(t), t ≥ 0 a standard fractional Brownian motion (fBm) with Hurst index α/2 ∈ (0, 1], see [1–15] for various
properties of Hα and related constants.
The asymptotics in (2) is extended in various directions, including α(t)-locally-stationary Gaussian processes (see [16]),
and general non-stationary Gaussian processes and random fields, see e.g., [11]. A particularly important place in this
theory is taken by the result of Piterbarg and Prisjazˇnjuk [17], where the exact tail asymptotics of supt∈[0,T ]X(t) is
derived in the case that the variance function σ2 of a centered Gaussian process X has a unique point of maximum in
[0, T ], say t0. For simplicity assume that t0 ∈ (0, T ) and σ(t0) = 1. Similarly to the stationary case, in [17] it is assumed
that the correlation function r(s, t) = Corr(X(s), X(t)) satisfies for some a > 0, α ∈ (0, 2]
1− r(s, t) ∼ a|t− s|α, s, t→ t0,(3)
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whereas the behaviour of the variance function around the unique maximizer t0 satisfies
1− σ(t) ∼ b|t− t0|β , t→ t0(4)
for some b, β > 0. Assume further that for C > 0, ν ∈ (0, 2] the following Ho¨lder continuity condition
E
{
(X(t)−X(t))2} ≤ C|t− s|ν , ∀s, t ∈ [t0 − θ, t0 + θ](5)










Γ(1/β + 1)u2/α−2/βP (X(0) > u) ,(6)







∼ Pb/aα P (X(0) > u) ,(7)
where Pdα, d > 0 is the Piterbarg constant defined by
Pdα = lim
S→∞








, S1 < S2.
When α > β, then (7) holds with 1 instead of Pb/aα ; see also Theorem 2.1 in [10] for the case T =∞.
We note in passing that in fact the Ho¨lder continuity (5) is not needed to derive the asymptotics of (2), which will be
shown later in our main theorems; necessary and sufficient conditions that guarantee the global Ho¨lder continuity of X
are presented in [18].
The original Pickands assumption (1) and its counterpart (3) can be relaxed to 1 − r being regularly varying at 0
with index α ∈ (0, 2], see [19, 20]. Specifically, in the case of a non-stationary X we shall assume for some non-negative
ρ ∈ Rα/2, α ∈ (0, 2]
1− r(s, t) ∼ ρ2(|t− s|), s, t→ t0.(8)
Here f ∈ Rγ means that the function f is regularly varying at 0 with index γ, see [21–23] for details.
The first goal of this contribution is to extend Piterbarg’s results to a more general setup, that is to suppose that t0 is
the unique maximizer of σ2(t) over [0, T ], σ2(t0) = 1 and
1− σ(t) ∼ v2(|t− t0|), t→ t0,(9)
where v ≥ 0 and v ∈ Rβ/2, β > 0. In Theorem 2.1 we show that the asymptotic tail behaviour of supt∈[0,T ]X(t) can be





= γ ∈ [0,∞].(10)
Note that, in Piterbarg’s result mentioned above the limit γ is assumed to exist.
Our second goal is to analyze the tail distribution asymptotics of supremum of centered Gaussian random field X(s, t), s ∈
[−T1, T1], t ∈ [T2, T2] with unique point that maximizes its variance function, say (0, 0). Although extremes of Gaussian
random fields with regularly varying correlation function are discussed in [19], see also [24–32] for new developments on
extremes of Gaussian random fields, most of the results in the existing literature are focused on the analysis of Gaussian
random fields with locally additive dependence structure, that is if for ai, bi, i = 1, 2 positive
Var
(
X(0, 0))−Var(X(s, t)) ∼ a1|s|β1 + a2|t|β2
and
1− Corr(X(s, t), X(s1, t1)) ∼ b1|s− s1|α1 + b2|t− t1|α2
as s, s1 → 0, t, t1 → 0. It turns out that the investigation of Gaussian random fields that do not satisfy this properties is
considerably more delicate. In Section 3 we derive several novel results concerned with the exact tail asymptotics of the
maximum of centered Gaussian random fields when both the variance and the correlation functions are regularly varying
and do not possess a locally additive structure.
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Brief outline of the rest of the paper: Our main result concerning extremes of Gaussian processes is displayed in the
Section 2, whereas Section 3 covers Gaussian random fields. The proofs of the theorems are presented in Section 4,
whereas some technical results and their proofs are relegated to Appendix A and B.
2. Gaussian Processes
Before continuing with our investigation, we mention first that there are indeed important cases of Gaussian processes
that satisfy our general setup in Section 1. Indeed, as remarked in [33] and [34], for any function ρ2 ∈ Rα, α ∈ (0, 2] there
exists a centered stationary Gaussian process Y with continuous trajectories, unit variance and correlation function r
satisfying (8); see the deep contribution [35] for results on sample path properties of Gaussian random fields. Clearly, for
any continuous function σ(t), t ≥ 0 the process X(t) = σ(t)Y (t), t ≥ 0 has continuous trajectories and variance function
σ2.
One instance for the properties of σ is to assume that (9) holds with
v2(t) = b| ln t|ctβ , b > 0, c ∈ R, β > 0.
For such σ, only the case c = 0 can be dealt with using Piterbarg’s result mentioned in the Introduction. For ex-
ample, if α < β, it is tempting to write v2(t) = b(| ln t|c/βt)β . Then, using that in Piterbarg’s result condition (4)
explains term u−2/β in the asymptotic expansion in (6), the above could imply that (6) still holds if we replace u−2/β
by | lnu|−2c/β2u−2/β . Detailed calculations show that these heuristics are misleading, and in fact the problem is much
more complicated and complex. Indeed, the tail asymptotics of the supremum is determined in this case in terms of the






b−1/β | ln t|−c/βt2/β , t ↓ 0,
where
←−
f denotes the asymptotic (unique) inverse of f ∈ Rγ defined by
←−
f (x) = inf{y ∈ (0, 1] : f(y) > x}, x > 0.
See, e.g., [23] and [37] for the definitions and properties of asymptotic inverse functions.




2piu) as u→∞, denotes the survival function of an N(0, 1) random variable.
We state next the main result of this section.
Theorem 2.1. Let X(t), t ≥ 0 be a centered Gaussian process with continuous trajectories and variance function σ2
having unique maximum at t0 ∈ [0, T ] with σ(t0) = 1. Suppose that σ satisfies (9) and the correlation function r of X
satisfies (8). Assume further that condition (10) is valid for some γ ∈ [0,∞].







∼ CΓ(1/β + 1)
←−v (1/u)
←−ρ (1/u)Ψ(u),
with C = 2Hα for t0 ∈ (0, T ) and C = Hα if t0 ∈ {0, T0}.








where C = Pγα if t0 ∈ (0, T ) and C = Pγα[0,∞) otherwise. Set C = 1 if γ =∞.
Remarks 2.2. Since Theorem 2.1 remain valid if we substitute v by an asymptotically equivalent v∗, we can assume that
v2(t) = `σ(t)t
β with `σ a normalized slowly varying function (see e.g., [23, 37]). Similarly, let ρ
2(t) = `ρ(t)t
α with `ρ
another normalized slowly varying function. Set next
`ρ,α(x) = `ρ(x
1/α), `σ,β(x) = `σ(x
1/β).
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If further x`]σ,β(x) and x`
]








and thus by Example 1.24 in [23] as t→ 0
←−v (t) ∼ [`]σ,β(t2)]1/βt2/β , ←−ρ (t) ∼ [`]ρ,β(t2)]1/αt2/α.
Consequently,
←−v (1/u)








Theorem 2.1 is useful also when dealing with the additive Gaussian random field. Specifically, assume that for T1, T2 > 0
X(s, t) = η1(s) + η2(t), s ∈ [−T1, T1], t ∈ [−T2, T2],
with η1, η2 two independent centered Gaussian processes with continuous trajectories. If both η1 and η2 are stationary








for some τi ≥ −1, with Li(x) = L> 0, x ≥ 0 if τi = −1 and Li slowly varying at infinity if τi > −1. Hence, since
sup
s∈[−T1,T1],t∈[−T2,T2]




















= γi ∈ [0,∞], i = 1, 2,(12)
then (11) can be stated more explicitly, see Theorem 3.1 below.
As we show in the next section, general Gaussian random fields are much more complex to deal with, and the results
cannot be derived from Theorem 2.1.
3. Gaussian Random Fields
Extremes of locally additive Gaussian random fields with regularly varying correlation function are discussed in [19].
However, there are no results in the literature if the variance function is determined in terms of regularly varying functions
and the dependence structure is not additive. In order to motivate our study, we consider first the additive Gaussian
random field X(s, t) = η1(s) + η2(t), s ∈ [−T1, T1], t ∈ [−T2, T2] introduced in Section 2. Thus, using that the variance
function σ2(s, t) of X(s, t) is simply given by
σ2(s, t) = σ21(s) + σ
2
2(t)
if η1, η2 satisfy the assumptions of Theorem 2.1, then the maximizer of σ(s, t) is unique.





X(s, t) > u
)
(13)
as u → ∞, where X(s, t), (s, t) ∈ [−T1, T1] × [−T2, T2] is a centered Gaussian random field, with variance function that
is maximal at a unique point but possesses dependence structure that is more complex than the additive one discussed
above. In particular, we suppose that the variance function σ2(s, t) = V ar(X(s, t)) attains its maximum at the unique
point (0, 0) with σ(0, 0) = 1 and further
1− σ(s, t) ∼ v21(|b11s+ b12t|) + v22(|b21s+ b22t|), |b11s+ b12t|+ |b21s+ b22t| ↓ 0,(14)
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where vi ≥ 0 and vi ∈ Rβi/2, βi > 0, i = 1, 2.
For the correlation function we shall assume that
1− r(s, t, s1, t1) ∼ ρ21(|a11(s− s1) + a12(t− t1)|) + ρ22(|a21(s− s1) + a22(t− t1)|)(15)
as s, s1, t, t1 → 0 with ρi ≥ 0 and ρi ∈ Rαi/2, αi ∈ (0, 2], i = 1, 2.
We refer to [39] and references therein for important Gaussian fields that possess dependence structure like above, including
the class of incremental Gaussian fields and its applications to such functionals as Shepp statistics and span.












Let us observe that the assumption of uniqueness of the maximizer of σ(·, ·) and (14) imply that rank(B) = 2.









= θ ∈ [0,∞](16)
exist.
It appears that the rank of matrix A plays the key role for the asymptotics of (13), as u → ∞. Thus, in what follows,
we shall distinguish between two scenarios, when rank(A) = 2 and rank(A) = 1. We exclude from further analysis the
degenerated case of rank(A) = 0.
3.1. Scenario I: rank(A) = 2. Suppose that A is invertible and observe that Y (s, t) = X((A−1(s, t)>)>) has under (15)
and (14) correlation function rY such that
1− rY (s, s1, t, t1) ∼ ρ21(|s− s1|) + ρ22(|t− t1|), s, s1, t, t1 → 0,(17)
and variance function σ2Y satisfying















Next, define an additive fractional Brownian field W by




2B˜α(t)− |s|α − |t|α,
where Bα(t) and B˜α(t) are independent standard fBm’s with Hurst index α/2 ∈ (0, 1]. For a given matrix D = (dij)i,j=1,2,











where γ1, γ2 > 0. Note that if det(D) 6= 0, then there exists γ3 > 0 such that
γ1|d11s+ d12t|α + γ2|d21s+ d22t|α ≥ γ3(|s|α + |t|α), s, t ∈ R,
which implies that Pγ1,γ2,Dα ≤ (Pγ3α )2 <∞. Moreover, for D = I we have
Pγ1,γ2,Iα = Pγ1α Pγ2α .
Let for S1, S2 non-negative
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and








In order to simplify the notation we set





Further, we shall set below
Pγα =: 1, Pγα[0,∞) =: 1
if γ =∞.
Now let us proceed to the analysis of (13) for four special cases whose proofs are all different, and to which one can reduce
all other scenarios (as will be advocated at the end of this section).
 Case 1. We say that X is locally additive, if both (15) and (14) hold with A = B = I. The result below holds for any
θ, η ∈ [0,∞] defined in (16).
Theorem 3.1. Suppose that X is a locally additive Gaussian random field.




















X(s, t) > u
)
∼ 2Γ(1/β1 + 1)Hα1Pγ2α2
←−v 1(1/u)←−ρ 1(1/u)Ψ(u).





X(s, t) > u
)
∼ Pγ1α1Pγ2α2Ψ(u).
Remark 3.2. i) We note that by the use of change of coordinates Theorem 3.1 covers all the combinations of values of
γ1, γ2.
ii) As long as the unique variance maximizer is an inner point of [−T1, T1] × [−T2, T2], the asymptotics obtained in
Theorem 3.1, under the above assumptions, stays the same. If the point of maximum of variance is at the boundary of
[−T1, T1] × [−T2, T2], then one has only to modify Pickands-Piterbarg constants that appear in the asymptotics given in
Theorem 3.1, respectively as already done in Theorem 2.1. In particular, if the variance maximizer t0 = (−T1,−T2), then
one has to replace in Theorem 3.1 the constant 2Hαi by Hαi and Pγiαi by Pγiαi [0,∞), respectively. This comment is valid
for all the following results below.
 Case 2. Here we shall assume that (14) and (15) are satisfied with





, with b12 6= 0.(20)
Theorem 3.3. Suppose that (16) is satisfied with η ∈ (0,∞), θ = 0 and (20) holds.




















X(s, t) > u
)
∼ 2Γ(1/β1 + 1)Hγ1,b12η−1/α1α1
←−v 1(1/u)←−ρ 1(1/u)Ψ(u).
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X(s, t) > u
)
∼ Pγ2(|b12|α1η−1+1)−1α1 Ψ(u).
Remark 3.4. The above theorem covers all the possible combinations of values of γ1, γ2, since the assumption that
η ∈ (0,∞), θ = 0 excludes cases γ1 ∈ [0,∞), γ2 ∈ (0,∞].
Although the same asymptotics are derived in i) of Theorem 3.1 and i) of Theorem 3.3, their proofs require a substantially
different approach. Thus we did not combine those cases in one result.
 Case 3. The assumptions on A and B are the same as in Case 2 above, however we shall suppose that η = 0, θ ∈ (0,∞).
Since θ ∈ (0,∞), we set β = β1 = β2. Let µ ∈ (−∞,∞) be the point at which |1 + b12t|β + θ|t|β attains its minimum
over (−∞,∞). We have µ ∈ [−1/|b12|, 1/|b12|]. Further, set
Mβ = inf
t∈(−∞,∞)























θ |s|βds ∈ (0,∞).
The finiteness of Iβ follows from the fact that for any  > 0, there exists a positive constant c > 0 such that
gs(t) + |s|β ≥ c|t|β , s ≥ 0, t ∈ R
implying that Pgsβ ≤ Pcβ es
β














Theorem 3.5. Suppose that (20) holds and (16) is satisfied with η = 0, θ ∈ (0,∞).

































X(s, t) > u
)
∼ 2Γ(1/β + 1) (Mβ)−1/βHα1
←−v1(u−1)←−ρ1(u−1)Ψ(u),





X(s, t) > u
)
∼ Pγ1Mβα1 Ψ(u).
Remark 3.6. Analogously to the Case 2, the assumption that η = 0, θ ∈ (0,∞) excludes case γ1 ∈ (0,∞], γ2 ∈ [0,∞).
 Case 4. Here we still assume that A = I but there are no restrictions on the invertible B.
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Theorem 3.7. Suppose that (15) and (14) hold with A = I and B an invertible matrix, and (16) is satisfied with
η, θ ∈ (0,∞).




















X(s, t) > u
)
∼ Pγ1,γ1θ,Bη,α1α1 Ψ(u),








3.1.1. Discussion. As mentioned above, all other cases for rank(A) = 2 can be reduced to the analysis of the field of
one of types covered by Case 1-4. For the sake of transparency, let us first consider A = I and B such that exactly one






, b12 6= 0.
Then the following holds:
 θ =∞: The asymptotics of (13) in this case is covered by Case 1 above, since by Lemma 6.4 we obtain
v21(|s+ b12t|) + v22(|t|) ∼ v21(|s|) + v22(|t|), s, t→ 0.
 η =∞: Let Z(s, t) = X(s − b12t, t), which is a locally additive Gaussian random field. Indeed, it follows from
Lemma 6.4 that
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1 − b12(t− t1)|) + ρ22(|t− t1|) ∼ ρ21(|s− s1|) + ρ22(|t− t1|), s, t, s1, t1 → 0,
and
1− σZ(s, t) ∼ v21(|s|) + v22(|t|), s, t→ 0.
 θ = 0, η = 0: Let Z(s, t) = X(s, t−sb12 ). Then, again by Lemma 6.4, Z is a locally additive Gaussian random field
with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|) + |b12|−α2ρ22(|t− t1|), s, t, s1, t1 → 0,
and 1− σZ(s, t) ∼ |b12|−β2v22(|s|) + v21(|t|), s, t→ 0.
 θ = 0, η ∈ (0,∞): This is covered by Case 2 above.
 θ ∈ (0,∞), η = 0: This is covered by Case 3 above.
 θ ∈ (0,∞), η ∈ (0,∞): This is covered by Case 4 above.






, b12b21 6= 0.
Let us observe that det(B) = 1− b12b21 6= 0, which will be used in several places below. Then the following holds:
 θ = 0, η = 0: Let Z(s, t) = X(s, t−sb12 ). Again by Lemma 6.4 Z is a locally additive Gaussian random field with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|) + |b12|−α2ρ22(|t− t1|), s, t, s1, t1 → 0,
and
1− σZ(s, t) ∼
∣∣∣∣det(B)b12
∣∣∣∣β2 v22(|s|) + v21(|t|), s, t→ 0.
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 θ = 0, η ∈ (0,∞): This is Case 2 with v22 replaced by |det(B)|β2v22 . Indeed, by Lemma 6.4, we have
v21(|s+ b12t|) + v22(|b21s+ t|) = v21(|s+ b12t|) + v22(|b21(s+ b12t) + (1− b12b21)t|)
∼ v21(|s+ b12t|) + |det(B)|β2v22(|t|), s, t→ 0.
 θ = 0, η =∞: Let Z(s, t) = X(s − b12t, t). Again, by Lemma 6.4, Z is a locally additive Gaussian random field
with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|) + ρ22(|t− t1|), s, t, s1, t1 → 0,
and
1− σZ(s, t) ∼ v21(|s|) + v22(|b21s+ (1− b12b21)t|) ∼ v21(|s|) + |det(B)|β2v22(|t|), s, t→ 0.
 θ ∈ (0,∞), η = 0: Let Z(s, t) = X(s, t− b21s). This is Case 3 with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|) + ρ22(|t− t1|), s, t, s1, t1 → 0,
and 1− σZ(s, t) ∼ |det(B)|β1v21(|s+ b12(det(B))−1t|) + v22(|t|), s, t→ 0.
 θ ∈ (0,∞), η ∈ (0,∞): This is covered by Case 4.
 θ ∈ (0,∞), η =∞: Let Z(s, t) = X( t−sb21 , s). This is Case 3 with
1− rZ(s, t, s1, t1) ∼ ρ22(|s− s1|) + |b21|−α1ρ21(|t− t1|), s, t, s1, t1 → 0,
and
1− σZ(s, t) ∼
∣∣∣∣det(B)b21
∣∣∣∣β1 v21(|s+ (−det(B))−1t|) + v22(|t|), s, t→ 0.
 θ =∞, η = 0: Let Z(s, t) = X(s, t − b21s). This is a locally additive Gaussian random field with v21 substituted
by |det(B)|β1v21 .
 θ =∞, η ∈ (0,∞): By Lemma 6.4 we have that this is Case 2 with
1− rX(s, t, s1, t1) ∼ ρ21(|s− s1|) + ρ22(|t− t1|), s, t, s1, t1 → 0,
and
1− σX(s, t) = v22(|b21s+ t|) + v21(|b−121 (b21s+ t) + (b12 − b−121 )t|)
∼ v22(|b21s+ t|) + v21((b12 − b−121 )t|)
∼ |b21|β2v22(|s+ (b21)−1t|) +
∣∣∣∣det(B)b21
∣∣∣∣β1 v21(|t|), s, t→ 0.
 θ =∞, η =∞: Let Z(s, t) = X( s−tb21 , t). We have that Z is a locally additive Gaussian random field with
1− rZ(s, t, s1, t1) ∼ |b21|−α1ρ21(|s− s1|) + ρ22(|t− t1|), s, t, s1, t1 → 0,
and
1− σZ(s, t) ∼ v22(|s|) +
∣∣∣∣det(B)b21
∣∣∣∣β1 v21(|t|), s, t→ 0.
3.2. Scenario II: rank(A) = 1. Suppose that rank(A) = 1. Clearly it suffices to consider Gaussian random fields with





and variance function satisfying (14). We begin with the
analysis of two special cases, to which all other structures of field X can be reduced.






and B = I.(22)
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Theorem 3.8. Suppose that (22) holds.





X(s, t) > u
)
∼ 2Γ(1/β1 + 1)Hα1
←−v 1(1/u)←−ρ 1(1/u)Ψ(u).





X(s, t) > u
)
∼ Pγ1α1Ψ(u).











, and b12 6= 0.(23)
Theorem 3.9. Suppose that (23) holds and (16) is satisfied with θ ∈ (0,∞).





X(s, t) > u
)
∼ 2(Mβ1)−1/β1Γ(1/β1 + 1)Hα1
←−v 1(1/u)←−ρ 1(1/u)Ψ(u).





X(s, t) > u
)
∼ Pγ1Mβ1α1 Ψ(u),
with Mβ defined in (21).
3.2.1. Discussion. Having analyzed the above special cases, we shall proceed with the asymptotics of (13) for a general












, b12 6= 0.
Then the following holds.
 θ = 0: Let Z(s, t) = X(s, t−sb12 ). Then, by Lemma 6.4, this is Case 5 with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|), s, t, s1, t1 → 0, 1− σZ(s, t) ∼ |b12|−β2v22(|s|) + v21(|t|), s, t→ 0.
 θ ∈ (0,∞): This is Case 6.
 θ =∞: The asymptotics of (13) in this case is the same as the asymptotis derived in Case 5. Indeed, by Lemma
6.4, we have
v21(|s+ b12t|) + v22(|t|) ∼ v21(|s|) + v22(|t|), s, t→ 0.
Finally we discuss the other case where the matrix B is such that bij 6= 0 for i, j = 1, 2. Again with no loss of generality






, b12b21 6= 0.
Then the following holds with det(B) = 1− b12b21 6= 0:
 θ = 0: Let Z(s, t) = X(s, t−sb12 ). This is covered by Case 5.
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|), s, t, s1, t1 → 0, 1− σZ(s, t) ∼
∣∣∣∣det(B)b12
∣∣∣∣β2 v22(|s|) + v21(|t|), s, t→ 0.
 θ ∈ (0,∞): Let Z(s, t) = X(s, t− b21s). Then, by Lemma 6.4, Z is as in Case 6 with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|), s, t, s1, t1 → 0,
1− σZ(s, t) ∼ |det(B)|β1v21(|s+ b12(det(B))−1t|) + v22(|t|), s, t→ 0.
GAUSSIAN FIELDS WITH REGULARLY VARYING DEPENDENCE STRUCTURE 11
 θ =∞: Let Z(s, t) = X(s, t− b21s) . This is Case 5 with
1− rZ(s, t, s1, t1) ∼ ρ21(|s− s1|), s, t, s1, t1 → 0,
1− σZ(s, t) ∼ |det(B)|β1v21(|s|) + v22(|t|), s, t→ 0.
4. Proofs
In the rest of this section by Q,Qi, i ≥ 1 we shall denote positive constants that may differ from line to line. Moreover,
for a given Gaussian random field Z we write Z for the standardised random field.
Proof of Theorem 2.1 Since proofs of all the cases t0 ∈ {0, T} and t0 ∈ (0, T ) follow by the same line of reasoning, we
focus only on scenario t0 = 0. For S > 0, u > 1 we shall set
ξ(u) = u−1 lnu, Eu = [0,←−v (ξ(u))], Ik(u) =
[
kS←−ρ (u−1), (k + 1)S←−ρ (u−1)], k ∈ N ∪ {0}.
Further for given ε ∈ (0, 1/2) define
u−k, = u(1 + (1− ) inf
t∈Ik(u)









For L > 0 sufficiently small
E
{
(X(t)−X(t))2} ≤ 2(1− r(s, t)) ≤ 4ρ2(|t− s|) ≤ Q|t− s|α/2, s, t ∈ [0, L],(24)





























































Next we give the exact asymptotics of pi(u) subject to three different scenarios.
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The main difference in comparison with the proofs of the classical cases considered in the literature, as e.g., in [3] is
contained in the approximation given below.
By Lemma 6.1, we have that for any 0 <  < min(1, β) and for u sufficiently large
v2(s)
v2(t)













, s, t ∈ Ik(u), 1 ≤ k ≤ N(u).
Consequently, for any  > 0, there exists k ∈ N such that
inf
t∈Ik(u)
v2(t) ≥ (1− ) sup
t∈Ik(u)
v2(t), k ≤ k ≤ N(u).(28)
Let in the following
Xu,k(t) = X(kS
←−ρ (u−1) + t), t ∈ I0(u), k ∈ Ku = {k, 0 ≤ k ≤ N(u)}
and set hk(u) = u
−

















































































∼ Γ(1/β + 1)Hα
←−v (u−1)










≥ Γ(1/β + 1)Hα
←−v (u−1)
←−ρ (u−1)Ψ(u)(1 + o(1)), u→∞, S →∞.(31)






































Hα[0, S]Ψ(uˆk,−) − 1






Hα[0, S]Ψ(uˆk,−) − 1
∣∣∣∣∣∣ = 0



























Hα[0, S] = 2
then, for u sufficiently large, we have
Λ1(u) ≤ 2
(
2− Hα[0, 2S]Hα[0, S]
)N(u)∑
k=0
Hα[0, S]Ψ(uˆk,−) ≤ 2
(









, u→∞, S →∞.
By (8) and applying Lemma 5.4 in Appendix, we have (note that below k, l take values up to N(u), therefore an uniform






































, u→∞, S →∞,(32)
with uˆk,l,− = min(u−k,−, u
−
l,−). By the above calculations both Λ1(u) and Λ2(u) are negligible. Hence the results
displayed in (25)-(32) establish the claim.













































2(t)(1 + o(1)), u→∞.





we have limu→∞←−ρ (u−1)t = 0. Hence, by Lemma 6.1 we have that for u large enough
and S > 1
v2(←−ρ (u−1)t)
v2(←−ρ (u−1)) ≥ t
















































Case ii) γ =∞ . Observe that

































= o (Ψ(u)) , u→∞, S →∞,
which completes the proof. 
4.1. Proofs of Theorems 3.1, 3.3, 3.5, 3.7, 3.8 and 3.9. Define next for S, u positive
Ik(u) =
[←−ρ1(u−1)kS,←−ρ1(u−1)(k + 1)S], Jk(u) = [←−ρ2(u−1)kS,←−ρ2(u−1)(k + 1)S], Ik,l(u) = Ik(u)× Jl(u), k, l ∈ Z,
















(k, l, k1, l1) : −N1(u)−2 ≤ k ≤ k1 ≤ N1(u)+1,−N2(u)−2 ≤ l, l1 ≤ N2(u)+1, (k, l) 6= (k1, l1), Ik,l∩Ik1,l1 6= ∅
}
,
u−k,l, = u(1 + (1− ) inf
(s,t)∈Ik,l(u)
(
v21(|b11s+ b12t|) + v22(|b21s+ b22t|)
)
),
u+k,l, = u(1 + (1 + ) sup
(s,t)∈Ik,l(u)
(
v21(|b11s+ b12t|) + v22(|b21s+ b22t|)
)
),
u1,−k, = u(1 + (1− ) inf
s∈Ik(u)
v21(|s|)), u1,+k, = u(1 + (1 + ) sup
s∈Ik(u)
v21(|s|)),
u2,−l, = u(1 + (1− ) inf
s∈Jl(u)
v22(|s|)), u2,+l, = u(1 + (1 + ) sup
s∈Jl(u)
v22(|s|)), k, l ∈ Z,
where u±k,l, varies according to B.
The general strategy of proofs of Theorems 3.1, 3.3, 3.5, 3.7, 3.8 and 3.9 agrees with the double-sum technique developed
for Gaussian random fields in, e.g., [3]. However the variance-covariance structure of some cases substantially differs from
the families of Gaussian random fields analyzed in [3] and requires a case-specific approach, on which we focus below.





X(s, t) > u
)




X(s, t) > u
)
,(33)
















−←−v2 (ξ(u)) ,←−v2 (ξ(u))
]
, Eu := ([−T1, T1]× [−T2, T2]) \Du.
For Case 1-Case 3 and Case 5-Case 6, by (14) for u sufficiently large we have
sup
(s,t)∈Eu
σ(s, t) ≤ 1−Qu−2 ln2 u.
For Case 4, in light of (14) and Lemma 6.5 we have
sup
(s,t)∈Eu




) ≤ 1−Qu−2 ln2 u.




} ≤ Q1(|s− s1|α1/2 + |t− t1|α2/2), (s, t), (s1, t1) ∈ [−, ]2.













Consequently, for all Cases 1-6 we focus on the asymptotics of pi1(u) as u→∞, proving that it delivers the asymptotics
of (13) as u→∞.
Proof of Theorem 3.1

























X(s, t) > u−k,l,, sup
(s,t)∈Ik1,l1 (u)
X(s, t) > u−k1,l1,
)
, i = 1, 2.
Similarly as given in (28), we have that for any  > 0, there exist k ∈ N such that
inf
t∈Ik(u)








k ≤ |k| ≤ N1(u) + 2, k ≤ |l| ≤ N2(u) + 2.
Let
Xu,k,l(s, t) = X(kS
←−ρ 1(u−1) + s, lS←−ρ 2(u−1) + t), Ku = {(k, l), |k| ≤ N1(u) + 2, |l| ≤ N2(u) + 2},
hk,l(u) = u
−
k,l,, Eu = I0,0(u), du = 0.




















































































































Note that (38) holds since in light of Lemma 6.3 we have (recall ξ(u) = u−1 lnu)
R1(u) ≤ (2k + 1)
(








∼ (2k + 1)(1− )−1/β2






R2(u) ≤ (2k + 1)
(


































as u→∞, S →∞, → 0.
Next we prove that both Λ′1(u),Λ
′
































= o (pi1,(u)) , u→∞, S →∞.(40)








[←−ρ1(u−1)(kS +√S) ,←−ρ1(u−1)(k + 1)S]× [←−ρ2(u−1)lS,←−ρ2(u−1)(l + 1)S].





X(s, t) > u−k,l,, sup
(s,t)∈Ik1,l1 (u)





X(s, t) > u−k,l,, sup
(s,t)∈I(1)k1,l1 (u)





X(s, t) > u−k,l,, sup
(s,t)∈I(2)k1,l1 (u)
















X(s, t) > u−k1,l1,
 ∼ Hα1 [0,√S]Hα2 [0, S]Ψ(u−k,l,)





































Hα1 [0, S]Hα2 [0, S]Ψ(u−k,l,)
= o (pi1,(u)) , u→∞, S →∞.
















= o (pi1,(u)) , u→∞, S →∞.
Consequently,
Λ′2(u) = o (pi1,(u)) , u→∞, S →∞.(41)
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Hence the claim follows.
Case ii) γ1 = 0, γ2 ∈ (0,∞). Let in the sequel
I˜k,0(u) = Ik,0(u) ∪ Ik,−1(u),
V(1)1 (u) =
{






(k, k1) : −N1(u)− 2 ≤ k < k1 ≤ N1(u) + 1, k1 = k + 1
}
.














































X(s, t) > u1,−k, , sup
(s,t)∈I˜k1,0(u)
X(s, t) > u1,−k1,
)
, i = 1, 2,
Set further Xu,k(s, t) = X(k
←−ρ 1(u−1)S + s, t) and define
Ku = {k: |k| ≤ N1(u) + 2}, Eu = I˜0,0(u), hk(u) = u1,−k, , du(s, t) = (1− )v22(t).








1 + (1− )v22(t)
> u1,−k,
)
−Hα1 [0, S]Pγ2(1−)α2 [−S, S]
∣∣∣∣∣ = 0.






Hα1 [0, S]Pγ2(1−)α2 [−S, S]Ψ(u1,−k, )
≤ (1 + o(1))2Hα1 [0, S]Pγ2(1−)α2 [−S, S]
(








∼ 2Γ(1/β1 + 1)Hα1Pγ2α2
←−v 1(u−1)←−ρ 1(u−1)Ψ(u), u→∞, → 0, S →∞.(43)
Similarly, as u→∞, ε→ 0, S →∞,
pi
(1)
1, (u) ∼ 2Γ(1/β1 + 1)Hα1Pγ2α2
←−v 1(u−1)←−ρ 1(u−1)Ψ(u).(44)




























































as u→∞, S →∞ and ε→ 0, with l∗ = min(|l|, |l + 1|) and 0 < β′2 < β2. Note that in (45) we use Lemma 6.1 to derive






2 , t ∈ [l←−ρ2(u−1)S, (l + 1)←−ρ2(u−1)S](47)
holds for 1 ≤ |l| ≤ N2(u), l 6= −1. Using Lemma 5.4, we have
Λ
(1)





























, u→∞, S →∞,(48)

































1 + (1 + )v22(t)
> uˇk,k+1,
)]











, u→∞, S →∞,(49)





). Combining (42), (43), (44), (46), (48) with (49) leads to
pi1(u) ∼ 2Γ(1/β1 + 1)Hα1Pγ2α2
←−v 1(u−1)←−ρ 1(u−1)Ψ(u), u→∞,
which together with (33) establishes the proof.





X(s, 0) > u
)





1,−(u) defined in (42). Note that (43), (46) also hold except for the fact that in light of Lemma 5.2, we
have to replace both Pγ2(1−)α2 (S) and Pγ2α2 by 1 in (43), which gives the upper bound. Moreover, in light of Theorem 2.1
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X(s, 0) > u
)
as u → ∞, which is the lower bound. One can easily check that the upper bound and lower bound are asymptotically
equal, establishing the claim.
Case iii) γ1, γ2 ∈ (0,∞). Let next
Î0,0(u) = I0,0(u) ∪ I−1,0(u) ∪ I0,−1(u) ∪ I−1,−1(u).
It follows straightforwardly that for any 0 <  < 1/2 and u large enough
pi
(3)

























X(s, t) > u−k,l,
)
.






P(1±)γiαi [−S, S]Ψ(u), u→∞, S →∞.(51)













PγiαiΨ(u), u→∞, S →∞,
hence the proof of this case is complete.





X(s, 0) > u
)





1,−(u) defined in (50). By Lemma 5.2, the same arguments as given in previous case shows that
pi1(u) ≤ Pγ1α1Ψ(u)(1 + o(1)), u→∞.





X(s, 0) > u
)
∼ Pγ1α1Ψ(u), u→∞,
which establishes the claim.
Case iii) γ1, γ2 =∞. Similarly, (50), (51) and (52) hold with pi(3)1, (u) replaced by P (X(0) > u) in (50), and Pγ1α1 ,Pγ2α2
replaced by 1 in (51). 
Proof of Theorem 3.7 Similarly as in (35) for any u positive











X(s, t) > u±k,l,
)
,








X(s, t) > u, sup
(s,t)∈Ik1,l1 (u)
X(s, t) > u
)
.
Since B is a non-singular matrix, then there exists a positive constant µ > 0 such that for any s, t,
|b11s+ b12t|+ |b21s+ b22t| ≥ µ (|s|+ |t|) .
Thus, for (s, t) ∈ Ik,l(u) with |k|, |l| ≥M ≥ 2,M ∈ N
|b11s+ b12t|+ |b21s+ b22t| ≥ µS
(




a(s, t) := v21(|b11s+ b12t|) + v22(|b21s+ b22t|).
By Lemma 6.1, for any (s, t), (s′, t′) ∈ Ik,l(u) with M ≤ |k| ≤ N1(u) + 2,M ≤ |l| ≤ N2(u) + 2 and 0 <  < min(1, β1), we
have that for u sufficiently large
a(s, t)
v21(|b11s+ b12t|+ |b21s+ b22t|)
≥ (1− /3) (νβ1+ + θ(1− ν)β1+) ,
and
a(s′, t′)















|b11s+ b12t|+ |b21s+ b22t| ∈ [0, 1],
and
0 ≤ δ ≤ (|b11|+ |b12|+ |b21|+ |b22|)
(←−ρ1(u−1) +←−ρ2(u−1))S








(M − 1) + (M − 1)η−1/α1) → 0,
as M →∞. Note that if , δ > 0 sufficiently small, then
νβ1+ + θ(1− ν)β1+ ≥ (1− /3) (max ((ν + δ)β1+, (ν + δ)β1−)+ θmax ((1− ν + δ)β1+, (1− ν + δ)β1−)) , ν ∈ [0, 1].
Hence, for  > 0 sufficiently small, there exists k ∈ N such that for u large enough and k ≤ |k| ≤ N1(u) + 2, k ≤
|l| ≤ N2(u) + 2
a(s, t) ≥ (1− )a(s′, t′), (s, t), (s′, t′) ∈ Ik,l(u),
which implies that for u large enough
inf
(s,t)∈Ik,l(u)
a(s, t) ≥ (1− ) sup
(s,t)∈Ik,l(u)
a(s, t), k ≤ |k| ≤ N1(u) + 2, k ≤ |l| ≤ N2(u) + 2.(54)










































































































Moreover, by Lemma 6.5 there exists a constant κ1 > 0 such that
κ1v
2







































Ψ(u)(1 + o(1)), u→∞, S →∞, → 0.(56)










Ψ(u)(1 + o(1)), u→∞, S →∞.(57)
Due to (55), with κ1 as in Lemma 6.5, letting
Y (s, t) =
X(s, t)
1 + κ12 v
2
1(|s|) + κ12 v22(|t|)









Y (s, t) > u, sup
(s,t)∈Ik1,l1 (u)
Y (s, t) > u
)
.
The same argument as given in the proof of Theorem 3.1 leads to
Λ(1)(u) = o(pi−1 (u)), u→∞, S →∞.(59)
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which together with (33) completes the proof.






























v21(|b11←−ρ 1(1/u)s+ b12←−ρ 2(1/u)t|) + v22(|b21←−ρ 1(1/u)s+ b22←−ρ 2(1/u)t|)
)
→ γ1|b11s+ b12η−1/α1t|α1 + θγ1|b21s+ b22η−1/α1t|α1 , u→∞
uniformly with respect to s, t ∈ [−S, S]2, it follows from Lemma 5.2 that
pi
(3)
1,±(u) ∼ P(1±)γ1,(1±)θγ1,Bη,αα (S)Ψ(u) ∼ Pγ1,θγ1,Bη,αα Ψ(u), u→∞, S →∞, → 0.












Y (s, t) > u
)
= o (Ψ(u))
as u→∞, S →∞. Hence
pi1(u) ∼ Pγ1,θγ1,Bη,αα Ψ(u),
which completes the proof.
Case ii) γ1 = γ2 =∞. Observe that for all u large





1,−(u) defined as in Case ii) γ1, γ2 ∈ (0,∞). Borrowing the arguments in the proof of the aforemen-





1,−(u) ≤ Ψ(u)(1 + o(1)), u→∞,
which completes the proof. 
Proof of Theorem 3.3 This scenario requires a modification of the set Du. Let in the following
D(1)u = {(s, t), |s+ b12t| ≤ ←−v 1(u−1 lnu), |t| ≤ ←−v 2(u−1 lnu)}.
We have that (33)-(34) also hold with Du replaced by D
(1)
u . In this scenario, denote α = α1 = α2.
Case i) γ1 = γ2 = 0. Let for u > 0
E+l (u) = {k : Ik,l(u) ⊂ D(1)u }, E−l (u) = {k : Ik,l(u) ∩D(1)u 6= ∅},
E(1)(u) =
{














i (u) ≤ pi1(u) ≤ pi−2 (u),























X(s, t) > u−k,l,, sup
(s,t)∈Ik1,l1 (u)
X(s, t) > u−k1,l1,
)
.
































We observe that, for u sufficiently large and all |l| ≤ N2(u) + 2 (set c(u) =
←−ρ 2(1/u)←−ρ 1(1/u) )
E−l ⊂
{

















Similarly as (28), we have that for any  > 0 there exists k ∈ N such that
inf
t∈Jl(u)
v22(|t|) ≥ (1− ) sup
t∈Jl(u)
v22(|t|)
holds for k ≤ |l| ≤ N2(u) + 2. Moreover,
inf
(s,t)∈Ik,l(u)
v21(|s+ b12t|) ≥ (1− ) sup
(s,t)∈Ik(u)
v21(|s+ b12l←−ρ 2(u−1)S|)
hold for |l| ≤ N2(u) + 2 and
k ∈ E−l,(u) =
{
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←−v i(1/u)←−ρ i(1/u) , u→∞.
Consequently,






















































Ψ(u), u→∞, S →∞, → 0.(61)
Following the same argumentation as given in (40) and (41), we get that Λ
(2)




, i = 1, 2, u → ∞, which
together with (60) and (61) completes the proof.
Case ii) γ2 = 0, γ1 ∈ (0,∞). We first introduce
L∗0,l(u) =
{










1 + (1− ) inf
(s,t)∈Lk,l(u)
(
v21(|s+ b12t|) + v22(|t|)
))
,









































X(s, t) > u2,−l, , sup
(s,t)∈L∗0,l1 (u)













1 + (1− )v21(|s+ b12t|)
> u2,−l, , sup
(s,t)∈L∗0,l+1(u)
X(s, t)





Xu,l(s, t) = X(−b12l←−ρ 2(u−1)S + s, l←−ρ 2(u−1)S + t), Ku = {l, |l| ≤ N2(u) + 2}, Eu = L∗0,0(u),
hl(u) = u
2,−
l, , du(s, t) = (1− )v21(|s+ b12t|).




∣∣∣(u2,−l, )2v21(|←−ρ 1(1/u)s+ b12←−ρ 2(1/u)t|)− γ1|s+ b12η−1/αt|∣∣∣ = 0







X(−b12l←−ρ 2(1/u)S + s, l←−ρ 2(1/u)S + t)













X(−b12l←−ρ 2(1/u)S + s, l←−ρ 2(1/u)S + t)






















←−v 2(1/u)←−ρ 2(1/u) (1 + o(1)), u→∞, υ, → 0.(62)





= Hγ1,b12η−1/αα ∈ (0,∞)
implying
pi−3 (u) ≤ Hγ1,b12η
−1/α
α 2Γ(1/β2 + 1)Ψ(u)
←−v 2(1/u)←−ρ 2(1/u) (1 + o(1)), u→∞, S →∞, → 0.
Similarly,
pi+3 (u) ≥ Hγ1,b12η
−1/α
α 2Γ(1/β2 + 1)Ψ(u)
←−v 2(1/u)←−ρ 2(1/u) (1 + o(1)), u→∞, S →∞, → 0.
Note that for u sufficiently large
L0,0(u) ⊂
[


































































, u→∞, S →∞.(64)
Along the same lines of the proof of Theorem 3.1
Λ
(3)
1 (u) + Λ
(3)
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which completes the proof of this case.





X(−b12t, t) > u
)









Since the Gaussian random field on the right hand side of the above satisfies case γ2 = 0, γ1 = x ∈ (0,∞), by (62) and















←−v 2(1/u)←−ρ 2(1/u) (1 + o(1)).



















= Hα[0, LS], L =
(|b12|αη−1 + 1)1/α .






1 + xρ21(|s+ b12t|) + v22(|t|)
> u
)
≤ 2LHαΓ(1/β2 + 1)Ψ(u)
←−v 2(1/u)←−ρ 2(1/u) (1 + o(1)).
Further, for the random field X(−b12t, t), we have
1−
√
V ar (X(−b12t, t)) ∼ v22(|t|), t→ 0,
1− Corr (X(−b12t, t), X(−b12s, s)) ∼ Lαρ22(|t− s|), s, t→ 0.(65)





X(−b12t, t) > u
)
∼ 2LHαΓ(1/β2 + 1)Ψ(u)
←−v 2(1/u)←−ρ 2(1/u) .
Consequently,
pi1(u) ∼ 2LHαΓ(1/β2 + 1)Ψ(u)
←−v 2(1/u)←−ρ 2(1/u) , u→∞,
which completes the proof.
Case iii) γ2 ∈ (0,∞), γ1 =∞. Let for u > 0
Î∗0,0(u) = {(s, t), |s+ b12t| ≤ ←−ρ 1(1/u)S, |t| ≤ ←−ρ 2(1/u)S}.





X(−b12t, t) > u
)



























u2(xρ21(|←−ρ 1(1/u)s+ b12←−ρ 2(1/u)t|) + (1− )v22(|←−ρ 2(1/u)t|))→ x|s+ b12η−1/αt|α + (1− )γ2|t|α, u→∞
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α (S)Ψ(u), u→∞, → 0.














α Ψ(u), u→∞, x→∞, → 0, S →∞.
Using that L0,0(u) ⊂ J0,0(u), with J0,0(u) defined by (63), and following the same steps as in (64), we get
pi
(6)
1,−(u) = o(Ψ(u)), u→∞, S →∞.











which establishes the claim.







1 + xρ21(|s+ b12t|) + yρ22(|t|)
> u












α (S) = lim
y→∞P
y(|b12|αη−1+1)−1




1,−(u) ∼ Ψ(u), u→∞, x→∞, y →∞.
The rest of the proof is the same as for the case γ2 ∈ (0,∞), γ1 =∞. 
Proof of Theorem 3.5 We focus on pi1(u) as u→∞.
Case i) The proof of this case follows line by line the same arguments as given in the proof of Case i) of Theorem 3.9.
Case ii) γ1 = 0, γ2 ∈ (0,∞). First we introduce some new notation. Let
u∗−k, = 1 + (1−3) inf
t∈Ik(u)
(




Îk,0(u) = Ik(u)× (J−1(u) ∪ J0(u)) , v(s, t) = v21(|s+ b12t|) + v22(|t|)− v21(|(1 + b12µ)s|)− v22(|µs|), (s, t) ∈ Du,
where µ is defined right before Theorem 3.5. For any 0 < x < y < S2|b12| and 0 <  < 1/4, we have




























































X(s, t) > u, sup
(s,t)∈Îk1,0(u)




E0,x = {k, |k| ≤ N1(u) + 2, Ik(u) ∩ [−←−ρ2(u−1)x,←−ρ2(u−1)x] 6= ∅},












We observe that for |s| ∈ [ i−1n ←−ρ2(u−1), i+2n ←−ρ2(u−1)] with x/2 ≤ in ≤ 2y and and |t| ∈ [0,←−v 2(u−1 lnu)]
1 + (1− ) (v21(|s+ b12t|) + v22(|t|))
≥ [1 + (1− 3) (v21(|(1 + b12µ)s|) + v22(|µs|))] [1 + (1− 3)v(i←−ρ2(u−1)/n, t)] ,(68)
whose proofs is postponed in the Appendix. Let
Xu,k(s, t) = X(k
←−ρ 1(1/u)S + s, t), Ku = E−i/n,(i+1)/n, Eu = Î0,0(u),




∣∣∣(u∗−k,)2v(i←−ρ2(u−1)/n,←−ρ2(u−1)t)− gi/n(t)∣∣∣ = 0.











X(k←−ρ 1(1/u)S + s, t)




−Hα1 [0, S]P(1−3)gi/nβ [−S, S]
∣∣∣∣∣ = 0.












































X(k←−ρ 1(1/u)S + s, t)








Hα1 [0, S]P(1−3)gi/nβ [−S, S]Ψ(u∗−k,)



















































1 + (1− ) (v21(|s+ b12t|) + v22(|t|))
> u
)



















dt(1 + o(1)), u→∞, S →∞, → 0.
Further, by the continuity of Pgsβ over s ∈ [x/2, 2y], we have



















dt, u→∞, S →∞, → 0, n→∞.(69)
Similarly,








dt(1 + o(1)), u→∞, S →∞, → 0, n→∞.(70)








Y (s, t) > u
)
.
Hence, following case ii) γ1 = 0, γ2 ∈ (0,∞) in Theorem 3.1, we have



















dt, u→∞, S →∞.(71)
Similarly,










dt, u→∞, S →∞.(72)








Y (s, t) > u, sup
(s,t)∈Îk1,0(u)
Y (s, t) > u
)
= o(pi+5 (u)), u→∞, S →∞.(73)










Y (s, t) > u
)
= o(pi+5 (u)), u→∞, S →∞.(74)
Inserting (69)–(74) into (67), we have








dt, u→∞, S →∞,
and





























GAUSSIAN FIELDS WITH REGULARLY VARYING DEPENDENCE STRUCTURE 31
as u→∞, S →∞. Letting x→ 0 and y →∞ leads to








dt, u→∞, S →∞,





implies the claim, and thus the proof is complete.
Case iii) γ1 = 0, γ2 =∞ Let Xz(s, t), (s, t) ∈ R2, z > 0,  > 0 be homogeneous Gaussian random fields with correlation
function
1− Corr (Xz(s, t), Xz(s1, t1)) ∼ (1 + )ρ21(|s− s1|)(1 + o(1)) +
1
z
v22(|t− t1|)(1 + o(1)), |s− s1|, |t− t1| → 0.
Consequently, by Slepian inequality (see e.g., [41]; note in passing that there is a remarkable extension of this inequality
for stable processes, see [44])
pi+9 (u) ≤ pi1(u) ≤ pi−9 (u),(75)
where




X(s, µs) > u
)
,









It is straightforward to check that
Xz(s,t)
1+(1−)(v21(|s+b12t|)+v22(|t|))
satisfies assumptions of Case ii) γ1 = 0, γ2 = (1−)z ∈ (0,∞).
Thus



















(|s+ bt|β + θ|t|β − |(1 + bµ)s|β − θ|µs|β) , s ≥ 0, t ∈ R.
















Note that for any  > 0, there exists a positive constant M > 0 such that for z sufficiently large




|s+ b12tz1/β |β + θ|tz1/β |β − |(1 + b12µ)s|β − θ|µs|β
)


































Γ(1/β + 1), → 0.
Thus we conclude that
pi−9 (u) ≤ (1 + o(1))2Γ(1/β + 1) (Mβ)−1/βHα1
←−v1(u−1)←−ρ1(u−1)Ψ(u), u→∞, S →∞, ε→ 0.(76)
Next we focus on pi+9 (u). One can easily check that the variance and correlation functions of X(s, µs) satisfy
1− V ar (X(s, µs)) ∼ v21(|(1 + b12µ)s|) + v22(|µs|) ∼Mβv21(|s|), s→ 0,
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and
1− Corr (X(s, µs), X(s1, µs1)) ∼ ρ21(|s− s1|) + ρ22(|µ(s− s1)|) ∼ ρ21(|s− s1|), s, s1 → 0.
In light of Theorem 2.1, we have
pi+9 (u) ∼ 2Γ(1/β + 1) (Mβ)−1/βHα1
←−v1(u−1)←−ρ1(u−1)Ψ(u), u→∞,
which combined with (75) and (76) establishes the proof.
Case iv) γ1 ∈ (0,∞), γ2 =∞. Let Z(s, t) be a homogeneous Gaussian random field with variance 1 and correlation
function satisfying




By Slepian’s inequality and Lemma 6.5




















Note that ρ22(t) = o(ρ
2
1(t)) as t→ 0 and
(1± )u2 (v21(|←−ρ1(u−1)s+ b12←−ρ1(u−1)t|) + v22(|←−ρ1(u−1)t|))→ (1± )γ1 (|s+ b12t|α1 + θ|t|α1) , u→∞

















2Bα1(s)− |s|α1 − (1± )γ1 (|s+ b12t|α1 + θ|t|α1)
]}
= P(1±)γ1Mα1α1 [−S, S],
we have
pi±10(u) ∼ Pγ1Mα1α1 Ψ(u), u→∞, S1 →∞, S →∞, ε→ 0.
Using that with κ1 as in Lemma 6.5
Z(s, t)
1 + κ12 (v
2
1(|s|) + v22(|t|))
satisfies the conditions of Case iii) γ1, γ2 ∈ (0,∞) of Theorem 3.1, by the same argument as given in the proof of (52),
we obtain that pi11(u) = o (Ψ(u)) , u→∞, S1 →∞, S →∞. Thus the proof is completed.
Case iii) γ1 = γ2 =∞. It follows from (55) and (58) with the specific B in this case that




Y (s, t) > u
)
,
where κ1 is defined in Lemma 6.5. The Gaussian random field involved in the right hand side of the above inequality












This completes the proof. 
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Proof of Theorem 3.8 For ε > 0 sufficiently small, let Z± be a stationary Gaussian process with continuous trajectories,
unit variance and correlation function satisfying
1− rZ±(t) ∼ (1∓ )ρ21(|t|), t→ 0.
By Slepain’s inequality, we have






























Hence an application of Theorem 2.1 establishes the claims. 
Proof of Theorem 3.9 Set below for u > 0
Du =
{
|s| ≤ ←−v1(u−1 lnu), |t| ≤ 2µ←−v1(u−1 lnu)
}
.
Using the same Z± as in the proof of Theorem 3.8, by Slepian’s inequality, we have











The same analysis as given between (80) and (81) implies that, for u sufficiently large
(1− )Mβ1v21(|s|) ≤ inf|t|≤2µ←−v1(u−1 lnu) v
2
1(|s+ b12t|) + v22(|t|) ≤ (1 + )Mβ1v21(|s|)






















Hence the claim follows by Theorem 2.1. 
5. Appendix A
In this section we derive some key uniform expansions of the tail of maximum of Gaussian random fields over short
intervals. Recall that for any γ ∈ (0,∞), S > 0








and we set for any α ∈ (0, 2] and S > 0
P∞α [0, S] = 1, P0α[0, S] = Hα[0, S].
The claim of the following three lemmas follows by Theorem 2.1 in [45]; the detailed proofs are omitted here.
In the following hk, k ∈ Ku with Ku an index set are positive functions such that limu→∞ hk(u)/u = 1 uniformly with
respect to k ∈ Ku.
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Lemma 5.1. Let Xu,k(t), t ∈ [0,←−ρ (u−1)S], k ∈ Ku be a sequence of centered Gaussian processes with continuous
trajectories, variance 1 and correlation function r(·, ·) satisfying (8) uniformly with respect to k ∈ Ku. Suppose that
ρ ∈ Rα/2, v ∈ Rβ/2 with 0 < α ≤ 2, β > 0. If limt→0 v
2(t)













The case γ =∞ in Lemma 5.1 is not covered by Theorem 2.1 in [45], but it straightforwardly follows from the fact that


















Let ρi ∈ Rαi/2, vi ∈ Rβi/2, i = 1, 2 be non-negative functions with 0 < αi ≤ 2, βi > 0, i = 1, 2. Let Xu,k(s, t), k ∈ Ku
be centered Gaussian random fields over E(u) = {(←−ρ1(u−1)s,←−ρ2(u−1)t), (s, t) ∈ E} with E a compact set containing 0.
Suppose further that Xu,k has unit variance, continuous trajectories and correlation function rk(s, t, s1, t1) satisfying (17)
uniformly with respect to k ∈ Ku.
Lemma 5.2. If du(s, t), u > 0 are continuous functions satisfying
lim
u→∞ sup(s,t)∈E,k∈Ku


















where Wα1,α2(s, t) =
√
2(Bα1(s) + B˜α2(t)) − |s|α1 − |t|α2 , s, t ∈ R, with Bα1 and B˜α2 being two independent standard
fBm’s with Hurst indices α1/2 ∈ (0, 1], α2/2 ∈ (0, 1], respectively.
Lemma 5.3. Suppose that du(s, t), u > 0 are continuous functions satisfying
lim
u→∞ sup(s,t)∈E,k∈Ku
|h2k(u)du(←−ρ1(u−1)s,←−ρ1(u−1)t)− d(s, t)| = 0.
If ρ22(t) = o(ρ
2



















with Bα1 a standard fBm with Hurst index α1/2 and E˜(u) = {(←−ρ1(u−1)s,←−ρ1(u−1)t): (s, t) ∈ E}.
Assume now that X(t), t = (t1, . . . , td) ∈ Rd is a Gaussian field with continuous trajectories, unit variance and covariance
function satisfying
1− Cov(X(s), X(t)) ∼
d∑
i=1
ρ2i (|ti − si|), s, t→ 0,(77)
with ρi positive regularly varying function with index αi/2 ∈ (0, 1]. Set below
←−ρ (u−1) = (←−ρ 1(u−1), . . . ,←−ρ d(u−1)), ←−ρ (u−1)t = (←−ρ 1(u−1)t1, . . . ,←−ρ d(u−1)td)
and for any A,B ⊂ Rd put










− δu←−ρ i(u−1) ,
δu←−ρ i(u−1)
]
, K = {(λ1, λ2) ∈ Du ×Du: λ1 + E1, λ2 + E2 ⊂ Du}.
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We state next the result of Corollary 3.2 in [45]. Below E1, E2 are assumed to be compact sets.
Lemma 5.4. Suppose that X(t), t = (t1, . . . , td) ∈ Rd is a Gaussian field with continuous trajectories and unit variance











with β∗ = mini=1,...,d αi.
6. Appendix B
Consider a positive function g such that
lim











, u > 0.(78)
We shall investigate first the asymptotic behaviour of an integral determined by g and v. We begin with a useful lemma
to demonstrate the upper an lower bound of regularly varying function. We give next the well-knonw Potter’s bound for
the v, see e.g., [23, 37] for details.




































Proof of Lemma 6.2 i) Using standard properties of regularly varying functions, see e.g., [22], for u sufficiently large
and 0 < x < y <∞, we have with zu defined in (78)∫ yzu
xzu
e−cu
2v2(t)dt ≤ e−cu2v2((x/2)zu)(y − x)zu
≤ e−(x/3)2βcu2v2(zu)(y − x)zu
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ii) For any 0 <  < 1/2
(1− )a(t) ≤ v(t) ≤ (1 + )a(t)












































Letting → 0 and by the fact that ←−a ( g(u)u ) ∼ zu, we establish the second claim. 
Lemma 6.3. For any c > 0 we have∫ zu
0
e−cu
2v2(t)dt ∼ c−1/(2β)Γ(1 + 1/(2β))←−v (1/u), u→∞.
Proof of Lemma 6.3 By Lemma 6.2, ii) we can assume that v(x) = `(x)xβ with ` normalized slowly varying function













































By Lemma 6.1, for any  ∈ (0,min(1, 1/β)) and all u large
←−v (y/u)
←−v (1/u) ≤ (1 + ) max(y
1/β+, y1/β−), 0 ≤ y ≤ g(u).




←−v (1/u) = y
1/β ,











∼ c−1/(2β)Γ(1 + 1/(2β))←−v (1/u).
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and thus the claim follows. 
Lemma 6.4. Suppose that ρ21 ∈ Rα1 and ρ22 ∈ Rα2 with α1, α2 > 0. If ρ21(|t|) = o(ρ22(|t|)) as t→ 0, then for any a, b ∈ R
ρ21(|as+ bt|) + ρ22(|t|) ∼ ρ21(|as|) + ρ22(|t|), s, t→ 0.
Proof of Lemma 6.4 The claim follows easily if the product abst = 0. Therefore, we suppose next that abst 6= 0. It






For any 0 <  < min(1, α1), if |asbt | > 4α1 , then
1− 
4α1











∣∣∣∣ρ21(|as+ bt|)ρ21(|as|) − 1
∣∣∣∣
≤















→ 0, s→ 0, → 0.
For any  ∈ (0, α1), if |asbt | ≤ 4α1 , then
|as+ bt|































→ 0, t→ 0.
Hence we complete the proof. 
Lemma 6.5. Suppose that v21 , v
2
2 ∈ Rβ β > 0. If a1v22(|t|) ≤ v21(|t|) ≤ a2v22(|t|)) holds for a1, a2 > positive and all t









1(|s|) + v22(|t|)) ≤ v21(|b11s+ b12t|) + v22(|b21s+ b22t|) ≤ κ2(v21(|s|) + v22(|t|))
is valid in a neighbourhood of 0.
Proof of Lemma 6.5 Without loss of generality, we assume that |t| ≥ |s| and |t| > 0. By Lemma 6.1, we have that for
0 <  < min(1, β) and t > 0 sufficiently small




2(|t|(|b12|+ |b11 st |)) + v22(|t|(|b22|+ |b21 st |))
v22(|t|)
38 KRZYSZTOF DE¸BICKI, ENKELEJD HASHORVA, AND PENG LIU
≤ 2 max (a2(|b11|+ |b12|)β+ + (|b21|+ |b22|)β+, (a2(|b11|+ |b12|)β− + (|b21|+ |b22|)β−) .
Hence we get the upper bound. For the lower bound, making the following linear transformation










and then using the above conclusion, we have
v21(|s|) + v22(|t|)
= v21(|b′11s′ + b′12t′|) + v22(|b′21s′ + b′22t′|)
≤ 2 max (a2(|b′11|+ |b′12|)β+ + (|b′21|+ |b′22|)β+, (a2(|b′11|+ |b′12|)β− + (|b′21|+ |b′22|)β−) (v21(|s′|) + v22(|t′|))
≤ 2 max (a2(|b′11|+ |b′12|)β+ + (|b′21|+ |b′22|)β+, (a2(|b′11|+ |b′12|)β− + (|b′21|+ |b′22|)β−)
× (v21(|b11s+ b12t|) + v22(|b21s+ b22t|)) ,
provided that |t′| ≥ |s′| and |t′| > 0 sufficiently small. This completes the proof. 
Proof of inequality (68). Note that
v21(|s+ b12t|) + v22(|t|) = v21(|s|)
v21(|s||1 + b12t/s|) + v22(|s||t/s|)
v21(|s|)
, (s, t) ∈ Du.(80)
If |t/s| ≤M <∞, then by uniform convergence theorem (UCT) in [37] we have
sup
(s,t)∈Du,|t/s|≤M
∣∣∣∣v21(|s||1 + b12t/s|) + v22(|s||t/s|)v21(|s|) − |1 + b12t/s|β − θ|t/s|β
∣∣∣∣→ 0, u→∞.
If |t/s| ≥M , then using Lemma 6.1, for u and M sufficiently large
inf
(s,t)∈Du,|t/s|≥M
v21(|s||1 + b12t/s|) + v22(|s||t/s|)
v21(|s|)
≥ 1/2
(∣∣∣∣|b12|M − 1∣∣∣∣β/2 + θMβ/2
)
.
Therefore, the minimum of v21(|s+b12t|)+v22(|t|) is attained for |t/s| ≤M with M sufficiently large. Further, the minimum
of |1 + b12t/s|β + θ|t/s|β is attained at µ = t/s ∈ [−1/|b12|, 1/|b12|]. Thus, for (s, t) ∈ Du and u sufficiently large
v21(|s+ b12t|) + v22(|t|)
v21(|(1 + b12µ)s|) + v22(|µs|)
=
v21(|s+ b12t|) + v22(|t|)
v21(|s|)
v21(|s|)
v21(|(1 + b12µ)s|) + v22(|µs|)




2(|1 + b12µ|β + θ|µ|β) = 1/4,(81)
Recall that in our notation
v(s, t) = v21(|s+ b12t|) + v22(|t|)− v21(|(1 + b12µ)s|)− v22(|µs|), (s, t) ∈ Du
and note that v(s, t) may be negative at some point. For any ε > 0 sufficiently small we have[
1 + (1− 2) (v21(|(1 + b12µ)s|) + v22(|µs|))] [1 + (1− 2)v(s, t)]
= 1 + (1− 2) (v21(|s+ b12t|) + v22(|t|))+ (1− 2)2 (v21(|(1 + b12µ)s|) + v22(|µs|)) v(s, t).
Moreover (81) yields as u→∞(
v21(|(1 + b12µ)s|) + v22(|µs|)
)
v(s, t) = o
(
v21(|s+ b12t|) + v22(|t|)
)
, (s, t) ∈ Du,
implying for any 0 <  < 1/4 and sufficiently large u[
1 + (1− 2) (v21(|(1 + b12µ)s|) + v22(|µs|))] [1 + (1− 2)v(s, t)] ≤ 1 + (1− ) (v21(|s+ b12t|) + v22(|t|)) ,(82)
with (s, t) ∈ Du. Since for
|s| ∈ [←−ρ2(u−1)x/2,←−ρ2(u−1)2y], |t| ∈ [M←−ρ2(u−1),←−v 2(u−1 lnu)]
we have as u→∞
v(s, t) = v21(|t|)
v21(|s+ b12t|) + v22(|t|)− v21(|(1 + b12µ)s|)− v22(|µs|)
v21(|t|)




∣∣∣β + θ − |1 + b12µ|β ∣∣∣s
t
∣∣∣β − θ ∣∣∣µs
t
∣∣∣β) ,
then for M,u sufficiently large
v(s, t) ≥ 1− 3
1− 2v(s1, t1),(83)
with |s|, |s1| ∈ [←−ρ2(u−1)x/2,←−ρ2(u−1)2y], |t|, |t1| ∈ [M←−ρ2(u−1),←−v 2(u−1 lnu)].
Moreover, for any 1 > 0, |s| ∈ [←−ρ2(u−1)x/2,←−ρ2(u−1)2y] and |t| ∈ [0,M←−ρ2(u−1)], applying again UCT we have




|1 + b12t/s|β + θ |t/s|β
)
− (1 + 1)
(|1 + b12µ|β + θ|µ|β)]
≥ −21
(|1 + b12µ|β + θ|µ|β) v21(|s|),
and for any |s|, |s1| ∈ [ i−1n ←−ρ2(u−1), i+2n ←−ρ2(u−1)] with x/2 ≤ in ≤ 2y and |t| ∈ [0,M←−ρ2(u−1)] and u, n sufficiently large
|v(s, t)− v(s1, t)| ≤ v21(|s|)maxd1,d2∈{±1}
∣∣(1 + d1) (|1 + b12t/s|β + |(1 + b12µ)s1/s|β + θ|µs1/s|β)
−(1 + d2)
(|1 + b12µ|β + θ|µ|β + |s1/s+ b12t/s|β)∣∣
≤ v21(|s|)Q1




where hs(z) = |s + b12z|β , s, z ∈ R. Therefore, for |s|, |s1| ∈ [ i−1n ←−ρ2(u−1), i+2n ←−ρ2(u−1)] with x/2 ≤ in ≤ 2y and |t| ∈
[0,M←−ρ2(u−1)] for any 1 > 0 sufficiently small and u, n sufficiently large
v(s, t) ≥ − 
4
(|1 + b12µ|β + θ|µ|β) v21(|s|),
|v(s, t)− v(s1, t)| ≤ 
8
(|1 + b12µ|β + θ|µ|β) v21(|s|),
which implies that (recall that limu→∞ sup(s,t)∈Du |v(s, t)| = 0)

(
v21(|(1 + b12µ)s|) + v22(|µs|)
)
+ v(i←−ρ2(u−1)/n, t)
≥ (1− 2) (v(i←−ρ2(u−1)/n, t)− v(s, t))− (1− 2)2 (v21(|(1 + b12µ)s|) + v22(|µs|)) v(s, t)
+(1− 3)2 (v21(|(1 + b12µ)s|) + v22(|µs|)) v(i←−ρ2(u−1)/n, t).
Hence, combining the above with (82) and (83) for any 0 <  < 1/4, for n, u sufficiently large we have
1 + (1− ) (v21(|s+ b12t|) + v22(|t|)) ≥ [1 + (1− 2) (v21(|(1 + b12µ)s|) + v22(|µs|))] [1 + (1− 2)v(s, t)]
≥ [1 + (1− 3) (v21(|(1 + b12µ)s|) + v22(|µs|))] [1 + (1− 3)v(i←−ρ2(u−1)/n, t)] ,
holds for |s| ∈ [ i−1n ←−ρ2(u−1), i+2n ←−ρ2(u−1)] with x/2 ≤ in ≤ 2y and |t| ∈ [0,←−v 2(u−1 lnu)], which completes the proof. 
Acknowledgement: Thanks to Swiss National Science Foundation grant No. 200021-166274. KD acknowledges partial
support by NCN Grant No 2015/17/B/ST1/01102 (2016-2019).
References
[1] J. Pickands, III, “Upcrossing probabilities for stationary Gaussian processes,” Trans. Amer. Math. Soc., vol. 145,
pp. 51–73, 1969.
[2] V. I. Piterbarg, “On the paper by J. Pickands “Upcrossing probabilities for stationary Gaussian processes”,” Vestnik
Moskov. Univ. Ser. I Mat. Meh., vol. 27, no. 5, pp. 25–30, 1972.
[3] V. I. Piterbarg, Asymptotic methods in the theory of Gaussian processes and fields, vol. 148 of Translations of
Mathematical Monographs. Providence, RI: American Mathematical Society, 1996.
[4] Z. Michna, “On tail probabilities and first passage times for fractional Brownian motion,” Math. Methods Oper. Res.,
vol. 49, no. 2, pp. 335–354, 1999.
[5] K. Burnecki and Z. Michna, “Simulation of Pickands constants,” Probab. Math. Statist., vol. 22, no. 1, Acta Univ.
Wratislav. No. 2409, pp. 193–199, 2002.
40 KRZYSZTOF DE¸BICKI, ENKELEJD HASHORVA, AND PENG LIU
[6] K. De¸bicki, “Ruin probability for Gaussian integrated processes,” Stochastic Process. Appl., vol. 98, no. 1, pp. 151–
174, 2002.
[7] A. B. Dieker, “Extremes of Gaussian processes over an infinite horizon,” Stochastic Process. Appl., vol. 115, no. 2,
pp. 207–248, 2005.
[8] K. De¸bicki and K. Kosin´ski, “On the infimum attained by the reflected fractional Brownian motion,” Extremes,
vol. 17, no. 3, pp. 431–446, 2014.




ebicki, E. Hashorva, and L. Ji, “Tail asymptotics of supremum of certain Gaussian processes over threshold
dependent random intervals,” Extremes, vol. 17, no. 3, pp. 411–429, 2014.
[11] V. I. Piterbarg, Twenty Lectures About Gaussian Processes. London, New York: Atlantic Financial Press, 2015.
[12] K. De¸bicki, E. Hashorva, L. Ji, and K. Tabi´s, “Extremes of vector-valued Gaussian processes: Exact asymptotics,”
Stochastic Process. Appl., vol. 125, no. 11, pp. 4039–4065, 2015.
[13] A. B. Dieker and T. Mikosch, “Exact simulation of Brown-Resnick random fields at a finite number of locations,”
Extremes, vol. 18, pp. 301–314, 2015.
[14] K. De¸bicki, S. Engelke, and E. Hashorva, “Brown-Resnick processes and Pickands-type constants,”
http://arxiv.org/pdf/1602.01613.pdf, 2016.
[15] M. Arendarczyk, “On the asymptotics of supremum distribution for some iterated processes,” Extremes,
2016,10.1007/s10687-016-0272-2.
[16] K. De¸bicki and P. Kisowski, “Asymptotics of supremum distribution of α(t)-locally stationary Gaussian processes,”
Stochastic Process. Appl., vol. 118, no. 11, pp. 2022–2037, 2008.
[17] V. I. Piterbarg and V. P. Prisjazˇnjuk, “Asymptotic behavior of the probability of a large excursion for a nonstationary
Gaussian process,” Teor. Verojatnost. i Mat. Statist., no. 18, pp. 121–134, 183, 1978.
[18] E. Azmoodeh, T. Sottinen, L. Viitasaari, and A. Yazigi, “Necessary and sufficient conditions for Ho¨lder continuity
of Gaussian processes,” Statist. Probab. Lett., vol. 94, pp. 230–235, 2014.
[19] C. Qualls and H. Watanabe, “Asymptotic properties of Gaussian processes,” Ann. Math. Statist., vol. 43, pp. 580–596,
1972.
[20] S. Berman, Sojourns and extremes of stochastic processes. The Wadsworth & Brooks/Cole Statistics/Probability
Series, Pacific Grove, CA: Wadsworth & Brooks/Cole Advanced Books & Software, 1992.
[21] S. Resnick, Heavy-tail phenomena. Springer Series in Operations Research and Financial Engineering, New York:
Springer, 2007. Probabilistic and statistical modeling.
[22] P. Embrechts, C. Klu¨ppelberg, and T. Mikosch, Modelling extremal events, vol. 33 of Applications of Mathematics
(New York). Berlin: Springer-Verlag, 1997.
[23] P. Soulier, Some applications of regular variation in probability and statistics. Instituto Venezolano de Investigaciones
Cientcas: XXII ESCUELA VENEZOLANA DE MATEMATICAS, 2009.
[24] D. Cheng and A. Schwartzman, “Distribution of the height of local maxima of Gaussian random fields,” Extremes,
vol. 18, no. 2, pp. 213–240, 2015.
[25] D. Cheng and Y. Xiao, “The mean Euler characteristic and excursion probability of Gaussian random fields with
stationary increments,” Annals Appl. Probab., 2016, in press.
[26] D. Cheng, “Excursion probabilities of isotropic and locally isotropic Gaussian random fields on manifolds,” Extremes,
2016, 10.1007/s10687-016-0271-3.
[27] Y. Du, J. Miao, D. Wu, and Y. Xiao, “Packing dimensions of the images of Gaussian random fields,” Statist. Probab.
Lett., vol. 106, pp. 209–217, 2015.
[28] Y. Li, W. Wang, and Y. Xiao, “Exact moduli of continuity for operator-scaling Gaussian random fields,” Bernoulli,
vol. 21, no. 2, pp. 930–956, 2015.
[29] G. Popivoda and S. Stamatovic, “Extremes of Gaussian fields with a smooth random variance,” Statist. Probab.
Lett., vol. 110, pp. 185–190, 2016.
GAUSSIAN FIELDS WITH REGULARLY VARYING DEPENDENCE STRUCTURE 41
[30] K. De¸bicki, E. Hashorva, and N. Soja-Kukie la, “Extremes of homogeneous Gaussian random fields,” J. Appl. Probab.,
vol. 52, no. 1, pp. 55–67, 2015.
[31] E. Hashorva and L. Ji, “Extremes of α(t)-locally stationary Gaussian random fields,” Trans. Amer. Math. Soc.,
vol. 368, no. 1, pp. 1–26, 2016.
[32] W. Qiao and W. Polonik, “Extrema of locally stationary Gaussian elds on growing manifolds,” Bernoulli, to appear,
2016.
[33] J. Hu¨sler and V. I. Piterbarg, “Extremes of a certain class of Gaussian processes,” Stochastic Process. Appl., vol. 83,
no. 2, pp. 257–271, 1999.
[34] J. Hu¨sler and V. I. Piterbarg, “On the ruin probability for physical fractional Brownian motion,” Stochastic Process.
Appl., vol. 113, no. 2, pp. 315–332, 2004.
[35] G. Samorodnitsky, “Continuity of Gaussian processes,” Ann. Probab., vol. 16, no. 3, pp. 1019–1033, 1988.
[36] S. Girard and G. Stupfler, “Extreme geometric quantiles in a multivariate regular variation framework,” Extremes,
vol. 18, no. 4, pp. 629–663, 2015.
[37] N. Bingham, C. Goldie, and J. Teugels, Regular variation, vol. 27 of Encyclopedia of Mathematics and its Applications.
Cambridge University Press, Cambridge, 1989.
[38] J. Farkas and E. Hashorva, “Tail approximation for reinsurance portfolios of Gaussian-like risks,” Scandinavian
Actuarial J., no. 4, pp. 319–331, 2015.
[39] K. De¸bicki, E. Hashorva, and L. Ji, “Extremes of a class of nonhomogeneous Gaussian random fields,” Ann. Probab.,
vol. 44, no. 2, pp. 984–1012, 2016.
[40] V. I. Piterbarg, “High extrema of Gaussian chaos processes,” Extremes, vol. 19, no. 2, pp. 253–272, 2016.
[41] R. Adler and J. Taylor, Random fields and geometry. Springer Monographs in Mathematics, New York: Springer,
2007.
[42] G. Samorodnitsky, “Probability tails of Gaussian extrema,” Stochastic Process. Appl., vol. 38, no. 1, pp. 55–84, 1991.
[43] J. Aza¨ıs and M. Wschebor, Level sets and extrema of random processes and fields. Hoboken, NJ: John Wiley & Sons
Inc., 2009.
[44] G. Samorodnitsky and M. Taqqu, “Stochastic monotonicity and Slepian-type inequalities for infinitely divisible and
stable random vectors,” Ann. Probab., vol. 21, no. 1, pp. 143–160, 1993.
[45] K. De¸bicki, E. Hashorva, and P. Liu, “Uniform tail approximation of homogenous functionals of Gaussian fields,”
http://arxiv.org/pdf/1607.01430.pdf, 2016.
Krzysztof De¸bicki, Mathematical Institute, University of Wroc law, pl. Grunwaldzki 2/4, 50-384 Wroc law, Poland
E-mail address: Krzysztof.Debicki@math.uni.wroc.pl
Enkelejd Hashorva, Department of Actuarial Science, University of Lausanne, UNIL-Dorigny 1015 Lausanne, Switzerland
E-mail address: enkelejd.hashorva@unil.ch
Peng Liu, Department of Actuarial Science, University of Lausanne, UNIL-Dorigny 1015 Lausanne, Switzerland and Mathe-
matical Institute, University of Wroc law, pl. Grunwaldzki 2/4, 50-384 Wroc law, Poland
E-mail address: peng.liu@unil.ch
