The information of RNA local secondary structures (LSSs) can help retrieve biologically important motifs and study functions of RNA molecules. Most of the current RNA secondary structure prediction tools are not suitable for RNA LSS prediction on the genome scale due to high computational complexity.
Background
RNA local secondary structures (LSSs) can act as RNA structural motifs, which may function in various biological processes. For instance, the hairpin-loop structure at the end of an mRNA can act as a Rho-independent terminator, which serves as an economic transcriptional termination machinery in bacteria.
1 Microbial riboswitches are present at the 5 end of mRNA, and these RNA LSSs bind to metabolites and then regulate the gene transcription and translation. 2 For RNA interference (RNAi), it was suggested that the gene silencing efficiency of a short interfering RNA (siRNA) strongly depends on the mRNA LSSs at the target region. 3 Many conserved LSSs are also found in viral RNAs. For example, several categories of internal ribosome entry site sequences (IRES), an important structural motif for viral translation internal initiation, have been found in many viruses, such as hepatitis C virus, bovine diarrhea virus, and infectious bronchitis virus.
4,5
Transactivation response element (TAR) and rev-responsive element (RRE) are two common RNA motifs found in HIV. 4 Recently, it has been found that nef-coding regions of HIV-1 contain conserved RNA hairpin structures. 6 Thus, predicting and characterizing RNA structural motifs can shed some light on the biological mechanisms of viruses and rapidly provide information for virus control and treatment, especially for emerging viral diseases. Recent studies also found that the prevalence of RNA LSSs within the coding region of eubacteria may be able to stabilize the mRNA.
Since the 1970s, extensive studies have been carried out on RNA secondary structure prediction. Different algorithms have been developed, 8 such as combinatorial algorithms, 9 energy minimization, 10-12 phylogenetic comparison, 13 stochastic context-free grammar method, 14 and statistical methods. 15 The successful derivation of the thermodynamic parameters has significantly improved the prediction accuracy of RNA secondary structure. 16, 17 Most of the recent RNA secondary structure prediction strategies utilize energy minimization together with thermodynamic parameters, such as Quickfold, 18 phylogenetic comparison, 13 or a combination of both. 19 While most efforts on RNA secondary structure prediction were devoted to RNA global secondary structure prediction, only a few algorithms have been developed specifically for RNA LSS prediction. The rationale behind LSS predictions is that an LSS is predominately determined by its local sequence, although the three-dimensional global structure can occasionally alter the LSS through interactions between nucleotides that are separated far apart in the RNA sequence. an RNA molecule of length L. Since the focus of Clote's algorithm is to extract locally near optimal (the so called k-locally optimal) RNA LSSs, the algorithm requires a substantial work for possible extension to the full thermodynamic energy model. 24 Given the high time complexity, it may not be feasible to apply Clote's algorithm for RNA LSS extraction on a genome scale. All of the above three algorithms can be regarded as extensions of the Nussinov algorithm, 11 which folds an RNA sequence from its two ends to obtain the secondary structure, i.e. outside-in approach.
In this paper, we describe a novel RNA LSS prediction algorithm called Rnall, which stands for RNA Local secondary structure prediction by Locally symmetric mapping. Rnall applied a dynamic programming technique and incorporates the nearest neighbor thermodynamic parameters. 16, 17 A distinct feature of Rnall is that it obtains subsequences by sliding with a fixed window size along the query RNA sequence, and breaks each subsequence into two segments with equal length for performing the dynamic programming technique from inside out. For example S = GGGGAAACCCCAAAAGGGGAAACCCC is broken into two fragments S 1 = AACCCCAAAGGGG and S 2 = AAGGGGAAACCCC. Table 1 ). This higher prediction accuracy of Rnall is probably the results from the optimal solutions with thermodynamic parameters. Among the 7,278 unique LSSs, Rnall was able to predict the structures for 6,786 LSSs (191,653 bases). By comparing with the corresponding true structures, Rnall has a precision value of 86.76% and recall value of 88.54%. From Table 1 , we can see that the prediction accuracies of Rnall on these five groups of RNA LSSs differ quite significantly, and the difference tendencies are the same for Lfold and Quickfold. We suggest that such a performance difference could be due to the structural symmetricity assumption. For example as shown in Table 1 , Table 1 . Prediction Performance Comparison among Rnall, Quickfold and Lfold. The second column "SS" records the number of RNA secondary structures for RNA "LSS" extraction; the "LSS" column records the number of RNA LSS; the "NR LSS" column records the number of non-redundant RNA LSS; the "Sym. LSS" column records the number of symmetric LSS. For the numbers of bases predicted accurately and the LSS prediction accuracy, the comparison used both symmetric and asymmetric RNA LSSs. 16sRNA and 23sRNA have less symmetric structures and thus the prediction accuracies of Rnall, Lfold, and Quickfold are relatively lower. Nonetheless, Rnall still performed slightly better than Lfold and Quickfold.
RNA LSS scan in the 5 UTR region of the HIV-1 gag gene
HIV is an RNA virus with various important RNA LSSs. TAR, polyadenylation site (Poly(A)), dimerization initiation site (DIS), major splice donor (SD), and packaging signal (PSI) are five RNA structural motifs locate at the 5 UTR of the gag gene. 26 The scanning of the HIV genome by Rnall revealed that these structural motifs are all locate on the ridges of the mountain ranges of the energy landscape ( Fig. 1 ).
Energy landscape representation of riboswitches
Microbial riboswitches are composed of two RNA LSSs, the aptamer domain and the expression platform. 2 The aptamer domain functions as the molecular sensor and recognizes the target metabolite, and the expression platform may change the structure of the 5 UTR to regulate the gene expression. We ran Rnall on Bacillus subtilis genome and plotted the RNA LSSs in Fig. 2 . The experimentally validated riboswitch BS3 in Bacillus subtilis 27 residues at the edges of two plateaus. The RNA LSSs from the ridges to the peaks of the mountain ranges represent the most stable structures in certain regions of the genomic sequences since the LSSs on the ridge or the peak have the locally minimal energy. By integrating the geographic features (for example, slope and ridge) of a specific RNA structure motif in the energy landscape, Rnall may be potentially useful to identify some structural motifs that may not be sufficient to be determined using the energy criteria alone. summed. The results demonstrated that those known tRNA genes all locate within the regions with rich RNA LSSs (Fig. 3) . This reflects the effectiveness of Rnall. Nevertheless, it is worth mentioning that Rnall is a general RNA LSS prediction tool rather than a tRNA prediction tool or an RNA gene finding method. In fact, our results also showed that many RNA LSSs locate in the intragenic regions as well as the intergenic regions (data not shown). These LSSs in both regions could be involved in genetic control (such as riboswitches, attenuator, and terminators), RNA processing, and regulation of mRNA stability.
1,2,7
On a single Operon 2.4 Ghz CPU using the window size W = 100, it took Rnall about half a day to scan a bacterial genome with the size of 4-5 Mb. When we substituted the thermodynamic parameters by the MCM scoring functions used in Lfold or a similar form (a base pair gets a score of 3 for GC, 2 for GU and AU, and 0 for mismatch, insertion and deletion), Rnall was able to scan the C. elegans genome in less than 4 hours, which is very close to the running time of Lfold. Nonetheless, Rnall was able to generate multiple RNA LSSs instead of a single LSS with a fixed window size given by Lfold.
Discussion
Although most RNA global secondary structure prediction methods such as Quickfold 18 can be applied to predict RNA LSSs by running them on short RNA segments, they may not be suitable for genomic scan due to high computational complexity in both running time and memory requirement. Furthermore, in some cases, the complexity of global structures may affect the structure of an RNA LSS. For example, for the RNA sequence GGGGAAACCCCAAAAGGGGAAAACCCC, the optimal LSS is observed as . ( ( ( ( . . . . ) ) ) ) . . . . ) ) )).
However, a global secondary structure prediction can generate a structure of
Biological experiments have suggested that many functional RNA motifs could be present as RNA LSSs instead of global secondary structures. For instance, Rhoindependent terminator form the RNA LSS instead of a global RNA SS with the involvement of entire transcripts. The new algorithm, Rnall, described in this paper is different from any of the above three methods, although it also adopts dynamic programming. First of all, Rnall mimics the RNA folding process, which starts from the middle of the sequence instead of the two ends. Computationally, an advantage of this inside-out folding strategy over the outside-in strategy in the other three methods is that Rnall is able to extract all optimal LSSs corresponding to the diagonal entries in the dynamic programming matrices within a single run. These RNA LSSs are optimal with respect to different window sizes. Therefore, Rnall is able to generate the RNA LSS pool for a query sequence efficiently. Secondly, Rnall incorporates the nearest neighbor thermodynamic parameters as the energy function in computation directly. One limitation of Rnall is that Rnall does not consider multiple hairpin loops and thus it cannot be used for RNA global secondary structure prediction. As we discussed earlier that global secondary structures may alter some RNA LSSs, some predicted RNA LSSs by Rnall might be incorrect due to global effects. Nonetheless, this in principle is a limitation of any RNA LSS prediction algorithm. Secondly, Rnall assumes that an RNA folds from the middle position of the sequence, which means that the nucleotide at the middle position will be in the hairpin loop of the LSS. This does not cause any problem during the genome scan, since at some sliding windows, the hairpin loop of any LSS can reside at the middle position. Nevertheless, Rnall might not be able to output the correct RNA LSSs when the window size is too large compared to the LSS size. We have found such cases in the experiment on the dataset of 7, 268 RNA LSSs.
The energy landscape introduced in this paper provides an effective way to help characterize structural motifs. By integrating geographic features (such as slope and ridge) of functional motifs, we can mine these motifs from the mountain ranges. For example, riboswitches consist of two stable structural branches, which indicate two plateaus in the energy landscape as shown in Fig. 2 . This way, we can add the geographic features to facilitate riboswitch prediction among the RNA LSS pools. 28 We plan to characterize different functional RNA motifs using geographic features, and to further filter RNA LSSs generated by Rnall using these features for RNA motif prediction.
Materials
The benchmark used for RNA LSS prediction to compare the performance of Rnall, Lfold, and Quickfold was downloaded from the Comparative Genome Web.
29
The dataset contains 580 RNA secondary structures (26 5sRNA, 447 16sRNA, 84 23sRNA, 17 Group I introns, and 6 Group II introns), among which more than 97% of secondary structure base pairs are consistent to those in the crystal structures.
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The GenBank accession numbers of the HIV genome, Bacillus subtilis genome, and the M. genitalium genome are GI 9629357, GI 50812173, and GI 6626254, which have size 9,181 nt, 4,214,630 nt, and 580,074 nt, respectively.
Methods
Definition of RNA LSS
RNA molecules are composed of four nucleotides A, C, G, and U. Three canonical base pairs, A-U, G-C, and G-U, form stems in RNA secondary structures. The remaining nucleotides in an RNA sequence form hairpin loops, bulge loops, internal loops, etc. We define RNA LSSs as a special case of RNA secondary structures, each consisting of only a hairpin loop and stems, together with possible internal loops and bulge loops.
Definition 1.
An RNA sequence can be written as S = (s 1 , s 2 , s 3 , . . . , s n ), in which s p is the pth (ribo-)nucleotide, s p ∈ {A, C, G, U}, 1 ≤ p ≤ n. An RNA LSS on S is a set of ordered canonical base pairs, each pair is written as s p ·s q , 1 ≤ p < q ≤ n, satisfying:
(1) q − p >= 3 (the minimum hairpin loop size is 3); (2) if s p · s q and s p · s q are two base pairs, then one of the following requirements must be met (i.e., no pseudoknots are considered):
(c) p = p and q = q (the same base pair).
Algorithm description
To search for RNA LSSs along a query RNA sequence, a sliding window of size W is utilized. Let S denote the sequence in the current window. Let S[i] denote the ith nucleotide in S. We are only interested in finding optimal RNA LSSs for S, such that the middle nucleotide is in the hairpin loop of the RNA LSS. For this purpose, we denote two sub-sequences
. Without loss of generality we assume that W is even and we require that at least one of S 1 [1] and S 2 [1] must be in the hairpin loop of each output RNA LSS. In the dynamic programming algorithm for computing optimal RNA LSSs, we allocate three matrices, namely, iLoop, Basepair, and Stack. We adopt the most recent nearest neighbor thermodynamic parameters 16, 17 in filling the matrices. The detailed meaning of these three matrices are as follows:
• Matrix iLoop is three-dimensional in which entry iLoop[i, j, k] records the minimum thermodynamic energy of secondary structures for
in which the outermost structure unit is an internal loop of size k. In other words, if the last canonical base pair in an optimal secondary structure of energy We can rewrite the above four possibilities into the following recurrence to calculate matrix Basepair:
where stacking, bulgeloop, and internalloop are the thermodynamic parameters in the nearest neighbor model. The nine in k ≤ i + j − 9 represents a base pair between i and j (2 nt), at least a stack (4 nt), and at least 3 nt in the hairpin loop. 
Besides the minimum thermodynamic energy recorded in each entry of these three matrices, we also record the positions in both sequences that form the last canonical base pair but not pair [i, j, k] , and at that time we might need to determine the type of loops and loop symmetricity in order to apply the thermodynamic parameters.
Since an internal loop of size less than or equal to 5 is explicitly considered by the thermodynamic parameters, in the following we assume k ≥ 6 when filling entry iLoop [i, j, k] . Besides some special cases such as the symmetricity of the formed internal loop that need to be considered separately, the key recurrence for filling entry iLoop [i, j, k] involves the following two possibilities: That is,
where δ 1 and δ 2 denote the energy adjustments for the symmetricity etc. defined in the thermodynamic parameters. Note that in both possibilities, the last canonical base pair in the optimal RNA LSS associated with iLoop[i, j, k] is the same. Based on the principle of dynamic programming, any valid entry Stack[i, j] records a feasible RNA LSS of a subsequence between i and j, which is also optimal when the whole sequence is (
Therefore, when the window size is reduced to W < W and i, j ≤ W /2, the RNA LSS associated with energy Stack[i, j] is still optimal. In other words, we have recorded all optimal RNA LSSs of size less than or equal to W . These RNA LSSs are taken into the construction of energy landscape, to be detailed next.
Once all three matrices have been filled, the optimal RNA LSSs will be extracted from matrix Stack, in which every bounded entry records an RNA LSS. 
Extraction of all RNA LSSs and construction of energy landscape
Similar to other energy minimization methods, [10] [11] [12] Rnall also applies the dynamic programming technique. As described above, Rnall is different from other available methods in that it mimics the RNA folding process starting from the middle of the sequence (at the hairpin loop) and generates the optimal RNA LSSs using the nearest neighbor thermodynamic parameters. Moreover, the valid entries in the matrix Stack record optimal RNA LSSs of different sizes. That is, within one run of Rnall (using a window size of W ), we are able to extract all RNA LSSs with any window sizes less than or equal to W for a query RNA sequence.
To facilitate the mining of structure motifs among the RNA LSS pool generated by Rnall, we constructed the 3D energy landscape (in SigmaPlot 8.0) with the three dimensions of sequence position (x-axis), window size (y-axis), and minus thermodynamic energy (z-axis), see for example Figs. 1 and 2. We used the minus thermodynamic energy instead of the energy itself for convenient visualization. In this way, the predicted RNA LSSs having low energy values reside on the mountain ranges. More stable structures will be located at a higher elevation. The most stable structures will appear as peaks on the mountain ranges. For each mountain range, we can locate the plateau, where the corresponding RNA LSSs are redundant, and the ridge, where the corresponding RNA LSSs are the most stable given the structure sizes. The plateau edge with the smallest structure size represents the potentially optimal size of an RNA structural motif. On the other hand, the RNA LSSs in a valley are considered less stable than the ones on the corresponding ridge. The RNA LSSs on a slope indicate that some of its neighboring structures are more stable.
Implementation
We implemented the algorithm in a computer package Rnall using the C/C++ programming language. Rnall provides flexible options for users. For example, a user can select the maximum window size W , the minimum window size, and the energy threshold to remove unstable RNA LSSs. An input RNA sequence is required in the FASTA format. The complete software package Rnall is publicly available at http:/ /digbio.missouri.edu/∼wanx/Rnall or http:/ /www.sysbio.muohio.edu/Rnall.
