Regularities in indeterminate strings have recently been a matter of interest because of their use in the fields of molecular biology, musical text analysis, cryptanalysis and so on. In this paper, we study the problem of reconstructing an indeterminate string from a border array. We present two efficient algorithms to reconstruct an indeterminate string from a valid border array -one using an unbounded alphabet and the other using minimum sized alphabet. We also propose an O (n 2 ) algorithm for reconstructing an indeterminate string from suffix array and LCP array.
Introduction
An indeterminate string (also referred to as degenerate strings in the literature) is a generalization of a (regular) string in which each position contains either a single character or a nonempty set of characters. When each position contains a single character, it reduces to a regular string. In recent years, the study of indeterminate strings has drawn a lot of attention. Indeterminate strings are extensively used in molecular biology. They are specially used to model biological sequences (e.g., FASTA format for representing either nucleotide sequences or peptide sequences). In fact, they are very effective in expressing polymorphism in such sequences (e.g., Single Nucleotide Polymorphism (SNP), polymorphism of protein coding regions caused by redundancy of genetic code or polymorphism in binding site sequences of a family of genes). Regularities like covers in indeterminate strings can be used to find tandem repeats of DNA sequences which help to determine individual's hereditary behavioral traits [5] . Not only in molecular biology but also in cryptanalysis, musical text analysis and search engine techniques, indeterminate strings have important usage.
The problems of indeterminate pattern matching [15, 18, 19, 22] and finding regularities in indeterminate strings [2, 3, 5, 14, 21] have been addressed with great enthusiasm over the last decade. However, despite several results on regular string inference in the literature [9, 11, 13] , the problem of indeterminate string inference is yet to be explored.
Franěk et al. [13] first introduced the problem of string inference from border arrays. They presented an online linear time algorithm to verify a given border array for some string on an unbounded alphabet. Duval et al. [11] gave an online linear time algorithm for bounded alphabet to solve the same problem. Bannai et al. [4] solved the problem of regular string inference from directed acyclic subsequence graph and directed acyclic word graph, and from suffix array using minimal size alphabet in linear time. A linear time and space method was presented by Duval and Lefebvre [10] to determine whether two words have the same suffix permutations for a given ordered alphabet. This work led to a method for generating a Lyndon word randomly in linear time or for computing the set of Lyndon words of length n. Very recently, Tomohiro et al. [16] proposed a way to verify whether a given integer array is a valid parameterized border array (p-border array) for a binary alphabet. Also, they presented two linear time algorithms -one for computing all the binary parameterized strings sharing a given p-border array and one for computing all p-border arrays of length at most n for binary alphabet. They further extended their work in [17] by giving an O (n 1.5 )-time O (n)-space algorithm to verify if a given integer array of length n is a valid p-border array for an unbounded alphabet. Crochemore et al. [9] presented an efficient algorithm that can reconstruct (regular) strings from a given valid cover array. In this paper, we address the problem of reconstruction of indeterminate strings and try to devise some novel reconstruction algorithms. In particular, first we present an algorithm for reconstruction of indeterminate strings from input border array using an unbounded alphabet. Then we modify this algorithm to use least sized alphabet. Finally we present another algorithm for reconstruction of degenerate strings from suffix array and LCP array. The rest of this paper is organized as follows. Section 2 presents some definitions and notations used throughout the paper. Section 3 discusses some important properties of border array, extends them for indeterminate strings and formally defines the problems handled in this paper. In Section 4 we describe the algorithms and main findings. Finally, Section 5 concludes the paper.
Preliminaries
A string x is a finite sequence of symbols drawn from an alphabet Σ , where |Σ| = k and σ [i] denotes the ith symbol [2] and x [2] [3] . This idea seems to have first been mentioned in [12] and appeared in various forms such as generalized strings [1] , subset matching [7, 8] , partial words [6] , degenerate strings [20] , and indeterminate strings [21] .
We recall that, a string w is a factor of string x if x = uw v for two strings u and v. It is a prefix of x if u is empty and suffix of x if v is empty. A border u of a regular string x = x [1. .n] is a proper prefix of x that is also a suffix of x; thus
.n] for some b ∈ 0..n − 1. The definition of border of indeterminate string is a natural extension of the usual border based on the relation match (≈) as described in [14] : a border of an indeterminate string
It may be noted that in [14] , two kinds of borders, namely, the quantum border and the deterministic border were defined for indeterminate strings. For the former, an indeterminate letter is allowed to match two or more distinct letters in a single matching process, whereas the latter restricts an indeterminate letter to match only one regular letter in a single matching process. We restrict ourselves to the study of quantum border. [1..p] . This data structure is very interesting since it describes all the borders of every prefix of a string irrespective of whether the string is regular or indeterminate [21] .
However, the border array is the data structure that is most commonly used to encode the border information of strings.
The border array of a regular string x = We give an example for clarity in Table 1 . Table 2 Suffix array Ψ and LCP array Π of the regular string x = abcabaa$.
Lexicographically sorted
Now we briefly discuss the basics of suffix array and LCP (Longest Common Prefix) array. Let, Σ be an ordered alphabet and
n−1 be a string over Σ of length n − 1. Let $ be a character not contained in Σ , and assume $ < c for all c ∈ Σ . Following the convention in the literature, we consider a $-padded extension of string x denoted by x + = x$. For ease of illustration, we'll refer to x + by x. 
Given, two strings v and w, we write LCP(v, w) to denote the length of their longest common prefix. Thus we define LCP array to be an integer sequence
For regular strings these two definitions give rise to two interesting equality conditions:
We give an example for clarity in Table 2 .
We now extend the notions of suffix array and LCP array for indeterminate strings. By indeterminate string
We define the lexicographical ordering of the letters of alphabet Σ as follows:
• If λ i ∩ λ j = ∅, then if ∃u ∈ λ i is lexicographically smaller than ∀v ∈ λ j then, λ i is lexicographically smaller than λ j , else λ i is lexicographically greater than λ j .
then, λ i is lexicographically smaller than λ j . Otherwise, λ i is lexicographically greater than λ j . Table 4 Suffix array Ψ and LCP array Π of the indeterminate string
Lexicographically sorted suffixes
Also Condition 1 (equality condition) changes as follows based on indeterminate match (≈) relation:
We give illustrative examples of lexicographically ordered indeterminate alphabet Σ and the suffix array and LCP array of an indeterminate string in Tables 3 and 4 to clarify the above ideas.
Validation of border arrays
Duval et al. [11] used two important conditions for checking the validity of a border array of a regular string. The necessity and sufficiency of those conditions were proved in [13] . We approach the validation of border array of an indeterminate string in a similar way.
Suppose that, we have a valid border array until position i − 1. For i 2, we say an integer j + 1 is a candidate-length (i.e., "candidate" to be the length) of a border of x [1..i 
We say that an array B [1. .n] is a valid border array if and only if it is the border array of at least one indeterminate string x with n positions (i.e., having length n).
Clearly, the only border of x [1] is necessarily an empty word. Thus we must have B [1] = {0}, irrespective of any strings.
Also, as has been discussed above, the list of lengths of the nonempty borders of x [1..i Basis: Clearly, the only border of any unit length indeterminate string x [1] , is necessarily an empty word. Thus, B [1] = {0}
is the border array of any unit length indeterminate string. So, the result holds for n = 1.
Let 
Problem definition & important properties
Below we formally define the problems handled in this paper.
Problem 1.
Given a valid border array B of length n, reconstruct an indeterminate string of length n on an unbounded alphabet.
Problem 2.
Given a valid border array B of length n, reconstruct an indeterminate string of length n on a minimum-sized alphabet.
Problem 3. Given a suffix array Ψ and an LCP array Π , each of length n, reconstruct an indeterminate string of length n on an unbounded alphabet.
The following properties of border arrays of indeterminate strings are noteworthy: [5] .) The number of borders of an indeterminate string is bounded by a constant on average.
Property 1. (See [14].) Since border array B[1..n] contains list of the lengths of all borders of each prefix of a string x[1..n], we have B
p [i] = B q [i − 1] + 1 when x[B q [i − 1] + 1] ≈ x[i], or B p [i] = 1 when x[1] ≈ x[i] or else B p [i] = 0; where, 1 i n, 1 p |B[i]| and 1 q |B[i − 1]|.
Property 2. (See

New algorithms
BrAyISRUn algorithm
We first propose an algorithm for Problem 1. We call this algorithm the BrAyISRUn (Border Array Indeterminate String Reconstruction from Unbounded Alphabet) algorithm. Given an array B [1. .n], BrAyISRUn determines whether B [1. .n] is a valid border array for at least one indeterminate string and if so then, it constructs one such indeterminate string. Before presenting the algorithm, we first need to present some relevant definitions and notions.
BrAyISRUn(B, n) We now have the following lemma. The steps of BrAyISRUn are formally presented in Fig. 1 . We assume that, we have an array σ representing an unbounded alphabet from which we take the basic letters. 
Lemma 1. For every indeterminate string x[1..i] we have
1. If B p [i] = 0 for 1 p |B[i]| then x[i] ≈ x B p [i] , B p [i] ∈ π i and A i = ψ i ∪ 1 p |B[i]| x B p [i] − A i . 2. If B p [i] = 0[i] Explanation 0 x[i] a k[1] = 1 1 x[i] a a k[2] = 1 π 2 = {1} A 2 = ∅, A 2 = {a} 2 x[i] a a b k [3] = 2 π 3 = {2, 1}, A 3 = {a} b for B 1 [3] = 2, new symbol 'b' A 3 = ψ 3 = {b} 3 x[i] a a b a k [4] = 2 π 4 = {3, 1} b b A 4 = ∅, A 4 = {a, b} 4 x[i] a a b a b k [5] = 2 π 5 = {4, 2, 1} b b A 5 = {a}, A 5 = {b} 5 x[i] a a b a b a k [6] = 2 π 6 = {5, 3, 1} b b b A 6 = ∅, A 6 = {a, b} 6 x[i] a a b a b a a k [7] = 2 π 7 = {6, 4, 2, 1} b b b b A 7 = ∅, A 7 = {a, b} 7 x[i] a a b a b a a c k [8] = 4 π 8 = {7, 5, 3, 2, 1}, A 8 = {a, b} d b b b b d for B 1 [8] = 2, new symbol 'c' c for B 2 [8] = 1, new symbol 'd' A 8 = ψ 8 = {c, d} A 2 = A 2 ∪ {c}, A 1 = A 1 ∪ {d} 8 x[i] a a b a b a a c e k [9] = 5 π 9 = {3, 2, 1}, A 9 = {a, b, c} d b e b b b d d for B 1 [9] = 3, new symbol 'e' c for B 2 [9] = 1, x[1] − A 9 = {d} A 9 = ψ 9 ∪ (x[1] − A 9 ) = {e, d} A 3 = A 3 ∪ {e}
Theorem 2. Given a border array B[1..n], the algorithm BrAyISRUn checks for its validity at every position and as long as it is valid it reconstructs an indeterminate string x[1..n] on an unbounded alphabet for which B[1..n] is a border array.
The complexity of algorithm BrAyISRUn is analyzed below. Proof. Recall that, according to Property 2, the expected number of borders of an indeterminate string is bounded by a constant. Also, note that in the worst case |Σ| asymptotically cannot exceed the total number of entries in the border array and on average it is bounded by a constant. Therefore, on average, the running time is O (n), i.e., linear in the number of input size. 2 Fig. 2 shows an example run of the algorithm.
BrAyISRin(B, n) 
BrAyISRin algorithm
Now we present a modified version of algorithm BrAyISRUn which reconstructs an indeterminate string using a minimum sized alphabet. We call this algorithm BrAyISRin (Border Array Indeterminate String Reconstruction from Minimal Alphabet) algorithm. Before presenting algorithm BrAyISRin, we introduce some notation and lemmas.
As before, suppose we are reconstructing an indeterminate string x = 
The algorithm BrAyISRin is formally presented in Fig. 3 . BrAyISRin algorithm works exactly like the algorithm BrAyISRUn except for that it computes A i slightly differently. In particular, it computes A i following Lemmas 1.1 and 2 (instead of only Lemma 1.2). Note that, to reconstruct an indeterminate string with a minimum sized alphabet, the algorithm BrAyISRin keeps track of the size of the alphabet in the array k. We now have the following lemmas. Proof. At any position i, the set added to x is A i which may contain some old characters as well as some new characters as introduced per requirement according to Lemma 2. Thus at position i the minimal alphabet used is Σ i−1 ∪ A i . Hence, by Lemma 3, the result follows. 2
The above discussion can be summarized in the following theorem. 
SLISR algorithm
We now present a novel algorithm for inferring indeterminate strings from a given suffix array and an LCP array as a solution to Problem 3. In particular, given a suffix array, Ψ and an LCP array, Π , we propose an algorithm that builds an indeterminate string on an unbounded alphabet. We call this algorithm the SLISR algorithm(Suffix array and LCP array Indeterminate String Reconstruction).
The heart of our algorithm is the construction of suffix graph and assignment of characters based on that. We define the suffix graph as follows: Definition 3. Given a suffix array, Ψ and an LCP array, Π , for any $-padded string x [1. .n], a suffix graph G = (V , E) is an undirected graph such that,
Fig . 5 shows a Suffix Graph constructed from given suffix array Ψ and LCP array Π . The algorithm SLISR is given in Fig. 7 .
The procedure BSG in Fig. 6 , is used by algorithm SLISR to build the suffix graph. The steps of the algorithm are summarized below.
Step 1 (Construction of suffix graph): Using the given suffix array, Ψ and the LCP array, Π , a suffix graph G = (V , E) is constructed by BSG.
Step 2 (Character assignment): For each edge of E, a new character is introduced, and assigned to both the endpoints.
The algorithm uses the following arrays:
• Ψ [1..n]: input suffix array.
• Π [1. .n]: input LCP array.
• σ [1. .n]: array of characters belonging to the alphabet Σ .
• x[1..n]: string inferred by the algorithm. Proof. The running time of algorithm SLISR depends essentially on the construction of suffix graph G = (V , E), especially the edge set E. The main loop of the algorithm runs at most |E| times. So the running time is O (|E|). In the worst case, suffix graph can have O (n 2 ) edges. Then the running time becomes O (n 2 ). 2
Conclusion
In this paper, we have presented efficient algorithms for verifying a border array of some indeterminate strings. In the case where the input is a valid border array, we have been able to efficiently infer an indeterminate string on both an unbounded alphabet and a least sized alphabet satisfying the border array. We have also presented an algorithm for reconstructing an indeterminate string from a given suffix array and an LCP array on unbounded alphabet. To the best of our knowledge this is the first attempt to solve these problems. Future research may be carried out for improving the running time of the given algorithms using advanced data structures (e.g., self-balanced tree), and for devising similar reconstruction algorithms for indeterminate strings considering other data structures (e.g., cover array).
