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Abstract Many methods have been proposed to detect com-
munities, not only in plain, but also in attributed, directed
or even dynamic complex networks. From the modeling
point of view, to be of some utility, the community struc-
ture must be characterized relatively to the properties of the
studied system. However, most of the existing works focus
on the detection of communities, and only very few try to
tackle this interpretation problem. Moreover, the existing
approaches are limited either by the type of data they handle,
or by the nature of the results they output. In this work, we
see the interpretation of communities as a problem indepen-
dent from the detection process, consisting in identifying the
most characteristic features of communities. We give a for-
mal definition of this problem and propose a method to solve
it. To this aim, we first define a sequence-based represen-
tation of networks, combining temporal information, com-
munity structure, topological measures, and nodal attributes.
We then describe how to identify the most emerging sequen-
tial patterns of this dataset, and use them to characterize the
communities. We study the performance of our method on
artificially generated dynamic attributed networks. We also
empirically validate our framework on real-world systems:
a DBLP network of scientific collaborations, and a LastFM
network of social and musical interactions.
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1 Introduction
Complex networks have become very popular as a model-
ing tool during the last decade, because they help to better
understand the intrinsic laws and dynamics of complex sys-
tems. A typical plain network contains only nodes and links
between them, but it is possible to enrich it with different
types of data: link orientation and/or weight, temporal di-
mension, attributes describing the nodes or links, etc. This
flexibility allowed to use complex networks to study real-
world systems in many fields: sociology, physics, genetics,
computer science, etc. [1].
The complex nature of the modeled systems leads to the
presence of non-trivial topological properties in the corre-
sponding networks. Among them, the community structure
is one of the most studied. The notion of community orig-
inally comes from social sciences. It traditionally refers to
groups of persons sharing a common territory (neighbor-
hood, town, city, etc.) or having common relationships (hu-
man relationship, family, etc.) [2]. More recently, it has been
used to point out at groups of persons sharing emotions,
having a feeling of belonging together [3]. In network sci-
ence, a community roughly corresponds to a group of nodes
more densely interconnected, relatively to the rest of the net-
work [4]. The community structure of a network denotes to
the way its communities are interconnected. Such a struc-
ture has been observed in many real-world networks [1],
and it was shown to be directly related to the way the mod-
eled systems works [4]. It is therefore widely studied, for
many objectives: discovering functionally related objects,
studying interactions between modules, inferring missing at-
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tribute values and predicting unobserved connections, etc.
[5]. The applications are numerous, such as: recommenda-
tion systems [6], viral marketing [7] or sentiment analysis
[8].
Because of this popularity, hundreds of different algo-
rithms were developed for community detection [4]. Al-
though these methods differ in terms of nature of the de-
tected communities, type of network they handle, technique
of detection, algorithmic complexity, result quality and other
aspects, their output can always be basically described as a
list of node groups. More specifically, in the case of mu-
tually exclusive communities, it is a partition of the set of
nodes. From an applicative point of view, the question is
then to make sense of these groups relatively to the stud-
ied system. In other words, for the community structure to
be useful, it is necessary to interpret the detected commu-
nities. This problem is extremely important from the end
user’s perspective. And yet, almost all works in the field
of community detection concern the definition of detection
tools, and their evaluation in terms of performance [9]. Few
researchers have addressed the problem of characterizing
and interpreting the communities [10,11,12,5]. The existing
methods suffers from various limitations: some are subjec-
tive, others focus on nodal attributes only, or on topological
properties only, or mix these data in an unclear way, as we
explain in more details in Section 2. Moreover, in most of
these works, the problem of community interpretation is not
defined as a problem in itself.
In this work, we consider the interpretation problem as
independent from the approach used for community detec-
tion. We break it down to two separate subproblems: on the
one hand, representing a community in an appropriate way,
and on the other hand, finding the most characteristic ele-
ments from this representation. To solve them, we propose
an approach based on the original definition of the notion of
community in social sciences, which underlines that nodes
belonging to the same community should be relatively sim-
ilar and/or share a common behavior. Assessing node sim-
ilarity requires describing nodes, which can be performed
both in terms of individual information (i.e. personal char-
acteristics) and relational information (i.e. connection to the
rest of the network). Concretely, the former corresponds
to nodal attributes, whereas the latter depends on the net-
work topology. The behavior of a node can be described
in terms of evolution of its individual and relational infor-
mation. To take these three aspects (individual, relational,
temporal) into account, we need to work with dynamic at-
tributed networks, i.e. time evolving networks whose nodes
are described with various fields. to summarize, our aim is to
detect common changes in topological features and attribute
values over time periods, in dynamic attributed networks.
More precisely, we aim at finding the most characteristic se-
quential patterns for each community. These represent the
general trends for the community, and provide a support for
its interpretation.
Our first contribution is to formalize community inter-
pretation as a specific problem, distinct from community
detection. In particular, it should be independent from the
method used to detect communities, rely on an easily repli-
cable systematic approach, and be as automated as possible.
Our second contribution is the definition of a method tak-
ing advantage of a sequential representation of networks, in
order to extract characteristic patterns allowing the interpre-
tation of communities. Our third contribution is to evalu-
ate our method on both artificially generated and real-world
networks. To this aim, we propose an extension of an ex-
isting generative model [13], in order to produce attributed
dynamic networks. The real-world data are an existing co-
authorship network coming from DBLP [14] and a network
of Jazz listeners we extracted from LastFM.
The rest of this article is organized as follows. In Sec-
tion 2, we review and comment in more details the existing
works more or less directly related to community interpre-
tation. Then, in Section 4 we give a general description of
the approach we propose to solve this problem, and illus-
trate it on a small toy network. In Section 3, we introduce
some necessary concepts related to networks analysis and
sequential pattern mining, before giving a formal descrip-
tion of the community interpretation problem. Our method
for community characterization is then described in details
in Section 5. In Sections 6 and 7, we present our results ob-
tained on artificial and real-world networks, respectively. Fi-
nally, we conclude in Section 8 by summarizing our work,
and explaining how it can be extended.
2 Related Work
Authors historically interpreted the communities they found
in an ad hoc way [15,16,17], but this somewhat subjective
approach does not scale well on large networks.
More recently, several authors used topological mea-
sures to characterize community structures in plain net-
works. In [18], Lancichinetti et al. visually examined the
distribution of some community-based topological mea-
sures, both at local and intermediary levels. Their goal was
to understand the general shape of communities belonging
to networks modeling various types of real-world systems.
In [19], Leskovec et al. proposed to study the community
structure as a whole, by considering it at various scales,
thanks to a global measure called conductance. These two
studies are valuable, however, from the interpretation per-
spective, they are limited by the fact they consider the net-
work as a whole. Communities are studied and characterized
collectively, in order to identify trends in the whole network,
or even a collection of networks.
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In order to characterize each community individually,
some authors took advantage of the information conveyed
by nodal attributes, when they are available. In [10], Tum-
minello et al. proposed a statistical method to characterize
the communities in terms of the over-expressed attributes
found in the elements of the community. In [11], Labatut &
Balasque interpreted the communities of a social attributed
network. They used statistical regression and discriminant
correspondence analysis to identify the most characteris-
tic attributes of each community. Both studies are valuable,
however they do not take advantage of the available topo-
logical measures to enhance the interpretation process.
Certain community detection methods take advantage of
both relational (structure) and individual (attributes) infor-
mation to detect communities. It seems natural to suppose
the results they produce can be used for interpretation pur-
poses. For example, in [20], Zhou et al. interpreted the com-
munities in terms of the attributes used during the detection
process; and in [5], Yang et al. identified the top attributes
for each identified community. However, the problem with
these community detection-based methods is that the notion
of community is often defined procedurally, i.e. simply as
the output of the detection method, without any further for-
malization. It is consequently not clear how structure and
attributes affect the detection, and hence the interpretation
process. All these methods additionally rely on the implicit
assumption of community homophily. In other words, com-
munities are supposed to be groups of nodes both densely
interconnected and similar in terms of attributes. To our
knowledge, no study has ever shown this feature was present
in all systems, or even in all the communities of a given net-
work, or that all attributes were concerned. It is therefore
doubtful those methods are general enough to be applied to
any type of network.
Another method was recently defined based on frequent
pattern mining, which can be used for community interpre-
tation. In [21], Stattner & Collard introduced the notion of
frequent conceptual link. A conceptual link corresponds to
a set of links from the original network, connecting nodes
who share similar attributes. Such a link is said to be fre-
quent when the number of links it represents is above a given
threshold. This method can be seen as a generalization of the
notion of homophily, and was initially used to simplify the
network and help understanding it. Finding frequent con-
ceptual links amounts to detecting groups of nodes sharing
common attributes, with a pattern mining point of view. This
methods considers both the network structure and the nodal
attributes, however it ignores their evolution, i.e. it does not
take the temporal aspect into account.
3 Definitions & Problem Statement
In this section, we first introduce some concepts used in the
rest of the article. We then state formally the problem of
community interpretation.
3.1 Preliminary Definitions
We first define several concepts related to community struc-
tures and complex networks in general. In particular, we de-
scribe a selection of topological measures later used in the
experimental sections. In the second part, we focus on con-
cepts related to sequential pattern mining.
3.1.1 Network-Related Concepts
We formally define a dynamic attributed network as G =
〈G1, . . . ,Gθ 〉, i.e. a sequence of chronologically ordered
graphs Gt (1 ≤ t ≤ θ ), which we call time slices. A time
slice Gt = (V,Et ,A) is a triple such that V is the set of nodes,
Et ⊆ V ×V is the set of links and A is the set of node at-
tributes. The nodes are the same for all time slices, and we
can consequently note |V |= n the size of each time slice, as
well as of the dynamic network. The set of nodal attributes
is the same for all time slices, but the values associated to
the nodes can change.
An evolving community structure of a dynamic at-
tributed network G is a sequence 〈C1, · · · ,Cθ 〉 of chronolog-
ically ordered community structures Ct (1 ≤ t ≤ θ ), where
each Ct corresponds to a community structure of Gt . A com-
munity structure Ct = {C1t , ...,C
λt
t } is itself a partition of the
node set, whose parts Cct (1 ≤ c ≤ λt ) are the communities.
We note Ct(v) the function associating a node v to its com-
munity in Ct . The size of a given community Cct is its num-
ber of nodes |Cct |. It is important to note that, due to the
fact communities might split, merge or disappear, commu-
nities represented by the same index c in two different time
slices do not necessarily match. For instance, communities
C14 (first community at t = 4) and C
1
10 (first community at
t = 10) might be completely different.
A topological measure quantifies the structural proper-
ties of the network or its components. Here, we focus on
nine nodal measures, presented in the rest of this section.
Each one will be processed for each node, at each time slice.
First, the degree of a node is the number of links attached
to it. More formally, we note Nt(v) = {w ∈V : {v,w} ∈ Et}
the neighborhood of node v at time t, i.e. the set of nodes
connected to v in Gt . The degree dt(v) = |Nt(v)| of a node is
the cardinality of its neighborhood, i.e. its number of neigh-
bors at time slice t. Similarly, we can define the internal
neighborhood of a node v as the subset of its neighborhood
located in its community: Nintt (v) = N(v)∩C(v). Then, the
4 Günce Keziban Orman et al.
internal degree dintt (v) = |Nintt (v)| is defined as the cardinal-
ity of the internal neighborhood, i.e. the number of neigh-
bors the node v has in its community.
The local transitivity [22] corresponds to the ratio of ex-
isting to possible triangles containing v in Gt :
Tt(v) =
|{{w1,w2} ∈ Et : w1 ∈ Nt(v)∧w2 ∈ Nt(v)}|
dt(v)(dt(v)−1)/2
(1)
In this ratio, the numerator corresponds to the observed
number of links between the neighbors of v, whereas the de-
nominator is the maximum possible number of such links.
The eccentricity of a node is its furthest distance to any
other node in the network at a given time slice [23]:
ecct(v) = max
w∈V
(distt(v,w)) (2)
Here, distt(v,w) is the geodesic distance between nodes v
and w at time slice t. The geodesic distance corresponds to
the length of the shortest path between two nodes.
The betweenness centrality measures how much a node
lies on the shortest paths connecting other nodes. It is a mea-
sure of accessibility [24]:
Kbt (v) = ∑
i< j
σ
i j
t (v)
σ
i j
t
(3)
Where σ i jt is the total number of shortest paths from node i
to node j, and σ i jt (v) is the number of shortest paths from i
to j running through node v at time slice t.
The closeness centrality quantifies how near a node is to
the rest of the network, also in terms of geodesic distance
[25]:
Kct (v) =
1
∑w∈V distt(v,w)
(4)
The Eigenvector centrality measures the influence of a
node in the network based on its spectral properties. The
Eigenvector centrality of each node is proportional to the
sum of the centrality of its neighbors [26]:
Ket (v) =
1
λ
∑
w∈Nt (v)
Ket (w) (5)
Here, λ is the largest Eigenvalue of the graph adjacency ma-
trix.
The within module degree and participation coefficient
are two measures proposed by Guimerà & Amaral [27] to
characterize the community role of nodes. The within mod-
ule degree is defined as the z-score of the internal degree:
zt(v) =
dintt (v)−µ(dintt ,Ct(v))
σ(dintt ,Ct(v))
(6)
Where µ and σ denote the mean and standard deviation of
dintt over all nodes belonging to the community of v at time
slice t, respectively. This measure expresses how much a
node is connected to other nodes in its community, relatively
to this community.
The participation coefficient is based on the notion of
community degree dct (v) = |Nt(v)∩Cct |, which represents
the number of links a node v has with nodes belonging to
community Cct :
Pt(v) = 1− ∑
1≤c≤λt
(
dct (v)
dt(v)
)2 (7)
Where λt is the number of communities in Gt . Pt charac-
terizes the distribution of the neighbors of a node over the
community structure. More precisely, it measures the het-
erogeneity of this distribution: it gets close to 1 if all the
neighbors are uniformly distributed among all the commu-
nities, and 0 if they are all gathered in the same community.
The embeddedness represents the proportion of neigh-
bors of a node belonging to its own community [18]. Unlike
the within module degree, the embeddedness is normalized
with respect to the node, and not the community:
et(v) =
dintt (v)
dt(v)
(8)
3.1.2 Pattern-Related Concepts
A node descriptor is either a topological measure or a node
attribute from A. Let D = {D1,D2, · · · ,Dk} be the set of all
descriptors. Each descriptor from D can take one of several
discrete values, defined in its domain Di (1 ≤ i ≤ k). All
our topological measures are real-valued, so we have to dis-
cretize them to fit this definition. Moreover, the same apply
to real-valued attributes. The details of the discretization and
binning processes are explained in Section 5.1.2.
An item li = (Di,x) ∈ D×Di is a couple constituted of
a descriptor Di and a value x from its domain Di. The set
of all items is noted I. An itemset h is any subset of I. Al-
though itemsets are sets, in the rest of this article we repre-
sent them between parentheses, e.g. h = (l1, l3, l4) because it
is the standard notation in the literature.
A sequence s= 〈h1, · · · ,hm〉 is a chronologically ordered
list of itemsets. Two itemsets can be consecutive in the se-
quence while not correspond to consecutive time slices: the
important point is that the first to appear must be associated
to a time slice preceding that of the second one. In other
words, hi occurs before hi+1 and after hi−1. The size of a
sequence is the number of itemsets it contains.
A sequence α = 〈a1, . . . ,aµ〉 is a sub-sequence of an-
other sequence β = 〈b1, . . . ,bν〉 iff ∃i1, i2, . . . , iµ such that
1 ≤ i1 < i2 < .. . < iµ ≤ ν and a1 ⊆ bi1 ,a2 ⊆ bi2 , . . . ,aµ ⊆
biµ . This is noted α v β . It is also said that β is a super-
sequence of α ,which is noted β w α .
The node sequence u(v) of a node v is a specific type
of sequence of size θ (i.e. the number of time slices). We
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have u(v) = 〈(l11, · · · , lk1) · · ·(l1θ , · · · , lkθ )〉, where lit is the
item containing the value of descriptor Di for v at time t. A
node sequence u(v) includes θ itemsets, i.e. it represents all
time slices. Each one of these itemsets contains all k descrip-
tor values for the considered node at the considered time.
In other words, u(v) contains all the available descriptor-
related data for node v.
We build the enlarged node sequence uenl(v)
of a node v by adding a community-related item
to each itemset of its node sequence: uenl(v) =
〈(l11, · · · , lk1,C1(v)) · · ·(l1θ , · · · , lkθ ,Cθ (v))〉. The se-
quence database M can then be obtained by collecting
the enlarged node sequences uenl(v) of all nodes in the
considered network.
The set of supporting nodes S(s) of a sequence s is de-
fined as S(s) = {v∈V : u(v)w s}. The support of a sequence
s, Sup(s) = |S(s)|/n , is the proportion of nodes, in G, whose
node sequences are equal to s, or are super-sequences of s.
The set of supporting nodes of a sequence s relatively to
a node group X is defined as S(s,X) = {v ∈ X : u(v) w s}.
Its support relatively to the same node group, Sup(s,X) =
|S(s,X)|/|X |, is the proportion of nodes, in X , whose node
sequences are equal to s, or super-sequence of s. A node
group might directly correspond to a community taken at
one time slice, or to the nodes belonging to the same com-
munities over a series of time slices.
The growth rate of a pattern s relatively to a node group
X is Gr(s,X) = Sup(s,X)/Sup(s,X), where X is the com-
plement of X in V , i.e. X =V \X . The growth rate measures
the emergence of s: a value larger than 1 means s is partic-
ularly frequent (i.e. emerging) in X , when compared to the
rest of the network.
We say a sequence is community-related if it contains
at least one community-related item. If all its items are
community-related, it is said to be a community sequence,
such as 〈Cc1t1 ,C
c2
t2 , · · · ,C
cm
tm 〉. On the contrary, we call it
community-independent if it contains no community-related
item at all.
For a community-related sequence s, we define its
community-wise sub-sequence swise as its maximal commu-
nity sub-sequence. In other words, it is a sequence swise v s
such that swise is a community sequence and there is no other
community sequence s′ fulfilling both conditions s′ v s and
swise @ s′ . Similarly, for a community-related sequence s,
we define its community-less sub-sequence sless as its maxi-
mal community-independent sub-sequence. In other words,
it is a sequence sless v s such that sless is a community-
independent sequence and there is no other community-
independent sequence s′ fulfilling both conditions s′ v s and
sless @ s′.
Given a minimum support threshold noted minsup, a fre-
quent sequential pattern (FS) is a sequence whose support is
greater or equal to minsup. A closed frequent sequential pat-
tern (CFS) is a FS which has no super-sequence possessing
the same support.
3.2 Problem Statement
We see the problem of community interpretation as the op-
eration consisting in identifying the most characteristic fea-
tures of certain groups of nodes. But what is a feature? And
how can we know if it is a characteristic one? To be able
to solve the interpretation problem, we need first to answer
these two questions. In other words, our problem of interest
can be broken down to two sub-problems:
1. Finding an appropriate way to represent a community;
2. Defining an objective method to decide which parts of
this representation are characteristic.
In this section, we consider separately these two sub-
problems and formalize them.
3.2.1 Appropriate Community Representation
It is obviously not possible to know in advance which pieces
of the information describing the considered community
will be the most characteristic. Therefore, we need to be
able to represent all the available information, in a com-
putationally efficient way. A community can be described
only in terms of its constituting elements, since it is by def-
inition a set, so its representation must be defined at the
nodal level. It is necessary to use a representation able to
handle node similarity, interconnection, and co-evolution.
More formally, this means a community must be represented
through its nodal attributes, topological properties and tem-
poral evolution. The attributes correspond to the individual
characteristic of the objects composing the modeled social
system, the topological properties describe how these ob-
jects interact, and the temporal evolution is the consequence
of the system dynamics.
In the context of community interpretation, the prob-
lem of finding an appropriate community represen-
tation, for a dynamic attributed network and its com-
munity structure, is equivalent to that of encoding all
information describing the evolution of each node
from each community. This encoding should be com-
pact enough to avoid redundancies, but complete
enough to describe the evolution of the community.
To fulfill these constraints, we propose to represent each
node using the sequence of its attributes and topological
measures, taken at different discrete times of the system
evolution. To our knowledge, such a sequential represen-
tation was never used for networks before. We could use
the database M described in the previous section, which is
the collection of enlarged node sequences uenl(v) (∀v ∈ V ).
6 Günce Keziban Orman et al.
However, this representation would not be very compact, be-
cause several nodes could be described (totally or partially)
by similar sequences. To avoid this, we instead represent a
community through the sequential patterns present among
the sequences describing the nodes it contains.
For a node v, we note Pv the set of all possible sub-
sequences of its enlarged node sequence, i.e. Pv = {s v
uenl(v)}. Let P be the union of all the Pv over all nodes,
i.e. P =
⋃
v∈V Pv, and B be the subset of its community se-
quences. Let mi denote such a community sequence and µ
be the cardinality of B, then we have B = {m1, · · · ,mµ}. We
state the problem of community representation is finding a
set Γ = {γ1, · · · ,γµ} such that γi = {s ∈ P : s w mi} with
1≤ i≤ µ . In other words, for each community sequence mi
found in the database, we want to identify the set γi of all
its super-sequences present in the same database. Those, by
definition, are themselves community-related sequences.
The set Γ includes all the necessary information re-
lated to each community sequence. It represents the sub-
sequences common to more than one node only once, and
therefore eliminates the redundancies. Consequently, it ful-
fills our requirements of being both a complete and compact
representation.
3.2.2 Identifying Characteristic Features
Let us now turn to the second problem: finding, in an objec-
tive way, which parts of the community description are char-
acteristic. The criteria used to identify this relevance must be
compatible with our representation of a community, which
takes the form of sets of sequential patterns.
In the context of community interpretation, the prob-
lem of identifying characteristic features among the
sequences representing a community consists in se-
lecting some objective criteria to assess the repre-
sentative power of these sequences, and a method to
select the most representative ones.
The representation defined in the previous section takes
the form of a set Γ = {γ1, · · · ,γµ}, where each γi represents
the set of community-related super-sequences of a commu-
nity sequence mi (as of the considered database). We de-
fine one condition and two criteria for a member of γi to
be characteristic of mi. The condition is that it must be in-
formative. We consider a sequence to be informative if it
is closed [28], i.e if it does not have any super-sequence
with the same support, or a better one. The two criteria are
that the sequence must be both prevalent and distinctive. We
measure the prevalence of a sequence s in γi with its sup-
port Sup(s,S(mi)), where S(mi) is the supporting node set
of the reference community sequence mi (i.e. the groups of
nodes following the sequence). We measure the distinctive-
ness through the growth rate Gr(s,S(mi)) [29].
Then, the problem of identifying the characteristic fea-
tures of a community sequence mi consists in selecting
a subset γ
′
i ⊆ γi such that γ
′
i = {s ∈ γi : s is closed ∧
Sup(s,S(mi)) ≥ minsup ∧ Gr(s,S(mi)) ≥ mingr}, where
minsup and mingr are lower thresholds for the support and
growth rate, respectively. We note Γ
′
= {γ ′1, · · · ,γ
′
µ} the set
containing the characteristic patterns of each community se-
quence in the network.
4 Overview of our Evolution-Based Approach
Our approach is based on the representation of dynamic
attributed networks under the form of sequences. One se-
quence represents a node and its behavior: it contains the
topological, attribute and community-related information
describing it for each time slice of the studied period. Let us
illustrate our approach on a small network of Jazz listeners,
extracted from the data analyzed in Section 7.2. This net-
work includes 7 nodes whose connections are changing over
3 time slices. Each node corresponds to a user of the LastFM
service, i.e. a listener, and each link represents a friend-
ship relation between two users. We consider two nodal at-
tributes: number of times a user listens to Miles Davis (a1)
and to Chet Baker (a2) in the considered time slice. Regard-
ing the topological information, we limit this example to the
sole degree, which can be interpreted here as a measure of
the users’ popularity. The network contains two communi-
ties, which also change through time. Figure 1 represents the
network itself, the nodal attributes and topological measure,
as well as the communities.
The collection of sequences describing the network is
shown in Table 1. For example, the sequence represent-
ing node n4 is: 〈(a1 = 1,a2 = 5,deg = 4,C21)(a1 = 1,a2 =
1,deg = 2,C12)(a1 = 1,a2 = 1,deg = 4,C
2
3)〉, where Cct de-
notes the group of nodes corresponding to community num-
ber c at time t. This sequence means the user n4 listens to
Miles Davis once and Chet Baker five times, has four friends
and belongs to the second community during the first time
slice. Then, he listens to Miles Davis and Chet Bakers once,
loses two friends and switches to the first community during
the second time slice. Finally, he listens to Miles Davis and
Chet Bakers once again, gains two friends and switch back
to the second community during the last time slice.
Based on this representation, we search for the most
characteristic sequences related to communities. More
specifically, we look for closed frequent emerging se-
quences, as explained in details in Section 5. Because our
focus is on communities, we want to uncover only sequences
containing community-related items. For example, the sim-
ple sequence s1 = 〈(deg = 2)〉 is very frequent, since ev-
ery node has two friends at least once during the time pe-
riod. However, s1 does not include any information about
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Fig. 1 Example of attributed dynamic network, including three time slices and two nodal attributes a1 and a2.
Table 1 Node sequences representing the network from Fig. 1.
ID Related sequence
n1 〈(a1 = 1,a2 = 1,deg = 1,C11)(a1 = 1,a2 = 2,deg =
1,C12)(a1 = 2,a2 = 2,deg = 2,C
1
3)〉
n2 〈(a1 = 1,a2 = 2,deg = 2,C11)(a1 = 1,a2 = 3,deg =
1,C12)(a1 = 2,a2 = 1,deg = 2,C
1
3)〉
n3 〈(a1 = 1,a2 = 3,deg = 2,C11)(a1 = 1,a2 = 3,deg =
3,C12)(a1 = 2,a2 = 3,deg = 3,C
1
3)〉
n4 〈(a1 = 1,a2 = 5,deg = 4,C21)(a1 = 1,a2 = 1,deg =
2,C12)(a1 = 1,a2 = 1,deg = 4,C
2
3)〉
n5 〈(a1 = 2,a2 = 2,deg = 2,C21)(a1 = 2,a2 = 1,deg =
1,C22)(a1 = 2,a2 = 1,deg = 3,C
2
3)〉
n6 〈(a1 = 3,a2 = 2,deg = 2,C21)(a1 = 3,a2 = 1,deg =
2,C22)(a1 = 3,a2 = 2,deg = 3,C
2
3)〉
n7 〈(a1 = 2,a2 = 2,deg = 3,C21)(a1 = 2,a2 = 1,deg =
2,C22)(a1 = 2,a2 = 1,deg = 3,C
2
3)〉
the communities, so we ignore it. Sequence s2 = 〈(a1 =
1,C11)(a1 = 1,C
1
2)(a1 = 2,C
1
3)〉, on the contrary, is a bit less
frequent (supported by the first 3 nodes), but contains com-
munity information. It can be interpreted as a trend regard-
ing the listening habits of certain nodes of the first commu-
nity.
At this point, it is important to understand a commu-
nity is not necessarily a stable group of nodes. On the con-
trary, it can undergo rather dramatic changes during its evo-
lution: merge, split, complete disappearance, etc. To han-
dle this case, it is necessary to focus the interpretation pro-
cess on groups of nodes going through several times slices
together, while possibly switching communities simultane-
ously. For this purpose, we separate sequences such as s2
in two subsequences: on the one hand, a community se-
quence 〈(C11)(C12)(C13)〉 containing exclusively community-
related items, and used to represent how the concerned
nodes evolve community-wise ; and on the other hand, a
characteristic sequence 〈(a1 = 1)(a1 = 1)(a1 = 2)〉 contain-
ing no community-related items at all, which serves as a ba-
sis to interpret this group of nodes. This is better illustrated
when considering the second community: the community
pattern 〈(C21)(C23)〉 allows covering nodes n4 to n7, whereas
adding (C22) would exclude n4.
Our last point concerns the covering of the community
sequences. For 〈(C11)(C12)(C13)〉, we identified s2, which de-
scribes all 3 concerned nodes. However, it is not always pos-
sible to do so: it is noticeably the case for 〈(C21)(C23)〉. For
this community sequence, the best characteristic sequence
is s3 = 〈(a1 = 2)(a1 = 2,a2 = 1)(a1 = 2,a2 = 1,deg = 3)〉,
which is supported only by n5 and n7, but not n4 and n6. In
this situation, we identify supplementary sequences such as
s4 = 〈(a2 = 1,deg = 2)〉 to improve the coverage, and use
them to complement the interpretation.
5 Proposed Method
Our problem definition requires us to search for informative,
prevalent and distinctive sequences by taking advantage of a
compact and complete representation of dynamic attributed
networks. To fulfill this goal, we propose a two-stepped ap-
proach. In the first, we build a sequence database, in or-
der to represent a dynamic attributed network. The second
then consists in searching for meaningful sequences while
respecting the constraints defined in Section 3.2.2.
5.1 Creating the Sequence Database
As explained in Section 3.1.1, a sequence database is the
collection of enlarged node sequences uenl(v) for all nodes
in the network. Creating this database thus requires first
calculating the topological measures and identifying the
communities. Moreover, all real-valued nodal descriptors
must be discretized to allow sequential pattern mining. Data
preparation may also include some additional preprocess-
ing, such as the binning of discrete descriptors or the com-
bination of topological measures, in order to improve the
readability of the obtained patterns, or to lighten the compu-
tational load.
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5.1.1 Community Detection
An important idea with our approach is to interpret the com-
munities independently from the method used for their de-
tection. But of course, we need a reference community struc-
ture to work with. Community detection for time evolving
networks is much less developed than for static networks.
Moreover, it was shown in [30] that applying static com-
munity detection methods on evolving networks does not
lead to stable results, which shows there are non-negligible
differences between these two problems. Note that our goal
here is not to perform an exhaustive comparison of algo-
rithms able to process dynamic networks: the focus of this
article is not community detection itself, but rather the inter-
pretation of the detected communities.
In [31], the author tested four different versions of the
Louvain algorithm [17], modified for dynamic networks.
She has shown that Incremental Louvain [30] was generally
above the others in terms of performance. So, on the ba-
sis of this study, we selected this algorithm to detect evolv-
ing communities in our own data. Unlike other variants of
Louvain, Incremental Louvain takes into account the previ-
ous communities when processing a time slice, which re-
sults in some temporal smoothing. For the first time slice,
the original version of Louvain is applied. Then, for the next
time slices, the algorithm starts with the community struc-
ture found at the previous time slice (rather than putting each
node in its own community), and then goes on with the orig-
inal processing (greedy optimization of the modularity mea-
sure, see [17]). The time complexity of this method is in
O(n logn) [32] for one time slice when the network is sparse.
In our case, it is applied on θ time slices, so the total com-
plexity of is in O(θn logn).
5.1.2 Data Preparation
As explained in Section 3.1.2, the descriptors used to fill
our sequence database are either nodal attributes or topolog-
ical measures. All the measures we selected are numerical,
whereas the attributes can be of any data type, including cat-
egorical and numerical values. However, it is not possible to
directly use real values as items for sequential pattern min-
ing, because this method handles only discrete data. So, it
is necessary to first discretize this type of descriptor. More-
over, even for integer descriptors, it can be interesting to bin
their domains for several reasons. First, having too many
distinct values in the domain of a descriptor tends to signif-
icantly increase the number of detected patterns while de-
creasing their support, thereby preventing to uncover results
which would be sufficiently general to be informative. Sec-
ond, due to the increase in the number of patterns, both pro-
cessing time and memory occupation also significantly in-
crease during pattern mining (as shown in Section 6). Three,
the meanings of two distinct descriptor values can be close
enough that they can be considered as similar without any
significant information loss.
Whatever the preparation method (discretizing or bin-
ning), it is necessary to define thresholds. This can be done
either by taking advantage of some expertise regarding the
system or measures, or by using an automatic approach, for
instance through the identification of denser zones in the
considered attribute domain. A clustering algorithm can ful-
fill this goal, with the added advantage of being able to han-
dle simultaneously several descriptors. Indeed, for compu-
tational reasons, as well as to ease human interpretation, it
can be relevant to go beyond discretization and binning, and
to combine several descriptors into one. This approach was
previously applied, in the context of social networks analy-
sis, to some variants of Guimera & Amaral’s measures, in
order to identify community roles [33].
We propose to generalize this idea to the preparation
of all the topological measures we use in this work (Sec-
tion 3.1.1). We first distinguish three groups of thematically
related measures: centrality-related (eccentricity, between-
ness, closeness, Eigenvector), community-related (embed-
dedness, within module degree, participation coefficient),
and local (degree, local transitivity). The first group con-
cerns the position of the node in the whole network, the
second focuses on the community structure, and the third
represents its local connectivity. Each group is clustered sep-
arately using the k-means algorithm, which was chosen be-
cause it is a well-known and fast method. The number of
clusters (parameter k) is decided by optimizing the average
Silhouette width [34], a widespread cluster quality measure
whose interpretation is clearly defined. After this process,
our set of 9 topological measures is replaced by 3 discrete
descriptors, whose values correspond to the detected clus-
ters.
5.2 Mining the Sequence Database
The first step of our mining process consists in identifying
all CFS, relatively to the support threshold minsup. Among
them, the most distinctive ones are selected using the growth
rate threshold mingr. Finally, an additional filtering is per-
formed to only keep the sequences necessary for a good cov-
erage of the considered communities. This section is dedi-
cated to the description of these three steps.
5.2.1 Mining the Closed Frequent Sequences
We use CloSpan (Closed Sequential Pattern Mining) [35] to
mine the CFS relatively to our minsup threshold. It is an effi-
cient algorithm able to identify long sequences in real-world
data, in a practical time. It relies on the mining strategy in-
troduced in PrefixSpan [36].
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At first, CloSpan creates a candidate set, which is a
super-set of the closed frequent sequences. These candidates
are stored into a so-called prefix sequence lattice. Second,
the non-closed sequences are eliminated. A naı̈ve approach
consists in checking, for all candidate sequences, if there is
any super-sequence with the same support in the prefix se-
quence lattice. But it is a costly operation. Thus, Yan et al.
adopted the fast subsumption checking algorithm introduced
in [37]. It is designed to manage a hash table in which, for
each sequence s, the associated hash key is the sum of the
corresponding sequences IDs. Here, the corresponding se-
quences of a sequence s refer to all sequences with prefix
s, i.e. the members of its projected database (c.f. [35] for
the explanation and formalization of this notion of projected
database of a sequence). In [38], the authors claim the time
complexity of the last step of CloSpan (pruning prefix se-
quence lattice, the most demanding step) is in O(n2), where
n is the size of the data (in our case: the number of nodes),
if the maximum length of the frequent sequences is con-
strained by a constant.
5.2.2 Identifying the Emerging Patterns
The emergence is assessed by processing the growth rates
of the sequences, as described in Algorithm 1. CloSpan out-
puts all the CFS related to the considered database, as well
as their support, and these data constitute the input of our al-
gorithm, together with the database M itself. Each sequence
is processed separately.
Algorithm 1 Identification of the Characteristic Sequences
Require: CFS, M, Sup[ ]
Ensure: B = {m1, ...,mµ}, Γ ′ = {γ
′
1, ...,γ
′
µ}, Sup[ ], Gr[ ]
1: i← 0
2: for all s ∈CFS do
3: if isCommunityRelated(s) then
4: i← i+1
5: (sless, swise)← separate(s)
6: mi← swise
7: Sup[swise]← processSup(swise, M)
8: Sup[sless]← processSup(sless, M)
9: Gr[sless,S(swise)]← processGr(Sup[ ], swise, sless, n)
10: if Gr[sless,S(swise)]≥ mingr then
11: γ
′
i ← γ
′
i ∪{sless}
12: end if
13: end if
14: end for
The first step consists in determining if the sequence
is relevant. Indeed, CloSpan identifies both the sequences
showing general trends over the whole network (i.e.
community-independent CFS) and those relative to commu-
nity sequences (i.e. community-related CFS). In our situa-
tion, we need to focus only on the latter, so it is necessary
to first separate them from the former. This is done through
the function isCommunityRelated, whose complexity is in
O(θ), where θ is the size of the longest possible sequence.
For each remaining CFS s, we apply a parsing proce-
dure in order to break it down to its community-wise and
community-less sub-sequences, noted swise and sless, respec-
tively. The former is simply the community sequence of
interest, whereas the latter is potentially one of its charac-
teristic sequences. This task is performed by the function
separate, which is also in O(θ). Then, swise is added to
B, which gathers all community sequences. We remind the
reader that, according to the definitions from Section 3.2.1,
B = {m1, ...,mµ} is meant to eventually contain all commu-
nity sequences mi.
Next, we want to process the growth rate of sless for the
supporting nodes of swise. To this aim, we need to retrieve the
supports of both these sub-sequences. We use the function
processSup to process the growth rate of a given sequence
s. It first looks s up in the CFS outputted by CloSpan: if
the sequence is closed, then its support is directly available.
Otherwise, it must be processed. This requires considering
each node sequence from the database M (O(n) operations
in the worst case), and checking if it is a super-sequence of
s (O(θ 2) operations in the worst case). The total complexity
of the function is therefore in O(θ 2n).
Using the supports, the growth rate can be processed in
constant time thanks to the function processGr. It can then
be used to discard non-emerging sequences according to our
mingr threshold. On the contrary, emerging sequences are
added to Γ ′. We remind the reader that, as defined in Sec-
tion 3.2.2, Γ ′= {γ ′1, ...,γ
′
µ} is meant to eventually contain all
sets γ
′
i , each one gathering all the characteristic sequences
associated to community sequence mi ∈ B.
The complexity of the operations contained in the For
loop is in O(θ 2n). If we assume CloSpan outputted r CFS,
the total complexity of the whole algorithm is thus in
O(rθ 2n).
5.2.3 Selecting the Characteristic Patterns
The main output of the previous step is Γ
′
= {γ ′1, · · · ,γ
′
µ}.
Each γ
′
i contains community-independent sequences associ-
ated with the community sequence mi. By construction, all
the sequences in Γ ′ are closed, frequent and emerging, and
we therefore consider them as characteristic. However, there
can still remain too many of them to perform a relevant in-
terpretation. As a post-process, we propose an additional fil-
tering, leading to smaller sets noted Γ
′′
= {γ ′′1 , · · · ,γ
′′
µ}, and
such that γ
′′
i ⊆ γ
′
i .
We can either consider the sequences with highest
growth rate, or with highest support. The complementary se-
lection procedure we propose is generic, and can be applied
to both cases. In the rest of our explanations, we refer to the
criterion of interest (growth rate or support) as the sequence
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score. Once the sequence with highest score has been se-
lected, there is no guarantee for it to cover a sufficient part
of the studied community sequence. And indeed, in practice
it appears to be the opposite (especially for the growth rate).
It is thus needed to identify other complementary sequences,
allowing us to obtain a more complete coverage of the nodes
supporting the community sequence.
Intuitively, we want to find a small number of patterns,
such that they cover a significant part of the community se-
quence, and are different in terms of supporting nodes. Or,
more formally:
– The cardinality of
⋂
s∈γ ′′i
S(s,mi) must be minimal;
– The cardinality of
⋃
s∈γ ′′i
S(s,mi) must be maximal (if
possible: the whole community);
– The cardinality of γ ′′i must be minimal.
In order to perform this selection, we apply an itera-
tive procedure described by Algorithm 2. We treat each de-
tected community sequence mi separately. The sequence set
Remaining represents the characteristic sequences of mi not
treated yet, which is why it is initialized with γ ′i . The node
set Covered contains the nodes supporting mi which are cur-
rently also supporting at least one sequence in γ ′′i , whereas
Uncovered contains those who are not. The following pro-
cessing is then iterated until those sets stabilize. First, we
apply the function choose, which is designed to return a se-
quence s from γ ′′i which was not used yet, and is optimal for
our criteria. Its complexity is in O(n) (number of nodes). We
then use s to update γ ′′i and the three working sets. At the end
of the Repeat loop, the nodes still uncovered are considered
as anomalies.
Algorithm 2 Additional Filtering of the Sequences
Require: B, Γ ′ , Score[ ], S[ ], maxseq
Ensure: Γ ′′ = {γ ′′1 , ...,γ
′′
µ}
1: for i in [1,µ] do
2: Remaining← γ ′i
3: Uncovered← S(mi)
4: Covered←∅
5: repeat
6: s← choose(Remaining, Uncovered, Covered, Score)
7: γ
′′
i ← γ
′′
i ∪{s}
8: Remaining← Remaining\{s}
9: Uncovered←Uncovered \S(s)
10: Covered←Covered∩S(s))
11: until Uncovered does not change ∨ |γ ′′i | ≥ maxseq
12: end for
The Repeat loop is processed at most maxseq times,
where maxseq is a parameter defined by the user. Indeed,
the goal of this post-processing is to reduce the number of
selected characteristic patterns, so it is necessary to set a
limit corresponding to a subjective acceptable number. The
For loop is repeated exactly µ times, so the total complex-
ity of this algorithm is in O(µn). If we consider the two
first steps of our mining method, we get a final complexity
of O(n2 + rθ 2n+ µn). In practice, CloSpan detects many
more CFS than there are nodes in the network, so r n, and
therefore rn n2. The number of community sequences µ
is bounded by the total number of sequences r, so we can
neglect the last term. We finally obtain the following sim-
plified expression: O(rθ 2n). In the end, the complexity of
our tool depends essentially on the number of nodes (n) and
time slices (θ ) in the studied network, and the number of
sequences outputted by CloSpan (r).
6 Evaluation on Artificial Networks
In this section, we describe the experiments carried out to
study how changes in the data affect the performance of our
method. To control these changes, we relied on some artifi-
cially generated datasets. We first describe the model used
to generate the data, then present our experimental results.
6.1 Generative Model
The level of realism of the generated networks is known to
have an effect on certain analysis tools, in particular commu-
nity detection algorithms [39,40]. To the best of our knowl-
edge, the model generating community-structured networks
with the most realistic topology is LFR [39]. However, it was
designed to produce static networks. Recently, it was ex-
tended to generate dynamic networks with predefined evolv-
ing community structures [13]. We call this model LFR-
D. Unfortunately, this extension does not handle nodal at-
tributes. This is why we propose to further extend it, leading
to the LFR-DA model, able to also generate nodal attributes.
We first describe briefly the LFR and LFR-D models, before
introducing our own extension LFR-DA.
6.1.1 Generating Time Evolving Networks
The LFR model of Lancichinetti et al. [39] first uses the
Configuration Model [41] to generate a network without any
community structure, but whose size and degree distribution
are controlled. A rewiring process then takes place to make
communities appear while preserving the degree distribu-
tion. This leads to a static network.
The LFR-D model of Greene et al. starts with a static
community-structured network outputted by LFR. This net-
work is used as the first time slice, and its structure is then
altered to produce the following time slices through the oc-
curring of community-related events. The user specifies the
number of desired time slices. There are 5 types of commu-
nity events, separated in two classes. On the one hand, large-
scale events: birth-death, merge-split, hide-appear; and on
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the other hand, small-scale events: expansion-contraction
and switch.
Large-scale events cause dramatic changes in the com-
munity structure. They include the creation of a new com-
munity (birth), the deletion of an existing one (death), the
separation of an existing community into several smaller
new ones (split), the union of several communities into a
larger new one (merge), and the temporary disappearance
of a community (hide then appear). These events are con-
trolled by user-defined parameters determining the number
of communities to be modified at each time slice. For ex-
ample, if the event type is birth-death, LFR-D takes two pa-
rameters: the numbers of communities to be created and to
be removed at each time slice.
Small-scale events correspond to local modifications,
and are not likely to cause important changes in the com-
munity structure. They include the growing or shrinking
of an existing community (expansion and contraction), and
the shift of a few nodes from one community to another
(switch). For these events, the user specifies a parameter cor-
responding to the proportions of nodes concerned by the
modification. For expansion-contraction, it also takes the
numbers of communities whose size must be increased or
decreased, respectively, at each time slice.
Note that LFR-D does not allow to combine different
event types in the same network. So, each generated network
includes one event type. Each event, except hide-appear, oc-
curs at each time slice. For hide-appear, some communities
are hidden at a randomly selected time slice and the same
communities reappear at some later time slice.
6.1.2 Generating Nodal Attributes
Neither the original LFR model nor its extension LFR-D
are able to generate networks with nodal attributes. More-
over, we could not find any study focusing on the generation
of attributed networks in the literature. This might be due
to the fact that the number of attributes, their domains and
distribution over the network and the communities could be
very system-specific. In order to fill this absence, we pro-
pose a relatively simple yet flexible model extending that of
Greene et al., able to associate attributes to nodes. Our goal
here is not to deliver a realistic model, but rather to produce
some controlled data which we will use to evaluate the per-
formances of our framework.
Our LFR-DA model allows to control the set A of gener-
ated attributes through 4 different parameters. First, the user
must specify |A|, the number of attributes to be generated
for all nodes. Second, it is necessary to define the domain
of each attribute, i.e. the different values Da an attribute a
can take. It is specified through two integers representing its
upper and lower bounds, noted mina and maxa, respectively.
For instance, if mina = 2 and maxa = 5, the attribute a can
take the values Da = {2,3,4,5}. Third, the evolution per-
centage q represents the proportion of nodes whose attribute
values will change at each time slice.
Fourth, one must select a desired distribution type for
each attribute, which describe how its values are distributed
over a given community. This distribution parameter noted h
is categorical, and can be either Degenerate (all nodes take
the same randomly picked value), Binomial (a significant
proportion of the nodes take a randomly chosen value, the
remaining ones take slightly different values), Power (the
values follow a power-law distribution, which means most
of them have a very small value and only a few take a very
large value), and Uniform (all the domain values are evenly
represented).
The procedure to generate the attributes is very simple
and flexible. For each attribute a, we first generate its do-
main by respecting the specified bounds mina and maxa.
Then, for each community of the first time slice, we gen-
erate the specified number |A| of attribute values for each
node, by respecting the specified distribution h. For the fol-
lowing time slices, for each community, we randomly select
some nodes by respecting the percentage q and change all
their attribute values randomly, by respecting the domains
and distribution of each attribute.
6.2 Experimental Results
In this section, we focus on the effect of descriptors on our
method, especially in terms of scalability. Without loss of
generality, we focus only on the attributes, but our conclu-
sions are still valid for the topological measures. We per-
form three different experiments to analyze the behavior of
mining CFS and calculating their emergence, on networks
including nodal attributes. We use LFR-DA to generate net-
work containing 5000 nodes over 10 time slices. For sim-
plicity matters, all the attributes follow the same distribu-
tion. The values of the attribute-related parameters are de-
scribed in Table 2. For all three experiments, we used the
same range for the attributes: mina = 0 and maxa = 9 (i.e.
10 possible discrete values).
In the first experiment, we studied the effect of the num-
ber of attributes |A|. The attribute values are generated so
that they are completely homogeneous inside each commu-
nity (degenerate distribution). Moreover, these values are
not affected by time. In the second experiment, our aim was
to see how our framework is affected by changes in the evo-
lution percentage of attributes q. For this reason, we fixed
|A| = 3, again with a degenerate distribution, and modified
only q. Finally, in the third experiment, we changed the dis-
tribution type h, whereas the number of attributes and the
attribute evolution percentage were fixed at 3 and 5, respec-
tively.
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Table 2 Values of the attribute-related parameters for each experiment
Model Parameters Experiment 1 Experiment 2 Experiment 3
Number of attributes {1,3,5} {3} {3}
Values of attributes [0,9] [0,9] [0,9]
Distribution Type {degenerate} {degenerate} {degenerate, binomial, uniform, power }
Evolution percentage {0} {5,20,50,100} {5}
Aim Descriptor number Descriptor stability Descriptor homogeneity
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Fig. 2 Results of Experiment 1: execution time of CloSpan (top-left), total number of sequences found by CloSpan (top-right), percentage of
community-related sequences (bottom-left) and execution time for emergence computation (bottom-right), as functions of the number of attributes
|A|. Colors represent the different types of community-related events.
For each experiment, we extracted the node sequences,
added the LFR-generated community to get the enlarged
node sequences, and built a sequence database. We then ap-
plied CloSpan with minsup = 10 nodes, and processed the
growth rates of the identified CFS.
6.2.1 Effect of the Number of Attributes
The effect of the number of attributes is illustrated by the
four plots from in Fig. 2. Here, we see that increasing the
numbers of descriptors makes both mining CFS (top-left
plot) and computing the growth rate of community-related
sequences (bottom-right plot) more difficult. The number
of descriptors obviously affects the number of candidate
sequences, thus, it naturally impacts the execution time of
CloSpan. The number of CFS increases with the number of
descriptors (top-right), as expected. We remark that most
of those sequences (at least 93%) are community-related
(bottom-left). This is consistent with the fact all the nodes
of the same community have the same attribute values in
this experiment (degenerate distribution). So, a community-
independent sequence is rarely closed, because there often
exists a community-related super-sequence with the same
support. The percentage of community-related sequences
decreases when the number of attributes increases, though.
This means the number of community-related sequences in-
creases slower than that of all CFS. The execution time of
emergence computation clearly increases with the number
of attributes, like for CloSpan, and even faster. Indeed, it
directly depends on the number of community-related se-
quences. This confirms our analytical estimation of the al-
gorithmic complexity of this process, which depends on the
number of nodes n, the number of time slices θ and, most of
all, the number of sequences fetched by CloSpan r.
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If we order the execution times in function of the type of
evolution used for network generation (represented by col-
ors in Fig. 2), we get (in descending order): hide-appear,
birth-death, merge-split, expansion-contraction and switch.
So, when the community evolution undergoes small-scale
events (expansion-contraction and switch), mining the se-
quences and computing emergence requires less time. These
events do not cause the appearance or disappearance of com-
munities, so they have no effect on the number of com-
munities present in a time slice, unlike large-scale events.
Communities are considered as an additional item in our se-
quence database, so less communities means a smaller num-
ber of possible sequences, and consequently shorter process-
ing times.
6.2.2 Effect of the Attribute Stability
The effect of the attribute stability is shown in Fig. 3, with a
plot layout similar to that of Figure 2. The fastest CloSpan
processing (top-left plot) is obtained for q = 5, i.e. when
the attribute values of 5% of the nodes change at each time
slice. The computation time increases very irregularly for
higher values of q. When q = 20, the execution time is
the highest for large-scale events, whereas for small-scale
events, it is when q = 100. Note that modifying q not only
causes a change in the attribute evolution, but as a side ef-
fect, it also affects the distribution of attribute values inside
the communities. The higher q, the earlier the communi-
ties become heterogeneous, in terms of attribute distribution.
When q ≥ 50, more than half the nodes see their attributes
randomly changed at each time slice. The distribution there-
fore becomes more and more uniform (and the attributes val-
ues heterogeneous).
A higher heterogeneity in the distribution should affect
CloSpan negatively in terms of computational time, because
it leads to more candidate CFS to generate. However, this ef-
fect is limited by the small number of values in our attribute
domains (|Da|= 10), hence the execution times observed at
q = 50. The increase at q = 100 is due to an increase in the
number of community-independent candidate patterns over
the whole network, as shown by the plots of total number
of patterns (top-right) and percentage of community-related
patterns (bottom-left).
Like for the attribute number |A|, the execution time of
emergence computation increases with the evolution per-
centage q. Indeed, it directly depends on the number of
community-related sequences.The most difficult event type
is hide-appear, which is consistent with the fact it also
leads to more distinct community-related sequences. It is
followed by birth-death, merge-split, expansion-contraction
and switch. The time necessary to handle the community-
related sequences for small-scale events is much smaller
than for large-scale events. It seems also stable, thus not af-
fected by the increase in the percentage of modified nodes.
This is due to the fact there are fewer community-related
sequences for these two events (bottom-left).
6.2.3 Effect of the Attribute Distribution
Fig. 4 presents our results relatively to the effect of attribute
distribution. The plots are organized similarly to the pre-
vious figures. CloSpan is the fastest (top-left plot) when
the attribute values are completely homogeneous (degener-
ate distribution) or completely heterogeneous (uniform dis-
tribution). Because of the finite size of the attribute do-
mains, a uniform distribution leads to communities contain-
ing groups of similar nodes of approximately the same size.
If the community is large enough, the trends of these node
groups will be represented as different super-sequences of
the same community sequence. If it is too small, the minsup
threshold will not be reached, and our tool will not detect the
sequences. However, since we use the same attribute values
for all communities in this experiment, the total size of these
small node groups over the whole network is large enough
to exceed the threshold.
When the attributes values are relatively homogeneous
(binomial distribution), the execution time is at its highest.
In this case, there are many nodes having the same value
for a given attribute, and a few ones with different values.
It seems these few numbers of nodes with different values
are causing the identification of many extra candidate se-
quences (top-right plot). For both binomial and power-law
distributions, we see a distinction between the processing of
small-scale events, which is faster than for large-scale ones.
The results obtained in these three experiments validate
and complete the analysis presented in Section 5 regarding
the computational complexity of our tool. They highlight
the fact the computing time is also affected in practice by
the number of attributes (which directly influences r, the
number of CFS identified by CloSpan) and their distribu-
tion. Moreover, the process becomes harder when the stud-
ied network undergoes large changes. This holds for both
the community structure and the attribute values.
7 Validation on Real-World Networks
We apply our method on two dynamic attributed networks
modeling real-world systems: the first is a coauthorship net-
work from the DBLP website, and the second is a friendship
network from the LastFM service.
We treated both of them in exactly the same way. First,
we removed the isolated nodes, which do not have any inter-
est in this context. Then, as explained in Section 5.1.1, we
used Incremental Louvain to detect communities. The ob-
tained modularity is larger than 0.6, for each time slice and
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on both networks, which is a sign of well-separated commu-
nities. The preprocessing of the descriptors corresponds to
what we described in Section 5.1.2, including the clustering
of the 9 topological measures into 3 attributes representing
the position of the node at the local (degree and transitiv-
ity), intermediate (community-related measures) and global
(centralities and eccentricity) levels. The preparation of the
attributes is system-dependent, and is therefore described
later.
We built the sequence database M from the resulting
descriptors and communities, and applied the process de-
scribed in Section 5.2. We interpreted all the identified char-
acteristic patterns, but it is obviously not possible to present
them all in this article. We therefore focus on the most rep-
resentative, interesting and/or relevant ones, in terms of in-
terpretation of the communities, in order to give an example
of how our method can be used and how to comment its out-
puts.
7.1 DBLP Dataset
7.1.1 Data and Preprocessing
DBLP is a bibliographic Website focusing on Computer Sci-
ence works. We selected the dynamic co-authorship network
of Desmier et al. [14], extracted from the DBLP database.
Each one of the 2145 nodes represents an author. Two nodes
are connected if the corresponding authors published an ar-
ticle together. Each time slice corresponds to a period of five
years. There are 10 time slices in total, ranging from 1990
to 2012. The consecutive periods have a three year overlap
for the sake of stability. For each author, at each time slice,
the database provides the number of publications in 43 con-
ferences and journals. We used this information to define 43
nodal attributes corresponding directly to the individual con-
ferences and journals, and 2 additional ones representing the
total number of conference and journal publications, respec-
tively. We consequently have a total of 45 nodal attributes.
The conference/journals we selected are related to the
subjects of database, data mining, knowledge discovery, in-
formation retrieval or artificial intelligence. To lighten the
computational load, we decided to bin their values. For a
journal/conference publication, we determined 5 categories,
corresponding to the number of publications 1, 2, 3, 4 and
greater or equal to 5. For both attributes representing the
total conference and journal publications, we defined 5 cate-
gories as well, but they correspond to different ranges: [1;5],
]5;10], ]10;20], ]20;50] and ]50;∞[. These thresholds were
determined according to our knowledge of the domain. For
the mining step, we used minsup = 21 nodes, mingr = 1.00
and maxseq = 5. We obtained 1106108 closed frequent se-
quences with these parameter values, 19922 of which ('
1%) were community-related. The total execution time for
finding the CFS was approximately 400 seconds, whereas
it was close to 6000 seconds for the post-processing. Al-
though the DBLP network has much more descriptors than
our artificially generated networks, we see that these execu-
tion times are consistent with the experimental results ob-
tained on the LFR networks for the same numbers of result
patterns.
7.1.2 Interpretation
The communities of the DBLP network are very dynamic
and change much through time. In the beginning of the con-
sidered time period, the communities are in general smaller.
As time goes by, small communities tend to merge into
larger ones, appearing around t = 7− 9. Descriptor-wise
communities are not described by a single characteristic pat-
tern: several ones are required to get a sufficient coverage.
Communities are not homogeneous in terms of conference
or journal, their members publish on several different scien-
tific platform.
As an example, we focus on a community appearing at
t = 6 (i.e. 2000-2004) and containing 120 nodes. Note that,
except at t = 6, these 120 nodes belong to several different
communities. We have found 3 characteristic patterns for
this community, which are listed, with their interpretation,
support and growth rate, in Table 3. As mentioned before,
the topological descriptors have been discretized by means
of a cluster analysis. Instead of describing the patterns in
terms of meaningless cluster numbers, we name them using
their most characteristic feature (e.g. high embeddedness for
the group of community-related measures). The evolution of
the 120 nodes at t = 2,4,6,8 and 10 is represented in Fig. 5.
Their colors represent which ones of the community charac-
teristic patterns they support, and their sizes are proportional
to the number of supported patterns. For readability matters,
at each time slice, we show only the nodes belonging to the
largest community.
As shown in the figure, most of the nodes do not belong
to the same community in the first time slices. They gather
together at t = 6 time and split again later. This commu-
nity is not homogeneous around one conference or journal,
since we identified 3 characteristic patterns involving dif-
ferent scientific platforms (SDM, ICDM and TKDE). How-
ever, all of them are related to data mining, so the commu-
nity is thematically homogeneous. The topological informa-
tion present in all three patterns describes nodes strongly
belonging to their community and critical for information
flow (high betweenness). Pattern #1 shows that, after pub-
lishing in SDM once, the nodes get connections with many
other communities (high participation coefficient). Consid-
ering the growth rate of the patterns #1, 2 and 3, we conclude
that these patterns are not highly emergent for this commu-
nity. Investigating its reason, we see that in the network,
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Table 3 Characteristic patterns detected for two DBLP communities.
Time Community Pattern Support Growth ID
Slice Size Rate
6 120 {high embeddedness}{SDM=1}{high betweenness, low closeness, high participation coeff.} 40 6.86 1
{high betweenness, low closeness, high participation coeff.}
{high betweenness}{high embeddedness, ICDM=1} 40 6.00 2
{total conference between 1 and 5}
{high embeddedness}{TKDE=1, total journal between 1 and 5} 40 4.00 3
{high embeddedness, total journal between 1 and 5}
{total journal between 1 and 5}{total journal between 1 and 5}
8 113 {ILP=1} {high betweenness, low closeness, high embeddedness} 40 59.08 4
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Fig. 5 Evolution of a community of 120 nodes appearing at t = 6 in the DBLP data. Nodes not following any characteristic patterns are represented
in black. Red, yellow and blue nodes follow one of the three characteristic patterns. Orange, purple and green nodes follow 2 patterns and the cyan
node follow all three characteristic patterns. The node size represents the number of supported characteristic patterns. Pattern-related details are
given in Table 3.
there are other nodes with similar trends. Nevertheless, these
other nodes are not neighboring the community of interest.
Table 3 also shows the characteristic pattern for another
community, appearing at t = 8 and containing 113 nodes.
This pattern tells us the community contains a group of
nodes which publish at ILP once, and then get high between-
ness and embeddedness whereas their closeness gets low. As
it is seen in the table, the growth rate of the pattern is very
high, which means the nodes supporting it constitute a dis-
tinctive trend in the community.
7.2 LastFM Dataset
7.2.1 Data and Preprocessing
LastFM is a music Website that allows its members to reg-
ister and listen to music online. It is also a social network
platform, because the members can declare friendship rela-
tionships. In LastFM, members can join predefined groups
related to their music tastes, and declare their participation
to music-related events such as concerts. We extracted a net-
work by focusing on the members of the Jazz group, which
is supposed to include users appreciating this type of music.
We took advantage of the LastFM API and of the Jazz
group statistics provided by LastFM to retrieve its members
and identify the highest rated artists and event types for this
group. It is interesting to notice that, although all the mem-
bers we are interested in are from the Jazz group, the se-
lection of the most popular artists include acts from music
types which are very different from Jazz, such as the Bea-
tles or Pink Floyd. We nevertheless kept these artists, be-
cause their playing rate is very high for the group. Event
types also span a wide range of music types, from Jazz to
Folk. We tracked the activity of the Jazz group members for
the year 2013. We created a time evolving network contain-
ing 3478 nodes (each one representing a users from the Jazz
group) and including 12 time slices (each one representing
a 1 month period).
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Table 4 Characteristic patterns detected for three LastFM communities.
Time Community Pattern Support Growth ID
Slice Size Rate
1 105 {Miles Davis between 1-5} 20 20.36 1
{high degree, high local transitivity, community non-hub, low participation coeff.}
{high degree, high local transitivity, community non-hub, low participation coeff.
high betweenness, Miles Davis between 1-5 }
{high degree, high local transitivity, Ella Fitzgerald between 1-5, Chet Baker between 1-5} 20 8.84 2
{high degree, high local transitivity}
1 81 {community non-hub, low participation coeff.} 15 14.97 3
{community non-hub, low participation coeff.}
{Pink Floyd between 5-10}
{community non-hub, low participation coeff. and The Beatles between 5-10}
{community non-hub, low participation coeff.}
{The Beatles between 5-10}{The Beatles between 5-10}{Frank Sinatra between 1-5} 15 7.23 4
1 and 4 22 {community non-hub, low participation coeff.} {Pink Floyd between 5-10} 15 6.21 5
We defined 37 nodal attributes based on the users’ mu-
sic tastes: 21 of them represent the most popular artists in
the Jazz group, and the 16 others correspond to the types
of events the members can join. For each time slice, the
attribute values correspond to the total numbers of times a
given user listened to a given artist, and the number of times
he joined an event of a given type, respectively. We put a
link between two nodes if two conditions were simultane-
ously true: 1) both considered users listened to at least one
common artist for a specific period of time, and 2) they de-
clared a friendship relation on the LastFM platform.
Once the network was created, we processed the re-
quired topological measures and clustered them as we did
for the DBLP network. The attribute values were binned.
For artist attributes, we determined 5 intervals regarding the
numbers of listenings: [1;5], ]5;30], ]30;90], ]90;200] and
]200;∞[. Regarding the event types, we defined 4 intervals:
[1;4], ]4;7], ]7;11] and ]11;∞[. These thresholds were deter-
mined according to our knowledge of the domain. For min-
ing, we used minsup = 15 nodes, mingr = 1.00 and maxseq =
5. With these parameter values, we found 632037 closed fre-
quent patterns, 44631 of which (' 7%) were community-
related. The total execution time for finding the CFS was
close to 200 seconds, whereas ut was approximately 7000
seconds for post-processing. Like for DBLP, we see that the
LastFM execution times are consistent with the results ob-
tained on LFR networks.
7.2.2 Interpretation
The evolution of the LastFM communities is generally
smoother than for DBLP. We observe relatively large com-
munities at t = 1 and 2, and communities tend to evolve most
of all through small-scale events (by opposition to large-
scale events such as split or merge). We want to remind the
reader that this LastFM network describes an evolution over
one year, while the DBLP network represents a 18 years pe-
riod. So not only the systems, but also the temporal scales
are different. Table 4 shows the characteristic patterns ob-
tained for three communities, which we use in the rest of
this section to answer three questions regarding these data.
Like for DBLP, we identified many community se-
quences and their characteristic patterns. We focus our com-
ments on a few of them, in order to illustrate how our tool
can be useful, through three questions the end user interested
with these data is likely to ask himself.
Which topological descriptors matter? Table 4 first presents
two characteristic patterns of a community present at the
first time slice and containing 105 nodes. The most emerg-
ing one is pattern #1, and it represents a node group which
listens to Miles Davis between one and five times in a time
slice. Then, they take a high degree and local transitivity.
Meanwhile they are non-hub in their community and have
some external connections. However, these external connec-
tions are not distributed over many different communities,
but rather concentrated on a few ones. In the future, these
nodes keep this topological position, while also having a low
betweenness and listening to Miles Davis between one and
five times. Note there are other communities also interested
in Miles Davis. By topological position, we mean the set of
topological features a node possesses, as described by the
pattern it supports.
Pattern #2 refers to a node group which have a high
degree and high local transitivity, while listening to Ella
Fitzgerald and Chet Baker between one and five times.
Those nodes keep the same topological position in latter
time slices. Here, listening to Ella Fitzgerald and Chet Baker
at the same time might be explained by the fact these two
artists are vocal. Chet Baker is famous for his virtuosity on
the Trumpet, but he also sings. Indeed, when we looked in
detail at the LastFM data, we saw that the users from this
group mainly listened to sung pieces such as My Funny
Valentine.
For this community, we see common topological fea-
tures regarding the community-related descriptors. The
nodes are locally well-connected, but not as much at the
level of the community structure. If we ignore these descrip-
tors, the growth-rate of pattern #1 drops to 3.87 (instead
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of 20.36), which shows the importance of these topologi-
cal properties to distinguish the community from the rest of
the network.
How do non-Jazz listeners behave? The second community
contains 81 nodes and it is also present at t = 1. Its character-
istic patterns are listed in Table 4. The topological position
represented by Pattern #3 describes a non-hub node with
low participation coefficient, which persists through time.
Regarding the attributes, these users listen to Pink Floyd 5-
10 times, then to the Beatles 5-10 times. Although the artist
they listen to changes, their structural features do not change
at all, and moreover both artists are not Jazz acts. One inter-
esting supplementary sequence shown as pattern #4 refers
to an emerging node group, which listen to the Beatles 5-
10 times for two time slices, and then to Frank Sinatra 1-5
times too. The nodes supporting these two patterns have a
50% overlap. More clearly, half of the nodes following pat-
tern #3 also follow pattern #4. In fact, for each community,
we had many overlapping patterns. We want to remind the
reader that our pattern selection process picks up the most
distant sequence from the already chosen ones among the
closed and emergent sequences. If there is not a very distant
sequence in terms of supporting nodes, it picks up the best
choice, and this can result in some overlap.
Those two patterns include two clearly non-Jazz artists
(The Beatles and Pink Floys), and one who could be consid-
ered as Jazz-relative (Sinatra). So, we can suppose the users
from this community are not interested in Jazz, or only re-
motely. We did not find any other such community of non-
Jazz listeners with our method. Pattern #3 additionally gives
some information regarding the topological features of the
persons listening to these artists. It seems they do not have
many connections outside of their communities, since they
have a low participation coefficient for many time slices.
We investigated the topology of this group for all the
time slices, as illustrated in Fig. 6. Circles represent nodes
supporting pattern #3 and squares are neighbors not support-
ing it, while colors represent communities. Nodes support-
ing pattern #3 may belong to different communities when
considered at different time slices. But, independently from
this observation, they do not have many connections outside
of their communities. They are not central at all. Mostly,
they belong to a tree-like structure, holding a non-hub role.
What about community sequences? A very interesting fact
concerning the second community is that some of its 81
nodes from t = 1 are still together at t = 4. Thus, we also
interpret the community sequence of 22 nodes appearing
at t = 1 and t = 4. The characteristic pattern for these 22
nodes is shown as pattern #5 in Table 4, and the evolution of
their communities is illustrated by Fig. 7. In the figure, we
show the connections of those 22 nodes for t = 1, 2, 4, 7,
10, and 12, which constitute this community sequence. The
node colors correspond to different communities, and the
same color in two different time slices does not necessar-
ily match the same community, since communities undergo
large-scale events, as explained in Section 4.
Pattern #5 describes a topological position consisting in
being non-hub and having a low participation coefficient.
Attribute-wise, these users listen to Pink Floyd 5-10 times.
This trend is very similar to that of the larger community
we discussed just before (patterns #3 and 4). This smaller
sequence shows us that some nodes with similar interest
keep their connections for several time slices, even if the
rest of their community changes. The support of pattern #5
shows this smaller community is more homogeneous than
the larger community. The same observation can be done
for many other communities in our results as well. This
could be interpreted as the presence of a certain hierarchi-
cal structure in the network, defined in terms of both topol-
ogy and attributes (i.e. nested interests). However, a more
thorough study shows this type of hierarchy is not stable
through time. For this reason, it is more accurate to con-
sider communities have one or several cores, corresponding
to nodes supporting long sequences, i.e. evolving together
for a long time. These cores can overlap and switch com-
munities. They are joined punctually by other cores or pe-
ripheral nodes to form short-termed communities. The way
those node groups move in the community structure could
be studied to understand how trends propagate through a
network.
7.3 Discussion
Let us conclude the analysis of the real-world networks
with a comparison of the obtained results. Regarding the
time performance, we can say that although both networks
have smaller sizes and much more node descriptors than
the generated artificial networks considered in section 7,
the percentage of community-related sequences we identi-
fied is larger by less than %7. This makes the execution
time of the growth-rate computation lower than for most of
these artificial networks. One reason for this observation can
be the minimum support threshold we used, which puts a
limit to the community sizes. As a result, there are fewer
community-related sequences. About the execution time of
the CFS mining, we know the numbers of node descriptors
affect it. So we expected it would run slower for our real-
world networks, which contain many descriptors. However,
our results show that there is no significant difference be-
tween the performances obtained on artificial and real-world
networks. One reason for this could be the heterogeneity of
the descriptor values over the nodes: it leads to the genera-
tion of less candidate sequences, and CloSpan consequently
works faster than expected.
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Fig. 6 Interconnection of the nodes following pattern #3 from Table 4 (circles), and of their neighbors not following this pattern (squares), for
t = 1, 3, 5, 7, 9 and 11. Each color corresponds to a specific community at a given time slice. The same color in two different time slices does not
necessarily represent the same community.
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Fig. 7 Evolution of a group of 22 nodes at t = 1, 2, 4, 7, 10, 12 in the LastFM data. Those nodes belong to the same community at t = 1 and 4.
Each color corresponds to a specific community at a given time slice. The same color in two different time slices does not necessarily represent
the same community.
The community structure of both networks changes very
much at each time slice, especially for DBLP. The communi-
ties in this network are getting larger with time, whereas for
LastFM, their sizes remain relatively constant. For a large
part of the communities, the most supported sequences in-
volve mainly topological descriptors. For DBLP, inside a
given community, almost all the nodes (∼ 90%) have the
same topological situation. For most of the communities,
this situation is: being non-hub and having a low participa-
tion coefficient. But certain communities are also character-
ized by non-central, low degree nodes. For LastFM, we also
find purely topological sequences, in particular: being non-
hub and having a zero or low participation coefficient. But
a number of sequences also reflect an interest towards spe-
cific Jazz artists. The proportion of nodes following the most
supported sequences is not as high as for DBLP (∼ 70%).
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It is worth noting the combination of topological and
attribute-based descriptors help interpreting the patterns:
changes in the topological aspect can help explaining
changes in the attributes, and vice-versa. For example, in Ta-
ble 3, pattern #1 displays a changes in the topological fea-
tures: the nodes have at first a high embeddedness, which
means most of their neighbors are in the same community.
Then, they publish in SDM, and then have a high partic-
ipation coefficient, meaning they get connected to (many)
other communities: this can correspond to the beginning of
new collaborations started after having published in a pres-
tigious conference. On the contrary, node groups which are
more embedded in their communities keep publishing in the
same conferences.
For both networks, we cannot claim the communities are
constituted of nodes gathering around a single interest. The
characteristic patterns show us several distinct trends exist
simultaneously in the same community. So, the communities
are not homogeneous in terms of patterns. However, note
the term homogeneous applies here to the descriptors con-
stituting the patterns: different descriptors, especially nodal
attributes, can actually have very close meanings. For in-
stance, we showed a community of DBLP was characterized
by several distinct patterns all related to journals and con-
ferences from the Data Mining filed, i.e. thematically very
similar.
The existence of several trends for the same communi-
ties means we have distinct subgroups of nodes supporting
them. These subgroups are mobile, in the sense they switch
from one community to the other. This is related to our pre-
vious remark regarding the fact the community structures
of these networks are significantly changing from one time
slice to the other. This can be a feature of the studied sys-
tem, but it can also be an artifact of the community detection
method, so this point should be considered carefully when
applying our method.
8 Conclusion and Perspectives
In this work, we tackled the task of interpreting communi-
ties detected in dynamic attributed complex networks. We
first formalized it as a data mining problem, then proposed a
method to solve it. It is based on a sequence-based represen-
tation of the information, allowing to store simultaneously
the topological information, the node attributes, the com-
munity structure and the temporal dimension. Our method
takes advantage of this representation to search for frequent
closed emerging sequential patterns, in order to character-
ize each community. This step involves the use of the data
mining tool CloSpan [35]. To our knowledge, this is the first
time the task of interpreting communities is formulated as a
problem, moreover independently from the community de-
tection task. Our goal was to overcome the limitations of the
few existing studies [11,10,18] by proposing a systematic
approach, taking into account the topological structure, the
nodal attributes and the network dynamics. Our sequential
representation has not been used for graphs before. The pro-
cess we proposed to extract the most relevant patterns based
on closed and emergent sequences relatively to the commu-
nities is original.
Using artificially generated networks, we studied how
our method is affected by certain properties of the treated
data. To this aim, we proposed an extension of an exist-
ing generative model [13], allowing to produce dynamic at-
tributed networks possessing a community structure. These
empirical results confirm the analytic expression we pro-
vided for the algorithmic complexity of our method, and
the effect of the network size (both in terms of nodes and
time slices) and of the number of detected closed frequent
patterns (itself related to the number of considered descrip-
tors). We also used two real-world networks to validate our
method. The first is a DBLP network showing the evolu-
tion of co-authorship connections over 18 years. We iden-
tified the presence of several trends in most communities,
corresponding to subgroups focusing on different journals
and conferences. These scientific platforms are connected
to the same field, though (e.g. Data Mining, Artificial Intel-
ligence, etc.), which reveals a certain thematic homogene-
ity in a community. The second network is extracted from
LastFM, and represents the evolution of Jazz listeners, their
friendship relations and listening habits for the year 2013.
For this network, we also characterized thematically certain
communities, depending on their favorite artists. We also
identified a group of users which actually do not listen to
Jazz.
In the future, we plan to apply our method to the anal-
ysis of other types of networks, in order to explore fur-
ther its characterization capabilities. A related point con-
sists in identifying which descriptors are the most relevant
to describe a given system. For those considered here, the
community-based topological measures were very discrim-
inant, but this is not necessarily true for other systems. The
preprocessing of the descriptors is also a critical point we
want to explore. The main limitation of our method is its
computational costs, which is due to the pattern mining per-
spective we adopted. Identifying the most important descrip-
tors or performing a more appropriate preprocessing would
allow to reduce the search space, and therefore to eliminate
some redundant CFS, to ease the identification of emerging
patterns, and to make the postprocessing faster. We also plan
to improve our method itself, noticeably by using hash maps
to process emergence.
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in 14ème Conférence Extraction et Gestion des Connaissances,
2014. 8
34. P. Rousseeuw, “Silhouettes: A graphical aid to the interpretation
and validation of cluster analysis,” J. Comput. Appl. Math., vol. 20,
pp. 53–65, Nov. 1987. 8
35. X. Yan, J. Han, and R. Afshar, “Clospan: Mining closed sequential
patterns in large datasets,” in Proc. 2003 Int. SIAM Conf. on Data
Mining (SDM ’03), pp. 166–177, 2003. 8, 9, 20
36. J. Pei, J. Han, B. Mortazavi-Asl, H. Pinto, Q. Chen, U. Dayal,
and M. Hsu, “Prefixspan: Mining sequential patterns by prefix-
projected growth,” in Proceedings of the 17th International Con-
ference on Data Engineering, (Washington, DC, USA), pp. 215–
224, IEEE Computer Society, 2001. 8
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