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Abstract
In this paper, a boundary value problem for delay differential equations of population dynamics is considered. We obtain approx-
imate solutions by using Chebyshev polynomial series and Newton–Raphson’s procedure and give the error estimation. The method
of the error estimation has been obtained in an existence theorem proved by a part of the authors. We carry out some numerical
experiments by a computer language MATLAB.
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1. Introduction
We investigate a boundary value problem for a system of delay differential equations of population dynamics
⎧⎪⎪⎨
⎪⎪⎩
dN1(t)
dt
= r1N1(t)
[
K1 + A1N2(t − 2)
1 + N2(t − 2) − N1(t)
]
,
dN2(t)
dt
= r2N2(t)
[
K2 + A2N1(t − 1)
1 + N1(t − 1) − N2(t)
] (1)
on the interval 0< t and boundary condition
N1(t) = 1N1( + t) + 1(t), N2(t) = 2N2( + t) + 2(t), (2)
on the interval − = −max{1, 2} t0. The coefﬁcients of system (1) are assumed to be constants satisfying that
ri > 0, i > 0, Ai >Ki > 0, (i = 1, 2). Ni(t) is the amount of a single species and ri is the growth rate of each species.
Ai is the ratio of the mutualism between different species, even as the one of the competition in same species. Ki is the
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amount of environmental accommodations. System (1) has the unique positive equilibrium (N∗1 , N∗2 ) [1] satisfying
N∗1 =
K1 + A1N∗2
1 + N∗2
, N∗2 =
K2 + A2N∗1
1 + N∗1
.
System (1) suggests that the mutualistic effects are not realized instantaneously but take place with time delays. The
coefﬁcients 1 and 2 in the boundary condition (2) are constants and 1 and 2 are given continuous functions.
Kurihara et al. proved the existence theorem of Urabe’s type [3] for the boundary value problem (1) and (2) [2]. This
existence theorem assures that the existence of the unique exact solution corresponding to the approximate solution and
gives the method for the error estimation of the approximate solution. The aim of this paper is to obtain the approximate
solution of the boundary value problem (1) and (2) by using Chebyshev polynomial series and their error estimations.
We give some numerical examples by using a computer language MATLAB.
2. Chebyshev polynomial
2.1. Deﬁnition
We explain the deﬁnition and some properties of the Chebyshev polynomial.
Deﬁnition 1. If t = cos (0), the function
Tn(t) = cos n = cos(n arccos(t)) (3)
is a polynomial of t of degree n (n = 0, 1, 2, . . .). Tn(t) is called the Chebyshev polynomial of degree n.
When  increases from 0 to , t decreases from 1 to −1. Then the interval J = [−1, 1] is the domain of deﬁnition
of Tn(t).
2.2. Chebyshev series
Deﬁnition 2. Let f (t) be a continuously differentiable function deﬁned in the interval J. Transforming the Fourier
series expansion of f (cos ) by t = cos , we have the following expansion:
f (t) =
∞∑
n=0
unanTn(t), (4)
where an is expressed in the following formula:
an = 2

∫ 1
−1
f (t)Tn(t)
1√
1 − t2 dt . (5)
Here, we denote that un = 0 for n< 0, un = 12 for n = 0 and un = 1 for n> 0 for the sake of expressions. Expansion(4) is called the Chebyshev series expansion.
Pmf (t)(m0) is the function which is truncated the terms of higher degree than m of the Chebyshev series (4),
that is,
Pmf (t) = fm(t) =
m∑
n=0
unanTn(t). (6)
Pmf (t) is called the ﬁnite Chebyshev series of degree m.
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2.3. Gauss–Chebyshev numerical integration rule
Applying the Gauss–Chebyshev numerical integration rule to (5), the coefﬁcients an are represented in the following
expression approximately:
an = 2
H
H∑
i=1
fm(cos i ) cos ni (n = 0, 1, . . . , m), (7)
where fm is the ﬁnite Chebyshev series (6), the number of the sampling pointsH is a sufﬁciently large number satisfying
that Hm+1 and i represents the zeros of the Chebyshev polynomial TH (t), that is i =/2H + (i −1)(/H) (i =
1, 2, . . . , H). The approximate expression (7) will be used to expand some functions in the Chebyshev approximation
method.
2.4. Derivative of Chebyshev series
Let f (t) be a continuously differentiable function deﬁned on the interval J which has the expansion of Chebyshev
series (4). Then f˙ = df/dt is also expressed with the Chebyshev coefﬁcients a´n as
f˙ (t) ∼
∞∑
n=0
una´nTn(t).
We should note the following relation holds between an and a´n:
a´n =
∞∑
s=0
us−nvs−nsas , (8)
where vr = 1 − (−1)r .
2.5. Evaluation of the ﬁnite Chebyshev series
Let fm(t) be the ﬁnite Chebyshev series of the following expression:
fm(t) =
m∑
n=0
unanTn(t).
To evaluate the above ﬁnite Chebyshev series, the following inductive relations are useful, that is,{
cn(t) = an + 2cn+1(t)t − cn+2(t) (n = m,m − 1, . . . , 1, 0),
cm+1(t) = cm+2(t) = 0.
Consequently, using the term c0(t) and c2(t), we can evaluate the value of fm(t) as
fm(t) = 12 [c0(t) − c2(t)]. (9)
In fact, the inductive relations of cn(t) are rewritten as follows:
an = cn(t) − 2cn+1(t)t + cn+2(t).
Substituting the above relation to fm(t), we obtain that
fm(t) = 12 [c0(t) − 2c1(t) cos  + c2(t)] + [c1(t) − 2c2(t) cos  + c3(t)] cos 
+ · · · + [cm−1(t) − 2cm(t) cos ] cos(m − 1) + cm cosm.
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Using a relation of trigonometric function, we have that
fm(t) = 12c0 + c2(t)[ 12 − 2 cos2  + cos 2] = 12 [c0(t) − c2(t)].
Thus, Relation (9) holds. This relation (9) simpliﬁes calculations of the Chebyshev series (6) in the practical program-
ming of the following method.
3. Chebyshev approximation method
We explain the Chebyshev approximate procedures as below.
(I) An approximate solution is assumed to be in the form of the ﬁnite Chebyshev series with unknown coefﬁcients.
(II) Substitute the ﬁnite Chebyshev series into the boundary value problem (1) and (2).
(III) In order to determine the unknown coefﬁcients, we derive a system of algebraic equations with respect to these
coefﬁcients and apply the Newton–Raphson method to it.
(IV) The approximate solutions can be determined by obtaining unknown coefﬁcients.
The approximate solutions can be obtained by the above procedures. The more detailed calculation method is described
below.
In order to use the Chebyshev polynomial series, the independent variables 0< t l and − t0 should be
transformed to −1< 1 and −11 by linear transformation t = l/2( + 1) and t = /2( − 1), respectively.
Denote that 	1(t) = N1(t) and 	2(t) = N2(t). Then, the boundary value problem (1) and (2) are converted to the
following system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
dN1()
d
= l
2
r1N1()
[
K1 + A1y2()
1 + y2() − N1()
]
,
dN2()
d
= l
2
r2N2()
[
K2 + A2y1()
1 + y1() − N2()
]
(−1< 1),
yi() =
{
Ni( − Ri) for − 1 + Ri,
i	i (i ) + i (i ) for < − 1 + Ri
(
Ri = 2i
l
, i =
l

( + 1) + 1 − 2i

, i = 1, 2
)
,
N1(−1) = 1	1(1) + 1(1), N2(−1) = 2	2(1) + 2(1),
N1() = 	1(), N2() = 	2()
(
 = 
l
( − 1) + 1,−11
)
.
(10)
The above two equations with respect to dN1()/d and dN2()/d are the delay differential equations. Because
Ni(t − ) (i = 1, 2) have the part inﬂuenced of the interval − t < 0, the two equations with respect to Ni(t − ) are
divided into two cases. The two equations of N1(1) and N2(1) are initial conditions. Ni() (i = 1, 2) are transformed
to 	i () on the interval −11.
Let the unknown functionsNi() and	i () (i=1, 2) be expressed thatNi()=Nim() and	i ()=	im() (i=1, 2),
where Nim(),	im() (i = 1, 2) are the ﬁnite Chebyshev series of degree m as follows:
{
N1m() =∑mn=0una(1)n Tn(), N2m() =∑mn=0una(2)n Tn(),
	1m() =
∑m
n=0unb
(1)
n Tn(), 	2m() =
∑m
n=0unb
(2)
n Tn().
(11)
The above coefﬁcients a(i)0 , . . . , a
(i)
m , b
(i)
0 , . . . , b
(i)
m (i = 1, 2) are unknown. Substituting series (11) to Eqs. (10), we
obtain the determining equations concerning unknown coefﬁcients. The determining equations can be expressed by
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using Gauss–Chebyshev numerical integration rule in the following forms:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F
(1)
n (
, ) =∑ms=0us−nvs−nsa(1)s
− lr1
H
∑H
j=1N1m(cos j )
[
K1 + A1y2m(cos j )
1 + y2m(cos j )
− N1m(cos j )
]
cos nj = 0,
F
(2)
n (
, ) =∑ms=0us−nvs−nsa(2)s
− lr2
H
∑H
j=1N2m(cos j )
[
K2 + A2y1m(cos j )
1 + y1m(cos j )
− N2m(cos j )
]
cos nj = 0 (n = 0, 1, . . . , m − 1),
yim(cos j ) =
{
Nim(cos j − Rj ) for − 1 + Ri cos j ,
	im(ij ) + i (ij ) for cos j < − 1 + Ri(
Ri = 2i
l
, ij =
l
r
(cos j + 1) + 1 −
2i

, i = 1, 2
)
,
F
(1)
m (
, ) =∑mn=0una(1)n (−1)n − 1∑mn=0unb(1)n − 1(1) = 0,
F
(2)
m (
, ) =∑mn=0una(2)n (−1)n − 2∑mn=0unb(2)n − 2(1) = 0,
G
(1)
n (
, ) = 2
H
∑H
j=1N1m
( r
l
(cos j − 1) + 1
)
cos nj − b(1)n = 0,
G
(2)
n (
, ) = 2
H
∑H
j=1N2m
( r
l
(cos j − 1) + 1
)
cos nj − b(2)n = 0 (n = 0, 1, . . . , m),
(12)
where 
= (a(1)0 , . . . , a(1)m , a(2)0 , . . . , a(2)m ), = (b(1)0 , . . . , b(1)m , b(2)0 , . . . , b(2)m ), j = ((2j − 1)/2H)(j = 1, 2, . . . , H)
andH is the numbers of sampling points. Denote thatF(
, )=(F0(
, ), . . . , Fm(
, )) andG(
, )=(G0(
, ), . . . ,
Gm(
, )). In order to solve the algebraic equation F(
, )= 0 and G(
, )= 0, we apply Newton–Raphson’s method
(
+1
+1
)
=
(


)
−
⎡
⎢⎢⎣
F(
, )


F(
, )

G(
, )


G(
, )

⎤
⎥⎥⎦
−1 [
F(
, )
G(
, )
]
, (13)
for = 0, 1, . . . , with a suitable initial approximation (
0, 0). The elements of the above matrix are Jacobian matrices
of the functions F(
, ) and G(
, ). The suitable initial approximation (
0, 0) is the equilibrium point (N∗1 , N∗2 ) of
system (1), that is,
col(
0, 0) = col(a(1)0 , . . . , a(1)m , a(2)0 , . . . , a(2)m , b(1)0 , . . . , b(1)m , b(2)0 , . . . , b(2)m )
= col(2N∗1 , 0, . . . , 0, 2N∗2 , 0, . . . , 0, 2N∗1 , 0, . . . , 0, 2N∗2 , 0, . . . , 0).
We choose the numbers p and q in 1p, qH satisfying the following relations:
{−1 + R1 cos p,
cos(p+1)< − 1 + R1,
{−1 + R2 cos q,
cos(q+1)< − 1 + R2.
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Hence, System (12) are rewritten to the following expressions:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
F
(1)
n (
, ) =∑ms=0us−nvs−nsa(1)s
− lr1
H
∑q
j=1N1m(cos j )
[
K1 + A1N2m(cos j − R2)
1 + N2m(cos j − R2)
− N1m(cos j )
]
cos nj
− lr1
H
∑H
j=q+1N1m(cos j )
[
K1 + A1(2	2m(2j ) + 2(2j ))
1 + 2	2m(2j ) + 2(2j )
− N1m(cos j )
]
cos nj = 0,
F
(2)
n (
, ) =∑ms=0us−nvs−nsa(2)s
− lr2
H
∑p
j=1N2m(cos j )
[
K2 + A2N1m(cos j − R1)
1 + N1m(cos j − R1)
− N2m(cos j )
]
cos nj
− lr2
H
∑H
j=p+1N2m(cos j )
[
K2 + A2(1	1m(1j ) + 1(1j ))
1 + 1	1m(1j ) + 1(1j )
− N2m(cos j )
]
cos nj = 0
(n = 0, 1, . . . , m − 1)
(
Ri = 2i
l
, ij =
l
r
(cos j + 1) + 1 −
2i

, i = 1, 2
)
,
F
(1)
m (
, ) =∑mn=0una(1)n (−1)n − 1∑mn=0unb(1)n − 1(1) = 0,
F
(2)
m (
, ) =∑mn=0una(2)n (−1)n − 2∑mn=0unb(2)n − 2(1) = 0,
G
(1)
n (
, ) = 2
H
∑H
j=1N1m
( r
l
(cos j − 1) + 1
)
cos nj − b(1)n = 0,
G
(2)
n (
, ) = 2
H
∑H
j=1N2m
( r
l
(cos j − 1) + 1
)
cos nj − b(2)n = 0 (n = 0, 1, . . . , m).
(14)
Here we introduce the stopping criterion of Newton–Raphson’s method as,∥∥∥∥
(
n
n
)
−
(
n−1
n−1
)∥∥∥∥ , (15)
where  is a sufﬁciently small prescribed number. The unknown coefﬁcients 
,  are obtained by the iterative process
(13) and using these values the approximate solutions N1m(), N2m(),	1m(),	2m() can be determined.
4. Error estimation
According to the existence theorem proved in [2], we introduce the error bound
|Nˆ1(t) − N1(t)| + |Nˆ2(t) − N2(t)| 11 + 221 −  (− t l), (16)
where Nˆi(t) are exact solutions and Ni(t) are approximate solutions of the boundary value problem (1) and (2). The
constants 1 and 2 are residuals which satisfy the following inequalities:∣∣∣∣∣dN1(t)dt − r1N1(t)
[
K1 + A1N2(t − 2)
1 + N2(t − 2)
− N1(t)
]∣∣∣∣∣
+
∣∣∣∣∣dN2(t)dt − r2N2(t)
[
K2 + A2N1(t − 1)
1 + N1(t − 1)
− N2(t)
]∣∣∣∣∣ 1, (17)
|N1(t) − 1N1( + t) − 1(t)| + |N2(t) − 2N2( + t) − 2(t)|2, (18)
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−1 −0.5 0 0.5 1 1.5 2
2.124
2.126
2.128
2.13
2.132
2.134
2.136
2.138
2.14
Fig. 1. N1 (m = 30).
−1 −0.5 0 0.5 1 1.5 2
1.68
1.681
1.682
1.683
1.684
1.685
1.686
1.687
Fig. 2. N2 (m = 30).
on the interval 0< t l in (17) and − t0 in (18). Moreover 1, 2 and  are constants depending only upon the
structure of Eqs. (1), (2) and approximate solutions N1(t) and N2(t). In order to obtain 1 and 2 the following method
is used. The variables  and  of obtained approximate solutions are transformed to the original variable t. That is,
= (2/l)t − 1 and = (2/)t + 1. For the interval − t0 and 0< t l. We divide each intervals into 100 sections
and evaluate the values of the left-hand side of (17) and (18) in each divided points. Then we choose the maximum
value of them as 1 and 2, respectively.
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Table 1
The error estimation
m 1 2 Error
10 1.97 ∗ 10−4 9.75 ∗ 10−9 1.74 ∗ 10−3
20 9.84 ∗ 10−5 7.40 ∗ 10−10 9.70 ∗ 10−4
25 7.59 ∗ 10−5 5.81 ∗ 10−10 6.71 ∗ 10−4
30 6.43 ∗ 10−5 1.13 ∗ 10−10 5.69 ∗ 10−4
5. Numerical experiments
5.1. Examples
To perform our approximate process on a computer, we take the speciﬁc value of the coefﬁcients in our boundary
value problem (1) and (2), r1 = 1.2, r2 = 1.3, K1 = 2.0, K2 = 1.0, A1 = 2.2, A2 = 2.0, 1 = 1.0, 2 = 0.5, 1 = 0.006,
2 = 0.004, l = 2.0, 1(t) = 2.12, 2(t) = 1.68. The stopping criterion of Newton–Raphson’s method is  = 10−8.
The number of sampling points H is chosen to be 50.
5.2. Results of numerical experiment
The approximate solutions are illustrated in Figs. 1 and 2. The error estimations are showed in Table 1.
Here 1, 2 and the error are deﬁned in previous section. Our target order is about the order of 10−10 in 1 and 2.
We can achieve a desirable order for 2 in m= 20, 25, 30, however, cannot do it for 1 in all m. Finally, we recommend
the use of Chebyshev series of degree m = 20 to 30 from the viewpoint of the computational efﬁciency.
6. Conclusion
In this paper, we showed the approximate method for the boundary value problem for delay differential equations
of population dynamics. This approximate method was used Chebyshev series in the approximate solution. Further,
we carried out some numerical experiments. From the result, it is desirable to carry out numerical computation by the
degree more than m = 20.
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