In the present paper we establish several differential superordinations regarding the operator RD m λ,α defined by using Ruscheweyh derivative R m f (z) and the generalized Sȃlȃgean operator
Introduction
Denote by U the unit disc of the complex plane, U = {z ∈ C : |z| < 1} and H(U ) the space of holomorphic functions in U .
Let A n = {f ∈ H(U ) : f (z) = z + a n+1 z n+1 + . . . , z ∈ U } and H[a, n] = {f ∈ H(U ) : f (z) = a + a n z n + a n+1 z n+1 + . . . , z ∈ U } for a ∈ C and n ∈ N.
Denote by K = f ∈ A n : Re zf (z) f (z) + 1 > 0, z ∈ U , the class of normalized convex functions in U .
If f and g are analytic functions in U , we say that f is superordinate to g, written g ≺ f , if there is a function w analytic in U , with w(0) = 0, |w(z)| < 1, for all z ∈ U such that g(z) = f (w(z)) for all z ∈ U . If f is univalent, then g ≺ f if and only if f (0) = g(0) and g(U ) ⊆ f (U ).
Let ψ : C 2 × U → C and h analytic in U . If p and ψ (p (z) , zp (z) ; z) are univalent in U and satisfies the (first-order) differential superordination h(z) ≺ ψ(p(z), zp (z); z), z ∈ U,
then p is called a solution of the differential superordination. The analytic function q is called a subordinant of the solutions of the differential superordination, or more simply a subordinant, if q ≺ p for all p satisfying (1). An univalent subordinant q that satisfies q ≺ q for all subordinants q of (1) is said to be the best subordinant of (1). The best subordinant is unique up to a rotation of U .
m a j z j , z ∈ U . For λ = 1 in the above definition we obtain the Sȃlȃgean differential operator [15] .
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The function q is convex and it is the best subordinant.
Proof Following the same steps as in the proof of Theorem 2.1 and con-
, z ∈ U. By using Lemma 1.9 for γ = δ , we have q(z) ≺ p(z), i.e.,
The function q is convex and it is the best subordinant. Theorem 2.3. Let q be convex in U and let h be defined by
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, z ∈ U, and q is the best subordinant. Theorem 2.5. Let h be a convex function, h(0) = 1. Let λ, α, δ ≥ 0, n, m ∈ N, f ∈ A n and suppose that
where q(z) = 
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Theorem 2.7. Let h be a convex function in U with h(0) = 1 and let
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Using the notation in (7), the differential superordination becomes h(z) ≺ p(z) + z δ p (z), z ∈ U. By using Lemma 1.9 for γ = δ, we have
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, z ∈ U. Using the notation in (8) , the differential superordination becomes
By using Lemma 1.10 for γ = δ we have q(z) ≺ p(z), i.e.,
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Theorem 2.9. Let h be a convex function, h(0) = 1. Let n, m ∈ N, λ, α, δ ≥ 0, f ∈ A n and suppose that 1−
where q is given by q(z) =
, z ∈ U. Differentiating, we obtain 1 −
, z ∈ U, and (9) becomes h(z) ≺ p(z) + zp (z), z ∈ U. Using Lemma 1.9 for γ = 1 we have q(z) ≺ p(z), z ∈ U, i.e. q(z) = , z ∈ U. The function q is convex and it is the best subordinant. be a convex function in U , where 0 ≤ β < 1. Let n, m ∈ N, λ, α, δ ≥ 0, f ∈ A n and suppose that 1 − , z ∈ U. The function q is convex and it is the best subordinant .
Proof Following the same steps as in the proof of Theorem 2.9 and considering p(z) =
