Abstract. In previous work we developed dynamic data driven simulation (DDDS) that assimilates real time sensor data using Sequential Monte Carlo (SMC) methods. This paper builds on previous work and presents a framework that adds a real time behavior pattern detection layer on top of data assimilation for dynamic data driven simulation. The real time behavior pattern detection layer uses Hidden Markov Model (HMM) to detect the behavior patterns of a system in real time and uses the detected behavior pattern to inform the simulation model for more accurate simulation. We apply the proposed framework to a smart environment application and discuss how to recognize behavior pattern from spatial-temporal sensor data using Coupled HMM (CHMM).
Introduction
Incorporating real time data into a running simulation model has the potential to greatly improve simulation results. Unfortunately, until recently this line of work did not receive significant research attention in the modeling and simulation community. While sophisticated simulation models have been developed, traditional simulations are largely decoupled from real systems by making little usage of real time data from the systems under study. With recent advances in sensor and network technologies, the availability and fidelity of such real time data have greatly increased. To utilize real time sensor data for improving simulation results, we carried out research on dynamic data driven simulation (DDDS), where a simulation system is continually influenced by the real time data streams for better analysis and prediction of a system under study [1, 2] . Figure 1 illustrates the idea of dynamic data driven simulation based on the application of wildfire spread simulation. In the figure, the top part represents the wildfire simulation model; the bottom part represents the real wildfire. As the wildfire spreads, streams of real time data collected from fire sensors deployed in the fire area are transmitted to and assimilated by the data assimilation component. This allows the simulation system to continuously adjust itself in order to achieve more accurate predictions of wildfire spread. By coupling a simulation system with real time data, dynamic data driven simulation can greatly increase the power of simulation-based study. In the wildfire example, based on the real time sensor data of a wildfire, a wildfire simulation can better estimate the current fire front and fire intensity and thus providing more accurate fire spread predictions. The sensor data also carries "feedback" information for a simulation to calibrate its model parameters to reduce discrepancies between its simulation results and the observations. Dynamic data driven simulation finds applications in many different areas. Besides the wildfire application described above, other potential applications include traffic simulation where real time traffic sensor data are assimilated to improve traffic predictions and crowd behavior simulation where real time motion sensor data are used to infer the crowd density and crowd state for better simulation of crowd movement.
A major task of DDDS is data assimilation that assimilates sensor data collected from the real system into the simulation model. Typically, the real system's states, which change over time, cannot be directly observed and is unknown to the simulation model. This makes the simulation start from a state different from the state of the real system, leading to inaccurate simulation results. Thus there is a need to dynamically estimate the "current" state of the real system and then feed the estimated states to the simulation model. This is achieved through data assimilation that assimilates real time sensor data for inference of the "current" system state. Our previous work on DDDS for wildfire spread simulation used Sequential Monte Carlo Methods [3] , also called Particle Filters, for data assimilation and archived improved results. Data assimilation combines the observations (i.e., sensor data) of the current state of a system with the results from a prediction model (i.e., the simulation model) to produce an analysis. The results of data assimilation thus depend not only on the observation data, but also on the simulation model that "predicts" the evolution of system state. In DDDS where the simulation model runs in parallel with the real system, it is important for the simulation model to be engaged in the same behavior pattern as that of the real system so that it can simulate the evolution of system state in high accuracy.
It is observed that complex spatial-temporal systems often exhibit distinct behavior patterns in both space and time. Considering the traffic system as an example, "traffic congestion" refers to the 02002-p.2
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behavior pattern where vehicles move in extremely slow speed; while "no traffic congestion" refers to the behavior pattern where vehicles move freely. Similarly, in a smart office environment, "holding a meeting" refers to the behavior pattern where people stay in the conference room for the meeting; while "taking a break" refers to the behavior pattern where people moves out of the conference room and take a break. Note that each of these behavior patterns characterizes a certain way of how the system behaves and generates different "activity signatures" in the real time data collected from sensors. Recognizing the behaviour pattern of a system from sensor activities in real time can inform the simulation model for more accurate simulations of the system under study. Motivated by these observations, in this paper we focus on behavior pattern recognition from spatial-temporal sensor activities. We place this work within an activity-informed dynamic data driven simulation framework, and propose a method to utilize spatial-temporal sensor activities for informing dynamic data driven simulation.
A FRAMEWORK FOR ACTIVITY-INFORMED DDDS
The activity-informed DDDS framework adds a new layer of behavior pattern recognition from sensor activities on top of data assimilation and uses the recognized behavior pattern to inform the simulation model. Figure 2 shows this activity-informed DDDS framework. As can be seen, at the bottom layer is data assimilation into the simulation model. The data assimilation uses real time sensor data and the simulation model to infer the state of the system and/or to tune the model parameters in real time. We developed data assimilation based on the Sequential Monte Carlo Methods in previous work (see [1, 2] for more details). On top of data assimilation is the activity identification and behavior pattern recognition layer. In this paper, we propose to use Hidden Markov Model (HMM) [4] and extensions of HMM for the task of behavior pattern recognition from spatial-temporal sensor activities. HMM is defined as quintuple (S, E, P, A, B), where S = {S 1 …S N } are the values for the hidden states, E = {O 1 …O T } are the values for the observations, P is probability distribution of the initial state, A is the transition probability matrix and B is the emission probability matrix. HMM is used to recognize events/patterns in many different applications (see, e.g., [5, 6, 7] ). In our framework, HMM supports behavior pattern recognition from real time sensor data and outputs the recognized behavior patterns to the simulation model to inform the latter for better simulation. Figure 2 also shows that the HMM needs to be trained from historical data before it can be used in real time for behavior pattern recognition.
This framework separates the two layers that have different concerns: the simulation model captures the low-level dynamics of the system behavior; the HMM recognize the high level "behavior pattern" to inform the simulation model. In the reminder of this paper we focus on the behavior pattern recognition layer and use a smart office environment as the application context to show how to recognize behavior patterns form spatial-temporal sensor data using HMM.
A SMART OFFICE ENVIRONMENT
We consider a smart office environment and use DDDS to estimate the system state (e.g., density and locations of people in the environment) from sensor data to support emergency response planning for scenarios such as fire alarm and evacuation. The Department of Computer Science at Georgia State University has set up a smart office environment on the 14 th floor of the building that consists of 20 TelosW static wireless sensor nodes (Figure 3(a) ) deployed throughout the 30 meter × 30 meter floor workplace environment [8] . The data can be visualized in the form of a two dimensional matrix, where the columns are sensors and the rows are the time intervals. The time interval of row is 100ms and duration of 2 seconds is typically observed for detecting a person crossing under a sensor. Figure 3 (b) uses a heat map showing the sensor counts counting the activities on each sensor, based on data collected for a consecutive week from morning 8 am to evening 20 pm. The data for each node is counted which provides the activity occurring at that node. Brighter colors indicate higher counts. From the figure, clearly node M99 (Kitchen) and 91(Conference) have the highest count followed by node M92 (Printer room).
By looking at the data from the sensor network, we can identify regions with various densities of activities. For example a region where a meeting is going to take place will record a high number of activities for that duration. The hallways leading to that region of high activity will also record a high density corresponding for the entering and exit of the people. When the meeting is over, the people will leave the meeting room and may go to a cafe or their respective rooms. This behavior pattern will lead to reduced activity in the conference room and increased activity in the cafe and other office rooms. So we will have activities depending on time and space. Understanding this kind of spatial and temporal relationships we can develop a model to represent human behaviors in space and time, and then recognize the "current" behavior patterns from real time sensor data.
BEHAVIOR PATTERN RECOGNITION USING COUPLED HMM
Within the application context of smart office environment, this section uses a simple example to show how to recognize behavior pattern from spatial-temporal sensor data using Coupled HMM 02002-p. 4 (CHMM) [9] . We consider a simplified smart office environment that has a conference room and a cafeteria room connected by a hallway, as shown in Figure 4 . People attend the conference in the conference room and go to cafeteria during breaks. Suppose the three places have binary sensors that capture the motions of the people. We can say that during the breaks, there will be more counts in cafeteria and increased counts across the hallway during start and end of the break. At other times more counts will be in the conference room. Also at each location, the sensor activities will depend on various events like start of the conference, short breaks, change of speakers, end of conference and others. Since the activity consists of people moving across the rooms in various time intervals, we can assume that each room exhibits the Markov property in the temporal domain. We can create a single HMM for each room based on the observation of the sensor data. Observing each spatial location separately, a localized model can be achieved by creating a single HMM for each room separately. Figure 5 illustrates a HMM for the conference room. Figure 6 . A single path through a n-state HMM.
In Figure 5 , the circles represent the states. The shaded circles are the observed states and others are hidden one. The hidden states correspond to the activity of each location. Figure 6 shows a detail representation of a conventional HMM for a location with n states [9] . The straight line shows the transitional probability and represents the hidden states selected for each time step. For example the states of a conference room may be begin_conference, having_conference, short_break, end_conference, etc. Similarly the cafeteria may have states like empty, break_time, etc. These states will differ according to the time period and also will have relation with the neighboring locations. Using the HMM for each spatial location we can capture the temporal behavior pattern relationships within each locations. Incorporating the temporal information will enable the detection of behavior pattern with varying temporal transitions.
As discussed before, there is also dependency between different places. When a person moves from one place to another, the neighboring places of the source exhibit certain activity pattern. For example, in Figure 4 , during break when people go to cafeteria from conference room, they go through the hallway. Thus the flow of motion will show a certain pattern from the conference room to the hallway and then to the cafeteria. This means the sensor activity will have a strong correlation within the spatially neighboring regions. The sensor activity in a place will have relationships with the activities in close proximity regions. We can model this strong relationship between spatially neighboring regions to account for the activity relationship over space. In this paper, we choose to use coupled Hidden Markov Model [9] to capture this correlation behavior of the neighboring regions. The posterior of a state sequence through the coupled HMM of two locations a and b can be obtained by using equation by Brand [9] as follows : 
are the output probabilities of the states. From the observed data, we need to find a state sequence S which maximizes P(S|O). For each state we need to compute both the inner-chain transition and coupling probabilities and using in equation (1) outputs the best state sequence S which involves recognized activity state sequences S a for location a and S b for location b. We can expand equation (1) for more than two locations thus modeling the spatialtemporal relationship for activities in the environment.
Specifically, we follow the CHMM model used by [10] to carry out behavior pattern recognition. We develop a HMM for each of conference room, hallway and cafeteria, and establish couplings between the three HMMs. We consider our model as a special case of dynamic Bayesian networks and consider each stream of a HMM as a continuous mixture. For the learning process of CHMM, the parameters can be defined as follows :
02002-p.6 Figure 7 shows a coupled Hidden Markov Model (CHMM) that captures the relationship between the activity occurring in the conference room, hallway and cafeteria. In the figure, Sa, Sb and Sc represents the states of conference room, hallway and cafeteria respectively. The solid straight lines represent the transition probabilities for states corresponding to one location and the dashed lines represent the coupling probabilities affecting the states between different locations. Figure 8 shows the detailed model and displays a single path for two locations where location a has 3 states and location b has 4 states. The coupled HMM captures the spatial-temporal correlation between the neighboring locations. It can be trained to help to recognize the behavior patterns from sensor data. is the transition probability for c th location at time t for transition from state j, k and l state of other locations to state i .
The observation probability for Gaussian mixture components [10] is given by For finding the hidden states, we can use the Viterbi algorithm [10] for the CHMM as below:
• Initialization: Experiments of using this coupled HMM to recognize behaivor patterns for the conference room example are still undertaken and will be reported in future work.
Conclusions
Recognizing the behavior patterns of a system from sensor data in real time can inform a simulation model for more accurate simulations of the system under study. In this paper we propose an activityinformed dynamic data driven simulation framework and focus on behavior pattern recognition from sensor data that reflect the spatial-temporal activities of the system. We use coupled HMM to carry out behavior pattern recognition and apply it to a smart office environment example. Experimental results of this work will be reported in future work.
