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Abstract—This paper presents a Poisson multi-Bernoulli mix-
ture (PMBM) conjugate prior for multiple extended object filter-
ing. A Poisson point process is used to describe the existence of yet
undetected targets, while a multi-Bernoulli mixture describes the
distribution of the targets that have been detected. The prediction
and update equations are presented for the standard transition
density and measurement likelihood. Both the prediction and the
update preserve the PMBM form of the density, and in this sense
the PMBM density is a conjugate prior. However, the unknown
data associations lead to an intractably large number of terms
in the PMBM density, and approximations are necessary for
tractability. A gamma Gaussian inverse Wishart implementation
is presented, along with methods to handle the data association
problem. A simulation study shows that the extended target
PMBM filter performs well in comparison to the extended target δ-
GLMB and LMB filters. An experiment with Lidar data illustrates
the benefit of tracking both detected and undetected targets.
Index Terms—extended target tracking, random finite sets,
multi-target filtering, multi-target conjugate prior, Poisson point
process, multi-Bernoulli
I. INTRODUCTION
Multiple target tracking (MTT) is the processing of sets
of measurements obtained from multiple sources in order to
maintain estimates of the targets’ current states1. Solving the
MTT problem is complicated by the fact that—in addition to
noise, missed detections and clutter—the number of targets
is unknown and time-varying. Point target MTT is defined as
tracking targets that give rise to at most one measurement per
target at each time step, and extended target MTT is defined
as tracking targets that potentially give rise to more than one
measurement at each time step, where the set of measurements
are spatially distributed around the extended target.
The focus of this paper is on extended targets. A target may
give rise to more than one measurement if the resolution of the
sensor, the size of the target, and the distance between target
and sensor, are such that multiple resolution cells of the sensor
are occupied by a single target. Examples of such scenarios
include vehicle tracking using automotive radars, tracking of
ships with marine radar stations, and person tracking using
laser range sensors. An introduction to extended target tracking
and a comprehensive overview of the literature is given in [1].
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1In MTT, a multi-target tracker produces estimates of target trajectories
(state sequences), while a multi-target filter produces estimates of the current
set of targets. In this paper, we focus on filtering, whereas forming target
trajectories is outside the scope of the paper.
A common extended target measurement model is the
inhomogeneous Poisson Point Process (PPP), proposed in [2].
At each time step, a Poisson distributed random number of
measurements are generated, distributed around the target. For
tracking multiple extended targets, random finite sets (RFSs)
can be used to model the problem. RFSs and Finite Set Statis-
tics (FISST) [3], [4] is a theoretically elegant and appealing
approach to the MTT problem where targets and measurements
are modelled as random sets. The PPP extended target model
[2] has been integrated into several computationally feasible
RFS-based filters, e.g., [5]–[10].
In Bayesian statistics, the concepts of conjugacy and con-
jugate prior, first introduced by Raiffa and Schlaifer [11], are
important. Conjugacy in the context of MTT means that “if we
start with the proposed conjugate initial prior, then all subse-
quent predicted and posterior distributions have the same form
as the initial prior” [12, p. 3460]. MTT conjugate priors are of
great interest as they provide families of distributions that are
suitable to work with when we seek accurate approximations
to the posterior distributions.
Two different kinds of MTT conjugate priors can be found
in the literature: one based on labelled multi-Bernoulli RFSs,
called δ-Generalized Labelled Multi-Bernoulli (δ-GLMB) [12];
and another based on Poisson multi-Bernoulli RFSs, called
Poisson Multi-Bernoulli Mixture (PMBM) [13]. The PMBM
conjugate prior allows an elegant separation of the set of tar-
gets into two disjoint subsets: targets that have been detected,
and targets that are unknown, i.e., that have not yet been
detected. For the δ-GLMB multi-object density, conjugacy has
been shown for both point targets [12] and extended targets
[9]; for the PMBM multi-object density, conjugacy has only
been shown for point targets [13].
The relation between the two point target conjugate priors
are explored in [14], where it is shown that the PMBM density
has a more efficient structure than the δ-GLMB density, with
fewer hypotheses. A performance comparison of different
implementations of point target filters based on MTT conjugate
priors was presented in [15], and it showed that the filters
based on the PMBM conjugate prior in general compare well
to the filters based on the δ-GLMB conjugate prior, in terms of
tracking performance2 and computational cost. It is therefore
of interest to prove conjugacy for the PMBM multi-object
density also for the standard extended target likelihood [2], and
to implement a PMBM filter for extended targets and compare
its performance to the δ-GLMB filter for extended targets.
2Tracking performance is measured by the localisation error, number of
false targets, and number of missed targets, see, e.g., [16, Sec. 13.6].
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2In this paper, we derive a PMBM MTT conjugate prior
for the PPP measurement model [2] and the standard multi-
target motion model, see, e.g., [3, p. 314]. A preliminary
version of this work was presented in [17]. This paper is a
significant extension of that work, and contains the following
contributions:
1) In Section IV, we derive, for the PPP extended target
likelihood, the conjugate update for the PMBM density,
and we review the conjugate prediction for the PMBM
density, which was presented in [13].
2) In Section V, we analyse the complexity of the PMBM
filter, discuss how the data association problem can
be handled, and analyse the approximation error that
is incurred by approximating the data association. In
Section V-C, we propose a merging algorithm that can
be used to reduce the number of components in a multi
Bernoulli mixture.
3) In Section VI, we present a computationally feasible
implementation of the PMBM filter, based on gamma
Gaussian inverse Wishart (GGIW) single target models.
4) In Section VII, we present a simulation study, where
the GGIW-PMBM filter is compared to state-of-the-art
algorithms, and we present an experiment, in which the
benefits of modelling the targets that have not yet been
detected is highlighted.
Problem formulation and modelling are presented in Section II
and Section III, respectively. The paper is concluded in Sec-
tion VIII.
II. PROBLEM FORMULATION
The set of targets at time step k is denoted Xk, and is
modelled as a RFS, meaning that the target set cardinality
|Xk| is a time-varying discrete random variable, and each
target state is a random variable. The target state models
both kinematic properties (position, velocity, turn-rate, ori-
entation, etc) and target extent (shape and size). The set of
measurements at time step k is an RFS denoted Zk. There
are two types of measurements: clutter measurements and
target originated measurements, and the measurement origin is
assumed unknown. Further, Zk denotes all measurement sets
Zt from time t = 0 up to, and including, time t = k.
The multi-object posterior density at time k, given all
measurement sets up to and including time step k, is denoted
fk|k(Xk|Zk). The multitarget Bayes filter propagates in time
the multi-target set density fk−1|k−1(Xk−1|Zk−1) using the
Chapman-Kolmogorov prediction
fk|k−1(Xk|Zk−1) (1a)
=
∫
fk,k−1(Xk|Xk−1)fk−1|k−1(Xk−1|Zk−1)δXk−1,
and then updates the density using the Bayes update
fk|k(Xk|Zk) =
fk(Zk|Xk)fk|k−1(Xk|Zk−1)∫
fk(Zk|Xk)fk|k−1(Xk|Zk−1)δXk
, (1b)
where fk+1,k(Xk+1|Xk) is the multi-object transition density,
fk(Zk|Xk) is the multitarget measurement set density, and
the integrals are set-integrals, defined in [3, Sec. 11.3.3]. In
TABLE I
NOTATION
• Minor non-bold letters, e.g., α, β, γ, denote scalars, minor bold letters,
e.g., x, z, ξ, denote vectors, capital non-bold letters, e.g., X,H,F
denote matrices, and capital bold letters, e.g., X,Z,C, denote sets.
• |V |: determinant of matrix V .
• |X|: cardinality of set X, i.e., number of elements in set X.
• Im: identity matrix of size m×m.
• 〈a; b〉 = ∫ a(x)b(x)dx: inner product of a(x) and b(x)
• hX =
∏
x∈X h(x), where h
∅ = 1 by definition.
•
∑
unionmultii∈IXi=X: a sum over all (possibly empty) subsets X
i, i ∈ I, that
are mutually disjoint, and whose union is X, see [3, Sec. 11.5.3].
•
(a
b
)
= a!
b!(a−b)! : Binomial coefficient
•
{a
b
}
= 1
b!
∑b
k=0(−1)b−k
(b
k
)
ka: Stirling number of the second kind
• B(n): Bell number of n:th order
this paper, we model the measurement set density fk(Zk|Xk)
using the standard PPP extended target measurement model [2]
and a standard PPP clutter model. The multi-object transition
density fk+1,k(Xk+1|Xk) is modeled by a standard multi-
object Markov density with PPP birth.
Among RFS based filters, there are two main filter types
that implement the Bayes recursion (1) for the multi-object
density. The first is based on moment approximations, e.g.,
the PHD filter and the CPHD filter. The second is based on
parameterised density representations, e.g., the GLMB filter and
the PMBM filter.
The main objectives of this paper are: 1) to show that the
PMBM representation of fk|k(Xk|Zk) is an MTT conjugate
prior for the standard extended target tracking models by
deriving the corresponding prediction and update, 2) to show
how this PMBM filter can be implemented in a computationally
tractable way, and 3) to evaluate the performance of the
implementation and compare to state-of-the-art algorithms.
III. MODELING
An introduction to RFSs is given in, e.g., [3], and an
introduction to extended object modelling is given in, e.g.,
[1]. This section first presents a review of random set theory;
specifically the PPP and the Bernoulli process. The standard
extended target measurement and motion models are then
presented. Notation is given in Table I.
A. Review of random set modeling
1) Poisson point process: A PPP is a type of RFS whose
cardinality is Poisson distributed, and all elements (e.g., target
states) are independent and identically distributed (iid). A PPP
can be parameterised by an intensity function D(x), defined
on single target state space. The intensity function can be
broken down into two parts D(x) = µf(x): the scalar Poisson
rate µ > 0 and the spatial distribution f(x). One important
property of the intensity is that
∫
x∈S D(x)dx is the expected
number of set members in S. This can be interpreted to mean
that in parts of the state space with high/low intensity D(x),
there is a high/low chance that set members are located. The
PPP density is
f(X) = e−〈D;1〉
∏
x∈X
D(x) = e−µ
∏
x∈X
µf(x). (2)
3In this work, PPPs are used to model clutter measurements,
extended target measurements, target birth, and undetected
targets.
2) Bernoulli process: A Bernoulli RFS X is a type of RFS
that is empty with probability 1 − r or, with probability r,
contains a single element with pdf f(x). The cardinality is
therefore Bernoulli distributed with parameter r ∈ [0, 1]. The
Bernoulli density is
f(X) =
 1− r X = ∅rf(x) X = {x}
0 |X| ≥ 2
(3)
In MTT, a Bernoulli RFS is a natural representation of a single
target, as it captures both the uncertainty regarding the target’s
existence (via the parameter r), as well as the uncertainty
regarding the target’s state x (via the density f(x)).
For an index set I, a multi Bernoulli (MB) RFS X is the
union of a fixed number of independent Bernoulli RFSs Xi,
i ∈ I, where Xi ∩Xj = ∅ for all i, j ∈ I, and ∪i∈IXi = X.
The MB density for a set X can be expressed as
f(X) =
{ ∑
unionmultii∈IXi=X
∏
i∈I f
i(Xi) if |X| ≤ |I|,
0 if |X| > |I|. (4)
where the notation unionmulti is defined in Table I. The MB distribution
is defined entirely by the parameters {ri, f i}i∈I of the involved
Bernoulli RFSs.
Lastly, an MB mixture (MBM) density is an RFS density that
is a normalized, weighted sum of MB densities. In MTT the
weights typically correspond to the probability of different data
association sequences. An MBM is defined entirely by the set
of parameters {(Wj , {rj,i, f j,i}i∈Ij )}j∈J, where J is an index
set for the MBs in the MBM (also called components of the
MBM), Ij is an index set for the Bernoullis in the jth MB, and
Wj is the probability of the jth MB.
B. Standard extended target measurement model
The set of measurements Zk is the union of a set of clutter
measurements and a set of target generated measurements; the
sets are assumed independent. The clutter is modelled as a PPP
with intensity κ(z) = λc(z). An extended target with state x is
detected with state dependent probability of detection pD(x),
and, if it is detected, the target measurements are modelled as
a PPP with intensity γ(x)φ(z|x), where both the Poisson rate
γ(x) and the spatial distribution φ(z|x) are state dependent. A
PPP with a probability of detection is sometimes called zero-
inflated PPP.
For a non-empty set of measurements (|Z| > 0), the
conditional extended target measurement set likelihood is the
product of the probability of detection and the PPP density,
`Z(x) =pD(x)p(Z|x) = pD(x)e−γ(x)
∏
z∈Z
γ(x)φ(z|x). (5)
The effective probability of detection for an extended target
with state x is pD(x)(1 − e−γ(x)), where 1 − e−γ(x) is
the Poisson probability of generating at least one detection.
Accordingly, the effective probability of missed detection, i.e.,
the probability that the target is not detected, is
qD(x) = 1− pD(x) + pD(x)e−γ(x). (6)
Note that qD(x) is the conditional likelihood for an empty set
of measurements, i.e., `∅(x) = qD(x) (cf. (5)).
Because of the unknown measurement origin3, it is neces-
sary to discuss data association. Let the measurements in the
set Z be indexed by m ∈M,
Z = {zm}m∈M (7)
and let Aj be the space of all data associations A for the jth
predicted global hypothesis, i.e., the jth predicted MB. A data
association A ∈ Aj is an assignment of each measurement
in Z to a source, either to the background (clutter or new
target) or to one of the existing targets indexed by Ij . Note
that M ∩ Ij = ∅ for all j.
The space of all data associations for the jth hypothesis is
Aj = P(M∪ Ij), i.e., a data association A ∈ Aj is a partition
of M∪Ij into non-empty disjoint subsets C ∈ A, called index
cells4. Due to the standard MTT assumption that the targets
generate measurements independent of each other, an index
cell contains at most one target index, i.e., |C ∩ Ij | ≤ 1 for all
C ∈ A. Any association in which there is at least one cell, with
at least two target indices, will have zero likelihood because
this violates the independence assumption. If the index cell C
contains a target index, then let iC denote the corresponding
target index. Further, let CC denote the measurement cell that
corresponds to the index cell C, i.e., the set of measurements
CC =
⋃
m∈C∩M
zm. (8)
C. Standard dynamic model
The existing targets—both the detected and the
undetected—survive from time step k to time step k+ 1 with
state dependent probability of survival pS(xk). The target
states evolve independently according to a Markov process
with transition density fk+1,k(xk+1|xk). New targets appear
independently of the targets that already exist. The target
birth is assumed to be a PPP with intensity Dbk+1(x). In this
work, target spawning is omitted; for work on spawning in
an extended target context see [18].
IV. POISSON MULTI-BERNOULLI MIXTURE FILTER
In this section, the PMBM conjugate prior for the standard
extended object measurement and motion models are pre-
sented. Throughout the section time indexing is omitted for
the sake of brevity.
3An inherent property of MTT is that it is unknown which measurements
are from targets and which are clutter, and among the target generated
measurements it is unknown which target generated which measurement.
Hence, the update must handle this uncertainty.
4For example, let M = (m1,m2,m3) and I = (i1, i2), i.e., three
measurements and two targets. One valid partition of M ∩ I, i.e., one of
the possible associations, is {m1,m2, i1}, {m3}, {i2}. The meaning of this
is that measurements m1,m2 are associated to target i1, target i2 is not
detected, and measurement m3 is not associated to any previously detected
target, i.e., measurement m3 is either clutter or from a new target.
4A. PMBM density
The PMBM model is a combination of a PPP and a MBM,
where the PPP describes the distribution of the targets that are
thus far undetected, and the MBM describes the distribution of
the targets that have been detected at least once. Thus, the set
of targets X can be divided into two disjoint subsets,
Xu, Xd : Xu ∪Xd = X, Xu ∩Xd = ∅, (9)
corresponding to unknown targets Xu, and detected targets
Xd. The PMBM set density can be expressed as
f(X) =
∑
XuunionmultiXd=X
fu(Xu)
∑
j∈J
Wjf j(Xd), (10a)
fu(Xu) = e−〈D
u;1〉 ∏
x∈Xu
Du(x), (10b)
f j(Xd) =
∑
unionmultii∈IjXi=Xd
∏
i∈Ij
f j,i
(
Xi
)
, (10c)
where f j,i (·) are Bernoulli set densities, defined in (3). There
are |J| components in the MB mixture, the jth component
has |Ij | Bernoulli components, and the probability of the jth
MB component is Wj . In target tracking each of the MB
components in the mixture corresponds to a unique global
hypothesis for the detected targets, i.e., a particular history of
data associations for all detected targets.
The PMBM density is defined entirely by the parameters
Du, {(Wj , {(rj,i, f j,i)}i∈Ij )}j∈J. (11)
Since the PMBM density is a MTT conjugate prior, performing
prediction and update means that we compute the new PMBM
density parameters.
B. PMBM filter recursion
The PMBM filter consist of a prediction and an update step.
The PMBM conjugate prediction is presented in Theorem 1.
Theorem 1: Given a posterior PMBM density with parame-
ters
Du, {(Wj , {(rj,i, f j,i)}i∈Ij )}j∈J , (12)
and the standard dynamic model (Section III-C), the predicted
density is a PMBM density with parameters
Du+, {(Wj+, {(rj,i+ , f j,i+ )}i∈Ij )}j∈J, (13)
where
Du+(x) = D
b(x) + 〈Du; pSfk+1,k〉 , (14a)
rj,i+ =
〈
f j,i; pS
〉
rj,i, (14b)
f j,i+ (x) =
〈
f j,i; pSfk+1,k
〉
〈f j,i; pS〉 , (14c)
and Wj+ =Wj . 
The proof of the theorem is omitted for brevity, details
can be found in, e.g., [13]. The PMBM conjugate update is
presented in Theorem 2.
Theorem 2: Given a prior PMBM density with parameters
Du+, {(Wj+, {(rj,i+ , f j,i+ )}i∈Ij+)}j∈J+ , (15)
a set of measurements Z, and the standard measurement model
(Section III-B), the updated density is a PMBM density
f(X|Z) =
∑
XuunionmultiXd=X
fu(Xu)
∑
j∈J+
∑
A∈Aj
WjAf jA(Xd), (16a)
fu(Xu) = e−〈D
u;1〉 ∏
x∈Xu
Du(x), (16b)
f jA(X
d) =
∑
unionmultiC∈AXC=X
∏
C∈A
f jC(X
C), (16c)
where the weights are
WjA =
Wj+
∏
C∈A LC∑
j′∈J
∑
A′∈Aj′ Wj
′
+
∏
C′∈A′ LC′
, (17a)
LC =

κCC +
〈
Du+; `CC
〉
if C ∩ Ij = ∅, |CC | = 1,〈
Du+; `CC
〉
if C ∩ Ij = ∅, |CC | > 1,
1− rj,iC+ + rj,iC+
〈
f
j,iC
+ ; qD
〉
if C ∩ Ij 6= ∅,CC = ∅,
r
j,iC
+
〈
f
j,iC
+ ; `CC
〉
if C ∩ Ij 6= ∅,CC 6= ∅,
(17b)
the densities f jC(X) are Bernoulli densities with parameters
rjC =

〈Du+;`CC 〉
κCC+〈Du+;`CC 〉 if C ∩ I
j = ∅, |CC | = 1,
1 if C ∩ Ij = ∅, |CC | > 1,
r
j,iC
+
〈
f
j,iC
+ ;qD
〉
1−rj,iC+ +r
j,iC
+
〈
f
j,iC
+ ;qD
〉 if C ∩ Ij 6= ∅,CC = ∅,
1 if C ∩ Ij 6= ∅,CC 6= ∅,
(17c)
f jC(x) =

`CC (x)D
u
+(x)
〈Du+;`CC 〉 if C ∩ I
j = ∅,
qD(x)f
j,iC
+ (x)〈
f
j,iC
+ ;qD
〉 if C ∩ Ij 6= ∅,CC = ∅,
`CC (x)f
j,iC
+ (x)〈
f
j,iC
+ ;`CC
〉 if C ∩ Ij 6= ∅,CC 6= ∅,
(17d)
and the updated PPP intensity is Du(x) = qD(x)Du+(x). 
The proof of the theorem can be found in Appendix A.
By comparing (16) with the PMBM density (10), we can
immediately identify that we have a PMBM density. The
number of components in the MBM increases, and contains
one MB for every pair of predicted MB, j ∈ J+, and possible
association, A ∈ Aj .
V. COMPLEXITY, DATA ASSOCIATION APPROXIMATION,
AND APPROXIMATION ERROR
Due to the unknown number of data associations, the num-
ber of components in the MBM grows rapidly as more data is
observed, and it follows that the number of PMBM parameters
increases. In this section we first discuss the complexity of
the PMBM filter. We then discuss methods that can be used to
keep the number of MBM components at a tractable level, and
lastly we discuss the approximation error that this reduction
incurs.
A. Complexity
Each MB component in the MBM corresponds to a unique
global hypothesis, where a global hypothesis was defined in
Section IV-A as a particular history of data associations
5for all detected targets. The PMBM prediction preserves the
number of MBs and the number of Bernoullis (see Theorem 1),
however, due to the unknown data association, the update
increases both these numbers.
In this section, we first give expressions for the number
of possible data associations for a predicted MB, i.e., an
expression for the cardinality of the set of data associations
Aj . Next, we present expressions for the number of MB com-
ponents in the updated PMBM density, and for the number of
unique Bernoulli components in the PMBM. Both the number
of updated MBs and the number of unique updated Bernoullis
contribute to the computational complexity: in theory, we
should compute the probability of each of these MBs, and
perform prediction and update operations for every unique
Bernoulli. Lastly, we discuss the complexity of the PMBM filter
relative that of the δ-GLMB filter.
1) Number of data associations: Consider the jth predicted
MB with Bernoullis indexed by Ij , and a set of detections Z.
The number of possible ways in which the |Z| detections can
be associated to either the |Ij | previously detected objects, or
to the background (undetected object or false alarm), i.e., the
size of the association space Aj , is [19, Sec. 5]
NA
j
(|Z|, |Ij |) =
|Z|∑
C=1
{|Z|
C
}min(C,|Ij |)∑
T=0
(
C
T
) |Ij |!
(|Ij | − T )! ,
(18a)
where
{·
·
}
and
(·
·
)
are defined in Table I. The complexity of
the update is between exponential O(2|Z|+|Ij |) and factorial
O((|Z|+|Ij |)!). For a predicted PMBM, indexed by J, it follows
that the total number of possible associations is
NA =
∑
j∈J
NA
j
(|Z|, |Ij |). (18b)
2) Number of components in MBM: Using (18), we can
recursively analyze how the number of global hypotheses
changes with time. However, under certain conditions, it is
possible to directly obtain an expression for the number of
global hypotheses (MBs in the PMBM) at time k.
Let the probabilities of detection and survival be non-zero,
pD(x) ∈ (0, 1] and pS(x) ∈ (0, 1], respectively. Let the birth
intensity Db(x) > 0 and/or the initial undetected intensity
Du(x) > 0. This corresponds to the following: targets can
be detected; an existing target may remain in the surveillance
area; new targets may be born; and there may be undetected
targets in the surveillance area at initialisation. In summary,
this means that at any time step k, there may be targets in
the surveillance area, that may cause detections. Lastly, let
the PMBM filter be initialised at time k = 0 with J0 = {j1},
Wj10 = 1, and Ij10 = ∅, i.e., an empty MBM. This corresponds
to zero previously detected targets at initialisation.
Given a measurement set Z1 at time k = 1, the number of
MB components in the updated PMBM density is given by the
number of associations,
|J1|1| = NA
j1
(|Z1|, 0) =
|Z1|∑
C=1
{|Z1|
C
}
= B(|Z1|), (19)
where the last equality is a standard relation between the
Stiriling numbers and the Bell numbers, see, e.g., [20]. In other
words, the number of MBs is given by the Bell number of order
|Z1|. It can be shown that the number of MBM components,
given measurement sets up to and including time step k and an
empty initial MBM, is given by the Bell number whose order
n is the sum of the measurement set cardinalities,
|Jk|k| = |Jk+1|k| = B
(
k∑
t=1
|Zt|
)
= B
(∣∣Zk∣∣) . (20)
Importantly, this is the same as the number of ways that
we can partition Zk = ∪kt=1Zt [21]. The sequence of Bell
numbers B(n) is log-convex5, and B(n) grows very rapidly.
For example, for two measurements sets Z1 and Z2, both with
two measurements, there are B(2 + 2) = 15 hypotheses. A
small increase in the number of detections per time step to four
(twice the amount), results in an MBM with B(4 + 4) = 4140
hypotheses.
Each MB corresponds to a unique global hypothesis. How-
ever, two (or more) MBs may contain identical Bernoulli
components, i.e., the histories of data associations may be
identical for a pair of Bernoullis in the two MBs. The number
of unique Bernoullis at time step k is the number of possible
subsets of Zk:
NBk = 2
|Zk|. (21)
This describes the number of Bernoulli predictions, cf. (14b)
and (14c), and Bernoulli updates, cf. (17c) and (17d), that are
required in the (exact) PMBM filter.
3) Discussion: Here we discuss the complexity of the
PMBM filter in relation to that of the δ-GLMB filter. First, note
that the global hypotheses may contain Bernoulli components
with uncertain existence, i.e., r < 1. From each global
hypothesis with uncertain target existences, global hypotheses
with certain target existence can easily be found. A single
Bernoulli with probability of existence r < 1 and state density
f(x) can be expanded into a Bernoulli mixture density fce(·)
that has two hypotheses,
fce(X) = (1− r)f1(X) + rf2(X), (22)
where f1(X) and f2(X) are Bernoulli densities with prob-
abilities of existence r1 = 0 and r2 = 1, respectively, and
state densities f1(x) = f2(x) = f(x). Generalizing this, an
MB process with s components with uncertain existence (i.e.,
r < 1) can be represented by a mixture of 2s MB processes
with certain existences (i.e., each Bernoulli in the MB has
either r = 0 or r = 1). In [14, Sec. 4.A], such an MBM
density representation with certain target existence is denoted
MBM01.
A δ-GLMB density and a uniquely labelled MBM01 density
can represent the same labelled multi-target densities with the
same number of global hypotheses, in which target existence
5The sequence of Bell numbers is logarithmically convex, i.e., B(n)2 ≤
B(n − 1)B(n + 1) for n ≥ 1 [22]. If the Bell numbers are divided by
the factorials, B(n)
n!
, the sequence is logarithmically concave,
(
B(n)
n!
)2 ≥
B(n−1)
(n−1)!
B(n+1)
(n+1)!
, for n ≥ 1 [23].
6is certain [14, Prop. 7]. An MBM01 has a significantly higher
number of hypotheses, compared to the corresponding MBM
[14, Sec. 4]; having fewer global hypotheses is advantageous
because it translates to a lower computational cost. In the
update, the more global hypotheses there are, the more data
association weights (17a) have to be computed. Regarding the
prediction, the PMBM prediction can be implemented without
approximation; the prediction of the δ-GLMB density, which
has certain target existence, results in an increase of the
number of global hypotheses, and thus requires approximation
using the k-shortest paths algorithm, see [9] and the discussion
in [14, Sec. 4].
For point targets, simulation studies have shown that a
better trade-off between tracking performance and computa-
tional cost is obtained when global hypotheses with uncertain
existence are used [15]. The same conclusion can be drawn for
extended targets based on the results of the simulation study
presented in Section VII.
B. Approximations of the data association problem
To achieve computational tractability, it is necessary to
reduce the number of PMBM parameters. Here we will briefly
describe the strategy for doing this that was used to obtain
the results presented in Section VII. First, the number of data
associations is reduced using gating, clustering, and ranking
of the association events. Second, after an updated PMBM has
been computed, we reduce the number of parameters using
pruning, merging, and recycling.
1) Reducing the number of associations: First, gating,
described in, e.g., [24, Sec. 2.2.2.2], is performed; naturally the
extended target gates take into account both the position and
the extent of the target, as well as state uncertainties. Given
the gating, the targets and the measurements are separated
into approximately independent sub-groups, using a method
similar to the one proposed in [25, Sec. 3]. After the grouping,
we use the methods proposed in [7], [8] to compute sev-
eral different partitionings of the measurements. Lastly, for
each partitioning we compute the M best assignments using
Murty’s algorithm [26]. This three step procedure—gating,
partitioning, assignment—results in a subset of associations
Aˆ ⊆ A, and typically reduces the number of associations in
the update by several orders of magnitude. Similar approaches
to reducing the number of data associations have been used
previously in several extended target tracking filters, see [6]–
[9]. As an alternative to using partitioning and assignment to
find a subset of associations, random sampling methods can
be used; this is explored in [19], [21], [27].
2) Reducing the number of parameters: After the PMBM
update, MBM components whose updated weight fall below
a threshold are pruned from the MBM. For the remaining
MBM components, we apply the recycling method suggested in
[28], [29]. All Bernoullis with probability of existence below
a threshold τrec are removed from the MBM, approximated
as a PPP with intensity rf(x), and this intensity is added
to the updated undetected PPP density. If the PPP intensity
is represented by a distribution mixture, which is the typical
case, then similar mixture components can be merged, e.g.,
by minimising the KL-div, and mixture components with low
weights can be pruned from the PPP intensity. Lastly, we apply
the merging algorithm outlined in Section V-C to the MBM.
C. Multi-Bernoulli mixture merging
In [30] an approximate Poisson Multi-Bernoulli filter for
point target tracking is proposed, where the PMBM density
that results after the update is approximated as a PMB density
by using variational approximation to minimise the Kullback-
Leibler divergence (KL-div) between the true PMBM density
and the approximate PMB density. Empirically, we have found
that in extended object filtering it is generally not advisable to
merge the whole PMBM density to a single PMB density. The
main reason is the extent: merging two densities with signifi-
cantly different extent estimates will result in an approximate
density in which the extent estimates are distorted. However,
in extended target tracking, similar components in the PMBM
density can be merged, in order to reduce the computational
cost of the PMBM filter.
Consider an MBM density with MB components indexed
by the index set J. The KL-div between two multi-Bernoulli
densities j1 ∈ J and j2 ∈ J, with equal number of Bernoulli
components |Ij1 | = |Ij2 |, is upper bounded [30]
D
(
f j1 ||f j2) (23)
≤
∑
pi∈Π
q(pi)
∏
i∈Ij1
∫
f j1,i(Xi) log
(
q(pi)
f j1,i(Xi)
f j2,pi(i)(Xi)
)
δXi
where Π is the set of all ways to assign the Bernoulli com-
ponents indexed by Ij1 to the Bernoulli components indexed
by Ij2 , and q(pi) ∈ [0, 1] are weights for the assignments pi,∑
pi∈Π q(pi) = 1; for additional details, see [30].
For two MB densities, we compute the pairwise KL-div
between the Bernoulli densities, and compute an assignment
pˆi that gives the minimal sum of KL-div. Setting q(pˆi) = 1 we
get
D
(
f j1 ||f j2) (24)
≤
∏
i∈Ij1
∫
f j1,i(Xi) log
(
f j1,i(Xi)
f j2,pˆi(i)(Xi)
)
δXi
= DUB
(
f j1 ||f j2) (25)
where the subscript UB denotes the upper bound. In this
work, we use MBM merging and merge MB densities for which
DUB
(
f j1 ||f j2) is smaller than a threshold.
D. Approximation error
The PMBM density (10) can be rewritten as a mixture of
Poisson Multi-Bernoulli densities,
f(X) =
∑
j∈J
Wj
∑
XuunionmultiXd=X
fu(Xu)f j(Xd), (26)
where the Poisson density fu(Xu) is equal for all components.
Using gating, partitioning, and assignment, we seek to prune
low weight components from the mixture density, such that
only components with significant weights remain. Trivially,
7pruning updated MBM components with low weights would
achieve precisely this. Let
fJ(X) =
∑
j∈J
Wjf j(X), fH(X) =
∑
j∈H
Wjf j(X), (27)
be two unnormalized PMBM densities with non-negative
weights (i.e., the weights do not necessarily sum to one). If
H ⊆ J, then [31, Prop. 5] shows that the L1-error incurred
when approximating fJ(X) with fH(X) satisfies
‖fJ − fH‖1 =
∑
j∈J\H
Wj , (28a)∥∥∥∥ fJ‖fJ‖1 − fH‖fH‖1
∥∥∥∥
1
≤ 2‖fJ‖1 − ‖fH‖1‖fJ‖1 . (28b)
This result supports the intuitive idea that keeping components
with large weights, and discarding components with minimal
weights, will yield a small L1-error. Further, this shows us that
it is possible to achieve an arbitrarily accurate approximation
by keeping more components, which in turn shows us that
conjugate priors based on MB densities may be useful even
though the theoretical growth of the number of components
is hyperexponential. After pruning PMBM components, the
approximate density is normalised. Assuming that fJ is nor-
malised and its approximation fH is not, (28b) shows that the
L1-error for the normalized approximation is less than two
times the sum of the truncated weights. Further analysis of
the approximation error is presented in [19].
In [13] it is shown that the minimum Kullback-Liebler
divergence PPP approximation of a Bernoulli density is a
PPP whose intensity is equal to the product of the Bernoulli
existence probability and state density. In other words, the
recycling in Section V-B2 minimises the KL-div. Setting the
recycling threshold τrec = 0.1 is suggested in [28], [29], where
it is shown to give small KL-div errors. Similarly, by choosing
a low threshold in the MB merging algorithm, we guarantee
that the resulting approximation error has low error. Lastly,
using a reasoning similar to (28), it can be shown that pruning
the PPP intensity by removing low weight components, and
merging similar components by minimising the KL-div, incurs
a small error.
VI. GGIW IMPLEMENTATION
In this section, an implementation of the PMBM filter is
presented. There are several single extended target models
available in the literature, see [1] for an overview. Here we
have chosen the random matrix model [32], [33], in which
the target shape is approximated by an ellipse. The random
matrix model is relatively simple to use, yet flexible enough
to be applicable to data from radar [34], [35], lidar [8], [19],
[27], [36], and camera [37]. With the random matrix model,
it is possible to handle noisy non-linear measurement models,
e.g., noisy polar measurements [38]–[41]; in these cases the
data is pre-processed with a polar-to-Cartesian transformation.
Furthermore, the random matrix model has been used in
many other multiple extended target tracking filters, making
comparison easy. A comprehensive discussion of the random
matrix model is given in [1, Sec. 3]
A. Single target models
In the random matrix model, the extended target state xk
is the combination of the scalar γk, the vector ξk and the
matrix Xk. The random vector ξk ∈ Rnx is the kinematic state,
which describes the target’s position and its motion parameters
(e.g., velocity, acceleration and turn-rate). The random matrix
Xk ∈ Sd++ is the extent state and describes the target’s size
and shape, and d is the dimension of the extent (typically
d = 2 or d = 3). Lastly, the random variable γk > 0 is the
measurement model Poisson rate.
The measurement likelihood for a single measurement z, cf.
(5), is
φ(zk|xk) = N (zk ; Hkξk, Xk) , (29)
where Hk is a known measurement model. The single-target
conjugate prior for the PPP model (5) with single measurement
likelihood (29) is a GGIW distribution [33], [42],
fk|k (x) =G
(
γk ; αk|k, βk|k
)N (ξk ; mk|k, Pk|k)
× IWd
(
Xk ; vk|k, Vk|k
)
, (30)
=GGIW (xk ; ζk|k) , (31)
where ζk|k =
{
αk|k, βk|k,mk|k, Pk|k, vk|k, Vk|k
}
is the set
of GGIW density parameters. The gamma distribution is
the conjugate prior for the unknown Poisson rate, and the
Gaussian-inverse Wishart distributions are the conjugate priors
for Gaussian distributed detections with unknown mean and
covariance.
For a GGIW distribution with prior parameters ζk|k−1, that
is updated with a set of detections W under the linear
Gaussian model (29), the updated parameters ζk|k, and the
corresponding predicted likelihood, are given in Table II. For
further discussions about the measurement update within the
random matrix extended target model see, e.g., [32], [33], [43].
The motion models are
ξk+1 = g (ξk) +wk, (32a)
Xk+1 = M(ξk)XkM(ξk)
T, (32b)
γk+1 = γk. (32c)
where g(·) is a kinematic motion model, wk is Gaussian pro-
cess noise with zero mean and covariance Q, and M(ξk) is a
transformation matrix. For these motion models, the predicted
parameters ζk+1|k for a GGIW distribution with posterior
parameters ζk|k are given in Table III. For longer discussions
about prediction within the random matrix extended target
model, see, e.g., [32], [33], [44].
B. Pseudo code for the update and the prediction
The GGIW-PMBM filter propagates in time the GGIW-PMBM
density parameters, using a recursion that consists of an update
and a prediction. The assumptions are listed in Table IV.
The assumptions about the probabilities of detection and
survival hold trivially if pD(·) and pS(·) are constants, and
the assumptions are expected to hold when pD(·) and pS(·)
are sufficiently smooth functions within the uncertainty area
of the estimate. Note that the assumptions of GGIW mixture
intensities for the birth PPP and the initial undetected PPP result
8TABLE II
GGIW UPDATE
Input: GGIW parameter ζ+, set of detections W, measurement model H .
Output: Updated GGIW parameter ζ and predicted likelihood `:
ζ =

α = α+ + |W|,
β = β+ + 1,
m = m+ +Kε,
P = P+ −KHP+,
v = v+ + |W|,
V = V+ +N + Z
where
z¯ = 1|W|
∑
zi∈W z
i,
Z =
∑
zi∈W
(
zi − z¯) (zi − z¯)T
Xˆ = V+ (v+ − 2d− 2)−1 ,
ε = z¯−Hm+,
S = HP+HT +
Xˆ
|W| ,
K = P+HT (S)
−1 ,
N = Xˆ1/2S−1/2εεTS−T/2XˆT/2
Predicted likelihood, where Γ(·) is the Gamma function, and Γd(·) is the
multivariate Gamma function,
` =
(
pi|W||W|
)− d
2
|V+|
v+−d−1
2 Γd
(
v−d−1
2
) ∣∣∣Xˆ∣∣∣ 12 Γ (α) (β+)α+
|V | v−d−12 Γd
(
v+−d−1
2
)
|S| 12 Γ (α+) (β)α
TABLE III
GGIW PREDICTION
Input: GGIW parameter ζ, motion model g(·), process noise covariance
Q, transformation matrix M(·), sampling time Ts, maneuvering correlation
constant τ , measurement rate parameter η.
Output: Predicted GGIW parameter ζ+, where G = ∇ξg(ξ)
∣∣
ξ=m
,
ζ+ =

α+ =
α
η
,
β+ =
β
η
,
m+ = g (m) ,
P+ = GPGT +Q,
v+ = 2d+ 2 + e−Ts/τ (v − 2d− 2) ,
V+ = e−Ts/τM (m)VM (m)T
TABLE IV
ASSUMPTIONS
• GGIW birth PPP intensity with known parameters,
Dbk+1(x) =
∑Nbk+1
n=1 w
b,n
k+1GGIW
(
xk+1 ; ζ
b,n
k+1
)
. t (33)
• GGIW initial undetected PPP intensity with known parameters,
Du0 (x) =
Nu0∑
n=1
wu,n0 GGIW
(
x0 ; ζ
u,n
0
)
. (34)
• Empty initial MBM: J0 = {j1}, Wj10 = 1, and Ij10 = ∅.
• Probabilitites of detection and survival can be approximated as
pD(x)f (x) ≈pD(xˆ)f (x), pS(x)f (x) ≈pS(xˆ)f (x). (35)
where xˆ = E[x] =
∫
xf (x)dx.
• Clutter Poisson rate λ is known and the spatial distribution is uniform,
c(z) = A−1, where A is the volume of the surveillance region.
TABLE V
GGIW PMBM PREDICTION
Input: Du, {(Wj , {(rj,i, fj,i)}i∈Ij )}j∈J .
Output: Du+, {(Wj+, {(rj,i+ , fj,i+ )}i∈Ij )}j∈J
Du+(x) =
Nb∑
n=1
wb,nGGIW
(
x ; ζb,n
)
+
Nu∑
n=1
wu,npS (xˆ
u,n)GGIW
(
x ; ζu,n+
)
rj,i+ =pS
(
xˆj,i
)
rj,i
fj,i+ (x) =GGIW
(
x ; ζj,i+
)
and Wj+ =Wj , where ζu,n+ and ζj,i+ are computed as in Table III.
TABLE VI
GGIW-PMBM UPDATE
Input: Predicted parameters Du+, {(Wj+, {(rj,i+ , fj,i+ )}i∈Ij+ )}j∈J+ , mea-
surement set Z
Output: Updated parameters Du, {(Wj , {(rj,i, fj,i)}i∈Ij )}j∈J.
Compute Du as in Table VII
Initialise: J← ∅, j ← 0
for j+ ∈ J+ do
Compute subset of associations Aˆj+
for A ∈ Aˆj+ do
Increment: j ← j + 1, J← J ∪ j
Initialise: Ij ← ∅, i← 0, D← ∅, Lj+A ← 1
for C ∈ A do
Increment: i← i+ 1, Ij ← Ij ∪ i
if C ∩ Ij+ = ∅ then
From rj+,iC , fj+,iC , compute r, f,L as in Table VIII
else
From rj+,iC , fj+,iC , compute r, f,L as in Table IX
D← D ∪ iC
end if
rj,i ← r, fj,i ← f , Lj+A ← L
j+
A × L
end for
for i+ ∈ (Ij+\D) do
Increment: i← i+ 1, Ij ← Ij ∪ i
From rj+,iC , fj+,iC , compute r, f,L as in Table X
rj,i ← r, fj,i ← f , Lj+A ← L
j+
A × L
end for
Wj ← Lj+A
end for
end for
Wj ← Wj∑
j′∈JWj
′
in all single target densities in the PMBM filter being GGIW
densities, due to the conjugacy property.
The predicted GGIW-PMBM parameters are presented in
Table V. The updated density for the undetected PPP has
N bk+1 +N
u
k|k GGIW components after the prediction, whereas
the number of MBM parameters remains the same as before
the prediction. The pseudo-code for the PMBM update, under
assumed GGIW models, is given in Table VI. This builds upon
the PPP intensity updates for missed detection and detection,
see Tables VII and VIII, respectively, and the Bernoulli
updates for detection and missed detection, see Tables IX and
X, respectively.
The density for a target detected for the first time, see
Table VII, is multimodal, with one mode for each of the
9TABLE VII
GGIW PPP UPDATE: MISSED DETECTION
Input: Predicted PPP intensityDu+(x), probability of missed detection qD(x).
Output: Updated PPP intensity Du(x):
Du(x) =
∑Nu
n=1
(
wu,n1 GGIW
(
x ; ζu,n1
)
+ wu,n2 GGIW
(
x ; ζu,n2
))
where
wu,n1 = (1− pD (xˆu,n))wu,n
wu,n2 = pD (xˆ
u,n)
(
βu,n+
βu,n+ + 1
)αu,n+
wu,n
ζu,n1 = ζ
u,n
+
ζu,n2 = {αu,n+ , βu,n+ + 1,mu,n+ , Pu,n+ , vu,n+ , V u,n+ }
TABLE VIII
GGIW PPP UPDATE: DETECTION
Input: Predicted PPP intensity Du+(x), and measurements set C.
Output: Bernoulli parameters ruC, f
u
C(x) and likelihood LuC:
ruC =
{
1 if |C| > 1
LC
κC+LC if |C| = 1
fuC(x) =
∑Nu
n=1 w
u,npD (xˆ
u,n) `u,nC GGIW
(
x ; ζu,nC
)∑Nu
n=1 w
u,npD (xˆu,n) `
u,n
C
LuC =
Nu∑
n=1
wu,npD (xˆ
u,n) `u,nC
where ζu,nC and `
u,n
C are computed as in Table II.
GGIW components in the predicted PPP intensity Du. Mixture
reduction can be used to reduce this to a uni-modal GGIW
density [42], [45]. This reduction typically has low error,
because one of the modes in the predicted PPP intensity is
typically much likelier than the other modes.
The density for a previously detected target that is now
missed, see Table X, is multi-modal with two modes. This
is due to the fact that there are two ways for the target
detection to result in an empty measurement set. The first
corresponds to the detection process modeled by pD(·), which
may result in a missed detection. The second corresponds to
the Poisson number of detections governed by the parameter
γ, i.e., the Poisson random number of detections is zero. Note
that the Gaussian and inverse Wishart parameters are identical
in both cases, it is only the gamma parameters that differ.
Using gamma mixture reduction [42], the bi-modality of the
γk estimate can be reduced to a single mode.
For a predicted global hypothesis and a data association, any
cluster of measurements not associated to a predicted target
will initiate a new Bernoulli in the updated global hypothesis.
After the update, as mentioned in Section V-B2, we check each
updated global hypothesis and any Bernoullis with probability
of existence below a threshold τrec are pruned.
TABLE IX
GGIW BERNOULLI UPDATE: DETECTION
Input: Predicted Bernoulli parameters rj,i+ , f
j,i
+ (x), and measurement set C.
Output: Updated Bernoulli parameters rj,iC , f
j,i
C (x), and likelihood Lj,iC :
rj,iC = 1
fj,iC (x) = GGIW
(
x ; ζj,iC
)
Lj,iC = rj,i+ pD
(
xˆj,i
)
`j,iC
where ζj,iC and `
j,i
C are computed as in Table II.
VII. RESULTS
In this section the results from a Monte Carlo simulation
study, and experiments with laser range data, are presented.6 A
comparison between the PHD, CPHD, LMB and δ-GLMB filters
is presented in [9]. It shows that the LMB filter and the δ-GLMB
filter outperform the PHD filter and the CPHD filter. Therefore,
in the simulation study presented here, we focus on comparing
the PMBM filter to the δ-GLMB filter and the LMB filter. In
[9] two variants of the LMB filter are presented, one with
known MB birth and one with an adaptive birth process. We
found that the LMB filter with adaptive birth process performed
better in the simulated scenarios, and have therefore chosen
to only present those results. In both the PMBM filter and
the δ-GLMB filter, the birth processes were tuned to fit the
simulated scenarios well. Specifically, the birth processes were
represented by a single Gaussian located at the center of the
surveillance space, with a covariance chosen such that most
of the surveillance area is within three standard deviations.
In scenarios where the birth process cannot be tuned to the
problem, birth processes with uniform position density can be
used in both filters; for details on how to achieve this, see
[46]. For further details about the δ-GLMB filter and the LMB
filter, refer to [9].
The kinematic state is ξk = [pk, vk]
T ∈ R4 and describes
the target’s position pk ∈ R2 and velocity vk ∈ R2. The
random matrix Xk ∈ S2++ is two-dimensional. The motion
model g(·) and process noise covariance Q are
g(ξk) =
[
I2 TsI2
02 I2
]
ξk, Q = Gσ
2
aI2G
T, G =
[
T 2s
2 I2
TsI2
]
,
where Ts is the sampling time and σa is the acceleration
standard deviation. Because the kinematic state motion model
is constant velocity, the extent transformation function M is
an identity matrix, M(ξk) = I2.
For GGIW-PMBM, we use Estimator 1 from [14, Sec. 6.A]:
an estimate of the set of targets is obtained by taking the mean
vector of all Bernoulli estimates with existence probability
larger than 0.5 from the MB component with largest MB
weight. For GGIW-δ-GLMB and GGIW-LMB, target extraction
is performed analogously, see [9, Sec. 4.A.3] or [12, Sec. 6.E]
for details. Further discussions of multi-target estimators can
be found in [3, Sec. 14.5] and [14, Sec. 6].
6All compared filters were implemented in MATLAB, and the simulations
and experiments were run on a laptop with a 3.1 GHz Intel Core i7 processor
and 16 Gb memory.
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TABLE X
GGIW BERNOULLI UPDATE: MISSED DETECTION
Input: Predicted Bernoulli parameters rj,i, fj,i(x).
Output: Updated Bernoulli parameters rj,i∅ , f
j,i
∅ (x), and likelihood L
j,i
∅ :
rj,i∅ =
rj,iqj,iD
1− rj,i + rj,iqj,iD
fj,i∅ (x) = w
j,i
1 GGIW
(
xk ; ζ
j,i
1
)
+ wj,i2 GGIW
(
xk ; ζ
j,i
2
)
Lj,i∅ = 1− rj,i + rj,iq
j,i
D
where
qj,iD = 1− pD
(
xˆj,i
)
+ pD
(
xˆj,i
)( βj,i
βj,i + 1
)αj,i
wj,i1 =
(
qj,iD
)−1 (
1− pD
(
xˆj,i
))
wj,i2 =
(
qj,iD
)−1
pD
(
xˆj,i
)( βj,i
βj,i + 1
)αj,i
ζj,i1 = ζ
j,i
ζj,i2 = {αj,i, βj,i + 1,mj,i, P j,i, vj,i, V j,i}
For performance evaluation of extended object estimates
with ellipsoidal extents, a comparison study has shown that
among six compared performance measures, the Gaussian
Wassterstein Distance (GWD) metric is the best choice [47].
The GWD is defined as [48]
dGW (x, xˆ) =‖Hξ −H ξˆ‖2 (36)
+ Tr
(
X + Xˆ − 2
(
X
1
2 XˆX
1
2
) 1
2
)
,
where the measurement model H picks out the position from
the state vector. The GWD single target metric is integrated
into the Generalised Optimal Sub-Pattern Assignment (GOSPA)
multi object metric [49], defined as
d(c,2)p (X, Xˆ) =
[
min
θ∈Θ(|X|,|Xˆ|)
∑
(i,j)∈θ
d
(c)
GW(x
i, xˆj)p
+
cp
2
(
|X| − |θ|+ |Xˆ| − |θ|
)] 1p
(37)
where d(c)GW(x
i, xˆj) = min(c ; dGW(x
i, xˆj)), Θ(|X|,|Xˆ|) is the
set of all possible 2D assignment sets, c denotes the cut-off at
base distance, and p determines the severity of penalizing the
outliers in the localisation component. Here we use c = 10,
p = 1.
The GOSPA metric was proposed in [49] as a general-
isation of the OSPA metric [50] that allows a decompo-
sition of the error into three parts: 1) localisation error∑
(i,j)∈θ dGW(x
i, xˆj)p, 2) missed targets c
p
2 (|X| − |θ|), and
3) false targets c
p
2 (|Xˆ| − |θ|). For the simulation study, we
present results for the following:
1) GOSPA (37);
2) normalised localisation error (NLE): localisation error,
divided by the number of localised targets, i.e., average
localisation error;
3) number of missed targets (MT);
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Fig. 1. True target tracks for the three simulated scenarios. In scenario 1
(left), the targets are born well separated, move close to each other, and then
split. In scenario 2 (center), the targets are born from the same location, but
at different times. In scenario 3 (right), there are four different birth locations.
4) number of false targets (FT);
5) number of cardinality errors (CE): sum of MT and FT;
6) Time: the total time to process one full sequence of
measurement sets.
GOSPA is important as a single unified performance metric; the
other quantities are presented because they represent properties
that are important in MTT.
A. Simulation study
Three scenarios were simulated; the first two have been used
in previous work to evaluate extended target tracking, see [6]–
[9], the third was constructed for this paper. For each scenario,
100 Monte Carlo runs were performed, and the presented
results are averaged over the Monte Carlo runs.
In the first scenario, two targets are simulated for 100 time
steps. The true trajectories are shown in Figure 1, the true
measurement rates were 10 and 20. The scenario parameters
were set to pD = 0.98, pS = 0.99, and λ = 30. This
scenario is challenging because when the targets are close
their measurements form a single cluster, making the data
association difficult. The GOSPA performance is shown in
Figure 2, and the numbers are summarised in Table XI.
Overall, for this scenario the GOSPA results show that the
PMBM filter gives smaller errors than both the δ-GLMB filter
and the LMB filter. Noteworthy is that the localisation error of
the PMBM filter is unaffected when the targets are close and
the data association is more complicated, whereas both the
δ-GLMB filter and the LMB filter show increased localisation
errors when the targets are close.
In the second scenario, four targets were simulated for 200
time steps. The true trajectories are shown in Figure 1, the
true measurement rates were 4, 6, 8, and 10. The scenario
parameters were set to pD = 0.80, pS = 0.99, and λ = 30. The
targets appear at different times from the same birth location,
and disappear at different times. This scenario illustrates how
the different filters handle target birth and target death. The
GOSPA performance is shown in Figure 3, and the numbers
are summarised in Table XII. The results show that for most
time steps, the PMBM filter has lower GOSPA error. The PMBM
filter has lower NLE and lower MT, however, it is also slower
at removing targets that have disappeared, which can be seen
in the FT results.
In the third scenario, 27 randomly generated targets were
simulated for 100 time steps. The true trajectories are shown
in Figure 1, the true measurement rates were, for each target,
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Fig. 2. Results for simulation scenario 1.
TABLE XI
RESULTS FOR SIMULATION SCENARIO 1
Filter PMBM δ-GLMB LMB
GOSPA 1166 2020 4411
NLE 948 1742 2350
MT 0.63 2.88 23.88
FT 3.73 2.67 17.34
CE 4.36 5.55 41.22
Time 46 177 7
randomly selected from {7, 8, 9}. The targets appear in, and
disappear from, the surveillance area at different time steps.
The parameters were set to pD = 0.90, pS = 0.99, and λ = 60.
The birth spatial density consists of four GGIW components,
with positions in [±75 , ±75]T. This scenario illustrates how
the different filters handle a higher target number and higher
clutter density. The GOSPA performance is shown in Figure 4,
and the numbers are summarised in Table XIII.
In the third scenario, the LMB filter has larger GOSPA error,
larger NLE, significantly larger MT, and lowest FT. Considering
GOSPA error, Figure 4 shows that δ-GLMB is slightly lower
than PMBM until about time 70, when δ-GLMB starts to
increase and becomes larger than PMBM. The NLE and MT are
approximately the same for the PMBM filter and the δ-GLMB
filter, except after time step 80 when there is a quite small
difference in favour of the PMBM filter. For FT, the PMBM
filter gives larger errors until about time step 70, when FT
becomes larger for the δ-GLMB filter. The PMBM filter’s false
targets are due to targets that disappear; the PMBM filter is
slightly slower at removing disappeared targets, an effect that
could also be observed in the second scenario. The increase
in FT for the δ-GLMB filter starts around time step 60, when
the number of targets in the scene increases to 10 or more.
The rapid increase around time 80 corresponds to when the
number of targets become larger than 15.
The computational cost of the PMBM filter is significantly
lower than the cost of the δ-GLMB filter, but higher than the
cost of the LMB filter. The LMB filter is faster than the PMBM
filter because it maintains a single MB density, as opposed
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Fig. 3. Results for simulation scenario 2.
TABLE XII
RESULTS FOR SIMULATION SCENARIO 2
Filter PMBM δ-GLMB LMB
GOSPA 2574 2865 5274
NLE 1149 1963 2381
MT 4.54 6.16 44.15
FT 23.96 11.88 13.7
CE 28.5 18.04 57.85
Time 32 287 8
to the PMBM which has a mixture of MB densities. However,
the single MB density is also why the LMB filter has largest
GWD-GOSPA error. That the PMBM is significantly faster than
the δ-GLMB filter is mainly due to two reasons: 1) the PMBM
has uncertain target existence, whereas the δ-GLMB has certain
target existence, and 2) the PMBM is unlabelled which permits
merging of similar MB densities.
To conclude, the simulation study shows that for the
compared scenarios the PMBM filter achieves an appealing
compromise between the computational cost and the tracking
performance.
B. Experiment
An experiment with data from a 2D lidar sensor was
performed. This data set has previously been used for track-
ing using the GGIW-PHD filter [8]. The tracking results for
detected targets are essentially identical for this data, since
the measurements have relatively low measurement noise and
there are very few clutter detections. Instead, the challenges
posed by this data, and laser range data in general, are caused
by occlusions since a Lidar cannot see behind a target. Because
of this we emphasize here the estimation of the PPP density
for undetected targets.
The data, shown in Figure 5, contains four pedestrians, two
of which remain in the surveillance area for a longer time. One
pedestrian moves to the center of the surveillance area and
remains there for the remainder of the experiment. The other
pedestrian walks around in the surveillance area, both behind
and in front of the first pedestrian. A pragmatic approach to
12
TABLE XIII
RESULTS FOR SIMULATION SCENARIO 3
Filter PMBM δ-GLMB LMB
GOSPA 1892 2753 4919
NLE 556 617 711
MT 12.06 16.18 79.62
FT 14.66 26.55 4.54
CE 26.72 42.73 84.16
Time 89 1450 11
handling the occlusions is to use a heterogeneous and time-
variant probability of detection pD(x). Such an approach was
used in [8], and it makes it possible to keep track of targets
while they are occluded. The method from [8] is used here,
and the PPP intensity for undetected targets correctly captures
the increased likelihood that a yet undetected target is located
in the occluded part of the surveillance area.
Results are shown in Figure 6, where the position compo-
nent of the undetected PPP intensity is shown. The area behind
the stationary target is occluded for an extended period of time,
and the PPP intensity correctly captures that in this area we can
expect there to be undetected targets. The remaining parts of
the surveillance volume, which is not occluded, has very low
intensity, which is consistent with our expectation that there
is not any undetected targets there.
VIII. CONCLUSIONS
This paper has presented a Poisson multi-Bernoulli mixture
conjugate prior for tracking of multiple extended targets. Due
to the unknown data associations, the complexity of the update
is prohibitive, however, standard MTT methods such as gating
and clustering can easily be used to handle this. A GGIW
implementation is also presented, for tracking of extended
targets with elliptic shapes. A simulation study shows that the
PMBM filter compares well to the extended target δ-GLMB and
LMB filters.
An experiment with laser range data illustrated how the
Poisson process helps us to model undetected targets. That
is, by approximating the probability of detection, the tracking
filter can both track detected targets during occlusions, and
represent parts of the surveillance area where yet undetected
targets may be located. There are many more scenarios where
the probability of detection varies in both time and space,
creating a need to model undetected targets. Examples include
sensors that scan the surveillance area in a non-deterministic
way, such as radars with narrow lobes that can be focused
on certain bearings, or optical sensors mounted on airborne
vehicles.
Lastly, note that labels can be used to form target trajectories
from the output of the LMB and δ-GLMB filters. Using the
PMBM filter output to form target trajectories is a topic for
future work.
APPENDIX
In this appendix we prove Theorem 2 using the probability
generating transform (pgfl).
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Fig. 4. Results for simulation scenario 3.
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Fig. 5. 2D laser range data, colors are used to visualise different time steps.
A. PGFL background
In this subsection we give a brief background on the
pgfl. Let X be an RFS with multi-object density f(X). The
probability generating functional (pgfl) is a multitarget integral
transform of the multi-object density. The pglf and its inverse
are defined as [3]
G[h] =
∫
hXf(X)δX, (38a)
f(X) =
δ
δX
G[h]
∣∣∣∣
h=0
, (38b)
δ
δX
G[h] =
δ|X|∏
x∈X δx
G[h] (38c)
δ
δx
G[h] , lim
ε↘0
G[h+ εδx]−G[h]
ε
(38d)
where h(x) is a test-function. The PPP, Bernoulli, and multi
Bernoulli pgfls, corresponding to the densities (2), (3), and (4),
respectively, are given by [3]
GPPP[h] = exp (〈D;h〉 − 〈D; 1〉) , (39)
GBer[h] = 1− r + r 〈f ;h〉 , (40)
GMB[h] =
∏
i∈I
(
1− ri + ri 〈f i;h〉) . (41)
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Fig. 6. PMBM tracking results, visualising the position component of the
PPP intensity for undetected targets. The red dots are the lidar detections,
blue color corresponds to low intensity, green corresponds to intermediate
intensity, and yellow high intensity. When the pedestrian remains stationary,
the PPP intensity increases behind them.
It follows from (38a) that the MBM pgfl is
GMBM[h] =
∑
j∈J
Wj
∏
i∈Ij
(
1− rj,i + rj,i 〈f j,i;h〉) . (42)
Due to the standard independence assumption, see Sec-
tion III-A2, the pgfl of the PMBM density (10) is given by
G[h] =Gu[h]
∑
j∈J
WjGj [h], (43a)
Gu[h] = exp (〈Du;h〉 − 〈Du; 1〉) , (43b)
Gj [h] =
∏
i∈Ij
(
1− rj,i + rj,i 〈f j,i;h〉) . (43c)
We rewrite this as
G[h] =
∑
j∈J
WjGu[h]
∏
i∈Ij
Gj,i[h], (44a)
Gj,i[h] = 1− rj,i + rj,i 〈f j,i;h〉 . (44b)
B. PGFL form of Bayes update
In this subsection we present the Bayes update on pgfl form.
Let G+[h] be the prior pgfl that corresponds to the multi-target
density f+(X) = fk|k−1(Xk|Zk−1) in (1a). The pgfl for the
measurement model (Section III-B) with PPP clutter and PPP
target measurements is
G[g|X] =GC[g] (1− pD + pD exp (〈γφ; g − 1〉))X , (45a)
GC[g] = exp (〈κ; g − 1〉) . (45b)
where g(z) is a test-function. The joint target and measurement
pgfl is
F [g, h] =
∫
hXG[g|X]f+(X)δX (46a)
= GC[g]G+[h (1− pD + pD exp (γ 〈φ; g〉 − γ))]. (46b)
Assuming that the prior pgfl G+[h] is PMBM (43) , and
inserting into the joint pgfl (46) gives
F [g, h] =
∑
j∈J
WjF j [g, h], (47a)
F j [g, h] =FCu[g, h]
∏
i∈Ij
F j,i[g, h], (47b)
FCu[g, h] =GC[g]Gu+[h(1− pD + pDeγ〈φ;g〉−γ)], (47c)
F j,i[g, h] =Gj,i+ [h(1− pD + pDeγ〈φ;g〉−γ)]. (47d)
The updated pgfl G[h] that corresponds to the Bayes updated
density fk|k(Xk|Zk) in (1b) is given by [3, pp. 530–531, s.
14.8.2]
G[h] =
δF [g,h]
δZ
∣∣∣
g=0
δF [g′,h′]
δZ
∣∣∣
g′=0,h′=1
. (48)
C. Preliminaries to proof of Theorem 2
In this subsection, we establish some preliminary results
that will allow us to obtain the differentiation δF [g,h]δZ that is
needed in (48). From the sum rule for functional derivatives
[3, p. 395], it holds that δF [g,h]δZ =
∑
j∈JWj δF
j [g,h]
δZ . From the
product rule for functional derivatives [3, p. 395], it follows
that the differentiation δF
j [g,h]
δZ consists of combinations of
differentiations of FCu[g, h] and of F j,i[g, h].
Lemma 1:
δ 〈s; exp(γ 〈φ; g〉)〉
δz
= 〈s; γφz exp(γ 〈φ; g〉)〉 (49)
where s(x) is any function of x and φz = φ(z|x).
Successive application of the chain rule for functional deriva-
tives [3, p. 395] gives that
δ 〈s; exp(γ 〈φ; g〉)〉
δz
=
〈
s;
δ exp(γ 〈φ; g〉)
δz
〉
(50a)
= 〈s; γφz exp(γ 〈φ; g〉)〉 . (50b)
This concludes the proof of Lemma 1.
Lemma 2: The differentiation of FCu[g, h] w.r.t. a single
measurement z is
δFCu[g, h]
δz
=
(
κ(z) +
〈
h;Du+`ze
γ〈φ;g〉
〉)
FCu[g, h], (51)
and the differentiation of κ(z) +
〈
h;Du+`ze
γ〈φ;g〉〉 w.r.t. a set
of measurements Y is
δ
(
κ(z) +
〈
h;Du+`ze
γ〈φ;g〉〉)
δY
=
〈
h;Du+`z∪Ye
γ〈φ;g〉
〉
. (52)
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The proof of (51) is given in [5, eq. 31-32]. For the proof of
(52), it follows from the sum rule for functional derivatives
[3, p. 395] that
δ
(
κ(z) +
〈
h;Du+`ze
γ〈φ;g〉〉)
δY
=
δ
〈
h;Du+`ze
γ〈φ;g〉〉
δY
. (53)
and the equivalence of the RHS of (53) and the RHS of (52)
follows from Lemma 1 and the definition of set derivative
(38c). This concludes the proof of Lemma 2
Lemma 3: The differentiation of F j,i[g, h] w.r.t. a measure-
ment set Z is
δF j,i[g, h]
δZ
= rj,i+
〈
h; f j,i+ `Ze
γ〈φ;g〉
〉
. (54)
It follows from the defintion of 〈·; ·〉, see Table I, and the sum
rule for functional derivatives [3, p. 395] that
δF j,i[g, h]
δZ
= rj,i+
δ
(〈
f j,i+ hpDe
−γ ; eγ〈φ;g〉
〉)
δZ
(55)
This concludes the proof of Lemma 3.
Lemma 4: The differentiation of F j [g, h] w.r.t. Z is
δF j [g, h]
δZ
= FCu[g, h]
∑
A∈Aj
∏
C∈A
F
′
C [g, h] (56a)
where
F
′
C [g, h] = (56b)
κCC +
〈
h;Du+`CC e
γ〈φ;g〉〉 if C ∩ Ij+ = ∅, |CC | = 1〈
h;Du+`CC e
γ〈φ;g〉〉 if C ∩ Ij+ = ∅, |CC | > 1
F j,iC [g, h] if C ∩ Ij+ 6= ∅,CC = ∅
r
j,iC
+
〈
h; f
j,iC
+ `CC e
γ〈φ;g〉
〉
if C ∩ Ij+ 6= ∅,CC 6= ∅.
The proof is by induction: For the initial step, assume that
M = {m1}. Differentiation, Lemma 2 and Lemma 3, give
δF j [g, h]
δzm1
= (57)
FCu[g, h]
[(
κ(z) +
〈
h;Du+`ze
γ〈φ;g〉
〉) ∏
i∈Ij+
F j,i[g, h]
+
∑
ıˆ∈Ij+
rj,ˆı+
〈
h; f j,ˆı+ `Ze
γ〈φ;g〉
〉 ∏
i∈Ij+,i6=ıˆ
F j,i[g, h]
]
.
We see that (57) is consistent with (56): we have the partitions
of {m1} ∪ Ij+, for which there is at most one i ∈ Ij+ in each
cell. The first row corresponds to a partition in which m1
is placed in a cell of its own, {m1}, {i1}, . . . , {iI}, i.e., an
association in which none of the previously detected targets
are detected, and the single measurement is either from clutter
or a new target. The second row corresponds to partitions
{i1}, . . . , {m1, ıˆ}, . . . , {iI}, i.e., associations where the single
measurement is associated to one of the existing targets.
Now, assume that we have established (56) for
M− = {m1, . . . ,mM−1} (58)
and that we are to establish (56) for
M = {m1, . . . ,mM−1,mM}. (59)
For the sake of notational clarity, let Aj− be the association
space corresponding to the index set M−, and let Aj be
the association space corresponding to the index set M.
Differentiation gives
δFC,u[g, h]
∑
A∈Aj−
∏
C∈A F
′
C [g, h]
δzmM
(60)
=FCu[g, h]
[ ∑
A∈Aj−
∑
Cˆ∈A
δF
′
Cˆ
[g, h]
δzmM
∏
C∈A,C 6=Cˆ
F
′
C [g, h]
+
(
κ(zmM ) +
〈
h;Du+`zmM e
γ〈φ;g〉
〉) ∑
A∈Aj−
∏
C∈A
F
′
C [g, h]
]
.
The first row corresponds to new association partitions formed
by adding the measurement index mM to one of the exist-
ing cells in an association A ∈ Aj−, and the second row
corresponds to new association partitions formed by putting
mM into a new cell and adding this cell to A ∈ Aj−.
Together, this constitutes a summation over all possible ways
to partition M ∪ Ij+, i.e., a summation over all associations
in the association space Aj , and (60) is thus consistent with
(56). This concludes the proof of Lemma 4.
Lemma 5: For scalar a, scalar b, function c and test function
h, the following relation holds
a+ b 〈h; c〉 = L (1− r + r 〈h; f〉) , (61a)
where
L = a+ b 〈c; 1〉 , r = b 〈c; 1〉
a+ b 〈c; 1〉 , f =
c
〈c; 1〉 . (61b)
The proof is trivial.
D. Proof of Theorem 2
In this subsection, we show that a prior PMBM pgfl G+[h]
of the form (43) and the measurement model (45a) result in
a PMBM pgfl that corresponds to the PMBM density given in
Theorem 2. Let the set of measurements Z be indexed by the
index set M, Z = {zm}m∈M. Differentiating, using Lemma 4,
and setting g = 0, we get
δF [g, h]
δZ
∣∣∣∣
g=0
= FC,u[0, h]
∑
j∈J
Wj
∑
A∈Aj
∏
C∈A
F
′
C [0, h]. (62)
where
F
′
C [0, h] = (63)
κCC +
〈
h;Du+`CC
〉
if C ∩ Ij+ = ∅, |CC | = 1〈
h;Du+`CC
〉
if C ∩ Ij+ = ∅, |CC | > 1
1− rj,iC+ + rj,iC+
〈
h; f
j,iC
+ qD
〉
if C ∩ Ij+ 6= ∅,CC = ∅
r
j,iC
+
〈
h; f
j,iC
+ `CC
〉
if C ∩ Ij+ 6= ∅,CC 6= ∅.
Applying Lemma 5, we get
δF [g, h]
δZ
∣∣∣∣
g=0
(64)
= FC,u[0, h]
∑
j∈J
∑
A∈Aj
Wj
∏
C∈A
LC (1− rC + rC 〈h; fC〉)
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where
LC =

κCC +
〈
Du+; `CC
〉
if C ∩ Ij+ = ∅, |CC | = 1〈
Du+; `CC
〉
if C ∩ Ij+ = ∅, |CC | > 1
1− rj,iC+ + rj,iC+
〈
f
j,iC
+ ; qD
〉
if C ∩ Ij+ 6= ∅,CC = ∅
r
j,iC
+
〈
f
j,iC
+ ; `CC
〉
if C ∩ Ij+ 6= ∅,CC 6= ∅
(65a)
rC =

〈
Du+;`CC
〉
κCC+
〈
Du+;`CC
〉 if C ∩ Ij+ = ∅, |CC | = 1
1 if C ∩ Ij+ = ∅, |CC | > 1
r
j,iC
+
〈
f
j,iC
+ ;qD
〉
1−rj,iC+ +r
j,iC
+
〈
f
j,iC
+ ;qD
〉 if C ∩ Ij+ 6= ∅,CC = ∅
1 if C ∩ Ij+ 6= ∅,CC 6= ∅
(65b)
fC(x) =

Du+(x)`CC
(x)〈
Du+;`CC
〉 if C ∩ Ij+ = ∅
f
j,iC
+ (x)qD(x)〈
f
j,iC
+ ;qD
〉 if C ∩ Ij+ 6= ∅,CC = ∅
f
j,iC
+ (x)`CC
(x)〈
f
j,iC
+ ;`CC
〉 if C ∩ Ij+ 6= ∅,CC 6= ∅.
(65c)
Setting h = 1 we get
δF [g, h]
δZ
∣∣∣∣
g=0,h=1
= FC,u[0, 1]
∑
j∈J
∑
A∈Aj
Wj
∏
C∈A
LC (66)
and taking the ratio of (64) and (66), cf. (48), we get the pgfl
of the Bayes updated density,
G[h] =
FC,u[0, h]
FC,u[0, 1]
(67)
×
∑
j∈J
∑
A∈AjWj
∏
C∈A LC (1− rC + rC 〈h; fC〉)∑
j∈J
∑
A∈AjWj
∏
C∈A LC
where the ratio
FCu[0, h]
FCu[0, 1]
= exp {〈Du;h〉 − 〈Du; 1〉} (68a)
Du(x) = qD(x)D
u
+(x). (68b)
We see that G[h] in (67) is a product of (68a), which is the
pgfl of a PPP with intensity (68b), and the pgfl of a MBM
with parameters (65). This is consistent with Theorem 2, and
concludes the proof.
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