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Abstract
This paper develops a mathematical framework for the analysis
of continuous-time trading strategies which, in contrast to the classi-
cal setting of continuous-time mathematical finance, does not rely on
stochastic integrals or other probabilistic notions.
Our purely analytic framework allows for the derivation of a path-
wise self-financial condition for continuous-time trading strategies, which
is consistent with the classical definition in case a probability model is
introduced. Our first proposition provides us with a pathwise defini-
tion of the gain process for a large class of continuous-time, path-
dependent, self-finacing trading strategies, including the important
class of ‘delta-hedging’ strategies, and is based on the recently de-
veloped ‘non-anticipative functional calculus’. Two versions of the
statement involve respectively continuous and ca`dla`g price paths. The
second proposition is a pathwise replication result that generalizes the
ones obtained in the classical framework of diffusion models. More-
over, it gives an explicit and purely pathwise formula for the hedging
error of delta-hedging strategies for path-dependent derivatives across
a given set of scenarios. We also provide an economic justification of
our main assumption on price paths.
1 Introduction
Since the emergence of modern mathematical finance, the common frame-
work has been to model the financial market as a filtered probability space
(Ω,F , (Ft)0≤t≤T ,P) on which the prices of liquid traded stocks are repre-
sented by stochastic processes X = (Xt)t≥0 and the payoffs of derivatives as
functionals of the underlying price process. The probability measure P, also
called real world, historical, physical or objective probability, tries to cap-
ture the observed patterns and, in the equilibrium interpretation, represents
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the (subjective) expectation of the “representative investor”. However, the
choice of an objective probability measure is not obvious and always en-
compasses a certain amount of model risk and model ambiguity. Recently,
there has been a growing emphasis on the dangerous consequences of rely-
ing on a specific probabilistic model. The concept of the so-called Knightian
uncertainty, introduced way back in 1921 by Frank Knight [16] while distin-
guishing between “risk” and “uncertainty”, is still as relevant today and led
to a new challenging research area in Mathematical Finance. More funda-
mentally, the existence of a single objective probability does not even make
sense, agreeing with the criticism raised by de Finetti [5, 6].
In the growing flow of literature addressing the issue of model ambiguity,
we may recognize two approaches: model-independent, where the single
probability measure P is replaced by a family P of plausible probability mea-
sures, and model-free, that eliminates probabilistic a priori assumptions
altogether, and relies instead on pathwise statements. This paper takes a
model-free approach, which also provides a solution to another problem af-
fecting the classical probabilistic modeling of financial markets. Indeed, in
continuous-time financial models, the gain process of a self-financing trad-
ing strategy is represented as a stochastic integral. However, despite the
elegance of the probabilistic representation, some real concerns arise. Be-
side the issue of the impossible consensus on a probability measure, the
representation of the gain from trading lacks a pathwise meaning: while
being a limit in probability of approximating Riemann sums, the stochastic
integral does not have a well-defined value on a given ‘state of the world’.
This causes a gap in the use of probabilistic models, in the sense that it is
not possible to compute the gain of a trading portfolio given the realized
trajectory of the underlying stock price, which constitutes a drawback in
terms of financial interpretation.
Beginning in the nineties, a new branch of the literature has addressed
the issue of pathwise integration in the context of financial mathematics. A
breakthrough in this direction was the seminal paper written by Fo¨llmer [11]
in 1981. He proved a pathwise version of the Itoˆ formula, conceiving the con-
struction of an integral of a C1-class function of a ca`dla`g path with respect
to that path itself, as a limit of non-anticipative Riemann sums. His purely
analytical approach does not ask for any probabilistic structure, which may
instead come into play only at a later point by considering stochastic pro-
cesses that satisfy almost surely, i.e. for almost all paths, the analytical
requirements. In this case, the so-called Fo¨llmer integral provides a path-
by-path construction of the stochastic integral. Fo¨llmer’s framework turns
out to be of main interest in finance (see also [25], [12, Sections 4,5], and [26,
Chapter 2]) as it allows to avoid any probabilistic assumption on the dy-
namics of traded stocks and consequently to avoid any model risk/ambiguity.
Reasonably, only observed price trajectories are involved. In 1994, Bick and
Willinger [2] provided an interesting economic interpretation of Fo¨llmer’s
2
pathwise calculus, leading to new perspectives in the mathematical mod-
eling of financial markets. Bick and Willinger reduced the computation of
the initial cost of a replicating trading strategy to an exercise of analysis.
Moreover, for a given price trajectory (state of the world), they showed
one is able to compute the outcome of a given trading strategy, that is the
gain from trade. Other contributions towards the pathwise characterization
of stochastic integrals have been obtained via probabilistic techniques by
Wong and Zakai (1965), Bichteler [1], Karandikar [13] and Nutz [20] (only
existence), and via convergence of discrete-time economies by Willinger and
Taqqu [32].
In this paper, we set our framework in a similar way to [2], and we en-
hance it by the aid of the pathwise calculus for non-anticipative functionals,
introduced by Dupire [9] and developed by Cont and Fournie´ [4]. This theory
extends the Fo¨llmer’s pathwise calculus to a large class of non-anticipative
functionals.
Once we have at our disposal a pathwise notion of the gain from trading,
it would be interesting to examine the analytical conditions imposed on the
price paths in relationship with no-arbitrage-like notions within a model-free
framework.
An important series of papers on this subject comes from Vladimir Vovk
(see e.g. Vovk [28, 31, 30, 29]). He introduced an outer measure (see [27,
Definition 1.7.1] for the definition of outer measure) on the space of possible
price paths, called upper price (Definition 1.1 below), as the minimum super-
replication price of a very special class of European contingent claims. The
important intuition behind this notion of upper price is that the sets of
price paths with zero upper price, called null sets, allow for the infinite gain
of a positive portfolio capital with unitary initial endowment. The need
to guarantee some type of market efficiency in a financial market leads to
discard the null sets. Vovk says that a property holds for typical paths if the
set of paths where it does not hold is null, i.e. has zero upper price. Let us
give some details.
Definition 1.1 (Vovk’s upper price). The upper price of a set E ⊂ Ω is
defined as
P¯(E) := inf
S∈S
{S(0)| ∀ω ∈ Ω, S(T, ω) ≥ 1E(ω)}, (1)
where S is the set of all positive capital processes S, that is: S =
∑∞
n=1K
cn,Gn,
where Kcn,Gn are the portfolio values of bounded simple predictable strategies
trading at a non-decreasing infinite sequence of stopping times {τni }i≥1, such
that for all ω ∈ Ω τni (ω) = ∞ for all but finitely many i ∈ N, with initial
capitals cn and with the constraints K
cn,Gn ≥ 0 on [0, T ] × Ω for all n ∈ N
and
∑∞
n=1 cn <∞.
It is immediate to see that P¯(E) = 0 if and only if there exists a positive
capital process S with initial capital S(0) = 1 and infinite capital at time T
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on all paths in E, i.e. S(T, ω) =∞ for all ω ∈ E.
Depending on what space Ω is considered, Vovk obtained specific re-
sults. In particular, he investigated properties of typical paths that con-
cern their measure of variability. The most general framework considered is
Ω = D([0, T ],R+). He proved in [30] that typical paths ω have a p-variation
index less or equal to 2, which means that the p-variation is finite for all
p > 2, but we have no information for p = 2 (a stronger result is stated in
[30, Proposition 1]). If we relax the positivity and we restrict to ca`dla`g path
with all components having ‘moderate jumps’ in the sense of (2), then Vovk
[29] obtained appealing results regarding the quadratic variation of typical
paths along special sequences of random partitions. Indeed, by adding a
control on the size of the jumps, in the sense of considering the sample
space Ωψ, defined by
Ωψ :=
{
ω ∈ D([0, T ],R)
∣∣∣∣ ∀t ∈ (0, T ], |∆ω(t)| ≤ ψ
(
sup
s∈[0,t)
|ω(s)|
)}
(2)
for a given non-decreasing function ψ : [0,∞), Vovk [29] obtained finer
results. In particular, he proved that typical paths have a property that
we call Vovk’s quadratic variation (Definition A.5 in the Appendix) along a
special nested sequence of random time partitions. The same result holds
in the multi-dimensional case, that is on the space
Ωdψ :=
{
ω = (ω1, . . . , ωd) ∈ D([0, T ],R
d) : ωi ∈ Ωψ, i = 1, . . . , d
}
.
Moreover, it applies to all nested sequences of random partitions of dyadic
type ([29, Proposition 1]), and any two sequences of dyadic type give the
same value of Vovk’s quadratic variation for typical paths ([29, Proposition
2]). A nested sequence of partitions is called of dyadic type for the coordinate
process on D([0, T ],R) if it is composed of stopping times such that there
exist a polynomial p and a constant C > 0 and
1. for all ω ∈ Ωψ, n ∈ N0, 0 ≤ s < t ≤ T , if |ω(t)− ω(s)| > C2
−n, then
there is an element of the nth partition which belongs to (s, t],
2. for typical ω, from some n on, the number of finite elements of the nth
partition is at most p(n)22n.
When the sample space is C([0, T ],R) [31] proved that typical paths
are either constant or have a p-variation which is finite for all p > 2 and
infinite for p ≤ 2 (stronger results are stated in [31, Corollaries 4.6,4.7].
Note that the situation changes remarkably from the space of ca`dla`g paths
to the space of continuous paths. Indeed, no (positive) ca`dla`g path which is
bounded away from zero and has finite total variation can belong to a null
set in D([0, T ],Rd+), while all continuous paths with finite total variation
belong to a null set in C([0, T ],Rd+).
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A similar notion of outer measure is introduced by Perkowski and Pro¨mel
[22] (see also Perkowski [21]), which is more intuitive in terms of hedging
strategies. He considers portfolio values that are limits of simple predictable
portfolios with the same positive initial capital and whose correspondent
simple trading strategies never risk more than the initial capital.
Definition 1.2 (Definition 3.2.1 in [21]). The outer content of a set E ⊂
Ω := C([0, T ],Rd) is defined as
P˜(E) := inf
(Hn)n≥1∈Hλ,s
{λ| ∀ω ∈ Ω, lim inf
n→∞
(λ+ (Hn • ω)(T )) ≥ 1E(ω)}, (3)
where Hλ,s is the set of all λ-admissible simple strategies, that is of bounded
simple predictable strategies Hn trading at a non-decreasing infinite sequence
of stopping times {τni }i≥1, τ
n
i (ω) =∞ for all but finitely many i ∈ N for all
ω ∈ Ω, such that (Hn • ω)(t) ≥ −λ for all (t, ω) ∈ [0, T ]× Ω.
Analogously to Vovk’s upper price, the P˜-null sets are identified with
the sets where the inferior limit of some sequence of 1-admissible simple
strategies brings infinite capital at time T . This characterization is shown
to be a model-free interpretation of the condition of no arbitrage of the first
kind (NA1) from mathematical finance, also referred to as no unbounded
profit with bounded risk (see e.g. [14, 15]). Indeed, in a financial model where
the price process is a semimartingale on some probability space (Ω,F ,P),
the (NA1) property holds if the set {1 + (H • S)(T ), H ∈ H1} is bounded
in P-probability, i.e. if
lim
c→∞
sup
H∈H1,s
P(1 + (H • S)(T ) ≥ c) = 0.
On the other hand, [21, Proposition 3.28] proved that an event A ∈ F which
is P˜-null has zero probability for any probability measure on (Ω,F) such that
the coordinate process satisfies (NA1). However, the characterization of null
sets in [22, 21] is possibly weaker than Vovk’s one. In fact, the outer measure
P˜ is dominated by the outer measure P¯.
A distinct approach to a model-free characterization of arbitrage is pro-
posed by Riedel [23], although he only allows for static hedging. He considers
a Polish space (Ω,d) with the Borel sigma-field and he assumes that there
are D uncertain assets in the market with known non-negative prices fd ≥ 0
at time 0 and uncertain values Sd at time T , which are continuous on (Ω,d),
d = 1, . . . ,D. A portfolio is a vector π in RD+1 and it is called an arbitrage if
π ·f ≤ 0, π ·S ≥ 0 and π ·S(ω) > 0 for some ω ∈ Ω, where f0 = S0 = 1. Thus
the classical “almost surely” is replaced by “for all scenarios” and “with pos-
itive probability” is replaced by “for some scenarios”. The main theorem
in [23] is a model-free version of the FTAP and states that the market is
arbitrage-free if and only if there exists a full support martingale measure,
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that is a probability measure whose topological support in the polish space
of reference is the full space and under which the expectation of the final
prices S is equal to the initial prices f . This is proven thanks to the con-
tinuity assumption of S(ω) in ω on one side and a separation argument on
the other side. Even without a prior probability assumption, it shows that,
if there are no (static) arbitrages in the market, it is possible to introduce
a pricing probability measure, which assigns positive probability to all open
sets.
The sequence of trading times partitions considered in the present paper
is both dense and nested, condition under which our notion of quadratic vari-
ation is equivalent to Vovk’s one (see [24, Section 1.1.1] for an investigation
of different notions of pathwise quadratic variation and their relationship).
The outline of the paper is the following. Section 2 introduces the nota-
tion and reviews some key concepts and results of the pathwise functional
calculus introduced in [4].
In Section 3, we set our analytical framework and we start by defining
simple trading strategies, whose trading times are covered by the elements of
a given sequence Π of partitions of the time horizon [0, T ] and for which the
self-financing condition is straightforward. In Section 4, we provide equiva-
lent self-financing conditions for (non-simple) trading strategies on any set
of paths, whose gain from trading is the limit of gains of simple strategies
and satisfies the pathwise counterpart equation of the classical self-financing
condition. Similar conditions were assumed in [2] for convergence of general
trading strategies. Section 5 contains the first main result: in Proposition
5.1 for the continuous case and in Proposition 5.3 for the ca`dla`g case, we
obtain the path-by-path computability of the gain of path-dependent trad-
ing strategies in a certain class of self-financing strategies on the set of paths
with finite quadratic variation along Π. For example, in the continuous case,
for dynamic risky stock positions φ in the vector space of vertical 1-forms,
the gain of the corresponding self-financing trading strategy is well-defined
as a ca`dla`g process G(·, ·;φ) such that
G(t, ω;φ) =
∫ t
0
φ(u, ωu) · d
Πω
= lim
n→∞
∑
tni ∈pi
n,tni ≤t
φ(tni , ω
n
tn
i
) · (ω(tni+1)− ω(t
n
i ))
for all continuous paths of finite quadratic variation along Π, where ωn is
a piecewise constant approximation of ω defined in (8). In Section 6, we
present a pathwise replication result, Proposition 6.2, that can be seen as
the model-free and path-dependent counterpart of the well known pricing
PDE in mathematical finance, giving furthermore an explicit formula for the
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hedging error. That is, if a ‘smooth’ non-anticipative functional F solves{
DF (t, ωt) +
1
2tr
(
A(t) · ∇2ωF (t, ωt)
)
= 0, t ∈ [0, T ), ω ∈ QA(Π)
F (T, ω) = H(ω),
were H is a continuous (in sup norm) payoff functional and QA(Π) is the set
of paths with absolutely continuous quadratic variation along Π with density
A, then the profit and loss of the self-financing trading strategy on Q(Ω0,Π)
with initial investment F (0, ·) and stock holdings process ∇ωF against the
sale of the (path-dependent) contingent claim H with maturity T is
1
2
∫ T
0
tr
((
A(t)− A˜(t)
)
∇2ωF (t, ωt)
)
dt (4)
in all price scenarios ω ∈ QA˜(Π). In particular, the delta-hedging strategy
described above has a value that is equal to H at time T in any scenario in
QA(Π) and to F (t, ωt) at any time t ∈ [0, T ] in any scenario ω ∈ Q(Ω
0,Π).
The explicit error formula (4) is the purely analytical counterpart of the
probabilistic formula given in [10], where a mis-specification of volatility is
considered in a stochastic framework, furthermore extended to the path-
dependent case. Finally, in Section 7, we discuss on how the condition of
finite quadratic variation that we assume on price paths may be justified
from an economic point of view. The Appendix contains a comparison
between our notion of quadratic variation and the other pathwise notions in
the literature.
2 Notation: pathwise functional calculus
We first introduce some notations and summarize some key concepts and
results of the pathwise functional calculus introduced in [4, 3] that we use
throughout this paper. We use the usual notation D([0, T ],Rd) for the set
of Rd-valued ca`dla`g functions on [0, T ], that we generically call ca`dla`g paths.
Let t ∈ [0, T ]. Denote, for a ca`dla`g path x ∈ D([0, T ],Rd),
• x(t) ∈ Rd its value at t;
• xt = x(t ∧ ·) ∈ D([0, T ],R
d) its path ‘stopped’ at time t;
• xt− = x1[0,t) + x(t−)1[t,T ] ∈ D([0, T ],R
d);
• for δ ∈ Rd, xδt = xt + δ1[t,T ] ∈ D([0, T ],R
d) the vertical perturbation
of x in direction δ of the ’future’ portion of the path.
Then, define the space of stopped paths
ΛT := {(t, xt) : (t, x) ∈ [0, T ]×D([0, T ],R
d)}
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as the quotient of [0, T ] ×D([0, T ],Rd) by the equivalence relation
∀(t, x), (t′, x′) ∈ [0, T ]×D([0, T ],Rd), (t, x) ∼ (t′, x′) ⇐⇒ t = t′, xt = x
′
t.
The space ΛT is equipped with a distance d∞, defined by
d∞((t, x), (t
′, x′)) = sup
u∈[0,T ]
|x(u∧t)−x′(u∧t′)|+|t−t′| = ||xt−x
′
t′ ||∞+|t−t
′|,
for all (t, x), (t′, x′) ∈ ΛT . (ΛT ,d∞) is then a complete metric space and the
subset of continuous stopped paths,
WT := {(t, x) ∈ ΛT : x ∈ C([0, T ],R
d)}
is a closed subspace of (ΛT ,d∞). A non-anticipative functional onD([0, T ],R
d)
is defined as a measurable map F : (ΛT , d∞)→ R
d.
Definition 2.1. A non-anticipative functional F is:
• jointly-continuous if F : (ΛT , d∞)→ R
d is a continuous map.
• continuous at fixed times if for all t ∈ [0, T ],
F (t, ·) : (D([0, T ],Rd), || · ||∞) 7→ R
is continuous.
• left-continuous, i.e. F ∈ C0,0l (ΛT ), if
∀(t, x) ∈ ΛT ,∀ǫ > 0, ∃η > 0 : ∀h ∈ [0, t], ∀(t− h, x
′) ∈ ΛT ,
d∞((t, x), (t − h, x
′)) < η ⇒ |F (t, x) − F (t− h, x′)| < ǫ;
One can similarly define the set C0,0r (ΛT ) of right-continuous func-
tionals.
• boundedness-preserving, i.e. F ∈ B(ΛT ), if,
∀K ⊂ Rd compact, ∀t0 ∈ [0, T ], ∃CK,t0 > 0; ∀t ∈ [0, t0], ∀(t, x) ∈ ΛT ,
x([0, t]) ⊂ K ⇒ ∀t ∈ [0, t0], |F (t, x)| < CK,t0 .
Remark 2.2. Note that, from the regularity of non-anticipative functionals,
useful pathwise regularities follow [4]:
1. If F ∈ C0,0l (ΛT ) then, for all x ∈ D([0, T ],R
d), the path
[0, T ]→ Rd, t 7→ F (t, xt−)
is left-continuous;
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2. If F ∈ C0,0r (ΛT ) then, for all x ∈ D([0, T ],R
d), the path
[0, T ]→ Rd, t 7→ F (t, xt)
is right-continuous;
3. If F ∈ C0,0(ΛT ) then, for all x ∈ D([0, T ],R
d), the path
[0, T ]→ Rd, t 7→ F (t, xt)
is ca`dla`g and continuous at each point where x is continuous.
We recall now the notions of differentiability for non-anticipative func-
tionals.
Definition 2.3. A non-anticipative functional F is called
• horizontally differentiable at (t, ω) ∈ ΛT if the limit
DF (t, ω) = lim
h→0+
F (t+ h, ωt)− F (t, ωt)
h
exists and is finite, in which case it is denoted DF (t, x) and called the
horizontal derivative of F at (t, ω). If this holds for all (t, ω) ∈ ΛT , t <
T , the non-anticipative functional DF : (t, ω) 7→ DF (t, ω) is called the
horizontal derivative of F .
• vertically differentiable at (t, ω) ∈ ΛT if the map
e ∈ Rd 7→ F (t, ωt + e1[t,T ])
is differentiable at 0. Its gradient at 0 is then denoted ∇ωF (t, ω) and
called the vertical derivative of F at (t, ω). If this holds for all (t, x) ∈
ΛT , then the R
d-valued non-anticipative functional ∇ωF is called the
vertical derivative of F .
We denote
• C1,2(ΛT ) the set of non-anticipative functionals F which are
– horizontally differentiable with DF continuous at fixed times,
– two times vertically differentiable with ∇jωF ∈ C
0,0
l (ΛT ) for j =
1, 2;
• C1,2b (ΛT ) the set of non-anticipative functionals F ∈ C
1,2(ΛT ) such
that DF,∇ωF, . . . ,∇
2
ωF ∈ B(ΛT ).
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The following weaker regularity condition still allows key results to hold.
A non-anticipative functional F is said to be locally regular, i.e. F ∈
C
1,2
loc(ΛT ), if F ∈ C
0,0(ΛT ) and there exist a sequence of stopping times
(τk)k≥1, τ0 = 0, τk →k→∞ ∞, and a family of non-anticipative functionals
{F k ∈ C1,2b (ΛT ), }k≥0, such that
F (t, xt) =
∑
k≥0
F k(t, xt)1[τk(x),τk+1(x))(t), t ∈ [0, T ].
The interest in these classes of non-anticipative functionals stems from the
functional change of variable formula [4, 3] shown in Theorem 2.6 below.
Let Π = {πn}n≥1 be a sequence of partitions of [0, T ], that is for all
n ≥ 1 πn = (t
n
i )i=0,...,m(n), 0 = t
n
0 < . . . < t
n
m(n) = T . We say that
Π is dense if ∪n≥1πn is dense in [0, T ], or equivalently the mesh |π
n| :=
maxi=1,...m(n) |t
n
i − t
n
i−1| goes to 0 as n goes to infinity, and we say that Π is
nested if πn+1 ⊂ πn for all n ∈ N.
Definition 2.4. Let Π be a dense sequence of partitions of [0, T ], a ca`dla`g
function x : [0, T ]→ R is said to be of finite quadratic variation along Π if
there exists a non-negative ca`dla`g function [x]Π : [0, T ]→ R+ such that
∀t ∈ [0, T ], [x]Π(t) = lim
n→∞
∑
i=0,...,m(n)−1:
tni ≤t
(x(tni+1)− x(t
n
i ))
2 <∞ (5)
and
[x]Π(t) = [x]
c
Π(t) +
∑
0<s≤t
∆x2(s), t ∈ [0, T ], (6)
where [x]cΠ is a continuous non-decreasing function and ∆x(t) := x(t) −
x(t−) as usual. In this case, the non-decreasing function [x]Π is called the
quadratic variation of x along Π.
Note that the quadratic variation [x]Π strongly depends on the sequence
of partitions Π. Indeed, as remarked in [3, Example 2.18], for any real-valued
continuous function we can construct a sequence of partition along which
that function has null quadratic variation.
In the multi-dimensional case, the definition is modified as follows.
Definition 2.5. A ca`dla`g path x : [0, T ] → Rd, t 7→ t(x1(t), . . . , xd(t)), is
of finite quadratic variation along Π if, for all 1 ≤ i, j ≤ d, xi, xi+xj are of
finite quadratic variation along Π. In this case, the function [x]Π has values
in the set S+(d) of positive symmetric d× d matrices:
[x]Π(t) = lim
n→∞
∑
i=0,...,m(n)−1:
tni ≤t
(
x(tni+1)− x(t
n
i )
)
t
(
x(tni+1)− x(t
n
i )
)
, t ∈ [0, T ],
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whose elements are given by
([x]Π)i,j(t) =
1
2
(
[xi + xj]Π(t)− [x
i]Π(t)− [x
j]Π(t)
)
= [xi, xj ]cΠ(t) +
∑
0<s≤t
∆xi(s)∆xj(s), i, j = 1, . . . d.
For any set U of ca`dla`g paths with values in R (or Rd), we denote by
Q(U,Π) the subset of U of paths having finite quadratic variation along Π .
Note that Q(D([0, T ],R),Π) is not a vector space, because assuming
x1, x2 ∈ Q(D([0, T ],R),Π) does not imply x1 + x2 ∈ Q(D([0, T ],R),Π)
in general. This is the reason of the additional requirement xi + xj ∈
Q(D([0, T ],R),Π) in Definition 2.5. As remarked in [3, Remark 2.20], the
subset of paths x being C1-functions of a same path ω ∈ D([0, T ],Rd), i.e.
{x ∈ Q(D([0, T ],R),Π), ∃f ∈ C1(Rd,R), x(t) = f(ω(t))∀t ∈ [0, T ]},
is instead closed with respect to the quadratic variation composed with the
sum of two elements.
Henceforth, we will fix a sequence of partitions Π and, when considering a
path x ∈ Q(U,Π), we will drop the subscript in the notation of its quadratic
variation, denoting [x] instead of [x]Π.
Now we can state the main result of the pathwise functional calculus.
Theorem 2.6 (Functional change of variable formula [4]).
Let x ∈ Q(D([0, T ],Rd), π) such that
sup
t∈[0,T ]−pin
|∆x(t)| −−−→
n→∞
0 (7)
and denote:
xn :=
m(n)−1∑
i=0
x(tni+1−)1[tni ,tni+1) + x(T )1{T}, (8)
a piecewise constant approximation of x along π. Then, for F ∈ C1,2loc(ΛT )
the limit
lim
n→∞
m(n)−1∑
i=0
∇ωF
(
tni , x
n,∆x(tni )
tni −
)
(x(tni+1)− x(t
n
i ))
exists and, denoted by ∫ T
0
∇ωF (t, xt−) · d
pix(t), (9)
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it satisfies
F (T, xT ) = F (0, x0) +
∫ T
0
∇ωF (t, xt−) · d
pix(t) (10)
+
∫ T
0
DF (t, xt−)dt+
∫ T
0
1
2
tr
(
∇2ωF (t, xt−) · d[x]
c(t)
)
+
∑
t∈(0,T ]
(F (t, xt)− F (t, xt−)−∇ωF (t, xt−) ·∆x(t)) .
Following [4], we refer to (9) as the Fo¨llmer integral of ∇ωF with respect
to x along π. It is defined for any x ∈ Q(D([0, T ],Rd), π). Note that the
assumption (7) can always be removed by including all jump times of the
ca`dla`g path x in the sequence of partitions π.
3 The setting
We consider a continuous-time frictionless market open for trade during
the time interval [0, T ], where d risky (non-dividend-paying) stocks, named
‘stock’, as well as a riskless security, named ‘bond’, are traded. The latter is
assumed to be the numeraire security and we refer directly to the forward
stock and portfolio values, which makes this framework of simplified notation
without loss of generality. Our setting does not make use of any (subjective)
probabilistic assumption on the market dynamics and we construct trading
strategies based on the realized paths of the stock prices.
Precisely, we consider the metric space (Ω, || · ||∞), composed of the set of
R
d-valued non-negative ca`dla`g paths, Ω := D([0, T ],Rd+), equipped with the
sup norm. Then, we equip it with the Borel sigma-field F and the canonical
filtration F = (Ft)t∈[0,T ], that is the natural filtration of the coordinate
process S:
S(t, ω) = ω(t), ω ∈ Ω, t ∈ [0, T ],
Ft = σ ({S(u), u ∈ [0, t]}) , t ∈ [0, T ].
Within the financial market, Ω represents the space of all possible trajec-
tories of the stock prices up to the time horizon T , also called scenarios or
price paths. When considering only continuous price paths, we will restrict
to the subspace Ω0 := C([0, T ],Rd+).
In such analytical framework, we think of a continuous-time path-depen-
dent trading strategy as determined by the value of the initial investment
and the quantities of stock and bond holdings at any time in [0, T ], the latter
being functions of both time and price path.
Definition 3.1. A trading strategy in (Ω,F) is any triple (V0, φ, ψ), where
V0 : Ω → R is F0-measurable and φ = (φ(t, ·))t∈(0,T ], ψ = (ψ(t, ·))t∈(0,T ] are
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F-adapted ca`gla`d processes on (Ω,F), respectively with values in Rd and in
R. The portfolio value V of such trading strategy at any time t ∈ [0, T ] and
in any scenario ω ∈ Ω is given by
V (t, ω;φ,ψ) = φ(t, ω) · ω(t) + ψ(t, ω).
Economically speaking, the elements of the vector φ(t, ω) represent the
number of each stock to be held in the trading portfolio at time t in the
scenario w ∈ Ω, and ψ(t, ω) represents the units of money invested in the
bond at time t in the scenario w ∈ Ω. The left-continuity of the holding
processes comes from the fact that any revision of the portfolio will be
executed the instant just after the time the decision is made. On the other
hand, their right-continuous modifications φ(t+, ω), ψ(t+, ω), defined by
φ(t+, ω) := lim
sցt
φ(s, ω), ψ(t+, ω) := lim
sցt
ψ(s, ω), ∀ω ∈ Ω, t ∈ [0, T )
represent respectively the number of stocks and bonds in the portfolio just
after any revision of the trading portfolio decided at time t. The choice of
strategies adapted to the canonical filtration conveys the realistic assumption
that any trading decision makes use only of the price information available
at the time it takes place.
We aim to identify self-financing trading strategies in this pathwise frame-
work, that is portfolios where changes in the stock position are necessarily
financed by buying or selling bonds without adding or withdrawing any cash.
In particular, we will look for those of them which trade continuously in time
but still allow for an explicit computation of the gain from trading. Unlike
discrete-time models, in the classical literature about continuous-time fi-
nancial market models we don’t have a general pathwise characterization of
self-financing dynamic trading strategies, mainly because the self-financing
condition ivolves the gain process, which is defined in terms of a stochastic
integral with respect to the stock price process and is thus a purely prob-
abilistic object. In the same way, the number of bonds which continuously
rebalances the portfolio does not have a determined value in a given scenario.
4 Self-financing strategies
We start by considering strategies where the portfolio is rebalanced only
a finite number of times, for which the self-financing condition is well estab-
lished and whose gain is given by a Riemann sum.
Henceforth, we will take as given a dense nested sequence of time parti-
tions, Π = (πn)n≥1, i.e. π
n = {0 = tn0 < t
n
1 < . . . , t
n
m(n) = T}, π
n ⊂ πn+1,
|πn| −−−→
n→∞
∞.
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We denote by Σ(Π) the set of simple predictable processes whose jump
times are covered by one of the partitions in Π1:
Σ(πn) :=
{
φ : ∀i = 0, . . . ,m(n)− 1, ∃λiFtni -measurable R
d-valued
random variable on (Ω,F), φ(t, ω) =
m(n)−1∑
i=0
λi(ω)1(tni ,tni+1]
}
,
Σ(Π) := ∪
n≥1
Σ(πn).
Definition 4.1. (V0, φ, ψ) is called a simple self-financing trading strategy
if it is a trading strategy such that φ ∈ Σ(πn) for some n ∈ N,
φ(t, ω) =
m(n)−1∑
i=0
λi(ω)1(tn
i
,tn
i+1]
, λi : (Ω,Ftni )→ R
d measurable ∀i (11)
and
ψ(t, ω;φ) = V0 − φ(0+, ω) · ω(0) (12)
−
m(n)−1∑
i=1
ω(tni ∧ t) · (φ(t
n
i+1 ∧ t, ω)− φ(t
n
i ∧ t, ω))
= V0 − φ(0+, ω) · ω(0) −
k(t,n)∑
i=1
ω(tni ) · (λi(ω)− λi−1(ω)),
where k(t, n) := max{i ∈ {1, . . . ,m} : tni < t}. The gain of such a strategy
is defined at any time t ∈ [0, T ] by
G(t, ω;φ) :=
m(n)∑
i=1
φ(tni ∧ t, ω) · (ω(t
n
i ∧ t)− ω(t
n
i−1 ∧ t))
=
k(t,n)∑
i=1
λi−1(ω) · (ω(t
n
i )− ω(t
n
i−1)) + λk(t,n)(ω) · (ω(t)− ω(t
n
k(t,n))).
In the following, when there is no ambiguity, we drop the dependence of
k on t, n and write k ≡ k(t, n).
Note that the condition (12) is equivalent to requiring that the trading
strategy (V0, φ, ψ) satisfies
V (t, ω;φ,ψ) = V0 +G(t, ω;φ).
1We could assume in more generality that the jump times are only covered by ∪n≥1pi
n,
but at the expense of more complicated formulas
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Since a simple self-financing trading strategy is uniquely determined by
its initial investment and the stock position at all times, we will drop the
dependence on ψ of the quantities involved. For instance, when we refer
to a simple self-financing strategy (V0, φ), we implicitly refer to the triplet
(V0, φ, ψ) with ψ ≡ ψ(·, ·;φ) defined in (12), and we denote by V (t, ω;φ) ≡
V (t, ω;φ,ψ) its portfolio value.
Remark 4.2. The portfolio value V (·, ·;φ) of a simple self-financing strategy
(V0, φ) is a real-valued F-adapted ca`dla`g process on (Ω,F), satisfying
∆V (t, ω;φ) = φ(t, ω) ·∆ω(t), ∀t ∈ [0, T ], ω ∈ Ω.
The right-continuity of V comes from the definition (12), which implies,
for all t ∈ [0, T ] and ω ∈ Ω,
ψ(t, ω) + φ(t, ω) · ω(t) = ψ(t+, ω) + φ(t+, ω) · ω(t).
Below, we establish the self-financing conditions for (non-simple) trading
strategies.
Definition 4.3. Given an F0-measurable random variable V0 : Ω→ R and
an Rd-valued F-adapted ca`gla`d process φ = (φ(t, ·))t∈(0,T ] on (Ω,F), we say
that (V0, φ) is a self-financing trading strategy on U ⊂ Ω if there exists
a sequence of self-financing simple trading strategies {(V0, φ
n, ψn), n ∈ N},
such that
∀ω ∈ U, ∀t ∈ [0, T ], φn(t, ω) −−−→
n→∞
φ(t, ω),
and any of the following conditions is satisfied:
(i) there exists a real-valued F-adapted ca`dla`g process G(·, ·;φ) on (Ω,F)
such that, for all t ∈ [0, T ], ω ∈ U ,
G(t, ω;φn) −−−→
n→∞
G(t, ω;φ) and ∆G(t, ω;φ) = φ(t, ω) ·∆ω(t);
(ii) there exists a real-valued F-adapted ca`dla`g process ψ(·, ·;φ) on (Ω,F)
such that, for all t ∈ [0, T ], ω ∈ U ,
ψn(t, ω;φn) −−−→
n→∞
ψ(t, ω;φ)
and
ψ(t+, ω;φ) − ψ(t, ω;φ) = −ω(t) · (φ(t+, ω)− φ(t, ω)) ;
(iii) there exists a real-valued F-adapted ca`dla`g process V (·, ·;φ) on (Ω,F)
such that, for all t ∈ [0, T ], ω ∈ U ,
V (t, ω;φn) −−−→
n→∞
V (t, ω;φ) and ∆V (t, ω;φ) = φ(t, ω) ·∆ω(t).
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Remark 4.4. It is easy to see that the three conditions (i)-(iii) of Definition
4.3 are equivalent. If any of them is fulfilled, the limiting processes G,ψ, V
define respectively the gain, bond holdings and portfolio value of the self-
financing strategy (V0, φ) on U and they satisfy, for all t ∈ [0, T ], ω ∈ U ,
V (t, ω;φ) = V0 +G(t, ω;φ) (13)
and
ψ(t, ω;φ) = V0−φ(0+, ω)− lim
n→∞
m(n)∑
i=1
ω(tni ∧t)·(φ
n(tni+1∧t, ω)−φ
n(tni ∧t, ω)).
(14)
Equation (13) is the pathwise counterpart of the classical definition of
self-financing in probabilistic financial market models. However, in our
purely analytical framework, we couldn’t take it directly as a self-financing
condition because some prior assumptions are needed to define path-by-path
the quantities involved.
5 Pathwise construction of the gain process
In the following two propositions we show that we can identify a special
class of (pathwise) self-financing trading strategies, respectively on the set
of continuous price paths with finite quadratic variation along Π and on
the set of ca`dla`g price paths with finite quadratic variation along Π , whose
gain is computable path-by-path as a limit of Riemann sums.
We define the following space of stock holdings strategies:
V :=
{
φ Rd-valued F-adapted ca`dla`g process : ∃F ∈ C1,2loc(WT ) ∩C
0,0(WT ),
φ(t, ω) = ∇ωF (t, ωt−) ∀ω ∈ Q(Ω,Π), t ∈ [0, T ]
}
. (15)
Note that V has a natural structure of vector space; we call its elements
vertical 1-forms.
Proposition 5.1 (Continuous price paths). Let φ = (φ(t, ·))t∈(0,T ] ∈ V, i.e.
φ(t, ω) = ∇ωF (t, ωt−) ∀ω ∈ Q(Ω,Π), t ∈ [0, T ], (16)
where F ∈ C1,2loc(WT ) ∩ C
0,0(WT ). Then, there exists a ca`dla`g process
G(·, ·;φ) such that, for all ω ∈ Q(Ω0,Π) and t ∈ [0, T ],
G(t, ω;φ) =
∫ t
0
φ(u, ωu) · d
Πω (17)
= lim
n→∞
∑
tni ≤t
∇ωF (t
n
i , ω
n
tni −
) · (ω(tni+1 ∧ T )− ω(t
n
i ∧ T )), (18)
where ωn is defined as in (8). Moreover, φ is the stock holdings process of
a self-financing trading strategy on Q(Ω0,Π) with gain process G(·, ·;φ).
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Proof. First of all, under the assumptions, the change of variable formula
for functionals of continuous paths holds ([4, Theorem 3]), which ensures
the existence of the limit in (18) and provide us with the definition of the
Fo¨llmer integral in (17). Then, we observe that each nth sum in the right-
hand side of (18) is exactly the accumulated gain of a pathwise self-financing
strategy which trades only a finite number of times. Precisely, let us define,
for all ω ∈ Ω and all t ∈ [0, T ),
φn(t, ω) := φ(0+, ω)1{0}(t) +
m(n)−1∑
i=0
φ (tni , ω
n)1(tni ,tni+1](t),
and ψn ≡ ψn(·, ·;φn) defined according to (12), then (φn, ψn) are the sotck
and bond holdings processes of a simple self-financing strategy, with cumu-
lative gain G(·, ·;φn) given by
G(t, ω;φn) =
k∑
i=1
∇ωF
(
tni−1, ω
n
tni−1−
)
· (ω(tni )− ω(t
n
i−1))
+∇ωF
(
tnk , ω
n
tn
k
−
)
· (ω(t)− ω(tnk)).
and portfolio value V (·, ·;φn) given by
V (t, ω;φn) = ψn(t, ω) + φn(t, ω) · ω(t) = V0 +G(t, ω;φ
n).
Then, we have to check whether the simple approximation (φn, ψn) satis-
fies the self-financing conditions for a trading strategy with stock holdings
process φ. First, φn converges pointwise to φ on [0, T ] ×Q(Ω0,Π), i.e.
|φn(t, ω)− φ(t, ω)| −−−→
n→∞
0 ∀ω ∈ Q(Ω0,Π), t ∈ [0, T ].
Indeed, for any t ∈ [0, T ], ω ∈ Q(Ω0,Π) and ǫ > 0, there exist n¯ ∈ N and
η > 0, such that, for all n ≥ n¯,
d∞
(
(tnk , ω
n
tn
k
−), (t, ω)
)
= max
{
||ωntn
k
−, ωtnk−||∞, sup
u∈[tn
k
,t)
|ω(tnk)− ω(u)|
}
+ |t− tnk |
< η,
where k ≡ k(t, n) := max{i ∈ {1, . . . ,m} : tni < t}, and then
|φn(t, ω)− φ(t, ω)| =
∣∣∣φ(tnk , ωntn
k
)− φ(t, ω)
∣∣∣
=
∣∣∣∇ωF (tnk , ωntn
k
−)−∇ωF (t, ω)
∣∣∣
≤ ǫ,
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because by assumption ∇ωF ∈ C
0,0
l (WT ). We have thus built a sequence of
self-financing simple trading strategies approximating φ. Then, the conver-
gence of the related gains on the set of continuous paths with finite quadratic
variation along Π is given by the definition of the Fo¨llmer integral in [4, The-
orem 3]: for all t ∈ [0, T ] and ω ∈ Q(Ω0,Π),
G(t, ω;φn) −−−→
n→∞
G(t, ω;φ), G(t, ω;φ) =
∫ t
0
∇ωF (u, ω) · d
Πω.
Moreover, by the assumptions on F and by Remark 2.2, the map t 7→ F (t, ωt)
is continuous for all ω ∈ C([0, T ],Rd). Therefore, by the change of variable
formula for functionals of continuous paths, G(·, ω;φ) is continuous for all
ω ∈ Q(Ω0,Π). Thus, the process G(·, ·;φ) satisfies the condition (i) in
Definition 4.3 and so it is the well-defined gain process of any self-financing
trading strategy with stock holdings process φ, on Q(Ω0,Π).
Corollary 5.2. Let φ be as in Proposition 5.1 and V0 : Ω → R be any
F0-measurable function, then the ca`gla`d process ψ(·, ·;φ), defined for all t ∈
[0, T ] and ω ∈ Q(Ω0,Π) by
ψ(t, ω;φ) = V0 − φ(0+, ω)
− lim
n→∞
k(t,n)∑
i=1
ω(tni ) ·
(
∇ωF
(
tni , ω
n
tni −
)
−∇ωF
(
tni−1, ω
n
tni−1−
))
,
is the bond holdings process of the self-financing trading strategy (V0, φ) on
Q(Ω0,Π).
In order to get a version of Proposition 5.1 on ca`dla`g paths, we impose
slightly stricter conditions.
Proposition 5.3 (Ca`dla`g price paths). Let φ = (φ(t, ·))t∈(0,T ] be an R
d-
valued F-adapted ca`gla`d process on (Ω,F) and assume that there exists a
smooth non-anticipative functional
F ∈ C1,2loc(ΛT ) ∩ C
0,0
r (ΛT ), ∇ωF ∈ C
0,0(ΛT ),
satisfying
φ(t, ω) = ∇ωF (t, ωt−) ∀ω ∈ Q(Ω,Π), t ∈ [0, T ].
Then, there exists a ca`dla`g process G(·, ·;φ) such that, for all ω ∈ Q(Ω,Π)
and t ∈ [0, T ],
G(t, ω;φ) =
∫ t
0
φ(u, ωu) · d
Πω (19)
= lim
n→∞
∑
tni ≤t
∇ωF
(
tni , ω
n,∆ω(tni )
tni −
)
· (ω(tni+1 ∧ T )− ω(t
n
i ∧ T )),
where ωn is defined as in (8). Moreover, φ is the stock position of a self-
financing trading strategy on Q(Ω,Π) with gain process G(·, ·;φ).
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Proof. The essence of the proof follows the lines of the proof of Proposition
5.1, using the change of variable formula for functionals of ca`dla`g paths, in-
stead of continuous paths, which entails the definition of the Fo¨llmer integral
(19). For all ω ∈ Ω and t ∈ [0, T ], we define
φn(t, ω) := φ(0, ω)1{0}(t) +
m(n)−1∑
i=0
φ
(
tni +, ω
n,∆ω(tni )
tni −
)
1(tni ,t
n
i+1]
(t)
and ψn ≡ ψn(·, ·;φn) defined according to (12), then (φn, ψn) are the sotck
and bond holdings processes of a simple self-financing strategy, with cumu-
lative gain G(·, ·;φn) given by
Gn(t, ω) =
k∑
i=1
∇ωF
(
tni−1, ω
n,∆ω(tni−1)
tni−1−
)
· (ω(tni )− ω(t
n
i−1))
+∇ωF
(
tnk , ω
n,∆ω(tn
k
)
tn
k
−
)
· (ω(t)− ω(tnk)),
Then, we verify that
∀ω ∈ Q(Ω,Π), ∀t ∈ [0, T ], |φn(t, ω)− φ(t, ω)| −−−→
n→∞
0.
This is true, by the left-continuity of ∇ωF : for each t ∈ [0, T ], ω ∈ Q(Ω,Π)
and n ∈ N , we have that ∀ǫ > 0, ∃η = η(ǫ) > 0, ∃n¯ = n¯(t, η) ∈ N such that,
∀n ≥ n¯,
d∞
(
ω
n,∆ω(tn
k
)
tn
k
− , ωt−
)
= max
{
||ωntn
k
−, ωtnk−||∞, sup
u∈[tn
k
,t)
|ω(tnk)− ω(u)|
}
+ |t− tnk |
< η,
hence
|φn(t, ω)− φ(t, ω)| =
∣∣∣∣ limsցtn
k
φ(s, ω
n,∆ω(tn
k
)
tn
k
− )− φ(t, ω)
∣∣∣∣
= lim
sցtn
k
∣∣∣∇ωF (s, ωn,∆ω(tnk )tn
k
− )−∇ωF (t, ωt−)
∣∣∣
≤ǫ.
Therefore:
G(t, ω;φn) −−−→
n→∞
G(t, ω;φ), G(t, ω;φ) =
∫
(0,t]
∇ωF (u, ωu−) · d
Πω,
where G(t, ω;φ) is a real-valued F-adapted process on (Ω,F). Moreover,
by the change of variable formula (10) and Remark 2.2, it is ca`dla`g with
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left-side jumps given by
∆G(t, ω;φ) = lim
sրt
(G(t, ω;φ) −G(s, ω;φ))
= F (t, ωt)− F (t, ωt−)
− (F (t, ωt)− F (t, ωt−)−∇ωF (t, ωt−) ·∆ω(t))
= ∇ωF (t, ωt−) ·∆ω(t).
Therefore, the condition (i) in Definition 4.3 is satisfied.
Corollary 5.4. Let φ be as in Proposition 5.3 and V0 : Ω → R be any
F0-measurable function, then the ca`gla`d process ψ(·, ·;φ), defined for all t ∈
[0, T ] and ω ∈ Q(Ω,Π) by
ψ(t, ω;φ) = V0 − φ(0+, ω)
− lim
n→∞
k(t,n)∑
i=1
ω(tni ) ·
(
∇ωFtni
(
ω
n,∆ω(tni )
tni −
)
−∇ωFtni−1
(
ω
n,∆ω(tni−1)
tni−1−
))
is the bond holdings process of the self-financing trading strategy (V0, φ) on
Q(Ω,Π).
6 Pathwise replication of contingent claims
A non-probabilistic replication result restricted to the non-path-dependent
case was obtained by Bick and Willinger [2, Proposition 3], even if lacking
a formula for the hedging error in case of non replication. Here, we state
the generalization to the replication problem for path-dependent contingent
claims, furthermore providing an explicit formula for the hedging error on
certain classes of price paths.
Definition 6.1. The hedging error of a self-financing trading strategy (V0, φ)
on U ⊂ D([0, T ],Rd+) for a path-dependent T -contingent claim H in a sce-
nario ω ∈ U is the value
V (T, ω;φ)−H(ω) = V0(ω) +G(T, ω;φ) −H(ω).
(V0, φ) is said to replicate H on U if its hedging error for H is null on U ,
while it is called a super-strategy for H on U if its hedging error for H is
non-negative on U , i.e.
V0(ω) +G(T, ω;φ) ≥ H(ωT ) ∀ω ∈ U.
For any ca`dla`g function with values in S+(d), say A ∈ D([0, T ],S+(d)),
we denote by
QA(Π) :=
{
ω ∈ Q(Ω,Π) : [ω](t) =
∫ t
0
A(s)ds ∀t ∈ [0, T ]
}
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the set of price paths of finite quadratic variation along Π, whose quadratic
variation is absolutely continuous with density A. Note that the elements
of QA(Π) are continuous, by (6).
Proposition 6.2. Consider a path-dependent contingent claim with exercise
date T and a continuous payoff functional H : (Ω, ‖·‖∞) 7→ R. Assume that
there exists a smooth non-anticipative functional F ∈ C1,2loc(WT ) ∩C
0,0(WT )
that satisfies{
DF (t, ωt) +
1
2tr
(
A(t)∇2ωF (t, ωt)
)
= 0, t ∈ [0, T ), ω ∈ QA(Π)
F (T, ω) = H(ω).
(20)
Let A˜ ∈ D([0, T ],S+(d)). Then, the hedging error of the trading strategy
(F (0, ·),∇ωF ), self-financing on Q(Ω
0,Π), for H in any price scenario ω ∈
QA˜(Π) is
1
2
∫ T
0
tr
(
(A(t)− A˜(t))∇2ωF (t, ωt)
)
dt. (21)
In particular, the trading strategy (F (0, ·),∇ωF ) replicates the contingent
claim H on QA(Π), and its portfolio value at any time t ∈ [0, T ] in any
scenario ω ∈ QA(Π) is given by F (t, wt).
Proof. By Proposition 5.1, the gain at time t ∈ [0, T ] of the trading strategy
(F (0, ·),∇ωF ) in a price scenario ω ∈ Q(Ω
0,Π) is given by
G(t, ω;∇ωF ) =
∫ t
0
∇ωF (u, ωu) · d
Πω(u).
Moreover, this strategy is self-financing on Q(Ω0,Π), hence, by Remark 4.4,
its portfolio value at any time t ∈ [0, T ] in any scenario ω ∈ Q(Ω0,Π) is
given by
V (t, ω) = F (0, ω0) +
∫ t
0
∇ωF (u, ωu) · d
Πω(u).
In particular, since F is smooth, we can apply the change of variable for-
mula for functionals of continuous paths. By using the functional partial
differential equation (20), for all ω ∈ QA˜(Π), this gives
V (T, ω) = F (0, ω0) +
∫ T
0
∇ωF (t, ωt) · d
Πω(t)
= F (T, ωT )−
∫ T
0
DF (t, ωt)dt−
1
2
∫ T
0
tr
(
A˜(t)∇2ωF (t, ωt)
)
dt
= H −
1
2
∫ T
0
tr
(
(A˜(t)−A(t))∇2ωF (t, ωt)
)
dt.
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7 A plausibility requirement
We want now to discuss the reasonability of the ever-present assumption
of finte quadratic variation on price paths.
The results on typical price paths reviewed in the Introduction cannot
be directly applied to our framework, because we want to work with a fixed
sequence of time partitions rather than with a random one. Nonetheless,
we can deduce that if we consider a singleton {ω}, where ω ∈ Ωψ, with Ωψ
defined in (2), and our sequence Π of partitions is of dyadic type for ω, then
the property of finite quadratic variation for ω is necessary to prevent the
existence of a positive capital process (Definition 1.1) trading at times in Π,
that starts from a finite initial capital but ends up with infinite capital at
time T . However, the conditions imposed on the sequence of partitions are
difficult to check.
Instead, we turn around the perspective: we keep our deterministic se-
quence Π of partitions fixed and try to identify the right subset of paths
in Ω that is plausible working with. To do so, we propose the following
notion of plausibility that, together with a technical condition on the paths,
suggests that it is indeed a good choice to work on set of price paths with
finite quadratic variation along Π.
Definition 7.1. A set of paths U ⊂ Ω is called plausible if there does not
exist a sequence (V n0 , φ
n) of simple self-financing strategies such that:
(i) the correspondent sequence of portfolio values, {V (t, ω;φn)}n≥1, is non-
decreasing for all paths ω ∈ U at any time t ∈ [0, T ],
(ii) the correspondent sequence of initial investments {V n0 (ω0)}n≥1 con-
verges for all paths ω ∈ U ,
(iii) the correspondent sequence of gains along some path ω ∈ U at the final
time T grows to infinity with n, i.e. G(T, ω;φn) −−−→
n→∞
∞.
Proposition 7.2. Let U ⊂ Ω be a set of price paths satisfying, for all
(t, ω) ∈ [0, T ]× U and all n ∈ N,
∞∑
n=1


m(n−1)−1∑
i=0
∑
j,k: j 6=k,
tn−1i ≤t
n
j ,t
n
k
<tn−1i+1
(ω(tnj+1 ∧ t)− ω(t
n
j ∧ t)) · (ω(t
n
k+1 ∧ t)− ω(t
n
k ∧ t))


−
(22)
is finite, where (x)− := max{0,−x} denotes the negative part of x ∈ R.
Then, if U is plausible, all paths ω ∈ U have finite quadratic variation along
Π .
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Before proceding with the proof, let us translate the condition (22) in
terms of the relation between the price path ω and the sequence of nested
partitions Π. Let d = 1 for sake of notation. Denote by An the nth-
approximation of the quadratic variation along Π, i.e.
An(t, ω) :=
m(n)−1∑
i=0
(ω(tni+1 ∧ t)− ω(t
n
i ∧ t))
2 ∀(t, ω) ∈ [0, T ]× Ω.
Then:
An(t, ω)−An−1(t, ω) =
=
m(n)−1∑
i=0
(ω(tni+1 ∧ t)− ω(t
n
i ∧ t))
2 −
m(n−1)−1∑
i=0
(ω(tn−1i+1 ∧ t)− ω(t
n−1
i ∧ t))
2
=
m(n−1)−1∑
i=0

 ∑
tn−1i ≤t
n
j <t
n−1
i+1
(ω(tnj+1 ∧ t)− ω(t
n
j ∧ t))
2 − (ω(tn−1i+1 ∧ t)− ω(t
n−1
i ∧ t))
2


= − 2
m(n−1)−1∑
i=0
∑
j,k: j 6=k,
tn−1i ≤t
n
j ,t
n
k
<tn−1i+1
(ω(tnj+1 ∧ t)− ω(t
n
j ∧ t))(ω(t
n
k+1 ∧ t)− ω(t
n
k ∧ t)).
Thus the series in (22) is exactly the series
∑∞
n=1(A
n(t, ω)−An−1(t, ω))−.
Proof. For n ∈ N, let us define a simple predictable process φn ∈ Σ(πn) by
φn(t, ω) := − 2
m(n)−1∑
i=0
ω(tni )1(tni ,tni+1](t) (23)
Then, we can rewrite the nth approximation of the quadratic variation of ω
at time t ∈ [0, T ] as
An(t, ω) = ω(t)2 − ω(0)2 − 2
m(n)−1∑
i=0
ω(tni )(ω(t
n
i+1 ∧ t)− ω(t
n
i ∧ t))
= ω(t)2 − ω(0)2 +G(t, ω;φn)
= V (t, ω;φn)− cn, (24)
where cn = ω(0)
2−ω(t)2+V n0 (ω0). We want to define the initial capitals V
n
0
in such a way that the sequence of simple self-financing strategies (V n0 , φ
n)
has non decreasing portfolio values at any time and the sequence of initial
capitals converges. By writing
An(t, ω)−An−1(t, ω) + kn = V (t, ω;φ
n)− V (t, ω;φn−1), (25)
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where kn = cn − cn−1 = V
n
0 (ω0) − V
n−1
0 (ω0), we see that the monotonic-
ity of {V (t, ω;φn)}n∈N is obtained by opportunely choosing a finite kn ≥
0 (i.e. by choosing V n0 ), which is made possible by the boundedness of∣∣An(t, ω)−An−1(t, ω)∣∣, implied by condition (22). However, it is not suf-
ficient to have kn < ∞ for all n ∈ N, but we need the convergence of the
series
∑∞
n=1 kn. This is provided again by condition (22), because the min-
imum value of kn satisfying the positivity of (25) for all t ∈ [0, T ] is indeed
maxt∈[0,T ](A
n(t, ω) − An−1(t, ω))−. On the other hand, since both the se-
quence {V (t, ω;φn)}n≥1 for any t ∈ [0, T ] and the sequence {V
n
0 }n≥1 are
regular, i.e. they have limit for n going to infinity, by (24) the sequence
{An(t, ω)}n≥1 is also regular. Finally, since the sequence of initial capitals
converges, the equation (24) implies that the sequence of approximations
of the quadratic variation of ω converges if and only if {G(T, ω;φn)}n≥1
converges. But U is a plausible set by assumption, thus convergence must
hold.
A Comparison of pathwise notions of quadratic
variation
An important distinguish has to be done between Definition 2.4 and the
notions of 2-variation and local 2-variation discussed in the Introduction and
on which the theory of extended Riemann-Stieltjes integrals is based (see
e.g. Dudley and Norvaiˇsa [7, Chapters 1,2] and Norvaiˇsa [19, Section 1]).
Let f be any real-valued function on [0, T ] and 0 < p < ∞, the p-variation
of f is defined as
vp(f) := sup
κ∈P [0,T ]
sp(f ;κ) (26)
where P [0, T ] is the set of all partitions of [0, T ] and
sp(f ;κ) =
n∑
i=1
|f(ti)− f(ti−1)|
p , for κ = {ti}
n
i=0 ∈ P [0, T ].
The set of functions with finite p-variation is denoted byWp. We also denote
by vi(f) the variation index of f , that is the unique number in [0,∞] such
that
vp(f) <∞, for all p > vi(f),
vp(f) =∞, for all p < vi(f)
.
For 1 < p < ∞, f has the local p-variation if the directed function
(sp(f ; ·),R), where R := {R(κ) = {π ∈ P [0, T ], κ ⊂ π}, κ ∈ P [0, T ]}, con-
verges. An equivalent characterization of functions with local p-variation
was introduced by Love and Young [17] and it is given by the Wiener class
W∗p of functions f ∈ Wp such that
lim sup
κ,R
sp(f ;κ) =
∑
(0,T ]
∣∣∆−f ∣∣p + ∑
[0,T )
∣∣∆+f ∣∣p ,
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where the two sums converge unconditionally. We refer to [19, Appendix A]
for convergence of directed functions and unconditionally convergent sums.
The Wiener class satisfies ∪1≤q<pWq ⊂ W
∗
p ⊂ Wp.
A theory on Stieltjes integrability for functions of bounded p-variation
was developed by Young [33, 34] in the thirties and generalized among others
by [8, 18] around the years 2000. According to Young’s most well known
theorem on Stieltjes integrability, if
f ∈ Wp, g ∈ Wq, p
−1 + q−1 > 1, p, q > 0, (27)
then the integral
∫ T
0 fdg exists: in the Riemann-Stieltjes sense if f, g have
no common discontinuities, in the refinement Riemann-Stieltjes sense if f, g
have no common discontinuities on the same side, and always in the Cen-
tral Young sense. [8] showed that under condition (27) also the refinement
Young-Stieltjes integral always exists. However, in the applications, we often
deal with paths of unbounded 2-variation, like sample paths of the Brownian
motion. For example, given a Brownian motion B on a complete probabil-
ity space (Ω,F ,P), the pathwise integral (RS)
∫ T
0 fdB(·, ω) is defined in the
Riemann-Stieltjes sense, for P-almost all ω ∈ Ω, for any function having
bounded p-variation for some p < 2, which does not apply to sample paths
of B. In particular, in Mathematical Finance, one necessarily deals with
price paths having unbounded 2-variation. In the special case of a market
with continuous price paths, [31] proved that non-constant price paths must
have a variation index equal to 2 and infinite 2-variation in order to rule
out ‘arbitrage opportunities of the first kind’. In the special case where the
integrand f is replaced by a smooth function of the integrator g, weaker
conditions than (27) on the p-variation are sufficient (see [18] or the survey
in [19, Chapter 2.4]) to obtain chain rules and integration-by-parts formulas
for extended Riemann-Stieltjes integrals, like the refinement Young-Stieltjes
integral, the symmetric Young-Stieltjes integral, the Central Young integral,
the Left and Right Young integrals, and others. However, these conditions
are still quite restrictive.
As a consequence, other notions of quadratic variation were formulated
and integration theories for them followed.
Fo¨llmer’s quadratic variation and pathwise calculus
In 1981, Fo¨llmer [11] derived a pathwise version of the Itoˆ formula, con-
ceiving a construction path-by-path of the stochastic integral of a special
class of functions. His purely analytic approach does not ask for any proba-
bilistic structure, which may instead come into play only in a later moment
by considering stochastic processes that satisfy almost surely, i.e. for almost
all paths, a certain condition. Fo¨llmer considers functions on the half line
[0,∞), but we present here his definitions and results adapted to the finite
horizon time [0, T ]. His notion of quadratic variation is given in terms of
25
weak convergence of measures and is renamed here in his name in order to
make the distinguish between the different definitions.
Definition A.1. Given a dense sequence Π = {πn}n≥1 of partitions of
[0, T ], for n ≥ 1 πn = (t
n
i )i=0,...,m(n), 0 = t
n
0 < . . . < t
n
m(n) < ∞, a ca`dla`g
function x : [0, T ] → R is said to have Fo¨llmer’s quadratic variation along
Π if the Borel measures
ξn :=
m(n)−1∑
i=0
(
x(tni+1)− x(t
n
i )
)2
δtni , (28)
where δtni is the Dirac measure centered in t
n
i , converge weakly to a finite
measure ξ on [0, T ] with cumulative function [x] and Lebesgue decomposition
[x](t) = [x]c(t) +
∑
0<s≤t
∆x2(s), ∀t ∈ [0, T ] (29)
where [x]c is the continuous part.
Proposition A.2 (Follmer’s pathwise Itoˆ formula). Let x : [0, T ]→ R be a
ca`dla`g function having Fo¨llmer’s quadratic variation along Π. Then, for all
t ∈ [0, T ], a function f ∈ C2(R) satisfies
f(x(t)) = f(x(0)) +
∫ t
0
f ′(x(s−))dx(s) +
1
2
∫
(0,t]
f ′′(x(s−))d[x](s)
+
∑
0<s≤t
(
f(x(s))− f(x(s−))− f ′(x(s−))∆x(s)−
1
2
f ′′(x(s−))∆x(s)2
)
= f(x(0)) +
∫ t
0
f ′(x(s−))dx(s) +
1
2
∫
(0,t]
f ′′(x(s))d[x]c(s)
+
∑
0<s≤t
(
f(x(s))− f(x(s−))− f ′(x(s−))∆x(s)
)
, (30)
where the pathwise definition∫ t
0
f ′(x(s−))dx(s) := lim
n→∞
∑
tni ≤t
f ′(x(tni ))
(
x(tni+1 ∧ T )− x(t
n
i ∧ T )
)
(31)
is well posed by absolute convergence.
The integral on the left-hand side of (31) is referred to as the Fo¨llmer
integral of f ◦ x with respect to x along Π.
In the multi-dimensional case, where x is Rd-valued and f ∈ C2(Rd), the
pathwise Itoˆ formula gives
f(x(t)) = f(x(0)) +
∫ t
0
∇f(x(s−)) · dx(s) +
1
2
∫
(0,t]
tr
(
∇2f(x(s))d[x]c(s)
)
+
∑
0<s≤t
(f(x(s))− f(x(s−))−∇f(x(s−)) ·∆x(s)) (32)
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and ∫ t
0
∇f(x(s−)) · dx(s) := lim
n→∞
∑
tni ≤t
∇f(x(tni )) ·
(
x(tni+1)− x(t
n
i )
)
,
where [x] = ([xi, xj ])i,j=1,...,d and, for all t ≥ 0,
[xi, xj ](t) =
1
2
(
[xi + xj](t)− [xi](t)− [xj ](t)
)
= [xi, xj ]c(t) +
∑
0<s≤t
∆xi(s)∆xj(s).
Fo¨llmer also pointed out that the class of functions with finite quadratic vari-
ation is stable under C1 transformations and, given x with finite quadratic
variation along Π and f ∈ C1(Rd), the composite function y = f ◦ x has
finite quadratic variation
[y](t) =
∫
(0,t]
tr
(
∇2f(x(s))td[x]c(s)
)
+
∑
0<s≤t
∆y2(s).
Norvai˘sa’s quadratic variation and chain rules
Norvai˘sa’s notion of quadratic variation was proposed in [19] in order to
weaken the requirement of local 2-variation used to prove chain rules and
integration-by-parts formulas for extended Riemann-Stieltjes integrals.
Definition A.3. Given a dense nested sequence λ = {λn}n≥1 of partitions
of [0, T ], Norvai˘sa’s quadratic λ-variation of a regulated function f : [0, T ]→
R is defined, if it exists, as a regulated function H : [0, T ] → R such that
H(0) = 0 and, for any 0 ≤ s ≤ t ≤ T ,
H(t)−H(s) = lim
n→∞
s2(f ;λn ⋓ [s, t]), (33)
∆−H(t) = (∆−f(t))2 and ∆+H(t) = (∆+f(t))2, (34)
where λn ⋓ [s, t] := (λn ∩ [s, t]) ∪ {s} ∪ {t}, ∆
−x(t) = x(t) − x(t−), and
∆+x(t) = x(t+)− x(t).
In reality, Norvai˘sa’s original definition is given in terms of an additive
upper continuous function defined on the simplex of extended intervals of
[0, T ], but he showed the equivalence to the definition given here and we
chose to report the latter because it allows us to avoid introducing further
notations.
Following Fo¨llmer’s approach in [11], Norvaiˇsa [19] also proved a chain
rule for a function with finite λ-quadratic variation, involving a new type
of integrals called Left (respectively Right) Cauchy λ-integrals. We report
here the formula obtained for the left integral, but a symmetric formula
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holds for the right integral. Given two regulated functions f, g on [0, T ] and
a dense nested sequence of partitions λ = {λn}, then the Left Cauchy λ-
integral (LC)
∫
φdλg is defined on [0, T ] if there exists a regulated function
Φ on [0, T ] such that Φ(0) = 0 and, for any 0 ≤ u < v ≤ T ,
Φ(v)− Φ(u) = limn→∞ SLC(φ, g;λn ⋓ [u, v]),
∆−Φ(v) = φ(v−)∆−g(v), ∆+Φ(u) = φ∆+g(u),
where
SLC(φ, g;κ) :=
m−1∑
i=0
φ(ti)(g(ti+1)− g(ti)) for any κ = {ti}
m
i=0.
In such a case, denote (LC)
∫ v
u
φdλg := Φ(v)− Φ(u).
Proposition A.4 (Proposition 1.4 in [19]). Let g be a regulated function
on [0, T ] and λ = {λn} a dense nested sequence of partitions such that
{t : ∆+g(t) 6= 0} ⊂ ∪n∈Nλn. The following are equivalent:
(i) g has Norvai˘sa’s λ-quadratic variation;
(ii) for any C1 function φ, φ ◦ g is Left Cauchy λ-integrable on [0, T ] and,
for any 0 ≤ u < v ≤ T ,
Φ ◦ g(v) − Φ ◦ g(u) = (LC)
∫ v
u
(φ ◦ g)dλg +
1
2
∫ v
u
(φ′ ◦ g)d[g]cλ (35)
+
∑
t∈[u,v)
(
∆−(Φ ◦ g)(t) − (φ ◦ g)(t−)∆−g(t)
)
+
∑
t∈(u,v]
(
∆+(Φ ◦ g)(t) − (φ ◦ g)(t)∆+g(t)
)
.
Note that the change of variable formula (35) gives the Fo¨llmer’s formula
(30) when g is right-continuous, and the Left Cauchy λ-integral coincides
with the Fo¨llmer integral along λ defined in (31).
Vovk’s quadratic variation
Vovk [29] defines a notion of quadratic variation along a sequence of par-
titions not necessarily dense in [0, T ] and uses it to investigate the properties
of ‘typical price paths’, that are price paths which rule out arbitrage oppor-
tunities in his pathwise framework, following a game-theoretic probability
approach.
Definition A.5. Given a nested sequence Π = {πn}n≥1 of partitions of
[0, T ], πn = (t
n
i )i=0,...,m(n) for all n ∈ N, a ca`dla`g function x : [0, T ] → R is
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said to have Vovk’s quadratic variation along Π if the sequence {An,Π}n∈N
of functions defined by
An,Π(t) :=
m(n)−1∑
i=0
(x(tni+1 ∧ t)− x(t
n
i ∧ t))
2, t ∈ [0, T ],
converges uniformly in time. In this case, the limit is denoted by AΠ and
called the Vovk’s quadratic variation of x along Π.
An interesting result in [29] is that typical paths have the Vovk’s quadratic
variation along a specific nested sequence {τn}n≥1 of partitions composed by
stopping times and such that, on each realized path ω, {τn(ω)}n≥1 exhausts
ω, i.e. {t : ∆ω(t) 6= 0} ⊂ ∪n∈Nτn(ω) and, for each open interval (u, v) in
which ω is not constant, (u, v) ∩ (∪n∈Nτn(ω)) 6= ∅.
The most evident difference between definitions 2.4, A.1, A.3, A.5 is that
the first two of them require the sequence of partitions to be dense, the third
one requires the sequence of partitions to be dense and nested, and the last
one requires a nested sequence of partitions. Moreover, Norvaiˇsa’s definition
is given for a regulated, rather than ca`dla`g, function.
Vovk proved that for a nested sequence Π = {πn}n≥1 of partitions of
[0, T ] that exhausts ω ∈ D([0, T ],R), the following are equivalent:
(a) ω has Norvaiˇsa’s quadratic Π-variation;
(b) ω has Vovk’s quadratic variation along Π;
(c) ω has weak quadratic variation of ω along Π, i.e. there exists a ca`dla`g
function V : [0, T ]→ R such that
V (t) = lim
n→∞
m(n)−1∑
i=0
(x(tni+1 ∧ t)− x(t
n
i ∧ t))
2
for all points t ∈ [0, T ] of continuity of V and it satisfies (6) where [x]Π
is replace by V .
Moreover, if any of the above condition is satisfied, then H = AΠ = V .
If, furthermore, Π is also dense, than ω has Fo¨llmer’s quadratic variation
along Π if and only if it has any of the quadratic variations in (a)-(c), in
which case H = AΠ = V = [ω].
In this thesis, we will always consider the quadratic variation of a ca`dla`g
path w along a dense nested sequence Π of partitions that exhausts ω, in
which case our Definition 2.4 is equivalent to all the other ones mentioned
above. It is sufficient to note that condition (b) implies that ω has finite
quadratic variation according to Definition 2.4 and [ω] = A, because the
properties in Definition 2.4 imply the ones in Definition A.1, which, by
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Proposition 4 in [29], imply condition (b). Therefore, we denote k¯(n, t) :=
max{i = 0, . . . ,m(n)− 1 : tni ≤ t} and note that
An,Π(t)−
∑
i=0,...,m(n)−1:
tni ≤t
(x(tni+1)− x(t
n
i ))
2 =
= (ω(t)− ω(tn
k¯(n,t)))
2 − (ω(tn
k¯(n,t)+1)− ω(t
n
k¯(n,t)))
2 −−−→
n→∞
0
by right-continuity of ω if t ∈ ∪n∈Nπn, and by the assumption that Π ex-
hausts ω if t /∈ ∪n∈Nπn.
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