Abstract: Topic detection and tracking (TDT) algorithms have long been developed for the discovery of topics. However, most existing TDT algorithms suffer from paying less attention to: (1) temporal distance between a pair of topics; (2) the mutual effect between highly correlated topic terms. In this paper, we proposed a novel topic detection approach by applying hierarchical clustering on the constructed concept graph (HCCG), which is able to solve aforementioned shortcomings simultaneously. In this approach, the concept is first defined as well as the concept behavior curve. Then, the temporal graph is constructed with concept as vertexes and connected by the edges sharing the same topic terms. By performing hierarchical clustering on this concept graph, the highly correlated concept behavior curves will be grouped together as topics. The proposed approach is evaluated on a number of datasets and the promising experimental results show that our approach is superior to K-means, agglomerative hierarchical clustering algorithm(AGH), and LDA with respects to precision, recall and F-measure. Moreover, the proposed concept behavior curves can be used to track the topic change trend by monitoring on the peak frequency of the concept behavior curves.
Introduction
Topic detection and tracking (TDT) [1] [2] [3] [4] [5] is one of the most important techniques to perform knowledge discovery task on the tremendous collection of web pages or microblogs posted by billions of social networks, such as twitter and facebook, users. TDT technique is originally designed to detect emerging topics from streaming broadcast news by calculating similarity between incoming news and existing topics. However, there are two main shortcomings in most of existing TDT algorithms: (1) documents are represented by bag-of-words which is insensitive to contextual sequence of co-occurent terms; (2) only contextual distance between topics is consider, but rarely consider the temporal distance between topics.
In the past, researchers have worked on these issues in an independent manner. In papers [6, 7] , authors replaced single keyword in the feature vector with a small set of keywords which helps to capture the specific meaning of the co-occurrent terms. However, the mapping relationship between topics and a set of keywords needs to perform a careful study. Several approaches [8, 9] were proposed to consider the topic's temporal distance. LDA [10] was shown as one of the best topic model and a temporal LDA was proposed in [9] to take into account the temporal distance of documents. In their work, the Beta distribution of the topic over a (normalized) time interval was introduced into the original LDA model. Alternatively, researchers proposed the graph based approaches [11] [12] [13] [14] in which the collection of streaming documents were extracted and represented by a graph, then the topic detection was performed by discovering the densely connected terms in the graph. However, the clustering process performed on the document-term graph requires a lot of computational resources.
Inspired by the graph model [11] , the approach called as hierarchical clustering on the concept graph (HCCG) was proposed in this paper. We believe that the co-occurrent keywords can uniquely represent certain perspective of a topic, and these perspectives were then defined as concepts of topic. Obviously, concepts from the same topic would have similar change trends. Therefore, topics could be detected by discovering highly correlated concept change trends in the graph. Such change trends are defined as concept behavior curves in this paper. Then, the main task of the proposed HCCG was to group highly correlated concept behavior curves as the underlying topics. The main contributions of this paper are:
-To the best of our knowledge, it is the first attempt to detect topics by considering topics' temporal distance and represent topics with co-occurrent keywords; -We defined concept frequency, concept behavior curve as well as the formulation to compute the similarity between concepts; -We speeded up the AGH by using revised single pass algorithm, and the complexity of the proposed approach is largely reduced which makes the approach a scalable one.
The rest of the paper is organized as follows. Section 2 reviews related works. Problem is formulated in section 3 as well as the definition of concept, concept frequency and concept behavior curve. The construction of concept graph is given in section 4. The proposed HCCG approach is described in section 5. The approach is evaluated in section 6 and section 7 concludes the paper.
Related Work
Topic detection and tracking generally involves five tasks: story segmentation, first story detection, story link detection, topic detection and topic tracking [1] . Among these tasks, topic detection (TD) was paid more attention as it can automatically find new topics from the streaming data [15] . To assign incoming documents to existing topics or to create a new topic, the contextual similarity between document and topics were calculated using the cosine distance of the feature vectors [16] [17] [18] . However, the single keyword extracted for the feature vector conveys different semantic meanings [19] with the contextual environment changes. To overcome this issue, Zhou et al. proposed a context-sensitive smoothing method [20] which decreased the weight of observed keywords and assigned weights to unobserved terms to increase the discriminative ability of missing keywords. Swan and Allan [4] proposed a statistical model of term occurrence over time with the focus on studying the influence of term frequency at different time slot. External knowledge, such as ontology and Wikipedia, was used by researchers for document clustering [17, 21, 22] , which increased the weight of keywords by taking the effect of their synonyms into account.
To explore the temporal characteristics of topic, most of existing works [23, 24] utilized the timestamps of documents in such a way that documents within the same time interval were assigned with higher weights to be grouped into the same topic. Recently, generative probability models [25, 26] , such as latent dirichlet allocation model [10] , became a main research stream in topic detection. There were many studies on online topic detection based on generative models [27] [28] [29] . Alternatively, [11] [12] [13] constructed a graph and used the community detection algorithms to detect topics. In their approach, keywords were treated as the vertexes of the graph, and each keyword was assigned to only one topic. As keywords were not necessarily to confine themselves to only one topic, the model performance inevitably deteriorates due to this assumption. Holz and Teresniak [8] argued that keywords can represent the meaning of topic and then they defined keywords' volatility as its' temporal fluctuation in the global contextual environment (i.e., the keyword and its neighboring keywords' fluctuation). However, topic naturally contains more than one keyword which limits the performance of this approach. Inspired by the spirit of this concept graph approach, we, in this paper, proposed a novel topic detection approach to discover the topics through hierarchical clustering on the constructed concept graph. 
Problem Formulation
From the definition, it can be seen that concept is used to describe a topic. The combination of several keywords enables concept a rich semantic meaning. Therefore, at least two keywords are used to represent a concept. To measure the importance of a concept, similar to term-frequency, the concept frequency is defined as the co-occurrence of keywords forming the concept, which is written as: 
Note that if concept Θ s does not appear in document set D t , then c f s,t is set to zero. The proposed concept behavior curve depicts the dynamic characteristics of the concept frequency along the timeline. Concept does not necessarily exist in all time interval. If the concept frequency is greater than 0, it means the emergence of the concept. When the concept frequency curve reaches its highest value, then it means the concept becomes very important among all concepts extracted within that time interval. If the concept frequency curve becomes zero, then it means that the concept vanishes at that time. Therefore, similar concepts have similar changing trends, i.e., concept behavior curves, which could be used to detect the topics by finding the clusters of similar curves.
Generation of the Concept Graph

Concept Feature Vector
In this paper, a concept feature vector, instead of "bag-of-words", is proposed to represent a document. On one hand, the dimension of concept feature vector is far lower than that of document term feature vector, which will largely save the computational cost. On the other hand, concept generally has an invariant meaning, whereas terms of "bag-of-words" might represent different meanings if the contextual environment is changed. Now the concept is the combination of several keywords and its weight is calculated as
where w 1 , w 2 , ..., w τ s are the keywords of the concept Θ s ;
.., w τ s and |w i | represents the occurrence of w i and factor τ s is introduced to normalize the maximum weight.
As concept generally contains several keywords, the combination of these keywords is quite high, which in turn requires an extremely high computational cost. Thus for simplicity reason, only two keywords per concept are extracted in this paper. Concept Θ s can be rewrote as Θ (w 1 , w 2 ).
Concept Graph
Concept graph G is denoted as G = {{Θ s }, {ρ(Θ i ,Θ j )}} with Θ s as its vertex and ρ(Θ i ,Θ j ) is the weighted edge. Edge connects two concepts sharing same keywords, and the weight of edge is calculated as the similarity between two concepts. The concept graph can be constructed on document set D, and thus is able to be used to detect underlying topics. This concept graph can be easily extended to an online version by re-computing the weighted edge of D T +1 to track the topic change. One illustrating example of concept graph is given as Figure 2 . In this figure, concepts such as "bird flu" and "chicken flu" under topic "red(*)" are plotted as vertexes, and an edge is pointing from vertex "bird flu" to vertex "chicken flu". The corresponding concept behavior curve is shown in Figure 1 . Concept "bird flu" and "chicken flu" are plotted in red line as they belong to topic "Red(*)". It can be seen that the red curves have similar changing trends over time. However, it is observed that the red behavior curves differentiate a lot from blue or green behavior curves which represent different concepts from other topics. This property of concept behavior curve can be used to detect topics on the concept graph by discovering densely connected subgraphs formed by the highly correlated concepts.
The weight of the edge ρ(Θ i ,Θ j ) can be calculated using the Pearson correlation coefficient as
where (µ i , σ i ), (µ j , σ j ) represents the mean and variance of the concept frequency Θ i ,Θ j , respectively. With concepts as vertexes and ρ(Θ i ,Θ j ) as the weight of the edge, the concept graph could be extracted from the document set D. 
The Hierarchical Clustering Approach on Concept Graph
Given the concept graph, the common practice to find densely-connected subgraphs (topics) is to seek the help of certain graph partition algorithms. However, the graph partition algorithms, such as Girvan-Newman algorithm [30] , generally have a higher computational complexity, specially when the document set is huge. Therefore, a revised agglomerative hierarchical clustering algorithm (AGH) is proposed to perform clustering task on the concept graph. The complexity of the original AGH [18] is quite high as it computes the pair-wise distance between items and only merges two nearest data items into one per iteration. Some researchers [31] tries to speed up the original AGH, for example, Murtagh [31] merged more items at each step. In this paper, the single pass algorithm [32] is proposed to perform pre-cluster on concept graph, and then revised AGH algorithm is performed the pre-cluster results 
Algorithm 1 Revised single pass algorithm
Input: G={D,E},β Output: c 1 , c 2 , c 3 , ..., c κ for i = 1 to |D| do Initialize Max=1 for j = 1 to κ do if ∆ (Θ i , c j ) > ∆ (Θ i , c max ) then max=j end if end for if ∆ (Θ i , c max ) > β then Add Θ i to c
Pre-clustering on concept graph
As mentioned above, the clustering results of the single pass algorithm is used to initialize AGH. First, the SP algorithm is briefly introduced as follows. In the algorithm, similarity between each incoming data item and current clusters is computed. Then the cluster having the maximum similarity value is selected. If the similarity is greater than the pre-defined threshold, then the data item is merged to the current cluster, otherwise, a new cluster is created. However, to apply the SP algorithm, the computation of similarity between concepts and document should be redefined, which is
where |Θ i ∩ c j | is the number of the edges connecting Θ i and cluster c j . If ∆ (Θ i , c max ) is greater than threshold β , then Θ i is merged to c max , otherwise, a new cluster is created for Θ i . The threshold β is set to control the degree that how Θ i is similar to the concept cluster c j , and needs to be carefully tuned to get the best model performance. The revised single pass algorithm is given in Algorithm 1. After applying the SP, concepts are grouped into a number of concept clusters and each cluster formulates a densely connected subgraph. These pre-clustering results are then used as the initialization value for the following AGH.
Agglomerative hierarchical clustering based on concept graph
The similarity calculation is one of the most important factors affecting the clustering quality of AGH by determining which pair of clusters to be merged together. There are three commonly used linkage criteria for similarity calculation in AGH [18] . The single-link method merges two clusters if items in each cluster have the minimum distance. On the contrary, the complete-link method chooses to merge clusters if items of one cluster are the farthest to the items of the other cluster. Both criteria do not work well in our problem as we need to calculate the similarity of all items in a cluster to avoid merging an item into a wrong cluster. Therefore, we choose the third linkage cirterion, the average linkage method, which computes the average pairwise similarity of the concepts in each cluster, defined as
where |c j | represents the number of concepts in cluster c j .
The corresponding revised merging step of the AGH algorithm is given in Algorithm 2.
Initialized by the SP, the number of initial concept clusters of the AGH are far less than that of the AGH initialized by data items, and thus the computation complexity of the revised AGH algorithm could be largely reduced. Detailed complexity analysis is discussed in next section.
After performing the AGH algorithm, there are some isolated concept clusters which can not be merged to any cluster. In fact, these isolated concepts clusters are not physically isolated. Due to the low similarity value, the AGH filters out these concepts as isolated clusters. Therefore, additional adjustment is needed to merge them into correct clusters. The adjustment steps are illustrated in the following example. In Figure 3 , the parameter α is set to 3, then total 5 clusters can be extracted which are: A, BCDE, FGHI, K, J. However, there are only 2 actual clusters: ABCDE, FGHIJK. To fix this issue, these small isolated clusters are forced to be merged into the most similar cluster if the number of concepts of isolated clusters is less than a given parameter ε.
Complexity Analysis
To summarize, the proposed HCCG has three steps: a) pre-clustering step using the revised SP; b) clustering on concept graph using agglomerative hierarchical clustering; c) the adjustment merging step. Assume that m denote the number of concepts, n denote the number of concept clusters. The computational complexity of step a) and step c) is linear one and is written as O(m). As for the complexity of step b), there are two main steps in the algorithm 2. First, it computes the pairwise similarity among all the concept clusters acquired in the Algorithm 1. The complexity of this step is O(n 2 ). Second, in each merging step, two clusters c i , c j with the maximum similarity value are selected and merged together. To further optimize this merging step, a priority queue is created to store the merging list. If c i is merged with c j , then both items are removed from the priority queue and the similarity of new cluster c with old clusters is re-computed and re-inserted into the priority queue. By doing so, the complexity of this merging step is O(n 2 log(n)). Therefore, the overall computational complexity of the proposed approach is determined by step b, which is O(n 2 log(n)). As n is much smaller than m, it indicates that the proposed approach is a scalable one.
Experiment
In the experiments, the performance of the proposed approach was extensively evaluated on a number of datasets. Evaluation criteria include precision, recall and F-measure. The benchmark clustering algorithm -K-means, the original AGH, as well as the latent dirichlet allocation (LDA) were chose for the performance comparison. At last, we analyzed how to track the topic trend based on concept behavior curves extracted.
DataSets and Evaluation Criteria
Seven different datasets were chose for the experiments which are: "TDT5", "TDT5 subset", "Reuters", "Reuters subset1", "Reuters subset2","Blog data" and "TwitterData". The characteristics of these datasets are reported in Table 1 . In this table, the second, third column reports the number of documents and the number of topics in each dataset, respectively. The last two columns reports the number of documents in the largest cluster and the smallest cluster. "TDT5" is extracted from the benchmark dataset LDC2006T18 which contains 250 topics including English, from the dataset Reuters-21578 and only documents belonging to one topic are extracted. The extracted "Reuters" contains 1626 documents from 17 topics. Seven different topics were extracted from "Reuters" to form the sub dataset "Reuters subset1" and "Reuters subset2". Blog dataset was collected from Mar 28th, 2011 to Mar 31st, 2011 through the Google blog search. "TwitterData" was collected from social media website-www.twitter.com. All the seven datasets were partitioned into different document sets according to its chronological sequence. The document set at time t is abandoned if it contains less than 9 documents. In the following experiments, precision, recall and F-measure was adopted to evaluate the clustering quality of the proposed approach. Let C i be the class of dataset labeled manually and K j be the set of the clusters generated by the clustering algorithms. The precision and recall is calculated as
where n i, j is the number of the documents of class C i in cluster K j . The F-measure of the class C and cluster K can be computed as
The average precision, recall and F-measure of each algorithm will be calculated and compared as the performance evaluation results.
Comparison Results
As aforementioned, "TDT5" and "TDT5 subset" were partitioned into 19 time intervals, each of which covers 10 days; "Reuters", "Reuters subset1" and "Reuters subset2" were partitioned into 16 time intervals, each of which covered 15 days; and "Blog data" was partitioned into 3 time intervals, each covers only one day. The standard pre-processing step was applied to all documents. Terms with its term frequency (TF) lower than 3 were filtered out from "Reuters", "Reuters subset1", "Reuters subset2" and "Blog data", and those with their TF lower than 8 were filtered out from the regular document set "TDT5" and "TDT5 subset". "TwitterData" was partitioned into 10 time intervals, each of which contains 10 days. Terms with their document frequency higher than 70% were removed. After a careful preliminary study, the threshold of the concept weight is set to 0.6 for the rest experiments.
The comparison results of the average precision, recall and F-measure with the baseline algorithms: K-means, AGH and LDA are reported in Table 2 . As for the F-measure, it is well noticed that the performance of the proposed HCCG is superior to the rest three algorithms in all six datasets and is close to the best one in the dataset "Reuters subset1" which is 0.71 vs. 0.7162. For all three criteria, it can be seen that the proposed HCCG acquires the highest value in dataset "TDT5", "TDT5 subset" and "Blog data". From the F-measure results on "TDT5", the model performance of the HCCG is higher than the K-means, AGH and LDA by 211%, 273% and 20%, respectively. Similar observations could be found for precision and recall in "TDT5". It is observed that the proposed HCCG is 46% and 80% higher than that of the LDA in the dataset "Blog data" and c 2013 NSP Natural Sciences Publishing Cor. TwitterData, respectively. The possible reason is that the LDA might not work very well in the short context dataset.
For the precision comparison, performance of the proposed HCCG exceeds both K-means and LDA, and is lower than that of the AGH in "Reuters" and "Reuters subset1". The reason is that the HCCG is performed on top of the pre-clustering results of the SP algorithm, however, the pre-clustering results are affected by the threshold of the weight. If some concepts are wrongly merged during the pre-clustering steps, then the performance of the HCCG also degraded. To summarize, with respects to the three criteria, we can conclude that the proposed HCCG is superior to the rest three baseline algorithms. Moreover, the HCCG can achieve a much higher model performance especially on a high dimensional dataset.
Comparison of Keywords Extracted
To further demonstrate whether the keywords of the topics extracted are reasonable or not, the comparison between the HCCG and the LDA was performed on three datasets: "TDT5", "Reuters", "Blog data" and "TwitterData", and the results were reported in Table 3,  Table 4, Table 5 and Table 6 , respectively. In these tables, only the top k frequent terms of the LDA and the top k frequent concepts of the HCCG were recorded for the comparison.
From topic "Typhoon in southern China" in Table 3 , the top k frequent terms extracted by the LDA included "necessari", "surviv" , "krovanh", "southern" and etc.; whereas the top k frequent concepts extracted by the HCCG include "hainan krovanh", "typhoon krovanh", "china south" and etc. It is obvious that the term such as "necessari" is not relevant to topic "Typhoon in southern China" and the keyword "surviv" could also be used to describe topic "Explosion at Yale" and thus is not a discriminative term for current topic. It is noticed that the LDA extracted many such keywords. However, most of frequent concepts extracted by the HCCG are highly related to the topic. The same observations could be found for the rest topics in Table 3, Table 4 and Table 5 . From these observed results, we can conclude the concept keyword extracted by the proposed HCCG is more accurate than the keyword extracted by the LDA algorithm.
The explanation for the good performance of the proposed HCCG is that the concept keywords of a topic often appear together, and thus get a higher concept weight. For instance, some sentences of topic "Typhoon" were found like "Typhoon Krovanh has killed two people and injured eight in southern China" and "Typhoon Krovanh leaves southern island city submerged". In these sentences, term "Typhoon" and "Krovanh" appeared together with a higher frequency, therefore, the concept "Typhoon Krovanh" can be easily extracted. Terms "city" and "Typhoon" also appeared together but with a lower frequency which were then filtered out from the concept cluster. However, the LDA does not possess such ability to generate a pair of keywords. In this experiments, we extracted concepts which contain only two keywords. However, some concepts may not be denoted by only two keywords, i.e. it is not accurate for some concepts only represented by only two keywords. For example, "Japan nuclear power" contains more concrete semantic information than "nuclear power". Accordingly, three keywords are more appropriate to describe the topic.
Behavior Curve Analysis
In addition to detect topics, the proposed HCCG is able to track the topic change trend with the help of behavior curves. The change trends of four topics on datasets "TDT5", "Reuters", "Blog data" and "TwitterData" are plotted in Figure 4 , Figure 5 , Figure 6 and 7 respectively. Each curve in the subfigure denotes a concept behavior curve and the change of the curve indicates the change of concept.
From these figures, the following observations could be found. First, there exist topics which happen only once on the dataset. For instance, in Figure 4 The corresponding behavior curve begins with the burst of the concept keywords, and the concept behavior curve gradually vanishes within a short time, then it re-bursts after some time with the similar curve shape but with a decreased peak value. This observation indicates that this kind of topic is a periodical one, and could be tracked by identifying the peak frequency of the curve.
Third, different concepts have different concept behavior curves even in the same time interval, as shown in Figure 6 . It is obvious that the curves of topics "Amazon", "Artificial Leaf", "Libya War" and "Japan Nuclear power explosion" do not resemble each other, which indicates that the concept curve could also be used to discover topics. These observations conclude that the concept behavior curves could be able to detect the topics as well as to track the topic change trend by monitoring on the curve's peak value and the peak frequency. Fourth, the topics are always active topics but might have a sudden burst in a point-wise manner which is shown in Figure 7 .
Conclusion
In this paper, a novel approach is proposed for detecting topics based on the hierarchical clustering on the concept graph. The proposed approach first defines concept, concept frequency as well as the concept behavior curves. Then, the concept graph was generated based on the concepts extracted from the documents set. A revised single pass algorithm is adopted to perform pre-clustering task on the original huge volume of documents to initialize the following AGH tree. The pre-clustering step could largely reduce the overall computational cost as well as improve the overall model performance. The results of the hierarchical clustering step are adjusted to re-assign the isolated concept clusters to existing concept clusters. The proposed approach is evaluated on a number of datasets. When compared with standard Kmeans, AGH, LDA, the proposed approach is superior to these algorithms in terms of the precision, recall and F-measure. Moreover, the proposed approach could extract more meaningful and accurate keywords than the LDA does. The concept behavior curves are able to track the topic change trends by monitoring on the peak value of the concept curves. In addition to these merits, the proposed approach can largely reduced the computational cost which indicates that it is applicable to a large-scale topic detection application. In the future, we will relax the limitation on the number of the concept keywords and perform a more profound study on how to reduce the complexity when the combination of the concepts keywords are huge. 
