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Abstract
We give an alternate proof of a conjecture of Bolloba´s, Brightwell
and Leader, first proved by Peter Allen, stating that the number of
boolean functions definable by 2-SAT formulae is (1+o(1))2(
n+1
2 ). One
step in the proof determines the asymptotics of the number of “odd-
blue-triangle-free” graphs on n vertices.
1 Introduction
Let {x1, . . . , xn} be a collection of Boolean variables. Each variable x is
associated with a positive literal, x, and a negative literal, x¯. Recall that a
k-SAT formula is an expression of the form
C1 ∧ · · · ∧ Ct, (1)
with t a positive integer and each Ci a k-clause; that is, an expression
y1 ∨ · · · ∨ yk, with y1, . . . , yk literals corresponding to different variables.
A formula (1) defines a Boolean function of x1, . . . , xn in the obvious way;
any such function is a k-SAT function. Here we will be concerned almost
exclusively with the case k = 2, and henceforth write “clause” for “2-clause.”
We are interested in the number of 2-SAT functions of n variables, which,
following [3], we denote G(n). Of course G(n) is at most exp2[4
(n
2
)
], the
number of 2-SAT formulae; on the other hand it’s easy to see that
G(n) > 2n(2(
n
2) − 1) ∼ 2(n+12 ) (2)
(all formulas gotten by choosing yi ∈ {xi, xi} for each i and a nonempty
subset of the clauses using y1, . . . , yn give different functions).
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The problem of estimating G(n) was suggested by Bolloba´s, Brightwell
and Leader [3] (and also, according to [3], by U. Martin). They showed that
G(n) = exp2[(1 + o(1))n
2/2], (3)
and made the natural conjecture that (2) gives the asymptotic value of G(n);
this was proved in [1]:
Theorem 1.1.
G(n) = (1 + o(1))2(
n+1
2 ) (4)
Here we give an alternate proof. An interesting feature of our argument
is that it follows the original colored graph approach of [3], in the process
determining (Theorem 1.2) the asymptotics of the number of “odd-blue-
triangle-free” graphs on n vertices; both [3] and [1] mention the seeming
difficulty of proving Theorem 1.1 along these lines.
The argument of [3] reduces (3) to estimation of the number of “odd-
blue-triangle-free” (OBTF) graphs (defined below). In brief, with elabora-
tion below, this goes as follows. Each “elementary” 2-SAT function (non-
elementary functions are easily disposed of) corresponds to an OBTF graph;
this correspondence is not injective, but the number of functions mapping
to a given graph is trivially exp[o(n2)], so that a bound exp2[(1+ o(1))n
2/2]
on the number, say F (n), of OBTF graphs on n vertices—proving which is
the main occupation of [3]—gives (3).
The Bolloba´s et al. reduction to OBTF graphs is also the starting point
for the proof of Theorem 1.1, and a second main point here (Theorem 1.2)
will be determination of the asymptotic behavior of F (n). Note, however,
that derivation of Theorem 1.1 from this is—in contrast to the corresponding
step in [3]—not at all straightforward, since we can no longer afford a crude
bound on the number of 2-SAT functions corresponding to a given OBTF
G.
It’s natural to try to attack the problem of (approximately) enumerating
OBTF graphs using ideas from the large literature on asymptotic enumer-
ation in the spirit of [4], for instance [5] and [6]. This is suggested in [3];
but the authors say their attempts in this direction were not successful, and
their eventual treatment of F (n) is based instead—as is Allen’s proof of
Theorem 1.1—on the Regularity Lemma of Endre Szemere´di [7]. Here our
arguments will be very much in the spirit of the papers mentioned; [6] in
particular was helpful in providing some initial inspiration. We now turn to
more precise descriptions.
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We consider colored graphs, meaning graphs with edges colored red (R)
and blue (B). For such a graph G, a subset of E(G) is odd-blue if it has an
odd number of blue edges (and even-blue otherwise), and (of course) G is odd-
blue-triangle-free (OBTF) if it contains no odd-blue triangle. We use F(n)
for the set of (labelled) OBTF graphs on n vertices and set |F(n)| = F (n).
A graph G (colored as above) is blue-bipartite (BB) if there is a partition
U ⊔W of V (G) such that each blue edge has one endpoint in each of U , W ,
while any red edge is contained in one of U , W . We use B(n) for the set of
blue-bipartite graphs on n vertices. It is easy to see that
|B(n)| = (1− o(1))2(n+12 )−1. (5)
(The term exp2[
(n+1
2
) − 1] = exp2[n− 1 + (n2)] counts ways of choosing the
unordered pair {U,W} and an uncolored G, the coloring then being dictated
by “blue-biparticity”; that the r.h.s. of (5) is a lower bound follows from
the observation that almost all such choices will have G connected, in which
case different {U,W}’s give different colorings.)
As mentioned above, the main step in the proof of (3) in [3] was a bound
F (n) < exp2[(1+o(1))n
2/2]; here we prove the natural conjecture that most
OBTF graphs are blue-bipartite:
Theorem 1.2.
F (n) = (1 + o(1))2(
n+1
2 )−1 (6)
The bound here corresponds to that in Theorem 1.1, in that (as explained
below) one expects a typical OBTF G to correspond to exactly two 2-SAT
functions. Proving that this is indeed the case, and controlling the contri-
butions of those OBTF G’s for which the number is larger, are the main
concerns of Sections 4 and 5 (which handle blue-bipartite and non-blue-
bipartite G respectively). These are preceded by a review, in Section 2, of
the reduction from 2-SAT functions to OBTF graphs, and, in Section 3, the
proof of Theorem 1.2 in a form that gives some further limitations on graphs
in F(n) \ B(n). The end of the proof of Theorem 1.1 is given in Section 6,
and Section 7 contains a few additional remarks and questions.
Numerical usage. We use [n] for {1, . . . , n} and ( n<k) for ∑k−1i=0 (ni). All
logarithms and the entropy H(·) are binary. We pretend throughout that
large numbers are integers.
Graph-theoretic usage. We use Γx or Γ(x) for the neighborhood of a vertex x,
preferring the former but occasionally resorting to the latter for typograph-
ical reasons (to avoid double subscripts or because we need the subscript to
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specify the graph). For a set of vertices Q, Γ(Q) is ∪x∈QΓx \ Q. We use
∇(X,Y ) for the set of edges having one end in X and the other in Y (X
and Y will usually be disjoint, but we don’t require this).
2 Reduction to OBTF graphs
In this section we recall what we need of the reduction from 2-SAT functions
to OBTF graphs, usually referring to [3] for details.
The spine of a non-trivial 2-SAT function S is the set of variables that
take only one value (True or False) in satisfying assignments for S. For a
2-SAT function S with empty spine, we say that variables x, y are associated
if either x⇔ y is True in all satisfying assignments for S, or x⇔ y¯ has this
property. A 2-SAT function with empty spine and no associated pairs is
elementary. As shown in [3], the number, H(n), of elementary, n-variable
2-SAT function satisfies
H(n) ≤ G(n) ≤ 1 +
n∑
k=0
H(n− k)
(
n
k
)
(2n− 2k + 2)k,
and it follows that for Theorem 1.1 it is enough to show
H(n) = (1 + o(1))2(
n+1
2 ). (7)
Given a 2-SAT formula F giving rise to an elementary function SF , we
construct a partial order PF on {x1, x¯1, . . . , xn, x¯n}, by setting x < y if x¯∨y
appears in F (so x⇒ y is True in any satisfying assignment for F ; note x, y
can be positive or negative literals), and taking the transitive closure of this
relation. Then PF is indeed a poset and satisfies
(a) PF depends only on the function SF ,
(b) each pair x, x¯ is incomparable, and
(c) x < y if and only if y¯ < x¯.
This construction turns out to give a bijection between the set of elementary
2-SAT functions and the set P(n) of posets on {x1, x¯1, . . . , xn, x¯n} satisfying
(b) and (c), and in proving (7) we work with the interpretation H(n) =
|P(n)|.
For P ∈ P(n) we construct a colored graph G(P ) on (say) vertex set
{w1, . . . , wn} by including a red edge wiwj whenever xi <· x¯j or x¯i <· xj in
P (where, as usual, x <· y means x < y and there is no z with x < z < y),
and a blue edge wiwj whenever xi <· xj or x¯i <· x¯j . Then
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(d) no edge of G(P ) is colored both red and blue,
(e) G(P ) determines the cover graph of P (the set of pairs {x, y} for which
x <· y or y <· x), and
(f) G(P ) ∈ F(n).
Of course (e) is not enough to get us from Theorem 1.2 to the desired bound
(7) on H(n) (= |P(n)|), since it may be that a given cover graph corresponds
to many P ’s. It turns out that a typical blue-bipartite G does give rise to
exactly two P ’s; but bounding the contributions of general G’s is not so
easy, and, inter alia, will require a somewhat stronger version of Theorem
1.2 (Theorem 3.1). If we only wanted Theorem 1.2, then Section 3 could be
simplified, though the basic argument would not change.
3 Nearly blue-bipartite
Fix C and ε > 0. We won’t bother giving these numerical values. We
choose ε so that the expression on the right hand side of (14) is less than 2,
let c < 1 − 0.6 log2 3 be some positive constant satisfying (14), and choose
(say)
C > 12/c. (8)
Set s = s(n) = C log n.
Throughout the following discussion, G is assumed to lie in F(n) and
we use V for [n], the common vertex set of these G’s. Set κ(G) = min{|K| :
K ⊆ V,G−K is blue-bipartite}. Our main technical result is
Theorem 3.1. There is a constant c > 0 such that for sufficiently large n
and any t ≤ s,
|{G : κ(G) ≥ t}| < 2(1−c)snF (n− s) + 2(1−c)n⌈t/3⌉F (n− ⌈t/3⌉). (9)
Notice that, according to (6), we expect F (n) ≈ 2naF (n− a) (for a not too
large); so (9) says that non-BB graphs contribute little to this growth. The
easy derivation of Theorem 1.2 from Theorem 3.1 is given near the end of
this section.
Very roughly, the proof of Theorem 3.1 proceeds by identifying several
possible ways in which a graph might be anomalously sparse (see Lemmas
3.2-3.4 and 3.6), and showing that graphs with many anomalies are rare,
while for those with few, κ is small. Central to our argument will be our
ability to say that for most G and most vertices x, there is a small (size about
log n) subset of Γx whose neighborhood is most of G. The next lemma is a
first step in this direction.
Let
X0(n, t) = {G ∈ F(n) : ∃ Q ⊆ V (G) with |Q| = t and |Γ(Q)| < 0.6n}
and X0 = X0(n) = X0(n, s).
Lemma 3.2. For sufficiently large n and s ≥ t > ω(1),
|X0(n, t)| < 2(0.6 log2 3+o(1))tnF (n− t)
Remark The statement is actually valid as long as t < o(n), but we will
only use it with t = s. In place of 0.6 we could use any constant α with
α log2 3 < 1 and α > 1/2, the latter being crucial for Lemma 3.4.
Proof. All G ∈ X0(n, t) can be constructed by choosing: Q; G − Q; Γ(Q);
and the restriction of G (including colors) to edges meeting Q (where we
require |Q| = t and |Γ(Q)| < 0.6n). We may bound the numbers of choices
for these steps by (respectively):
(n
t
)
; F (n− t); 2n−t; and exp3[
(t
2
)
+ t(0.6n)].
The lemma follows.
Set K1(G) = {x ∈ V (G) : dG(x) < εn}, κ1(G) = |K1(G)|, and for t ≤ n,
X1(n, t) = {G ∈ F(n) : κ1(G) ≥ t}.
Set X1 = X1(n) = X1(n, s).
Lemma 3.3. For sufficiently large n and any t,
|X1(n, t)| < 2(H(ε)+ε+o(1))ntF (n− t),
Proof. All G ∈ X1(n, t) can be constructed by choosing: some t-subset K of
K1(G); G −K; and Γx and colors for ∇(x,Γx) for each x ∈ K. (Of course
redundancies here and in similar arguments later only help us.) The numbers
of choices for these steps are bounded by:
(n
t
)
; F (n − t); and (( n<εn)2εn)t.
The lemma follows.
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For each G ∈ F(n), let K2(G) = {x1, . . . , xl, y1, . . . , yl} be a largest
possible collection of (distinct) vertices of V \ K1(G) such that |Γ(xi) ∩
Γ(yi)| < εn ∀ i ∈ [l], and set κ2(G) = l. Let
X2(n, t) = {G ∈ F(n) \ (X0(n) ∪ X1(n)) : κ2(G) ≥ t}
and X2 = X2(n) = X2(n, s). The next lemma is perhaps our central one.
Lemma 3.4. For sufficiently large n and t < o(n),
|X2(n, t)| < 22H(ε)nt(3/4)0.2nt4ntF (n− 2t).
(Actually we only use this with t < O(log n).)
Proof. All G ∈ X2(n, t) can be constructed by choosing:
(i) K = {x1, . . . , xt, y1, . . . , yt} ⊆ V \K1(G) (with x1, . . . , yt distinct);
(ii) for each i ∈ [t], Ti := Γ(xi) ∩ Γ(yi) of size at most εn;
(iii) G′ := G[V ′] (including colors), where V ′ = V \K;
(iv) for each v ∈ K, some Qv ⊆ Γ(v) \K of size s and colors for ∇(v,Qv);
(v) the remaining edges of G meeting K (those not in ∪v∈K∇(v,Qv)) and
colors for these edges.
(The point of (iv) is that, since G is OBTF, the colors for ∇(v,Qv) together
with those for edges of G′ meeting Qv limit our choices for the remaining
edges at v.)
We may bound the numbers of choices in steps (i)-(iv) by n2t, 2H(ε)nt,
F (n − 2t), and ((ns)2s)2t < n2st respectively, and the number of choices for
G[K] (in (v)) by exp3[
(
2t
2
)
].
Given these choices (and aiming to bound the number of possibilities
for ∇(K, [n] \ K)), we write Γ′ for ΓG′ , and, for i ∈ [t], define: Pi = Qxi ,
Qi = Qyi ; Ri = (Γ
′(Pi) ∩ Γ′(Qi)) \ Ti, R′i = Γ′(Pi) \ Γ′(Qi) \ Ti, R′′i =
Γ′(Qi) \ Γ′(Pi) \ Ti and R¯i = V ′ \ (Ri ∪ R′i ∪ R′′i ∪ Ti); and αi = |Ri|,
α′i = |R′i|, α′′i = |R′′i |, βi = |R¯i| and δi = |Ti| (< εn).
We then consider (the interesting part of the argument) the number of
possibilities for ∇(z, {xi, yi}) (including colors) for z ∈ V ′. With explana-
tions to follow, this number is at most: (i) 5 if z ∈ R¯i; (ii) 4 if z ∈ Ti∪R′i∪R′′i ;
and (iii) 3 if z ∈ Ri. This is because:
(i) z 6∈ Ti excludes the four possibilities with z connected to both xi and yi;
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(ii) for z ∈ Ti this is obvious; for z ∈ R′i, we already know the colors on some
(xi, z)-path of length two, so the condition OBTF leaves only one possible
color for an edge between xi and z, thus excluding one of the five possibilities
in (i) (and similarly for z ∈ R′′i );
(iii) here we have (as in (ii)) one excluded color for each of xiz, yiz.
Thus, letting z vary and noting that αi+α
′
i+α
′′
i +βi+ δi = n− 2t, we find
that the number of possibilities for ∇({xi, yi}, V ′) is at most
5βi4α
′
i
+α′′
i
+δi3αi < 4n
(
15
16
)βi (3
4
)αi−βi
≤ 4n
(
3
4
)αi−βi
.
The crucial point in all this is that G 6∈ X0 guarantees that αi − βi is big:
each of αi + α
′
i, αi + α
′′
i is at least 0.6n− 2t− δi, whence
n− 2t− δi − βi = αi + α′i + α′′i > 1.2n − 4t− 2δi − αi,
implying αi−βi > 0.2n− 2t− δi > (0.2− ε)n− 2t. So, finally, applying this
to each i and combining with our earlier bounds (for (i)-(iv) and the first
part of (v)) bounds the total number of possibilities for G by
2(H(ε)+o(1))nt(3/4)(0.2−ε−o(1))nt4ntF (n− 2t),
which is less than the bound in the lemma.
Lemma 3.5. For any G ∈ F(n) \ X0(n), x ∈ V \ (K1(G) ∪ K2(G)) and
S ⊆ V of size 6s, there exists Qx ⊂ Γx \ S with
|Qx| = log n and |V \ (K1(G) ∪K2(G) ∪ Γ(Qx))| < 2n1−ε. (10)
Proof. We have |(Γx∩Γy)\S| ≥ εn−6s for any x, y ∈ V \(K1(G)∪K2(G)).
So, for any such x, y and Q a random (uniform) (log n)-subset of Γx \ S,
Pr(Q ∩ Γy = ∅) <
(
1− log n
n
)|Γx∩Γy |−6s
<
(
1− log n
n
)εn−6s
< 2n−ε.
Thus E|V \ (K1(G) ∪K2(G) ∪ Γ(Q))| < 2n1−ε and the lemma follows.
8
For x ∈ V and Qx ⊆ Γx, say z ∈ V is inconsistent for (x,Qx) if there is
an odd-blue cycle xx1zx2 with x1, x2 ∈ Qx, and write I(x,Qx) for the set
of such z. If in addition y ∼ x and Qy ⊆ Γy, say z ∈ V is inconsistent for
(x,Qx, y,Qy) if z ∈ I(x,Qx)∪I(y,Qy) or there is an odd-blue cycle xx1zy1y
with x1 ∈ Qx and y1 ∈ Qy, and write I(x,Qx, y,Qy) for the set of such z.
For G ∈ F(n), let K3(G) = {x1, . . . , xl, y1, . . . , yl} be a largest possible
collection of (distinct) vertices of V \ (K1(G)∪K2(G)) with xi ∼ yi and for
which there exist Qv ⊆ Γv \K3 for v ∈ K3 satisfying (10) and
|I(xi, Qxi , yi, Qyi)| > εn ∀ i ∈ [l]. (11)
Set κ3(G) = l. Let
X3(n, t) = {G ∈ F(n) \ (X0 ∪ X1 ∪ X2) : κ3(G) ≥ t}
and X3 = X3(n) = X3(n, s).
Now for G ∈ F(n) \ X0 and each x ∈ V \ (K1(G) ∪ K2(G)), fix some
Qx ⊆ Γx \ K3(G) satisfying (10) and (11) if x ∈ K3(G) and (10) other-
wise. Existence of such Qx’s is given by Lemma 3.5, and the maximality of
K3(G) implies that for each xy ∈ E(G− (K1(G)∪K2(G)∪K3(G))) we have
I(x,Qx, y,Qy) ≤ εn. Having fixed theseQx’s, we abbreviate I(x,Qx) = I(x)
and I(x,Qx, y,Qy) = I(x, y).
Lemma 3.6. For sufficiently large n and t ≤ s,
|X3(n, t)| < (3/4)εnt2o(nt)4ntF (n− 2t).
Proof. All G ∈ X3(n, t) can be constructed by choosing:
(i) K = {x1, . . . , xt, y1, . . . , yt} (with x1, . . . , yt distinct);
(ii) G[V ′] (including colors), where V ′ = V \K;
(iii) for each x ∈ K, Qx and colors for ∇(x,Qx);
(iv) the remaining edges meeting K and colors for these edges.
We may bound the numbers of choices in steps (i)-(iii) by n2t, F (n − 2t),
and n2t logn respectively, and the number of choices for G[K] (in (iv)) by
3(
2t
2 ). Notice that the choices in (i)-(iii) determine the sets I(xi, yi), which
in particular are of size at least εn.
As in Lemma 3.4, the interesting point is the number of possibilities for
∇(z, {xi, yi}) for z ∈ V ′. In general, if z ∈ Γ(Qxi)∩Γ(Qyi) this number is at
most 4, since (because G is to be OBTF) any path xixz with x ∈ Γ(Qxi)—so
9
we already know the colors of xix and xz—excludes one possible color for
a (possible) edge xiz, and similarly for yi. Moreover, if z ∈ I(xi, yi) then
the number is at most 3: if z ∈ I(xi) then an edge xiz of either color gives
an odd-blue triangle, and similarly if z ∈ I(yi); and otherwise, we cannot
have z joined to both xi and yi without creating an odd-blue triangle (and
we already know an edge xiz or yiz admits at most one possible color). If
z 6∈ Γ(Qxi) ∩ Γ(Qyi), then we just bound the number by 9, noting that the
number of such z is o(n) (since the Q’s satisfy (10)).
Thus the number of possibilities for ∇({xi, yi}, V ′) is at most
4n−εn3εn9o(n) = 4n(3/4)εn2o(n);
so combining with our earlier bounds we find that the number of possibilities
for G is less than (3/4)εnt2o(nt)4ntF (n − 2t).
For G 6∈ X0 letK(G) = K1(G)∪K2(G)∪K3(G). As we will see, Theorem
3.1 is now an easy consequence of
Lemma 3.7. For each G ∈ F(n)\(X0∪· · ·∪X3), G−K(G) is blue-bipartite.
Proof. We first assert that
G−K(G) contains no odd-blue cycle of length 4 or 5. (12)
To see this, suppose x1, . . . , xq is a cycle in G
′ := G−K(G) with q ∈ {4, 5},
and (with subscripts taken mod q) let
z ∈
q⋂
i=1
Γ(Qxi) \ (
q⋃
i=1
I(xi, xi+1) ∪ {x1, . . . , xq}).
(Note that there is such a z; in fact the size of the set on the r.h.s. is at
least n−|K1(G)∪K2(G)∪K3(G)|−q log n−2qn1−ε−qεn−q, so essentially
(1− qε)n.)
Let wi ∈ Γ(z) ∩ Qxi (i ∈ [q]). Each of the closed walks zwixixi+1wi+1z
is even-blue, either (in case it is a 5-cycle) because z 6∈ I(xi, xi+1), or (oth-
erwise) because G is OBTF, where we use the easy
any non-simple closed walk of length at most 5
in an OBTF graph is even-blue. (13)
But since these walks together with the original cycle use each edge of G an
even number of times, it follows that the original cycle is also even-blue.
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We now define the blue-bipartition for G′ in the natural way. Note that
the diameter of G′ is at most 2 (in fact any two vertices of G′ have at least
εn−o(n) common neighbors), and that (12) and (13) imply that for any two
vertices x, y, all (x, y)-paths of length at most 2 have the same blue-parity
(defined in the obvious way). We may thus fix some vertex x and let U
consist of those vertices for which this common parity is even (so x ∈ U)
and W = V (G′) \U . That this is indeed a blue-bipartition is again an easy
consequence of (12) and (13).
Proof of Theorem 3.1. For G ∈ F(n) \X0, Lemma 3.7 gives κ(G) ≤ κ1(G)+
2(κ2(G) + κ3(G)), so that κ(G) ≥ t implies that either κ1(G) ≥ t/3 or at
least one of κ2(G), κ3(G) is at least t/6. It follows that
{G : κ(G) ≥ t} ⊆ X0 ∪ X1(n, ⌈t/3⌉) ∪ X2(n, ⌈t/6⌉) ∪ X3(n, ⌈t/6⌉)
(since for G 6∈ X0: κ1(G) ≥ t/3 ⇒ G ∈ X1(n, ⌈t/3⌉); κ2(G) ≥ t/6 ⇒
G ∈ X1 ∪ X2(n, ⌈t/6⌉); κ3(G) ≥ t/6 ⇒ G ∈ X1 ∪ X2 ∪ X3(n, ⌈t/6⌉); and
X1 ⊆ X1(n, ⌈t/3⌉), X2 ⊆ X2(n, ⌈t/6⌉)).
The theorem, with any (fixed, positive) c < 1− 0.6 log2 3 satisfying
2−c > 2H(ε)+ε−1 + 2H(ε)(3/4)0.1 + (3/4)ε/2, (14)
now follows from Lemmas 3.2-3.4 and 3.6.
From this point we set b(n) = 2(
n+1
2 )−1 (∼ |B(n)|).
Proof of Theorem 1.2. We prove Theorem 1.2 by showing by induction that,
for some constant ∆, c as in Theorem 3.1 and all n,
F (n) ≤ (1 + ∆ · 2−cn)b(n) (15)
To see this, choose n0 large enough so that the previous results in this section
are valid for n ≥ n0, and then choose ∆ > 2 (say) so that (15) holds for
n ≤ n0. Assuming (15) holds for n− 1, we have, using Theorem 3.1 for the
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first inequality,
|F(n) \ B(n)| = |{G : κ(G) > 0}|
< 2(1−c)snF (n − s) + 2n−cnF (n− 1)
< 2(1−c)sn(1 + ∆2−c(n−s))b(n − s)
+ 2n−cn(1 + ∆2−c(n−1))b(n − 1)
= [2(
s
2)−csn(1 +∆2−c(n−s))
+ 2−cn(1 + ∆2−c(n−1))]b(n). (16)
So, since |B(n)| < b(n) and the coefficient of b(n) in (16) is less than ∆2−cn,
we have (15).
Feeding this back into Theorem 3.1 we obtain a quantitative strengthen-
ing of Theorem 1.2 that will be useful below. (Recall we assume G ∈ F(n).)
Theorem 3.8. For any constant δ < c/3, t ≤ s and large enough n,
|{G : κ(G) ≥ t}| < 2−δntb(n). (17)
Proof. We have (for large enough n)
|{G : κ(G) ≥ t}| < 2(1−c)snF (n − s) + 2(1−c)n⌈t/3⌉F (n − ⌈t/3⌉)
< 2[2(1−c)snb(n− s) + 2(1−c)n⌈t/3⌉ · b(n− ⌈t/3⌉)]
< 2−δntb(n).
In what follows we will also need an analogue of κ for edge removals, say
γ(G) := min{|E′| : E′ ⊆ E(G), G − E′ BB}.
Lemma 3.9. There is a constant C ′ such that, for sufficiently large n,
|{G : γ(G) > C ′√n log3/2 n}| < n−3nb(n).
Proof. Fix A > ((12 log2 3)/c + 3)
1/2. The story here is that κ(G) small
implies γ(G) small unless we encounter the following pathological situation.
Let Y(n) consist of those G ∈ F(n) for which there is some K ⊆ V of size
at most k := (12 log n)/c such that G − K is BB and there are disjoint
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S, T ⊆ V \K, each of size A√n log n, with ∇G(S, T ) = ∅. We assert that,
for any constant C ′′ < A2 − (12 log2 3)/c (and large n),
|Y(n)| < exp2[
(
n
2
)
− C ′′n log n]. (18)
This is a routine calculation: the number of choices for G ∈ Y(n) is at most
3n exp3[
(
k
2
)
+ k(n − k)] exp2[
(
n
2
)
−A2n log n],
where the first term corresponds to the choices of K, the blue-bipartition
and S, T ; the second to edges of GmeetingK; and the third to the remaining
edges (whose colors are determined by the blue-bipartition). This gives (18).
Thus, in view of Theorem 3.8 (noting (12/c) log n < s; see (8)), Lemma
3.9 will follow from
G ∈ F(n) \ Y(n), κ(G) < (12/c) log n ⇒ γ(G) < C ′√n log3/2 n (19)
(for a suitable C ′). To see this, suppose G 6∈ Y(n) and G − K is BB
with |K| < (12/c) log n. Let X ∪ Y be a blue-bipartition of G − K, and
write R and B for the sets of red and blue edges of G. Given x ∈ K, let
RX = RX(x) = {v ∈ X : xv ∈ R}, and define BX , RY , BY similarly. Then
G OBTF implies
∇(RX , BX) = ∇(RX , RY ) = ∇(BX , BY ) = ∇(RY , BY ) = ∅,
whence (since G 6∈ Y(n)) WMA that at most two of RX , BX , RY , BY have
size at least A
√
n log n, and if exactly two then these must be either RX
and BY , or BX and RY . Thus there is a set E
′(x) of at most 2A
√
n log n
edges at x so that either ∇(x,X) \ E′(x) ⊆ R and ∇(x, Y ) \ E′(x) ⊆ B or
vice versa. Setting E′ = E(K) ∪⋃{E′(x) : x ∈ K}, we find that G − E′ is
BB with |E′| < (|K|2 )+ 2A|K|√n log n < C ′√n log3/2 n, for any C ′ > 24A/c
(and large n).
4 Blue-bipartite graphs
We continue to assume G ∈ F(n) and now need some understanding of the
sizes of the sets
P(G) := {P ∈ P(n) : G(P ) = G}
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(see following (7) for P(n) and G(P )). Recall (see property (e) of G(P ))
that G(P ) determines the cover graph of P ; thus, as observed in [3], we
trivially have
|P(G)| < (2n)! < n2n ∀G ∈ F(n), (20)
since a poset is determined by its cover graph and any one of its linear
extensions.
If P ∈ P(G) then the cover graph of P is C(G), defined to be the graph
on {x1, . . . , xn, x¯1, . . . , x¯n} with, for each wiwj ∈ E(G), edges xixj and xixj
if wiwj is blue, and xixj and xixj if it is red. By property (c) in the definition
of P(n), the orientation of either of the edges of C(G) corresponding to a
given edge of G determines the orientation of the other; so we speak, a little
abusively, of orienting the edges of G.
A basic observation is that the orientations of the edges of any triangle
wiwjwk of G, are determined by the orientation of any one of them. Suppose
for instance (other cases are similar) that the edges of wiwjwk are all red,
and that xi < x¯j (so also xj < x¯i). We must then have x¯k > xi, xj (and
xk < x¯i, x¯j), since (e.g.) x¯k < xi would imply xk > x¯i, and then xk > x¯j
would give xk > x¯k, while xk < x¯j would give x¯j > xj, in either case a
contradiction. It follows that the orientation of either of e, f ∈ E(G) deter-
mines the orientation of the other whenever there is a sequence T0, . . . , Tl of
triangles with e (resp. f) an edge of T1 (resp. Tl) and Ti−1, Ti sharing an
edge for each i ∈ [l]. We then write e ≡ f , and call the classes of this equiv-
alence relation triangle-components of G. If there is just one equivalence
class, we say G is triangle-connected.
In general the preceding discussion bounds |P(G)| by 2η(G) with η(G)
the number of triangle components of G; but all we need from this is
Lemma 4.1. If G ∈ B(n) is triangle-connected then |P(G)| ≤ 2.
(Actually it’s easy to see that equality holds.) The last piece needed for the
proof of Theorem 1.1 is
Lemma 4.2. There are at most 2−Ω(n)b(n) P ∈ P(n) with G(P ) in B(n)
and not triangle-connected.
Proof. Fix δ > 0 with 5(1−H(δ)) > 3δ, and for G ∈ B(n) let X(G) = {x ∈
V : dG(x) < δn}. Set D = 5/δ. We first dispose of some pathologies:
Proposition 4.3. All but at most n−3nb(n) G ∈ B(n) satisfy
(i) |X(G)| < D log n;
(ii) 6 ∃ disjoint Y,Z ⊆ V with |Y ||Z| = Dn log n and ∇(Y,Z) = ∅;
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(iii) ∀x ∈ V \X(G), the size of the largest connected component of G[Γx] is
at least dG(x)−D log n;
(iv) ∀x ∈ V \X(G), |{y ∈ V \X(G) : |Γx ∩ Γy| < D
√
n log n}| < D log n.
Proof. (i) We may specify G ∈ B(n) violating (i) by choosing: a blue-
bipartition S ∪ T ; X ′ ⊆ X(G) of size D log n; E(X ′) ∪ ∇(X ′, V \X ′); and
G−X ′. The numbers of ways to make these choices are at most: 2n; ( nD logn);
(
∑
i<δn
(
n
i
)
)D logn; and exp2[
(
n−D logn
2
)
]; and, in view of our restriction on δ,
the product of these bounds is much less than n−3nb(n).
(ii) For use in (iii) we show a slightly stronger version, say (ii′), which is
just (ii) with D replaced by 4. We may specify G ∈ B(n) violating (ii′) by
choosing a blue-bipartition S ∪ T and Y,Z in at most (say) 5n ways, and
then the edges of G in at most exp2[
(n
2
)− 4n log n] ways.
(iii) Here we simply observe that any G ∈ B(n) satisfying (ii′) also satisfies
(iii). To see this, notice that if dG(x) ≥ δn and G satisfies (ii′), then there
is no K ⊆ Γx with |K| ∈ (D log n, dG(x) −D log n) and ∇(K,Γx \K) = ∅.
But then if (iii) fails at x, it must be that all components of G[Γx] have size
less than D log n, in which case we get the supposedly nonexistent K as a
union of components.
(iv) Here, with k = D log n, we may specify a violator by choosing: a blue-
bipartition S∪T ; x ∈ V ; Γx of size at least δn; y1, . . . , yk ∈ V ; Γyi∩Γx of size
at most r := D
√
n log n (for i ∈ [k]); and E(G)\(∇(x)∪∇({y1 , . . . , yk}),Γx).
The number of possibilities for this whole procedure is at most
2n · n · 2n · nk ·maxm≥δn{(2
(m
r
)
)k exp2[
(n
2
)− km+ k2]}.
(We used
∑{(mi ) : i ≤ r} < 2(mr ); the irrelevant k2 allows for some yi’s in
Γx; of course we could have strengthened D
√
n log n to some Ω(n).)
We now return to the proof of Lemma 4.2. Let H(n) consist of those G ∈
B(n) that are not triangle-connected and for which (i)-(iv) of Proposition
4.3 hold. The proposition and (20) imply that Lemma 4.2 will follow from
∑
{|P(G)| : G ∈ H(n)} < 2−Ω(n)b(n). (21)
Temporarily fix G ∈ H(n) and set X = X(G) and W =W (G) = V \X.
For x ∈ W let Γ′x = Γx ∩W . Let Lx be the intersection of (the vertex set
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of) the largest connected component of G[Γx] with Γ
′
x, Kx = Γ
′
x \ Lx, and
Ex = ∇(x,Kx), and observe that all edges contained in {x} ∪ Lx lie in the
same triangle component of G, say C(x).
For x, y ∈ W , write x ↔ y if E(Lx ∩ Ly) 6= ∅, and note this implies
C(x) = C(y). By (ii) we have x ↔ y whenever |Lx ∩ Ly| > 2
√
Dn log n,
whence, by (iv) and (i),
|{y ∈W : y 6↔ x}| < D log n ∀x ∈W.
In particular, “↔” is the edge set of a connected graph on W , implying all
triangle components C(x) are the same; that is, E(W ) − ∪{Ex : x ∈ W}
is contained in a single triangle-component of G. Note also that z ∈ Kx
implies |Γ′x ∩ Γ′z| < |Kx| < D log n (by (iii)), so that, again using (iv) and
(i), we have
|{x ∈W : z ∈ Kx}| < min{D log n,
∑
x∈W |Kx|+ 1} ∀z ∈W. (22)
(The extra 1 in the trivial second bound will sometimes save us from dividing
by zero.) In what follows we set t = |X|, m = |W | (= n− t), kx = |Kx| and
k = (kx : x ∈W ) ∈ [0,D log n]W .
We now consider the sum in (21), i.e. the number of ways to choose
G ∈ H(n) and P ∈ P(G). As usual there are 2n−1 ways to choose the
blue-bipartition. We then choose X = X(G) and the edges meeting X,
the number of ways to do this for a given t being at most
(n
t
)( n
<δn
)t
<
exp2[(log n + H(δ)n)t], define W and Γ
′
x as above, and let H = G[W ].
Vertices discussed from this point are assumed to lie in W , and we set d′x =
dH(x).
We first consider a fixed k, setting g(k) = min{D log n,∑ kx+1}. There
are at most
∏(m
kx
)
< exp2[
∑
kx log n] ways to choose the sets Kx. Once
these have been chosen, we write H for the set of possibilities remaining for
H. For a particular H ∈ H, let UH = {{y, z} : ∃x y ∈ Kx, z ∈ Lx}. By (22)
we have
|UH | > 1
g(k)
∑
x
(d′x − kx)kx >
δn
2g(k)
∑
kx. (23)
Given an ordering σ = (x1, . . . , xm) of W , we specify H by choosing,
for i = 1, . . . ,m − 1, ∇(xi, {xi+1, . . . , xm} \Kxi). Note that if i < j, l, and
exactly one of xj, xl belongs to each of Kxi , Lxi , then xj 6∼ xl is established
in the processing of xi, so we never need to consider potential edge xjxl
directly. Thus the number of choices, say f(σ,H), that we actually make in
producing a specific H is at most(
m
2
)
− |{(i, {j, l}) : i < j, l;xj ∈ Kxi , xl ∈ Lxi}|.
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For a fixed H and random (uniform) σ, the expectation of the subtracted
expression is at least |UH |/3. This gives (using (23))
1
m!
∑
σ
∑
H
f(σ,H) =
∑
H
1
m!
∑
σ
f(σ,H)
<
((
m
2
)
− δn
6g(k)
∑
kx
)
|H|. (24)
Thus there is some σ for which
∑
H f(σ,H) is at most the r.h.s. of (24),
whence, we assert,
|H| < exp2[
(
m
2
)
− δn
6g(k)
∑
kx].
Proof. This is a standard observation: for a given σ we may think of the
above procedure as a decision tree, with f(σ,H) the length of the path
leading to the leaf H; and we then have
1 ≥
∑
H
2−f(σ,H) ≥ |H| exp2[−|H|−1
∑
H
f(σ,H)].
♦
Finally, we need to choose an orientation. By Lemma 4.1 there are just
two ways to orient the edges of the triangle component of G containing
H −∪{Ex : x ∈W}. We then extend to ∪{Ex : x ∈W} and the remaining
edges meeting X in at most exp2[δnt+
∑{kx : x ∈W}] ways. In summary
the number of ways to choose the pair (G,P ) is less than
2n
∑
t
∑
k
exp2[
(
m
2
)
+ ((H(δ) + δ)n+ log n)t+ (1 + log n− δn
6g(k)
)
∑
x∈W
kx],
(25)
with the double sum over t ∈ [0,D log n] and k ∈ [0,D log n]m, excluding
the (0, 0)-term, which counts only triangle-connected graphs. Noting that(m
2
)
=
(n
2
)− t(n− t)− (t2), we find that, for any constant γ < 1−H(δ)− δ,
the expression in (25) is (for large n) less than
2(
n+1
2 )
∑
t
∑
k
exp2[−γnt−
δn
7g(k)
∑
kx] < 2
−Ω(n)b(n).
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5 Proof of Theorem 1.1
This is now easy. We have
|P(n)| = | ∪ {P(G) : G ∈ B(n)}|+ | ∪ {P(G) : G ∈ F(n) \ B(n)}|
Here the first term on the r.h.s. is asymptotic to 2(
n+1
2 ) by (5) and Lemmas
4.1 and 4.2; so we just need to show that the second is o(b(n)). Moreover,
according to Lemma 3.9 and (20), it’s enough to show this when we restrict
to G with γ(G) ≤ C ′√n log3/2 n (C ′ as in Lemma 3.9). Thus the theorem
will follow from
∑
{|P(G)| : G ∈ F(n) \ B(n), γ(G) ≤ C ′√n log3/2 n} < 2−Ω(n)b(n). (26)
Proof. For G as in (26) let E′ = E′(G) be a subset of E(G) of size at most
C ′
√
n log3/2 n with G−E′ BB. To bound the sum in (26)—i.e. the number of
possibilities for a pair (G,P ) with G as in (26) and P ∈ P(G)—we consider
two cases (in each of which we use the fact that if P ∈ P(G), then the poset
generated by the restriction of P to E(G) \E′ belongs to P(G− E′)).
For G−E′ not triangle-connected, we may think of choosing G−E′ and
P ′ ∈ P(G − E′), which by Lemma 4.2 can be done in at most 2−Ω(n)b(n)
ways, and then choosing E′ and extending P ′ to P ∈ P(G) (that is, choosing
orientations for the edges of E′), which can be done in at most 2o(n) ways.
For G − E′ triangle-connected we specify (G,P ) by choosing: G; E′;
P ′ ∈ P(G − E′); and P extending P ′ to E(G). The number of possibilities
in the first step is at most 2−Ω(n)b(n) by Theorem 3.8; the numbers of
possibilities in the second and fourth steps are 2o(n); and there are (by
Lemma 4.1) just two possibilities in step 3.
6 Questions
One obvious question suggested in [3] is estimation of the number of k-SAT
functions for other values of k. Here fixed k seems to us most interesting.
It is conjectured in [3] that in this case the number of k-SAT functions is
exp2[(1 + o(1))
(n
k
)
], and we see no reason not to expect
Conjecture 6.1. For fixed k the number of k-SAT functions of n variables
is asymptotically exp2[n+
(
n
k
)
].
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We would also like to mention one natural question that, surprisingly,
seems not to have been considered previously:
Question 6.2. How many posets can have the same n-vertex cover graph?
Though it doesn’t even seem obvious that the answer here is 2ω(n), a con-
struction of Graham Brightwell [2] gives a lower bound (c log n/ log log n)n.
Acknowledgment Thanks to the referee for a careful reading.
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