We present ZipML, the first framework for training dense generalized linear models using end-to-end low-precision representation-in ZipML, all movements of data, including those for (1) input samples, (2) model, and (3) gradients, are represented using as little as two bits per component. Within our framework, we have successfully compressed, separately, the input data by 16×, gradient by 16×, and model by 16× while still getting the same training result. Even for the most challenging tasks and datasets, we find that robust convergence can be ensured using only an end-to-end 8-bit representation or a 6-bit representation if only input samples are quantized.
Introduction

Background
In this paper, we consider the following regularized least squares optimization problem:
The proximal stochastic gradient procedure consists in the following iterative process:
x ← ProxγR(x − γg k ) := argmin
where k is a randomly selected sample index. The gradient at the sample (a k , b k ) is:
In the following, we denote the problem dimension by n.
Related Work. Thanks to its simplicity, the Stochastic Gradient Descent algorithm (SGD) [3] , is now a standard tool in machine learning, with applications from SVM, to neural network back-propagation and recommender systems. Given its practical appeal, there has been a tremendous amount of effort invested in developing computationally efficient variants of this algorithm. This research field is extremely vast, see e.g. [4, 5, 6, 7] for examples, and a complete survey is beyond the scope of this paper.
Here, we focus on the relatively recent efforts to understand the convergence properties of SGD in the context of low-precision data representation, such as the ones caused by fixed-point arithmetic or lossy compression. In particular, De Sa, Zhang, Olukotun, and Re [2] proposed and analyzed BuckWild!, a variant of SGD which only employs low-precision representations. They showed that SGD can be provably robust to the rounding errors engendered by fixed-point arithmetic; in practice, BuckWild! can tolerate 8-bit integer precision, although it is observed to diverge for lower precision. In the same vein, recent work by Alistarh, Li, Tomioka, and Vojnovic [1] proposed a family of lossy compression schemes allowing the optimal compression of gradient updates, while preserving the convergence properties of SGD. Their work was inspired by OneBit SGD, a gradient compression heuristic developed in the context of deep neural networks for speech recognition [8] .
While the above research suggests that SGD can tolerate low precision for some of its components, such as the gradient updates or the model, it leaves open the question of whether it is possible to perform endto-end training of linear models with low-precision representations. In this paper, we answer this question in the affirmative, for the special case of linear regression and least squares SVM.
Our Results
Regression. For linear regression, we develop an algorithmic framework which allows stochastic quantization of data, model, and gradient. Empirically, as shown in Figure 1(a) , on datasets such as cadata dataset, 1 quantizing all data, model, and gradients with 2-bit is enough to ensure convergence to the same solution (within 0.9%) as a standard, full-precision framework. If the original data are stored as 32-bit floats, like in most existing systems, our quantization decreases the amount of data movement by up to 16×. Moreover, as shown in Figure 1(a) , the quantized training procedure has comparable empirical convergence rate-it requires almost the same number of iterations to converge to the same loss.
Classification. For classification tasks, we studied both standard support vector machines (SVM) and least-squares support vector machines (LS-SVM). Our analytical results apply to both these tasks. As shown in Figure 1(b) , on datasets such as cod-rna, 2 quantizing all data, model, and gradients using 2 bits per component is enough to ensure convergence to the same solution (within 3.8%). When using 3-bit, we observe comparable empirical convergence rate as using 32-bit floating point representations. We also investigated convergence for standard SVM (hinge loss). In this case, the interplay between the loss function and quantization renders convergence analysis more difficult. Yet, as we show in Section 8, it is possible to develop a theoretically-sound quantization strategy with which an end-to-end 8-bit quantization is always sufficient to ensure robust convergence with comparable empirical convergence rates.
Preliminaries
Computational Model
We consider a computational model illustrated in Figure 2 . In this context, SGD is often bounded by the bandwidth of data movements cross these components. In particular, we consider the convergence properties of the algorithm when a lossy compression scheme is applied to the data (samples), gradient, and model, for the purpose of reducing the communication cost of the algorithm. It is interesting to consider how lossy compression impacts the update step in SGD. Let Q(v) denote the compression scheme applied to a vector v.
• Original iteration:
• Compressed gradient:
• Compressed model:
• Compressed sample: xt+1 ← xt − γg k (xt, Q(at)).
• End-to-end compression: 
Guarantees for SGD
In this paper we consider SGD, a general family of stochastic first order methods for finding the minima of convex (and non-convex) functions. Due to its generality and usefulness, there is a vast literature on SGD in a variety of settings, with different guarantees in all of these settings. Our techniques apply fairly generally in a black box fashion to many of these settings, and so for simplicity we will restrict our attention to a fairly basic setting. For a more comprehensive treatment, see [9] . Throughout the paper, we will assume the following setting in our theoretical analysis. Let X ⊆ R n be a known convex set, and let f : X → R be differentiable, convex, and unknown. We will assume the following, standard smoothness condition on f :
Definition 1 (Smoothness). Let f : R n → R be differentiable and convex. We say that it is L-smooth if for all x, y ∈ R n , we have
We assume repeated access to stochastic gradients, which on (possibly random) input x, outputs a direction which is in expectation the correct direction to move in. Formally:
We say the stochastic gradient has second moment at most
Under these conditions, the following convergence rate for SGD is well-known:
Theorem 1 (e.g. [9] , Theorem 6.3). Let X ⊆ R n be convex, and let f : X → R be an unknown, convex, and L-smooth. Let x0 ∈ X be given, and let R 2 = sup x∈X x − x0 2 . Suppose we run projected SGD on f with access to independent stochastic gradients with variance bound σ 2 for T steps, with step size ηt = 1/(L + γ −1 ),
, and
In particular, note that the complexity the SGD method is mainly controlled by the variance bound σ 2 we may obtain. If σ = 0, the complexity is consistent with the stochastic gradient.
Randomized Quantization
In this section, we give a procedure to quantize a vector or real values randomly, reducing its information content. We will denote this quantization function by Q(v, s), where s ≥ 1 is the tuning parameter. Let
where µi(v, s)'s are independent random variables defined as follows. Let 0 ≤ < s be an integer such that
, s ;
For any such choice of Mi, we have the following properties, which generalize Lemma 3.4 in [1] . The proofs follow immediately from those in [1] , and so we omit them for conciseness.
Lemma 1.
For any v ∈ R n , we have that
We now discuss different choices of the scaling function Mi(v).
"Row Scaling" One obvious choice that was suggested in [1] is to have Mi(v) = v 2, in this way, we always have
∈ [−1, 1] and all Mi(v) are the same such that we can store them only once. When the In the following, we will often use the version with s = 1, which is as follows.
where µi(v)'s are independent random variables such that µi(v) = 1 with probability |vi|/ v 2, and µi(v) = 0, otherwise. If v = 0, we define Q(v) = 0. Obviously, if all vectors v are scaled to have unit 2 norms, M (v) ≡ 1 and therefore, we can also omit this term. Moreover, it was shown in [1] that for this choice of Mi, the function r can be upper bounded by
"Column Scaling" Let v ∈ R n be a sample and V ⊂ R n be the set of sample vectors. We can obtain the upper and lower bound for each feature, that is,
is to have Mi(v) = max(|mini|, |maxi|). When the input samples are stored as a matrix in which each row corresponds two a vector v, getting mini and maxi is just to getting the min and max for each column (feature). Using this scheme, all input samples can share the same Mi(v) and thus can be easily stored in cache when all input samples are accessed sequentially (like in SGD).
Choice between Row Scaling and Column Scaling In this working paper, we make the following choices regarding row scaling and column scaling and leave the more general treatment to future work. For all input samples, we always use column scaling because it is easy to calculate Mi which does not change during training. For all gradients and models, we use row scaling because the range of values is more dynamic.
In this section, we will describe lossy compression schemes for data samples, so that when we apply SGD to solve linear regression on these compressed data points, it still provably converges. Throughout this section, the setting will be as follows. We have labeled data points (a1, b1), (a2, b2), . . . , (aK , bK ) ∈ R n × R, and our goal is to minimize the function
i.e., minimize the empirical least squares loss. The basic (unquantized) SGD scheme which solves this problem is the following: at step x k , our gradient estimator is
, where π(k) is a uniformly random integer from 1 to m. In a slight abuse of notation we let a k = a π(k) for the rest of the section. Then it is not hard to see that E[g k ] = ∇f (x k ), and so this is indeed a stochastic gradient. The rest of the section is now devoted to devising quantization schemes for g k when given access only to a k and b k , namely, given access only to the data points.
Naive Random Quantization is Biased
As a first exercise, we look at what happens when we work with the data directly in quantized form in the context of linear regression. The gradient becomes
It is not hard to see that the expected value of this is in fact:
where Ds,a is a diagonal matrix and its ith diagonal element is
Since Ds,a is non-zero, we obtain a biased estimator of the gradient, so the iteration is unlikely to converge. In fact, it is easy to see that in instances where the minimizer x is large and gradients become small, we will simply diverge. Fortunately, however, this issue can be easily fixed.
Double Sampling
Algorithm Instead of the naive estimate, our algorithm is as follows. We generate two independent random quantizations Q1 and Q2 and revise the gradient as follows:
It is not hard to see that the above is an unbiased estimator of the true gradient. 
3 In our implementation, we used the average gradient g k := 
This version does not impact the upper bound in our variance analysis, but enjoys lower variance (by a constant) both theoretically and empirically.
Proof. We have that
Next we have
Moreover, we have
where
a /s 2 . Therefore we have that:
In particular, this implies the following variance bound on our quantized updates:
Then, we have
where the expectation is taken over g k and the randomness of the quantization.
2 , it suffices the bound the expectation of the first term. We have
Since EQ 1 ,Q 2 [g k |g k ] = g k , we have that
from which the corollary follows.
In particular, observe that this corollary essentially suggests that the quantized stochastic gradient variance is bounded by
in the scenario when Mi(v) = v 2. The first term σ 2 is due to using stochastic gradient, while the second term is caused by quantization. The value of s is equal to (2 b − 1)/2 . Therefore, to ensure these two terms are comparable (so as not to degrade the convergence time of quantized stochastic gradient), the number of bits needs to be greater than Θ(log n/σ).
Quantizing the Model
We now assume the setting where the processor can only work with the model in quantized form when computing the gradients. However, the gradient is stored in full precision-the model is quantized only when communicated. The gradient computation in this case is:
It is easy to see that this gradient is unbiased, as the quantizer commutes with the (linear) gradient.
Further, the second moment bound is only increased by the variance of the quantization. 
Proof. We have
As we had previously for double sampling, we have
where as before we have that D consists of diagonal elements E[Q2(x, s)
2 . Hence altogether we have
s 2 , as claimed.
Quantizing the Gradients
Recent work, including some by the authors [1, 2] , has focused on quantizing the gradients with lowprecision representation. We omit the description of this direction because it is relatively well-studied and is orthogonal to the contribution of this paper. From Lemma 1, we have: 
End-to-end Quantization
We describe the end-to-end quantization strategy of quantizing gradients, model, and input samples all at the same time. We assume all 3 sources are quantized: Gradient, model and data. However, the update to the model happens in full precision. The gradient becomes:
Here Q1, . . . , Q4 are all independent quantizations. Q3 and Q4 are normalized with row scaling, and Q1, Q2 can be normalized arbitrarily. The iteration then is:
From combining the previous results, we obtain that, if the samples are normalized, the following holds:
Let Ma, Mx be as above, and let g k = a k (a k x + b k ) be the (unquantized) stochastic gradient. Then, we have
Extension to Classification Models
Least Squares Support Vector Machines
We first extend our quantization framework to least squares support vector machines-a model popularly used for classification tasks and often showing comparable accuracy to SVM [10] . The Least Squares SVM optimization problem of is formally defined as follows:
Without loss of generality, we assume two-class classification problems, i.e. b k ∈ {−1, 1}. We now have:
where c is the regularization parameter. The gradient at a randomly selected sample(a k , b k ) is:
The gradient is similar to regularized linear regression (Eq. 1). Therefore, we can still use the same quantization framework we developed for linear regression.
Support Vector Machines
Consider solving the following regularized hinge loss optimization problem for Support Vector Machines(SVM):
The gradient at a randomly selected sample (a k , b k ) is:
This loss function is not smooth. When quantizing samples, the estimator of gradient is biased, as (1 − b k a k x) and (1−b k Q(a k ) x) may have different signs, in which case the two procedures will apply different gradients. We say that in this case the gradient is flipped.
To eliminate gradient flips, after getting the quantized sample Q(a k ), we can compute upper and lower bounds on 1 − b k a k x. The upper bound is given by: and the lower bound is given by:
where 1/s is "resolution" of the quantization. If the upper and lower bounds of a quantized sample have the same sign, then we can be certain that no "flipping" will occur, and we can use the quantized sample. otherwise we send a request to fetch the original data and use it to compute the gradient.
Importance Sampling Another heuristic used to decrease the amount of original data that we fetch during training is to use importance sampling, instead of standard uniform sampling for SGD [13] . Intuitively, flipping happens more frequently when 1 − b k a k x is close to 0. Therefore, we sample an input sample with a probability proportional to |1 − b k a k x|. This heuristic increases the variance of SGD, but at the same time it decreases the amount of original data needing to be fetched.
Experiments
In this section, we validate that ZipML converges to the same solution with comparable empirical convergence rate for a range of statistical models: (1) linear regression; (2) least squares support vector machines; and (3) support vector machines. We validate this claim on a range of real-world and synthetic data sets, and study the impact of the number of bits at which we quantize for each task.
Experimental Setup
Datasets We used datasets from LIBSVM [11] . We choose three real datasets for linear regression:
cadata, 4 cpusmall, 5 and music, 6 , all of which are dense and overdetermined. To be Specific, cadata has 20,640 samples and 8 features, cpusmall has 8,192 samples and 12 features, and music has 463,715 samples and 90 features. We also created three synthetic datasets: All with 10,000 samples, One with 20 features, sparsity 0.2 and standard deviation 1; One with 20 features, sparsity 0.5 and standard deviation 4; One with 160 features, sparsity 0.5 and standard deviation 4.
We choose three real datasets for least squares SVM and standard SVM: ijcnn1, 7 cod-rna, 8 and covtype, 9 all of which are dense and overdetermined. Dataset ijcnn1 has 49,990 samples and 22 features, cod-rna has 59,535 samples and 8 features, and covtype has 581,012 samples and 54 features.
Metrics
To measure the quality of training, we measured the training loss after each training epoch.
Protocol
We run ZipML on each dataset, changing the initial step size from 0.0001, 0.001, 0.01, and 0.1, the real step size is initial step size/k, where k is the current number of epoch. We then choose the stepsize that gives us the best final loss. In our experiments, a initial stepsize of 0.01 would give us best result in most cases. For other 3 stepsizes: 0.0001 and 0.001 are too small and would always lead to larger final loss; a larger stepsize of 0.1 would result in divergence in 2 out of 6 datasets for linear regression and
Linear Regression
We first validate that ZipML converges to the same solution with comparable empirical convergence rate for linear regression. We show the results for cadata in Figure 3 , the results for cpusmall in Figure 4 , the results for music in Figure 5 , and the results for synthetic in Figure 6 to 8. Figure 3-8 show that for all datasets we choose and all stepsizes we run, our quantization framework converges to the same solution with comparable empirical convergence rate.
Moreover, we can see that for a small number of features, Figure 3 -4, each with 8 and 12 features, 3-bit quantization is good enough to get the same solution at a comparable rate, enabling a 10x reduction in the amount of data movement.
For datasets with more features, Figure 5 and 8, with 90 and 160 features respectively, we need at most 7 bits resolution (Figure 5c ) to get the same solution. In most cases, a 5-bit quantization is enough for linear regression task, leading to a 6x reduction in data movement. 
Least Squares Support Vector Machines
We now validate ZipML for least squares SVM. We present the results for cod-rna in Figure 9 , the result for covtype in Figure 10 , and the result for ijcnn in Figure 11 , Figures 9-11 illustrate that for all datasets we choose and all stepsizes we run, our quantization framework converges to the same solution with comparable empirical convergence rate and that 3-bit quantization is sufficient to achieve that. 
Support Vector Machines
Finally we validate ZipML in the context of support vector machines (SVM).
Our experimental results for SVM are given in Figure 12 . For all datasets and stepsizes we chose, 8-bit quantization was good enough to converge to the same solution with using original data. By using importance sampling, we only need to fetch 32-bit orginal data 2% to 7% times. This will add an overhead of at most 2.34 bits on average for each sample we quantize, meaning that each sample we quantize is on average about 10-bit. We get comparable results to running SVM with original data, while using 3 times less memory.
Ongoing Efforts
• General Loss Functions. A key question in the context of our work is whether it is possible to perform sample and model quantization in the context of more complex loss functions, such as hinge loss, sigmoid, logit, or rectified linear units. We speculate that this might be possible by adapting the alternating direction method of multipliers (ADMM) [12] , or via error correction.
• SVM with Corrupted Labels. The discussion in Section 8.4 suggests the following general question: Does stochastic gradient descent provide any convergence guarantees if a subset of the samples considered in an iteration (the ones with low margin) have flipped labels?
• Better Coding. We currently only employ simple coding techniques. However, it is interesting to consider whether difference coding can be employed to code the difference between two consecutive gradients, or to reduce the bandwidth overhead of double sampling.
• • Alternative Quantizations. The current quantization strategy is to equally partition the interval [0, 1]. We plan to investigate whether heterogeneous intervals can reduce variance. 
