We present results obtained from the time-resolved X-ray spectral analysis of the NarrowLine-Seyfert 1 galaxy SWIFT J2127.4+5654 during a ∼ 130 ks XMM-Newton observation. We reveal large spectral variations, especially during the first ∼ 90 ks of the XMM-Newton exposure. The spectral variability can be attributed to a partial eclipse of the X-ray source by an intervening low-ionization/cold absorbing structure (cloud) with column density N H = 2.0
+0.2 −0.3 ×10
22 cm −2 which gradually covers and then uncovers the X-ray emitting region with covering fraction ranging from zero to ∼ 43 per cent. Our analysis enables us to constrain the size, number density, and location of the absorbing cloud with good accuracy. We infer a cloud size (diameter) of D c 1.5 × 10 13 cm, corresponding to a density of n c 1.5 × 10 9 cm −3 at a distance of R c 4.3 × 10 16 cm from the central black hole. All of the inferred quantities concur to identify the absorbing structure with one single cloud associated with the broad line region of SWIFT J2127.4+5654. We are also able to constrain the X-ray emitting region size (diameter) to be D s 2.3 × 10 13 cm which, assuming the black hole mass estimated from single-epoch optical spectroscopy (1.5 × 10 7 M ⊙ ), translates into D s 10.5 gravitational radii (r g ) with larger sizes (in r g ) being associated with smaller black hole masses, and viceversa. We also confirm the presence of a relativistically distorted reflection component off the inner accretion disc giving rise to a broad relatvistic Fe K emission line and small soft excess (small because of the high Galactic column density), supporting the measurement of an intermediate black hole spin in SWIFT J2127.4+5654 that was obtained from a previous Suzaku observation.
INTRODUCTION
X-ray flux and spectral variability is a rather common property of Active Galactic Nuclei (AGN). Spectral variability on relatively long timescales (months to years) is often associated with absorption variability (e.g. Warwick et al. 1988; Risaliti et al. 2002; Marinucci et al. 2012) . In recent years, several examples of short-timescale (hours to days) absorption variability have been reported (e.g. NGC 4388, Elvis et al. 2004; NGC 4151, Puccetti et al. 2007; NGC 1365 , Risaliti et al. 2005 Maiolino et al. 2010; NGC 7582, Bianchi et al. 2009; Mrk 766) .
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The detailed analysis of the short-timescale absorption variability in these sources strongly suggests the presence of absorbing structures (clouds) crossing the line-of-sight to a rather compact X-ray source. The data are generally consistent with the presence of an ensemble of compact, cold clouds with typical column density of 10 22 − 10 24 cm −2 , density of 10 9 − 10 11 cm −3 , velocity of few times 10 3 km s −1 , and distance of 10 2 − 10 4 rg from the centre. These properties are remarkably similar to those of the clouds responsible for the emission of the broad optical and UV emission lines in AGN. Hence, X-ray absorption variability studies suggest to identify the X-ray compact absorbers responsible for the shortest timescale absorption variability events with broad line region (BLR) clouds, while variability on longer timescales (months to years) is likely associated with more extended structures, possibly associated with a clumpy torus (Nenkova et al. 2008 ). Here we report results from a ∼ 130 ks observation of the Narrow Line Seyfert 1 galaxy SWIFT J2127.4+5654 with XMM-Newton.
SWIFT J2127.4+5654 (a.k.a. IGR J21277+5656) is a low Galactic latitude hard X-ray source which has been first detected at hard X-rays with Swift/BAT (Tueller et al. 2005) . Later, the source was identified as a Narrow-Line Seyfert 1 (NLS1) galaxy at redshift 0.0147 based on the observed Hα FWHM of ∼ 1180 km/s (Halpern 2006) . Subsequent work by Malizia et al. (2008) Miniutti et al. (2009) . The major result of the Suzaku observation is the detection of a relativistically broadened Fe Kα emission line which strongly suggests that SWIFT J2127.4+5654 is powered by accretion onto a rotating Kerr black hole, with an intermediate spin value of a = 0.6 ± 0.2. This result has been confirmed (using the same data set) also by Patrick et al. (2010) who report a = 0.70
−0.14 , although a different interpretation of the Fe Kα shape, based on reprocessing and scattering in a Comptonthick disc-wind rather than the disc itself, has also been proposed (Tatum et al. 2012 ).
X-RAY OBSERVATIONS
XMM-Newton observed SWIFT J2127.4+5654 on 2010 November 29 for a full revolution (∼ 130 ks). The observation (0655450101) was performed using the Small Window mode for all EPIC cameras, with the optical thin filter applied. The data were reduced as standard using the dedicated SAS v11.0 software. Observationdependent EPIC and RGS response files were generated using the RMFGEN and ARFGEN tasks. EPIC source products were extracted from circular regions of 40 ′′ centred on the source, and the corresponding background was estimated by using source-free nearby regions. In the time-resolved analysis we present in this work, each time-interval is associated with its own background spectrum contributing less than 2 per cent in any of the considered timeintervals. After filtering for high background periods which occur at the beginning and end of the exposure, the net exposure is ∼ 84 ks in the EPIC-pn spectrum and ∼ 109 ks and ∼ 110 ks in the MOS 1 and MOS 2 spectra respectively. All the EPIC spectra are extracted with common good-time-intervals and they are all grouped in order to guarantee that each background-subtracted bin has at least 25 counts.
The MOS and pn spectra are consistent with each other above ∼ 1.6 keV. However, as shown in the upper panel of Fig. 1 , the spectra are not consistent with each other at softer energies. The largest discrepancies are between the pn and the two MOS detectors below 1.6 keV and between the two MOS cameras below 0.9 keV. In the lower panel, we plot the RGS 2 data-to-model ratio instead of the EPIC pn. The RGS spectrum confirms the reliability of the MOS data above 0.9 keV and suggests to ignore the pn softest data. Moreover, the spectral shape in the previous Suzaku observation ) agrees much better with the MOS/RGS spectra than with the pn one. This comparative analysis suggests to make a conservative choice of the energy ranges to be used for spectral analysis. In our work we consider the MOS data in the 0.9-10 keV band, and the pn data in the 1.6-10 keV In the upper panel, we show a comparison between the EPIC pn (filled black squares), MOS 1 (filled circles, red in the on-line version), and MOS 2 (empty squares, blue in the on-line version) spectra in the soft X-ray band. All spectra are fitted in the 2-4 keV and 7.5-10 keV band (i.e. ignoring the Fe K band) with a common spectral model comprising Galactic absorption and a power law. See the upper panel of Fig. 2 for a comparison between the pn and MOS data at higher energies using the same spectral model used here. In the lower panel, we show the same MOS data as above, but we plot the (heavily rebinned) RGS 2 data-to-model ratio instead of the EPIC pn (we omit the RGS 1 data here because of the gap around the crucial 0.9-1.1 keV band affecting the RGS 1 detector). The RGS data below 0.8-0.9 keV are too noisy to be used for this comparison.
band. Our choice of reliable energy bands to be used for the spectral analysis is in fact very conservative, and we have checked aposteriori that almost exactly the same results on the most relevant best-fitting parameters are obtained considering all data in the 0.5-10 keV band, although with worse statistical results due to the discrepancies between the pn and the MOS spectra. In any case, it should also be mentioned that, since the low Galactic latitude of SWIFT J2127.4+5654 corresponds to a relatively high Galactic column density (7.65 × 10 21 cm −2 , Kalberla et al. 2005) , soft X-ray data below 1 keV only provide ∼ 7 per cent of the total collected counts, with very little impact on the overall analysis. When needed to convert fluxes into luminosities, we adopt a cosmology with H0 = 70 km s −1 Mpc −1 , ΩΛ = 0.73, and ΩM = 0.27. In the upper panel, we show the EPIC pn (empty circles) and MOS 1 data (filled squares, red in the on-line version) divided by the detector effective area to show the real spectral shape, together with the best-fitting power law model fitted in the 2-4 keV and 7.5-10 keV data. Although the MOS 2 data were also used in the spectral analysis in the 0.9-10 keV band, they are omitted here for visual clairty. In the second panel, we show the resulting data-to-model ratio. In the third panel, we show the data-to-model ratio resulting from including a relativistacally blurred Fe emission line. In the lower panel we show the final best-fitting model comprising a relativistically blurred reflection model plus a series of narrow emission lines as detailed in the text.
THE TIME-AVERAGED SPECTRUM
We start our analysis by considering the time-averaged X-ray spectrum of SWIFT J2127.4+5654 in the 0.9-10 keV band using all EPIC detectors. In the upper two panels of Fig. 2 we show the data-to-model ratio resulting from a simple absorbed power law model fitted in the 2-4 keV and 7.5-10 keV, i.e. ignoring the Fe K band (as mentioned, we use the MOS data in the 0.9-10 keV band, and the pn data in the 1.6-10 keV band). Absorption is here modelled with only the Galactic column density of 7.65 × 10 21 cm −2 (Kalberla et al. 2005 ). The continuum is modelled with a power law of 1.81 ± 0.02. The model leaves significant residuals around the Fe K band, where a broad feature reminiscent of a relativistic broad Fe line is seen, and below ∼ 2 keV where a soft X-ray excess is detected.
We then add a relativistic Fe line using the the KERRCONV relativistic convolution model from Brenneman & Reynolds (2006) applied to a 6.4 keV Gaussian emission line with zero intrinsic width. The statistical description of the data is relatively good with χ 2 = 4080 for 3838 degrees of freedom (dof). Adding an intrinsic neutral absorber at the redshift of the source improves the statistic to χ 2 = 4030 for 3837 dof. The nature and properties of the absorber will be discussed in detail in subsequent Sections. Here we only mention that we obtain a column density of ∼ 2 × 10 21 cm −2 in addition to the Galactic one. The resulting data-to-model ratio is shown in the third panel of Fig. 2 . Some residuals are still present in the soft and hard bands.
As the detected broad line should be associated with a disc reflection continuum, we replace the relativistic line model with a full disc reflection model from partially ionized gas (Ross & Fabian 2005 ) to which we apply the same relativistic convolution model as before. The model describes the data better with 3976 for 3836 dof, and accounts for both the soft and hard residuals seen in the middle panel of Fig. 2 .
Further residuals are however left around the Fe K band, suggesting the presence of a series of narrow emission lines. We find that four narrow lines are indeed required by the data. Their energy is consistent with 6.4 keV (Fe Kα), 6.7 keV (Fe XXV Lyα), 6.97 keV (Fe XXVI Lyα), and 8.25 keV (Fe XXVI Lyβ) so that we fix their energy at the theoretical values. The statistical improvement for the inclusion of these additional narrow lines is ∆χ 2 6.4 = −22, ∆χ 2 6.7 = −11, ∆χ 2 6.97 = −10, and ∆χ 2 8.25 = −7, where each line contributes with one additional degre of freedom only (its normalization). Only the narrow Fe Kα emission line was detected during the previous Suzaku observation. However, the 2-10 keV flux was a factor of ∼ 2 higher than during the XMM-Newton observation, which can easily explain the non-detection of the ionized Fe lines as, for constant-intensity lines, their EW drops by a similar factor and becomes consistent with zero within the uncertainties. This likely signals that the ionized lines are associated with emission from extended photo-ionized gas, so that their flux remains constant and the lines can only be detected when the Xray continuum flux is relatively low, as during the XMM-Newton observation. The same applies to the narrow Fe Kα line at 6.4 keV, as its EW during the Suzaku observation (13 ± 9 eV) is broadly consistent with being half of that measured here (∼ 50 ± 17 eV), which is what is expected for a line with a constant intensity and a continuum variation by a factor of ∼ 2. We point out that if the width of the Fe Kα line is allowed to vary during the fit, we have σ 0.1 keV, corresponding to a FWHM 1.1 × 10 4 km s −1
(consistent with any production site, from the innermost BLR outwards). With the addition of these narrow emission lines, the final best-fitting model for the 0.9-10 keV spectrum produces a statistical result of 3926 for 3832 dof. The best-fitting data-to-model ratio is shown in the lower panel of Fig. 2 . The most important best-fitting parameters are reported in Table 1 . All relativistic parameters (emissivity index, black hole spin, disc inclination) are consistent with the results of Miniutti et al. (2009) who measured q ∼ 5.3, a ∼ 0.6 and i ∼ 46
• from the previous Suzaku observation. The good agreement between the XMM-Newton and Suzaku Table 1 . Best-fitting parameters from the time-averaged 0.9-10 keV spectral analysis of SWIFT J2127.4+5654 . The column density of the intrinsic absorber at the redshift of the source is in units of 10 22 cm −2 . The reflector ionization state is given in units of erg cm s −1 . The 2-10 keV flux is in units of 10 −11 erg cm −2 s −1 and is as observed, while the 2-10 keV luminosity is unabsorbed and expressed in 10 42 erg s −1 . The equivalent widths (EW) are expressed in units of eV and they refer to the narrow emission lines at 6.4 keV (Fe Kα), 6.7 keV (Fe xxv Lyα), 6.97 keV (Fe xxvi Lyα), and 8.25 keV (Fe xxvi Lyβ). data provides independent support to the interpretation of the spectral shape in terms of relativistically distorted disc reflection, as originally proposed by Miniutti et al. (2009) .
SPECTRAL VARIABILITY
As already shown in previous work (e.g. Miniutti et al. 2009 ), SWIFT J2127.4+5654 is highly variable in X-rays, an almost ubiquitous property of NLS1 galaxies. X-ray flux variability is also present in the XMM-Newton observation. In Fig. 3 , we show the EPIC-pn light curve in a soft (S: 1-2 keV) and a hard (H: 2- A B Figure 4 . The hard-to-soft ratio (H/S) light curve of SWIFT J2127.4+5654 from the pn detector is shown with the same bin-size as in Fig. 3 . SWIFT J2127.4+5654 exhibits highly significant spectral variability during the first ∼ 90 ks, while H/S remains approximately constant during the subsequent ∼ 35 ks. We also highlight the two intervals of highest (A) and lowest (B) H/S that are used in the spectral variability analysis (see text for details).
10 keV) band 1 . The source is variable on all probed timescales and exhibits variability up to a factor of ∼ 4 during the XMM-Newton exposure. Significant bin-to-bin variability is present down to the chosen bin-size of 500 s, with more than one third of any two consecutive bins being inconsistent with each other. We then consider the hard-to-soft ratio (H/S) light curve, to investigate whether spectral variability is also present during the observation. The H/S light curve is shown in Fig. 4 with the same bin-size as in Fig. 3 . Clear spectral variability is present in the first ∼ 90 ks of the exposure, while H/S remains approximately stable in the subsequent ∼ 35 ks.
Time-resolved analysis and spectral variability
In order to understand the origin of the spectral variability, we first extract X-ray spectra from the two time-intervals, denoted as A and B in Fig. 4 , which correspond to the highest and lowest H/S ( 1.59
+0.24
−0.15 and 1.13 ± 0.04 respectively). The different duration of intervals A and B is justified by the different flux levels, and by the requirement that the two spectra share a similar spectral quality (i.e that the spectra have similar number of counts). Interval A is ∼ 26 ks long and corresponds to a 0.9-10 keV flux of ∼ 1.46 × 10 −11 erg cm −2 s −1 , while interval B is ∼ 11 ks long with a flux of ∼ 2.83 × 10 −11 erg cm −2 s −1 in the same band. Visual inspection of spectra A and B shows that the two spectra only differ spectrally below ∼ 3-4 keV where spectrum A has a deficit of soft photons, possibly the signature of extra-absorption with respect to the lower H/S spectrum B.
The spectra from intervals A and B are fitted jointly with the best-fitting model inferred from the time-avergaed spectral analysis. We fix the relativistic parameters to their time-averaged best- In the upper panel we show the data divided by the appropriate detector effective area, best-fitting models, and data-to-model ratio for spectra A (lower two spectra, filled squares, black and red in the on-line version for the pn and MOS 1 cameras respectively) and B (upper two spectra, empty circles, blue and green in the on-line version for the pn and MOS 1 cameras respectively). The MOS 2 data are also used in the analysis in the 0.9-10 keV band (as for the MOS 1 data) but are not shown here for visual clarity. The spectral model is fitted only above 3.5 keV and then extrapolated to soft energies to show the significant spectral difference between the two time-intervals. In the lower panel, we show the final best-fitting datato-model ratio where the spectra A residuals are accounted for by an additional neutral absorber only partially covering the X-ray continuum (see text for details).
fitting values, as the lower quality of the time-resolved spectra does not allow us to better constrain them. We also fix the normalization of all the narrow emission lines to their time-averaged bestfitting values as these components are not expected to vary on short timescales. We start our analysis by considering only the data above 3.5 keV. We initially allow for possible variation in the continuum photon index Γ. However, as Γ turns out to be consistent with being constant, we force it to be the same in the A and B spectra. We reach an excellent description of the hard X-ray spectra of intervals A and B at energies above 3.5 keV with χ 2 = 1190 for 1196 dof. However, the extrapolation to soft energies reveals a large spectral difference between the two intervals, as shown in the upper panel of Fig. 5 . The spectrum from interval A appear to be significantly more absorbed than that from interval B, as already suggested by the H/S difference between the two time-intervals in Fig. 4 .
We then add a layer of absorbing gas to our model. We use a partial covering model for neutral gas (the ZPCFABS model). In principle, both the column density and the covering fraction may be variable. However, due to the relatively low quality of the data, the two parameters cannot be constrained independently. In order to explain physically the short-timescale spectral variability, we assume that the absorber column density is the same in both spec- Time (s) Figure 6 . The covering fraction (CF ) evolution during the XMM-Newton observation. Significant CF variability is present in the first ∼ 90 ks. Our results indicate that the X-ray continuum is partially absorbed during the first 90 ks of the exposure by a column density of ∼ 2 × 10 22 cm −2 with variable CF , while the data are consistent with the X-ray continuum being unabsorbed thereafter. The solid curve represents a simple Gaussian model for the CF evolution during the first ∼ 90 ks.
trum A and B, while its covering fraction is allowed to vary independently. The model provides an excellent description of the data (χ 2 = 3179 for 3135 dof). In the lower panel of Fig. 5 we show the resulting best-fitting data-to-model ratio for the spectra A and B. The observed variability between intervals A and B can be entirely explained by a layer of neutral absorbing gas with column density NH = 2.0 +0.6 −0.5 × 10 22 cm −2 covering ∼ 35 per cent of the X-ray source during interval A and 4 per cent during interval B. If the photon indices of spectra A and B are now allowed to vary independently, no further statistical improvement is obtained, and the two spectral slopes are consistent with each other.
A partial eclipse
We then consider the spectral variability of SWIFT J2127.4+5654 on shorter timescales within the framework of the partial covering model. We extract 24 spectra (for each of the EPIC cameras) from intervals of equal duration (i.e. from the 5271.8 s long intervals shown in Fig. 4) , and we apply the same model discussed above to all spectra. We force all parameters to be the same, except the power law normalisation, the reflector ionization 2 , and the absorber covering fraction. The overall fit is excellent (reduced χ 2 = 0.98), and we obtain a common absorber column density of NH = 2.0 +0.2 −0.3 × 10 22 cm −2 , consistent with that derived above from the analysis of intervals A and B.
The covering fraction (CF ) during the different intervals is clearly variable, and its evolution is shown in Fig. 6 . The evolution during the first 90 ks of the exposure is smooth and can be roughly 2 We impose the same reflection normalization in all spectra. This is because, by definition, two reflection models with the same normalization and illuminating power law slope but with different ionization parameters satisfy a linear relation between ionization and total reflection flux, see e.g. Miniutti et al. 2012 . Imposing that this is the case by forcing all reflection normalization to be the same increases the overall self-consistency of the model, as the two quantities are both linearly correlated with the flux irradiating the disc. It also helps lowering the number of free parameters in the model, reducing the risk of over-modelling data of relatively poor quality.
described by a Gaussian-like shape, while SWIFT J2127.4+5654 is consistent with being unabsorbed thereafter. The Gaussian-like shape of the covering fraction variability suggests that one single absorbing structure (cloud) with size similar to that of the X-ray source has crossed the line-of-sight during the first 90 ks of the observation. Below, we discuss the implications of the main event that characterises the first 90 ks of the observation, and we derive the properties of the absorber as well as the size of the X-ray emitting region. Here we simply point out that the intrinsic absorber detected in the time-averaged spectrum (see section 3) is just the flux-weighted average of the absorption column density and CF during the whole exposure, so that little physical meaning should be attached to the derived column density in the time-averaged spectral analysis.
CLOUD PROPERTIES AND THE X-RAY EMITTING REGION SIZE
The behaviour of the covering fraction data in Fig. 6 , identifies three phases during the eclipse: a fast rise of CF from zero to maximal CF (∼ 35 − 45 per cent), a flat plateau with maximal CF, and finally a decaying phase from maximal CF to zero. The existence of a plateau with maximal CF smaller than 1, as well as the steepness of the rising and decaying phases, point towards a physical situation characterised by a cloud, smaller than the source, crossing our line-of-sight. The other possible scenario, specifically a larger cloud misaligned with the source would imply a much smoother and slower growth and decrease of the CF, which is not taking place here. We then assume here the simplest possible geometry that can explain our data, namely the presence of an X-ray source of size (diameter) Ds and of an obscuring cloud of size Dc Ds, see Fig. 7 . The CF evolution identifies three different timescales: (i) the crossing time t (cr) = 160 ± 30 ks, i.e. the total time during which CF = 0; (ii) the transit time t (tr) 26.5 ks during which the source is maximally covered (i.e. up to 5 intervals are consistent with being maximally covered); (iii) the partially covered rising/decaying time t (pc) = (t (cr) −t (tr) )/2 = 73.5±21.5 ks needed to reach the maximal covering fraction starting from zero (and viceversa) . On the other hand all these timescales can be related to the cloud velocity vc and cloud/source sizes by vc = Dc/t (pc) = (Ds − Dc)/t (tr) = (Ds + Dc)/t (cr) . Cloud/source relative sizes -Since the maximum covering fraction CFmax 1, the cloud never completely covers the X-ray source (or it may, but only for a time shorter than our bin size of ∼ 5.3 ks). The simplest interpretation is that Dc = αDs with α 1. There are two different ways to derive α. Firstly, as CFmax 0.35, one has α = CF 1/2 max 0.59. Secondly, as (Ds − Dc)/t (tr) = (Ds + Dc)/t (cr) , one has α = (t (cr) − t (tr) )/(t (cr) + t (tr) ) = [0.66 − 1]. As the two α must be consistent with each other, we then have that α = [0.66 − 1].
Cloud density/distance -The combination ncR 2 c between cloud density and distance can be estimated from the cloud ionization state ξc = Lion/(ncR 2 c ) if the overall ionising luminosity Lion between 1 and 1000 Ry is known. In the case of SWIFT J2127.4+5654 we have Lion ≃ 2 × 10 44 erg s −1 . We have then repeated our spectral analysis using an ionized absorber (the ZXIPCF model), and we infer that ξc 20 erg cm s −1 with similar column density as inferred for the neutral model, and with consistent covering fraction evolution (no ionization variability is detected). Hence, we have ncR The envisaged system geometry. The absorbing cloud (grey) moves with velocity vc and partially covers the X-ray source (red in the on-line version). The relevant quantities used in our discussion (Dc, Ds, t (pc) , t (tr) , and t (cr) ) are also defined.
We can now use the only relation that has not yet been used, namely vc = Dc/t (pc) . Assuming that the cloud transverse velocity is dominated by gravity, and using the relationship between column density, size, and number density, we then have
For a black hole mass of MBH = 1.5 × 10 7 M⊙ (as derived from single-epoch optical spectra, see Malizia et al. 2008) , Rcn , which then gives nc 1.5 × 10 9 cm −3 and Rc 4.3 × 10 16 cm. Cloud and X-ray source sizes -The system is now closed, and limits on the cloud and X-ray source sizes can be derived. As Dc = NH/nc one has Dc 1.5 × 10 13 cm = 7 rg, where we have used a black hole mass of 1.5 × 10 7 M⊙ to define 1 rg = 1 GMBH/c 2 = 2.2 × 10 12 cm. The upper limit on the cloud size translates into an upper limit on the X-ray emitting region size Ds = Dc/α 2.3 × 10 13 cm = 10.5 rg.
SUMMARY AND CONCLUSIONS
We report results from a ∼ 130 ks observation of the NLS1 galaxy SWIFT J2127.4+5654 with XMM-Newton. We confirm the detection of a relativistically broadened Fe Kα line, originally detected in a previous Suzaku observation ). All relativistic parameters are consistent with those inferred from the Suzaku data. In particular, we confirm an intermediate black hole spin of a ∼ 0.5 and a relatively high observer inclination of i ∼ 44
• . The source exhibits significant flux variability throughout the observation and, most importantly, spectral variability is also present during the first 90 ks of the XMM-Newton exposure. We perform a time-resolved spectral analysis of the XMM-Newton data with the goal of investigating the origin of the observed spectral variability. Our results are consistent with the same baseline spectral model as in the previous Suzaku observation (e.g. Miniutti et al. 2009 ) affected by additional neutral absorption only partiallycovering the X-ray source during the first 90 ks of the XMMNewton exposure. Assuming that the spectral variability is driven by changes of the absorber CF, we show that the CF evolution is consistent with one single absorbing structure (cloud) crossing our line-of-sight during the first 90 ks of the exposure.
By considering the first 90 ks of the observation within the framework of a simple source-cloud geometry, we obtain the fol-lowing constraints on the absorbing cloud: the cloud has a column density of NH = 2.0 +0.2 −0.3 × 10 22 cm −2 which, once combined with the estimated cloud density nc 1.5 × 10 9 cm −3 implies a cloud size (diameter) Dc 1.5 × 10 13 cm at a distance from the center of Rc 4.3 × 10 16 cm. Assuming that the cloud motion is dominated by gravity the cloud (Keplerian) velocity is then vc 2100 km s −1 . All these properties are consistent with those of a broad-line-region (BLR) cloud partially covering a compact X-ray source during the XMM-Newton observation 3 . The excellent agreement between the derived cloud properties and the BLR physical conditions provides further support to our proposed interpretation of the observed X-ray spectral variability.
The partial eclipse can be used to constrain the size of the Xray emitting region. The CF evolution timescales, as well as the maximal observed covering fraction CFmax imply that the cloud and X-ray emitting region sizes are related through Dc = [0.66 − 1] × Ds. The upper limit on the cloud size Dc 1.5 × 10 13 cm then translates into an upper limit on the X-ray source size of Ds 2.3 × 10 13 cm = 10.5 rg/M best where M best is the black hole mass in units of 1.5 × 10 7 M⊙, i.e. the best available estimate of the black hole mass in SWIFT J2127.4+5654 (Malizia et al. 2008) . Such a small X-ray emitting region is consistent with previous results based on similar occultation events in the X-rays ) as well as with microlensing results (Dai et al. 2010; Mosquera et al. 2013) . A very compact X-ray corona is also consistent with the relatively steep emissivity profile we ) measure for the disc reflection component (q ∼ 5) which strongly suggests a highly compact X-ray emitting region (e.g. Miniutti & Fabian 2004) .
We conclude that we have observed the partial eclipse by a BLR cloud of the X-ray continuum source in SWIFT J2127.4+5654 . Our result is in line with the mounting observational evidence that part of the observed X-ray absorption in AGN is due to a clumpy absorber whose properties and location can be identified with either the BLR or with a clumpy torus (in those cases where absorption variability occurs on months to years timescales) which probably are just different part of the same obscuring region. Our analysis strongly suggests that the X-ray continuum is produced in a compact region only a few rg in size, which is consistent with the detection of a reflection component off the inner accretion disc. Notice that the relatively high observer inclination we measure from the broad Fe line (i ∼ 44
• ) likely enhances the probability of X-ray eclipses (see e.g. Elitzur 2012) .
The advent of the next generation of large-collecting area Xray observatories (e.g. the proposed Athena+ mission, see Nandra et al. 2013 and Dovciak et al. 2013 ) will allow us to map with even greater accuracy the innermost regions of the accretion flow around accreting black holes via X-ray spectroscopy and X-ray flux and spectral variability studies, including absorption events as the one discussed here (see e.g. Risaliti et al. 2011 ).
3 The identification of the absorber with a BLR cloud is also supported by the observed optical broad line FWHM∼ 2000 km s −1 (Malizia et al. 2008) . By assuming a flattened BLR geometry and the inclination derived from our disc reflection model (i = 44 • ), the FWHM translates into a Keplerian velocity of 1.4 × 10 3 km s −1 , which is fully consistent with the cloud velocity upper limit vc 2.1 × 10 3 km s −1 we derive from our analysis.
