In 1986, Bloch (5) gave an abstract definition of a map (regulator) from higher Chow groups to Deligne-Beilinson cohomology. This map can be defined on the underlying complexes, and Kerr, Lewis and Müller-Stach (17) gave an explicit description of this map in terms of currents. Using a multiplicative version of the Deligne complex, we give a commutative version of the above map.
Introduction
For a algebraic manifold U / C Beilinson (2) defined rational motivic cohomology H i M (U, Q(n)) and defined the regulator map into weight n Deligne-Beilinson cohomology of U ,
The terms occurring on either side of this map arise as the cohomology of certain complexes.
It is suggested by Goncharov in (9) and (10) that the regulator map should be induced by an explicitly defined map between these complexes 1 . Kerr, Lewis and Müller-Stach (17) gave such a map, using a variant of Bloch's higher Chow groups to compute motivic, and a cone-complex to compute Deligne-Beilinson cohomology. Although their map induces a graded-commutative map of graded-commutative algebras on cohomology, this is not true on the level of complexes.
The aim of this note is to describe a map of partially defined graded-commutative dga's that on cohomology induces the same regulator as the one of (17) . We start by reviewing some complexes computing Deligne-Beilinson cohomology and motivic cohomology. On the motivic side, we work with Bloch's cycle complexes and in particular with their refinement z p R (U, •) of higher Chow chains that have proper intersection with respect to some "real faces". Then we give an abstract definition of such a regulator map that works for any family of complexes indexed by triples (X, D, p) which satisfy a list of properties. Applying this construction to the complexes of higher Chow groups and Jannsen's complex of currents, we recover the regulator from (17) . To get a regulator between graded-commutative algebras, we replace Jannsen's complex by a complex P D that has a partially defined strictly graded-commutative product. The complex P D is related to Jannsen's complex C D by means of the evaluation map ev, which turns out to be a quasi-isomorphism after extending coefficients to Q. The diagram formed by the two regulators and ev,
although not commutative in general, commutes after passing to cohomology.
Bloch's cycle complexes admit a partially defined intersection product, but this is gradedcommutative only on cohomology. For rational coefficients however there exists subcomplexes
alt of alternating cycles that also compute motivic cohomology. These complexes are also endowed with a partially defined -this time graded-commutative -intersection product and we obtain the desired map as the restriction to these complexes.
We give formulas for the regulator into P D for small simplicial degree. To see a concrete example, we apply the regulator to a generalization of Totaro's cycle, which leads to dilogarithms.
We also transfer the construction of the Abel-Jacobi map in (17) to the regulator into P D .
The author thanks Stefan Müller-Stach and Marc Levine for their patience, motivation and support while writing this text.
Convention.
We work in the (complex) analytic case, i.e., all spaces / sheaves are with respect to the analytic topology.
Deligne-Beilinson cohomology
Let A ⊂ R be a subring of coefficients and A(p) = (2πi) 
where again δ and ι denote the canonical inclusions. The Deligne-Beilinson cohomology of a quasi-projective algebraic manifold U over C with good compactification X ⊃ U and normal crossing boundary divisor D = X \ U is then
X, D, A(p)).
This definition is independent of the choice of the compactification (15, 1.13 a)). Note that we are actually working with Deligne-Beilinson homology which, by (15, 1.15) , is isomorphic to Deligne-Beilinson cohomology. The use of homological complexes to compute cohomology is analogous to the traditional use of higher Chow chains to compute motivic cohomology. In this way, we will get a map from cycles to cycle. Moreover the cohomological notation sometimes simplifies the indices (e.g., for the intersection product).
There is another description of Deligne-Beilinson cohomology that uses an interpretation of the above complex (1) as a homotopy limit of the diagram I ⊕ F p D → D. This homotopy limit can also be described 2 by paths in D(X, log D) connecting I and F p D. Formally, it is a subcomplex
where Ω A (x) is the dga of A-valued polynomial differential forms on the 1-simplex, i.e., the free graded-commutative differential graded A-algebra generated by a variable x in degree 0. It is defined as
where P → P ǫ is the unique morphism that sends x → ǫ, dx → 0 and is the identity on D. This complex naturally carries the structure of a graded commutative (partially defined) dg algebra, inherited from the tensor product of dg algebras Ω A (x) ⊗ A D(X, log D). It is only partially defined, because the intersection product on D(X, log D) is only partially defined.
In case that A ⊃ Q, this complex is quasi-isomorphic to C D , see 5.1.
Motivic cohomology
Motivic cohomology is a bigraded cohomology theory for algebraic varieties whose existence was conjectured by Grothendieck. There are several approaches to construct motivic cohomology. One very explicit variant uses the "higher Chow groups" introduced by Bloch (4).
In their cubical incarnation they are defined as the homotopy groups of some cubical abelian groups c p (U, * ) of so-called admissible chains of codimension p. An admissible chain is an algebraic cycle in U × n , where n = (P 1 \ {1}) n is the algebraic n-cube, that meet all faces of the cube properly. Such a face is by definition the subvariety obtained by setting one (or more) coordinates to be 0 or ∞. Degenerate cycles are defined as the pullbacks of admissible chains along one of the various projections pr i which forget the i-th coordinate.
Instead of defining higher Chow groups as the homotopy groups of this cubical object, one can equivalently define them as the homology groups CH
cycle that meet all faces properly degenerate cycles with differential given through intersection with the codimension 1 faces,
Here ∂ i,ǫ denotes the map that insert ǫ ∈ {0, ∞} in position i. Motivic cohomology of an algebraic manifold can actually be defined using higher Chow groups through (for Voevodsky's more modern definition and the equivalence with this one, see (26, 4.2.9) )
Motivic cohomology can also be computed by a (sub)complex consisting of higher Chow chains which have proper intersection with some real subsets R -= [−∞, 0] ⊂ . Namely, denote by c p R (U, n) the free abelian group of admissible chains that meet (as real analytic chains)
In the same manner as before define degenerate cycles and the quotient complex z p R (U, •). This complex will be the natural domain for the regulator map. Kerr/Lewis (16, Lemma 8.14) showed that the inclusion
is a quasi-isomorphism.
Products and alternating cycles The higher Chow groups admit an intersection product that is induced by a partially defined product on the underlying chain complex (21, p. 452f).
Starting with two admissible chains, it forms their exterior power in U × n ×U × m and pulls the result back to U × n+m along the map induced by the diagonal of U . This product is only partially defined, because the pullback may not exists. The intersection with a degenerate cycle is again a degenerate cycle and thus one gets a partially defined product on
with unit the class of U in z 0 (U, 0), see also (21, 14, 28 ).
This product is associative on the level of chains but is in general not graded-commutative. It however induces a graded-commutative product on cohomology. When passing to rational coefficients, one can force the product to be graded-commutative (on chains) by using alternating cycles (21, 29) . To define them, consider the action of the symmetric group S n on U × n by permutation of the coordinates (with appropriate signs). This gives an action of S n on the set of algebraic cycles in U × n that preserves proper intersection with (real) faces and sends degenerate cycles to degenerate cycles. Thus it restricts to actions on z p (U, n) and z p R (U, n). The alternating higher Chow chains are defined to be the subspace of S n -invariant higher Chow
The differential ∂ restricts to these subspaces and makes them into a complex (with respect to the variable n). The projector associated to the S n -action,
commutes with the differential, i.e., alt•∂ = ∂•alt. In particular, alt is a morphism of complexes from higher Chow chains to invariant chains with rational coefficients. Similarly, one defines
(there it is proved that the inclusion of alternating chains into chains is a quasi-isomorphism. But then alt is necessarily a quasi-inverse. 
An abstract regulator
Assume that for each weight p there is given a functorial collection of complexes of abelian groups C
for each pair of a projective algebraic manifold X and a normal crossing divisor D ⊂ X. Think of these complexes as "Deligne complexes", whose cohomology calculate the Deligne-Beilinson cohomology of U := X \ D. This collection should be covariant functorial for proper morphisms. Assume that there exist cycle maps cl, which to a codimension p algebraic
. We want to define higher cycle maps, or regulator maps, from higher Chow cycles to these Deligne complexes,
These maps should have some good properties. For example they should recover the cycle maps cl for n = 0. The regulators for varying n should be compatible, i.e., they should give rise to a morphism of complexes (suitably shifted). We are (in fact this was the starting point of this construction) interested in the multiplicative behavior of this map. Therefore we assume that
there exist an exterior product ⊠ which is additive in both the weight p and the degree, and which furthermore is unitary and associative in the sense of exterior products. Furthermore we assume that there exists a reasonable intersection product on these complexes. All these structures should be compatible in a sense which is made precise in the appendix A.
To define the regulator map r D one may proceed as follows. First, compactify the cube to = P 1 with marked point {1} as boundary divisor. The cycle map gives for each higher chain
where ½ n denotes the union of the various divisors {z i = 1} and ⊠ denotes the outer product of divisors (not to confuse with the exterior product in the complex C D ). Then choose an element (1)) and form the exterior products
is just the unit for the external product. The value of a cycle Z under the map r D is then defined as
whenever the intersection product is defined. Remark that the push forward is always defined This "abstract regulator map" serves as the prototype of a regulator. It becomes concrete after fixing a choice of the required data (the complexes C D (X, D, Z(p)) together with products and the element R 1 ). This is done in later sections. First, some compatibility conditions are exhibited.
Compatibility with differential
We now assume that dR 1 = cl((z)) is the cycle associated to the divisor (z) = 0 − ∞. Then the regulator transforms the Bloch differential on higher Chow groups to the differential in C D . To see this, we apply the differential to the regulator of a higher Chow chain Z ⊂ U × n . For clarity, we abbreviate pr = pr X for any projection
Since the differential commutes with direct images and using the product rule for ⊠ and ∩ (together with dcl(Z) = 0) one gets
Note that by asumption dR 1 = cl((z)) is the difference of the classes of the two points 0 and ∞. Thus it can be interpreted as the push forward of these points under the inclusion into .
Then using the projection formula one gets
by definition of the differential on Bloch's complex. We remark that by additivity of the intersection product, the first equality in the preceding calculation says that changing R n by a boundary changes the resulting regulator only by a boundary.
Compatibility with products Next we show compatibility of the abstract regulator map with the product structures on higher Chow groups and on the complexes C D . It suffices to consider integral coefficients; Then the result for arbitrary coefficients and alternating cycles follows from the linearity of the regulator. 
, since the diagonal is a closed embedding and its push-forward then injective. The right hand side is
On the other side, for ∆ U the diagonal in U × U , using reduction to the diagonal, the compatibility of ⊠ with push forward, ∩ and cl, and the projection formula,
That this agrees with the expression above is easily verified as follows. Denote by τ the map that exchanges the two middle factors. Then use that intersection is compatible with biholomorphisms, the compatibility of ∩, ⊠ and that the cycle class cl(U × U ) is the identity for the intersection product to obtain
Another way to phrase the above compatibilities of the regulator map is that the regulator induces a morphism between (suitable re-graded), partially defined differential graded algebras.
Indeed, setting N r (U, p) := z p (U, 2p − r), the regulator becomes a (partially defined) degree preserving map of complexes
Compatibility with products implies that this is a map of dg algebras.
Functoriality Assume there is given a smooth morphism f : U → U ′ of algebraic manifolds induced by a smooth morphism of pairs f :
proper, hence induces a push forward on the Deligne complexes (by functoriality). If moreover f is proper, then f × id induces a push forward on higher Chow chains.
Lemma 1.
For f, f proper, the regulator map is compatible with these push forwards, i.e.,
The last equality holds because cl is compatible with push forward.
Compatibility with S n action The construction so far gives a map defined on higher Chow groups with Z-coefficients and, by linearity, for coefficients in arbitrary rings. In case that the exterior product ⊠ on the complexes C D is graded-commutative, we will see
This simplifies the calculation of the regulator for those cycles that are given as the alternation of some cycle. In particular, it says that the image of an alternating cycle has integral coefficients.
Lemma 2. If the exterior product on C D is graded-commutative, then the diagram below commutes
Proof. The action of the symmetric group S n on X × n induces an action on the complexes
Because ⊠ is a graded-commutative exterior product, R n is invariant under the action of S n .
As a consequence (note that g * acts as the identity on cl(U ) ⊠ R n ),
i.e., the regulator is S n -invariant.
Another consequence of the above lemma is that the regulator is also compatible with the product on the alternating complexes. Thus the restriction of the regulator map to alternating cycles is a partially defined map of (partially defined) graded commutative algebras
if the product on C D is graded commutative.
Remarks.
• By the moving lemma for higher Chow groups, the restriction induces a quasi-isomorphism
, and similar with subscript R (see (17, 5.9) ). Thus our construction can be given completely in the "framework of pairs".
• Notice that the definition of the regulator map can be rewritten as
In this form, the regulator value of Z can be seen as the image of the current R n under the (analytic) correspondence given by Z.
• The regulator is determined by R 1 . Conversely, R 1 can be recovered from the regulator on U = as the value of the diagonal ∆,
In particular, the regulator is determined by giving a map
Regulator into the 3-term complex
We now apply the above construction to the 3-term complex of currents from section 1. For U a quasi-projective manifold with compactification X and normal crossing boundary divisor D, it is the complex
These complexes inherit the required functoriality properties from the functoriality of the underlying currents (componentwise applied). To have the correct twists in the coefficients after pushing forward along a morphism f : X → Y , one has to multiply the componentwise push forward with an additional factor that involves the relative dimension
For an algebraic cycle Z of codimension p its associated Deligne cycle in the 3 term complex is given by the tuple cl(Z) = (2πi) 
As the intersection product for currents is only partially defined, the same also holds for the above defined product on the 3-term complex. For the parameters α = 0 and α = 1 the product is associative, for α = 1 2 graded commutative. Any two of these products are homotopic, so they all induce the same product on cohomology. Replacing the intersection in the above table with the exterior product yields an exterior product on the 3-term complex. This allows reduction to the diagonal.
In order to apply the construction from the preceding section, we need to define a "base" element in (1)). For that, we copy from (17, 5.3) . Choose the logarithm on P 1 branched over
, with R -oriented in such a way that its boundary ∂R -= 0 − ∞ = (z) is the divisor of the coordinate function. Then define The KLM-regulator Note that for the construction from section 3 to be applicable (welldefined), it suffices that the exterior product in question is associative. In particular, it applies to Beilinson's classical product for the parameter α = 0. In this case the product is given by the formula
whenever the right hand side exists. Similarly for the exteior product. The n-th exterior power of R 1 is an element in the Deligne-Beilinson complex
can be computed to be (with signs coming from the comparison of the "homological" (×) and the "cohomological" (⊠) exterior product)
For example, the first exterior powers of R 1 are 
where
Note that for these currents to be well-defined one needs that Z intersects the R -components properly, i.e., one has to restrict to cycles in z p R (U, n) to get a everywhere defined map. This map agrees (up to 2πi-factors and various signs) with the map given in (17) .
• More correctly one should replace the Z in the above formula by Z reg . We make the convention that before actually performing the integration, 1) the domain of undefinedness of the integrand should be removed from the integration domain 2) the integration domain should be replaced by its manifold points.
• Since the product 0 is graded-commutative only up to homotopy, this regulator map is no strictly commutative (i.e. on level of complexes) map of graded-commutative dga's.
• One could similarly proceed with an arbitrary α , but since in this case the product need not be associative, one has to choose explicitly how to evaluate the iterated products. Different choices give rise to different (though homological equivalent) regulators.
The regulator into P D
In order to get a strict graded-commutative regulator map, we will now apply the construction to the complexes P D (X, D, A(p)). Recall that for (X, D) a good compactification of U one has
These complexes inherit all the functorial properties from the complex of currents by letting a morphism act trivially on Ω(x). To get the correct coefficients, the push forward is twisted in exactly the same way as the push forward for C D . A codimension p cycle Z in X is represented by the constant path cl(Z) = (2πi)
They are equipped with a C-linear exterior product coming from the wedge product on Ω(x) and the exterior product of currents. Explicitly,
Similarly, the intersection product is defined by replacing the exterior product in the above formula with the ∩ product. It is defined whenever the intersection of the underlying currents is defined and has the correct type (lies in P D ). Each pair of cohomology classes can be represented by cycles whose intersection in P D exists. The two products are both associative and graded-commutative in their sense. With these definitions, reduction to the diagonal holds and compatibility of ⊠ and ∩ is satisfied for currents coming from geometry
4
For the underlying element of the regulator we choose the element in
Its relation to the element that defines the regulator for the 3-term complex is described in 5.1.
Exterior multiplication yields R n = R 1 ⊠. . .⊠R 1 , which for small values of n is (with 2πi-factors before R -omitted) given by the currents on n :
where R n i consists of those summands of R n whose dx-degree is i. 
They satisfy
R n+1 0 = (1 − x)2πiR n 0 ⊠ R -+ xR n 0 ⊠ dlog R n+1 1 = (−1) n dxR n 0 ⊠ log +(1 − x)2πiR n 1 ⊠ R -+ xR: z p R (U, n) → P 2p−n D (X, D, Z(p)) is then given by r P (Z) = (2πi) p pr * (pr * R n ∩ [Z]) .
Comparison
We now compare the two versions of the regulator map. The target complexes of these maps are related by the evaluation homomorphisms
When n varies, these maps give rise to a morphism of complexes, which turns out to be a quasi-isomorphism whenever Q ⊂ A. This is content of the following lemma, that seems to be well-known to experts.
Lemma 3. If Q ⊂ A, the morphism ev is a quasi-isomorphism. A quasi-inverse is induced by the maps
Proof. s is indeed compatible with differentials, thus gives a map of complexes. It is obvious that s splits the map ev, that is ev • s = id. It suffices to show that the map s • ev : P D → P D is homotopic to the identity. Such a homotopy was given by Burgos Gil during a summer school in Freiburg 2013. Define the homotopy h :
This map is well defined because of Q ⊂ A (the occuring integrals in general have rational coefficients). One checks that dh + hd = s • ev − id. In particular, s • ev = id on cohomology and so ev is a quasi-isomorphism.
Note that the underlying elements of the two regulators (R 1 P and R 1 C , say) can be obtained from each other by applying the map ev resp. its splitting.
Note that moreover ev is just a map of vector spaces (not of algebras). Transporting the product in P D to C D using the splitting however gives the product 1/2 . Thus on homology classes the product on P D is equal to 1/2 and hence to 0 , since they are homotopic. That means that ev induces an isomorphism of algebras on homology.
Applying this to the construction of the two regulators, one gets that the two elements R n C , R n P underlying the constructions differ only by a boundary. This means that ev(R n P ) equals R n C up to boundaries, and that s(R n P ) equals R n P up to boundaries. Using this, we can show that the two regulator are isomorphic on cohomology:
Lemma 4. For Q ⊂ A, the non-commutative diagram of complexes
commutes after passage to (co-)homology.
Proof. ev is compatible with push forward and, as one verifies easily, ev is compatible with the intersection/exterior product with cycle classes. For example, ev(W ∩ cl(Z)) = ev(W ) ∩ α cl(Z) for all W ∈ P D , α ∈ R and all higher Chow cycles Z. Note that the first cl denotes the cycle map into P D and the second is the cycle map into C D . Using this,
Thus one obtains ev(r P (Z)) ≡ r C (Z) on cohomology.
The above proof can be refined to give a result for cycles instead of merely cycle classes. The key observation is the following .
Lemma 5. ev(R
Proof. Compare the first two and the last component of the two triples separately.
• Evaluating x = 0 in R n P makes all summands to zero except (2πi) n [R -] ⊠n , which is just the first component of R n C . Since this is symmetric, it is also equal to the first component of alt * R n C . Similar for the second component.
• Every summand of L n has the form (we omit the (2πi) k factor)
All these terms occur as well as a summand in R n P with some 1-form coefficient (in the variable x). Moreover, the S n -orbits of the terms M (for varying k) form a partition of (R n P ) 1 (= terms with dx). That is, every summand "with dx" in R n P has the form ω ⊗ g * M for some permutation g ∈ S n . We have to compare the coefficients before g * M that occur ev(R n P ) and in alt * R n C . First note that every element in the S n -orbit of M has the same coefficient-form ω whose integral is
as follows from induction -or using properties of the beta function.
On the other hand, the coefficient before g * M in altM is equal to
This proves the lemma.
Moreover, for any A, the first two components of ev(r P (Z)) and r C (Z) are equal, that is,
Proof. The second statement follows immediately, as indicated in the proof of 5, from the definitions and is omitted. Using the lemma 5, the first statement can be proven as follows.
Starting similar to the proof of lemma 4, compute
Observing that pr • alt = pr and alt * cl(Z) = cl(altZ) finishes the proof. For example, give the left upper path the weight α and the right lower path weight 1−α. Define the combined path to be
where we decorate each horizontal line segment with a sign ± = (−1) r . This in turn corresponds to a triple which is exactly the α product of (a, b, c) with (ã,b,c).
• There is no satisfactory geometric explanation for this sign (−1) r . Maybe it should be assigned to the endpoints a, b of the vertical path because r = deg a = deg b is the degree of these points. In fact, the sign occurs when a or b are passingc.
• With this geometric construction in mind, the associativity and grad-commutativity properties of Beilinson's products are verified easily (e.g. by looking at a cube).
Examples

Regulator of a point
Consider the special case of U = X = Spec C being a point and coefficients A = Z. The space of currents over a point identifies with the field of complex numbers C; a complex number λ corresponds to multiplication with λ (i.e. the distribution
The regulator into P D then is given by maps z
there are a priori only two non-trivial cases to consider: n = 2p and n = 2p − 1. In each other case, the regulator value of a higher Chow cycle Z is zero, because the intersection of Z with R n will have a degree which is too high or low to survive the integration step underlying the push forward to the point. The two cases n = 2p and n = 2p − 1 correspond to the two summands of the decomposition R n = R n 0 + R n 1 : the regulator
in the first case is computed by the summand R n 0 of R n and in the second case by R n 1 . In both cases the intersection is seen to be zero dimensional, i.e., a sum of points (in the second case tensored with dx). Thus the push forward is just the sum of the coefficients of these points, multiplied with the relative dimension (2πi) −n .
In the first case only two types of currents occur. One can use shuffles to sort them and write
Note that the summation index starts at i = p since otherwise the resulting current lies in the n − i + p > n-th part of the Hodge filtration and thus is zero.
In the second case in addition a single log term shows up. An explicit formula is complicated to write down 5 , so we explain the result informally. It is, basically, the intersection of Z with The Deligne cohomology of a point is easy to describe since the 3 term complex is simply
The regulator map into this complex can be expressed on the level of chains as the map
This map is determined by sending for p = • = 0 an element k · [pt] to k ∈ Z, and for p > 0
In each other case, the map is zero. Passing to cohomology groups and taking into account that N • R computes motivic cohomology, one obtains the induced regulator
For n = p = 1 one obtains (see the formula in the next subsection) the logarithm map
Formulas for n ≤ 3
We now calculate some low-dimensional examples of the regulator map and their images in the 3-term-complex under the evaluation map ev. They are easily read off from the computation of R n in section 5.
• First of all, consider the case where n = 0. Here r P reduces to the cycle map from the usual Chow groups to the Deligne complex P D . Composition with ev gives the cycle map into C D .
• For n = 1 the regulator r P (Z) is the push-forward to X of
After writing the push forward as a fiber integral over X twisted by (2πi) −1 , this becomes
where in the sum the currents R -and dlog occur i resp. n − i − 1 times.
(with z the coordinate in )
In all these formulas one has to exclude the poles of the integrand from the integration domain, that is the two last integrals are over Z reg \ (U ×{0, ∞}) and Z reg \ (U ×R -)
respectively.
In particular, the regulator into P D contains for n = 1 no new information compared to the regulator in the 3-term complex, which is given by the triple of currents on X 
• For n = 2 one gets a symmetrization of (a C version of) a formula found by Beilinson in
(1). The regulator value of Z ∈ z p (X, 2) in the complex P D is:
In the total complex its first two components are the currents
and its third component is
The regulator value of Z in the 3 term complex on the other side is
• Examining the case n = 3, we consider only the evaluation of the regulator values in the total complex. This is
where R Z is the current given by
To make this more concrete, one can apply this formula to the cycle C(1) considered by Burt Totaro in (25, §2), which by definition is the algebraic cycle in 3 parametrized by
One gets that the first and the last row vanishes, and each other term becomes π 2 /6.
is a special value of the dilogarithm function.
Remark. The importance of C(1) lies in the fact, that 3 We continue the above example of the Totaro cycle and consider, following (17) , more general for a parameter a ∈ P 1 (C) \ (R ≤0 ∪ R ≥1 ) the cycles
The general Totaro cycle in
They have Bloch boundary ∂C(a) = −(a, 1 − a), and thus are higher Chow cycles if and only if a ∈ {0, 1}. Nevertheless, for a as above, the C(a) intersect the real boundaries properly and we can calculate the regulator for such a. We use the formulas from above and see that, noting that the first (by dimensionality) and the last (by choice of a) row vanishes, we have to compute
Integration by parts reduces each of the above pairs of integrals to a single integral and a limit.
Evaluation with mathematica gives
Similar for B,C:
Thus the regulator in this case is
In the 3-term complex, this becomes (0, 0, Li 2 (a) + 1 2 log(a) log(1 − a)). For a → 1 this reduces to the value already computed. The KLM regulator on the other side, when applied to the above cycle, can easily computed to be r C,∩0 (C(a)) = (0, 0, Li 2 (a) + log(a) log (1 − a) ).
In particular, the two regulators are not equal.
Remarks.
• Following KLM (17) , one can also consider the curve
exchanging the first two components, the resulting regulator is r P (D(b)) = −r P (C(b)). Thus we have, using the transformation rules for the dilogarithm (23, (3. 3)),
This means that the error terms cancel. The same holds for the regulator in the total complex and in fact, one has ev(r a) ).
The Abel-Jacobi map
This section shows how the regulator r P gives rise to an Abel-Jacobi map from the group of higher Chow cycles homologous to zero to some intermediate Jacobian. This construction is analogous to the one in (17) for the regulator r C . We assume that U = X is projective, that is, D = 0. Furthermore we omit D from the notation and write
Cycles homologous to zero Following (17), we say that a higher Chow chain
, where proj denotes the projection from C D onto it's first two components. By lemma 6, this is equivalent to saying that Z lie in the kernel of the composition proj • ev • r P .
Written as a diagram, the chains homologous to zero are exactly those chains that become boundaries in the rightmost term of the diagram below
. Now the regulator value is equivalent to
The resulting Abel-Jacobi map is given by
Similarly, write
Note that by lemma 6, T 0 , T 1 are exactly the equally named currents as above. Thus we can choose the same boundaries S 0 , S 1 as before and obtain that the Abel-Jacobi map with respect to the regulator r P can be described by the formula
Remark 4. For n ≥ p one has F p D 2p−n−1 (X) = 0. Hence the Abel-Jacobi map lands in
H 2p−n−1 (X,Z(p)) , computed by the formula (3) with S n set to zero. The lemma 6 leads to the following comparison of the two Abel-Jacobi mappings.
Corollary 8. One has
Proof. The statement is equivalent to 1 0 r P (Z) 1 = r C (altZ) 3 , which follows from lemma 6 resp. the remark following it.
Examples
• For n = 0 the regulator is just the cycle map and the cycles homologous to zero are
The Abel-Jacobi map is AJ P (Z) = S 0 − S 1 , where S 0 , S 1 are currents bounding cl (Z) such that S 0 is integral with coefficients in Z(p) and
Note that the Poincaré duality induces an isomorphism
and the image of AJ(Z) under this isomorphism is given by S 0 only (S 1 acts trivial).
Finally, writing S 0 = [ξ] as the current of integration over a singular chain ξ, one reobtains the classical Abel-Jacobi map of Griffiths.
• For n = 1 and any Z ∈ z p R (X, 1) homologous to zero, its Abel-Jacobi value is the current on
The currents
• In particular, if Z = Γ α is the sum of graphs of meromorphic functions f α :
this recovers a version of Levine's formula ((20, p. 458) and (17, 4.5)): By remark 4, S 1 acts trivially in this case and thus, for ξ any cycle with boundary Z ∩ (X×R -),
• Totaro's cycle C(1) is homologous to zero. T 0 , T 1 are actually zero (not only boundaries) so that one can choose S 0 = S 1 = 0. It's Abel-Jacobi image is thus AJ P (C(1)) = r P (Z) = Li 2 (1).
A Requirements for the Deligne complexes
Denote by (X, D) a pair consisting of a smooth projective variety and a normal crossing divisor D ⊂ X. Assume that to every such a pair and every integer p (the weight) there is associated a (Deligne) complex of Z modules C
We summarize all the properties of these complexes that are needed to apply the general construction from section 3.
• (Cycle map) There exist maps cl :
• (Flat pullback) For any holomorphic submersion Y f − → X one has a morphism of complexes
• (Proper push forward) For any smooth proper morphism of pairs (X, D)
has a morphism of complexes
• (Products) There exist external products
in the category of complexes. Here
product of the divisors. Furthermore there exist a partially defined (internal) product
The above structures should satisfy some compatibility conditions listed below:
• cl is compatible with flat pullback and push forward, that is,
whenever f | X\D is flat resp. proper.
• cl(X \ D) is an unit for ∩ and cl(pt) is an unit for ×.
• Push forward along the diagonal is injective.
• Inverse mapping formula holds: For f : X → X ′ holomorphic, one has an equation
whenever the right hand side is defined.
• Reduction to the diagonal: If ∆ : X → X × X denotes the diagonal and ∆ X its image,
• Compatibility of ⊠ and ∩ for cycles coming from geometry (i.e. of type cl(Z) for an algebraic variety Z): If the intersection on the right hand side exist, there is an equality
• ⊠ and ∩ are associative, ⊠ is graded-commutative.
• ∩ is preserved by analytic isomorphisms: ϕ * S ∩ ϕ * T = ϕ * (S ∩ T ), if ϕ is orientation preserving.
• Push forward preserves ⊠.
B Currents
Here we briefly summarize the needed theory of currents on complex manifolds and their inter- Any current T can be multiplied with a smooth (even locally integrable) differential form w by (T ∧ w)(η) = T (w ∧ η). Especially when restricted to 0-forms, one gets a A 0 (X)-module structure.
Functoriality Currents are functorial in X: covariant functorial for proper and contravariant for submersions, where the induced mappings are defined dually through pullback of forms and "fiber integration". This functoriality extends to currents on pairs (log currents and relative integral currents) with properties as described in A.
Exterior product For two currents S, T on X resp Y there exists an associative gradedcommutative (with respect to dimension) external product ⊠ that satisfies the product rule with respect to the differential d. It is uniquely defined by
Intersection product There is also an internal (intersection-) product ∩ for currents, that extends both the wedge product of forms and the transversal intersection of submanifolds. As the general intersection of submanifolds, it is only partially defined. Even if it is defined, the intersection of two integral currents need not be integral again. However, after moving currents in their cohomology class, their intersection exists and, if both operands are integral, is integral again. In any case, it is associative, graded-commutative with respect to degree and satisfies the Leibniz rule with respect to d. In some special cases, the intersection product takes a concrete form. For example the intersection product of two currents associated to properly intersecting (real) subvarieties is equal to the current associated to the intersection of them,
Another important case is the intersection of a current with the current associated to a differential form w. Under some conditions,
This holds for example if T is locally flat and w is smooth. If w is a form with logarithmic poles along some normal crossing divisor D, then the wedge product is a priori only a log current, i.e. only defined on test forms that vanish on D reg .
If T = [Z] is the current of integration over a complex subvariety, then as log currents,
current that, when identified with its image on the diagonal in R n × R n , is equal to the slice ± < S ⊠ T, ξ, 0 >. Now the exterior product is additive in the bidegree, and thus it suffices to show the general statement that a slice < T, ξ, y > has bidegree (r + m, s + m), if T has bidegree (r, s). This follows, since the slice is defined as the weak limit for w the volume form. Since w has pure type (m, m), pullback preserves the bidegree, and ∧ is a bi-additive operation, the result follows.
