This paper considers an important class of convex programming (CP) problems, namely, the stochastic composite optimization (SCO), whose objective function is given by the summation of general nonsmooth and smooth stochastic components. Since SCO covers non-smooth, smooth and stochastic CP as certain special cases, a valid lower bound on the rate of convergence for solving these problems is known from the classic complexity theory of convex programming. Note however that the optimization algorithms that can achieve this lower bound had never been developed. In this paper, we show that the simple mirror-descent stochastic approximation method exhibits the best-known rate of convergence for solving these problems. Our major contribution is to introduce the accelerated stochastic approximation (AC-SA) algorithm based on Nesterov's optimal method for smooth CP (Nesterov in Doklady AN SSSR 269:543-547, 1983; Nesterov in Math Program 103:127-152, 2005), and show that the AC-SA algorithm can achieve the aforementioned lower bound on the rate of convergence for SCO. To the best of our knowledge, it is also the first universally optimal algorithm in the literature for solving non-smooth, smooth and stochastic CP problems. We illustrate the significant advantages of the AC-SA algorithm over existing methods in the context of solving a special but broad class of stochastic programming problems.
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Introduction
The basic problem of interest in this paper is the stochastic composite optimization (SCO) given by
where X is a convex compact set in the Euclidean space R n endowed with inner product ·, · and a norm · (not necessarily the one associated with inner product), f : X → R is a convex function with Lipschitz continuous gradient, that is,
( · * denotes the conjugate norm, see Sect. 1.1), and h : X → R is a convex Lipschitz continuous function such that
We assume that problem (1) is to be solved by iterative algorithms which acquire the subgradients of Ψ via subsequent calls to a stochastic oracle (SO). Specifically, at iteration t of the algorithm, x t ∈ X being the input, the SO outputs a vector G(x t , ξ t ), where {ξ t } t≥1 is a sequence of i.i.d. random variables (also independent of search points x t ) whose probability distribution P is supported on ⊆ R d . The following assumptions are made for the Borel functions G(x, ξ t ).
A1:
For any x ∈ X , we have
where ∂Ψ (x) denotes the subdifferential of Ψ at x (see Sect. 1.1).
Observe that problem (1) covers several important classes of convex programming problems as certain special cases. For the sake of simplicity, we assume in the following discussion that the domain X is a standard Euclidean ball. Note however that such a simplification is only of local scope for this section only, and that the paper does deal with more general feasible set X , allowing non-Euclidean geometry.
