provide the optimal way to combine independent sources of information for perceptual decisions. However, if interaction were permitted between information sources, those sources would no longer be independent and the decision would be suboptimal [10] . Interaction, therefore, makes optimal interpretation harder. If an interactive algorithm could be made to compute the correct Bayesian decision function, the interaction would be a property only of that algorithm, not of the underlying computation. What would be computed is exactly what a non-interactive system would compute. Hence, commitment to the computational principle of optimality requires no commitment to the algorithmic principle of interactive processing.
No data require direct influences of the lexicon on prelexical mechanisms, and evidence and computational principles argue against interactive processing. Further evidence of lexical mediation of prelexical processes might yet appear. Indeed, if lexical retuning were implemented in the TRACE model using Hebbian learning [9, 12] , there could well be on-line processing effects. Such demonstrations would be further evidence of feedback in learning and not evidence of interactive processing, which, other than potentially as part of a learning mechanism, serves no useful function.
