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THE EFFECTS OF DIFFERENTIAL REINFORCEMENT STRUCTURES ON 
COMPUTER-ASSISTED INSTRUCTIONAL LEARNING 
Abstract of Dissertation 
The use of computer assisted instruction as a viable 
educational technology in our nation's schools has presented 
educators with new dilemmas and decisions. To operate these 
devices in the manner in which they were intended, computer 
software or courseware, whose cost often rivals the original 
cost of the computers themselves, must be purchased before 
their potential benefit can be realized. The most widely 
used type of instructional design that is inherent in these 
programs can be categorized under the operant theory of 
learning comprising the styles such as tutorial, skills 
building, and drill and practice. These computer lessons can 
be described as question-response-reinforcement in 
organizational design. The purpose of this study was to 
determine the nature of the reinforcement and its effects 
upon certain learner behaviors. 
Four computer lessons of equal length, scope and 
difficulty were designed to teach symbolic number systems to 
high school students. The lessons were designed with four 
different types of reinforcement structures ranging from 
sound and color graphics animation to simple knowledge of 
correct response. The programs were coded so that the 
students could control the real times allowed to read 
instructional frames, compute their responses, or watch the 
rewards. 
It was clear from the study that reinforcement style had 
little to do with the effectiveness of the lesson. Students 
watched the reinforcements for a substantial time to begin 
with, but ultimately opted to continue the program with 
little attention to the rewards. Students spent 
significantly more time watching the frames that demonstrated 
the question and correct response when they answered 
incorrectly than they spent listening or watching an 
animation intended for their delight. 
The implications for software publishers and purchasers 
are threefold: 1) Effort needs to be given in examination and 
evaluation of educational software concerning its learning 
design. 2) Programs designed as instructional tutorials 
should be structured economically, without the extensive 
reinforcement frills. 3) Continued research should be aimed 
at identifying the most efficient reinforcement strategies in 
operant-style computer assisted instruction. 
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Chapter 1 
INTRODUCTION 
There is little question that the computer will become 
a permanent fixture in the schools of our nation. The 
attitude toward this technological advent was characterized 
in 1982 by the remarks of the then governor of California 
Edmund G. Brown, "Our economy, our_budgets, our livelihood, 
our military security depend upon mastering these new 
technologies.'' (Modesto Bee, 1982) Educators are 
retrofitting their pedagogical menu to incorporate the 
computer as a learning tool in the classroom. One 
educational journal editor suggested that by 1990 there 
will be no room for educators who are not computer-wise. 
(Lobello, 1983:5) The nature of educational computing in 
the future will depend upon how educators decide to use, 
not whether or not to use this new technology. 
The arrival of microcomputers in education has created 
a flurry of activity by educational courseware publishers to 
produce viable learning programs in a wide range of 
curricular areas. Although many types of learning theories 
can be programmed into these materials, most are classified 
as drill, practice and tutorial which subsume under the 
operant conditioning school of psychology. (Haven, 1981) 
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Many critics decry the use of computers in this manner such 
as Papert (1971:1) calling it "a replication of the worst of 
teaching methods," Reetz (1983:24-5) observing that kids 
think "it is sort of boring after a while,'' and Caldwell 
(1980:141-43), who offered that "much of what passes for 
courseware does not help students acccess higher level 
cognitive learning." Skeptics remind us of other 
technological marvels such as motion pictures, radio, and 
educational television that elicited similar glowing 
predictions and yet failed to become an integral part of 
education. (Becker, 1982:381-83) This criticism has been 
countered by a recent analysis of fifty computer-assisted 
instruction projects which confirms that the tutorial mode 
of learning is an effective tool in the remediation of 
basic mathematics deficiencies, (Kearsley, 1983:90-1) and 
in other areas such as in the preparation for the Scholastic 
Aptitude Test where scores jumped after intensive 
computer-assisted instruction. (Silverman, 1983:51-2) 
Amidst this controversy, tutorial and other types of operant 
computer-assisted instruction have achieved wide 
acceptance and success in the nation's schools. 
Future microcomputer use in education will most likely 
focus, at least in part, on addressing the problem of basic 
skills remediation. (Kearsley, 1983:90-3) The design of 
computer courseware will be an important concern for 
educators that plan to expend a large portion of their 
educational materials budgets trying to find the most 
effective and long lasting instructional software on the 
market. 
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With the development of powerful new microcomputers, 
inexpensive mass storage methods, and other peripheral 
devices, and with the continued reduction in cost, the 
potential for creating a wide new variety of operant and 
non-operant learning courseware has mushroomed. Generation 
of color, sound, speech, and high resolution graphics as 
popularized by commercial video gam~s are now programmable 
within the context of a computer-assisted instructional 
learning plan. Hundreds of vendors now offer thousands of 
different computer lessons in dozens of curricular areas. 
Finding the best software among that available can be 
a difficult task. Schools rely heavily upon review 
committees, journal comments, and personal testimony. And 
then, the evaluation is based largely upon consumer policy, 
reputation, and scope of lessons covered. (Roberts, 
1982:46-7) Little attention is given to the method of 
instruction, lesson style, or learning theory that serves as 
the program's framework. (Roberts, 1982:46) 
The problem in adoption of courseware, therefore, is 
cost. Typical computer programs that provide tutorial or 
drill and practice in a scope and sequence fashion range in 
price from many hundreds to many thousands of dollars. 
(Visual Materials Incorporated, 1981) Schools can ill 
afford to make an inappropriate puchase of educational 
computer courseware. 
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At the same time, software publishers can ill afford to 
spend nearly 200 hours of planning, coding and testing for 
one hour of computer-assisted instructional use without 
some assurance that the materials will be appropriate, 
effective and saleable. (Bunderson, 1970) The dilemma for 
educators and pubishers is compounded by the phenomenal 
growth of associated uses of microcomputers. Billions of 
dollars have been inserted in video arcade computers, 
billions more are spent by industry and communications 
and billions more are slated to be spent on home 
computers. (Lobello, 1983:5) (Shane, 1982:304) The effect 
of this microcomputer proliferation upon the instructional 
setting is unpredictable. Perhaps the bond between student 
and computer will remain strong and continue to motivate the 
learner with the tightness of the feedback loop. (Smith, 
1980:11) Or, if the "stuff is sort of boring" as one 
teacher observed, will the effectiveness of operant CAl be 
drowned in the clamour of arcades and home video games? 
(Reetz, 1983:24) The editors of one technologial review 
focused on the problem, "A program that excites 
inexperienced student-users today, may bore a computer 
literate class next year." (Roberts, 1982:46) The relative 
effectiveness of computer-assisted instruction would seem to 
hinge on how the learner interacts with the program and how 
well the machine can continue to provide the optimum stimuli 
and motivating reinforcers. 
Purpose of the Study 
Educators observe that some types of computer-assisted 
instructional courseware seem to delight children more than 
others. These programs hold student interest longer, 
stimulate greater motivation, and are considered more 
effective than others. The nature of this delight and 
effectiveness may center on the nature and schedule of 
reinforcement used within the lesson design. Perhaps the 
use of high resolution graphics, sound, or human-like 
responses as reinforcements in operant computer-assisted 
instruction c~eates different levels of drive in the 
feedback 
loop. The question to be answered in this regard is what 
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real effect does sprinkling different types of technological 
reinforcements have within a lesson frame? 
The purpose of this study will be to examine a variety 
of reinforcement structures as they impact upon learner 
behavior and achievement. Specifically, the study will be 
arranged to separate and describe any drive-inducing 
hierarchy present in differential reinforcement utilizing 
the most recent advances of microcomputer graphics, sound, 
color, and human-like responses. The study will attempt to 
identify differences that may occur between alternative 
types of reinforcements while holding the lesson content the 
same. 
Hypotheses 
The following null hypotheses were posed: 
Hypothesis I 
There is no significant difference between the mean 
scores of students, as measured by a set of four custom 
designed computer assisted lessons with respect to four 
types of reinforcement. 
Hypothesis II 
There is no significant difference between the mean 
scores of students having a high versus low level of 
academic achievement, as measured by a set of custom 
designed computer-assisted lessons, with respect to four 
types of reinforcement. 
Hypothesis III 
There is no significant difference between the mean 
scores of students with a high versus low history of 
computer/video experience, as measured by a set of four 
custom designed computer-assisted lessons, with respect to 
four types of reinforcement. 
Hypothesis IV 
There is no significant difference between the mean 
elapsed times of reinforcement allowed by students, as 
measured by a set of four custom designed computer-assisted 




There is no significant difference between the mean 
elapsed times allowed by students having a high versus low 
academic level, as measured by a set of four custom designed 
computer-assisted instructional lessons, with respect to 
four types of reinforcement. 
Hypothesis VI 
There is no significant difference between the mean 
elapsed times of reinforcement allowed by students having a 
high versus low history of computer/arcade use, as measured 
by a set of four custom designed computer-assisted 
lessons, with respect to four types of reinforcement. 
Hypothesis VII 
There is no significant difference between the mean 
elapsed times allowed by students for incorrect lesson frame 
responses with respect to lesson type of lesson or type of 
reinforcement. 
Hypothesis VIII 
There is no significant difference between the mean 
scores of students, as measured by a set of four custom 




There is no significant differenc~ between the mean 
elapsed reinforcement times allowed by students, as measured 
by a set of custom designed computer-assisted lessons, with 
respect to positive versus negative reinforcement structure. 
Significance of the Study 
If the research hypotheses are demonstrated to show 
significant differences between groups with respect to 
reinforcement types, it may be generalized that there 
is a hierarchy of drive inducing stimuli capable of being 
embedded within operant computer-assisted instruction. If 
this hierarchy is augmented by the nature of the learner, 
for example, should the high history of computer users react 
more favorably to one type of reinforcement, then the 
implications for courseware programmers are important. 
Publishers may wish to only focus on one kind of 
reinforcement for one group of students if some are deemed 
more effective than others. Since a great portion of 
programming effort and time is taken in this part of the 
program, costs could be reduced if a particular effective 
strategy was discovered. 
If learning can be enhanced by the manipulation of the 
reinforcements, and if educators can predict which of those 
reinforcements will continue to interest and motivate 
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students, then software purchases can be made with more 
assurance of success. Teachers may be able to anticipate 
reaction of their students to different types of software. 
Some students may be more suited toward operant CAl that is 
rich in arcade-type reinforcement, while others may find it 
"kind of boring.'' The establishment of different actions of 
the types of reinforcements will call attention to the need 
for continued study to provide the best possible lesson 
design for CAl. 
Delimitations 
This study is limited to: 
1. A stratified random sample of 28 students from one 
central California high school, grades nine through twelve. 
2. A custom designed set of computer software covering 
one area of math curriculum, namely ancient numeral systems. 
3. A specific computer-assisted instructional plan 
utilizing a tutorial frame design of exposition, example and 
qu~stion. 
4. Two types of student responses, namely repetition 
or key press, and best answer of multiple choice. 
5. Four types of reinforcements, namely a control set, 
a sound or music set, a black and white graphics set, and a 
mixed color, sound, graphics mix. 
6. One specific type of computer. 
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7. One type of schedule of reinforcement. 
For every correct answer a reinforcement was given. For 
every incorrect answer an appropriate control reinforcement 
was given. 
8. A statistical analysis of scores, response times and 
reinforcement times. 
Definitions 
Computer-assisted Instruction: A computing system 
that is used to assist the instruction of students. The 
application usually involves a dialogue between the student 
and a computer program that informs him of his mistakes as 
he makes them. (Sippl, 1982:98) 
Courseware: A set of computer-assisted instructional 
plans that often follow a scope and sequence within an 
educational curricular goal. 
Differential reinforcement: The variety of rewards 
offered by a computer when a learner answers a question. 
These can be high resolution color graphics, music, words 
of praise, or any other computer generated response. 
Drill and Practice: One of the most common 
structures of computer-assisted instruction, the design of 
which follows a pattern of exposition of concept, example 
and question. The student responds to the question and is 
rewarded positively or negatively. 
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Drive: A force that impels an organism to action. 
(LeFrancois, 1972:291) 
Elapsed time of reinforcement: The real time allowed 
by the student engaged in a computer-assisted lesson for 
any type of reward structure. 
Feedback loop: The ability of the computer to 
quickly analyze, compare and report the status of a response 
to the learner, and continue to do so as requested. 
Frame: A lesson that is usually restricted to a page 
or video display. The student responds and goes to the next 
lesson or frame. The response can be a key press, a 
comment, or answer to a question. 
High resolution graphics: The ability of the computer 
to show diagrams, figures, motion and art work on the video 
display as opposed to textual material. 
Humanistic response: The ability of the computer 
program to respond in a manner that sounds human-like by 
using a variety of personalized reactions to the student 
input. 
Knowledge of correct response: The correct answer to 
the fra•e as provided by the next page of the lesson in 
programmed instruction, or as provided by the computer 
program. 
Operant computer-assisted instruction: The style of 
programming that offers a question to the student, analyzes 
the response and then provides a reinforcement when correct. 
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Negative Reinforcement: A stimulus which, when taken 
away from a situation increases the probability of a 
response occurring. 
Non-operant computer-assisted instruction: The style 
of programming that directs the learning process by other 
underwriting theories of learning such as discovery, problem 
solving and gaming. 
Partial Reinforcement: Reinforcements not given 
for each response but given at some predetermined interval 
based on ratio, time, or number of responses. 
Peripheral devices: Various kinds of machines that 
operate in combination or conjunction with a computer but 
are not physically part of the computer. (Sippl, 1982:382) 
Positive Reinforcement: A stimulus which, when added 
to a situation, increases the probability of the response 
occurring again in similar circumstances. (LeFrancois, 
1972:99) 
Programmed instruction: A methodology of learning 
that usually entails the use of a text or workbook 
consisting of learning frames. The student studies each 
frame and then answers a question, either on the page or 
silently. The correct answer resides at the bottom of the 
next page or in close proximity to the frame. The student 
can then compare his or her answer to the correct one. 
Program: A set of instructions or steps that tells 
the computer exactly how to handle a complete 
problem. (Sippl, 1980:409) 
Punishment: A noxious stimulus given which, when 
added to a situation, decreases the probability of a 
response recurring. (LeFrancois, 1972:99) 
Response time: The real time allowed by a student 
engaged in a computer-assisted lesson for answering a 
question or reading and studying an instructional frame. 
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Schedule of Reinforcement: The ratio of 
reinforcements given to responses. The ratio is based ·upon 
a percentage, interval or random determination. (Mednick, 
1964:46). 
Software: Programs that aid in changing the nature 
of the performance of a computer. Educators have 
elaborated upon this definition by making it encompass all 
forms of computer programs, from courseware to operational 
software. 
Stimulus-Response: The reaction hypothesis of operant 
and classical conditioning that provides a psychological 
basis for learning. (Ryan, 1970:109) 
Type I Reinforcement: The simplest of reinforcement 
types found within computer-assisted learning consisting of 
knowledge of correct response and in some cases supply 
additional tutorial frames for incorrect answers. 
Type II Reinforcement: Correct answers receive a 
pleasant, positive reward; incorrect answers receive no 
reward and are negatively reinforced. Some of these 
materials may offer non-noxious or noxious reinforcements 
for incorrect answers. 
Type III Reinforcement: Correct and incorrect 
answers have immediate effect as positive noxious and 
pleasant rewards. It structured within a cummulative 
gaming environment. 
Type IV Reinforcement: A predetermined number of 
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correct responses yields a progress report or culminates in 
a positive pleasing or noxious reinforcement. No immediate 




A stratified sample of 28 central California high 
school students was randomly selected representing grades 
nine through twelve, academic levels, and relative 
computer/video arcade sophistication. The sample was taken 
from a population of approximately 1200 students and was 
equally divided between males and females. 
Method 
Each of the sample students was treated individually 
over a period of one month with four computer-assisted 
lessons in number theory. Number theory was selected the 
instructional content because of its relative unfamiliarity 
among the sample population and its general appeal and 
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learnability. The lessons covered the topics of 
hieroglyphic, cuneiform, Mayan and Greek numerals. A 
complete frame by frame listing of the lessons appears in 
Appendices A through D. Each lesson took approximately 20 
minutes of computer terminal time. During the course of the 
lesson, student response time to questions, the number of 
correct responses, and time allowed for reinforcement 
duration was collected by the computer program. 
Data Collection Procedures 
The computer programs were designed to allow the 
student two types of responses, a key press response and a 
letter answer response. The programs were designed to 
measure the real time allowed by the student to read a 
frame, answer a question, or examine a reinforcement. The 
real time was computed by the computer in seconds by cycling 
through a counting loop while waiting for a key press. The 
flowchart and code listing of the programs appear in 
Appendix F. 
Questions posed by the programs were structured to 
afford only A through D responses. Correct answers were 
counted by the computer program by comparing the student 
responses to those stored by the program. 
Results of the lessons were printed in a student 
report of response times, frame times, reinforcement times 
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and correct responses. (See Appendix G for a sample student 
report.) 
Data Analysis 
Four different types of reinforcers were embedded into 
the learning design: a control set, a high resolution color 
graphics set, a sound set, and mixed color, graphics, and 
sound set. Each student received a series of four lessons 
with each of the types of reinforcements. The design 
employed required a simple Latin square formulation as 
indicated by Table 1. 
Table 1 
Simple Latin Square for Four Treatments and 











T4 T1 T3 
T1 T2 T4 
T3 T4 T2 
T2 T3 T1 
Table 1 shows the groups and treatments of a 
simple Latin square. The symbol "S'' in this chart 
represents the sample group and the symbol "T'' 
represents the four types of treatments. 
Each group receives a different order of treatment. 
Appendix H lists the specific ordering of lesson and 
reinforcement type. 
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This four by four design uses a standard order of 
presentation. The statistic is designed to test for 
significant difference for the treatment variable by 
subtracting the individual differences and the differences 
between the history of action between treatments. Latin 
square design is incorporated into a study when the 
researcher uses repeated measures and when there is reason 
to suspect that the testing-treating process may affect the 
outcome of the next treatment. It may also be used when the 
reseacher may suspect that the time of day or the day of the 
week may affect the treatment of the variable. Although 
only one subject is required for each cell, for the purposes 
of this study, a complex Latin square design composed of 
four students per cell was used to increase the validity and 
reliability of the results. 
In order to test for significance of the treatment 
variable, the Latin square need only be designed as a simple 
analysis of variance. A complete computational chart with 
expected data appears in Appendix I. 
Organization of the Remainder of the Study 
This chapter outlines the study with an introduction, 
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statement of problem, a list of hypotheses, a list of 
delimitations and terms, and provides a summary of sample 
and procedures to be employed in the study. The review of 
literature found in Chapter 2 provides a background of 
computer history in education, associated learning theory 
that underwrites the methodology of computer-assisted 
instruction used within the study, and analysis of computer 
instructional software frames. 
The focus of Chapter 3 is on the detailed description 
of the sample, methods and procedures used. Chapter 4 
supplies the analysis of data, and Chapter 5 contains a 
summary, conclusions, and recommendations for further 
research. 
Chapter 2 
REVIEW OF LITERATURE 
The purpose of this study was to determine if 
differences existed between educational computer courseware 
with respect to the types of reinforcements embedded within 
the construct of a lesson. The following chapter is 
provided to introduce the reader to the major concerns 
surrounding computer use in education and its historical 
development, the pyschological theories of learning that 
support computer-assisted instruction, the curricular 
designs suited to operant style computer-assisted 
instruction, the methods and parameters of lesson 
construction and frame design, and reinforcements used in 
courseware. 
Introduction 
Perhaps unlike any other educational technology, the 
microcomputer looms largest in influencing the schools with 
its presence. Many voices have lauded this grand entrance 
of technology as the salvation of education itself. Some 
predict that the microcomputer will be an integral and 
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indispensable part of the education of American children. 
Computer manufacturers have planned and predicted this 
proliferation by producing millions of machines for 
classroom use. Even considering recent setbacks, the 
long-term projection of Texas Instruments Corporation to 
produce and market 230 million microprocessors by the year 
1985 is being realized through other companies. (Ingoldsby, 
1978:434). This production will insure ubiquitous use. 
Computer use in the classroom has a wide variety of 
possible applications. To this point, drill and practice 
has accounted for the greatest share of the computerization 
of schools. Available software directories typically list 
nearly seventy percent of the educational courseware as 
drill and practice, tutorial, and skills building. 
Historically, over 95 percent of the financial activity of 
software publishers has been directed in this 
area. (Fralick,l975:104). Little change can be noted in 
this percentage in evaluation of courseware catalogs 
available to educators in the last ten years. The balance 
of computer activity surrounds gaming, simulation and 
problem solving. Students can use computers to play 
mathematics games, memorize vocabulary, learn science 
concepts, review for tests, write more effectively, discover 
new ideas, or develop their own theories. 
As an adjunct to classroom use, computers are being 
fitted for most every aspect of the school. Even though 
data processing has been an important historic part of 
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school district operation, the microcomputer is having an 
important impact upon the school office. School 
administrators are using the microcomputer for student 
attendance, scheduling, storing records and controlling 
budgets. School staff have found applications in the areas 
of library, counseling, coaching and foods service. 
Microcomputer programs are now available that fill almost 
every niche, in and out of the classroom, and covering a 
wide variety of curriculum. Alfred Bork (1981:2) goes so 
far as to suggest that computers will one day become more 
important than books. 
Reluctance and skeptism about computers still remain. 
This attitude is summarized by the following newspaper 
editorial: 
Although the new technology is potentially 
valuable in schools, the danger of this head-long rush 
into the computer age is that a genuine need for 
computer competence may be transformed into an 
expensive and fadish venture, with less payoff than its 
advocates promise. (Modesto Bee, 1983b) 
Kay exercises additional caution by commenting: 
We should not predict or expect that the 
personal computer will foster a new revolution in 
education because it could. Every new communication 
medium in this century--the telephone, the motion 
picture, radio and television has elicited similar 
predictions that did not come to pass. Millions of 
uneducated people in the world have ready access to the 
accumulated culture of the centuries in public 
libraries, but they do not avail themselves to it. 
Once an individual or a society decides that education 
is essential, however, the book, and now the personal 
computer, can be among the society's main vehicles of 
knowledge. (Becker, 1982:381) 
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Some support the limited computerization of schools and 
embrace the argument that these machines are not the only 
hope in saving education. While some support the idea that 
the computer will play an important and even vital role in 
the classroom, others are quick to limit this importance by 
arguing that the teacher can never be totally replaced. 
(Bass, 1976:56) Arguments aside, the computer has come 
into the classroom to stay. School districts have spent, 
and intend to spend, billions in the endeavor to give every 
school child an educational experience with these machines. 
Educators need to be concerned and dedicated as to the 
essence of this experience and not the eventuality of 
computer-student dialogue. 
Even as the debate rages over computerization of 
schools, there is already discussion about computers sitting 
in the corner of the classroom collecting dust. (Swalm, 
1983:40-1) Some districts having experimented with large 
scale main frame computer-assisted instruction have already 
shelved their facilities. (Swalm, 1983:40-1) What causes 
this short lived phenomena? What should educators be doing 
or plan to be doing with computers? These are the questions 
that must be posed and answered in order that these 
technological marvels do not go under-manipulated in the 
classroom. Swalm (1983:40-1) has urged that school 
districts follow careful program plans in order to know 
exactly what applications computers will have. It would be 
ridiculous indeed for schools to spend millions on bright 
and shiny new devices, only to discover that they are 
worthless for the stated purposes of education. 
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Perhaps the spurious manner in which computers are 
applied to classroom learning can be attributed to the lack 
of enough information available to prospective users as to 
the potential the machines have in supplying teachers 
additional resources and methodologies. There are many 
critics of educational microcomputer ·use that lament their 
current use and laud the possible uses in helping students 
think, solve problems, or learn through uncommon modalities. 
Even so, if computers are to b~come more important than 
books, as Bork (1980) has suggested, then software 
applications will indeed pervade all aspects of human 
learning. Although school computerization may not reach the 
level speculated by proponents, the need for well-written 
computer courseware will require a careful study by 
educators. With the increased awareness of educational 
computer capabilities, teachers may offer new and exciting 
learning strategies to their students as well as provide for 
much needed remediation. 
Computer-Assisted Instruction 
The stir of activity to produce appropriate computer 
software for the millions of new microcomputers has centered 
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largely upon the development of learning designs that can be 
characterized as operant conditioning. The motivation for 
this production is that a large amount of success has been 
demonstrated using this technique. (Bracely, 1982:51-4) 
Operant learning theory, as it applies to 
computer-assisted instruction, employs the computer as a 
disseminator of stimuli, controller of response and 
manager of reinforcement. The important areas that have 
been developed under this theoretical assumption provide 
stimuli, require response by the learner, and give some 
additional reinforcement or continued feedback. The 
computer applications that embody this type of learning 
theory include drill and practice, tutorial, branched 
instruction, and managed instruction. The following 
discussion provides a brief overview of operant learning 
theory and its development in computer-assisted instruction. 
Operant Learning Theory 
It has been known since the first experiments with cats 
in cages, rats in boxes, and mice in mazes, that when 
animals respond to their environment in random behavior 
patterns, and when the experimenter rewards only certain 
behavior, that behavior has a greater probability of 
recurring. While the animal studies in operant learning 
have firmly established the stimulus-response link as a 
valid and tested theory, many anticipated its application 
to human learning. (Fantino, 1979:38) Many hoped that by 
programming instruction using rewards and punishments, 
effective learning would take place. 
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B.F. Skinner theorized that student behavior might be 
shaped in a similar manner. By presenting the material for 
learning in a series of short stimuli, and by reinforcing 
only correct answers, the desired student outcome could be 
realized. (Biehler, 1974:60) 
In the simplest sense, the learning stimulus for human 
respondents is represented by the content of a learning 
"frame.'' The frame may contain information, examples, 
text, or data, but will ultimately conclude with a summary 
question or puzzle. (Wilson, 1972:17-23) While unlike the 
process in an animal, the learner digests the frame and 
formulates a solution. At the end of a learning frame, the 
student responds with an answer which is compared with the 
appropriate response. The learner is then made aware of the 
comparison by either being provided with negative or 
positive reinforcement. 
The early mechanical devices that controlled this 
operation, called teaching machines, were box-like devices 
with a window allowing a view of the frame. As the 
question was answered correctly by the student by pushing a 
button or pulling a lever, the machine could be cranked to 
the next frame. Incorrect answers caused the box to stop 
frame motion. The student could then try again until the 
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crank was released. (Green, 1984:24) 
Programmed instruction 
Out of this theoretical construct was developed the 
notion of programmed instruction. As an operant construct, 
programmed instruction met all of the theoretical 
requirements. Texts were designed as learning frames: each 
page provided a paragraph of text, example problem or other 
information; each ended with a summary question; and each 
had the correct response on the bottom of the page or on the 
top of the next page. 
This design employed the idea that the student would 
learn by first interpreting the content of the frame, 
formulating a solution, and then being reinforced by the 
knowledge of correct response. Tested in a wide variety of 
curricular areas and grade levels, this design provided 
disappointing results. Observers found that the 
reinforcements or knowledge of correct responses were quite 
often used as the primary stimulus by the student. 
(Anderson, 1971:148) That is, the students were peeking at · 
the answers before digesting the learning frame. 
Theoreticians suggested that this activity short-circuited 
the learning design. Results of programmed instruction 
studies for texts and workbooks strongly refuted the 
technique as effective. (Anderson, 1971:148) The father 
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of the technique, B.F. Skinner, has said that the rise 
in unpopularity of programmed instruction was more in fear 
of its power than of its lack of effectiveness. (Green, 
1984:24) 
By the early 1960's, programmed instruction 
theoriticians were retesting their design by controlling the 
"peek" condition. Computers were ideal machines for this 
task. The knowledge of correct response can be restricted 
until the learner reads the instructional frame and responds 
to the question. Skinner commented about this application 
by saying: 
When I look at the machines I invented, I can 
see that they were just efforts to do mechanically 
what can now be done much more smoothly with 
computers. (Green, 1984:24) 
When this computerized control was applied to the learning 
process, gains in achievement were readily demonstrated. 
(Anderson, 1971:155) Utilizing the computer as manager or 
"page turner" of stimulus-response-reinforcement, operant 
learning theory became strongly entrenched in educational 
circles as an effective teaching strategy. 
Instructional Designs 
Computer-assisted instruction became widely used within 
large scale projects such as the University of Chicago's 
PLATO system, the Stanford mathematics computer, and the 
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TICCIT program developed by Brigham Young University. The 
PLATO system started with Kennedy-King College in Chicago 
and initially involved 2000 students. After being surveyed, 
the students responded that they enjoyed the system and gave 
it good evaluations. Ninety-five percent of the students 
thought the computer to be believable, likeable, and said 
it possessed some human qualities. (Magdison, 1978:17) By 
1965, the Stanford experiment involving a fourth grade 
arithmetic project in drill and practice demonstrated 
significant success. (Baker, 1975:21) At Brigham Young 
University during the early 1970's, the TICCIT program 
implemented computers in a way so as to chain them with 
film, graphics and other entertainment. (Baker, 1975:23) In 
each, the learner participated in the computer interaction 
by responding and reacting to the stimuli created. 
Computer Applications 
The operant learning theory can be incorporated into 
the computer lesson design in a variety of ways. Skills 
practice, tutorial, and managed and branched instruction 
are the most common of these designs. 
The simplest of response-reinforcement methodology 
is skills practice or drill. The learning frame is a 
sequence of problems or questions that offer no content 
other than the problem itself. An example of this type of 
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instruction is commonly available in mathematics practice as 
described by Ahl. (Ahl, 1979:225-9) A problem is flashed on 
the screen with the computer awaiting the input of the 
answer by the student. Upon response, the computer compares 
the entered answer with the stored answer and flashes a 
correct reinforcement or provides the students with 
additional opportunities to answer the question correctly. 
This design may be limited to a series of sequenced 
problems or may represent a wide array of possibilities. By 
controlling the program logic, the programmer can design 
practice problems within a range of variables. As the 
student becomes proficient at a particular level, the 
program can be reset to new parameters. 
The program may consist of a set number of problems or 
can be controlled by the error rate of the user, the user's 
fatigue limit or the elapsed time of the session. Drill and 
practice demonstrated the simplest of computer applications 
and is the most easily written and adapted. 
The tutorial scheme is very similar to that of skills 
practice with the exception that it provides the learner 
with direction and content as it attempts to teach a lesson. 
Whereas the skills practice assumes that the student is 
aware of the basic methodology behind the concept, tutorial 
allows the novice a true programmed instructional frame. 
The content of a tutorial computer frame can be textual 
or graphic, but will always preceed a question. In 
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mathematics, the problem may appear without instruction, 
but may provide the learner with clues as the answer is 
given. For example, as a student enters the first number in 
a two digit addition problem, the tutorial program will 
analyze the response and clue the student if errors are 
being made. Review and rules are flashed that provide the 
learner with explanation for their errors. This technique 
is used by Milikan Publishers in their Math Sequences 
series. (Caputo, 1980:6-7) In it, the student progresses 
through basic math problems as though he or she were working 
them on paper and pencil. If an intermediate step is 
missed, the computer points it out and forces the correct 
response by awaiting only the correct answer. 
Tutorial frames are very common in computer courseware 
and originally provided nearly one half of all available 
microcomputer software available in 1975. (Rockart, 
1975:104) Today, they still represent over half of the 
overall product available from software houses. A wide 
variety of curricular areas have been published and sev~ral 
scope-and-sequences are available for mathematics and 
reading instruction. 
Although managed instruction does not represent a 
different strategy of frame design, it is different enough 
in its lesson strategy to warrant separate classification. 
Managed instruction can encompass a host of different types 
of frame designs or learning theory designs but, typically, 
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resides within the context of the tutorial framework. 
The basic structure of managed instruction rests in 
the concept of pre-testing, branching, and post-testing 
within the process of tutorial and skills practice. The 
programming structure chains several tutorial frames into a 
scope-and-sequence and makes them available to the student 
by way of a preset criterion or score on a computer 
administered pre-test. As the student progresses through 
the lessons, the computer keeps track of progress and 
re-routes the learner through troublesome areas of the 
material if the scores on periodic post-tests are too low. 
Consortiums offer courseware in a variety of curr~cular 
areas that employ this technique by re-routing the learner 
to easier material if responses are incorrect. (Minnesota 
Educational Computer Consortium, 1983) The computer can 
report the progress of the student and can direct the 
student from session to session by accessing special disk 
files that store the students' records. An excellent 
example of this strategy is employed with a managed plan 
designed for metric instruction. Using the PLATO system, 
this method routinely loops the student through metric 
lessons dependent on pre-tested skills in basic mathematics. 
If the student was not proficient in addition facts, for 
example, the computer routed the learner to drill and 
practice before the metrics lesson was broached. 
(Strickland, 1979:31-3) Managed instruction provides the 
teacher and learner with continued feedback of progress 
within a particular subject. Teachers can collect class 
progress of all lessons and students and print statistics 
on each child. 
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A similar application of linking programs is employed 
in the technique of branched instruction. This design 
allows the user several options that are not permitted 
within the construct of managed instruction. Whereas 
managed instruction provides rigor and scope and sequence, 
branched instruction is an integrated approach toward 
computer-assisted learning that may often allow the student 
to select his interests or needs. 
The branched design is a very sophisticated network of 
tutorial, drill and other possible learning families 
incorporated into a non-computer media of learning. A 
typical branched scenario may include a menu of possibilites 
that the student may select. The options direct the student 
through drill or tutorial or may point the student to the 
teacher, text, library or some other source. Throughout the 
process, the learner maintains control over th~ progress of 
coursework. Early experiments with this type of integrated 
approach returned favorable results when teachers used a 
computer-assisted instructional mobile lab. The teachers 
were routed through microfiche, audio tape, slides, text, 
and CRT dislays all managed and branched by the computer. 
This technique has been adapted to post secondary schooling 
and requires the most sophisticated concomitant literature 
in conjunction with the computer programming. Typically, 
the program must be custom designed to match the 
instructional setting. (Hall, 1974:70-2) 
In London, an experiment began with a curriculum 
project based upon geography. The CALSUG program was 
designed for upper grade social science and was managed to 
branch to text, supplemental hand-outs, graphics, and 
computer data. One problem noted by the use of this 
branched instructional use of the computer was the sheer 
volume of material produced. On one unit called Cities , 
the student received a 20 page booklet, while the teacher 
received a thirty page lesson guide, plus a computer 
print-out of forty pages. (Boardman, 1977:40) 
The Los Angeles School System attempted an even 
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more sophisticated approach for the teaching of United 
States history. Teachers could request "blocks" from the 
district computer on daily computer demand sheets. The next 
day they would receive a full set of materials including 
tests, references, audio-visual materials, and texts. 
(Trow, 1977:42) 
Computer frame design 
The instructional frame designs incorporated into the 
computer-assisted instruction format remain much like those 
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found in textual programmed instruction. The limitations 
of design involve the structural nature of a video screen as 
opposed to printed material and the methodology of input 
through the keyboard. Although recent advances in 
microtechniques have allowed students to see color visuals 
linked via computer-laser disc circuitry, and have permitted 
input by graphics pen and acreen sensitive manipulation, the 
bulk of designs are block print text-graphics mixtures 
requiring typewitten responses. Frame designs are 
relegated into several different protocols: 1) Repetition 
frames that require the learner to retype the information 
printed on the screen, 2) criterion frames that require the 
learner to offer answers without previous instruction, 
3) tick frames that allow choice between possible items, 
4) fill-in, completion, syllogism, analogy, and multiple 
choice frames that provide alternative opportunities for the 
learner to offer responses, and 5) example-rule, 
rule-example frames that require an example or rule be given 
by the learner in response to a rule or example. Burke 
offered these and many more specific variations in frame 
designs for computer use. (Burke, 1982:26) Each of these 
protocol types use pre-programmed logic to deliver stimuli 
and to process the appropriate responses by accessing a 
memory of set possibilities. Most any type of frame design 
that can be accomplished in a textual manner, and many more 
that are not practically printed are easily programmable. 
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Computer software design 
The lesson frames may be programmed into the computer 
in a variety of ways. The computer can provide color, 
sound, and graphics adjuncts in the delivery of the 
stimulus. As software and hardware continue to become more 
sophisticated, frame construction will represent the most 
optically appealing and motivating designs. Much of the 
currently available software is constructed of long print 
text on the screen. 
The process of frame manipulation can be controlled as 
a time function of the program or can be externally 
manipulated. The user can control the process of 
"page turning" by pressing special control keys that 
restrict the progress of the program. The bulk of the 
learning software "freezes" or remains at the waiting stage 
until the user is ready to type an answer or until the 
machine is turned off. Alesandrini suggests that students 
should have active control over the program at all 
times. (Alesandrini, 1982:22) More sophisticated learning 
designs are preset to allow only a specific amount of time 
for the learner to respond. At the conclusion of the 
interval, the computer may prompt for an answer or ring a 
bell. The frequency of correct response patterns can also 
be controlled to disallow a learner from getting too many 
problems incorrect. 
The user responses can be limited to the protocol 
design such as true or false or multiple choice questions. 
In this manner the student must enter from a series of 
possibilities via the keyboard. Software can provide for 
open-ended answers that have correct content. Advanced 
language structures such as PILOT provide the programmer 
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with techniques in allowing several possible student answers 
as well as a natural conversational dialogue between 
computer and learner. Most computer materials in this 
aspect are designed to accept only one possible answer and 
are not pre-programmed to accept correct but variant answers. 
Reinforcement 
While the main design of operant learning can be 
distilled into small step instruction, active responding, 
and immediate feedback, the nature of reinforcement, as it 
relates to human learning, is complex and not well 
documented. (Burke, 1982:26) Animal and human clinical 
studies have provided evidence that positive reinforcements 
for appropriate behavior, and to a lesser extent negative 
reinforcements for inappropriate behavior, assist in 
learning educational objectives. For positive 
reinforcements to be effective they must be desired by the 
learner. The corollary is true also for punishment and 
noxious reinforcers. Finding desirable and motivating 
reinforcements for human learning is a difficult task. 
Researchers have attempted to use praise, touch, food, 
toys and in some cases money to reward learning. (Owens, 
1982) LeFrancois suggests that the teacher can profit 
from knowing which reinforcers are more powerful than 
others. (Lefrancois, 1976:119) The computer offers new 
avenues of approach in controlling, shaping and scheduling 
this reinforcement. 
A spectrum of views of reinforcement is represented 
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in the literature from a pragmatic approach to a structured 
perspective. The pragmatic approach is represented by the 
attitude that a reinforcement should be anything that keeps 
the kids interested. (Clement, 1981:29) The structured 
viewpoint predicts that particular strategies of 
reinforcement should be planned and anticipated for specific 
types of instruction. (Katz, 1982) Ryan (1970) offers that 
for any programmed learning, knowledge of correct response 
alone as a reinforcement is the most practicable. 
For computer instruction, reinforcers can be a variety 
of possibilities. Upon response, the computer program can 
be directed to print text, play music, draw graphics, or any 
combination of these events. Using computer peripherals, 
the machine can command a printer to issue student reports 
of progress or even be tied to devices that dispense tokens 
or candy! Kearsley (1983:94) admits, however, that although 
two decades of computer-based instruction have passed by, 
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little is known about these effects. Programmers are forced 
to rely upon intuitive guidelines when selecting graphics, 
sound and humor with the instructional plan. 
B. F. Skinner has criticized much of the techniques 
employed by programmers to "jazz up'' the computer lessons. 
Too many dancing elephants may interfere with the subject 
that is to be learned. He commented further that: 
The main thing is straight programmed instruction 
and the design of well-tested programs to teach basic 
subject matter. And that can be done without using all 
of the marvelous possibilities of the computer. When 
you refrain from jazzing up a program to give students 
false interests, you're actually letting them discover 
they can learn something. (Green, 1984:24) 
He also stated that the use of ''fancy stuff" reinforces only 
looking at the computer. It does not necessarily reinforce 
reading the text or learning the content. An effective 
reinforcement schedule is designed by giving the student a 
reward only after a segment of work is completed, not 
before. (Green, 1984:24) Skinner believes that immediate 
rewards are not really necessary. (Green, 1984:24) 
Programmers and educators do not agree on the nature 
of program design and reinforcement structure. A wide 
array of styles are readily available to consumers of 
educational materials. From a survey and analysis of the 
reinforcement structures of sixty-four mathematics tutorial 
programs, four different categories are noted: Type I or 
knowledge of correct response only, Type II or immediate 
positive and negative reinforcements in addition to 
knowledge of correct response, Type III or cumulative 
reinforcements arranged in a gaming format that build upon 
each correct response, and Type IV or summative 
reinforcements that appear only after a predetermined 
number of correct responses are accrued. Appendix H 
contains a complete listing and description of these 
reinforcement types along with the program titles, grade 
level, subject material, and publisher. A fifth type of 
reinforcement will be discussed that incorporates aspects 
of all of those mentioned above apportioned within a 
specific schedule of discrimination. A closer examination 
of each of these reinforcement structures follows. 
The simplest type of reinforcement in typical 
computer-assisted instruction is the report of the correct 
response to the student. Upon a correct response, the 
computer either goes to the next problem without comment 
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or affirms correctness in an unglamorous manner. Incorrect 
responses direct the computer to report the correct answer 
and sometimes offer tutorial assistance in analyzing the 
error made. Some types of courseware that are related to 
computer-managed instructional types direct the student to 
easier material or a lesson aimed at correcting the error. 
This type of reinforcement is commonly found in courseware 
used for secondary students such as SAT English I , 
Algebra I , and Fraction Equivalents 2 • (Scholastic, 
1983) 
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Some materials add to the knowledge of correct response 
by placing some positive or negative stimulus on the screen 
after each answer. Typical positive reinforcements in this 
category include pleasing comments, clowns, beeping arrows, 
flashing patterns, and even audible words of praise. 
Prescriptive Math Drill by Scholastic Publishing flashes 
positive comments on the screen along with happy faces when 
the student responds correctly. Music is used as a reward 
in Alphabet and others. As the student answers correctly, 
the computer plays the alphabet song while displaying the 
alphabet in different colors. Negative reinforcements 
generally inform the learner of the correct answer only. 
Some programs do add disparaging comments, penalty points, 
and audible ''zaps" and "beeps" as noxious reinforcements. 
Some older types used the insulting reinforcement style 
such as ''Wrong, dummy." Falstein says that this type of 
feedback is totally unacceptable. (Roberts, 1982:46) 
Some pleasing and noxious reinforcements bear 
strikingly similar appearances. In one program a correct 
answer yields a nodding robot indicating agreement to the 
answer. If an incorrect answer is given, the robot shakes 
his head indicating disagreement. Conditioning based upon 
this type of reinforcement may be impossible if reward and 
punishment are equally as pleasurable. 
Cumulative reinforcement is more complex in its 
arrangement. As the student responds correctly, the 
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program adds or builds upon the reward. The student senses 
this accumulation and anticipates its outcome. There are 
several examples of this type of reinforcement, but the 
most typical can be described from a program that walks a 
little man step by step off a diving board for each correct 
answer. After all questions are answered, the man does a 
swan dive off the board into a bucket of video water. In a 
program called Dragon Games for Language Arts, however, 
correct and incorrect answers have very similar 
consequences. (Cameo, 1983) A correct answer in this series 
allows the student to move along a pathway from doom to 
safety. An incorrect answer steps the student back toward 
a dragon set on destruction. One might suspect that this 
type of noxious reinforcement may actually serve as a 
pleasing one. After all, the student is probably eager to 
know what happens when one reaches the dragon. 
Summative reinforcements are designed so that the 
reward only comes after a certain number of problems are 
answered correctly. Typically, the student answers ten 
questions correctly without reward, at which point the 
computer jumps to a subprogram that allows the learner to 
see a laser gobhle-up alien invaders, rockets being 
built-up and launched, or dragons and robots painted in 
vivid colors on the video display. One program offers a 
fireworks display after fifty correct answers. In some 
cases the teacher can control the number of correct 
42 
responses that will yield the reward. Games are used as 
an inducement in this manner by allowing the student to 
play one of several video games after successful completion 
of the program. Some educators think that this type of 
reward has the most merit because it delays reward until 
after their tutorial or drill work is complete. (Oakdale, 
1983) 
The last general category of reinforcement may not yet 
be available in current computer courseware. Each of the 
programs surveyed by this review of literature used a 
specific plan of reinforcement with the lesson. If a lesson 
started by rewarding correct answers with happy faces, then 
all correct questions received happy faces. If a program 
used a game as a reward after 10 correct answers, every 
use of the program would have the same outcome. All of the 
courseware to date makes no attempt to alter the schedule of 
reinforcement or the method of reinforcement. Mednick 
(1964) and Skinner would support the theory that there is 
tremendous potential in partial reinforcement. In the 
future, programs may be written to vary rewards and provide 
different schedules of reinforcements. 
All of these reinforcements are usually limited in 
time of duration. That is, the subroutine or subprogram 
that accomplishes the reinforcement operates for a 
predetermined amount of time. The student observes the 
display or listens to the sound and waits for the next frame 
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to appear. The duration of reinforcement in computer 
courseware has not been surveyed, but from the survey 
conducted in this review of literature it was found that 
typical programs display the reinforcement for a duration 
of five to fifteen seconds. More complex displays may 
require longer and summative games may have an open time 
limit. Time of reinforcement may be important as some 
observers note that children are eager to proceed with the 
lesson while the reinforcement is proceeding. (Simes, 1983) 
The relative effectiveness between reinforcements in 
computer-assisted instruction has not been studied to great 
extent. Dwyer (1978) failed to discover any beneficial 
effects of color for learning or memory, but Alesandrini 
suggested that using color in certain patterns is desirable. 
(Alesandrini, 1982:22) An addition, the use of graphics, 
motion and sound are intended to enhance the lesson. 
(Alesandrini, 1982:22) Gilman (1969:503-8) found that by 
giving {uick feedback to correct and incorrect responses, 
students learned more effectively than those forced to 
discover the correct response on their own. Still, studies 
comparing reinforcements while holding curricular content 
the same have not been found in the literature. Not knowing 
which types of programs are most effective and which types 
of reinforcements are most desireable impedes educators and 
publishers alike from producing the most viable computer 
courseware. 
The question arises, are students motivated by 
computers because they bear the same brand as a video 
arcade game? If so, then the reinforcements used in 
computer-assisted instruction are pleasurable because they 
are akin to playing a video game. In a strict Skinnerian 
sense, the manipulation of the computer may be in itself a 
reward and reinforcement. 
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If the nature of drive-inducing motivation of computers 
is their strong resemblance to video games and not the 
tightness of the feedback loop, then educators are faced 
with a serious question. How long will the machines 
continue to allure the learner with its magnetic appeal? 
The once booming video arcade industry has had its profits 
dramatically reduced from its peak in 1981. Industry 
researchers have found that the technology of arcades needs 
to be routinely updated and improved to insure continued 
profits. (Modesto Bee, 1983) Those who inserted the 
quarters and purchased the video cartridges presumably 
became bored with the games and wanted something new and 
challenging to take their place. Schrage asserted that only 
those computer companies that can adapt and provide new 
technologies will survive. (Modesto Bee, 1983) 
The implications for educators are far ranging. Will 
computers continue to motivate the youth of our nation after 
they have become bored with video games? Are immediate 
reinforcements necessary in a computer assisted lesson? Will 
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reinforcements need to be continually scrutinized and 
updated so as to avoid student boredom? Do some students 
react to computerized reinforcements differently than 
others? Research into the effect of reinforcements may help 
answer these questions and provide educators and programmers 
some assurance of which kinds of courseware will be most 
long-lived and effective. 
Summary 
Although educators, psychologists and anthropologists 
debate the issue of technology in the schools, the available 
literature suggests that computers are here to stay. They 
have been demonstrated to be effective in a variety of 
enucational settings and show significant gains when used as 
remediators in basic skills. The mode of operation for 
remediation comes out of the theoretical construct of 
operant learning psychology. Early programmed instruction 
experiments that used this learning theory spawned mixed and 
even discouraging results until the computer was used as a 
provider of stimulus and reinforcement. 
Computer-assisted instruction is now available in a 
wide array of styles, modes and curricular contents. 
Programs can be constructed to form a variety of lesson and 
frame designs. From examination of several available 
tutorial programs, it has been found that reinforcement 
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structures vary greatly. Little is known about which types 
of reinforcements work best. 
The future of the computer as instructor may be linked 
to the machine's ability to continue to motivate the 
student. This future may be clouded by the proliferation of 
video arcade games and increased computer use. Programs 
that offer interest now may bore the next generation of 
students. The challenge for researchers will be to discover 
which types of computer-assisted instruction offer the most 




The purpose of this study was to determine the relative 
effectiveness of different types of reinforcements placed 
within the context of a computer-assisted lesson. 
Specifically, the study was designed to test four kinds of 
reinforcements placed within a tutorial program of 
mathematics curriculum. An ancillary purpose of the study 
was to review the related literature concerning operant 
computer-assisted instruction and analyze the various 
reinforcements found in available mathematics software. 
This chapter provides the procedures by which this 
research was conducted. The procedures include the 
resources utilized in the review of literature, the 
method used in analyzing reinforcement structures, the 
courseware selected for study, the method of collection of 
data within the research courseware, the method by which the 
courseware was screened and piloted, the sample selection, 
the method of testing, and the statistical operations 
used in final analysis. 
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Resources for the Review of 
the Literature 
One of the purposes of this study was to document the 
literature available on the subject of operant 
computer-assisted instruction. Initially, an examination 
of comprehensive textbooks was made by a search of 
the card catalog at the University of the Pacific, 
California State College at Stanislaus, and the San 
Joaquin-Sacramento Public libraries. Bibliographic 
references that were noted by authors of these texts were 
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sought through the various libraries' extension facilities. 
A periodical search was made by reviewing the 
Education Index (1983), Current Index to Journals in 
Education (1983), Dissertation Abstracts International 
Index (1983), and Educational Resources Information 
Index (1983). In addition, bibliographic information 
given by authors of periodicals and textbook were scanned 
for cross-references of other related periodical literature. 
Mathematics computer courseware using a tutorial, drill 
or practice methodology was examined by preview when 
possible. Those not available were researched by referring 
to periodical and distribution reviews. 
Several on-site visitations were made of educational 
computer facilities. Opinions, statements and primary 
information which related to the use of computers in 
education were gathered at this time. The bibliography 
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contains a listing of all resources compiled in this study. 
The Research Courseware 
and its Construction 
Available courseware was found that offered mathematics 
materials in a variety of subject areas. None were found, 
however, that offered a real-time monitoring of responses, 
frame elapsed time, or reinforcement elapsed time. In 
addition, no programs were available that would allow the 
easy alteration of reinforcement structure. For these 
reasons, a set of courseware was custom designed by the 
researcher that would allow measurement and manipulation of 
these variables. 
The subject selected for the instructional programs 
was desired to be easily learnable, yet generally unknown 
to the sample population. It also was desired that it be 
concerned in some way with the study of mathematics. A 
satisfactory solution to these requirements was found in the 
study of ancient numeral systems. This subject is 
relatively easy to learn and is generally unknown by the 
average student. For the purposes of this study four 
distinct numeral systems were selected: Egyptian 
hieroglyphics, Babylonian cuneiforms, Mayan cuneiforms, and 
Greek letters. Research into each of these systems was 
conducted and a series of lessons were constructed to 
teach the numerals and their equivalents, conversion 
techniques, and historical information relating to the 
method of counting used in each culture. 
The lessons were written as tutorial frames 
interlaced with examples and questions. A typical frame 
appears in Figure 1. Expository information consisting of 
text, symbols and rules comprised the tutorial part of the 
frame. Examples were designed as extensions of the 
expository frame. Question frames were coded so that they 
tested the information given in the frames immediately 
previous to the question. An example question can be seen 
in Figure 2. The plan for all lessons was identical. 
See T~ble 2 for the plan of instruction. Each lesson was 
written to assure similar text readability, number of 
printed words, and level of difficulty. Minimum run times 
for each lesson approximated ten minutes, however, actual 
run times could vary from 20 to 30 minutes depending upon 
the user. A complete listing of each lesson, 
frame-by-frame, can be seen in Appendix A through D. 
The Method of Data Collection 
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The courseware was designed so that after each frame 
was addressed to the video screen the student would be able 
to control the amount of time it would remain. At the 
bottom of each frame a prompt reminded the student to 
press the space bar to continue. Figure 1 typifies this 
prompting. After each question frame, a prompt requesting 
Figure 1 
A Typical Expository Frame Found Within 
the Research Courseware 
The Greek system was similar 
to the other primitive systems 
because numbers up to 5 were 





PRESS SPACE BAR TO CONTINUE 
Figure 2 
A Typical Question Frame Found Within 
the Research Courseware 
What would the following Greek 
number represent? 





PLEASE ENTER CORRECT LETTER> 
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Table 2 


































Table 2 shows the order of frames found in each 
of the custom designed computer lessons 
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a key closure is made. Figure 2 typifies this prompting. 
The real-time for each elapsed period is recorded 
automatically by a counting routine within the program. A 
detailed coding of this routine can be found in Appendix L 
under the remark heading entitled "Timing." Considerable 
testing was made to confirm that all lessons timed student 
responses accurately. 
Answers to questions were compared to those stored 
within the program. Correct responses were automatically 
recorded by the computer and the number of correct 
responses was totaled. 
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Positive reinforcements were designed in four 
categories: a control set, a graphics set, a sound set, and 
a mixed sound-graphics set. Each of these reinforcements 
could be added within any of the four numeral lessons 
described above. 
The control reinforcement set was designed to 
represent the simplest type of reinforcement found in 
courseware. If the student answered correctly, the control 
set was designed to clear the video screen and simply report 
"Correct." The computer then prompted the student to press 
the space bar when ready to continue. The elapsed time was 
recorded by the computer in a similar manner as described 
above. 
The positive graphics reinforcement served as an 
immediate reward similar to those analyzed in Chapter 2 
under the heading of Type 2 reinforcement structures. If 
the student answered correctly using this reinforcement, a 
low resolution graphics screen was painted to depict a 
little man randomly wandering about building a wall with 
randomly sized blocks. The student was prompted at the 
bottom of the screen to proceed when ready. He or she was 
allowed by the program to watch the display as long as 
desired. The elapsed reinforcement time was counted and 
recorded by the computer. 
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The sound reinforcement design used was similar to that 
found in Type 3 as described in Chapter 2. The student 
received a reward that consisted of a song or tune played by 
the audio generator portion of the computer for each correct 
answer. The song continued in random keys until the 
student optioned to proceed. Each successive correct answer 
played a different song. As before, total elapsed 
reinforcement time was recorded by the program. 
The last type of positive reinforcement that was 
designed was patterned after Type 3 reinforcement structure 
as previously described. Correct answers caused the computer 
to ''shoot-off" fireworks complete with the appropriate sound 
effect. Each successive correct response increased the show 
by adding new fireworks and sound effects. As before, the 
student controled the elapsed time of reinforcement and the 
program kept records of the information. 
All programs were designed so that an incorrect 
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response yielded the same reinforcement. In each, the 
question frame would remain while at the bottom of the frame 
the screen would indicate ''incorrect" and proceed to give 
the correct answer. The student was then prompted to press 
the space bar to proceed as in the case of all positive 
reinforcements. The elapsed time of reinforcement for 
incorrect answers was also collected and reported by the 
program. 
At the conclusion of the lesson the program audibly 
beeped to inform the instructor of completion. A report of 
elapsed times and number correct was automatically printed 
on paper. Appendix G gives the format of this report. 
Method of Screening and Piloting 
Reasearch Courseware 
As with any computer program, the resource courseware 
lessons were tediously de-bugged for run time errors by the 
author. After several trial runs and exhaustive testing, 
the programs were screened by a panel of five experts. Five 
educators, all involved in some aspect of teaching, 
administering or writing computer assisted instruction, 
examined and made recommendations concerning the design of 
the four lessons and four reinforcements. 
The materials were then piloted on a sample of six 
high school students representing the sample population. 
All lessons and reinforcements were tested for run-time 
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errors and were found to be operable. Students were asked 
about their reactions to the lessons and were asked to point 
out any difficult or ambiguous parts of a lesson. 
After screening and piloting, adjustments and additions 
were made in accordance with those most technically and 
logistically possible. A final compute~ disk copy of each 
of the lessons can be located in the Curriculum Library at 
the University of the Pacific, Stockton, California. 
The Sample Selection 
All of the students tested in this study were randomly 
selected from one high school (grades 9-12) from a unified 
school district in Central California. Agricultural, 
manufacturing, and service industries characterized the 
rural community in which the school was located. 
A stratified sample of students was selected to 
represent boys and girls, grade levels, and academic 
levels. An enrollment roster of each of these student 
groups was assembled by an attendance computer. Each 
student was assigned a number by the computer. A table of 
random numbers was used to select sixteen individuals in 
each group. A total of sixty-four students comprised the 
tested group representing nearly 20 percent of the school's 
population. 
Method of Testing 
All testing of students was scheduled during their 
regular classroom time of science or mathematics. They 
were informed that participation in the experiment was in 
lieu of regular class work and that a grade would be 
returned to the regular teacher at the conclusion of the 
lessons. 
Each student was requested to appear individually at 
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a normal classroom at the start of a fifty minute class 
period once each week for four successive weeks. After 
initial instruction from the researcher, the student was 
given one of the four lessons and reinforcement structures. 
Upon completion they were asked to return to their normal 
classroom and were given information of when their next 
computer lesson would occur. Students selected for testing 
were placed in a use grid in order to schedule them 
individually on the computer. Table 3 contains the order of 
presentation of lessons and reinforcements that were used. 
Students were randomly placed in groups of four to maintain 
a minimum cell size. The importance of this will be 
discussed in the next section entitled "Statistical Design." 
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Table 3 
Schedule of Lesson Treatments 
Type of reinforcement 
Group control graphic sound mixed 
1 2nd 4th 1st 3rd 
2 3rd 1st 2nd 4th 
3 1st 3rd 4th 2nd 
4 4th 2nd 3rd 1st 
Table 3 depicts the relative order of treatments given 
to each group arranged as a simple Latin square design. 
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Statistical Method 
Since the purpose of the study was to determine if a 
specific type of treatment was effective, namely a specific 
reinforcement, a repeated measures test for significance 
can afford a minimum number of subjects with a maximum 
degree of statistical confidence. The Latin square design 
and the Greco-Latin square design share these 
characteristics. 
Latin square design was incorporated into this study 
because it allowed the researcher to use repeated measures 
when there was reason to suspect that the testing-treating 
process may effect the outcome of the next treatment. It 
may also be used when the researcher may suspect that the 
time of day or the day of the week may effect the treatment 
of the variable. 
For the purposes of this study, a Latin square design 
that used four treatment types was adopted. The square may 
be configured as a four by four grid. Table 4 demonstrates 
this design. The exact order of the design is dependent 
upon the selection of the random possibilities of orders of 
treatments in a Latin 4X4 square. Meyers (1966) notes that 
there are 576 possible shapes of this table and that they 
need to be assembled from sets randomly picked from tables. 
Assuming Table 4 represents a random square, the 
treatments would be given in 4 different orders. The 
statistic will examine this effect and compensate to make 
Table 4 
Standard Order of Presentation for 
Simple Latin Squares 
Group Treatments 
S1 T2 T4 T1 
S2 T3 T1 T2 
S3 T1 T3 T4 





Table 4 shows the standard order of presentation 
suggested by Bruning and Kintz (1977) for a 
four by four simple Latin square design 
interaction effects equal zero. This is the only real 
liability of the process. 
Only one subject is required for each cell, but 
Ferguson (1981) shows that n number of students can 
represent each row of S1-S4 •. Bruning and Kintz (1977) 
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suggest that when using a complex or factored Latin square, 
5 to 15 subjects are necessary for each subgroup. 
In order to test for significance of the treatment 
variable, the Latin square need only be designed as a simple 
analysis of variance. If more than one factor is present 
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then a complex Latin square is designed whereby two or more 
factors may be tested for significant difference. 
Finney (1964) gives an example of a complex latin square 
design that accomplishes the factor analysis without 
confounding the combinations of treatments. A so-called 
quasi-Latin square may be constructed in such a manner. 
Wiersma (1975) shares that the Latin square designs may 
suffer from threats of external validity due to the 
non-random nature of selecting already assigned groups and 
the multiple treatment interference existing between 
treatments. 
Simple Latin square designs can be computed by a 24 
step process described by Bruning and Kintz (1977). A 
summary table of expected data from this process is seen in 
Appendix I. A custom designed computer program using this 
process was written to accomodate any type of numeric data. 
Appendix J contains a listing of this program. 
Data were gathered in the form of 112 computer response 
reports. These reports can be seen in Appendix K. 
Subtotals were calculated for each subgroup for the 
following: total number correct per group per treatment 
(reinforcement) type, total mean time question response 
time per group per treatment (reinforcement) type, and 
total mean reinforcement time per group per treatment 
(reinforcement) type. A simple Latin square design as 
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described in the preceeding section was formulated for each 
of these dependent variables and a test for significance was 
calculated. Descriptive statistics for each subgroup, each 
type of reinforcement, each type of lesson design, and each 
category of student sample were determined. Analyses of 
variance procedures were performed between certain groups in 
order that subordinate hypotheses could be tested. 
Hypotheses 
Hypotheses to be tested were all determined significant 
at the .05 level of probability. Each of the hypotheses 
stated below were measured by a set of four 
computer assisted lessons and were tested by a Latin square 
configuration and analysis of variance. 
Hypothesis I 
There was no significant difference between the mean 
scores of students with respect to the order in which the 
lessons were taken; there was no significant difference 
between the mean scores of students with respect to the 
four lesson types; and there were no important interactions· 
between these two variables. 
Hypothesis II 
There was no significant difference between the mean 
scores of students of the four types of lessons with respect 
to achievement status. 
Hypothesis III 
There was no significant difference between the mean 
• 
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scores of students on the four types of lessons with respect 
to the history of, or experience of use by the student. 
Hypothesis IV 
There was no significant difference between the mean 
time allowed by students for positive reinforcements with 
respect to type of reinforcement. 
Hypothesis V 
There was no significant difference between the mean 
times allowed by students for positive reinforcement frames 
with respect to academic achievement status. 
Hypothesis VI 
There was no significant difference between the mean 
elapied times allowed by students on positive reinforcement 
frames with respect to the level of computer experience of 
the student. 
Hypothesis VII 
There was no significant difference between the mean 
elapsed times allowed by students for incorrect response 
frames. 
Hypothesis VIII 
There was no significant difference between the mean 
elapsed times allowed by students before responding to 
questions posed by lesson frames. 
Hypothesis IX 
There was no significant difference between the mean 
elapsed times allowed by students for correct versus 
incorrect reinforcement frames. 
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Summary 
The purpose of this chapter was to describe the various 
methods and procedures that were used to research the stated 
problem. A review of literature, facilities and computer 
courseware was made. From the literature and available 
materials, generalizations were drawn about the nature of 
computer assisted reinforcements currently in use. A series 
of programs were coded that would ~pproximate the general 
types of reinforcement structures. 
Twenty-eight students were tested with these customed 
designed programs that measured elapsed response times and 
answers of students. The data were tabulated and analyzed 
using a variety of statistical tests. The findings and 
outcome of the hypotheses are found in Chapter 4. 
Chapter 4 
ANALYSIS OF RESULTS 
The purpose of this study was to determine the effect 
of differing types of reinforcement structures within 
operant style computer-assisted instruction. The following 
chapter reports the results of the experiments described in 
Chapter 3 and presents statistical analysis of each 
hypothesis posed. 
Introduction 
Twenty-eight students were tested in this study as 
descibed in Chapter 3. Each were individually tested under 
the same environment and circumstances. All students were 
given general directions from the researcher, then allowed 
to operate the tested programs solely from the directions 
and cues embedded in the lessons. The mean elapsed time for 
the lessons was not measured, but could be estimated to be 
from 15 to 20 minutes each. The lessons were spaced over a 
period of three weeks with each student receiving a new 
lesson in three to five day intervals. Some modification of 
this scheduling was required due to absences. All students, 
however, received the four lessons in the prescribed order 
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as described in Appendix H. 
The data was collected and printed by the program 
software at the conclusion of each lesson and after the 
subject was excused from the test site. The collected data 
was totaled, and collated in order to synthesize the raw 
data required to test all hypotheses. The following 
sections include a summary of each hypothesis, a descriptive 
statistic for each collected data group, and a specific 
statistic designed to test the hypothesis directly. 
Additional statistical tests were done where more precise 
information was required, or where confirmation might be 
required in prevention of a Type I or Type II error. 
Hypothesis I 
The following null hypothesis was stated: 
There was no significant difference between the mean 
scores of students with respect to the order in which the 
lessons were taken; there was no significant difference 
between the mean scores of students with respect to the 
reinforcement type; and there were no important interactions 
between these two variables. 
An analysis of variance using a Latin square statistical 
design was performed on the raw scores of students to 
determine if different reinforcements affected the scores 
of students. Table 5 gives a summary of this test. The 
results show that there was a nonsignificant statistical 
difference in the mean scores of students with respect to 
the type of reinforcement used in the lessons. An F test of 
of 1.55 was received while 3.03 was required for 
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significance at the .05 level of probability. No important 
differences were found between the overall performance of 
the test groups. No effects of ordering or interaction 
were discovered. 
Table 5. 
Latin Square Statistical Design of Analysis of Variance for 
Mean Scores of Students with Respect to Reinforcement Type 
Source ss df ms F p 
Total 431 111 
Between Subjects 258 27 
Overall group 
performance 45 3 15.0 1.69 ns 
Error 213 24 8.87 
Within Subjects 386 84 
Reinforcement 23 3 7.66 1.55 ns 
Order 4 3 1.33 .27 ns 
Lesson X Order 4 6 .66 .13 ns 
Error 105 72 1.46 
Hypothesis II 
The following null hypothesis was stated: 
There was no significant difference between the mean 
scores of students on the four types of lessons with respect 
to achievement status. 
Table 6 summarizes the mean scores of students classified 
as high and low achievers with respect to lesson type. 
An analysis of variance was performed to determine if 
any difference could be noted for scores of students with 
high versus low achievement status. Table 7 summarizes the 
Table 6 
Mean Scores of Students for Four Types of Computer 
Reinforcement Structures 
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results of this test. A two-factored analysis of variance 
was conducted to determine if the level of achievement 
was an important variable associated with type of 
reinforcement. From the summary presented in Table 7 it can 
Table 7 
Two-way ANOVA Using Achievement and History as Factors 
· on Mean Scores of Students with Respect to 
Reinforcement 
Source ss df ms F p 
Total 431 111 
Achievement 13 1 13 3.37 ns 
History 1 1 1 0.53 ns 
Achievement X 
History 0.53 1 0.53 0.13 ns 
Error 416 108 3.85 
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be noted that no significant differences were found between 
mean scores of students with respect to achievement status. 
Even when the variance is partitioned by factors, no 
significance was found between reinforcement types, nor were 
there any important interactions between the level of 
achievement, history and score with respect to reinforcement. 
In summary, therefore, Hypothesis II must be accepted. 
Achievement status has little to do with the scores pf 
students on the lessons given with respect to the type of 
reinforcement. 
Hypothesis III 
The following null hypothesis was stated: 
There was no significant diffeience between the mean scores 
of students on the four types of lessons with respect to the 
history of, or experience of use by the student. 
Table 8 summarizes the mean scores of students on each of 
the four lesson types with respect to history of computer 
Table 8 
Mean Scores of Students on Four Types 
of Lessons with Respect to History 
of Computer-use Experience 
Mixed Graphics Sound 
High History 9.25 8.63 8.19 




use. A simple analysis of variance was performed to 
determine if there were any significant statistical 
differences between the scores of students with high versus 
low experience levels of computer use. Table 9 summarizes 
Table 9 
Analysis of Variance of Scores of Students on Lessons 



















the results of this test. The F test received in this test 
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was 1.35 while 3.92 was required for significance at the .OS 
level of probability. Although no significant difference 
was noted between the means, an additional partitioning of 
variance was computed with a repeated measures analysis of 
variance. Table 10 summarizes the results of this 
computation which confirms the lack of subst~ntial variation 
of scores in regards to the experience level of students 
concerning computers. A required F test of 4.22, 2.76 and 
2.76 were required for significance at the .OS level of 
probability. The received F values were .59, 1.23 and 1.75 
respectively, less than required. 
Table 10 
Analysis of Variance for Two-Factored Mixed Design for 
Repeated Measures of Scores of Students with 












































By using history as a factor in a two-way analysis as shown 
previously in Table 7, no important actions of history were 
found to work in combination with achievement. In summary, 
Hypothesis III must be accepted. No significant difference 
was determined between the mean scores of students on the 
four types of lesson reinforcements with respect to the 
amount of experience they had with computers prior to 
participation with the experimental testing. 
Hypothesis IV 
The following null hypothesis was stated: 
There was no significant difference between the mean elapsed 
tim·es allowed by students for positive reinforcements with 
respect to type of reinforcement. 
Table 11 shows a summary of the resultant means of elapsed 
times allowed for the four types of reinforcements. The 
data was presented in such a manner to show how much time 
elapsed before the student opted to exit the viewing or 
listening of a particular reinforcement. Each additional 
correct response being timed separately, individual data 
appears as the number of reinforcement. Table 12 is a 
Table 11 
A Summary of the Elapsed Reinforcement Times in Seconds 








































11 questions ,correctly with 
the graphics reinforcement. 
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graphic representation of the data found in Table 11. This 
data demonstrates a visual comparison between each type of 
reinforcement as it is seen in progressive frames. 
Although Table 12 shows graphically that some differences 
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few correct answers (from a mean of 13.5 to 1.5 seconds per 
frame), by the fifth correct answer the means vary by only 
0.59 to 4.5 seconds. To test this statistically, an 
analysis of variance was performed on the elapsed times 
allowed by students for reinforcements using a Latin square 
design to erase any differences in the ordering of 
reinforcement types. Table 13 shows a summary of this test. 
Although the order of reinforcement was not detected as 
significant, 1.17 required for significance at the .05 
level, the type of reinforcement was an important factor on 
the elapsed time of reinforcement. An F test of 3.84 was 
received while 2.76 was required for significance at the .05 
level of probability. The mean elapsed times were 
determined to be significantly different. To determine 
which types of reinforcements were critically different from 
one another, Sheffe's test for critical difference was 
employed. This test examines the means to determine which 
are significantly different from one another. Table 14 
gives a summary of these critical differences. Only one 
mean, graphics reward (group 2), showed significant 
statistical difference from the other mean, the control 
reward (group 4). 
In summary, Hypothesis IV must be rejected. A 
significant statistical difference between elaspsed times 
allowed by students viewing the four types of positive 
Table 13 
Analysis of Variance of Elapsed Times of Positive 
Reinforcements with Respect to Type 
Source ss df ms F 
Total 1720 111 
Between Subjects 855 27 
Groups 125 3 41.66 1. 36 
Error 730 24 30.41 
\Vi thin subjects 865 84 
Reinforcement 103 3 34.3 3.84 
Order 20 3 6.66 .74 
Reinf. X Order 98 6 16.33 1. 82 
Error 644 72 8.94 
*Significant at the .025 level of probability. 
Table 14 
Sheffe's Test for Critical Differences Between 
Means of Elapsed times of Positive 
Reinforcements by Type 
Group Differences where Critical difference = 2.90 
Group 1 .vs. Group 2 3.06 4.91 -1.85 
Group 1 vs. Group 3 3.06 2.26 .8 
Group 1 vs. Group 4 3.06 1. 52 1.54 











Group 2 vs. Group 4 4.91 1.52 3.39 signif. 
Group 3 vs. Group 4 2.26 1.52 .74 ns 
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reinforcement frames was detected. Although there was 
enough variation in the entire statistic to reject the null 
hypothesis, it should be noted that the most important 
variation arose from differences between the mean elasped 
times of only two groups. The graphics reward varied 
significantly from that of the control group. Furthermore, 
it should be noted that while the entire sample showed 
significant difference and variation, if the first few 
responses time were separated from the data, as seen from 
Table 14, very little difference existed between the types 
of reinforcements and the elapsed times allowed by students. 
Hypothesis V 
The following null hypothesis was stated: 
There was no significant difference between the mean 
elapsed times allowed by students for positive reinforcement 
frames with respect to academic achievement status. 
A summary of the mean elaspsed times for positive 
reinforcements is shown in Table 15. A simple analysis of 
variance was performed to determine if achievement was a 
factor in elapsed time allowed by the student. A summary of 
this test is given in Table 16. The required F test for 
significance at the .05 level of probability was 3.91, 
therefore no important variation was detected. 
In summary, Hypothesis V was accepted. There was no 
Table 15 
Mean Times of Reinforcements by Group 
Control Sound Graphics Color/Sound 
Graphics/Mix 
High 
Achievement 1.07 1.86 4.47 3.22 
Lo\v 
Achievement 1. 97 6.49 5.38 3.00 
High 
History 1.0 2.65 4.68 2.60 
Low 
History 2.22 6.22 5.25 3.79 
Total 1. 51 4.17 4.93 3.10 
Table 16 
Analysis of Variance for. Elapsed Times of Positive 






















significant difference noted between the mean elapsed 
times of positive reinforcements when achievement status 
was held as a factor. 
Hypothesis VI 
The following null hypothesis was stated: 
There was no significant difference in the mean elapsed times 
allowed by students on positive reinforcement frames with 
respect to the level of computer experience of the student. 
Table 15 summarizes the mean times allowed by students with 
respect to the level of history of computer use. A two-way 
analysis of variance was conducted to determine if history 
was a factor in elapsed times allowed by students for 
reinforcements. No significant differences were noted 
when history was used as a factor nor were there any 
important interactions of history versus academic status. 
Table 17 
Two-Way ANOVA Using History and Achievement 
as Factors in Measurement of Elapsed 
Times of Reinforcements 
Source ss df ms F 
Total 1720 111 
Achievement 11 1 11 .7 
History 14.5 1 14.5 .93 
Achievement X 
History 16.5 1 16.5 1.06 






Table 17 gives a summary of this analysis. Hypothesis VI 
must be accepted since no significant variation was noted for 
mean elapsed times allowed by subjects. 
Hypothesis VII 
The following null hypothesis was stated: 
There was no significant difference between the mean elapsed 
times allowed by students for incorrect response frames. 
Table 18 shows a summary of the elapsed times allowed 
by students viewing incorrect response frames. Mean times 
Table 18 
Elapsed Times Allowed for Incorrect Frames 
by Group 
Control Sound Graphics Color/Graphics 
Sound/Mix 
High 
Achievement 2.39 2.72 3.18 2.45 
Low 
Achievement 3.2 3.8 4.90 2.69 
High History 2.42 1. 79 4.18 3.15 
Low History 4.40 4.01 4.01 3.79 
Total 2.28 2.77 3.80 2.54 
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in seconds are shown for each subgroup with the total 
representing the mean of all data. To determine if there 
was a significant statistical difference between the mean 
elapsed times, a simple analysis of variance was done. The 
results of this statistic can be seen in Table 19. 
Table 19 
Analysis of Variance Between Mean Elapsed Times 
Allowed by Students for Incorrect Frames 


















Since the required value for significance was 3.49 and the 
obtained value was 1.66, no significant difference was noted 
between the mean elapsed times of incorrect frames. 
In summary, since the F value obtained from the analysis 
of variance was less than required for significance at the 
0.05 level of probability, Hypothesis VII was accepted. No 
significant statistical difference existed between mean 
elapsed times allowed by students for incorrect frames 
considering reinforcement type. 
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Hypothesis VIII 
The following null Hypothesis was stated: 
There was no significant difference between the mean elapsed 
times allowed by students before responding to questions 
posed by the lesson frames. 
Table 20 gives a summary of the mean elapsed times that 
students allowed before responding to questions. The times 
represent the mean for all questions and all students in 
e~ch category. The total represents the mean time for 
answering all questions by the entire sample of students. 
An analysis of variance employing the Latin square design 
was used to test if students waited longer to answer 
questions dependent on lesson type and order. Table 21 
Table 20 
Mean Elapsed Times in Seconds Allowed by Students Before 
Answering all Questions 
Group Color/Graphics 
Control Sound Graphics Sound/Mix 
High 
Achievement 6.39 8.00 6.2 7.4 
Low 
Achievement 7.68 9.07 18.8 10.4 
High History 5.30 8.60 13.00 8.50 
Low History 9.50 9.46 9.27 9.79 
Total 7.44 9.07 11.16 9.19 
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gives the results of this test. None of the means were 
significantly different. 
In summary, since none of the means showed significant 
statistical differences from one another, Hypothesis VIII 
was accepted. No significant difference was shown between 
the means of elapsed times allowed by students in answering 
questions with respect to order, lesson type or interaction 
thereof. 
Table 21 
An Analysis of Variance Using Latin Square Design on the Mean 
Elapsed Times Allowed by Students to Answer 
all Questions by Lesson Type 
Source ss df ms F p 
Total 13593 111 
Between Subjects 3592 27 
Groups 146 3 48.7 0.33 ns 
Error 3446 24 143.6 
Within Subjects 10000 84 
Lesson 440 3 146.7 1.19 ns 
Order 167 3 55.7 .45 ns 
Lesson X Order 515 6 85.9 .70 ns 
Error 8877 72 123.3 
Hypothesis IX 
The following null hypothesis was stated: 
There was significant statistical difference between the 
mean elapsed times allowed by students for correct versus 
incorrect reinforcement frames. 
Table 22 contains a summary of the means for correct versus 
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incorrect response frames. To determine if there was a 
significant variation between means, a simple analysis of 
variance was performed. The results of this analysis is 
presented in Table 23. Since the required F of 4.0 for 
significance at the .OS level of probability was exceeded, 
the elasped times allowed by students for incorrect frames 
varied significantly from correct frames. In an additional 
step, an analysis of variance using treatments-by-level 
Table 22 
Mean Elapsed Times in Seconds Allowed by Students for 
Correct Versus Incorrect Frames 
Sound/Graphics 
Mix 
Graphics Sound Control 
Incor. Cor. Incor. Cor. Incor. Cor. Incor. Cor. 
3.22 2.6 7.01 4.6 19.64 1. 46 2.71 
Table 23 
Analysis of Variance Between Mean Elapsed Times of 
Correct Versus Incorrect Frames 
Source ss df ms F 
Total 5052 58 
Between 1461 1 62.99 23.19 
<.001* 
Within 3591 57 




design was done to determine which types of reinforcements 
varied significantly. The results of this design are shown 
in Table 24. Although already established by the statistical 
analysis of Hypothesis V, the elaspsed times of positive 
Table 24 
Analysis of Variance for Elapsed Times of Incorrect 




Incorrect vs Correct 
Reinforcement X 




























reinforcements vary significantly by type, the statistic 
yields two additional interesting points. Besides 
confirmation of significant statistical difference between 
the means of elapsed times of correct and incorrect 
reinforcement, some interactive effects were discovered. 
In summary, since the obtained F value exceeded the 
required value for significance at the .05 level of 
probability, Hypothesis IX must be rejected. Means of 
elapsed times for incorrect responses showed a 




The purpose of Chapter 4 was to present each hypothesis 
in turn, a summary of the data compiled to address the 
hypothesis, and specific analysis by use of statistical 
hypothesis testing. Nine hypotheses were tested in this 
chapter. From the statistical analysis presented, it was 
determined that two of the nine hypotheses were rejected, 
all others were accepted. 
Concerning the two rejected hypotheses it was found 
that some differences were noted between the elapsed times 
allowed by students with regard to the type of reinforcement, 
although only one important difference was discovered, and an 
important difference was found to exist between elapsed times 
allowed for correct versus incorrect frame responses. 
Accepted hypotheses confirmed the following: 
1) Achievement status had no apparent effects on 
reinforcement times or scores~ 2) Level of experience or 
history of use had no effect on reinforcement times or 
scores. 3) No differences were noted between elapsed times 
allowed by students for incorrect frames regardless of 
lesson type. And finally, 4) no differences were shown to 
exist between elapsed times allowed by students before 
answering questions regardless of lesson type. 
Chapter 5 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
The purpose of this study was to examine the nature of 
reinforcements as used in operant models of computer 
assisted instruction. Chapter 5 presents a summary of the 
study, the conclusions drawn from testing the hypotheses, 
and recommendations for further study. 
Summary 
The study was concerned with the type of computer 
assisted instruction that operates under the operant school 
of educational learning psychology. Specifically, the type 
of computer learning strategy that was examined ~as the 
tutorial mode of instruction. It was the focus of this 
study to determine some effects of the positive 
reinforcements within these learning designs to see if they 
were acting as theorists predict they might, namely, as 
operant conditioners. 
The review of the literature was done to encompass two 
major points: 1) the role of reinforcements in operant 
conditioning, whether using computer technology or not, and 
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2) the current use and application of operant syles of 
computer learning as evidenced in published software. It 
was shown through the review of the literature that the role 
of reinforcements remained unclear for such practices such 
as programmed instruction due to the failure of the systems 
to prevent students from preverting the intended approach to 
an alternative method of finding the answer before reading 
the question. The programmed text, learning machine and 
other PI materials soon fell out of favor due to lack of 
convincing empirical research. 
With the advent of the educational computer, a new wave 
of programmed instruction was introduced. A modest history 
and modicum of success can be seen in its use for 
remediation and tutorial for a wide base of curricular areas 
and levels of instruction. A large variety of instructional 
styles are offered within the tutorial heading, and software 
publishers are garnering more- and more of the educational 
materials dollars with their bid to sell better and more 
attractive software. Considerable effort was made to 
quantify and analyze the types of reinforcements available 
in tutorial software. Within this variety are a staggering 
number of styles of reinforcements, schedules, durations, 
and inventions. Bells, whistles, dragons, fireworks, games, 
monsters, songs, jokes and no response exemplify the gamut 
of those to be found. 
The basis for experimental study was to determine the 
effects of reinforcements within the tutorial framework of 
computer assisted instruction. A sample of twenty-eight 
high school students was selected at random to participate 
in four learning sessions using the computer as a tutorial 
machine. Four types of lessons were constructed, all 
dealing with ancient number systems. This curricular area 
was chosen for its simplicity to learn, yet the subjects' 
lack of prior knowledge of it. With the four types of 
lessons were designed four types of reinforcements for 
correct responses. Reinforcements were designed and 
patterned after popular examples cited in Appendix E. The 
four programmed reinforcements were: A sound reward of 
progressive tunes played for each correct response; a 
graphic reward that shows a growing monster devour the 
increasing screen with each correct response; a larger, 
more colorful, and louder flurry of random fireworks for 
each correct answer; and a simple blank frame that merely 
tells the user that the response was correct. The correct 
answer was displayed when the response was incorrect. 
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Students were given the lessons individually by computer. 
Very few experimenter instructions were given. The program 
totaled the real times allowed by the student before 
answering questions, the time allowed by the student for 
watching or listening to reinforcements, the time allowed to 
watch the incorrect response frames, and the total number of 
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correct responses. 
As an experimental design, a repeated method of testing 
was used so that each student was tested for each of the 
lessons. The Latin square design of analysis of variance 
was used so that each student was tested with all four 
lesson types in different order of presentation. If a 
history effect was to be found, then the statistic could 
erase its effects and still note differences. 
The data was printed, compiled and analyzed using a 
computer program of analysis of variance for Latin square 
design. The results of those tests were described in 
Chapter 4. The conclusions and implications of those 
results are described in the next section. 
Conclusions 
Nine null hypotheses were stated. The following 
sections summarize the findings for each and present 
conclusions relative to the questions posed. 
Hypothesis I 
There was no significant difference between the mean 
scores of students with respect to the order in which the 
lessons were taken; there was no significant difference 
between the mean scores of students with respect to lesson 
type; and there were no important interactions between these 
two variables. 
It was important to establish first-hand if lessons were 
uneven in their difficulty or if the order of their 
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presentation affected the score. As an example, did 
students do poorer or better as they did more lessons? If 
they did, then conclusions about the style of reinforcement 
that was best in producing the highest score may be 
jeopardized. 
An analysis of variance yielded no important differences 
between mean scores with respect to reinforcements. 
Interaction was found to be non-significant. The order of 
reinforcement was found to be non-significant. The type of 
reinforcement had no apparent action on the overall 
performance of the groups. As seen from the analysis, 
mean scores of students on all lessons, in all orders, 
without respect to reinforcement type, scored statistically 
the same. Since the mean scores were high, from about 8 to 
9 out of 11 questions correct on each lesson, it might be 
concluded that some intrinsic interest was generated by 
th~ subject being taught, thereby diminishing the action of 
the reinforcements. The reinforcement in this case may 
have been the program itself. If this is the case, then, 
three conclusions may be asserted: 1) the lessons were of 
nearly equal difficulty and students learned the material 
efficiently, 2) the function of reinforcements, as they 
related to performance, remained unclear, and 3) no decay 
or growth in learning occurred because of repeated treatment. 
At least for this experiment, students enjoyed learning for 
the duration of the four lessons. 
Hypothesis II 
There was no significant difference between the mean 
scores of students on the four types of lessons with 
respect to achievement status. 
It was important to determine if the tutorial sessons 
favored high achievers over low achievers. If so, then it 
may not be understood if the differences were due to 
inability to learn the content, inappropriateness of the 
modality toward some learning groups, internal bias of the 
lessons toward one group or another, or interaction ·of the 
reinforcement itself. 
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Using a two-way analysis of variance with scores as the 
dependent variable and achievement and history as independent 
factors, no significant variation was discovered. Level of 
achievement had little to do with the mean score of lessons 
or type of reinforcement. So little variation was found in 
the 
sample some question may be raised about the relative overall 
difficulty of the material. 
Hypothesis III 
There was no significant difference between the mean 
scores of students on the four types of lessons with respect 
to the history of, or experience of use by the student. 
It was important to the research design to know if certain 
students who, having used computers in classrooms and at 
home for extended periods, could perform better on the 
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lessons than students without computer experience. If 
scores were better with experience then causality may have 
been from the interaction of bonding with the computer 
itself, bias within the lesson toward students with 
"computer awareness," or some other unknown action. If the 
inverse was found, that is, if the more experienced showed a 
lower score, then the relationship might imply boredom, over-
familiarity and, therefore, indifference to the lessons. 
An analysis of variance was conducted to determine if 
students with a high history of use performed differently 
from low experiential users. The results showed no 
significant differences. To prevent a possible Type II 
error, the analysis was repeated as a factored, repeated 
measures design. Again, no significant variations were 
discovered. 
It can be concluded, therefore, that history of computer 
use or experiential level has little to do with score or 
performance with respect to the types of lessons presented. 
Students with many hours using computers as learning tools 
scored no differently than students having little or no 
experience. 
Hypothesis IV 
There was no significant difference between the mean 
times allowed by students for positive reinforcements with 
respect to type of reinforcement. 
As a central issue of this work, the question was raised 
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whether the kind of reinforcement made a difference as to 
its effects as an operant conditioner. The testing of 
Hypothesis I has established that reinforcements embedded 
within the lessons have little or no relationship to the 
score received. Besides score, however, the time that a 
student watches a reinforcement may provide an important 
clue in deciding if one type of reinforcement is better 
than another. If a student watched one reinforcement for a 
significantly longer time, then designers may need to 
consider what they choose as a conditioner. Also, if some 
reinforcements showed little student attentiveness or 
interest, then they might be ignored by publishers. 
An analysis of variance was done to determine if the 
amount of elapsed time for reinforcements varied by type. 
Differences were noted at less than the .025 level of 
probability. Reinforcements do show a difference in time 
allowed by students. In detecting the exact place where 
variation exists, the graphics reinforcement showed greatest 
difference from the control group. All others showed little 
difference. The control group showed no difference from 
that of the mixed graphics or sound frames. 
Some important implications might be drawn at this 
point. If there is one type of reward that the students 
want to watch more than others, should it be found and 
used by publishers more often? Preliminary 
investigation of the question may indicate such, but if 
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continued attention is considered toward the data, 
especially that of Table 13 (page 76), and if the first 
interval of elapsed time is erased from the statistic, no 
differences would be noted for elapsed times of 
reinforcements. 
Although the hypothesis was rejected and the possibility 
was held out that differences existed between the kinds of 
reinforcements and the drive they induce in their users,· it 
should be clear that the effect of the reinforcement is 
short lived. After the first few times of experience, the 
student spends almost no time viewing the screen. In real 
time the average time allowed is little more than it takes 
for reaction to the prompting line! If reinforcements 
represent additional programming time and effort, and 
therein more production cost, if they show little difference 
in their intended function from a simple "correct" frame 
response, then the question posed might be, 11 \.Jhy bother 
adding them in programs if they have little function?" 
Hypothesis V 
There was no significant difference between the mean 
times allowed by students for positive reinforcement frames 
with respect to academic achievement. 
The question posed in this hypothesis was to determine if 
high achievers were more or less inclined to participate in 
reinforcements over low achievers. If there was a 
demonstrated difference, then publishers might need to be 
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cautious about the type of reinforcements tbey place into 
the level of material they publish. 
An analysis of variance was conducted to determine if 
there was sufficient variation in elapsed time to show 
significance. None was demonstrated. The hypothesis was 
accepted. Achievement level appeared to have little to do 
with the time allowed for reinforcements. It should be 
noted at this juncture that so little total variation in the 
sample was present after the first few correct responses 
that if there were differences, they would not be seen. 
High achievers and low achievers alike found little delight 
in the types of reinforcements used. 
Hypothesis VI 
There was no significant difference in the elapsed times 
allowed by students on positive reinforcement frames with 
respect to the level of computer experience of the student. 
Are students who have a wealth of experience at the computer 
less likely to be motivated by video or audio reinforcements 
they might have already seen? That was the question posed by 
this hypothesis. If significant differences were detected, 
then it might be concluded that in the long term 
reinforcements might be "tuned out" by the student and be no 
longer used for their intended purpose. If high 
experiential users showed longer elapsed times of 
reinforcement, would it suggest a strong operant 
relationship? 
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A simple analysis of variance was done to determine the 
differences between elapsed times allowed by students with 
high versus low histories of computer experience. The 
results showed less that the 0.025 level of probahility. 
The hypothesis may be rejected at first glance. However, if 
the variation is again partitioned with a more powerful 
factored ANOVA with repeated measures, it was seen that the 
variation is due only to the differences between types of 
reinforcement and not experienctial level. The hypothesis 
is therefore accepted and a Type I error is prevented. 
Given that analysis it should also be demonstrated that 
while little variation between the groups existed overall, 
variation did exist in the first few frames of responses. 
In referring to Table 15 (page 76) it should be noted that 
while variation ceases by the third or forth correct 
response, enormous variation was evident in the first two 
responses. If there was a difference between students with 
high or low history, it would have been noted here. The 
sample was too small to detect such a difference. Perhaps a 
Type II error was made, but if so, then the extinction of 
its validity was within the span of the lessons presented. 
In other words, it might be stated that students using 
computer assisted tutorial gain enough experience after the 
first few frames of reinfor~ement to make all users immune 
to any kind of reinforcement. 
Hypothesis VII 
There was no significant difference between the mean 
elapsed times allowed by students for incorrect response 
frames. 
When students answered incorrectly, the screen responded 
by informing the student of the correct answer without 
clearing the screen. If students watched these frames 
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with some degree of homogeneity then it may be proposed that 
they do so independent· of the other variables provided, 
namely, lesson type, reinforcement type, order or status. 
A simple analysis of variance yielded so little total 
variation that no further partitioning was required. The 
hypothesis was accepted. Students watched the incorrect 
frames uniformly, without regard to the other independent 
variables. 
Hypothesis VIII 
There was no significant difference between the mean 
elapsed times allowed by students before responding to 
questions posed by the lesson frames. 
The question posed by this hypothesis hoped to ask if 
students tend to try harder on some questions than others. 
Are some lessons, because of their reinforcements, studied 
harder or read longer in hopes of answering the question 
correctly, and therefore receiving the reinforcement? Do 
students try extra hard on some lessons just to see the 
monster, or fireworks, or hear the next song? 
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A complex ANOVA using Latin square design was used to 
determine if significant differences existed for elapsed 
times allowed by students to answer questions. All F tests 
returned no significant difference. Length of time allowed 
to answer questions did not vary significantly by lesson 
order or group of students. The null hypothesis was 
accepted. Students did not try to win reward by spending 
more time answering certain questions. 
Hypothesis IX 
There was no significant difference between the mean 
elapsed times allowed by students for correct versus 
incorrect reinforcement frames. 
When learners approach the computer as tutor, what is 
important to them? Incorrect responses yielded a frame that 
showed the previous question, knowledge that they gave the 
incorrect answer, and the knowledge of the correct response. 
If the time allowed for incorrect versus correct frames was 
the same, then conclusions of how to structure lessons still 
remains incomple~e. If, however, only a short time is 
allowed for incorrect responses, then they could be omitted 
from the program design. Finally, if incorrect elapsed 
response times are significantly higher than the correct 
ones, then important theoretical questions can be posed. 
An analysis of variance was done to determine if 
differences were present between mean times allowed by 
incorrect versus correct response frames. The results 
yielded important differences by group, reinforcement and 
interaction. All F tests yielded <.001 level of 
probability. Hypothesis IX was rejected. Incorrect 
response frames were watched longer than correct response 
frames, and especially more than some types of correct 
response frames. 
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Students involved in the study were interested in the 
correct answers and, perhaps, how they were derived. The 
mean times allowed to watch the incorrect frames varied from 
2.7 to 19.6 seconds, while the range for correct responses 
was merely 1.04 to 4.6 seconds. From these data it might be 
concluded that students using the tutorial mode of 
instruction were more interested in finding out the correct 
answer when they were wrong than being rewarded for doing 
the problem correctly. 
Recommendations for Further Study 
A number of recommendations for continued research are 
offered in this section. They are divided into two major 
headings, those involved with sampling and those with 
methodology. A discussion of each follows. 
Sampling 
As listed in the delimiting factors of this study, only 
high school students were used. Since computer assisted 
instruction is being used and has an enormous potential for 
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use at lower levels, attention should be given to the study 
of how reinforcements affect younger children. Do certain 
types of reinforcements find affinity in lower grade levels 
of education? Only empirical research can provide 
meaningful answers. Although many teachers laud certain 
kinds of software programs for instruction, upon what basis 
is it selected? 
Also, since the limitation of this study was to one 
California central valley high school, attention should be 
given to different socioeconomic or geographic regions. 
The external validility of this study is limited in the 
respect of whether or not transfer might be assumed based 
on the heterogeneous nature of the makeup of one schools' 
students. 
Although the n of 28 should be considered adequate for 
the statistical designs used, it is advised that a larger 
sample be used to compare groups. Some optional 
two-factored Latin square tests were not done due to 
restricted cell size. A larger sample may yield additional 
information. 
Methodology 
How to determine the effectiveness of reinforcements in 
computer assisted instruction is a difficult matter to 
determine given the current state of software development. 
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For that reason it was necessary to custom design software 
to test for the specific parameters of this study. There 
were several limitations in the construction of these 
programs. The relative elaborateness was kept quite simple 
in order to try to separate the important variables. A 
professional software publisher could perhaps produce 
materials of better quality that would measure the same 
parameters necessary to conduct the study. Only one 
curricular area was tested. Would language, social science, 
or science fare any differently? 
Only four types of reinforcements were tried. More 
elaborate gaming strategies could be used. Cumulative 
games may yield results unlike those gathered. Continued 
effort needs to be made to determine if a hierarchy truly 
exists among reinforcement operators. 
Important considerations should be given to the schedule 
of reinforcement. Perhaps by thinning the reinforcements 
or by mixing the types of reinforcement, extinction of the 
effectiveness of the reinforcement might be delayed. 
Statistically speaking, additional tests might focus on 
relationships such as correlations between achievement and 
score, history of use and time, frame time and lesson, and 
external relationships between reading level and frame 
times, grade point average and score. Additional 
statistical partitionings of variation may be possible if 
the sample size is increased. 
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Any additional data or insight into the use of computer 
learning software is important. Any information that might 
guide the purchase of the most cost-effective software would. 
serve those interested in getting the most for their 
educational dollar. If it can be demonstrated that bright, 
flashy software is no more effective than any other design 
of software, or that fancy and elaborate reinforcements have 
little effect on learning, or that certain types of 
strategies should or should not be used based on research, 
then educators can have a guidepost to evaluate their next 
educational software purchase. 
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APPENDIX A 
Research Courseware Lesson Frames 
Babylonian Number Systems 
The following boxes represent each instructional frame 
as would be seen on the computer screen. The student 
would see each frame for the length of time desired 
and then press an appropriate key to continue. In most 
instances the frames as depicted below represent screen 
characters. For special characters, however, tokens such 
as ! @ # % A and & are used to represent more complex 
features that appear on the screen. 
Frame #1 
An Introduction to Number Systems 
Directions-
This is a series of programs 
that will teach you how other types 
of counting systems work. 
In this program you will study 
how the Babylonians counted and 
recorded numbers. 
Follow all directions carefully and 
do your best. GOOD LUCK!! 
PRESS SPACE BAR TO CONTINUE 
Frame #2 
Cuneiform Writing 
Ancient peoples needed to have 
a method of keeping track of impor-
tant business deals, warehouse 
inventori~s., and calendar days. 
Most importantly, the writing 
needed to be a permanent record. 
A method was developed in 
ancient Babylon that solved the 
problem. 
PRESS SPACE BAR TO CONTINUE 
109 
Frame #3 
Clay soils are abundant in 
middle eastern countries around 
the ancient city of Bablyon. 
People discovered that by wetting 
the clay and marking it with a 
stick, and then baking it, 
a permanent clay book could be 
written and kept forever. 
PRESS SPACE BAR TO CONTINUE 
Frame #4 
The system of marking on clay 
is called 'cuneiform' which means 
wedge shaped. The cuneiform shapes 
looked similar to these arrows. 
> < 
By combining these wedge 
shapes in complex ways, the 
Babylonians recorded and computed 
their mathematics. 
PRESS SPACE BAR TO CONTINUE 
Frame #5 
The cuniform symbols were 
equivalent to the following design: 
~ 1 = 
~ A 2 = 
A ~ A 3 = 
A A A A 4 = 
~ A A A A 5 = 
A A A A A A 6 = 
A A A A A A A 7 = 
A A A ~ A A A A 8 = 
A A ~ ~ A A A A A 9 = 
PRESS SPACE BAR TO CONTINUE 
110 
Frame #6 
When the scribe who was marking 
the clay got to ten, he would 
change the symbol to represent 10. 
So that ••• 10 = < 
11 < " = 
12 < " " = 
13 < " " " = 
14 < " " " " = 
14 < " " " " = 
15 < " " " " " = 
••• and so on 
PRESS SPACE BAR TO CONTINUE 
Frame #7 
Larger numbers could be written 
as: 
< < < < " .. " " 
or ••• 
10 + 10 + 10 + 10 + 4 
or ••• 
44 
PRESS SPACE BAR TO CONTINUE 
Frame #8 
•••• and a number like 56 would look 
like this ••• 
+ 




" " " 




Total = ~-6 
:;., 
PRESS SPACE BAR TO CONTINUE 
111 
Question Frame #8A Number 1 
What would the following 
cuneiform represent? 
< < < < < < A A 
< < 1\ A 





PLEASE ENTER CORRECT LETTER>>> 
Question Frame #8B Number 2 
What about the following? 






PLEASE ENTER CORRECT ANSWER>>>> 
Frame #9 
The < and A symbols were 
easy to write, but could take up 
a lot of space on the clay tablet. 
In order to write 630, as an 
example, all of these symbols are 
necessary. 
< < < < < < < < < < A A A A A 
< < < < < < < < < < A A A A A 
< < < < < < < < < < A A A A A 
< < < < < < < < < < A A A " A 
< < < < < < < < < < " A " 
,. ,. 
< < < < < < < < < < A 
,. A A A 
PRESS SPACE BAR TO CONTINUE 
112 
Frame #10 
To solve this problem, the 
Babylonians invented the 
subtraction sign: 
/} 
Anything following this sign 
meant that it was to be 
subtracted from the number 
written first. 
PRESS SPACE BAR TO CONTINUE • 
Frame #11 
Certain numbers could be 
written with fewer symbols and 
take up less space. 
As an example, 49 would be 
written as 50- 1 or ••• 
<<<<< /} ,. 
50 1 = 49 
PRESS SPACE BAR TO CONTINUE 
Question Frame #11A Number 3 
Can you remember your cuneiforms? 





PLEASE ENTER CORRECT LETTER>>> 
113 
Question Frame #11B Number 4 






PLEASE ENTER CORRECT LETTER>>> 
Frame #12 
Here are a few examples of 
how the symbols can be added 
together to form numbers. 
< < < < < < /} A A = 58 
< /} ,. = 9 
< < < /} A A A = 27 
PRESS SPACE BAR TO CONTINUE 
Question Frame #12A Number 5 
Let's see if you can figure out 
a few of these cuneiforms ••• 





PLEASE ENTER CORRECT LETTER>>> 
114 
Question Frame # 12B Number 6 
What about this one? 





PLEASE ENTER CORRECT LETTER>>> 
Frame #13 
Changing decimal numbers into 
cuneiform shapes isn't difficult. 
All you need to do is to find out 
how many ones and tens there are. 





4 - ones 
< < < < < A A A A 
PRESS SPACE BAR TO CONTINUE 
Frame #14 
As a rule of thumb, 9, 8 and 7 
in the ones place would be 
shown as subtracting 1,2 or 3. 
So that ••• 
49 would be: 
<<<<</}A 
or 50 -1 
and 17 would be: 
<</}""A 
or 20-3 
PRESS SPACE BAR TO CONTINUE 
115 
Question Frame #14A Number 6 
Now you try to convert 33 to 
cuneiforms. Select the best 




<<<</}" A A A A A A 
< < < .. .. .. 
< < < /} .. .. .. 
I 1--:::d:-:-)~<:-:::--:< =<:-:::-==-::< ::-.. -:::-:::-: .. = .. :-::::-::-:::-:-=:-:::-::-:-~-' I 
PLEASE ENTER CORRECT LETTER>>> 
Question Frame #14B Number 7 
What about 37 ? 




< < < < A A A A 
< < < < /} 
<<</}" 
A A A 
A A 
A A A 
PLEASE ENTER THE CORRECT LETTER>>> 
Frame #15 
Showing larger numbers in 
cuneiform gets pretty confusing. 
Since the Babylonians only had 
three basic symbols, they 
developed a 'place' system. 
For some mystical reason, they 
counted to 60's ••• and no further. 
After 60 they moved their numbers 
to a new place in the row • .. 
60's lO's l's 
Sound confusing? 
PRESS SPACE BAR TO CONTINUE 
116 
Frame #16 
Well, it is. Here is what 
happens after 59: 
60 .. = 
------- ------
60's 10's 1's 
75 .. < ... .. .. .. = 
------- -------
60's 10's 1 ' s 
(60 + 15) 
124 .. .. 
60's 10 1 s 1 1 s 
(120 + 4) 
.. 
PRESS SPACE BAR TO CONTINUE 
Question Frame #16A Number 8 
What do you suppose this one 
stood for? 
.. .. < < < .. .. 
-------- ----------





PLEASE ENTER CORRECT LETTER>>> 
Frame #17 
Many problems occur in this 
arrangement. Look at the follow-
ing as an example: 
.. .. 
.. .. 
What is the value of each? 
PRESS SPACE BAR TO CONTINUE 
117 
Frame #18 
If you said the same you were 




But, the second one was shifted 
to the left a bit like this ••• 
,. ,. = 2 --60's 
or 120 ! 
There is no way of telling the 
difference between the two! 
PRESS SPACE BAR TO CONTINUE 
Frame #19 
The 60 place system of the 
Babylonians made it difficult 
to understand the value of a 
number without knowing what the 
scribe was talking about. 
Mathematics of any sort was 
very difficult in cuneiform 
because of the base 60 system. 
They had no way of carrying or 
showing the place of zero. 
PRESS SPACE BAR TO CONTINUE 
Frame #20 
Let's review ••• 
" ' s are 1's 
< ' s are 10's 
/} means subtract 
PRESS SPACE BAR TO CONTINUE 
118 
Frame #21 
And the rules of cuneiforms: 
Numbers ending in 7,8,9 
are shown as 
/} AAA /) AA /} A 
Numbers larger than 60 are 
shown in the 60's position 
at left ••• 
60's place 10's 1's place 
PRESS SPACE BAR TO CONTINUE 
Question Frame # 21A Number 9 
Do you remember what the system 
of Babylonian counting is 
is called? Which is it? 
a) Cuneiforms 
b) Arrow wedges 
c) Hieroglyphics 
d) Clay tablets 
PLEASE ENTER CORRECT LETTER>>> 
Question Frame # 21B Number 10 
What is the only statement below 
that is not true concerning 
Cuneiform numerals? 
a) Numbers over 100 can't be 
shown 
b) There is way to show a zero 
c) There is no way of telling 
a one from a 60 
d) There's no easy way of 
adding or subtracting 
PLEASE ENTER CORRECT LETTER>>> 
119 
Frame #22 
Thank you for learning about 
Babylonian numbers. Maybe now 
you might be able to carve your 




At this point the keyboard freezes and awaits a coded 
input to activate the print out of elapsed times and 
scores. 
APPENDIX B 
Research Courseware Lesson Frames 
Egyptian Hieroglyphics 
The following boxes represent each instructional frame as 
would be seen on the computer screen. The student would see 
each frame for the length of time desired and then press an 
appropriate key to continue. For special characters, 
however, tokens such as @ A and I are used to represent more 
complex characters that appear in their place on the screen. 
Frame #1 
An Introduction to Number Systems 
Directions-
This is a series of programs 
that will teach you how other types 
of counting systems work. 
You will study how the 
Egyptians, Babylonians, Mayans, and 
Romans counted and recorded numbers. 
Follow all directions carefully and 
do your best. GOOD LUCK!! 
PRESS SPACE BAR TO CONTINUE 
Frame #2 
Primitive Number Systems 
No one knows how man first 
began to C'oun t. Perhaps there was a 
need to keep track of the number of 
sheep and goats in the herd, or the 
number of days between new moons. 
For whatever reason, early man 
began counting with fingers, 
piles of stones, and stacks of 
sticks. 
PRESS SPACE BAR TO CONTINUE 
121 
Frame #3 
The piles of sticks could be 
kept in bundles to keep track of 
different herd or months. When 
counted, they could be laid out in 
neat rows ••• perhaps in sets of 
five: 
IIIII IIIII IIIII 
15 sticks representing 15 goats! 
PRESS SPACE BAR TO CONTINUE 
Frame #4 
You have probably used a similar 
"tally" system when counting events 
or scores of games. It works well 
for small counts, but, consider 
a number like 99. Here is what it 
looks like in tally marks ••• 
PRESS SPACE BAR TO CONTINUE 
Frame #5 
The Egyptian Inventions 
As goat herds got larger, and as 
man began to trade goats for grain 
and grain for goods, a shorter 
method of counting was required. 
The builders, craftsman and 
merchants of Egypt developed a way 
of shortening the tally system of 
counting. They wrote special 
symbols called hieroglyphics 
that represented numbers other than 
one. 
PRESS SPACE BAR TO CONTINUE 
122 
Frame #6 
They invented special symbols to 
represent larger numbers. 
For 10 sticks they made a 
So that ... 10 = A 
11 = ,. 
12 = ,. 
13 = A 
14 = ,. 
15 = ,. 
••• and so on 
PRESS SPACE BAR TO CONTINUE 
Frame #7 
Larger numbers could be written 
as: 
,. I I 
or . .. 
10 + 10 + 10 + 3 
or ••• 
33 
PRESS SPACE BAR TO CONTINUE 
Frame #8 
•••• and a number like 78 would look 




7 A's = 70 
+ 8 l's= 8 
78 
" A " 
PRESS SPACE BAR TO CONTINUE 
12.3 
Question Frame #BA Number 1 
What would the following 
hieroglyphic represent? 






PLEASE ENTER CORRECT LETTER>>> 
Question Frame #BB Number 2 
VJhat about the following? 






PLEASE ENTER CORRECT ANSVJER>>>> 
Frame #9 
The ten symbol helps solve 
the problem of writing larger 
numbers. Still, very large 
number like 678 would be difficult 
to write: 
"' "' A "' A " A A " 
A " "' " " " "' A "' 
"' A "' A " "' A "' A .A A 
A A " A " "' "' A A A 
A A A " " A 
,. ,. .. ,. " .. A "' A " "' " A ,. " 
"' A "' " " A 11111111 
PRESS SPACE BAR TO CONTINUE 
124 
Frame #10 
For this reason, two new 
symbols were introduced by the 
Egyptians: 
100 = @ 
1000 = & 
PRESS SPACE BAR TO CONTINUE 
Frame #11 
Larger numbers could be 
written more easily by using each 
of the new symbols. 
678 could now be reduced to ••• 
@ @ @ @ @ @ or 600 
""'"'"""'"" or 70 
I I I I I I or 8 
PRESS SPACE BAR TO CONTINUE 
Question Frame #11A Number 3 
Can you remember the symbols? 





PLEASE ENTER CORRECT LETTER>>> 
125 
Question Frame #liB Number 4 






PLEASE ENTER CORRECT LETTER>>> 
Frame #12 
Here are a few examples of 
how the symbols can be added 
together to form numbers. 
& & & @ @ @ A A II II = 3' 324 
& @ @ @ @ @ " " .. ,. 1 = 1, 541 
& & & & & & & 1111111 = 7' 007 
PRESS SPACE BAR TO CONTINUE 
Question Frame #l2A Number 5 
Let's see if you can figure out 
a few of these hieroglyphs •.• 





PLEASE ENTER CORRECT LETTER>>> 
126 
Question Frame # 12B Number 6 
What about this one? 





PLEASE ENTER CORRECT LETTER>>> 
Frame #13 
Changing a decimal number to 
Egyptian hieroglyphics is easy. 
All you need to do is decide how 
many ones, tens, hundreds, and 
thousands there are in a number. 
As an example: 
or ••• 
or • .. 
563 
5 - hundreds 
6 - tens 
3 - ones 
@ @ @ @ @ A " " A A " Ill 
PRESS SPACE BAR TO CONTINUE 
Frame #14 
3475 would be ••• 
or ••• 
3 - thousands 
4 hundreds 
7 - tens 
5 - ones 
& & & @ @ @ @ A A " " " " A I I I I I 
PRESS SPACE BAR TO CONTINUE 
127 
Question Frame #14A Number 6 
Now you try to convert 392 to 
hieroglyphs ••• 
a) & & & " A 111111111 
b) " " A @ @ @ @ @ @ @ @ @ II 
c) @ @ @ " A " " " " " " " II 
d) & & & @ @ @ @ @ @ @ @ @ II 
PLEASE ENTER CORRECT LETTER>>> 
Question Frame #14B Number 7 
What about 4,321 ? 
a) & & & & @ @ @ 
,. ,. 
" 
b) & & & " " @ @ @ @ 
c) " " " ,. @ @ @ & & 
d) & & @ @ @ " A " 
PLEASE ENTER THE CORRECT LETTER>>> 
Frame #15 
Doing math problems with 
hieroglyphics gets a bit more 
confusing! Consider a simple 
addition problem ••• 
&&&@@""Ill 
+ @ @ ,.. ,. ,.. ,. ,. I 
? 
Can you determine the answer? 
PRESS SPACE BAR TO CONTINUE 
128 
Frame #16 
vJell, its ••• 
&&&@@""Ill 
+ @ @ @ ,. ,. " " " I 





PRESS SPACE BAR TO CONTINUE 
Question Frame #16A Number 8 
Now you try this one ••• 
@@@@@@"""Ill 
+ @@@@""1111 
a) @ @ @ @ @ " A A A A 
b) & @ @ @ @ " " " " " 
c) & ,. A A A A 1111111 




PLEASE ENTER -CORRECT LETTER>>> 
129 
Frame #17 
Problems pop up in Egypto-
math when carrying occurs. 
the fun of adding ••• 
999 
+ 1 
••• in hieroglyphics! 
PRESS SPACE BAR TO CONTINUE 
Frame #18 
Here is what it looks like ••• 
@ @ @ @ @ @ @ @ @ ,. A A A " ,. 
A A A A 1 I I I I I 
+ 
10 I ' " s = and 10 "'s = @ 
and 10 @'s = & 
So the answer is &! 
PRESS SPACE BAR TO CONTINUE 
Frame #19--------------------------~ 
It probably wasn't easy 
learning to do mathematics in the 
good old days of 4000 B.C. The 
main problem with the system of 
hieroglyphic numbers was the lack 
of the zero. There was no way to 
show decimali or fractions or 
very large numbers over 10,000. 
Still, the Eqyptians were 
able to build marvelous pyramids 
and temples with this meager 
system. Maybe now you can be glad 
about our system! 
PRESS SPACE BAR TO CONTINUE 
130 
Frame #20 
Let's review ••• 
l I s 1 IS = 
,. I 10 1 s s = 
@ I s = lOO's 
& I s = 1000's 




,.. ,. ,. 1\ ,. 1\ ,.. ,.. = @ 
@ @ @ @ @ @ @ @ @ @ = & 
1\ ,. 
PRESS SPACE BAR TO CONTINUE 
Question Frame # 21A Number 9 ---
Do you remember what the system 
of Egyptian counting is called? 




d) Base 10 
PLEASE ENTER CORRECT LETTER>>> 
1.31 
Question Frame # 21B Number 10 ---
What are the main disadvantages 
of a system like this? 
a) It is too hard to write 
b) There is way to show a zero 
c) It is too old and unknown 
d) There's no way of adding or 
subtracting 
PLEASE ENTER CORRECT LETTER>>> 
Frame #22 --------------------------
Thanks for you time. Now you 
can go home and tell 'mummy' that 





Research Courseware Lesson Frames 
Mayan Number Systems 
The following boxes represent each instructional frame as 
would be seen on the computer screen. The student would see 
each frame for the length of time desired and then press an 
appropriate key to continue. For special characters, 
however, token such as @ A and I are used to represent more 
complex characters that appear in their place on the screen. 
Frame #1 -----------------------------------
An Introduction to Number Systems 
Directions-
This is a series of programs 
that will teach you how other types 
of counting systems work. 
In this program you will study 
how the Mayans counted and 
recorded numbers. 
Follow all directions carefully and 
do your best. GOOD LUCK!! 
PRESS SPACE BAR TO CONTINUE 
Frame #2 ----------------------------------
Mayan Mathematics 
The people that made pyramids 
and temples of early Mexico also 
studied astronomy. They kept 
careful records of stars and 
planets and the motion of the 
earth and moon. 
In order to accomplish these 
great works, they needed a way 
to write and record numbers. 
PRESS SPACE BAR TO CONTINUE 
133 
Frame #3 
The Mayans developed a system 
of picture writing similar to the 
Egyptians. They carved their 
images in stone. 
The system of numbers that is 
best understood was developed to 
record the days and months of the 
calendar. 
PRESS SPACE BAR TO CONTINUE 
Frame #4 --------------------------------
The Mayan system depended upon 
three basic symbols ••• 
The one mark 
The five mark 
and a place holder zero 
I 
PRESS SPACE BAR TO CONTINUE 
Frame #5 --------------------------------
The Mayan symbols were 




4 = .. . . 
5 " = 
after 5, they are used in combi-
nation with one another. 
PRESS SPACE BAR TO CONTINUE 
1)4 
Frame #6-------------------------------
For numbers over 5, they would 
'stack' the dots and bars like 
this •• . 
6 10 
,. 
= = ,. ,. 
7 = 11 = ,. A 
8 = 12 = .. ,. ,. 
9 = . . . . 13 = . . . 
A A 
PRESS SPACE BAR TO CONTINUE 
Frame #7----------------------------~ 







PRESS SPACE BAR TO CONTINUE 
Frame #8 ------------------------------
•••• and a number like 19 would look 





. 's = 4 
3 "'s = 15 
Total = 19 
PRESS SPACE BAR TO CONTINUE 
135 
Question Frame #BA Number 1 ----
What would the following 








PLEASE ENTER CORRECT LETTER>>> 
Question Frame #8B Number 2 







PLEASE ENTER CORRECT ANSWER>>>> 
Frame #9 --------------------------
The largest number that can be 
written using this system is 19. 
After that, a new symbol was used 
as a place holder. 
This symbol looked like a zero: 
I 
When used with dots and bars, 
numbers as high as 380 could be 
sho\'rn. 
PRESS SPACE BAR TO CONTINUE 
1J6 
Frame #10 
The zero sign really stood for 
twenty. So that ••• 
20 = I 24 = I 
21 = I 
25 = I 
" 
22 = I 
26 = I 
23 I " = 
PRESS SPACE BAR TO CONTINUE 
Frame #11 ----------------------------
Larger numbers could be shown 
like this ••• 
40 = I or 2 --20's 
100 " = 
I or 5 --20's 
240 = 
A 
" or 12--20's 
I 
PRESS SPACE BAR TO CONTINUE 
Question Frame #llA Number 3 --------.-
Can you remember the meaning of 
of the symbols? 






PLEASE ENTER CORRECT LETTER>>> 
1.37 








PLEASE ENTER CORRECT LETTER>>> 
Frame #12 
Here are a few examples of 
how the symbols can be added 
together to form numbers. 
80 would be . . . . 
I 
140 \VOUld be 
" 
I 











PRESS SPACE BAR TO CONTINUE 
Question Frame #12A Number 5 ----
Let's see if you can figure out 
a feH of these cuniforms ••• 






PLEASE ENTER CORRECT LETTER>>> 
138 
Question Frame # 12B Number 6 ___ ..,... 






PLEASE ENTER CORRECT LETTER>>> 
Frame #13 -----------------------------
Changing decimal numbers into 
Mayan shapes isn't real easy. 
The number needs to be divided by 
20 to determine how many dots and 
bars needs to be put above the 
place holder. 
As an example, take 80 ••• 
There are four 20's in 80 
So we would show this ••• . . . 
I 
PRESS SPACE BAR TO CONTINUE 
Frame #14 __________________________ __ 
A few more examples ••• 
.. 
160 = I 







PRESS SPACE BAR TO CONTINUE 
1J9 
Question Frame #14A Number 6 ____ 'T'" 
Now you try to convert 140 to 
Mayan. Select the best one 






PLEASE ENTER CORRECT LETTER>>> 
Question Frame #14B Number 7 












PLEASE ENTER THE CORRECT LETTER>>> 
Frame #15 ____ ~----~----~----------
Showing larger numbers in 
Mayan gets pretty confusing. 
In order to show other types of 
numbers, they increased the size 
of the 'stack'. The bottom of 
the stack represents 1-19 and the 
top row represents the number of 
twenties, so that the number 258 
would look like this: 
" or 12 -- 20's = 240 ... 
+ 18 
for a total of 258 
PRESS SPACE BAR TO CONTINUE 
140 
Frame #16 
Here are a few more examples: 
78 = ... (3--20's) 
" 
" ,. 
(18--1 1 s) 





PRESS SPACE BAR TO CONTINUE 
Question Frame #16A Number 8 ---
What do you suppose this one 





PLEASE ENTER CORRECT LETTER>>> 
Frame #17 ----------------------------
The Mayans used these symbols 
to mark the months and days of 
the calendar. The method of 
writing made doing simple 
arithmetic very difficult. 
Consider the following 
addition problem: 
+ . . . 
A 
PRESS SPACE BAR TO CONTINUE 
141 
Frame #18 ------------------------------
In our system we add 13 + 13 
and get 26. Using dots and bars 
it gets very messy ••• 










PRESS SPACE BAR TO CONTINUE 
Frame #19 ------------------------------
The 20 place system of the 
Mayans might have been chosen 
because humans have 20 fingers 
and toes. 
The system of writing, as 
shown in this program, was 
probably used more for the 
description of the calendar, and 
not for calculation. 
PRESS SPACE BAR TO CONTINUE 
Frame #20 ------------------------------
Let's review ••• 
• ' s are 1's 
,. 
's are S's 
and the twenty or zero 
is shown as 
I 
PRESS SPACE BAR TO CONTINUE 
142 
Frame #21 __________________________ __ 
Mayan numbers from 1-19 are 
shown with dots and bars. 
Numbers divisible by 20 evenly 
are shown with dots and bars 
on top of a twenty sign. 
(60) 
Numbers over 20 that have a 
remainder are 'stacked" to show 
place value. . . 
(141) 
PRESS SPACE BAR TO CONTINUE 
Question Frame # 21A Number 9 ____ _ 
What was the main use of the 
Mayan base 20 system of 
counting? 
a) Calculating and computing 
b) Marking the calendar 
c) Keeping track of 
agricultural production 
d) Marking money 
PLEASE ENTER CORRECT LETTER>>> 
143 
Question Frame # 21B Number 10 ____ _ 
Mayan probably used base 
twenty because: 
a) It was easy to do mathe-
matical computation. 
b) It was the same as the 
most other systems 
c) They had ten toes and ten 
fingers to count with 
d) It was easy to add and 
subtract stacks 
PLEASE ENTER CORRECT LETTER>>> 
Frame #22 ------------------------------
Thank you for learning about 
Mayan numbers. Could you now 
tell that this might be 







Research Courseware Lesson Frames 
Greek Number Systems 
The following boxes represent each instructional frame as 
would be seen on the computer screen. The student would see 
each frame for the length of time desired and then press an 
appropriate key to continue. For special characters, 
however, token such as @ A and I are used to represent more 
complex characters that appear in their place on the screen. 
Frame #1 ---------------------------------
An Introduction to Number Systems 
Directions-
This is a series of programs 
that will teach you how other types 
of counting systems work. 
In this program you will study 
how the ancient Greeks counted and 
recorded numbers. 
Follow all directions carefully and 
do your best. GOOD LUCK!! 
PRESS 
Frame #2 
SPACE BAR TO CONTINUE 
--------------------------------~ 
Greek Civilization 
Around 1000 B.C. the Greeks began 
building great cities. They 
invented great ideas, built 
magnificent temples and arenas, 
and developed democracy as a way 
of government. 
Ancient Greeks were great 
merchants, artists, and thinkers. 
The world still marvels at their 
accomplishments. 





The Greeks also provided the 
world with important mathematical 
knowledge. Men like Pythagoras, 
Archimedes, and Euclid refined 
geometry and logic. 
However, their method of writing 
numbers was much more primitive 
than one might expect. 
PRESS SPACE BAR TO CONTINUE 
Frame #4 
------------------------------~ 
The Greek system was similar 
to the other primitive systems 
because numbers up to 5 were 






PRESS SPACE BAR TO CONTINUE 
Frame #5 
------------------------------~ 
After 5, the Greeks had special 













These were soon abbreviated so that 
a symbol was used in place of the 
\'lord so that ••• 
5 = { 
100 = H 
10 = # 
1,000 =X 
PRESS SPACE BAR TO CONTINUE 
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Frame #6-----------------------------
Writing numbers was a simple 
process of listing the letters 
that 'vlOUld total the number. 
5 = { ( five symbol 
6 = ( ( five + 1 ) 
7 = ( ( five + 2 ) 
8 = ( I I ( five + 3 ) 9 = ( ( five + 4 ) 
10 = # ( ten symbol ) 
11 = # ( ten + 1 ) 
12 = # ( ten + 2 ) 
13 = # II ( ten + 3 ) 14 = # ( ten + 4 ) 
15 = # ( ten + five ) 
PRESS SPACE BAR TO CONTINUE 
Frame #7 
Larger numbers could be written 
as: 
20 = ## 
••• or 10 + 10 
25 = ##{ 
••• or 10 + 10 + 5 
38 =###{Ill 
••• or 10 + 10 + 10 + 5 + 3 




Larger numbers could be made by 
simply adding letters to the list. 
Here are .a few examples: 
78 = ####### {Ill c 10 + 5 + 3) · 
105 = H{ (100 + 5) 
247 = HH#### { II (200 + 40 + 
5 + 2) 
2,126 = XXII## { I ( 2000 + 100 + 
20 + 5 + 1) 
PRESS SPACE BAR TO CONTINUE 
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Question Frame #SA Number 1 ----
What would the following 
Greek number represent? 





PLEASE ENTER CORRECT LETTER>>> 
Question Frame #8B Number 2 






PLEASE ENTER CORRECT ANSHER>>>> 
Very large numbers became a little 
difficult to write. As an 
example, look at what the number 
9999 would look like: 
XXXXXXXXXHHHHHHHHH#########{I I I I l 
9 X's or 9000 
9 H's or 900 
9 #'s or 90 
1 { or 5 
4 I 's or 4 
PRESS SPACE BAR TO CONTINUE 
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Frame #10 ____________________________ _ 
To help shorten the system, 
the five symbol or { became very 
important. They would use the 
symbol to attach to another 
letter to signify groups of five: 
% would be five 10's or 50 
& would be five 100's or 500 
@ would be five 1000's or 5000 
PRESS SPACE BAR TO CONTINUE 
Frame #11 ____________________________ _ 
Large numbers could be compressed 
using this format: 
••• or 
••• or 
90 = % ##### 
five 10's + 40 
800 = & HHH 
five 100's + 300 
6,000 = @ X 
••• or five 1000's + 1000 
PRESS SPACE BAR TO CONTINUE 
Question Frame #11A Number 3 ----
Can you remember the meaning of 
of the symbols? 





PLEASE ENTER CORRECT LETTER>>> 
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Question Frame #11B Number 4 -----.-







PLEASE ENTER CORRECT LETTER>>> 
Frame #12 
Here are a few examples of 
how the letters and symbols can 
be used together to form numbers: 
78 = % ## { I I C50+20+5+2) 
191 = H% ####I (100+50+40+1) 
680 = & H% ### (500+100+50+30) 
5,555 = @ & % { (5000+500+50+5) 
PRESS SPACE BAR TO CONTINUE 
Question Frame #12A Number 5 ----
Let's see if you can fig~re out 
a few of these Greek numbers: 





PLEASE ENTER CORRECT LETTER>>> 
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Question Frame # 12B Number 6 ___ "T'" 
What about this one? 





PLEASE ENTER CORRECT LETTER>>> 
Frame #13 --------------------------
Changing decimal numbers into 
Greek symbols and numbers isn't 
very difficult. The number is 
divided by 1000, 100, 10, and 5 to 
determine the symbols necessary. 
As an example, the number 367. 
there are 3- 100's or HHH , 
there are 6-10's or % # , 
there is 1-5 or { , 
and there are 2-1's or II 
PRESS SPACE BAR TO CONTINUE 
Frame #14 
A few more examples ••• 
292 = HII% #### II 
317 = HHH# { II 
1189 = XH% ### II II 
7082 = @ & HHH II 
PRESS SPACE BAR TO CONTINUE 
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Question Frame #14A Number 6 ___ ~ 
Now you try to convert 340 to 
Greek. Select the best one 
of the answers below ••• 
a ) X X X # f/11 # 
b) HHH#### 
c) % Hll ### 
d) HHH % 
PLEASE ENTER CORRECT LETTER>>> 
Question Frame #14B Number 7 
'vha t about 7,628 ? 
a) XX HH ## ( Ill 
b) @ HH % ## ( Ill 
c) @ I-IH % ## ( II 
d) @ HH ## ( II 
PLEASE ENTER THE CORRECT LETTER>>> 
Frame #15 ----------------------------
This system of numerals was 
adequate until the 3rd century 
B.C. At that time additions began 
to appear to the system. 
Instead of writing I 's for 1's 
they used 9 different letters of 
the alphabet to represent the 
numbers 1-9. 
PRESS SPACE BAR TO CONTINUE 
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Frame #16 ----------------------------
As an example, they would 
assign the following letters: 
A B C D E F G H I 
1 2 3 4 5 6 7 8 9 
After 9 they assigned a letter 
each value of ten so that: 
J K L M N 0 P Q R 
10 20 30 40 50 60 70 80 90 
A number like 23 would be KA! 
PRESS SPACE BAR TO CONTINUE 
Question Frame #16A Number 8 ---







PLEASE ENTER CORRECT LETTER>>> 
Frame #17 ----------------------------
After 90, they again assigned 
letters to hundreds so that: 
s = 100 T = 200 u = 300 
••• and so on. The only problem 
was that the Greeks had only 24 
letters in the alphabet. They 
needed three additional symbols 
to complete the letters for 700, 
800, and 900. 
PRESS SPACE BAR TO CONTINUE 
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Frame #18 -----------------------------
To solve this problem they 
borrowed letters from the 
Phoencian alphabet. 
The mathematicians enjoyed 
the simplicity of the system. 
Using the alphabet or 'ciphered' 
system, 699 would now look like 
this: 
ZRI 
••• or 600 + 90 + 9 
PRESS SPACE BAR TO CONTINUE 
Frame #19 ----------------------------T 
The new 'ciphered' system 
wasn't popular with the common 
merchant or builder because they 
needed to learn 27 symbols and 
their relative values. 
The older system still 
remained important for trade and 
commerce in Greece. 
PRESS SPACE BAR TO CONTINUE 
Frame #20 
Let's review ••• 
I , s are 1 ' s 
= 5 
#'s are lO's 
H's are lOO's 
X's are 1000's 
PRESS SPACE BAR TO CONTINUE 
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Frame #21 ---------------------------r 
The PENTA symbol was tied to 
other symbols to shorten the 
number of symbols: 
% = 50 
& = 500 
@ = 5000 
PRESS SPACE BAR TO CONTINUE 
Question Frame # 21A Number 9 --...... 
How many letters and symbols 






PLEASE ENTER CORRECT LETTER>>> 
Question Frame # 21B Number 10 --,... 
The Greeks probably developed 
the newer alpabet system because: 
a) It was easier for the math-
ematicians to do their work 
b) They had difficulty drawing 
the % @ and & 
c) The common people liked it 
better than the older way 
d) It was easier to learn 
PLEASE ENTER CORRECT LETTER>>> 
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Frame #22 -----------------------------
Thank you for learning about 
Greek numbers. Could you 
figure out what year that this 
program was written? 









TYPE I REINFORCEMENTS 
Description of Reinforcement 








































Incorrect answers cause the 
computer to plot the correct 
point •. 
Two chances for each question 
to be answered. Incorrect 
answers yield tutorial. 
Incorrect answers cause the 
program to provide hints and 
tutorial. 
Correct answers progress 
student to new lessons. 
Errors are recorded and 
reported. 
Correct answers are reported 
as correct. Incorrect answers 
cause the computer to show 
correct answer. 
Computer provides correct 
formula for first wrong 
answer. On second wrong 
answer, provides completed 
problem. 
Computer keeps score and 
lists problem~ missed 
Screen flashes if incorrect 
and waits for correct answer 





Fractions Eguivalents 2 
Scholastic 
S-8/ Add Fractions 
Fractions 2 
Scholastic 









TYPE 2 REINFORCEMENTS 
Errors are immediately 
flagged. 
Incorrect answers provide 
tutorial. 
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Incorrect answer prompts 
student to enter correct one 
Tutorial for incorrect 
responses. 
Mistakes clue the computer 
to show how to work the 
problem. 
Errors are immediately 
flagged as students work 
the problem. 
Knowledge of correct response and positive or negative 
reward 
K-3/ 
















Correct answers allow alliga-
tors to gulp-down problems. 
Cor r e c t an s "'' e r s 






Laser cannons blast aliens 
as problems are answered 
correctly. 
Correct answers cause lasers 
to zap robot ships. Incorrect 
answers allow the robot ship 
to come close enough to zap 


























































Wrong answers count out 
correct answer in color on 
screen while speaker beeps. 
Correct answers cause a 
happy face and pleasing 
comment. 
Wrong answers give penalties 
and "zap." 
Correct answers get words of 
praise. Students get help for 
incorrect answers 
Correct answer makes acrobat 
somersault. Incorrect makes 
acrobat fall. 
If teacher desires, rocket 
blast off at each correct 
response. 
Visual rewards are given 
after correct answer. If 80 
per cent are answered 
correctly, a harder lesson is 
offered. 
Visual and audio rewards are 
given for correct answers. 
Flashing patterns are given 
for correct answers. Wrong 
answers require copying the 
correct one. 
Upon correct response the 
the screen and speaker go 
wild. 
Students make "a basket" 


































TYPE 3 REINFORCEMENTS 
Color high resolution 
graphics are positve 
reinforcers. 
Graphics and sounds aid in 
reinforcement. 
Correct answers earn gold 
medals. 
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Correct answers allow a 
strongman to strike a 
carnival bell with a mallet. 
Parachutist lands on target 
if answer is correct. If 
not he lands to either side. 
Medals, points, or "wipe 
out" the "bad guy" are 
example rewards. 
A beeping arrow and flashing 
number reward correct 
answers. Correct solution is 
displayed for wrong answers. 











K-3/ Dragon Mix 
Nult. & Div. DLM 
Correct answers shoot down an 
ever increasing green slime. 
Correct answers shoot down 
tanks. Fortifications are 
destroyed if answers are 
incorrect. 
A dragon saves a city from 
invading aliens as correct 




















































Little man moves along diving 
board for each correct 
answer. 
Correct answers advance 
players along a course. Wrong 
responses stymie movement. 
Cars accelerate for each 
correct answer. 
Each correct answer 
increases the number of 
buses jumped by a car. 
Correct answers build up a 
robot shield. Incorrect 
ones cause aliens to fire. 
Correct answers allow 
caterpillar to speed around 
track additional laps. 
Correct answers fill a pail 
from the well of money. 
Incorrect answers spill out 
some. 
A little man ascends a 
ladder as answers are 
correct. 
Each correct answer allows a 
little man to walk down the 
gallows step to avoid 
hanging. 
Correct answers allow user 
to move space ship. 
Incorrect ones cause aliens 
to fire. 
Ice cream scoops are added 
to a cone as responses are 
correct. 
A weightlifter hefts an 
ever increasing mass as 




--I Lawn of the 
Arith. lost rings 
Miera-Ed 





TYPE 4 REINFORCEMENTS 
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A runner jumps more and more 
as answers are correct. 
A lawnmower mows the grass 
to uncover more lost rings 
as the answers are correct. 
Correct answers put the 
lights out in a building. 
In the Base Ten segment 
correct answers progress the 
user through a maze of black 
holes and meteors. 






























A brief video game is given 
after correctly answering a 
teacher-predetermined number 
of questions. 
A teache-determined number 
of correct answers will push 
the student to the next area 
of difficulty. 
Ten correct answers fires a 
rocket. 
At the conclusion of the 
program a print-out scores 
problems missed, solutions. 
Hrong answers get tutorial. 
A score appears after 10 
problems. 
A student report is issued 









Wrong answers are shown 
correct answers. A summary 
of student performance is 
given at the end. 
16J 
Correct answers mass points 
that wipe out Bad Honster 




Flowchart of BASIC Language Computer 
Courseware Programs 
<Ky----y-....:,_:;w ___ F_R_M_m_· R-....J 
N 





























Computer Report of Student Response 
Example Computer Report of Student Responses 
Lesson: Hieroglyphics 
Reinforcement: Control 
Student name: (sample) 














Question # Resp. Time C/I Reinfor. Time 
1 10.5 1 3.094 
2 2.2 0 3.57 
3 4.23 1 .238 
11 1. 76 1 5.23 
Total Correct =7 
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APPENDIX H 
Lesson Ordering and Reinforcement Types 
Lesson Orders 
First Second 















































Student Test Calendar 
Student Day and Lesson 
2 3 4 5 8 9 10 15 16 17 21 22 
1 HH BG GS HC 
2 HH BG GS HC 
3 BG GS HC HM 
4 BG GS HC IH1 
5 GS NC I-nt BG 
6 GS HC HH BG 
7 MC HH BG GS 
8 HC lUI BG GS 
9 HM BG GS MC 
10 HM BG GS NC 
11 BG GS NC HH 
12 BG GS HC HH 
13 GS MC HM BG 
14 GS NC HM BG 
15 MC HH BG GS 
16 HC HM BG GS 
17 HH BG GS HC 
18 HH BG GS HC 
19 BG GS HC HM 
20 BG GS MC HH 
21 GS HC HH BG 
22 GS HC HM BG 
23 MC HM BG GS 
24 MC HM BG GS 
25 HN BG GS MC 
26 HM BG GS MC 
27 BG GS HC HM 
28 BG GS HC HH 
29 GS MC HH BG 
30 HC HM BG GS 
31 BG GS HC HM 
32 HM BG GS HC 
HM: Hieroglyphics with mixed color graphics and sound reinforcements, 
BG: Babylonian with low resolution graphics reinforcements 
GS: Greek \vi th sound reinforcements 
HC: Mayan with control set of reinforcements 
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Student Schedule of Testing 
Student Period Teacher Presentation Order 
1 • 201 2 Flowers 13HN 17BG 23GS 29HC 
2 • 202 2 Flowers 13HN 17BG 23GS 29HC 
3. 203 2 Flowers 14BG 20GS 24MC JOHN 
4. 204 2 Flo,.,rers 14BG 20GS 24HC 30HM 
s. 205 2 Flowers lSGS 21MC 28HM 31BG 
6. 206 2 Flowers lSGS 21MC 28HM 31BG 
7. 301 3 Almaas 13NC 17HM 23BG 29GS 
8. 302 3 Almaas 13MC 17HM 23BG 29GS 
9. 303 3 Almaas 14HM 20BG 24GS 30HC 
10. 304 3 Almaas 14HM 20BG 24GS 30HC 
11. 305 3 Almaas lSBG 21GS 28HC 31HM 
12. 306 3 Alma as lSBG 21GS 28NC 31HM 
13. 401 4 Jaeger 13GS 17MC 23HH 29BG 
14. 402 4 Jaeger 13GS 17HC 23HH 29BG 
15. 403 4 Jaeger 14HC 20HH 24BG 30GS 
16. 404 4 Jaeger 14HC 20HM 24BG JOGS 
17. 405 4 Jaeger lSI-IN 21BG 28GS 31MC 
18. 406 4 Jaeger lSHM 21BG 28GS 31MC 
19. 501 5 ~·1ullen 13BG 17GS 23HC 29HM 
20. 502 5 Mullen 13BG 17GS 23MC 29HH 
21. 503 5 Mullen 14GS 20Jv!C 24HM 30BG 
22. 504 5 Hull en 14GS 20HC 24HH 30BG 
23. 505 5 Mullen lSMC 21HM 28BG 31GS 
24. 506 5 Mullen 15MC 21HM 28BG 31GS 
25. 601 6 Hull en 13HH 17BG 23GS 29MC 
26. 602 6 Mullen 131-IH 17BG 23GS 29MC 
27. 603 6 Hull en 14BG 20GS 24MC 30HH 
28. 604 6 Null en 14BG 20GS 24MC 30HM 
29. 605 6 Hull en lSGS 21NC 28HN 31BG 
30. 606 6 Hull en lSHC 21HH 28BG 31GS 
31. 101 1 16HH 19BG 21GS 29NC 
32. 102 1 16BG 19GS 21NC 31HM 
APPENDIX I 
Computational Chart for Latin Square Design 
Analysis of Variance 
Simple Latin square designs using an analysis of variance can 
be 
computed by the following: 
Sum of rows: llk~ T"2 r •• 
Sum of columns: llk~ T"2 .c. 
Sum of orders: llk ~ T"2 •• a 
Totals: T"2IN 
Cell totals: ~ X"2rca 
Rows variation: 1lk ~ T"2r •• -T"2IN 
Columns variation: 1lk £ T"2.c. - T"2IN 
Main effect: 1lk 2:: T"2 •• a -T"2IN 
Residual: 
Total: 
This design yields 3 F tests: 
Rows: Rows I 
Columns: Columns 






Bruning and Kintz(1977) provide a 24 step computational set 
that yields a table as follows: 




Treatment X order 





Treatment X order 
Treatment X factor 
Order X factor 
X factor 
Treatmentr X order X factor 
Error within 
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ms F p 
APPENDIX J 
BASIC Language Computer Program for Computation 
of Latin Square ANOVA 
10 rem Latin square program 
20 rem 4x4 design with set random arrangement 
30 rem embedded data 
40 
so 
60 rem read input data into s(x) 
70 FOR X=1 TO SO 
80 READ S(X) 
90 NEXT X 
100 
110rem compute cell totals 
120 FOR X=1 TO 16 
130 FOR Z=1 TO S 
140 LET C=C+1 
1SO LET P(X)=P(X)+S(C) 
160 NEXT Z 
170 NEXT X 
180 
190 
200 rem row totals 
210 FOR X=1 TO 20 
220 LET R1= R1+ S(X) 
230 LET R2= R2+ S(X+20) 
240 LET R3= R3+ S(X+40) 
2SO LET R4= R4+ S(X+60) 
260 NEXT X 
270 
280 
290 rem column totals 
300 FOR Z=1 TO 4 
310 READ START, FINISH 
320 FOR X= START TO FINISH 
330 LET C1= C1 + S(X) 
340 LET C2= C2 + S(X+5) 
3SO LET C3= C3 + S(X+10) 
360 LET C4= C4 + S(X+15) 
370 NEXT X 
380 NEXT Z 
390 DATA 1,5,21,25,41,45,61,65 
400 
410 
420 rem squares of rows 




460 rem squares of columns 
470 LET CS= l/4*(C1*C1+C2*C2+C3*C3+C4*C4) 
480 
490 
500 rem order total squares 
510 LET 01= P(3)+P(6)+P(9)+P(16) 
520 LET 02= P(1)+P(3)+P(12)+P(14) 
530 LET 03= P(4)+P(5)+P(10)+P(15) 
540 LET 04= P(2)+P(8)+P(11)+P(13) 
550 LET OS= 1/4*(01*01+02*02+03*03+04*04) 
560 
570 
580 rem total squares 
590 LETTS= ((R1+R2+R3+R4+C1+C2+C3+C4)A2)/80 
600 
610 
620 rem cell total squares 
630 FOR X=1 TO 80 
640 LET CT= CT + (S(X)*S(X)) 















r • • = 
• c • = 








750 rem computations of F tests 
760 
770 LET ROWS/SUBJECTS= RS-TS 
780 
790 LET COLUMNS/ORDERS = CS-TS 
800 
810 LET MAINEFFECT = OS-TS 
820 
830 LET RESIDUAL = CT-RS-CS-0S+2*TS 
840 
850 LET TOTAL= CT-TS 
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APPENDIX K 
Sample Code Listings of Computer Programs for Research 
Courseware Depicting Hieroglyphics with Color 
Graphics and Sound Reinforcement 
0 REM Apple 2E: Minimum 64 K Applesoft BASIC 
1 REM HIEROMIXED 
2 REM ESTABLISH START AT $4000 FOR BASIC 
3 POKE 103,1: POKE 104,64: POKE 16384,0: RUN 10 
10 HOME 
11 PRINT "ENTER";: FLASH : PRINT "LAST";: NORMAL 
PRINT 11 NAME PLEASE:"; 
12 INPUT NAME$ 
20 GOSUB 4000: REM SET-UP INTO FRAME AND BLOAD 
21 GG = 7:TT = 3 
26 DIM C(11): DIM Q(11): DIM QUE(15): DIM TIME(40) 
30 GOSUB 1000: REM FRAMER 
35 REM LOOK AT DATA B$ 
37 EE = .0025 
40 READ B$ 
60 IF B$ = "END" THEN FRAHE = FRAME + 1: GOTO 200 
70 IF B$ = "QUE" THEN 300 
80 IF B$ = "DONE" THEN 900 
90 GOSUB 3000 
95 GOTO 40 
200 REM END ROUTINE FOR NON QUESTION FRAHE 
201 \~$ = "PRESS SPACE BAR TO CONTINUE" 
202 Y1 = 180:X1 = 1: GOSUB 20000 
214 A = PEEK ( - 16368) 
215 IF PEEK ( - 16384) > 128 THEN A= PEEK ( - 16368): 
GOTO 290 
217 TIME(FRAME) = TIME(FRAHE) + .01 
220 DRAW 88 AT 29 * 7,180 
221 FOR TL = 1 TO 100! NEXT TL 
222 XDRAW 88 AT 29 * 7,180 
235 GOTO 215 
290 GOTO 30 
300 REM QUE ROUTINE 
301 NO = NO + 1 
305 READ ANSWER$ 
306 X1 = 1 
310 Y1 = 161:VJ$ = "ENTER CORRECT LETTER": GOSUB 20000 
314 LET A = PEEK ( - 16368) 
315 A = PEEK ( - 16384) 
316 DRAW 88 AT 29 * 7,161 
317 QUE(NO) = QUE(NO) + .01 
318 A = A - 128 
319 XDRAW 88 AT 29 * 7,161 
320 IF A < 65 THEN 315 
321 IF A > 68 THEN 315 
17.3 
325 DRAW A - 3 AT 29 * 7,161 
330 IF A= ASC (ANSUER$) THEN CRT =CRT+ 1:0 = 0 + 10: 
C(NO) = 1: GOTO 500 
340 GOTO 800 
500 GOSUB 1000 
505 H$ = "THAT IS CORRECT" 
510 X1 = 70:Y1 = 100: GOSUB 20000 
511 M$ = STR$ (CRT) 
515 H$ = "FIRE\~ORKS II+ H$ +II IN YOUR HONOR" 
520 X1 = 50:Y1 = 120: GOSUB 20000 
522 H$ = "PRESS SPACE BAR TO CONTINUE" 
524 Y1 = 180:X1 = 1: GOSUB 20000 
525 POKE - 16368,0 
526 A = PEEK ( - 16384) 
531 UU = CRT - 63 
532 DRAH 88 AT 29 * 7,180 
538 IF A = 160 THEN 30 
539 YY = 11 
540 REM GRAPH SOUND REINFORCEMENT 
541 X2 = INT ( RND (8) * 190 + 2) 
542 SCALE= 1: ROT= O:T1 = 1 
546 FOR I = 6.2 TO 8.5 STEP .1 
548 S = ABS ( SIN (I) * 0 + 5) 
549 IF S < 1 THEN S = 1 
550 HPLOT X2,165 - S 
551 POKE 768,1: POKE 769,S: CALL 770 
552 X2 = X2 + 1 
558 NEXT I 
559 Q(NO) = Q(NO) + 1 
560 REM EXPLOSION 
561 HCOLOR= INT ( RND (8) * 7 + 1) 
562 FOR I = 1 TO CRT 
563 IF CRT > 3 THEN YY = INT ( RND (8) * 85 + 2) 
566 SCALE= I 
567 ROT= 33 + I: DRAH YY AT X2,167 - S 
569 ROT= 32 - I: DRAW YY AT X2,167 - S 
572 POKE 801,CRT / 2 + 1: POKE 815,100 +CRT* 5: CALL 800 
574 ROT= 64 + I: DRAW YY AT X2,165 - S 
578 ROT= 64 - I: DRAW YY AT X2,165 - S 
598 NEXT I 
600 · X2 = INT ( RND (8) * 190 + 1) 
601 HCOLOR= 3 
602 IF PEEK ( - 16384) > 128 THEN A= PEEK (- 16368): 
GOTO 650 
620 GOTO 546 
650 SCALE= 1: ROT= 0: 
655 XDRAW 88 AT 29 * 7,180 
660 GOTO 30 
800 REM INCORRECT ROUTINE 
805 \'!$ = "INCORRECT " + ANSWER$ + 11 IS THE CORRECT AHSHER" 
810 Y1 = 171:X1 = 1 
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815 GOSUB 20000 
820 A = PEEK ( - 16368) 
830 \J$ = "PRESS SPACE BAR TO CONTINUE" 
832 Y1 = 180:X1 = 1: GOSUB 20000 
834 IF PEEK ( - 16368) > 128 THEN A= PEEK ( - 16368): 
GOTO 30 
838 Q(NO) = Q(NO) + .01 
840 DRAW 88 AT 29 * 7,180 
842 FOR TL = 1 TO 100: NEXT TL 
844 XDRAW 88 AT 29 * 7,180 
850 GOTO 834 
899 GOTO 522 
900 TEXT : PRINT "PRINTER NEEDS TO BE ON LINE" 
901 FOR DLY = 1 TO 1000: NEXT DLY 
902 PRINT : PRINT : PRINT : PRINT "THANK YOU"; 
903 GET CODE$ 
904 IF CODE$ < > "-" THEN 903 
907 PR# 1: POKE 33,33 
908 PRINT "PERSON'S NAHE:";NAJviE$;" (HIEROHIXED)" 
909 PRINT "Time Responses to Non-Question Frames" 
910 PRINT 
913 FOR I = 1 TO 23 
914 T = ( INT (TIME(I) * 199.8)) I 10 
915 PRINT "FRAHE # 11 ;I;" = ";T;" SECONDS" 
916 NEXT I 
917 PRINT 
918 PRINT "QUESTION RESPONSES" 
919 PRINT "1= CORRECT, 0= INCORRECT" 
920 PRINT "QUE# RESP.TIHE CII #REIF." 
922 FOR I = 1 TO 11 
923 QUE(I) = ( INT (QUE(I) * 65)) I 10 
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924 PRINT TAB( 2)I; TAB( 10)QUE(I); TAB( 20)C(I); TAB( 27)Q(I) 
926 NEXT I 
927 PRINT "TOTAL CORRECT= ";CRT 
930 PR# 0 
999 END 
1000 REM FRAMER 
1005 HCOLOR= 3: SCALE= 1: ROT= 0 
1010 HGR : POKE - 16302,0 
1020 HPLOT 0,0 TO 279,0 TO 279,170 TO 0,170 TO 0,0 
1096 y = 0 
1097 FOR Q = 1 TO 5: PRINT : NEXT Q 
1099 RETURN 
2000 D$ = CHR$ (13) + CHR$ (4) 
2010 PRINT D$;"BLOAD CHARSET3" 
2015 REM PUT SHAPE TABLE AT $0800 
2016 REM E8 01 16 
2017 REM SPECIAL SET AT $1791 
2020 POKE 232,1: POKE 233,16 
2021 REM SOUND ROUTINE AT $300 -770 DEC 
2022 PRINT D$;"BLOAD NOISE" 
2023 REM EXPLOSION ROUTINE AT $320 -800 DEC 
2024 FOR I = 800 TO 821 
2025 READ SO: POKE I,SO 
2026 NEXT I 
176 
2027 DATA 160,1,162,0,138,24, 
233,1,208,252,141,48,192,232,224,150,208,242,136,208,237,96 
2030 RETURN 
3000 REM PRINT ROUTINE 
3005 c = - 3 
3006 D = 60 
3007 RR = 93 
3010 FOR I = 1 TO LEN (B$) 
3020 LET L = ASC ( MID$ (B$,I,1)) 
3022 IF L = 124 THEN L = 5: GOTO 3043 
3023 IF L = 94 THEN L = 3: GOTO 3043 
3024 IF L > 96 THEN L = L - 63: GOTO 3043 
3025 IF L > 64 THEN L = L - 3: GOTO 3043 
3026 IF L = 64 THEN L = 4: GOTO 3043 
3027 IF L = 38 THEN L = 6: GOTO 3043 
3031 L = L - 31: GOTO 3043 
3043 DRAW L AT I * 7 + 5,Y + 12 
3044 IF L < > 1 THEN A = PEEK (49200) 
3045 NEXT I 
3050 y = y + 12 
3060 RETURN 
4000 REM INTRO GRAPHIC 
4003 GOSUB 2000 
4005 GOSUB 1000 
4010 \~$ =" HIEROGLYPHICS" 
4020 SCALE= 2 
4021 GG = 15 
4022 X1 = 2 
4024 Y1 = 10 
4025 FOR II = 1 TO 8 
4030 GOSUB 20000 
4035 Y1 = Y1 + 18 
4040 NEXT II 
4900 FOR HH = 1 TO 2000: NEXT HH 
4990 RETURN 
10000 DATA 11 Introduction to Number Systems" 
10005 DATA II ------------ -- ------ -------" 
10015 DATA " Directions-" 
10020 DATA " This is a series of programs" 
10025 DATA "that \vill teach you how other types" 
10030 DATA of counting systems work. 
1 0 0 3 5 DATA " You Hi 11 s t u d y h o \v t he " 
100L~O DATA "Egyptians, Babylonians, Jviayans, and" 
10045 DATA "Romans counted and recorded numbers." 
10050 DATA "Follow all direct ions carefully, and'' 
















































Primitive Number Systems" 
II 
No one knows how man first" 
DATA " 
DATA " 










began to count. Perhaps there was a 
need to keep track of the number of 
"sheep and goats in the herd, or the" 
number of days between new moons. 
" For "'hatever reason, early man" 
"began counting with fingers," 
"piles of stones, and stacks of sticks." 
"END" 
REM **********FRAME #3******* 
DATA " The piles of sticks could be" 
DATA kept in bundles to keep track of 
DATA different herds or months. When 
DATA "counted, they could be laid out 
DATA neat rows ••• perhaps in sets of 
DATA "five:" 
DATA " " 
DATA" IIIII IIIII IIIII" 
DATA " " " " 
in" 
DATA " 15 sticks representing 15 goats!" 
DATA "END" 
REM ***** FRAME #4********* 
DATA " You have probably used a similar" 
DATA "'tally' system when counting events" 
DATA or scores of games. It works well 
DATA "for small counts, but, consider" 
DATA a number like 99. Here is what it 
DATA looks like in tally marks ••• 




DATA " II 
DATA "END" 













As goat herds got larger, and as" 
man began to trade goats for grain 
"and grain for goods, a shorter" 
method of counting was required. 





















































DATA merchants of Egypt developed a wny 
DATA of shortening the tally system of 
DATA counting. They wrote special 
DATA symbols called hieroglyphics. 
DATA "END" 
REM *****FRAME #6***** 
DATA 11 They invented special symbols" 
DATA to represent larger numbers. 
DATA" ", For ten sticks they made a " 
DATA II II 
DATA "So that ••• 10 = "'" 
DATA II 11 = "' II 
DATA II 12 = ,. II 
DATA " 13 = ,. II 
DATA II 14 = ,. \" 
DATA" 15 = " I" 











Larger numbers could be written 
"as:" 
" " 
II A A A I I I II 
" " 
DATA " or ••• " 
DATA II tl 
DATA II 10 + 10 + 10 + 3" 
DATA II II 
DATA " or ••• " 
DATA II II 
DATA II 33" 
DATA "END" 
REM *****FRAME #8***** 
II ••. and a number like 
"like this ••• " 
II II 
II A " A A " " " 
II II 
" or ••• " 
" 7 A f s 
II II 



















II Total = 78" 
DATA "END" 
look" 
REM *****Question Frame #SA Number 1***** 
DATA "Hhat would the following" 
DATA "hieroglyphic represent?" 
DATA II " 






























































REM ********QUESTION FRANE #BB***** 
DATA " \vh at about the f o 11 o ,'ling? 11 
DATA " A A A A A " ,.. A " A " A A A "" 
DATA II II I I Ill II II 








c) 159 11 
d) 158" 
REM *****Frame #9***** 
DATA " The ten's symbol helps solve" 
DATA 
DATA 
the problem of writing larger 
"numbers. Still, very large" 
DATA "numbers like 678 would be difficult","to 
DATA ff A A A A A A A A A A A tf 
DATA tfA A " " II II " " II II llfl .. " " " " " II II A Atl 




DATA !Ill II 
.. " II A A A Atf 
" " A II .. " II A A Atf 
II II II II II II II II llfl 
DATA fill II II " .1\ A A I I I I I I I I " 
DATA "END" 
REM *****Frame # 10***** 
DATA 11 For this reason, two new" 
DATA symbols were introduced by the 
DATA "Egyptians:" 
DATA II " " " 
DATA II 100 = @" 
DATA " "," " 
DATA II 1000 = &" 
DATA "END" 
REM *****Frame # 11***** 
DATA " Larger numbers could be" 
DATA written more easily by using each 
DATA of the new symbols. 
DATA " " 
DATA " 678 could be reduced to ••• " 
DATA " II 
DATA 11 @ @ @ @ @ @ or 600" 
DATA " II 
DATA " " 11 " " 11 " 11 or 70" 
DATA " " 






















































" DATA " 
DATA " 
DATA 
Total = 678" 
"END" 
REM *****Question Frame #llA***** 
DATA "Can you remember the symbols?" 
DATA " " 
DATA " \Jhat does @ represent?" 










REM *****Question Frame #llB***** 
DATA " \~ h a t d o e s t he s y m b o 1 & s tan d f or ? "' 
DATA " " 
DATA " a) 10" 
DATA II b) 100" 
DATA " c) 1000" 
DATA " d) 10000" 
DATA "QUE",C 
REM *****FRAME #12****** 
DATA " Here are a few examples of" 
DATA how symbols can be added 
DATA together to form numbers. 
DATA II " 
DATA " & & & @ @ @ A A I I I I = 3,324" 
DATA II II 
DATA " & @@@@@ A A A ,. I = 1,541" 
DATA " " 
DATA " @ ,. A ,. ,. A 111111111 = 159" 
DATA II " 
DATA II & & & & & & & A ,. ,. ,. = 7,040" 
DATA "END" 
REM *****Question Frame #12A***** 
DATA "Let's see if you can figure out" 
DATA "a fe\v of these hieroglyphs ••• " 
DATA " " 
DATA " Hhat would & & " A Ill be?" 










REM *****Question Frame #12B***** 
DATA " Hhat about this one?" 
DATA II " 
DATA "&: & &: @ @ @ @ .. A ,. ,. IIIII" 
DATA " " 





















































DATA II II 
DATA " b) 4,345" 
DATA " " 
DATA " c) 4,354" 
DATA " " 
DATA II d) 3,445" 
DATA "QUE", D 


























" Changing a decimal number to" 
Egyptian hieroglyphics is easy. 
All you need to do is decide how 
"many ones, tens, hundreds, and" 
thousands there are in a number. 
" As an example, 563:" 
II II 




" or ••• " 
5 - hundreds" 
6 - tens" 
3 - ones" 
II @@@@@ .... """"Ill" 
END 
*****Frame #14***** 












"&s,&G©@@" .. "" .. " "IIIII" 
END 
REM *****Question Frame #14A***** 
DATA "Nov1 you try. Convert 392 to" 
DATA "hieroglyphs. Is it ••• " 
DATA II " 
DATA " a) & & & " " I Ill I I I I I " 
DATA " II 
DATA " b) " .. .. @ @ @ @ @ @ @ @ @ II " 
DATA " " 
DATA " c) @ @ @ .. .. .. .. .. .. .. .. .. II II 
DATA " II 
DATA " d) & & & @ Q@@@@@@@ I I" 
DATA QUE,C 
REM *****Question Frame #14B***** 
DATA " Hhat about 4,321?" 
DATA " Is it " 
DATA II II 
DATA " a) & & & & @ @ @ " " I " 































































"' A @ @ @ 
@ @ @ 
,.. ,.. 
REM *****FRAME #15***** 














" Doing math problems '"ith" 
hieroglyphics is a bit more 
confusing. Consider a simple 











"Can you determine the answer?" 
END 













"Hell, it looks like this ••• " 
II II 
II & & & @ @ A ~ 11 IIIII 
II + @ @ @ " A A A ~ 
II --------------------" 
II & & & @@@@@A A A A A A A Ill I" 











REM *****Frame #16A***** 
DATA " Now you add this one." 





@ @ @ @ @ @ A ,. A I I I" 
@@@@""II II 
---------------------" 
DATA "Is it ••. " 
DATA "a) @ @ @ @ 
DATA "b) & @ @ @ 
DATA "c) & " " "' 
DATA "d) & & & @ 
DATA "QUE",C 
?" 
@A A A A A llll/111"  1\    1\ ft 
A A 1111 1111 1! I I l I II 
REM *****Frame #17***** 
DATA " Problems pop-up in Egypto-math" 
DATA when carrying occurs. 
DATA Imagine the fun of adding ••• 
DATA " II 





















































DATA II + 1" 
DATA II " 
DATA II " 
DATA II ••• in hieroglyphics?" 
DATA END 
REH ~:<~:<~:o:~Frame 
DATA Here is ,., h a t i t 1 o o k s like ••• 
II II 
II 9 @'s or @ @ @ @ @ @ @ @ @II 
II 9 "IS " " " " " " " " "II or 














" 10 I 's = a 
" 10 "'s =a 
" 10 @'s = a 
" The answer 
END 
" , which makes" 
@, \vhich makes" 
& !" 
becomes & or 1000." 
REM *****FRAME #19***** 
DATA " It probably wasn't easy" 
DATA "learning to do mathematics in the" 
DATA "good old days of 4000 B.C. The" 
DATA main problem with the system of 
DATA hieroglyphic numbers was the lack 
DATA of the zero. There was no way to 
DATA show decimals or fractions or 
DATA very large numbers over 1 million. 
DATA " Still, the Egyptians \olere" 
-DATA able to build marvelous pyramids 
DATA and temples with this simple 
DATA system. Maybe now you can be glad 
DATA about our system! 
DATA END 
REH ~~ ~:~ :;:~ ~:~ ~:: F r arne # 2 0 ~~: :!! >:< :::: :;::: 
DATA " Let's rev i e\v. " 
DATA " II 
DATA " I Is are 1's" 
DATA " II 
DATA " "IS are lO's" 
"DATA " " 
DATA " @'s are lOO's" 
DATA " " 
DATA " and &'s are 1000's" 
DATA END 







" ••• and some conversions:" 
" " " " ' "1111111111 = "" 
II II II II 
' 1fA A A A A A A A 
II II II 
' 















































DATA "@ @ @ @ e @ G 0 @ G = &" 
DATA END 
REM *****FRAME #21A***** 
DATA "Do you remember \'lha t the system" 
DATA "of Egyptian counting is called?" 
DATA "Is it •• II 
DATA II II 
DATA " a) Hiratics 11 
DATA II II 
DATA II b) Symbology" 
DATA II, " 
DATA II c) Hieroglyphics" 
DATA II II 
DATA " d) Base 10 11 
DATA QUE,C 
REN * * ~:~~c~~ Frame # 21 B~:,~::~:<*):' 
DATA Hhat are the main disadvantages 
DATA of a system like this? 
DATA II " 
DATA " a) It is too hard to write" 
DATA " the symbols" 
DATA II b) There is no way to sho\v 11 
DATA " a zero" 
DATA " c) It is too old and unkno\vn" 
DATA II d) There was no way of adding 
DATA " subtracting" 
DATA QUE,B 
REM *****Frame #22***** 





"can go home and tell your mummy that" 
you know how to count like a real 
pharaoh! 





REM BOTTON OF SCREEN PRINT 
TT = 29:UU = 1 
FOR U = 1 TO LEN (H$) 
PP = ASC ( MID$ (W$,U,1)) - 3 
IF PP = TT THEN PP = UU: GOTO 
IF PP < 57 THEN PP = PP - 28 






Coding Procedures for Real Time Programming in 
Selected Reinforcement Structures 
Question Sensing Subroutine 
200 REM END ROUTINE FOR NON QUESTION FRAME 
201 \~$ = "PRESS SPACE BAR TO CONTINUE" 
202 Y1 = 180:X1 = 1: GOSUB 2000d 
214 U = PEEK ( - 16368) :REM Sense key 
215 LET A = PEEK ( - 16384) 
217 TIME(FRAME) = TIME(FRAME) + .01 :REM Count loop 
220 DRAW 88 AT 29 * 7,180 
221 FOR TL = 1 TO 100: NEXT TL 
222 XDRAW 88 AT 29 * 7,180 
230 IF A = 160 THEN 290 
235 GOTO 215 
290 GOTO 30 
300 REM QUE ROUTINE 
301 NO = NO + 1 :REM count correct 
305 READ ANSWER$ frames 
306 Xl = 1 
310 Yl = 161:\V$ = "ENTER CORRECT LETTER": GOSUB 20000 
314 LET A = PEEK ( - 16368) 
315 A = PEEK ( - 16384) 
316 DRAW 88 AT 29 * 7,161 
317 QUE(NO) = QUE(NO) + .01 :REM count time for 
318 A = A - 128 correct frame 
319 XDRAW 88 AT 29 * 7,161 
320 IF A < 65 THEN 315 
321 IF A > 68 THEN 315 
325 DRAW A - 3 AT 29 * 7,161 
330 IF A = ASC (ANSWER$) THEN CRT = CRT + l:C(NO) = 1: 
GOTO 500 
340 GOTO 800 
Co~rect Reinforcement 
500 GOSUB 1000 
505 H$ = "THAT IS CORRECT" 
510 Xl = 10 >l< 7 
515 Yl = 100 
520 GOSUB 20000 
522 \>!$ = "PRESS SPACE BAR TO CONTINUE" 
524 Yl = lBO:Xl = 1: GOSUB· 20000 
185 
186 
525 POKE - 16368,0 
526 A = PEEK ( - 16384) 
530 Q(NO) = Q(NO) + .01 
532 DRAW 88 AT 29 * 7,180 
REM:time of reinf 
or cement 
534 FOR TL = 1 TO 100: NEXT TL 
536 XDRAW 88 AT 29 * 7,180 
538 IF A = 160 THEN 30 
540 GOTO 526 
Incorrect Control Loop 
800 REM INCORRECT ROUTINE 
805 H$ = "INCORRECT " + ANSHER$ + " IS THE CORRECT ANS'VJER" 
810 Y1 = 171:X1 = 1 
820 GOSUB 20000 
899 GOTO 522 
Printing routine 
900 TEXT : PRINT "PRINTER NEEDS TO BE ON LINE" 
901 FOR DLY = 1 TO 1000: NEXT DLY 
902 PR# 1: POKE 33,33 
908 PRINT NAME$ 
909 PRINT "Time Responses to Non-Question Frames" 
910 PRINT 
913 FOR I = 1 TO 23 
914 T = ( INT (TIME(I) * 199.8)) I 10 REM:time adjust 
915 PRINT "FRANE # ";I;" = ";T;" SECONDS" 
916 NEXT I 
917 PRINT 
918 PRINT "QUESTION RESPONSES" 
919 PRINT "1= CORRECT, 0= INCORRECT" 
. 920 PRINT "QUE # RESP.TIHE CII REIF.TIHE" 
922 FOR I = 1 TO 11 
923 QUE(I) = ( INT (QUE(I) * 65)) I 10:Q(I) = 
( INT (Q(I) * 198.2)) I 10 
924 PRINT TAB( 2)I; TAB( 10)QUE(I); TAB( 20)C(I); 
TAB( 27)Q(I) 
926 NEXT I 
·9 2 7 PRINT "TOTAL CORRECT= ";CRT 
930 PR# 0 
APPENDIX N 
Summarized Raw DATA 
Scores By Group 
Group I Order Scores 
HN 11 10 11 9 10 8 11 
BG 7 9 8 8 8 10 8 
GS 9 11 9 9 10 5 5 
NC 11 7 11 5 6 11 9 
Group II 
BG 9 10 8 8 10 8 8 
GS 9 9 8 7 10 7 9 
NC 6 11 8 8 7 10 9 
HN 9 10 10 11 11 8 11 
Group III 
GS 6 4 4 6 9 10 7 
HC 4 9 11 9 8 6 4 
HN 6 8 11 9 8 8 4 
BG 7 7 11 8 7 9 8 
Group IV 
11C 8 5 11 11 10 11 4 
HH 8 9 11 9 11 8 10 
BG 7 10 9 11 8 9 10 
GS 10 8 8 7 8 11 10.CJ 
\vher e: HN= Hieroglyphics with mixed sound/graphics 
BG= Babylonian cuneiforms with graphics 
GS= Greek numbers with sound 
NC= Mayan numbers with the control set 
Scores by Lesson Type 
Hieroglyphics 11 10 11 9 10 B 11 9 9 10 
10 10 11 11 8 11 6 8 11 
11 9 8 8 4 8 9 11 8 
Babylonian 7 9 8 8 8 10 8 9 10 9 
10 8 8 10 8 8 7· 7 8 
11 8 7 9 8 7 10 8 11 
Greek 9 11 9 9 10 5 5 9 10 11 
9 8 7 10 7 9 6 4 8 
4 6 9 10 7 10 8 8 7 
Hay an 11 7 11 5 6 11 9 6 4 10 
11 8 8 7 10 9 4 9 11 
11 9 8 6 4 8 5 11 11 
187 
188 
Scores of High vs Lo\V Achievement 
HIGH ACHIEVEHENT SCORES 
9 11 8 9 10 9 11 7 10 8 7 10 6 11 10 10 
6 9 11 9 4 6 4 9 10 7 8 1 1 9 8 8 11 
8 7 9 8 11 11 10 10 4 11 10 11 9 9 10 9 
11 9 11 8 8 10 11 8 
LO\ol ACHIEVEHENT SCORES 
10 11 10 8 11 8 8 10 8 7 9 11 9 5 5 11 
5 6 11 9 9 8 10 8 8 9 9 8 7 9 8 8 
7 10 9 9 11 11 8 11 4 8 6 4 6 4 7 7 
8 5 8 7 10 8 10 7 
Scores of High Vs Low Achievement by Group 
Hieroglyphics 
HIGH 9 11 10 10 8 11 9 8 8 9 11 9 11 8 
LOW 10 11 10 8 11 9 11 11 8 11 6 4 10 8 
Babylonian 
HIGH 8 9 10 8 11 8 7 9 8 10 9 11 9 10 
LO\V 8 8 10 8 7 9 8 10 8 8 7 7 8 7 
Greek 
HIGH 10 9 7 10 6 4 9 10 7 8 8 10 11 8 
LOH 9 11 9 5 5 9 9 8 7 9 6 4 10 7 
Nay an 
HIGH 11 7 7 10 6 4 9 10 7 8 8 10 11 8 
LOH 11 5 6 11 9 9 9 8 7 9 6 4 10 7 
Elapsed Reinforcement Times By Lesson Type 
In Seconds 
Hieroglyphics 
Hi xed Graphics Reinforcement Times 
1. 75 3.45 1.3 1. 27 1.8 
I. 73 1. 63 3 1.9 4.8 
9.38 .66 I. 91 I. 88 12.5 
3.5 1.5 5 2.88 2.0 
Babylonian 
Graphics 
3.62 2.23 10.41 I. 66 1.16 
I. 02 .98 .98 2.7 6.99 
16.09 1. 72 4.17 1.83 .86 
4.96 18.92 2.66 I. 21 3.81 
Greek 
Sound 
12.6 • 1 9.63 .16 .80 
2.56 2.03 .57 6.33 1.30 
5.22 1.66 I. 48 1.0 16.81 
I. 73 .43 .77 .95 .31 
Nay an 
Control 
1 13.12 .82 .92 .68 
I. 06 .43 .76 .66 I. 33 
2.05 .62 .74 • 8 I. 35 


































Mean Elapsed Reinforcement Times By Group 
In Seconds 
Group I Order Reinforcement Times 
HN 1. 75 3.45 1.3 1. 27 1.8 
BG 3. 62 2.23 10.41 1. 66 1.16 
GS 12.6 • 1 9.63 .16 .80 
HC 1 13.12 .82 .92 .68 
Group II 
BG 1. 02 .98 .98 2.7 6.99 
GS 2.56 2.03 .57 6.33 1.30 
NC 1.06 .43 .76 .66 1.33 
HH 1. 73 1.63 3 1.9 4.8 
Group III 
GS 5.22 1.66 1.48 1.0 16.81 
HC 2.05 .62 • 74 .8 1. 35 
HH 9.38 .66 1. 91 1.88 12.5 
BG 16.09 1. 72 4.17 1.83 .86 
Group IV 
JviC 2.14 2.18 1. 32 1. 64 .86 
HH 3.5 1.5 5 2.88 2.0 
BG 4.96 18.92 .2.66 1. 21 3.81 
GS 1. 73 .43 .77 .95 .31 
190 
1.10 1. 33 
1. 42 4.03 
• 12 2.24 
1. 99 1.07 
4.24 7.16 




1. 25 .44 
2.75 5.38 
22.79 • 9 
.98 .75 




He an Ela12sed Times of High VS Low Achievement 
Students Allowed by Students 
HIGH ACHIEVEMENT REINFORCEMENT TIMES 
.92 1. 07 1. 33 .91 2.05 .62 .74 
.8 .44 2 .14 1. 32 .86 .98 .75 
.16 2.24 1. 09 1. 46 5.22 1.11 1.48 
1.0 .76 1. 73 .77 .31 .21 .24 
1. 66 4.03 6.99 4.24 16.09 1. 72 4.17 
1. 83 .90 4.96 2.66 3.81 1. 82 7.38 
1. 27 1. 33 4.8 2.0 9.38 .66 1. 91 
1. 88 5.38 3.5 5.0 2.0 1. 22 4.3 
LOW ACHIEVEMENT REINFORCENENT THIES 
1. 75 3.45 1.3 1.8 1.10 1. 73 1.63 
3.00 1.9 4.67 12.5 2.75 1.5 2.88 
3.62 2.23 10.41 1.16 1. 42 1.02 .98 
.98 2.7 7.16 .86 22.79 18.92 1. 21 
2.22 • 1 9.63 .8 .12 2.56 2.03 
.57 6.33 2.22 16.81 5.83 .43 .95 
1 13.12 .82 .68 1. 99 1. 06 .43 
.76 .66 .66 1. 35 1.25 2.18 1. 64 
Mean Elapsed Times by Reinforcement/Lesson. 
Hieroglyphics/Mixed 
HIGH 1. 27 1. 33 4.8 2.0 9.38 .66 1. 91 
1. 88 5.38 3.5 s.o 2.0 1. 22 4.3 
LOiv 1. 75 3.45 1.3 1.8 1.10 1. 73 1.63 
3.00 1.9 4.67 12.5 2.75 1.5 2.88 
Bablylonian/Graphics 
HIGH 1.66 4.03 6.99 4.24 16.09 1. 72 4.17 
1. 83 .90 4.96 2.66 3.81 1. 82 7.38 
LOW 3.62 2.23 10.41 1.16 1.42 1.02 .98 
.98 2.7 7.16 .86 22.79 18.92 1. 21 
Greek/Sound 
HIGH .16 2.24 1.09 1.46 5.22 1.11 1. 48 
1.0 .76 1. 73 .77 .31 .21 .24 
LOW 2.22 • 1 9.63 .8 .12 2.56 2.03 
.57 6.33 2.22 16.81 5.83 .43 .95 
Hayan/Control 
HIGH .92 1.07 1. 33 .91 2.05 .62 .74 
.8 • 44 2.14 1. 32 .86 .98 .75 
LOW 1 13.12 .82 .68 1. 99 1.06 .43 
.76 .66 .66 1. 35 1. 25 2.18 1. 64 
