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ENHANCED DISSIPATION FOR THE 2D COUETTE FLOW IN
CRITICAL SPACE
NADER MASMOUDI AND WEIREN ZHAO
Abstract. We consider the 2D incompressible Navier-Stokes equations on T × R, with
initial vorticity that is δ close in H logx L
2
y to −1(the vorticity of the Couette flow (y, 0)).
We prove that if δ ≪ ν1/2, where ν denotes the viscosity, then the solution of the Navier-
Stokes equation approaches some shear flow which is also close to Couette flow for time
t≫ ν−1/3 by a mixing-enhanced dissipation effect and then converges back to Couette flow
when t → +∞. In particular, we show the nonlinear enhanced dissipation and the inviscid
damping results in the almost critical space H logx L
2
y ⊂ L
2
x,y .
1. introduction
In this paper, we consider the 2D incompressible Navier-Stokes equations on T×R:
(1.1)
 ∂tU + U · ∇U +∇P − ν∆U = 0,∇ · U = 0,
U |t=0 = Uin(x, y).
where U = (U1, U2) and P denote the velocity and the pressure of the fluid respectively. Let
Ω = ∂xU
2 − ∂yU
1 be the vorticity, which satisfies
(1.2) Ωt + U · ∇Ω− ν∆Ω = 0.
The Couette flow (y, 0) is a steady solution of (1.1) with Ω = −1.
We introduce the perturbation. Let U = (y, 0) + V and Ω = −1 + ω, then ω satisfies
∂tω + y∂xω − ν∆ω = −V · ∇ω,
V = ∇⊥(−∆)−1ω,
ω|t=0 = ωin(x, y),
(1.3)
and V satisfies  ∂tV + y∂xV − ν∆V +∇p = −V · ∇V − (V2, 0),∇ · V = 0,
V |t=0 = Vin(x, y).
(1.4)
The enstrophy conservation law ‖ω(t)‖2L2 + 2ν
∫ t
0 ‖∇ω(s)‖
2
L2ds = ‖ωin‖
2
L2 implies that the
solution of (1.1) remains δ-close in L2 to the Couette flow if the initial vorticity is δ-close in
L2 to -1. In this paper, we focus on asymptotic stability of the 2D Couette flow. For the
linearized equation {
∂tω + y∂xω − ν∆ω = 0,
ω|t=0 = ωin(x, y),
(1.5)
it is easy to obtain that
‖ω 6=‖L2x,y ≤ C‖ωin‖L2x,ye
−cνt3 and ‖V 6=‖L2t,x,y ≤ C‖ωin‖L2x,y ,(1.6)
Date: August 30, 2019.
1
2 NADER MASMOUDI AND WEIREN ZHAO
here we use the notation f 6=(t, x, y) = f(t, x, y) −
1
|T|
∫
T
f(t, x, y)dx. The first inequality in
(1.6) is the enhanced dissipation and the second one is the inviscid damping.
However the nonlinear interaction may affect this linear behavior which leads to the fact
that the nonlinear enhanced dissipation and inviscid damping are sensitive to the regularity
of the perturbation and/or its smallness. Then an interesting question can be proposed in
the following two ways:
1. Given a norm ‖ · ‖X(X ⊂ L
2), determine a β = β(X) so that for the initial vorticity
‖ωin‖X ≪ ν
β and for t > 0,
‖ω 6=‖L2x,y ≤ C‖ωin‖Xe
−cν
1
3 t and ‖V 6=‖L2t,x,y ≤ C‖ωin‖X ,(1.7)
or the weak enhanced dissipation type estimate
‖ω 6=‖L2t,x,y ≤ Cν
− 1
6‖ωin‖X(1.8)
holds for the Navier-Stokes equation (1.3).
2. Given β, is there an optimal function space X ⊂ L2 so that if the initial vorticity
satisfies ‖ωin‖X ≪ ν
β, then (1.7) or (1.8) hold for the Navier-Stokes equation (1.3)?
These two problems(find the smallest β or find the largest function space X) are related to
each other, since one can gain regularity in a short time by a standard time-weight argument
if the initial perturbation is small enough.
For β = 0, Bedrossian, Masmoudi and Vicol [5] showed that if X is taken as Gevery-m
with m < 2, then (1.8) holds.
For β = 12 , Bedrossian, Vicol and Wang [6] proved the nonlinear enhanced dissipation and
inviscid damping for the perturbation of initial vorticity in Hs, s > 1.
The problem is also related to the stability threshold problem for Couette flow. One may
refer to [2, 3, 4, 5, 7, 6, 9, 11, 14] for more details.
Our main goal is to prove that the nonlinear enhanced dissipation and inviscid damping
estimates (1.7) hold for the nonlinear equations if the initial vorticity is ν1/2-close to -1 in
H logx L2y
def
=
{
f : ‖f‖
Hlogx L2y
def
= ‖ ln(e+ |Dx|)f‖L2x,y <∞
}
.
Our main result is:
Theorem 1.1. Let ω be a solution of (1.3) with ν < 1. Then there exists ǫ0 > 0, such that
if ‖Vin‖L2x,y + ‖ωin‖Hlogx L2y
≤ ǫ0ν
β for β ≥ 1/2, then
‖ω 6=(t)‖Hlogx L2y
≤ Ce−cν
1/3t‖ωin‖Hlogx L2y
, ‖ω0(t)‖L2y ≤ C‖ωin‖L2x,y .
where ω0(t, y) =
1
|T|
∫
T
ω(t, x, y)dx and ω 6=(t, x, y) = ω(t, x, y)− ω0(t, y).
Moreover we have the inviscid damping type estimate,∫ +∞
0
‖V 26=(s)‖
2
L∞x,yds+
∫ +∞
0
‖|Dx|
1
2V 26=(s)‖
2
L2xL
∞
y
ds+
∫ +∞
0
‖∂xV
1
6=(s)‖
2
L2x,y
ds ≤ C‖ωin‖
2
Hlogx L2y
.
The constants c, C are independent of ν.
By the same argument, one may also get:
Corollary 1.1. Let ω be a solution of (1.3) with ν < 1. Then for any ǫ > 0, there exists
ǫ0 > 0, such that if ‖Vin‖L2x,y + ‖ωin‖HǫxL2y ≤ ǫ0ν
β for β ≥ 1/2, then
‖ω 6=(t)‖HǫxL2y ≤ Ce
−cν1/3t‖ωin‖HǫxL2y , ‖ω0(t)‖L2y ≤ C‖ωin‖L2x,y .
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where ω0(t, y) =
1
|T|
∫
T
ω(t, x, y)dx and ω 6=(t, x, y) = ω(t, x, y)− ω0(t, y).
Moreover we have the inviscid damping type estimate,∫ +∞
0
‖V 26=(s)‖
2
L∞x,yds+
∫ +∞
0
‖|Dx|
1
2V 26=(s)‖
2
L2xL
∞
y
ds+
∫ +∞
0
‖∂xV
1
6=(s)‖
2
L2x,y
ds ≤ C‖ωin‖
2
HǫxL
2
y
.
The constants c, C are independent of ν.
By the time weight argument, one can show that there exists T > 0 independent of ν,
such that for ‖ωin‖L2 ≤ ǫ0ν
1
2 /| ln ν|, ‖ ln(|D| + e)ω(t)‖L2x,y ≤ C ln((νt)
−1 + e)‖ωin‖L2 holds
for t ≤ T , which gives ‖ ln(|D| + e)ω(T )‖L2x,y ≤ C ln((νT )
−1 + e)‖ωin‖L2 ≤ Cǫ0ν
1
2 . Details
can be found in the appendix. The following corollary can be obtained by applying Theorem
1.1 for t ≥ T .
Corollary 1.2. Let ω be a solution of (1.3) with ν < 1. Then there exists ǫ0 > 0, such that
if ‖Vin‖L2x,y + ‖ωin‖L2x,y ≤ ǫ0ν
1
2 | ln ν|−1, then
‖ω 6=(t)‖L2x,y ≤ Ce
−cν1/3t‖ωin‖L2x,y , ‖ω0(t)‖L2y ≤ C‖ωin‖L2x,y .
where ω0(t, y) =
1
|T|
∫
T
ω(t, x, y)dx and ω 6=(t, x, y) = ω(t, x, y)− ω0(t, y).
Moreover we have the inviscid damping type estimate,∫ +∞
0
‖V 26=(s)‖
2
L∞x,yds+
∫ +∞
0
‖|Dx|
1
2V 26=(s)‖
2
L2xL
∞
y
ds+
∫ +∞
0
‖∂xV
1
6=(s)‖
2
L2x,y
ds ≤ C‖ωin‖
2
L2x,y
.
The constants c, C are independent of ν.
It also implies that for β > 1/2, the space X can be taken as L2 which is the largest space.
Let us now outline the main idea in the proof of Theorem 1.1. We will show that there is
a time t ∼ ν−
1
3 , such that for any τ ≥ 0 the energy E(τ) of the nonzero mode ω 6= satisfies
E(t+τ) ≤ 12E(τ) and that there exists C independent of t and τ such that for any s ∈ [τ, t+τ ],
E(s) ≤ CE(τ).
Let us start by some heuristic argument. The main difficulty is to control the nonlinear
growth. There are three nonlinear terms V 10 ∂xω 6=, V
2
6=∂yω0 and V6= · ∇ω 6=. Formally, for the
first term, due to the fact V 10 (s) behaves as V
1
0 (τ) for |τ − s| ≤ ν
− 1
3 and ∂xω 6=(s) behaves
as ν−
1
2 (s − τ)−
3
2ω 6=(τ + 1) for s ∈ [τ + 1, τ + t] (due to the enhanced dissipation), the effect
of the nonlinear interactions from time τ to τ + t cause ν−
1
2 growth. For the second term,
one can only obtain that ‖∂yω0(s)‖L2(τ,τ+t)L2y ≤ Cν
− 1
2‖ω‖L2 due to that fact that the initial
vorticity is in L2y. Thus the effect of the nonlinear interactions also cause ν
− 1
2 growth. One
can use the same argument for the third term. However, since the Sobolev embedding of H1
in L∞ fails in dimension 2, we need to assume that the initial vorticity has some log-type
regularity in the x direction (see (2.7) and (2.10) in Lemma 2.2). Finally to cancel the ν−
1
2
growth, we assume the initial perturbation is ν
1
2 small.
Remark 1.2. The log-type regularity in the x direction is not optimal. Actually by the same
argument, one can replace it by (ln(e+ |Dx|))
γ or (ln(e+ |Dx|))
1
2 (ln ln(e+ |Dx|))
γ with γ > 12
and so on.
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2. Linear enhanced dissipation and inviscid damping
We consider the linearized Navier-Stokes around (y, 0){
∂tω + y∂xω − ν∆ω = 0,
ω|t=0 = ωin(x, y),
(2.1)
Taking the Fourier transform in the x direction, we get{
∂tω̂ + iαyω̂ − ν(∂
2
y − α
2)ω̂ = 0,
ω̂|t=0 = ω̂in(α, y).
(2.2)
Now let us introduce the key lemmas for the linearized system (2.2). The following lemma
shows the enhanced dissipation for the linearized system.
Lemma 2.1. Suppose ω is a solution of the linearized Navier Stokes equation (2.1) with
initial data satisfying
∫
T
ωin(x, y)dx = 0. Then there exist c and C such that for any t ≥ 0,
‖ω(t, x, y)‖
Hlogx L2y
≤ Ce−cν
1
3 t‖ωin(x, y)‖Hlogx L2y
,(2.3)
‖∇ω(t, x, y)‖
L2t (H
log
x L2y)
≤ Cν−
1
2 ‖ωin(x, y)‖Hlogx L2y
,(2.4)
‖∂xω(t, x, y)‖L1t (H
log
x L2y)
≤ Cν−
1
2‖ωin(x, y)‖Hlogx L2y
,(2.5)
‖ ln(|Dx|+ e)ω(t, x, y)‖L2tL∞x,y ≤ Cν
− 1
2 ‖ωin(x, y)‖Hlogx L2y
.(2.6)
The next lemma gives the inviscid damping for the linearized system.
Lemma 2.2. Suppose ω is a solution of the linearized Navier Stokes equation (2.1) with initial
data satisfying
∫
T
ωin(x, y)dx = 0. Let ψ be the stream function so that V = (∂yψ,−∂xψ)
and −∆ψ = ω, then for any t ≥ 0,
‖∂xψ(t, x, y)‖L2tL∞x,y ≤ C‖ωin(x, y)‖Hlogx L2y
,(2.7)
‖|Dx|
1/2 ln(|Dx|+ e)∂xψ(t, x, y)‖L2tL2xL∞y ≤ C‖ωin(x, y)‖Hlogx L2y
,(2.8)
‖∂y∂xψ(t, x, y)‖L2t (H
log
x L2y)
≤ C‖ωin(x, y)‖Hlogx L2y
.(2.9)
Moreover the Sobolev embedding theorem gives
‖∂yψ(t, x, y)‖L∞t L∞x,y ≤ C‖ωin(x, y)‖Hlogx L2y
.(2.10)
We begin the proof of Lemma 2.1.
Proof. Let ω˜(t, α, η) =
∫
R
ω̂(t, α, y)e−iηydy be the Fourier transform of ω̂ in y. LetW (t, x, y) =
ω(t, x + yt, y), then Ŵ (t, α, y) = ω̂(t, α, y)eiαyt and W˜ (t, α, η) =
∫
R
ω̂(t, α, y)eiαyte−iηydy =
ω˜(t, α, η − αt). It is easy to check that
∂tW˜ + ν(α
2 + (η − αt)2)W˜ = 0,
thus we obtain that
W˜ (t, α, η) = e−ν
(
1
3
α2t3−ηαt2+η2t+α2t
)
ω˜in(α, η),(2.11)
which gives
|ω˜(t, α, η)| = e−ν
(
1
3
α2t3+ηαt2+η2t+α2t
)
|ω˜in(α, η + αt)|
= e
−ν
(
1
21
α2t3+t(
√
7
2
√
2
η+
√
2√
7
αt)2+ 1
8
η2t+α2t
)
|ω˜in(α, η + αt)|
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≤ e−
1
21
α2νt3−α2νt− 1
8
η2νt|ω˜in(α, η + αt)|.
Thus by using Plancherel’s theorem, we get that
‖ω̂(t, α, y)‖L2y ≤ Ce
−cν
(
α2t3+α2t
)
‖ω̂in(α, y)‖L2y ,
and
‖(∂y , α)ω̂(t, α, y)‖L2tL2y ≤ Cν
− 1
2‖ω̂in(α, y)‖L2y ,
which gives ‖ ln(|Dx|+ e)∇ω(t, x, y)‖L2t,x,y ≤ Cν
− 1
2 ‖ ln(|Dx|+ e)ωin(x, y)‖L2x,y .
Next we prove (2.5). We get
‖ ln(|Dx|+ e)∂xω(t, x, y)‖L1tL2x,y
≤ C
∫ T
0
∑
α6=0
‖α ln(|α| + e)ω̂(t, α, y)‖2L2y
 12 dt
≤ C
∫ 1
0
∑
α6=0
‖|α| ln(|α| + e)ω̂(t, α, y)‖2L2y
 12 dt
+ C
∫ T
1
∑
α6=0
‖|α| ln(|α|+ e)ω̂(t, α, y)‖2L2y
 12 dt
≤ C
∫ 1
0
∑
α6=0
‖|α| ln(|α| + e)ω̂(t, α, y)‖2L2ydt
 12
+
∫ T
1
C
t3/2ν1/2
∑
α6=0
‖ ln(|α|+ e)ω̂in(α, y)‖
2
L2y
 12 dt
≤ Cν−
1
2‖ ln(|α| + e)ω̂in(α, y)‖
2
l2αL
2
y
.
At last we prove (2.6). Here we will use the Littlewood-Paley theory on T×R which can
be found in Section 4.1.1. Let us recall the notation that
△ju =
∫
R
∑
α
u˜(α, η)Φ˜j(α, η)e
iαx+iηydη = Φj ∗ u.
Recall W (t, x, y) = ω(t, x+ yt, y). Then by (4.1) and (4.7), we get that
‖ω(t, x, y)‖L2tL∞x,y ≤ ‖ω(t, x+ yt, y)‖L2tL∞x,y
≤
∥∥∥∑
j≥0
‖ △j W (t, x, y)‖L∞x,y
∥∥∥
L2t
≤ C
∥∥∥∑
j≥0
2j‖ △j W (t, x, y)‖L2x,y
∥∥∥
L2t
≤ C
∥∥∥∑
j≥0
2j‖W˜ (t, α, η)Φ˜j(α, η)‖l2αL2y
∥∥∥
L2t
= C
∫ ∞
0
∑
j′≥0
∑
j≥0
2j
′
2j‖W˜ (t, α, η)Φ˜j(α, η)‖l2αL2y(s)‖W˜ (t, α, η)Φ˜j′(α, η)‖l2αL2y(s)ds
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≤ C
ν−1∑
j≥0
∑
j′≥0
2j2j
′
22j + 22j′
‖ △j ω˜in‖L2x,y‖ △j′ ω˜in‖L2x,y
 12
≤ Cν−1/2‖ωin‖L2x,y .
The last inequality follows from the fact that the kernel K(j, j′) = 2
j2j
′
22j+22j′
satisfies the Schur
criterion,
sup
j′≥0
∑
j≥0
2j2j
′
22j + 22j′
+ sup
j≥0
∑
j′≥0
2j2j
′
22j + 22j′
≤ C.
By the same argument, we get
‖ ln(e+ |Dx|)ω(t, x, y)‖L2tL∞x,y ≤ Cν
−1/2‖ ln(e+ |Dx|)ωin‖L2x,y .
Thus we proved the lemma. 
Next we begin the proof of Lemma 2.2.
Proof. Let us first prove (2.8). By the fact that ψ˜(t, α, η) = (α2 + η2)ω˜(t, α, η) and by using
(2.11), we have
|αψ˜(t, α, η)| ≤ C
|α|
|η|2 + α2
|ω˜in(α, η + αt)|.
Thus we get by the Minkowski’s integral inequality (4.6) that
‖|Dx|
1
2 ln(|Dx|+ e)∂xψ(t, x, y)‖L2tL2xL∞y
≤ ‖α
3
2 ln(|α| + e)ψ˜(t, α, η)‖l2αL2tL1η ≤ ‖α
3
2 ln(|α| + e)ψ˜(t, α, η)‖l2αL1ηL2t
≤ C
∑
α6=0
(∫
R
|α|
3
2 ln(|α| + e)
|η|2 + α2
( ∫ T
0
|ω˜in(α, η + αt)|
2dt
) 1
2
dη
)2 12
≤ C
∑
α6=0
(∫
R
|α| ln(|α|+ e)
|η|2 + α2
‖ω˜in(α, η)‖L2ηdη
)2 12
≤ C
∑
α6=0
‖ ln(|α| + e)ω˜in(α, η)‖
2
L2η
 12 ≤ C‖ ln(|Dx|+ e)ωin(x, y)‖L2x,y ,
which implies (2.8).
The estimate (2.7) follows from the (2.8) and the following Sobolev embedding result,∥∥∥∥f − 1|2π|
∫
T
f(x)dx
∥∥∥∥
L∞(T)
≤ C‖|Dx|
1
2 ln(|Dx|+ e)f‖L2(T).
Next we prove (2.9). We have,
‖|α| ln(|α|+ e)∂yψ̂(t, α, y)‖L2t,α,y ≤ ‖|α| ln(|α| + e)∂yψ˜(t, α, η)‖L2t,α,η
≤ C
∑
α6=0
∫
R
∫ T
0
( |α| ln(|α| + e)|η|
α2 + η2
|ω˜in(α, η + αt)|
)2
dtdη
 12
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≤ C
∑
α6=0
∫
R
( |α||η|
α2 + η2
)2
|α|−1dη‖ ln(|α| + e)ω˜in(α, η)‖
2
L2η
 12
≤ C‖ ln(|α|+ e)ω˜in(α, η)‖l2αL2η .
Finally by the Gagliardo-Nirenberg inequality (4.5), we have
‖∂yψ̂(t, α, y)‖L∞t l1αL∞y
≤ C
∥∥‖∂yψ̂(t, α, y)‖ 12L2y‖∂yψ̂(t, α, y)‖ 12H1y∥∥L∞t l1α
≤ C
∥∥|α|− 12 (ln(|α|+ e))−1‖|α| ln(|α|+ e)∂yψ̂(t, α, y)‖ 12L2y‖ ln(|α| + e)∂yψ̂(t, α, y)‖ 12H1y∥∥L∞t l1α
≤ C
∥∥‖|α|− 12 (ln(|α| + e))−1‖l2α‖‖ ln(|α|+ e)∂yψ̂(t, α, y)‖ 12L2y‖l4α‖‖ ln(|α| + e)∂yψ̂(t, α, y)‖ 12H1y ‖l4α∥∥L∞t
≤ C‖ ln(|α| + e)ω̂in(α, y)‖L2α,y ,
which gives the last inequality. Thus we proved the lemma. 
3. Nonlinear enhanced dissipation and inviscid damping
In this section, we prove the nonlinear enhanced dissipation and inviscid damping.
For t > s, let S(t, s)f solve {
∂tω + y∂xω − ν∆ω = 0,
ω|t=s = f(x, y),
with
∫
T
f(x, y)dx = 0.
We now consider the nonlinear equation,{
∂tω 6= + y∂xω 6= − ν∆ω 6= = −N1 −N2 −N3,
ω 6=|t=0 = P6=0ωin(x, y),
(3.1)
with
N1 = (V
1
6=∂xω 6=)6=(t, x, y) + (V
2
6=∂yω 6=)6=(t, x, y),
N2 = V
1
0 (t, y)∂xω 6=(t, x, y) and N3 = V
2
6=(t, x, y)∂yω0(t, y), where ω0(t, y) satisfies{
∂tω0 − ν∂
2
yω0 = −(V
1
6=∂xω 6=)0(t, y)− (V
2
6=∂yω 6=)0(t, y),
ω0|t=0 = P0ωin(y),
(3.2)
and V 10 (t, y) satisfies{
∂tV
1
0 − ν∂
2
yV
1
0 = −(V
1
6=∂xV
1
6=)0(t, y)− (V
2
6=∂yV
1
6=)0(t, y),
V 10 |t=0 = P0V
1
in(y).
(3.3)
We get by the enstrophy conservation law that
(3.4) ‖ω(t)‖2L2x,y + 2ν
∫ t
0
‖∇ω(s)‖2L2x,yds = ‖ωin‖
2
L2x,y
,
which implies ∫ t
0
‖∂yω 6=(s)‖
2
L2x,y
ds +
∫ t
0
‖∂yω0(s)‖
2
L2y
ds ≤
1
2ν
‖ω(0)‖2L2x,y .(3.5)
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We also have
‖etν∂
2
yf‖L2 ≤ ‖f‖L2 ,
∫ ∞
s
‖∂ye
(t−s)ν∂2yf‖2L2dt ≤
1
ν
‖f‖2L2 ,
and
V 10 (t, y) =V
1
in(y)−
∫ t
0
e(t−s)ν∂
2
y
(
(V 16=∂xV
1
6=)0(s, y) + (V
2
6=∂yV
1
6=)0(s, y)
)
ds,
and
ω 6=(t+ τ, α, y)
= S(t, 0)ω 6=(τ, α, y) −
∫ t
0
S(t, s)
(
N1 +N2 +N3
)
(s+ τ)ds.
The proof of Theorem 1.1 is based on a bootstrap argument.
Suppose ‖ ln(e+ |Dx|)ωin‖L2x,y + ‖Vin‖L2x,y ≤ ǫ0ν
β and for any τ, t+ τ ∈ [0, T ] with t ≥ 0,
the following inequalities hold:
1. Uniform bound of V 10
(3.6) ‖V 10 (τ)‖L2y ≤ 8C0ǫ0ν
β;
2. Enhanced dissipation
‖ ln(e+ |Dx|)ω 6=(t+ τ)‖L2x,y ≤ 8C1e
−c1ν
1
3 t‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y(3.7) (∫ T
τ
‖ ln(e+ |Dx|)∇ω 6=(s)‖
2
L2x,y
ds
) 1
2
≤ 8C2ν
− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y(3.8) ∫ T
τ
‖ ln(e+ |Dx|)∂xω 6=(s)‖L2x,yds ≤ 8C3ν
− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y(3.9) (∫ T
τ
‖ ln(e+ |Dx|)ω 6=(s)‖
2
L∞x,yds
) 1
2
≤ 8C4ν
− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y(3.10)
3. Inviscid damping (∫ T
τ
‖V 26=(s)‖
2
L∞x,ydt
) 1
2
≤ 8C5‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ,(3.11) (∫ T
τ
‖|Dx|
1
2 ln(e+ |Dx|)V
2
6=(s)‖
2
L2xL
∞
y
dt
) 1
2
≤ 8C6‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ,(3.12) (∫ T
τ
‖ ln(e+ |Dx|)∂xV
1
6=(s)‖
2
L2x,y
ds
) 1
2
≤ 8C7‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ;(3.13)
4. Uniform bound of V 16=
(3.14) sup
s∈[τ,T )
‖V 16=(s)‖L∞x,y ≤ 8C8‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
The constants c1, ǫ0, and Ck ≥ 1, k = 0, 1, 2, ..., 8, will be determined later.
By choosing t = τ and τ = 0 in (3.7), we get
‖ω 6=(τ)‖L2x,y ≤ ‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ≤ 8C1ǫ0ν
β.(3.15)
ENHANCED DISSIPATION FOR THE 2D COUETTE FLOW IN CRITICAL SPACE 9
Proposition 3.1. Let β ≥ 1/2. Assume that ‖ωin‖Hlogx L2y
+ ‖Vin‖L2x,y ≤ ǫ0ν
β and that for
some T > 0, the estimate (3.6)-(3.14) hold on [0, T ]. Then there exists ν0 so that for ν < ν0
and ǫ0 sufficiently small depending only on c1 and Ck(k = 0, ..., 8) (in particular, independent
of T ), these same estimates hold with all the occurrences of 8 on the right-hand side replaced
by 4.
This proposition implies Theorem 1.1 by the standard bootstrap argument. Now we begin
the proof of Proposition 3.1. We need the following lemmas.
Lemma 3.2. Under the bootstrap assumptions (3.6) and (3.7), there is a constant M1 inde-
pendent of C1, c1 and ǫ0, ν so that
‖V 10 (t)‖L2y ≤M1‖Vin‖L2x,y +M1‖ωin‖L2x,yǫ0ν
β−1/3C1/c1.
Proof. We have
‖V 10 (t)‖L2y ≤ ‖e
tν∂2yV 1in(0)‖L2y +
∥∥∥∥∫ t
0
e(t−s)ν∂
2
y
((
V 16=∂xV
1
6=
)
0
+
(
V 26=∂yV
1
6=
)
0
)
ds
∥∥∥∥
L2y
≤ C‖Vin‖L2x,y +
∥∥(V 6= · ∇V 16=)0∥∥L1tL2y .
By the fact that
‖(V 6=∇V
1
6=)0‖L2y ≤ ‖V6=‖L2xL∞y ‖∇V
1
6=‖L2x,y ≤ ‖ω 6=‖
2
L2x,y
,
and the bootstrap assumption (3.7), we have∥∥(V 6= · ∇V 16=)0∥∥L1tL2y ≤ C
∫ t
0
‖ω 6=(s)‖
2
L2x,y
ds
≤ CC1
∫ t
0
e−c1ν
1/3sds‖ω 6=(0)‖
2
L2x,y
≤ C‖ωin‖L2x,yǫ0ν
β−1/3C1/c1.
Here we also used the enstrophy conservation law (3.4). This gives the lemma. 
Lemma 3.3. Under the bootstrap assumptions (3.6)-(3.14), there is a constant M2 inde-
pendent of Ck, (k = 0, ..., 8) and ǫ0, ν so that for any t, τ > 0 and t + τ < T , it holds
that
3∑
k=1
‖ ln(e+ |Dx|)Nk(s+ τ)‖L1s([0,t],L2x,y)
≤M2ǫ0ν
β− 1
2C1(C2C5 + C6C2 +C2C
1
2
0 + C4C7 + C3C8)‖ ln(e+ |Dx|)ω(τ)‖L2x,y .
Proof. Let us fist recall the Littlewood-Paley theory and the Bony’s decomposition on T
which can be found in Section 4.1.2.
According to the Bony’s decomposition, we divide N1 = V
1
6=∂xω 6=+V
2
6=∂yω 6= into four terms
N1 = T∂xω 6=V
1
6= + T
∗
V 16=
∂xω 6= + T
∗
V 26=
∂yω 6= + T∂yω 6=V
2
6=.
Thus we have
‖ ln(e+ |Dx|)N1(s+ τ)‖L1s([0,t],L2x,y) =
∫ t
0
‖ ln(e+ |Dx|)N1(s+ τ)‖L2x,yds
≤ C‖ ln(e+ |Dx|)T∂xω 6=V
1
6=‖L1s([0,t],L2x,y)
+ C‖ ln(e+ |Dx|)T
∗
V 16=
∂xω 6=‖L1s([0,t],L2x,y)
10 NADER MASMOUDI AND WEIREN ZHAO
+ C‖ ln(e+ |Dx|)T
∗
V 26=
∂yω 6=‖L1s([0,t],L2x,y)
+ C‖ ln(e+ |Dx|)T∂yω 6=V
2
6=‖L1s([0,t],L2x,y)
= N1,1 +N1,2 +N1,3 +N1,4.
By the bootstrap assumptions (3.13), (3.10) and using (3.15) and (4.4), we have
N1,1 ≤ C‖ ln(e+ |Dx|)∂xV
1
6=(s+ τ)‖L2s([0,t],L2x,y)‖ω 6=(s+ τ)‖L2s([0,t],L∞x,y)
≤ CC7C4ν
− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ)‖
2
L2x,y
≤ CC1C7C4ǫ0ν
β− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
By the bootstrap assumptions (3.14) and (3.9) and using (4.2), we have
N1,2 ≤ C‖V
1
6=(s+ τ, β, y)‖L∞s L∞x,y‖ ln(e+ |Dx|)∂xω 6=(s+ τ)‖L1s([0,t],L2x,y)
≤ Cǫ0ν
β− 1
2C1C8C3‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
By the bootstrap assumptions (3.11) and (3.8) and using (4.2), we have
N1,3 ≤ C‖V̂
2
6=(s+ τ)‖L2s([0,t],L∞x,y)‖ ln(e+ |Dx|)∂yω 6=(s+ τ)‖L2s([0,t],L2x,y)
≤ Cǫ0ν
β− 1
2C1C5C2‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
By the bootstrap assumptions (3.12) and (3.8) and using (4.3), we have
N1,4 ≤ C‖|Dx|
1
2 ln(e+ |Dx|)V
2
6=(s+ τ)‖L2s([0,t],L2xL∞y )‖∂yω 6=‖L2s([0,t],L2x,y)
≤ Cǫ0ν
β− 1
2C1C6C2‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
We need the log-type regularity only in the estimates of N1,2 and N1,3, which are due to the
fact that V6= is in lower frequency in x, so we need to use L
∞
x,y estimate on V 6=. For N1,2 we
use the enhanced dissipation and to treat N1,3 we use inviscid damping.
Thus we have finished the estimate of N1.
Now we deal with N2. By the fact that ‖ω0(t, y)‖L2y ≤ ‖ω(t, x, y)‖L2x,y ≤ ‖ω(τ, x, y)‖L2x,y
for any τ < t the bootstrap assumptions (3.6) and (3.9), we have
‖ ln(e+ |Dx|)N2(s + τ)‖L1s([0,t],L2x,y)
≤ C
∫ t
0
‖V 10 (s+ τ, y)‖L∞‖ ln(e+ |Dx|)∂xω 6=(s+ τ)‖L2x,yds
≤ C‖V 10 (τ, y)‖
1
2
L2
‖ωin(x, y)‖
1
2
L2x,y
‖ ln(e+ |Dx|)∂xω 6=(s+ τ, α, ·)‖L1s([0,t],L2x,y)
≤ CC
1
2
0 C2ǫ0ν
β− 1
2 ‖ ln(e+ |Dx|)ω 6=(τ, α, y)‖L2x,y .
At last we deal with N3. By the bootstrap assumption (3.12) and the fact that
‖∂yω0(s+ τ, ·)‖L2s([0,t],L2y) ≤ ‖∂yω(s+ τ, x, y)‖L2s([0,t],L2x,y) ≤ Cν
− 1
2‖ω̂(τ, x, y)‖L2x,y ,
we have
‖ ln(e+ |Dx|)N3(s+ τ)‖L1s([0,t],L2x,y)
≤ C‖ ln(e+ |Dx|)V
2
6=(s+ τ, x, y)‖L2s([0,t],L2xL∞y )‖∂yω0(s+ τ, y)‖L2s([0,t],L2)
≤ CC6ǫν
β− 1
2‖ ln(e+ |Dx|)ω 6=(τ, α, y)‖L2x,y .
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Thus we proved the lemma. 
Now we are in a position to prove Proposition 3.1.
Proof. Under the bootstrap assumptions (3.6)-(3.14), there is a constant M independent of
Ck, (k = 0, ..., 8) and ǫ0, ν so that for any t, τ > 0 and t+ τ < T , it holds that
‖ ln(e+ |Dx|)ω 6=(t+ τ)‖L2x,y
≤Me−cν
1
3 t‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y
+MC1
(
ǫ0ν
β− 1
2 (C2C5 + C2C6 + C2C
1
2
0 + C4C7 +C3C8)
)
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y
≤M
(
e−cν
1
3 t + 5C1ǫ0ν
β− 1
2X2
)
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ,
(3.16)
where X = max{C0, C2, C3, C4, C5, C6, C7, C8}.
By (2.3)-(2.10) and Lemma 3.3, we have
ν
1
2
(∫ T
τ
‖ ln(e+ |Dx|)∇ω 6=(s)‖
2
L2x,y
ds
) 1
2
+ ν
1
2
∫ T
τ
‖ ln(e+ |Dx|)∂xω 6=(s)‖L2x,yds
+ ν
1
2
(∫ T
τ
‖ω 6=(s)‖
2
L∞x,yds
)1
2
+
(∫ T
τ
‖V 26=(s)‖
2
L∞x,ydt
) 1
2
+
(∫ T
τ
‖|Dx|
1
2 ln(e+ |Dx|)V
2
6=(s)‖
2
L2xL
∞
y
ds
) 1
2
+
(∫ T
τ
‖ ln(e+ |Dx|)∂xV
1
6=(s)‖
2
L2x,y
ds
) 1
2
+ sup
s∈[τ,T ]
‖V 16=(s)‖L∞x,y
≤ ν
1
2
∫ ∞
τ
‖ ln(e+ |Dx|)∇S(t, τ)ω 6=(τ)‖
2
L2x,y
dt+ ν
1
2
∫ ∞
τ
‖ ln(e+ |Dx|)∂xS(t, τ)ω 6=(τ)‖L2x,ydt
+ ν
1
2
(∫ ∞
τ
‖S(t, τ)ω 6=(τ)‖L∞x,ydt
) 1
2
+
(∫ ∞
τ
‖∂x(−∆)
−1S(t, τ)ω 6=(τ)‖
2
L∞x,ydt
) 1
2
+
(∫ ∞
τ
‖|Dx|
1
2 ln(e+ |Dx|)∂x(−∆)
−1S(t, τ)ω 6=(τ)‖
2
L2xL
∞
y
dt
) 1
2
+
(∫ ∞
τ
‖ ln(e+ |Dx|)∂x∂y(−∆)
−1S(t, τ)ω 6=(τ)‖
2
L2x,y
dt
) 1
2
+ sup
t∈[s,∞)
‖∂y(−∆)
−1S(t, τ)ω 6=(τ)‖L∞x,y +
3∑
k=1
‖ ln(e+ |Dx|)Nk‖L1s([0,t],L2x,y)
≤M3
(
1 + ǫ0ν
β− 1
2C1(C2C5 + C2C6 + C2C
1
2
0 + C4C7 + C3C8)
)
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y
≤M3
(
1 + 5ǫ0ν
β− 1
2C1X
2
)
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ,
where X = max{C0, C2, C3, C4, C5, C6, C7, C8}.
By Lemma 3.2, we get
‖V 10 (t)‖L2y ≤M1(1 + ǫ0ν
β−1/3C1/c1)ǫ0ν
β.(3.17)
Here without loss of generality, we assume M1 ≤M3.
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At last we will determine those constants in the bootstrap assumption. The proposition
holds if we choose the constants Ck (k = 0, 1, ..., 8) and ǫ0, c1 in the following way.
Ck = max{M3, 1} = X, k = 0, 2, ..., 8,
C1 = 5max{M, 1}, c1 =
c ln 2
ln 4M
,
ǫ0 = 10
−2(max{M3, 1})
−2(max{M, 1})−2c,
where M is the constant in (3.16).
Actually we have
ν
1
2
(∫ T
τ
‖ ln(e+ |Dx|)∇ω 6=(s)‖
2
L2x,y
ds
) 1
2
+ ν
1
2
∫ T
τ
‖ ln(e+ |Dx|)∂xω 6=(s)‖L2x,yds
+ ν
1
2
(∫ T
τ
‖ω 6=(s)‖
2
L∞x,yds
) 1
2
+
(∫ T
τ
‖V 26=(s)‖
2
L∞x,ydt
) 1
2
+
(∫ T
τ
‖|Dx|
1
2 ln(e+ |Dx|)V
2
6=(s)‖
2
L2xL
∞
y
ds
) 1
2
+
(∫ T
τ
‖ ln(e+ |Dx|)∂xV
1
6=(s)‖
2
L2x,y
ds
)1
2
+ sup
s∈[τ,T ]
‖V 16=(s)‖L∞x,y
≤M3
(
1 + 5ǫ0ν
β− 1
2C1X
2
)
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y
≤ 4X‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
(3.18)
Thus (3.8)-(3.14) hold with all the occurrences of 8 on the right-hand side replaced by 4.
Then we get by (3.16) that there exists t0 = (ln 4M)(cν
1
3 )−1, so that for any τ, τ + t0 ∈
[0, T ],
‖ ln(e+ |Dx|)ω 6=(τ + t0)‖L2x,y ≤
1
2
‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y ,(3.19)
and for any 0 < s ≤ t0 and τ, τ + s ∈ [0, T ],
‖ ln(e+ |Dx|)ω 6=(τ + s)‖L2x,y ≤ 2M‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .(3.20)
For any t + τ, τ ∈ [0, T ] with t ≥ 0, let t = nt0 + s with n = [t/t0] ≥ 0 and s ∈ (0, t0].
Therefore, by (3.19), we get for any t+ τ, τ ∈ [0, T ] with t ≥ 0,
‖ ln(e+ |Dx|)ω 6=(t+ τ)‖L2x,y = ‖ ln(e+ |Dx|)ω 6=(nt0 + s+ τ)‖L2x,y
≤
1
2
‖ ln(e+ |Dx|)ω 6=((n − 1)t0 + s+ τ)‖L2x,y
≤
1
2[t/t0]
‖ ln(e+ |Dx|)ω 6=(s + τ)‖L2x,y .
Then by (3.20), it holds that
(3.21) ‖ ln(e+ |Dx|)ω 6=(t+ τ)‖L2x,y ≤ 2Me
−(ln 2)t/t0+1‖ ln(e+ |Dx|)ω 6=(τ)‖L2x,y .
According to the definition of c1, C1, we get for any t > 0
2Me−(ln 2)t/t0+1 ≤ 4C1e
−c1ν
1
3 t.
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Thus (3.21) implies that (3.7) holds with the occurrence of 8 on the right-hand side replaced
by 4.
At last we have
M1 +M1ǫ0ν
β−1/3C1/c1 ≤ 4C0.
Then by (3.17), we proved that (3.6) holds with the occurrence of 8 on the right-hand side
replaced by 4. Thus we proved the proposition. 
4. Appendix
4.1. Littlewood-Paley theory. In this subsection, we recall some basic facts about the
Littlewood-Paley theory.
4.1.1. Littlewood-Paley theory on T × R. Let us first recall some basic facts about the
Littlewood-Paley theory on T×R. Let Φ(x, y) and Φ0(x, y) be two functions in C
∞(T×R)
such that their Fourier transform satisfy supp Φ˜ ⊂
{
ξ = (α, η) : 34 ≤ |ξ| ≤
8
3
}
, supp Φ˜0 ⊂{
ξ = (α, η) : |ξ| ≤ 43
}
and Φ˜0(ξ) +
∑
j≥1 Φ˜j(ξ) = 1 with Φ˜j(ξ) = Φ˜(2
−(j−1)ξ), j = 1, 2, ....
The Littlewood-Paley operators △j (j ≥ 0) on T×R defined by
△ju =
∫
R
∑
α
u˜(α, η)Φ˜j(α, η)e
iαx+iηydη = Φj ∗ u.
Then the Berstein’s inequality gives
(4.1) ‖ △j u‖L∞x,y ≤ ‖Φj‖L2x,y
∑
|k−j|≤2
‖ △k u‖L2x,y ≤ C2
j
∑
|k−j|≤2
‖ △k u‖L2x,y .
4.1.2. Littlewood-Paley theory on T. Let us recall some basic facts about the Littlewood-Paley
theory on T. Let φ and φ0 be two functions in C
∞(T) such that supp φ̂ ⊂ {34 ≤ |ξ| ≤
8
3},
supp χ̂ ⊂ {|ξ| ≤ 43} and χ̂(ξ) +
∑
j≥0 φ̂(2
−jξ) = 1.
Then the Littlewood-Paley operators △j, Sj , (j ≥ 0) on T defined by
△ju = (φj ∗ u)(x) =
∫
T
φj(x− x1)u(x1)dx1, j ≥ 0
Sju =
j−1∑
ℓ=−1
△ℓu = (χj ∗ u)(x), △−1u = (χ ∗ u)(x)
Here φj(x) = 2
jφ(2jx) and ‖χj‖L2 ≤ C2
1
2
j.
Furthermore, we have the Bony’s decomposition: Tfg =
∑
j≥1 Sj−1f △j g and T
∗
g f =
fg − Tfg.
The following Berstein type inequalities will be used.
‖ ln(e+ |Dx|)Tfg‖L2x + ‖ ln(e+ |Dx|)T
∗
f g‖L2x ≤ C‖f‖L∞x ‖ ln(e+ |Dx|)g‖L2x ,(4.2)
‖ ln(e+ |Dx|)Tfg‖L2x ≤ C‖f‖L2x‖|Dx|
1
2 ln(e+ |Dx|)g‖L2x ,(4.3)
‖ ln(e+ |Dx|)T∂xfg‖L2x ≤ C‖f‖L∞x ‖ ln(e+ |Dx|)∂xg‖L2x .(4.4)
Here we show the proof of (4.3), (4.2) and (4.4) can be obtained by the same argument.
Indeed, we have
‖ ln(e+ |Dx|)Tfg‖L2x = ‖ ln(e+ |Dx|)(
∑
j≥1
Sj−1f △j g)‖L2x
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≤ C
∑
k≥−1
‖〈k〉 △k (
∑
j≥1
Sj−1f △j g)‖
2
L2x
 12
≤ C
∑
k≥−1
〈k〉
∑
|j−k|≤2
sup
j≤k+2
‖Sj−1f‖
2
L∞‖ △j g‖
2
L2x
 12
≤ C
∑
k≥−1
〈k〉
∑
|j−k|≤2
2j sup
j≤k+2
‖Sj−1f‖
2
L2‖ △j g‖
2
L2x
 12
≤ C‖f‖L2
∑
k≥−1
〈k〉2k‖ △k g‖
2
L2x
 12 ≤ C‖f‖L2x‖|Dx| 12 ln(e+ |Dx|)g‖L2x .
Details of the Littlewood-Paley theory on T or T ×R as well as the Bony’s decomposition
can be found in [1, 8, 10].
4.2. Functional inequalities. In this subsection, we introduce some basic functional in-
equalities which are used in the proof. We start with the well-known Gagliardo-Nirenberg on
R inequality (see [12]). Suppose u ∈ S(R), then there exists a constant C such that
(4.5) ‖u‖L∞(R) ≤ C‖u‖
1
2
L2(R)
‖∂yu‖
1
2
L2(R)
.
We also introduce the Minkowski’s integral inequality (see [13]). Suppose that (S1, µ1) and
(S2, µ2) are two σ-finite measure spaces and F (x, y) : S1 × S2 → R is measurable. Then it
holds for p > 1 that
‖F‖Lp(dµ2,L1(dµ1))
def
=
(∫
S2
∣∣∣∣∫
S1
F (x, y)dµ1(x)
∣∣∣∣p dµ2(y)) 1p
≤
∫
S1
(∫
S2
|F (x, y)|p dµ2(y)
) 1
p
dµ1(x)
def
= ‖F‖L1(dµ1,Lp(dµ2)).
(4.6)
We end this subsection by introducing the discrete Schur test. Let K(j, j′) be the non-
negative function defined on N2 and
T (f)(j) =
∑
j′∈N
K(j, j′)f(j′).
Then if there exists a constant C > 0 such that the kernel K(j, j′) satisfies
sup
j≥0
∑
j′∈N
K(j, j′) ≤ C, sup
j′≥0
∑
j∈N
K(j, j′) ≤ C.
Then it holds that,
(4.7)
∣∣∣∣∣∣
∑
j∈N
T (f)(j)g(j)
∣∣∣∣∣∣ ≤ C‖f‖l2‖g‖l2
ENHANCED DISSIPATION FOR THE 2D COUETTE FLOW IN CRITICAL SPACE 15
Proof. We only need to prove that ‖T (f)‖l2 ≤ C‖f‖l2 . Using the Cauchy–Schwarz inequality,
we have
|T (f)(j)|2 =
∣∣∣∣∣∣
∑
j′∈N
K(j, j′)f(j′)
∣∣∣∣∣∣
2
≤
∑
j′∈N
K(j, j′)
∑
j′∈N
K(j, j′)f(j′)2
 ,
and then by the Fubini’s theorem, we get
‖T (f)‖2l2 ≤
∑
j∈N
∑
j′∈N
K(j, j′)
∑
j′∈N
K(j, j′)f(j′)2

≤
sup
j∈N
∑
j′∈N
K(j, j′)
sup
j′∈N
∑
j∈N
K(j, j′)
 ‖f‖2l2 ≤ C‖f‖2l2 .
Thus we proved (4.7). 
4.3. Regularization estimate. In this subsection, we show the local in time estimates and
regularization of the viscosity term.
Lemma 4.1. Let β = 12 +
1
2ǫ with ǫ > 0. Let ω be the solution of (1.4) with initial data ωin
satisfying ‖ωin‖L2 ≤ ν
β, then there exist T > 0 independent ν such that for any t ≤ T ,
‖|D|ǫω(t)‖L2x,y ≤ C(tν)
−ǫ/2‖ωin‖L2 .
Proof. Recall that from the linearized equation, we get
|ω˜(t, α, η)| ≤ e−cα
2νt3−cα2νt−cη2νt|ω˜in(α, η + αt)|,
which gives
‖(tν|D|2)ǫ/2ω(t)‖L2x,y + ν
1
2‖(tν|D|2)ǫ/2∇ω(t)‖L2([0,∞),L2x,y) ≤ C‖ωin‖L2x,y .
Thus
ω(t) = S˜(t, 0)ωin −
∫ t
0
S˜(t, s)(V · ∇ω)(s)ds,
with
‖(tν|D|2)ǫ/2S˜(t, s)f‖L2x,y ≤ C‖f‖L2x,y .
Therefore by using the fact that ν
1
2‖∇ω‖L2tL2 ≤ C‖ωin‖L2 , we get,
sup
t∈[0,T ]
‖(tν|D|2)ǫ/2ω(t)‖L2x,y
≤ C sup
t∈[0,T ]
‖(tν|D|2)ǫ/2S˜(t, 0)ωin‖L2x,y + C sup
t∈[0,T ]
∫ t
0
‖V∇ω(s)‖L2ds
≤ C‖ωin‖L2 +
(∫ T
0
(sν)−ǫds
) 1
2
‖∇ω(s)‖L2sL2 sup
s∈[0,T ]
‖ω(s)‖Hǫ(sν)
ǫ/2
≤ C‖ωin‖L2
(
1 + T
1
2
− ǫ
2 ν−
ǫ
2 ν−1/2 sup
t∈[0,T ]
‖(tν|D|2)ǫ/2ω(t)‖L2x,y
)
.
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By the assumption ‖ωin‖L2 ≤ ν
1+ǫ
2 , we get that there is T > 0, so that CT
1
2
− ǫ
2 ≤ 12 and then
sup
t∈[0,T ]
‖(tν|D|2)ǫ/2ω(t)‖L2x,y ≤ C‖ωin‖L2 .
Thus we proved the lemma. 
Lemma 4.2. Let ω be the solution of (1.4) with initial data ωin satisfying ‖ωin‖L2 ≤
ν1/2
| ln ν| ,
then there exist T > 0 independent ν such that for any t ≤ T ,
‖ ln(|D|+ e)ω(t)‖L2x,y ≤ C| ln((νt)
−1 + e)|‖ωin‖L2 .
Proof. Recall that from the linearized equation, we get
|ω˜(t, α, η)| ≤ e−cα
2νt3−cα2νt−cη2νt|ω˜in(α, η + αt)|.
Let χ be the smooth function support in |α| ≤ (νt)−1, then we get
‖ ln(|D|+ e)χ(D)ω(t)‖L2x,y + ν
1
2 ‖ ln(|D|+ e)χ(D)∇ω(t)‖L2([0,∞),L2x,y) ≤ C| ln ν|‖ωin‖L2x,y ,
and
‖ln(|D|+ e)(1− χ(D))ω(t)‖L2x,y
+ ν
1
2 ‖ ln(|D|+ e)(1− χ(D))∇ω(t)‖L2([0,∞),L2x,y)
≤ Cln((νt)−1 + e)
((∑
α
∥∥∥∥ ln(|α| + e)ln((tν)−1 + e) (1− χ(α))e−να2tω˜in
∥∥∥∥2
L2η
) 1
2
+
(∑
α
∥∥∥∥ ln(|α|+ e)ln((tν)−1 + e) (1− χ(α))ν 12 (|α| + |η|)e−να2t−νη2tω˜in
∥∥∥∥2
L2ηL
2
t
) 1
2
)
by the fact that ln(|α|+e)ln((tν)−1+e)(1− χ(α))e
−να2t ≤ Cαe−α ≤ C for νt ≥ α−1, we get
‖ ln(|D|+ e)ω(t)‖L2x,y + ν
1
2 ‖ ln(|D|+ e)∇ω(t)‖L2([0,∞),L2x,y) ≤ C ln((νt)
−1 + e)‖ωin‖L2x,y ,
for the solution of the linearized equation.
Thus
ω(t) = S˜(t, 0)ωin −
∫ t
0
S˜(t, s)(V · ∇ω)(s)ds,
with ∥∥∥∥ ln(|D|+ e)ln((νt)−1 + e) S˜(t, s)f
∥∥∥∥
L2x,y
≤ C‖f‖L2x,y .
Therefore by using the fact that ν
1
2‖∇ω‖L2tL2x,y ≤ C‖ωin‖L2x,y , we get,
sup
t∈[0,T ]
∥∥∥∥ ln(|D|+ e)ln((νt)−1 + e)ω(t)
∥∥∥∥
L2x,y
≤ C sup
t∈[0,T ]
∥∥∥∥ ln(|D|+ e)ln((νt)−1 + e) S˜(t, 0)ωin
∥∥∥∥
L2x,y
+C sup
t∈[0,T ]
∫ t
0
‖V∇ω(s)‖L2ds
≤ C‖ωin‖L2 + ‖V ‖L2L∞‖∇ω‖L2L2
≤ C‖ωin‖L2 + Cν
− 1
2 ‖(ln(|D|+ e))ω(s)‖L2tL2x,y‖ωin‖L2
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≤ C‖ωin‖L2 + Cν
− 1
2T
1
2 ln((νT )−1 + e))‖ωin‖
2
L2
By the assumption ‖ωin‖L2 ≤
ν1/2
| ln ν| , we get that there is T > 0, so that CT
1
2
ln((νT )−1+e))
ln(ν−1+e)) ≤
1
2
and then
sup
t∈[0,T ]
∥∥∥∥ ln(|D|+ e)ln((νt)−1 + e)ω(t)
∥∥∥∥
L2x,y
≤ C‖ωin‖L2 .
Thus we proved the lemma. 
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