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a b s t r a c t
We describe a mechanism and an algorithm to support construction of a large complex
conceptual lexicon from an existing alphabetical lexicon. As part of this research, we
define lexical models to present words and lexicons. Given the fact that an alphabetical
lexicon contains lexical information about words which are organized by their spelling,
constructing a conceptual lexicon requires an identification of lexical concepts and their
relationships. Lexical acquisition and word-sense clustering are introduced to identify the
lexical concepts and to discover the conceptual relationships. The result of this research
is a set of candidate concepts which can be treated as initial concepts for the conceptual
lexicon construction.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Lexicons are indispensable for natural language understanding. The construction of a large complex lexicon can be
cumbersome, time-consuming and expensive especially when construction is manually performed. Automatic construction
is desirable but remains challenging due to a variety of factors such as the existence of words with multiple meanings, the
knowledge that is hidden in expressions or lexical sources and the different uses of lexicon for different applications.
This article describes an approach to the automatic construction of a large complex conceptual lexicon which contains
semantic information about words of a particular language. This conceptual lexicon, which should be viewed as a
complement to and not a replacement of other lexical resources, serves as a general-purpose lexicon which is crucial for
a variety of applications including natural language processing and information retrieval. Our approach takes into account
the reuse of existing lexical sources, particularly machine-readable dictionaries, in which parts of knowledge are hidden
(e.g., the knowledge about a word concept is implicitly or partially defined). The evolution of these existing lexical sources
has taken many years with the result that the meaning differentiation of each particular word has been optimized.
We design a system [1] that supports the automatic construction of a large complex conceptual lexicon. The system
performs twomain tasks: (1) extraction of lexical knowledgewhich is concealed in specific lexical sources and (2) integration
of lexical knowledge from multiple lexical sources. The extraction involves data conversion, data cleansing and data
restructuring processes whereas the integration involves mapping of lexical data from multiple sources and constructing
the target lexicon.
In this article, we describe our solution to the extraction of lexical knowledge. Specifically, we concentrate on extracting
word concepts from a conventional lexicon or an alphabetical lexicon in which words are organized with respect to word
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forms or lexemes. These word concepts act as a seed for conceptual lexicon construction. Our novel solution is capable of
producing a result efficiently and accurately by removing duplicates and relating word concepts.
The rest of this article is organized as follows. Section 2 provides a brief survey of the research most closely related
to our work. Section 3 describes our framework for constructing a conceptual lexicon via a lexicon construction system
which is designed to support automatic construction of a large complex lexicon. Section 4 provides the definition of
important terms and our lexical models that will be used in this article. Section 5 describes our approach to the conceptual
lexicon construction problem by acquiring lexical knowledge from lexical sources and performing onword-sense clustering
algorithm. Section 6 outlines our evaluation schemes for lexicon construction. Conclusions and future research opportunities
are described in Section 7.
2. Background
A lexicon is a knowledge base that contains information about words. Lexicons can be classified regarding many aspects.
In one aspect, lexicons can be classified as alphabetical and conceptual. In other aspects, lexicons can range frommonolingual
tomultilingual, fromhuman-readable tomachine-readable and fromdomain specific to general purpose. In this research,we
mainly focus on the first aspect (but are not limited to this aspect). In alphabetical lexicons (e.g., LEXiTRON [2], LDOCE [3] and
COBUILD [4]), words are organizedwith respect toword forms or lexemes. In conceptual lexicons (e.g., Roget’s Thesaurus [5]
and WordNet [6]) words are organized with respect to word meanings.
Construction of a lexicon can be performed in either a manual or an automatic way. The manual construction primarily
requires oneormore lexicographerswhoare proficient in particular language(s) to craft the lexiconbyhand.Neff et al. [7] has
generally estimated that the average time needed tomanually construct a lexical entry in a lexicon is about 30min. Thus, the
manual construction is slow, expensive and cumbersome. In one respect, however, the manual construction allows making
control on its contents to be useful for certain applications and on its format to minimize manipulation of the lexicon. This
method has been used in construction of several lexicons such as LEXiTRON, WordNet, LDOCE and COBUILD.
Compared to manual construction, the automatic construction promises to be faster, less expensive and more felicitous.
It has motivated many research efforts throughout the years. There are two general approaches to the automatic lexicon
construction: bootstrapping and integration. The bootstrapping approach (e.g., [8–13]), which is generally used to construct
a domain-specific lexicon, uses a small set of sample words also known as seed words—which are labeled to belong to
a semantic class—and automatically classify new words to the semantic class. The integration approach (e.g., [14–17])
takes into account multiple existing lexical sources—which include machine-readable dictionaries and text corpora—and
automatically reconcile lexical knowledge from the lexical sources. The integration approach is promising for our research
effort for three reasons: (1) we have seen that a large number of human and non-human resources have been invested to
construct those lexical sources, (2) the evolution of those lexical sources has been proved accurate for certain circumstances
and (3) the reuse of lexical sources can accelerate the construction process and can produce a large lexicon which is useful
in a variety of applications.
Different methods have been developed for the automatic lexicon construction. Atserias et al. [18] and Sathapornrungkij
and Pluempitiwiriyawej [14] use multiple criteria to classify mappings between words from different lexicons and apply
logistic regressionmodel to construct a new lexicon. Ji et al. [13] introduce an approach that extracts aminimal set of words,
which is not formed by other shorter words, from a domain-specific lexicon. Muller et al. [19] define a semantic distance
between words in dictionaries and use it to isolate candidate synonyms for a given word. Bordag [20] uses a triplet-based
clustering approach to word-sense induction. His approach is based on assumption that three words which are collocated
in the same document uniquely identify a topic, a concept or a sense. Rohwer and Freitag [21] define joint distribution
over a set of words and their contexts based on co-occurrences of the words and use co-clustering technique [22] to find
a partition of the word set which maximizes the mutual information between word categories and their contexts. Like
Rohwer and Freitag, our conceptual lexicon construction problem can be viewed as a co-clustering problem where words
and senses (i.e., word meanings) are clustered simultaneously. However, our approach acquires lexical knowledge from
existing machine-readable dictionaries which has been proven accurate for certain circumstances. We also define semantic
closeness between word senses based on overlapping features of word.
3. Lexicon construction framework
We design a system which supports the automatic construction of a large complex lexicon from existing lexical sources.
The system is used as our conceptual lexicon construction framework. A conceptual overview of the system architecture
is shown in Fig. 1. The top left of the figure depicts the target lexicon which contains lexical information about words.
It can range from monolingual to multilingual and from domain specific to general purpose. The type of target lexicon
should be defined with regard to the objectives we place on using the lexicon. The top right of the figure depicts the client
applications which can access our conceptual lexicon via the lexicon Web Service. This Web Service is designed to support
interoperability among software systems. The bottom of the figure depicts multiple existing lexical sources. Like the target
lexicon which can be considered as a lexical source for client applications, the lexical sources can range from monolingual
to multilingual and from domain specific to general purpose. The lexical sources can be machine-readable dictionaries, and
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Fig. 1. A conceptual overview of the system architecture.
natural language corpora, along with more general text data available on theWeb and human-readable printed dictionaries
which are unavailable electronically.
Between the lexical sources and the target lexicon lie the (source-specific) extractors and the lexical knowledge
integrator. Each extractor provides access to a specific lexical source and supports data restructuring and data cleansing.
Specifically, the extractor converts data formats into a common format and cleans the noisy, erroneous, missing, irrelevant
and duplicate lexical data. It joins and aligns the scattered lexical data for smooth access and selects the relevant data.
Our lexical knowledge integrator is responsible for mapping lexical data from multiple sources and constructing the target
lexicon.
In this article, we describe our approach to the conceptual lexicon construction by concentrating on a machine-readable
alphabetical lexicon and an extractor. The alphabetical lexicon contains lexical knowledge presented in the form of lexical
entries. These lexical entries are indexed alphabetically. We assume that each lexical entry represents a word of a particular
meaning and contains information about the word such as word classes (i.e., part of speeches), descriptions, synonyms,
antonyms and sample sentences. The extractor analyzes these lexical entries with regard to two main observations: (1) a
word can be represented by multiple entries if it has multiple meanings or senses and (2) one or more words represented
by different lexical entries may refer to the same or related meaning. Both observations involve two of the main extractor’s
processes: lexical acquisition and word-sense clustering, respectively. In lexical acquisition, senses of words are identified by
assigning a unique number to each lexical entry and the lexical entries are classified with regard to word classes. In word-
sense clustering, senses of words are analyzed and related to each other with respect to their semantic closeness. As a result
of clustering, the extractor comes up with a set of word concepts which can be used as initial concepts for our conceptual
lexicon construction.
4. Lexical models
Before describing the lexical acquisition and word-sense clustering processes in detail, we first define the important
terms and lexical models that will be used for the rest of this article. In this article, we focus on orthographic words which
are distinguished from each other by their spelling and associated with lexical information. Regardless of language, basic
lexical information includesword classes, meaning descriptions, sample sentences, synonyms, antonyms and relatedwords.
A word is modeled by differentiating its spelling and its meaning(s). Unless stated otherwise, we will use ‘‘term’’ when
referring to the word spelling, ‘‘sense’’ when referring to the word meaning, and ‘‘feature’’ when referring to particular
lexical information associated to theword.Mappings between the term and the sense aremaintained and they are reciprocal
and reversible. Termswhich aremapped to only one sense aremonosemous. Termswhich aremapped tomultiple senses are
polysemous. Termswhich aremapped to the same sense are synonymous (relative to the sense). Two terms can bemapped to
the same sense if theypass the substitution test: One can substitute another in a particular context. Two terms are antonymous
if their senses are opposite. Senses may be shaded or subsumed by one another; they are considered to be related in some
degree. Senses are distinct if they clearly represent different meanings. Distinct senses which are mapped to the same term
are homonymous.
With regard to thewordmodel, a set of words can be visualized as a bipartite graph G(T , S,M)where T is a set of vertices
representing a set of terms, S is a set of vertices representing a set of senses andM is a set of edges representing mappings
between terms and senses. The bipartite graph for a particular feature can be represented as amatrixwhose rows correspond
to terms and columns correspond to senses. The matrix, which is normally sparse, shows the mappings between terms and
senses. The matrix can simply binary or weighted.
Fig. 2 illustrates (a) the graph presentation of the word model and (b) the corresponding matrix presentation. In the
matrix, binary values are used to represent mappings between terms and senses. In the graph, squares represent terms,
1540 C. Pluempitiwiriyawej et al. / Computers and Mathematics with Applications 57 (2009) 1537–1546
Fig. 2. Word model represented as (a) a graph and (b) a term-sense matrix.
Fig. 3. Sample lexical entries.
rounded rectangles represent senses and solid lines represent mappings. We can see that t1 (e.g., nap) has only onemeaning
which is s1 (e.g., a period of time spent sleeping); t2 (e.g., sleep) has two meanings which are s1 (e.g., a period of time spent
sleeping) and s2 (e.g., be asleep); t3 (e.g., wake) has three meanings which are s3 (e.g., be alert), s4 (e.g., stop sleeping) and s5
(e.g., the wave that spreads behind a boat as it moves forward). We can say that t1 is monosemous, t2 and t3 are polysemous,
and t1 and t2 are synonymous relative to the sense s1. In some aspects, t2 and t3 are antonymous since s2 and s3 are referring
to opposite meanings; s3 and s4 are related since they are related to the concept of ‘awake’; s4 and s5 are homonymous since
they are referring to distinct senses but the same term.
Wemodel a conceptual lexicon as a set of senses and their relationships. Each sense is associatedwith a set of synonymous
terms and other features (e.g., word class). We model the relationships with respect to a semantic closeness between senses
and the relationships are presented as a hierarchical structure (described in Section 5).
Wemodel an alphabetical lexicon as a set of lexical entries. Each lexical entry consists of a term, called the head term, and
its feature values. The lexical entries are indexed alphabetically on the head terms. Typically, the term with multiple word
classes are listed in different entries representing a variety of senses; hence, senses can be viewed as implicit features of
terms. The term with a particular word class can have one or more senses which may be related to each other.
Fig. 3 shows two sample words from LEXiTRON which is a Thai–English alphabetical lexicon. The left side of the figure
shows three lexical entries representing the term /ror/ in three different senses. The right side of the figure shows a lexical
entry representing the term /koi/ which has only one sense. Each entry is associated with at least one of the following
features: WordClass whose value is shown in the bracket, EnglishSynonymousTerms whose value is shown following the
word class, ThaiSynonymousTerms whose value is shown on the line beginning with ‘‘Syn.’’, SampleSentence whose value is
shown on the line beginning with ‘‘Sample:’’ and ThaiMeaningDescriptionwhose value is shown on the line beginning with
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‘‘Def.’’. On the left of the figure, the first two entries represent the term in word class ‘V’ standing for verb whereas the last
entry represent the term in word class ‘N’ standing for noun. Regarding the values of the EnglishSynonymousTerms, we can
interpret that the sense represented by the first two entries are related to each other and both are distinct from the sense
represented by the last entry. We can also interpret that the sense represented by the entry on the right side of the figure is
closest to the sense represented by the first entry on the left side. As a result, our conceptual lexicon will combine the two
senses into a new lexical entry and relate it to other senses.
5. Conceptual lexicon construction
In this article, the problem of constructing a conceptual lexicon can be described as follows: Given an alphabetical lexicon
containing a set of terms and lexical information about them, construct a conceptual lexicon by identifying a set of senses
and their relationships. Our conceptual lexicon construction process consists of two main phases: lexical acquisition and
word-sense clustering.
5.1. Lexical acquisition
Lexical acquisition takes into account a set of lexical entries from the given alphabetical lexicon and comes up with a set
of lexicalmodels.We partition lexical acquisition into five steps: data preprocessing, sense identification, feature extraction,
word modeling and word classification.
Data preprocessing: Due to the fact that the quality of the lexical source can affect the quality of the target lexicon, this
preprocessing step performs two tasks: data formatting and data cleansing. In data formatting, lexical data presenting in a
legacy format is transformed into a format (e.g., relational database) that accommodate the manipulation of large amounts
of data. In data cleansing, the noisy, erroneous and irrelevant lexical data are detected and corrected.
Sense identification: Regarding the lexicalmodel, we need to identifyword senseswhich are implicitly defined as lexical
entries in an alphabetical lexicon. To identify senses, we assign a unique number to each lexical entry.
Feature extraction: Many features are associatedwithwords and expressed in the lexical entries in alphabetical lexicon.
In this step, we select and extract only those features that are relevant to the lexicon construction. For conceptual lexicon
construction, themost relevant features, which vary depending on languages that are used to present feature values, include
synonymous terms and antonymous terms. Those features are used to constructwordmodels in the next step. Other features
remain associating to the words.
Word modeling: Words are modeled as mappings between terms and senses and visualized as a graph or a matrix (as
described in Section 4). Models can be drawn by considering the corresponding lexical entries. We construct a number of
models each ofwhich is for a particular feature. For synonymous termswhich presented in the same language as head terms,
the set of terms is derived from the union of two sets: One is the set of head terms declared in lexical entries and another
is the set of synonymous terms associated to the head terms. For other features, the set of terms is derived from the set of
feature values.
Word classification: Due to the fact that words from different word classes cannot pass the substitution test and cannot
represent the same meaning, terms and senses are classified with regard to word classes. This classification will be used to
measure the semantic closeness of the senses in the word-sense clustering process.
5.2. Word-sense clustering
The goal of word-sense clustering is to minimize the number of senses which are presented in the lexical models taken
from lexical acquisition. These senses are analyzed and related to each other with respect to their semantic closeness.
The result of clustering is a set of candidate concepts which can be treated as initial concepts for a conceptual lexicon
construction.
Let us assume that the lexical models are presented as graphs. The inputs to our word-sense clustering algorithm are the
following:
• A threshold 0 ≤ α ≤ 1 which is used as a stop criterion of the algorithm
• A set of graphs G = {G1,G2, . . . ,GNf } where Gk(Tk, Sk,Mk), 0 ≤ k ≤ Nf , is a bipartite graph for feature fk; Nf is the
number of interesting features;Tkis a set of vertices representing a set of terms for Gk; Sk is a set of vertices representing
a set of senses for Gk;Mk is a set of edges representing mappings between terms and senses with respect to feature fk.
We will use G(T , S,M) to represent such a graph when it is clear that we are considering a graph for a particular feature.
Since each graph is drawn from the same alphabetical lexicon in which senses are derived from the same set of lexical
entries, every graph has the same set of senses i.e., S1 = S2 = · · · = Sk = S = {s1, s2, . . . , sNs} such that Ns is the number
of senses.
The outputs of our word-sense clustering algorithm are two sets:
• A set of sense clusters Q = {q1, q2, . . . , qNq}where qi ⊂ S, 0 ≤ i ≤ Nq, and Nq is the number clusters.
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• A set of relationships between two clusters R = {(qi, qj, rij)|qi, qj ∈ Q and 0 ≤ rij ≤ 1} where rij is called semantic
closeness score.
Before defining the semantic closeness score rij, we introduce some important functions. Let τk(s) be a mapping function
that returns a set of terms corresponding to a given sense s ∈ S with respect to feature fk. A mapping function for a sense
cluster, q ∈ Q , is defined as follows:
τk(q) =
⋃
s∈q
τk(s). (1)
A general heuristic function for estimating similarity between two clusterswith respect to feature fk is defined as follows:
simk(qi, qj) =

0 if τk(qi) = φ and τk(qj) = φ|τk(qi) ∩ τk(qj)|
|τk(qi) ∪ τk(qj)| otherwise
(2)
where qi ∈ Q and qj ∈ Q such that i 6= j.
We can see that simk(qi, qj) is defined with respect to the number of common terms and the total number of terms
mapped to the senses in the given clusters. The common terms indicate lexical information shared by the given senses.
The total terms indicate a variety of lexical information which involve or can be interpreted for the given senses. Senses
are distinct if they do not share information at all or they do not have any information with respect to feature fk; hence,
simk(qi, qj) yields 0. Senses are considered to be similar or closely related if simk(qi, qj) yields value closed to 1.
Words from different word classes cannot pass the substitution test and cannot represent the same meaning (i.e., only
senses of the sameword class can be clustered).We define a specific heuristic function for theword-class feature as follows:
simwordclass(qi, qj) =
{
0 if WordClass (qi) 6= WordClass (qj)
d otherwise (3)
whereWordClass(q) denotes a function that returns the value of featureWordClass for a given sense qwhich includes senses
of the same word class; and d denotes the score estimated by other functions.
A head term can have multiple senses listed in lexical entries of an alphabetical lexicon and those senses are assumed to
be distinct. We define another heuristic function for the particular head term as follows:
simheadterm(qi, qj) =
{
0 if there exist sa ∈ qi, sb ∈ qj and {sa, sb} ⊂ σ(t) for some t ∈ T0
d otherwise (4)
where sa and sb are two senses i.e., sa and sb ∈ S such that 0 ≤ a ≤ Ns and 0 ≤ b ≤ Ns and Ns is the number of senses; σ(t)
denotes a mapping function that returns a set of senses that map to a given term t (i.e., all senses of term t); T0 denotes the
set of head terms in lexical entries of an alphabetical lexicon; and d denotes the score estimated by other functions.
We combine the power of those heuristics (i.e., formulas (2)–(4)) which take valuable features into account by taking the
maximum heuristic score. Thus, the semantic closeness between two clusters of senses can be defined as follows:
rij = sim(qi, qj) =

0 if WordClass(qi) 6= WordClass (qj)
0 if there exist sa ∈ qi and sb ∈ qj and {sa, sb} ⊂ σ(t) for some t ∈ T0
l
max
k=1
(
simk(qi, qj)
)
otherwise .
(5)
Note that, rather than taking the maximum score, alternatives can be performed by taking an average score or other
aggregation functions. Feature weighting is also another alternative.
Our word-sense clustering algorithm is shown in Fig. 4. The algorithm can be described as follows. In step 1, we initialize
each cluster with an individual sense. In step 2 and loop 3—5, we identify relationships between clusters associated with
semantic closeness scores which are calculated by using formula (5). In loop 6—17, clusters are agglomerated with respect
to the semantic closeness scores until no cluster can be merged (step 17) or the semantic closeness scores for all cluster
pairs are no larger than a given threshold (implicitly shown via step 8). Clusters are agglomerated hierarchically; pairs of
clusters with the highest scores are agglomerated before others as shown in loop 9—11. Loop 13—15 incrementally updates
the semantic closeness scores between existing clusters and the new agglomerated clusters.
Theoretically, the runtime complexity of this algorithm is O(|S|2) log(|S|) where |S| is the number of senses acquired
from alphabetical lexicon. In a more detailed analysis, it is obvious that loop 3—5 takes O(|S|2). Each iteration of loop 6—17
takes O(|S|2) to calculate the semantic closeness score for the new clusters and there are no more than log |S| iterations
since clusters are agglomerated hierarchically. Although this algorithm could be pretty slow, lexicon construction usually is
a one-time task and it does not require real-time responses. Therefore, the slowness of this algorithm is not a big problem
for the application.
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Fig. 4. Word-sense clustering algorithm.
6. Experiment and evaluation discussion
Since we define a novel problem of conceptual lexicon construction by taking into account an alphabetical lexicon, we
cannot compare it to some existing approaches. Providing an approximate polynomial solution provides an evidence of the
desirability of the approach.
As an implicit evaluation, we apply lexical acquisition and the word-sense clustering to construct a new conceptual
lexicon from an existing alphabetical lexicon. Specifically, the new conceptual lexicon is called Thai WordNet which is
designed to be a Thai lexical database. Like the English WordNet, Thai WordNet contains semantic information which is
crucial for many applications such as information retrieval and natural language understanding. The existing alphabetical
lexicon thatwe take into account is LEXiTRONwhich is a Thai–English corpus-basedmachine-readable dictionary. LEXiTRON
provides 40,833 lexical entries representing 39,845 senses (some entries are partially duplicates) and 43,823 Thai words
which can be translated into 44,157 Englishwords/phrases. Due to the large amount of data, we test our solution by utilizing
the power of a Relational Database Management System (e.g., MS-SQL Server).
Fig. 5 shows a sample of lexical entries obtained from LEXiTRON. Each row represents a lexical entry and each column
represents a feature. The TSearch column presents a head term; the TEntry column presents a sense of a particular head
term; the EEntry column presents an English term or phrase which is a translation of the corresponding head term; the TCat
column presents a word class with respect to Thai language; the TEnglish column presents a set of English terms or a set of
English descriptions of the corresponding head term; the TSyn column presents a set of Thai words which are synonyms of
the head term; the TAnt column presents a set of Thai words which are antonyms of the head term; the TSample column
presents a sample sentence which uses the head term; and the TDef column presents the Thai description of the head term.
These lexical entries are delivered to the lexical acquisition process where word concepts are identified and a number of
word models, each of which is for a particular feature, are drawn.
Fig. 6 shows a word model which is drawn with respect to the TSyn feature. The word model is represented in the form
of a table. The first column presents a set of terms, the second column presents a set of senses and rows present mappings
between terms and senses. Note that the terms in the first column are come from the terms in the TSearch and the TSyn
columns of Fig. 5. This word model and the word models which are drawn with respect to other features are delivered to
the word-sense clustering algorithm where the relationships between senses are identified with respect to the semantic
closeness of the senses.
The result of word-sense clustering is shown in Fig. 7. The top of the figure illustrates the table presenting relationships
between senses. The first two columns present two sets of clusters and the last column presents the semantic closeness
scores of two clusters. We represent a cluster with a minimum identification number of the senses in that cluster. For
example, the cluster 11000073 covers eight closely related senses: 11000073, 11001099, 11008443, 11008449, 11014289,
11018842, 11018875 and 11020909. The bottom of the figure depicts the table presenting the original lexical entries of
the senses. We can see that the sample result presents two clusters. Each cluster represents an agglomerative sense or a
word concept of Thai words which include those words in TSearch and TSyn columns (i.e., those words presented in the
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Fig. 5. Sample lexical entries obtained from LEXiTRON.
Fig. 6. Snapshot of word model with respect to the TSyn feature.
word model shown in Fig. 6). For example, the first cluster presents a concept of ‘‘gold’’ which can be represented by the
following Thai words: /ka-nok/, /thong/, /su-wan/, /mas/, /thong-kham/, /kan-cha-na/,
/nop-pha-khun/, /kan/, /su-phan/, /su-wan/ and /u-rai/. The second cluster presents a
concept of ‘‘prevail over’’ which can be represented by the following Thai words: /pen-tor/, /dai-preab/,
/dee-kaw/, /nue-chan-kaw/ and /nue-kaw/.
We have performed an experiment on our word-sense clustering algorithm with different thresholds. With threshold
0.9, our word-sense clustering algorithm can reduce the number of senses to 34,674 and identify 5171 relationships
between sense clusters. With threshold 0.5, the algorithm can reduce the number of senses to 30,035 and identify 9810
relationships between sense clusters. Based on our experiment, there are two observations. One observation is that our
clustering algorithm with the threshold 0.9 can accurately relate word senses and agglomerate senses which are similar
or subsume one another. Another observation is that the number of senses after clustering (with threshold 0.5) remains
large, as we expected, since we are using only one lexical source in which the differentiation of senses has been partially
optimized. To evaluate the clustering quality, we consider the correctness of sense compatibility via the number of senses
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Fig. 7. Sample result of clustering with threshold 0.9.
that can be reduced. In this experiment, the number of senses can be reduced by 13% which can also be considered as a
qualitative evaluation of lexical source.
7. Conclusion and future work
In this article, our solution approaching to the automatic construction of a large complex conceptual lexicon has been
described. A system which is used as our framework for lexicon construction has been introduced. In addition, we have
defined lexical models and the problem of constructing a conceptual lexicon by taking into account an alphabetical lexicon.
Our conceptual lexicon construction process consists of twomain phases: lexical acquisition andword-sense clustering. The
lexical acquisition has been introduced as a mechanism for identifying word concepts from the alphabetical lexicon. The
word-sense clustering has been introduced as an algorithmwhich is capable of producing a result efficiently and accurately
by removing duplicates and relating word concepts.
The future work includes merging of lexical knowledge from other lexical sources by taking into account the clustering
result which can be treated as an initial set of candidate concepts for a large complex conceptual lexicon. When other
lexical sources are taken into account, the algorithm should bemore adaptive and extendedwith other heuristics to support
analysis of additional lexical information. A qualitative evaluation with language users and language experts can be further
performed. Other extensions include the evolution of semantic closeness measures and the development of algorithms to
be able to learn from new lexical knowledge and identify more specific semantic relationships (e.g., hypernyms, hyponyms,
meronyms, holonyms and troponyms).
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