Abstract-
INTRODUCTION N November of 1989, the University of Bath circulated
I a questionnaire to all Universities and Colleges in Britain offering first degrees in electrical engineering. It enquired into the amount of time spent in teaching electromagnetism and electromagnetic theory in the nonoptional part of the course, and obtained 73% response. In particular, two results emerged clearly from the analysis of the replies. One was a very wide spread in the total number of lecture hours allocated to the subject. Some courses included 20 hours or less, and others allocated up to 100 hours with a remarkably uniform spread over the range 20-70 hours. Another important result was an estimated reduction over a period of 10-15 years in the time allocation, averaging 17% over all replies to the question. When those reporting "no change" were excluded, the estimated mean loss was 27%. The survey supports the general perception of a decline in support for the subject, under the pressure of other course material, which is not confined to any one country [l] . Haus and Melcher, for example, on page 35 of the 1990 symposium [l] , and Cole, etal., on page 81, refer to the decline in the USA.
As has been pointed out in a companion paper [2] , the increasing role of field computation suggests a different view of what is meant by "field theory." Treating the "magnetic field" as the vector 4, instead of the flux density B, and interpreting -A in terms of its inductive properties has many practical advantages, including a much closer link with the concepts of circuit theory familiar to all engineers. The potential $ is likewise a measure of capacitance, and can be used in place of the vector E to define what is meant by the "electric field." This gives a self-consistent treatment, valid at all frequencies [2] , if based on the choice of the energy density (p$ + J.A)/2 in place of (E.Q + H.B)/2 with corresponding changes in other "field" properties. The vector A measures the electromagnetic own "general equations of the electromagnetic field" [3] did not include
showing that one of the so-called "Maxwell equations" is unnecessary. Maxwell replaced it by what is now called the Lorentz force, expressed in terms of $ and 4, and this has many practical advantages [2] . The role of the potentials in most field packages used for teaching purposes shows that these can be more closely integrated into a treatment based on 4 and 4. Some of the advantages of this approach, particularly for students not specializing in the subject are briefly examined. The concept of displacement current, in vacuo, is replaced by the assumption that all changes propagate at a finite velocity e, and the usual field equations are replaced by the source conditions for $ and 4.
DEFINITION OF POTENTIAL AND POTENTIAL DATUM
One advantage of treating $ and A as the "real" entities, and -E and B as no more than symbols denoting differentials is that $ and A are the quantities which the student usually computes.
4 is also the quantity measured by the most familiar piece of laboratory equipment, the voltmeter, whereas measurements of the vector E can be extremely difficult and are seldom necessary. Yet $ is commonly dismissed as physically meaningless because we can chose arbitrarily the datum 4 = 0.
This requires a closer look.
The definition of $ is in terms of the energy which is required to separate charges of opposite sign. The simplest example is that of parallel plates, and is also the most familiar form of capacitor. We can separate the charges by moving them piecemeal across the space between the plates, giving an energy expenditure 964, or by moving say, the top plate upwards, keeping the lower plate fixed. Since the energy density p,$/2 is a property of the charges, of density ps per unit area, we may distribute it in accordance with the work done, so that the energy is confined to the top plate, and 4 = 0 at the bottom. If the lower plate were moved instead, the expenditure of energy would be different, and the constant-$ surface would change accordingly. In general, the choice of $ = 0 shows how much work has been expended on each of the two groups of opposite charge, and what has to be done to recover the same energy from each. We observe that since work requires movement, and thus an external reference relative to which the motion is measured, the system energy contains more information than does the force, and in this sense 4 has more, not less, physical significance than E.
The point is directly reflected in the appearance of 4, not -E in the Schrodinger equation. As has been suggested by Aharonov and Bohm [4] , a change in quantum phase can be produced by splitting a beam of electron packets into two, and recombining them after passing the packets through nearly-closed boxes whose potentials are changed whilst the packets are inside. Since the E-fields inside are unaffected by the 4 values of the boxes, the interaction, like that due to A [5] is commonly seen as inconsistent with classical theory, but the p 4 / 2 energy of both the electrons, and of the boxes themselves, is directly controlled by 4, showing the advantage of the 4 view of the "field," and also the source of the apparent anomaly [5] . The quantum phase provides a direct measure of 4 relative to some specified datum, whose physical significance is illustrated by the charge separation process. Moving any two objects apart by moving one, and then recovering the energy by moving the other, represents a remote-action in transfer of energy between the two sources, and the consequent change in state is shown by the difference between the initial and final positions, as observed in the reference relative to which the energy has been expended. The change in approach provides a direct introduction to field computation, since the source condition v24 = P / E O can be readily deduced without explicit reference to the E or D vectors [5] , and extended to dielectrics by considering the way in which they change the energy. The concept of electric flux in vacuo is unnecessary, and the action of dielectrics described in terms of polarization. Thus, packages computing 4 are easily explained and understood by directing attention to the scalar, and the gradient vector is no more important, or necessary than in other examples of contour maps. The approach closely relates 4 to the capacitance, paralleling the idea of A as a measure of inductance [2] . An example of a teaching package based on the capacitance approach, without reference to the field vectors, has been given by Levin, et. al. [6] .
RETARDATION AND ENERGY RADIATION
Although the crowning achievement of field theory is customarily seen as the prediction of a finite velocity of propagation c, in empty space, this can equally be made an assumption on which the theory is based. It is one which is familiar to most students, and is entirely in accord with modern physics, since the finite propagation velocity is axiomatic to relativity theory, in which it is seen as a property of the universe which neither needs nor allows anv "exdanation." to Poisson's equation, and to require retarded values of p in the integral form
(3)
This provides an immediate understanding of the major change in the field conditions as the frequency is raised, without any need to explore the supposed "mechanism" of retardation in terms of interlinking fluxes, or even to invoke the magnetic field. The mathematical and conceptual difficulties associated with the "mechanism", which are generally seen as the major hurdle of the conventional treatment, are avoided. The underlying assumption is that 4 and A are defined in accordance with the Lorentz gauge so that they can be treated as if propagating independently of each other in empty space. The slowing effect of polarizable materials can be described subsequently in various ways in terms of 4 and A, treating the polarization charges as additional sources.
For many students the principal application of field theory at high frequency is to problems of electromagnetic compatibility, and this now makes an understanding of radiation important in applications where it could be ignored in the past. The usual treatment in terms of E and B, and the Poynting vector E x may then obscure, rather than clarify the conditions under which a circuit radiates. Moreover, it is difficult to link to the circuit description, whereas replacing E and B by 4 and A separates out the capacitive and inductive components of any interaction, and provides a circuit-based view. We obtain the required circuit quantities without any need to integrate I ? , for example, in the empty spaces. In addition, basing radiation on retardation helps directly in assessing, and understanding, the relevant circuit conditions, as is shown, for example, by the Hertz dipole.
The dipole can be defined as a pair of small spheres joined by a current-carrying wire, forming a circuit whose capacitance and inductance parameters are approximately those of the spheres, and wire, respectively. As "seen" from one sphere, the contribution from the other to 4 changes as the frequency is raised, producing a component in phase quadrature with the local charge so that the capacitance acquires a resistive component which can be calculated directly from the retardation delay [5] . The inductance of the link likewise acquires a resistive component because of the retardation, and adding the two gives the net radiation.
In essence, the supposed "mechanism" of flux interlinkages is replaced by a description in terms of the interactions between charges, showing that radiation depends on their acceleration. This is arguably at least as "real" and as convincing. Equally important is its relative simplicity in use, and the possibility which it offers in predicting radiation by computer programs which apply the retardation conditions to 4 and A. The usual introductory course on waves in any physical system makes it evident that the effect of the retardation velocity c, is to add the wave term Magnetism can be intrOduced in an equally simple and direct way as a consequence of retardation by considering the behavior of a pulse, i.e., the process by which the drift velocity of the conduction charges in a wire is changed [7] . This reflects the practical importance of the pulse in modern
technology, and the student's need to gain an understanding of it at a sufficiently early stage. It also helps to orient the material towards applications, and thus increase its interest and appeal.
The underlying relationship is
giving the "magnetic field" A, in magnitude and direction, in terms of the "electric field", defined as 4, of any group of charge moving at velocity a. As pointed out in the companion paper [ 2 ] this, together with the definition of A in terms of the kinetic energy of the charges, and illustrated directly by the force due to aA/at, offers a considerably simpler view of the field of a current element than does the description in terms of B. The pulse or surge provides the most direct way of developing the dynamical effect by examining the process of charge acceleration instead of the effects of uniform motion. It also offers the simplest observation of propagation and measurement of c. Magnetostatics follow as a consequence, and the relevant constant
is deduced. This reverses the customary historical sequence in which is postulated as an empirical constant, and c derived from it, often appearing in a somewhat mysterious way when po and EO are compared.
Another important change is in approaching magnetism in terms of the high-frequency interactions in which the currents, like the charges, are confined to the conductor surfaces. By progressing from high to low frequencies, and thus reversing the usual sequence, the relatively complex mode of current penetration into the conductor interior emerges as the final outcome. The student is made well aware of the important practical point that conditions are seldom static, so that the uniform current distributions which all too often are taken for granted may be very difficult to achieve, or maintain, in real devices.
The decoupling capacitor provides a simple but important example. If we assume that two parallel charged plates can be treated as ribbons, and close a switch in a link joining two opposite points together, it is evident that the resulting discharge of the stored energy must take time. Examining the effects of the delay shows that the acceleration process must consist of a wave traveling at the propagation velocity c. As the excess electrons are removed by repulsion, i.e., by flowing down the "potential hill" which they themselves create, they lose their separation, or potential energy. Hence, if energy is to be conserved, they must gain the electromagnetic equivalent of kinetic energy, and we may define A accordingly, i.e., PO*/:! = J.A/2 (6) where po, denotes the excess charge, and J the current density, both confined initially to the surface. This emphasizes the importance of inductance, and the common mistake [SI of assuming that the high-frequency behavior of a capacitor depends on its total capacitance is avoided. 
by inspection, in terms of the capacitance per unit length, C.
Although the advantages of the circuit model as a means of analyzing transmission-line behavior are very well known, it is commonly seen as an equivalent, derived from a more fundamental field model described in terms of and B. The point which is made here is that we can link the field and the circuit properties very directly by describing both in terms of and 4. Directing attention to the charges avoids the cumbersome and circuitous route from the field equations, requiring the preliminary definition of B, an "explanation" of inductance in terms of flux linkage, and the concept of displacement current aLI/at to "explain" the discontinuity in -B at the wavefront. Starting with 4 leads directly to the second quantity A, which is met in the usual computer packages, and the same variables are suitable for computer models illustrating the pulse behavior.
Since the current is due to the flow of charge q', per unit length,
it follows that the energy associated with A depends on u2 (i.e., is kinetic in form), and that A varies linearly with a. The potential hill accelerates the charges down it by forces, due to grad 4, which must be resisted by the electromagnetic charge inertia, as given by the momentum density PA. The energy exchange corresponds to the force equilibrium condition
in a resistanceless conductor, and we see the physical significance of A, in terms of both energy and force instead of the usual vector-potential definition.
Expressed in E,B terms, the equilibrium is given by the condition E = 0, and this tells us little about the process of charge acceleration. The difference is of fundamental importance to Maxwell's theory, which was based on (11) (generalized to include motion), and depends on the recognition of the and A components of E as physically significant. This is extremely important in practical problems of electromagnetic induction, in which many difficulties result from a failure to separate the two components of &-i.e., the capacitive and inductive effects-and where the description in terms of A avoids the perennial difficulties of "flux-linking'' and "flux-cutting", particularly in devices with moving parts. The best-known example is the Faraday disk, or homopolar A = i L (7) generator in which curl E (1) is everywhere zero in the moving disk. The e.m.f. is obtained directly by dividing the motional term in A in two parts [2] , on of which is V ( u . A ) .
teaching time. It provides what is essentially a "short-cut" by selecting only some of the usual equations, and ignoring, in particular, those which are customarily referred to as "Maxwell's", using instead the force equation which Maxwell V. OTHER ASPECTS The magnetic forces between currents flowing at rightangles to each other follow directly from the dA/at forces on the moving charges [ 2 ] , and other consequences follow in an equally simple way [SI. When a ferromagnetic core is added the electron spins, or equivalent surface currents, contribute to the A field of the exciting winding, and produce the electromagnetic equivalent of a flywheel. This is directly reflected in the term "flywheel diode" for the corresponding protective devices.
Many of the usual magnetic circuit concepts need not be greatly affected, since the effect of the iron can be described by the magnetization, or M vector which is the principal component of B
B = p 0 H + M .
All that is missing is the p o z part, i.e., the somewhat mysterious "flux" in empty space. The M vector describes a very tangible quantity, due to the electron spins, whereas -B is a mix of two entirely different concepts. In a "good" magnetic circuit, M forms paths which are very nearly closed, but it is zero in the air gaps, and this helps to emphasize their importance when compared with description in terms of a B vector which is just as large in the gap as it is in the iron.
VI. CONCLUSIONS
The paper has shown how field computation can be more closely integrated into electromagnetics teaching by a change in view of what is meant by the "field." It centers attention on the computed quantities q5 and A, and the vectors E and -B are no more than differentials. The propagation velocity c is assumed, so that the electric and magnetic displacement currents are not needed. The 4, A view of the field is consistent with the Schrodinger equation, which is of increasing practical importance in engineering.
It is suggested that the proposed change is better suited to the needs of the modem course, has advantages in relative simplicity and practical utility, and offers a reduction in himself chose as the foundation of his theory.
The underlying purpose of the paper is to stimulate discussion by showing that there are valid and practical alternatives to the historical approach. Are ideas such as the "explanation" of retardation either necessary or relevant to students well accustomed to the modern view of it as a fundamental property of the universe? A major reassessment of the traditional course material is both necessary, and long overdue.
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Computational Electromagnetics in Education
at the University of Bradford, England
Abstract-The incorporation of high-frequency computational electromagnetics into taught courses on antennas and EMC is reviewed. The lecture material consists of an overview of the main techniques, plus a deeper treatment of the Method of Moments and the planar near-to-far field transformation method. Class exercises using Moment-method software are possible in the Master of Science course.
For the lecturer, and for students with a deeper interest in the area, the greatest benefit is undoubtedly obtained from dissertation projects which permit an extended study of some problem. These are usually chosen to have some element of novelty, and hence frequently produce some useful research return.
BACKGROUND
EACHING of computational electromagnetics at the Uni-T versity of Bradford dates back to 1980 and has largely been confined to high-frequency radiating problems. The two topics in this area which have been taught for some time are the Method of Moments and the planar near-to-far field transformation technique (NFFT). Discussion of this paper will be confined to taught courses and student projects at final-year (Senior) and Master of Science (MSc) levels: research will not be covered.
Taught course material is delivered within a final-year undergraduate option on Antennas and in a module on Antennas and EMC within the MSc course on Radiofrequency Communication Engineering. The material has some similarity in the two courses but has extended depth and breadth in the MSc module, which also includes directed exercises undertaken individually by the students. Students on both courses have to undertake an individual project which is assessed by dissertation. Projects on computational electromagnetics are regularly offered and are taken up at an average rate of about two per year.
COMPUTATIONAL ELECTROMAGNETICS TEACHING
The moment-method teaching is largely based on the treatment in Stutzman and Thiele [l] , with some material taken from MININEC [ 2 ] , which is the software normally used for the MSc class exercise. In the time available, it is only possible to derive Pocklington's Equation from basic principles and to give an indication of how it is solved with rectangular basis functions and point-matching. However, qualitative discussion of the techniques and pitfalls involved in wire-grid modeling is also presented. Both courses also include a qualitative introduction to the principles of the geometrical theory of diffraction (GTD) and the finite-difference and finite-element methods.
NFFT methods are taught in company with other antenna measurement techniques. All geometries are discussed qualitatively but only the rectangular planar method is considered in depth. The treatment is essentially taken from Clarke and Brown [3] , but modified so that the vector propagation constant is used as the argument of the plane-wave spectrum, in accordance with modern usage. Some warnings of the pitfalls in applying the fast Fourier transform are mentioned and the insights given by the plane-wave spectrum representation are emphasized, notably the 'seamless' treatment of both near and far fields.
These courses have been running since the mid-1980's: Computational Electromagnetics was first introduced into an earlier undergraduate program in 1980, but the material in that case was a simple five-point finite-difference solution of Laplace's equation for the (static) electric scalar potential [4] . This is a relatively enjoyable and tangible introduction to the principles, but pressure on the syllabus meant that it had to be dropped when the course was modernized in 1985. The recent upsurge of interest in the finite-difference time-domain (FDTD) method for direct simulation of the behavior of Maxwell's equations [5] has suggested that this material should be incorporated into the courses, particularly since it appears to be a relatively 'natural' approach to computer implementation of Maxwell's equations. The fact that it traces casual relationships between phenomena is particularly important in winning acceptance from students: this can be contrasted with the Method of Moments where there is a temptation to attempt a casual explanation, but this is completely invalid in a frequency-domain solution.
The MSc students have been given several antenna exercises to undertake in parallel with their taught module. Currently these are: 1) Studies of the convergence rate, patterns and impedance, for MININEC models of dipoles;
2) MININEC modeling of the in-band and out-of-band performance of a commercial biconical dipole antenna.
The first exercise gives the students some experience in setting up a simple model and the problems involved in seeking convergence, especially in self-resonant structures. The second exercise is more realistic and good results are regularly obtained, showing approximately constant pattern shape over the operating band, with bifurcation into a two-0162-8828/93$03.00 @ 1993 IEEE lobed structure beginning to appear above the upper band limit, and impractical input impedances below the lower limit. Recently, comparisons between the results of MININEC and those of AWAS [6] have been undertaken. The latter has a facility for incorporation of conductor losses and for frequency-scanned computation. By this means it has been possible to achieve a reasonably good correspondence with the practical measurements of the behavior of the biconical antenna at the lower end of its frequency band, where conductor losses play a large part in reducing the overall gain.
DISSERTATION PROJECTS
The projects undertaken by the two groups of students have similar themes, but are pursued in more depth by the MSc students. Most of the projects have exploited existing standard software packages and may be broadly categorized under the following headings: 1) Antenna modeling using the method of moments (usually 2) Exercises in optimum exploitation of parallel processing
)
Exercises involving the use of standard finite-difference 4) A graphical-preprocessor, combined with a GTD exer-5) A near-to-far field transformation study.
Although it is not a requirement of the regulations for either course, whenever possible, project are structured to extend knowledge, if only in a small way, rather than being exercises which may develop skills but which have a predictable outcome.
NEC ~71);
for the method of moments; and finite element software; cise;
Projects exploiting the moment method have included: 1) Out-of-band analysis of folded-dipole antennas: this showed that the folded dipole behaves essentially as a loop antenna below its resonant frequency, the loop mode being suppressed at that frequency only. The study also showed that NEC can very easily become unstable for this kind of structure where there are closely-spaced parallel conductors and the possibility of coupling between charge concentrations and loops.
2)Modeling of the near field of a seven-element array of log-periodic antennas: a large problem for which a Cray X-MP computer was used.
3 ) Modeling of a rectangular microstrip antenna: the avoidance of instability and the simulation of the dielectric were the main problems. Reasonable agreement was obtained when an air-dielectric microstrip antenna was modeled but attempts to model a solid-dielectric antenna produced spurious results.
Two parallel-processing exercises have been undertaken: 1) The hand translation of MININEC into the Occam language for use on a transputer system. A successful program was produced, but there is still scope for greater exploitation of parallelism.
2) The modification of NEC to maximize its speed on a Cray X-MP computer by exploiting vector and parallel processing to the full. This was an excellent project which involved a very detailed dissection of the functions of NEC. Different sections of the code were identified as being appropriate for different forms of concurrent processing: overall a substantial increase in speed was obtained [8] .
These parallel-processing exercises have clearly demonstrated that highly-skilled reworking of codes is necessary if parallelism is to be exploited efficiently. It was evident, in general, that the particular parallel architecture chosen had a strong influence on the choice of algorithm and even on the choice of mathematical method to be used for the field computation. In pursuing these projects, the department has been very fortunate in having access both to transputer networks and to a Cray computer (now upgraded to a Y-MP). This computer is located at a national supercomputer center and budgets for its use are awarded on the basis of competing bids. Before the Cray X-MP was installed a CDC Cyber 205 vector processor was used and this sequence of machines has thus permitted access to state-of-the-art supercomputing for over a decade.
Finite-element (FE) and finite-difference (FD) software has mainly been used as a tool in studies of cavity resonators. This was first attempted with FE software, but lately FD codes [9] have been found to be more useful. The cavities concerned were of axisymmetric reentrant-stub designs and the modeling was very successful, predicting resonant frequencies with good accuracy.
Projects involving the writing and refinement of input graphics routines for the method of moments have been offered for some years but, surprisingly, students have largely found them unappealing. However, one very good exercise was undertaken, producing very portable software using GKS commands [ 101.
Multiple near-to-far field transformations, based on twodimensional Fourier transforms, were the subject of an early exercise using the CDC Cyber 205 vector processor. This was seen as a taxing task to stretch the ability of this machine, and also an interesting exercise illustrating the power of spatial Fourier transforms. The main object of the project was the prediction of the field distribution in the quiet zone of a compact range, based on measurements of the aperture distribution. This is more correctly described as a near-to-near field transformation, but the principles have much in common with NFFT.
Iv. CHOICE OF SOFTWARE
In general, software has been chosen that is widely used, widely available and has a track record of reasonable reliability. Wide use and wide availability generally imply low cost and hence MININEC [2] and NEC [7] have frequently been chosen. Recently AWAS [6] has been available as a well developed alternative to MININEC, although the nonavailability of source code can be a disadvantage for some experimental work.
SUPERFISH [9] and MAFIA-2 [ll] are highly developed and well-tried FD packages which have been available in the past for media costs only, source code being provided. The availability of source code is essential for projects involving optimization of run-times on parallel processors and is also useful in other cases where nonstandard modifications may be needed: this naturally conflicts with standard practice for commercial software where compiled code is the norm. This is likely to be an increasing problem in the future and it may be that the writing and maintaining of in-house software may have to be adopted.
V. CONCLUDING DISCUSSION
Given the current pressure on the curriculum, the lecture material has been reasonably successful, although the NFFT material must now be regarded as a specialty that will have to be dropped in favor of FDTD. Class exercises in use of programs like MININEC have been very successful and it is hoped that time can be found to introduce such exercises in the undergraduate curriculum in the future. Pressure on time means that demonstrations are difficult to accommodate in lecture periods and, while efforts to develop 'computer movies' are to be applauded, the time taken to run them and the problems of reproducing them may be a hindrance for some time to come. This suggests that high-quality computergenerated 'still pictures' of key phenomena could be a useful area for development that may currently be rather neglected.
Almost all of the projects can be said to have been very successful in that they produced constructive outcomes, they impressed the assessors, they were very satisfying for the supervisor, and modest published papers resulted from many of them. It is believed that all of the students derived substantial satisfaction from the projects, although a common theme is the frustration found in starting up a large-scale computational project. The problem here is that the programs used are of a size and complexity well beyond those normally encountered by students, and the memory requirements are frequently beyond those normally encountered by system managers. Often a new computer has to be mastered, either because a special-purpose machine is being used (e.g., Transputers, Cray) or because of the regular hardware upgrade to nominally 'standard' systems: new operating systems also usually accompany these new machines. A new programming language also frequently has to be learned by the students since most software is in Fortran, the teaching of which has declined. 229 These frustrations all seem to be a necessary concomitant of large-scale computing projects and the students are told that the problems they encounter are valuable experiences, some of which are significant enough to be included in the dissertations. Ideally, a smoother start-up phase to such projects ought to be achievable but the main problem appears to lie in the apparently limited interest in large-scale computing, support structures predominantly being geared to the small-scale needs of the majority of university users.
Computational Techniques in the First
Course on Electromagnetism
Richard L. Coren, Senior Member, ZEEE
Abstract-It is widely acknowledged that the introductory engineering EM course is in trouble: its concepts and techniques are novel and difficult, the allowed time is insufficient, and the range of topics is great and expanding. This paper discusses the introduction of computer-numerical solutions, and the advantages and disadvantages of various approaches. It is suggested that the use of spreadsheet capabilities is pedagogically advantageous and time-effective for solving Laplace's equation problems by the method of finite differences.
I. THE PROBLEM
IKE most advanced subject areas in our technical cur-L ricula, electromagnetism (EM) is dynamic, with topics of interest constantly shifting, and with new techniques entering into use. In particular, one of the exciting innovations in EM is the use of the digital computer to solve otherwise intractable problems and to extend and help visualize solutions. In many schools, this has led to the introduction of additional, elective courses on computational EM, following the normal junior level EM course. Though this is necessary for those students specializing in EM related areas, even so it frequently meets opposition since it exacerbates an already difficult curriculum problem. In a 1983 editorial on curriculum trends [l], the following was pointed out:
Recent years have seen an explosion in the content of electrical and computer engineering. Recognizing the need to present as much of this content as can reasonably be done in the undergraduate curriculum, and allowing for the fact that we have only four years in which to do so, it is understandable and inevitable that considerable compression has taken place within the curriculum. In spite of its numerous modem applications, electromagnetics has typically been squeezed down to less time than is really needed for student understanding and ability to relate to it with more than sheer endurance. Teachers of EM are mindful of the time when EM was central to the electrical engineering curriculum, even as we are told by some colleagues that Systems Engineers (or Computer Engineers, or etc.,) really don't need any field theory. Beside the practical value of the subject, we must remind our calleagues, our students, and ourselves, not only that the same techniques are useful in other fields, but that Maxwell's theory of EM represents one of man's greatest intellectual achievements in understanding nature. The logical develop- ment of its vast implications, leading to or deriving from a few simple statements, is an experience engineering students are not likely to have anywhere else in their undergraduate studies. Furthermore, Maxwell's work initiated a change from the primacy of particle mechanics to a field description of nature. "This change in the conception of reality is the most profound and fruitful one that has come to physics since Newton," [ 2 ] .
In the case of computer applications, it is now almost imperative that all students of EM should have at least a glancing familiarity with the technique. Unfortunately, the advanced course, by itself, denies the vast majority of technical students of that requisite familiarity, and it therefore behooves us to introduce the power and finesse of computer solutions into the first, required EM course. To do so, we confront a host of problems; the above quote continues, with specific reference to the EM course, by noting the following:
All too many [students] are turned off by the rapid run-through of concepts that requires them to handle simultaneous variations in time and space, to work in three dimensions with directional abstract quantities, and to put differential equations, albeit simple ones, together with physical content, usually for the first time. They tell us that there is more content to the electromagnetics core course than they are used to managing.
With all of these issues in mind we are left with the prospect not only of presenting the concepts, practice, and philosophy of EM, but of maintaining currency of the introductory course by introducing the new digital computer techniques.
CONSIDERATIONS
In trying to resolve these conflicts, it is well to keep in mind that the same technology that brought us the digital computer we intend to use has brought us different student characteristics than we met years ago when our present EM course was formulated. Present students were raised with television and, as a result, strongly favor visual imagery for gaining comprehension rather that the more contemplative, analytic approach. Part of our job as Professors is to wean them to the latter method. This difference undoubtedly contributes to the low popularity of the EM course. However, it indicates that the computer screen should be an effective teaching tool and, indeed, the experience of many faculty seems to be that computer use raises the students' interest and understanding and makes them more active learners and participants in all parts of the course. Computer computational techniques might, 0162-8828/93$03.00 0 1993 IEEE therefore, be added to the course content without sacrifice of its other aspects.
In spite of this optimistic prospect, we are still faced with time-content limitations. Fortunately, several texts have appeared that introduce computational methods at an appropriate level for the first EMcourse. These vary in interpenetration of traditional and computational material, ranging from the introduction of computer programs in every chapter [3] , through a special chapter at a propitious developmental point [4] , to an appendix [5] . In addition, they generally offer alternative approaches, describing both integral and differential solutions, with the latter including finite element and finite difference methods, as well as time independent and time-varying cases.
It is useful to distinguish solution methods according to a different criterion, whether the student uses a previously written program or does his or her own programming. With this modification of meaning, from that used by Cole, Miller, Chakrabarti and Gogineni [6] , we will use their notation of "stored-solution mode" (SSM) or "generated-solution mode" (GSM), respectively. In using the SSM, the student accommodates his own problem to the demands of the program input. This requires appreciation of the parameters necessary to solve a problem but may not inform himher on the technique of solution. It is the method used in engineering practice, with commercial solution packages, and has the advantage that very powerful analyses can be brought to bear and extensive graphics can be included without burdening the user.
In the GSM, the student must learn not only the necessary descriptive parameters but, also, the analytic method of solution. Under what might be considered an educational paradigm: The greater a student's involvement in the learning process, the greater the learning that occurs, the GSM is clearly to be preferred. However, while it is true that programming a solution demands rigorous understanding of solution methods, the computer is unforgiving, and we are involved here in teaching EM, not programming. Since time allocation does not permit detailed program development in the first EM course, the pure GSM is ordinarily difficult to put into practice.
THE METHOD
Fortunately, there is an excellent variant of the GSM that recommends it highly for the introductory EM course. This is the use of spreadsheet capabilities to handle logic manipulations, leaving the student free to concentrate on the EM aspects. The spreadsheet has found widely varied applications in electrical engineering [6] - [lo] . Here, we will be concerned with its use in solving elliptic differential equations, particularly Laplace's equation. Through extensive development by commercial vendors the EM industry has tilted strongly to solution by the method of finite elements. Pedagogically, this approach involves considerable programming and lends itself well to the SSM. Consistent with the GSM philosophy and spreadsheet capabilities, it is clearly preferable to employ the method of finite differences. Descriptions of the use of spreadsheets for finite difference solutions can be found in the texts noted earlier [4] , [5] and in the literature [11]-[13] . The spreadsheet puts the student in charge of the entire problem. The set-up time is not great and frustration when the solution doesn't work out is not devastating because it is relatively straightforward to understand why, and not too time consuming to try alternatives. Primarily, the student is an active user of the program rather than being essentially passive, as with the SSM.
To illustrate this method, consider the example of a two dimensional capacitor or a microstripline line for which the unit capacitance is desired. The upper portion of Fig. 1 shows such a dielectric line with square cross-section. The student must construct a solution mesh to conform to the particular problem, and must enter an appropriate equation for the potential at each node. The node points are represented by boxes on the spreadsheet and the lower figure shows the equation entered at node D3. Here, only one fourth of the capacitor space is used. Row 1 and column G represent the electric potential at infinite distance from the line and the upper plate potential, chosen to be +20 volts, is entered at nodes A5, B5, and C5. The student must recognize that row 7 and column A are symmetry planes involving Dirichlet and Neumann boundary conditions, respectively. The presence of a surface with changing material properties, at node C6, changes the form of the solution equation to be entered there. The spreadsheet program is then allowed to iterate the equation system until a specified precision is reached. The values that appear are the actual potentials so the student can easily sketch the equipotentials (6 Volts is shown) and orthogonal field lines (two are shown). Discretizing Gauss's law allows determination of the charge and capacitance per unit length, demonstrating the quantitative effect of fringing.
Either electric or magnetic or time dependent problems can be solved with the same ease. The concept of a selfconsistent solution is illustrated and the effect of mathematical and geometric approximations can be demonstrated, e.g., by moving supposedly infinite boundaries or modifying grid size. The practical problems of computer limitations of memory and speed can be seen if the grid is refined or if greater precision is demanded.
While the spreadsheet can also be used to obtain solutions of integral problems, the problem of convergence is more severe and not all programs can solve the matrices that occur. While this may be a viable alternative to the differential solution approach, a second type of computer solution is not recommended in a situation already hard pressed for time.
At Drexel University we offer our EE students a two term EM course, having a total of 60 hours over two of our 10 week quarter-terms. For Computer Engineering majors, we give, instead, a one quarter, 40 hour course. In both cases, 2-2-112 hours are devoted to spreadsheet solutions. It takes about one hour to introduce the subject, discretize Poisson's equation, and describe the solution method. A second hour allows demonstration of an example worked in class, including either a capacitance or inductance calculation. These call for discretizing and applying Gauss's surface integral law or the line integral relation of the vector potential to magnetic flux.
As in the example above, flux linkage and fringe field concepts arise naturally.
IV. CONCLUSIONS
Our experience agrees with that of others, that the students are stimulated by the computer methods and consequently spend more time and effort on the entire course, not only on the computer solutions. We suggest they work in groups of two or three on their numerical problems, which has great pedagogical advantage. Grading their solutions can be somewhat laborious but is remarkably revealing of limits of understanding; it frequently leads to individual discussions with the groups.
An additional, important, more subtle problem has found a response through this approach. Because EM is a mature subject, the student can easily come away with the impression that it has no new frontiers, i.e., that the entire field is well understood by those who have mastered it. The computer examples are effective in impressing that not all problems are solved, or even solvable, and that EM is an area where there is still considerable developmental effort, and that its applications IEEE TRANSACTIONS ON EDUCATION, VOL. 36, NO. 2, MAY 1993 to new areas are important technologically and physically and require understanding and resourcefulness. Abstract-The purpose of this paper is to present a graduate course on finite element analysis for electromagnetic applications which is offered at Marquette University. This course covers the theoretical background which is essential in learning how to model electromagnetic devices. In addition, the course stresses the practical aspects for method implementation, and involves the application of the finite element method to engineering and design problems.
I. INTRODUCTION
HE finite element (FE) method for electromagnetic field T analysis, which was introduced over two decades ago
[l], [2] has become a well-established tool for the design and analysis of electromagnetic devices. It is heavily used in both university and industry research. Several publications with introductory material for integrating numerical methods, including the finite element method, into electromagnetic (fields) courses at the undergraduate and graduate levels have been published [3]-[15] . This paper presents the material covered in a course at the graduate level. This material should enable the graduate student to use finite element analysis in graduate research as well as when needed later in the workplace.
This course has two main objectives. The first is to help the student understand the theory behind the FE method, its limitations, and the approximations used in applying it to solve the field problem in practical devices. The second objective is to enable the student to be a user of the FE method to model electromagnetic devices by using software (code) developed for the course as well as commercially available software packages [16] , [17] . In doing so, the student can better use the commercially available software packages, modify existing codes, or even develop a code that best suits a class of problems.
In order to fulfill these objectives, the finite element formulations for several types of analysis which include static and sinusoidally time-varying cases are presented in the course and are implemented in several class projects. In addition, the source code for a two dimensional (2D) linear magnetostatic finite element analysis program which was developed for this course is discussed in class and is given to the students for use in the first class project. The remainder of the projects which cover other types of analysis require the modification of the code as well as the verification of the results by comparison to closed form solutions and results from commercially available [NI, [19] . As for the final project, each student submits a proposal for a problem, preferably relevant to his or her research area, that demonstrates a thorough understanding of the FE method and which requires the approval of the instructor.
BACKGROUND AND COURSE OUTLINE
As prerequisites, the student should be familiar with methods for solving systems of algebraic equations, should have an introductory electromagnetic field theory course, and should be proficient in computer programming. The course outlined by topics is given in Table I . The course is divided into two parts. The first part covers the theoretical background which is essential in learning how to model electromagnetic devices. This includes a review of the basic definitions of vector and scalar algebra, as well as the properties of vector fields. In addition, this part includes an overview of the constitutive relations and definitions of magnetic quantities, material properties, boundary conditions, and Maxwell's equation in point and integral forms. The second part stresses the practical aspects for method implementation, and involves the application of the finite element method to engineering and design problems. The course material includes class notes developed specifically for this course [20] , as well as material developed for a short course which is presented on an annual basis at Marquette University [21] . In addition, the book of reference [22] is adopted for the course. In the following sections of this paper, a summary of the theory covered, a list of projects assigned to students, and a list of sample final (personal) projects developed by the students are presented.
FINITE ELEMENT ANALYSIS
The partial differential equation ( these problems is often complicated and almost impossible because of many factors. One important factor is the complicated geometries and boundary contours in most of the practical problems. Another factor is that the p.d.e is nonlinear in many cases. With the advent of computers and numerical techniques, methods that are based on variational formulations [23] are used to solve the field problem. These methods allow one to replace the problem of integrating the p.d.e. governing the field problem by the equivalent problem of seeking a functional and minimizing it [l], [2] . The FE method is based on variational formulation of the field problem where the fields are obtained in a solution region through the minimization of an energy functional. The minimization of this functional is equivalent to solving the original partial differential equation governing the field.
Several types of analysis are obtained using the finite element method. Those can be categorized as follows [24] : 1) static; electric or magnetic with no time variations, 2) sinusoidally time varying; fields and excitations are 3) transient; the solution requires stepping in time, 4) eigenvalue problem; used in high frequency applications to determine natural and resonant frequencies of a system.
As can be appreciated, these analysis types cannot be thoroughly covered in a one semester course. Accordingly, the different types are discussed briefly, including the formulations for three dimensional problems [21] , [25] . However, the theory and derivations for only the two dimensional (2D) static and sinusoidally time-varying analysis types are covered in detail.
The cases covered in this course, their corresponding differential equations, and the resulting FE equations are given below.
1) Magnetostatic; the governing p.d.e. is given as follows:
sinusoidal functions of time,
where A is the z-component of the magnetic vector potential (mvp), U is the magnetic reluctivity, and J is the z-component of the excitation current density vector. As was mentioned above, the FE method is based on variational formulation of the field problem where the fields are obtained in a solution region through the minimization of an energy functional. The algebraic equations which approximate the minimization of the energy functional with respect to the potential and its variations over a given region, R, is used. Here, A, is the area of the eth element, and the indexes, Z,m, and n are the nodal numbers of the element vertexes with respect to the global system as shown in Fig. 1 . The geometric coefficients, p j , q j , and rj are functions of the coordinates of the elemental vertexes, as shown in Fig. 2 , and are given as follows:
The set of equations that approximates the minimization of the functional with respect to the set of magnetic vector potentials and their variations in the field region R can be written as follows: S n n x n n . Ann = Inn (4) where is the global coefficient matrix, nn is the total number of nodes, A is the vector of nodal mvps in a given grid covering the field region R, and Inn consists of the nodal currents, which are the forcing functions of the system of equations given in (4) . The kth entry of 1 is defined as:
where, e ranges over all elements sharing the kth node and Je is the current density in an element, e. The matrix S is sparse, banded, symmetric, and singular. Hence, in order to remove this singularity and to obtain a unique solution, the boundary conditions (BCs) which depend on the physical nature of a given problem and the chosen grid, must be applied. Three types of BCs are discussed in this course. Those are the Neumann, Dirichlet, and periodicity BCs.
The jkth element (entry) of the 3 matrix is defined as follows:
where, e ranges over all the elements sharing the j t h and kth nodes.
2) Electrostatic; the governing p.d.e. is given as follows:
where 11, is the electrostatic scalar potential, E is the permit- tivity, and p is the electrostatic potential dependent charge density, which represents the forcing function Of the system. The jkth element (entry) of the matrix for the electrostatic The set of equations for the electrostatic case can be written can be written as: as follows:
where 9 is the vector of nodal scalar electric potential (voltage) in a given grid covering the field region R. The kth entry of -Q which is the forcing function of the system is defined as:
where r,, is the radius at the centroid of an element. Meanwhile, for magnetostatic cases, the jkth element (entry) of the matrix can be written as 
where p is the nodal electrostatic potential dependent charge density.
The jkth element (entry) of the S matrix is defined as follows:
where E , is the permittivity. Equation (8) For this case, (1) is modified to include the induced eddy current term, iwaA, where, i is the imaginary unit for complex numbers, and u is the electrical conductivity. Also, the mvp, A , and the excitation current density vector J are expressed as complex phasors and the material is assumed to be linear.
In this case, the jkth element (entry) of the S matrix is defined as follows:
where q; = qj + ( 2 A / 3 r c e ) .
In some types of analysis, the system of algebraic (FE) equations can be nonlinear. For instance, the set of equations in the magnetostatic case is nonlinear if one accounts for magnetic material nonlinearities. Accordingly, methods to model the B-H curve, such as the cubic spline 4) Axisymmetric; in cases 1)-3) above, the Cartesian coordialong the z-axis. In another class of applications, the field can nate system is used, and the fields were assumed to be constant be assumed constant about an axis. In such cases, the p.d.e. given above are expanded using the cylindrical coordinate 
system.
where m, = cos 8 , and my = sin Om, see Fig. 3 . One of the main objectives of this course is to help the student understand the theory behind the FE method so he or she can understand the limitations of this approach, as well as the approximations used in applying this method. Accordingly, the details of implementation of this method are covered in the course through the assignment of several projects. The majority of these projects requires modification of a computer code to determine the fields for the analysis cases given above.
IV. CLASS PROJECTS
As was stated earlier, one of the main objectives of this course is to enable the student to use commercially available software packages [16] , [17] , modify existing codes and even develop a code most suitable for a class of applications. Accordingly, several projects are assigned to the students in addition to a final project which is picked individually. The projects cover 1) the magnetostatic analysis, 2) the electrostatic analysis, 3) axisymmetric analysis as applied to electrostatic and magnetostatic cases, and 4) sinusoidally time-varying cases (eddy current problem), as well as the problems which include permanent magnet materials. The students are given the source code for a simple 2D linear magnetostatic case, which is based on (1)- (6) for use in the first project. The other projects require the modification of the code, based on (7)- (16), to cover different types of analysis. Table 11 includes a list of sample projects that cover different types of analysis. Many of these projects require the calculation of parameters such as energy and equivalent inductance (project #2), capacitance (project #3), equivalent impedances and losses (project #4). The class projects require the verification of the results by comparison to closed form solutions and corresponding results from commercially available software packages [ 181, [ 191. In addition, as shown in the course outline, Table I , preprocessing and postprocessing are covered in the course. In doing so, a graphics program is given to the students to plot the FE grids and the fields for a given device and the students are encouraged to develop their own programs as can be seen from the list of final projects Table 111 .
One gratifying result during the period this course has been taught at Marquette University is the number of students who are using finite element analysis and the areas of research where it is applied. A list of some of the final projects performed by students is given in Table 111 . As can be appreciated from the list of individual projects, the students are discovering the advantages of this powerful technique and are applying it in different areas of research.
V. CONCLUSION
A graduate course on finite element analysis for electromagnetic applications which is offered at Marquette University was presented. The course stresses the practical aspects for method implementation, and involves the application of the finite element method to engineering and design problems. A summary of the formulations covered in this course was discussed. In addition, a list of sample projects which require the modification of a computer code by the student were presented. Based on the experience gained from teaching this course, it is concluded that the use of the finite element method raises the student interest in traditional areas of research such as electromagnetics and power.
