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ABSTRACT
We use a large sample of ∼ 350, 000 galaxies constructed by combining the UKIDSS UDS,
VIDEO/CFHT-LS, UltraVISTA/COSMOS and GAMA survey regions to probe the major (1:4
stellar mass ratio) merging histories of massive galaxies (> 1010 M) at 0.005 < z < 3.5.
We use a method adapted from that presented in López-Sanjuan et al. (2015), using the full
photometric redshift probability distributions, to measure pair fractions of flux-limited, stellar
mass selected galaxy samples using close-pair statistics. The pair fraction is found to weakly
evolve as∝ (1+z)0.8 with no dependence on stellar mass.We subsequently derivemajormerger
rates for galaxies at > 1010 M and at a constant number density of n > 10−4 Mpc−3, and find
rates a factor of 2–3 smaller than previousworks, although this depends strongly on the assumed
merger timescale and likelihood of a close-pair merging. Galaxies undergo approximately 0.5
major mergers at z < 3.5, accruing an additional 1–4 ×1010 M in the process. On average
this represents an increase in stellar mass of 20–30% (40–70%) for constant stellar mass
(constant number density) samples. Major merger accretion rate densities of ∼ 2 × 10−4 M
yr−1 Mpc−3 are found for number density selected samples, indicating that direct progenitors
of local massive (> 1011M) galaxies have experienced a steady supply of stellar mass via
major mergers throughout their evolution. While pair fractions are found to agree with those
predicted by the Henriques et al. (2015) semi-analytic model, the Illustris hydrodynamical
simulation fails to quantitatively reproduce derived merger rates. Furthermore, we find major
mergers become a comparable source of stellar mass growth compared to star-formation at
z < 1, but is 10–100 times smaller than the SFR density at higher redshifts.
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1 INTRODUCTION
The hierarchical growth of matter in the Universe naturally emerges
from cold dark matter (CDM) dominated paradigms whereby sys-
tems observed today are produced through the repeated merging of
smaller systems across cosmic time. While such models make clear
predictions on the evolution of dark matter halos (e.g., Jenkins
et al. 1997; Maller et al. 2006), the consequences for galaxy for-
mation and evolution are not trivial to infer. Observing galaxies in
the process of merging therefore represents a probe of these models
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and of galaxy formation and evolution, and allows constraints to
be placed on evolutionary models of massive galaxies as well as
cosmology and the nature of dark matter (e.g., Bertone & Conselice
2009; Conselice et al. 2014).
Both major and minor galaxy mergers have been observation-
ally and theoretically implicated in various aspects of galaxy for-
mation and evolution. Mergers were first employed to explain the
observed morphological transformations of galaxies over time. For
example, galaxy mergers are most likely an important process in the
evolution of massive elliptical galaxies (Toomre & Toomre 1972;
Barnes & Hernquist 1996; Bell et al. 2006). Furthermore, massive
quiescent galaxies selected at fixed stellar mass are observed to be
a factor of 3–6 times smaller at z ∼ 2 than in the local Universe
(Daddi et al. 2005; Trujillo et al. 2007; Buitrago et al. 2008), while
© 2017 The Authors
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massive galaxies have increased their stellar mass by a factor of
2–3 over the same time period (Ilbert et al. 2010, 2013; van der
Wel et al. 2014; Mortlock et al. 2015; Ownsworth et al. 2016).
Major mergers have been invoked as a possible mechanism respon-
sible for this drastic evolution, and their role has been increasingly
constrained over time (e.g., Conselice et al. 2003; Conselice 2006;
Bluck et al. 2012; López-Sanjuan et al. 2011, 2012, 2013; Man
et al. 2012, 2016), albeit with merger histories often derived from
relatively small samples, especially at high redshift. While some
works suggest major mergers do play a significant role in the evo-
lution of massive galaxies, other studies exclude major mergers as
the main driver and instead suggest that minor mergers are respon-
sible, at least at high redshift (e.g., McLure et al. 2013). Thus, our
understanding of merging is currently incomplete and controversial
at best.
One of the most direct measurements one can perform in order
to infer how galaxies form and evolve through mergers is to mea-
sure the fraction of galaxies undergoing such an event. This provides
a path to derive the integrated effect of mergers for specific pop-
ulations of galaxies. This has previously been achieved at many
redshift regimes using two main methodologies. Where high reso-
lution, high signal-to-noise (S/N) imaging exists, selecting mergers
through some combination of morphological indicators is popular
(e.g., concentration, asymmetry and clumpiness (CAS): Conselice
et al. 2003; Jogee et al. 2009; López-Sanjuan et al. 2009; Conselice
et al. 2014; or Gini and M20: Lotz et al. 2004, 2008). These selec-
tions are confirmed to almost always probe ongoingmerging events
(Conselice et al. 2003, 2008). Such analysis has even been used
to select galaxies at specific stages after coalescence has occurred
(Pawlik et al. 2016). However, the requirement for high resolution
and high S/N necessarily means that expensive space-based obser-
vations are the only route to performing morphological analysis at
z > 1. The small volumes and thus number densities of galaxies
supplied by such campaigns represent a significant source of uncer-
tainty in the robust study of merger histories. The second approach
is to select galaxies with small projected separations — close-pairs
— on the sky (e.g., Carlberg et al. 1994; Patton et al. 1997, 2000;
Kartaltepe et al. 2007). Although selection of close-pairs does not
directly trace merging events, it has been shown that galaxies within
some small separation are more likely than not to merge in the rela-
tively near future (Mihos 1995; Patton et al. 1997, 2002; Kitzbichler
& White 2008).
While much progress has been made in the literature, various
complications existwhen attempting to comparemeasures ofmerger
fractions from different studies. Indeed many studies also find an
increasing merger fraction with redshift (Le Fevre et al. 2000; Bluck
et al. 2009), while others find a relatively flat slope or a plateau at
high redshift (Williams et al. 2011; Newman et al. 2012). At low
redshift (z < 0.2) studies generally agree on a merger fraction of
the order of less than a few percent (e.g., De Propris et al. 2007). On
the other hand, agreement is generally not reached at high redshift
(z > 1), where merger fractions up to one third (e.g., Le Fevre
et al. 2000; Bluck et al. 2009) have been measured. It has been
comprehensively shown that measurements made using stellar mass
or luminosity selected samples result in stark differences between
the normalisation and measured slopes of the merger fraction (Man
et al. 2016). These differences go some but not all the way to
reconciling the results from different studies. What is clear is that a
consistent picture of galaxy mergers has not been painted over the
majority of the history of the Universe.
Deep near-IR imagery combined with complimentary multi-
wavelength observations is required to accurately probe the stellar
populations at high redshift z > 1. Such data allow for photo-
metric redshifts reaching precisions of ∼ 0.01(1 + z) (e.g., Ilbert
et al. 2009; Hartley et al. 2013; Mortlock et al. 2013; Muzzin et al.
2013b), and stellar population parameters including stellar mass to
be estimated out to the furthest redshifts (e.g., Duncan et al. 2014).
Modern wide-area, deep surveys represent the only way to observe
the merger histories of massive galaxies with any statistical signif-
icance across cosmic time. To this end, this paper, in combination
with Duncan et al. (in prep), herein D17, who study objects at z > 2
within the CANDELS field, presents a new method to measure
stellar mass selected merger fractions across a large redshift range,
exploiting the statistical power of large multi-wavelength datasets.
For the first time, we can measure the major and minor merger frac-
tions at 0.005 < z < 6 consistently using a combination of ground-
and space-based observations, providing the first consistent pic-
ture of galaxy mergers to within the first Gyr of cosmic time. In
this paper, we present merger fractions and derive merger rates of
massive galaxies (log(M∗/M) > 10) at z < 3.5 using a combina-
tion of three square-degree-sized, deep near-IR surveys (totalling 3
square degrees), the publicly available Galaxy AndMass Assembly
(GAMA) second data release (DR2) (totalling 144 square degrees),
and multiple CANDELS regions (totalling 0.26 square degrees).
This paper is organised as follows: In Section §2 we describe
the various data used in this work; in Section §3we detail themethod
with which wemeasure close-pairs of stellar mass selected galaxies;
in Section §4 we explore the measured major merger fractions; in
Section §5 we derive and compare merger rates and discuss our
results throughout; in Section §6 we discuss our results and the tests
applied to them; and in Section §7 we summarise the results of this
work. Throughout we quote magnitudes in the AB system (Oke &
Gunn 1983) unless otherwise stated, stellar masses are calculated
using a Chabrier (2003) initial mass function (IMF) and we utilise
a ΛCDM cosmology with Ωm,0 = 0.3, H0 = 70 km s−1 Mpc−1 and
ΩΛ = 1 −Ωm.
2 DATA & DATA PRODUCTS
Weutilise the deepest andwidest surveys of the low and high redshift
Universe available today. A combination of Galaxy And Mass As-
sembly (GAMA), the UKIDSS Ultra Deep Survey (UDS), VIDEO
and UltraVISTA provides 144 square degrees at z < 0.2 and 3.25
square degrees at 0.2 < z < 3.5. The depth and wavelength of the
surveys used in this work allows us to study the distant Universewith
fewer biases against red and dusty galaxies, which could otherwise
be completely missed in ultraviolet (UV) and optically selected sur-
veys. While details on how photometric redshift and stellar masses
are estimated are given in Section §2.6 and §2.7, below we discuss
the survey fields used in this work.
2.1 UKIDSS Ultra Deep Survey (UDS)
This work employs the eighth data release (DR8) of the UKIDSS
UDS (Almaini et al. in prep). The UDS is the deepest of the UKIRT
(United Kingdom Infra-Red Telescope) Infra-Red Deep Sky Survey
(UKIDSS; Lawrence et al. 2007) projects, covering 0.77 square
degrees. Deep photometry is obtained in J, H and K to limiting
AB magnitudes of 24.9, 24.2 and 24.6 in 2” apertures. It is cur-
rently the deepest near-IR survey ever undertaken over such an area.
Complementary multi-wavelength observations exist in the form of
u-band data obtained from CFHT Megacam; B, V , R, i and z-band
data from the Subaru-XMM Deep Survey (Furusawa et al. 2008);
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Y -band data from the ESO VISTA Survey Telescope; and IR pho-
tometry from the Spitzer Legacy Program (SpUDS, PI: Dunlop).
These observations over the wavelength range 0.3µm < λ < 4.6µm
are vital for the computation of accurate photometric redshifts, stel-
lar masses and rest-frame magnitudes out to the highest redshifts
we probe in this work. We utilise a galaxy catalogue selected in the
K-band containing approximately 90,000 galaxies out to z ∼ 3.5,
reaching a 99% completeness depth of K = 24.3 with an effective
area of 0.63 square degrees. We use a combination of spectroscopic
redshifts from archival sources as well as the UDSz (Curtis-Lake
et al. 2012; Bradshaw et al. 2013), which provide 2292 high quality
spectroscopic redshifts at 0 < z < 4.5 (90% at z < 2) in the UDS
region.
2.2 UltraVISTA
We use the publicly available Ks-band selected UltraVISTA cata-
logue produced by Muzzin et al. (2013a). The UltraVISTA survey
observes the COSMOSfield (Scoville et al. 2007) with the ESOVis-
ible and Infrared Survey Telescope for Astronomy (VISTA) survey
telescope, covering an effective area of 1.62 square degrees. The cat-
alogue provides PSF-matched 2.1′′ aperture photometry across 30
bands covering the wavelength range 0.15µm < λ < 24µm down
to a limiting 90% completeness magnitude of Ks = 23.4. Only
sources above this detection limit with reliable photometry are used
in this work. We do not use the MIPS photometry in this paper as
it is uncertain how well models reproduce this regime of a galaxy
spectrum. Furthermore, we produce our own photometric redshifts
and stellar masses, as described in §2.6 and §2.7. The catalogue
includes GALEX (Martin et al. 2005), CFHT/Subaru (Capak et al.
2007), S-COSMOS (Sanders et al. 2007) and UltraVISTA (Mc-
Cracken et al. 2012) photometry as well as the zCOSMOS Bright
(Lilly et al. 2007) spectroscopic dataset, providing 5467 high qual-
ity spectroscopic redshifts at z < 2.5. The vast majority (99%) of
these spectroscopic redshifts are at z < 1 and 50% are at z < 0.5.
2.3 VIDEO
The VISTA Deep Extragalactic Observations (VIDEO) survey
(Jarvis et al. 2012) is a ∼12 square degree survey in the near-
infrared Z , Y , J, H and Ks bands, specifically designed to enable
the evolution of galaxies and large structures to be traced as a
function of both epoch and environment from the present day out
to z = 4, and active galactic nuclei (AGNs) and the most massive
galaxies up to and into the epoch of reionization. In this work we use
observations matched to those of the Canada-France-Hawaii Tele-
scope Legacy Survey Deep-1 field (CFHTLS-D1) providing multi-
wavelength (0.3µm < λ < 2.1µm) coverage over a total of 1 square
degree down to a 90% completeness magnitude of Ks = 22.5. We
perform comprehensive simulations to calculate the completeness
level as a function of total K-band magnitude which are described
in Appendix A.
For the purpose of this work, we utilise aKs-selected catalogue
(released in June 2015) containing 54,373 sources after star/galaxy
separation using a uJK colour selection, magnitude cuts, star mask-
ing, and selecting only sources with a detection signal-to-noise > 2.
Bright stars and areas visibly contaminated with starlight are man-
ually masked out using the VIDEO Ks-band image. Objects within
these masked regions are flagged and discarded from the sample.
A spectroscopic sample of galaxies is constructed from the latest
VIMOS VLT Deep Survey (VVDS; Fevre et al. 2004) and the VI-
MOS Public Extragalactic Redshift Survey (VIPERS; Garilli et al.
2014) data releases. We match the most secure redshifts (quality
flags 3 and 4) within one arcsecond of our Ks-band sources, provid-
ing 4,382 spectroscopic redshifts over the range 0 < z < 4.5. The
vast majority (90%) of this sample is below z < 1.5 however.
2.4 GAMA
In order to obtain a measurement of the merger fraction at red-
shifts where we are restricted by volume in other fields, we utilise
the second data release (DR2) of the Galaxy And Mass Assembly
(GAMA) campaign (Driver et al. 2009; Liske et al. 2015). This
release provides multi-wavelength photometry in 9 filters over three
fields totalling 144 square degrees. Complimenting this data, 98%
of the detections are provided with secure spectroscopic redshifts.
GAMA therefore represents a large and unique dataset with which
to probe galaxy evolution at low redshift.
In this paper we utilise combined data from all three GAMA
fields (G09, G12 and G15), herein collectively referred to as the
GAMA region, included in the DR2 release. When calculating
stellar masses in this region we apply the recommended photo-
metric zero-point offsets1 and stellar mass scaling factors (Taylor
et al. 2011) provided with the release documentation. What dif-
ferentiates this dataset from the others used in this paper is the
unprecedented spectroscopic coverage. Combining the three afore-
mentioned GAMA regions yields 55,199 objects with good quality
spectroscopic redshift (quality flag nQ > 2) and zspec > 0.005,
which minimises contamination from stars (visual inspection of a
u− J vs J −K plot reveals this cut removes the stellar locus), repre-
senting 97 per cent of the total number of objects down to a limiting
Petrosian r-band magnitude of mr = 19. This allows us to perform
our analysis in two ways: photometrically and spectroscopically,
which we discuss in Section §4.3.
2.5 Simulated Data
Models of galaxy formation and evolution have advanced dramati-
cally over the last few decades. Semi-analytic models (SAMs) aim
to reproduce and predict the statistical properties of galaxy popu-
lations, historically at low redshift. We use the latest development
in the Munich ‘family’ of models (e.g., Croton et al. 2006; De Lu-
cia & Blaizot 2006; Guo et al. 2011), as described in Henriques
et al. (2015), herein H15, to provide predictions of the pair fraction.
This model is applied to the output of The Millennium Simulation
(Springel et al. 2005), scaled to a Planck cosmology (Planck Collab-
oration (XVI) 2014). We downloaded all 24 mock lightcones from
the German Astrophysical Virtual Observatory (GAVO; Lemson &
Consortium 2006) which we reduce in size from a circular aperture
of two degrees diameter to a square field-of-viewwith an area of one
square degree. Doing so allows us to quantify the expected variance
between surveys similar in size to those used in this study. Further-
more, we explore and compare the results of the merger fractions
obtained using the H15 model in Section §4. Furthermore, we also
compare results of the merger rate to that within the Illustris simu-
lation (Vogelsberger et al. 2014a,b; Rodriguez-Gomez et al. 2015)
in Section §5.
1 http://www.gama-survey.org/dr2/schema/table.php?id=168
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2.6 Photometric redshift probability distributions
Photometric redshift probability distributions are calculated for all
sources using the EAZY photometric redshift code (Brammer et al.
2008). EAZY determines the zphot for a galaxy by fitting a spectral
energy distribution (SED) produced by a linear combination of
templates to a set of photometric measurements. It has been shown
that the default set of six templates, derived from the PEGASE
models (Fioc & Rocca-Volmerange 1999), in combination with an
additional red template from the Maraston (2005) models, and a 1
Gyr-old single-burst Bruzual&Charlot (2003) template are required
to provide robust SED fits to the zoo of observed galaxies in modern
surveys (e.g., Onodera et al. 2012; Muzzin et al. 2013a).
As such, we use this set of templates to calculate photometric
redshifts and photometric redshift probability distributions (PDFs).
The PDF is constructed for each galaxy from its χ2(z) distribution
following P(z) ∝ exp(−χ2(z)/2), after convolution with a pho-
tometric prior. We now discuss the use of a photometric prior in
these calculations and the ability of the resulting PDFs to accurately
reproduce photometric redshift confidence intervals.
2.6.1 Photometric redshift prior
In calculating galaxy PDFs and best-fit photometric redshifts, many
studies make use of a luminosity or colour dependent redshift prior.
The use of such priors have been shown to improve best-fit solu-
tions when compared to spectroscopic redshift measurements (e.g.,
Benitez 2000; Brammer et al. 2008). However the use of such pri-
ors may introduce bias into the measurement of close pairs. As an
example, let us consider two galaxies at the same redshift with iden-
tical properties except for stellar mass (luminosity). A luminosity
based prior will influence the probability distribution of each galaxy
and, in the example, the higher mass system will have its PDF bi-
ased towards lower redshifts, and vice-versa for the second galaxy.
Furthermore, priors are necessarily based on simulations. At higher
redshifts (z > 2) these may deviate from the true distribution of
galaxies, however at lower redshift they are much more constrained
and in agreement with observations.
We therefore construct a new luminosity prior P(z |m), which
denotes the probability of a galaxywith apparentK-bandmagnitude
m being found at redshift z, by extracting galaxy number counts from
the H15 semi-analytic model using 24 independent light cones. This
model has been shown to accurately reproduce the observed number
densities of galaxies out to z ∼ 3, and thus is perfect to construct a
prior from. This is achieved in the same manner as Brammer et al.
(2008) and Benitez (2000), parametrising each magnitude bin i as
P(z |mK,i) ∝ zγi × exp(−(z/zi)γi ), (1)
where γi and zi are fit to the redshift distribution in each magnitude
bin. This is done to ensure that the prior is smooth over the redshift
range of interest. We calculate these distributions over the redshift
range 0 < z < 7 and apparent magnitude range 17 < mK < 27. Cal-
culated fitting parameters are displayed in Figure 1 which shows the
calculated prior probabilities as a function of apparent magnitude.
We find that pair fractions obtained using photometric redshifts cal-
culated with and without a prior are indistinguishable within the
calculated uncertainties, however the prior is used in this work be-
cause it improves the best-fit zphot estimates and reduces the number
of catastrophic outliers (see Section §2.6.3). The default EAZY r-
band prior is used when calculating photometric data products for
the GAMA survey region as this data is r-band selected.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
redshift z
P
(z
|m
)
18 < mKs < 26
Figure 1. Relative prior probabilities, P(z |mK ), as a function of apparent
Ks -band magnitude extracted from semi-analytic light cones (Henriques
et al. 2015). Plotted probability densities in steps of ∆mK = 1 over the
magnitude range 18 < mK < 26, normalised such that
∫
P(z |mK ) dz = 1,
with P(z |mK ) given by Equation 1.
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Figure 2. Cumulative distribution of the |zpzs |/(1σ error) for the GAMA
(gold), UDS (red), VIDEO (blue) and COSMOS (green) survey regions.
Dashed lines indicate the distributions found before the corrections de-
scribed in Section §2.6.2 while solid lines represent the corrected dis-
tributions. The cross-hair represents the expected 68.3% of sources at
|zs − zp |/(1σ error) = 1.
2.6.2 Photometric redshift confidence intervals
Redshift probability distributions output by photometric redshift
codes are often unable to accurately represent photometric redshift
confidence intervals (e.g., Hildebrandt et al. 2008; Dahlen et al.
2013). The causes include, but are not limited to, inaccurate pho-
tometry errors or the choice of template set. Although average agree-
ment between best-fit zphot and zspec can be excellent, 1σ and 2σ
confidence intervals can be significantly over- or under-estimated.
Analysing the photometric redshift probability distributions
output by EAZY, discussed in Section §2.6, we observe that the
confidence intervals are indeed incorrect. Using high quality spec-
troscopically obtained redshifts for a subset of galaxies in each field
we find that 72%, 71%, 81% and 50% of zspec are found within the
1σ photometric PDF interval for the UDS, VIDEO, COSMOS and
GAMA regions, respectively. In order to address this we sharpen
PDFs that overestimate the confidence intervals. This is done as in
Dahlen et al. (2013), however we briefly outline the method here.
To sharpen, the PDFs are replaced with P(zi) = P(zi)1/α0
until the value of alpha gives the correct fraction of 68.3%. To
smooth, the PDFs are convolved with a kernel of [0.25, 0.5, 0.25]
until the correct fraction of 68.3% is recovered. The same process
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is then applied to the entire sample. In doing so, we obtain values
of α = 0.832, 0.818, 0.482 for the UDS, VIDEO and COSMOS
fields, respectively. The GAMA field required N = 350 smoothing
iterations to match the same requirements. The cumulative distri-
bution of |zs − zp |/(1σ error) is shown in Figure 2 both before and
after these corrections for sources with spectroscopic observations
in all fields. This figure shows that the corrections applied provide
the expected ∼ 68% of sources with a spectroscopic redshift within
1σ of the calculated photometric redshift.
2.6.3 Best-fit solutions
Whilewe are interested in the PDFs associatedwith each galaxy, it is
useful to compare best-fit photometric redshift solutions with spec-
troscopically obtained values. Various measures exist to quantify
the agreement between photometric and spectroscopic redshifts and
here we report the normalised median absolute deviation (NMAD),
mean |∆z |/(1 + zspec), where ∆z = (zspec − zphot), and outlier frac-
tion, defined in two ways. These measures of photometric redshift
quality are provided in Table 1, and a visual comparison between
spectroscopic and photometric redshifts within all regions is shown
in Figure 3. We note that all fields except for GAMA possess aver-
ages biases of zspec − zphot ≈ 0. As is apparent in Figure 3, We note
that there is a relatively large apparent bias in our photometric red-
shifts within the GAMA region whereby our photometric redshifts
tend to be larger than the spectroscopic redshift by ∆z = 0.02 on
average. This is the largest bias we observe in the datasets we use.
We note that if the brightest 10% (25%) of objects in the GAMA
region are analysed, this bias is reduced by a factor of ∼ 3 (∼ 2),
suggesting that fainter (r > 18) objects are more affected by this
bias. Such an effect would not be seen in the other regions as their
spectroscopic samples are typically biased towards the brightest ob-
jects in the field. However, as we do not observe any suggestion of
stellar mass dependence (see Section §4) in the pair fractions, this
issue is not expected to affect the results presented herein.
We find that the use of a photometric prior typically reduces the
difference between photometric and spectroscopic redshifts, whilst
also reducing the fraction of catastrophic failures. Furthermore, we
find that the COSMOS region provides the most accurate photomet-
ric redshifts when compared to a subset of spectroscopic redshifts.
However, spectroscopic redshift samples that are co-spatial with
deep, wide near-IR surveys like UltraVISTA/COSMOS are often
heavily biased towards the nearest and brightest systems. With a
97% completeness fraction the spectroscopic sample in the GAMA
region is undoubtedly unbiased and is arguably a better indicator
of photometric redshift efficacy. Here the prior reduces the NMAD
and the mean offset by 18% and 15%, respectively.
Applying the corrections described in Section §2.6.2, results
in PDFs which accurately represent the probability of every galaxy
at every redshift over the range 0 < z < 6. The integral of the PDF
over some redshift range measures the probability of the galaxy
being found within said redshift range.
2.7 Stellar masses
Stellar masses are calculated using smpy, a custom spectral energy
distribution (SED) fitting code, first introduced in Duncan et al.
(2014) and available online2. We use Bruzual & Charlot (2003,
BC03) stellar population synthesis models with a Chabrier (2003)
2 https://www.github.com/dunkenj/smpy/
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Figure 3. Comparison between best-fit photometrically derived redshifts,
zphot, and spectroscopically measured redshifts, zspec, in the a) UDS, b)
VIDEO, c) COSMOS, and d) GAMA regions. Numbers within parenthesis
denote the number of science-quality spectroscopic redshifts within each
field. Due to the extremely large number of sources within the GAMA
region, a randomly selected sample of 5% is displayed for this field only. The
normalised median absolute deviation, average offset and outlier fraction of
our photometric redshifts are listed in Table 1 for each region.
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Figure 4. Redshift versus stellar mass distributions in the in the a) UDS,
b) VIDEO, c) COSMOS, and d) GAMA regions. Redshifts presented in
the GAMA region are spectroscopic (zspec) while those displayed in other
regions are photometric (zphot). 90% stellar mass completeness limits,
M90∗ (z), within each region, determined using magnitude limits of r = 19.0
and K = 24.3, 22.5, 23.4, respectively, are given by the dashed black lines.
IMF. Model ages are allowed to vary between 0.01–13.7 Gyr. Star-
formation histories are described by a simple τ-model and are al-
lowed to be exponentially increasing or decreasing with values of
|τ | allowed between 0.01–13.7 Gyr, plus an option for a constant
star-formation history. The effects of dust are parametrised as in
Calzetti et al. (2000), with an extinction (AV ) allowed to vary be-
tween 0 – 4 magnitudes. Stellar metallicity is allowed in the range
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Table 1. Best-fit photometric redshift (with and without prior) comparison
with high quality spectroscopic sample outlined in Section §2. For each
field we list the number of secure spectroscopic redshifts available (Ns ),
the normalised median absolute deviation (σNMAD ), mean |∆z |/(1 + zs ),
average bias ∆z = zspec − zphot, and fraction of catastrophic outliers (η1 and
η2 ) defined in two ways.
Field Ns σNMAD
|∆z |
(1+zs) ∆z η1
a η2
b
WITH MAGNITUDE PRIOR
UDS 2648 0.053 0.045 0.01 5.3% 5.0%
VIDEO 4382 0.044 0.038 0.01 2.9% 3.3%
COSMOS 5467 0.013 0.010 0.00 0.5% 2.5%
GAMA 55199 0.049 0.044 -0.02 2.4% 2.5%
WITHOUT MAGNITUDE PRIOR
UDS 2648 0.051 0.045 0.01 5.3% 5.3%
VIDEO 4382 0.048 0.042 0.02 3.4% 3.5%
COSMOS 5467 0.013 0.011 0.00 0.5% 3.2%
GAMA 55199 0.060 0.052 -0.03 3.4% 1.7%
a Catastrophic outliers determined as |∆z |/(1 + zspec) > 0.15.
b Catastrophic outliers determined as |∆z |/(1 + zspec) > 3 × σNMAD .
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Figure 5. Top: Computed redshift probability distributions, P(z), for an
identified close-pair system with a primary galaxy (solid red line) at best-
fit redshift zpeak = 0.44 and secondary galaxy (dashed dotted blue line)
at best-fit redshift zpeak = 0.43. A greyscale Ks -band image of the pair,
of side length 20”, is shown inset. The integrated cumulative probability
function (Equation 2) of the system is given by the dashed black line.
Bottom: The stellar mass as a function of redshift, via SED-fitting, for
the primary and secondary galaxies. At their best-fit zpeak, the primary and
secondary galaxies possess stellar masses of log(M∗/M) = 11.2 and 10.7,
respectively. The major merger mass ratio (1:4) is given by the dark shaded
region while the minor merger mass ratio (1:10) is given by the light shaded
region. The hatched regions represent redshift ranges where the close-pair
system is not considered as the primary galaxy does not meet the criteria of
log(M∗/M) > 11.
0.005 < Z/Z < 2.5. We do not include nebular emission. In short,
at every redshift the stellar mass is calculated as the mean stellar
mass summed over all template fits, weighted by the goodness of
fit. All available photometry are fit to a library of 34,803 synthetic
SEDs simultaneously to achieve this. Stellar mass as a function of
redshift within each region is shown in Figure 4.
3 COUNTING GALAXY PAIRS
Modern multi-wavelength, deep photometric surveys offer a wealth
of data from which the distances to, and physical properties of large
galaxy samples can be calculated. Arguably the most fundamental
properties of a galaxy that can be calculated from this data are the
redshift and stellar mass. For the purposes of this work, themeasure-
ment we ultimately make is the fraction of galaxies in the process
of merging, fmerge. To this end, we analyse galaxy close pairs, and
perform a measurement of the pair fraction, fpair, through the use
of photometric redshift probability distributions (PDFs) and stellar
mass-redshift functions,M∗(z). Use of the PDF allows uncertainty
in galaxy redshifts to be taken into account when selecting galaxy
pairs. The full code we have developed for this work, named Pyrus
(Pyrus being the genus of tree on which pears grow), is available
freely online3 with accompanying documentation. We describe the
conversion of the pair fraction to the merger fraction in Section
§5. Our method builds upon the photometric pair method described
by López-Sanjuan et al. (2015) to allow for pair fraction measure-
ments of stellar mass selected samples of galaxies constructed from
flux-limited catalogues. We refer the interested reader to this paper,
however we describe the method in full below.
Figure 5 illustrates the resulting photometric redshift PDF (top
panel) and estimated stellar mass (bottom panel) as a function of
redshift for an identified close-pair in the COSMOS region whose
primary galaxy is found to be at zphot = 0.44 with a stellar mass
of log(M∗/M) = 11.2. Further examples of probable close-pairs
(Npair > 0.7) identified in the COSMOS region are shown in Figure
6.
3.1 Close-pair selection
Using the science catalogueswithin each survey region, an initial list
of projected galaxy close pairs is constructed. Based on the desired
physical separation limits, the minimum and maximum considered
angular separations are calculated using the extremes of the redshift
range being probed. In this paper we look at the merger histories
of galaxies with M∗ > 1010M through close-pairs at physical
separations between 5–30 kpc and a stellar mass ratio of µ > 1/4,
i.e. major mergers.
Next, each pair has their PDFs convolved and normalised such
that the integral of the resulting PDF can maximally contribute
a single close pair to the final analysis. This combined redshift
probability function,Z(z), is defined as
Z(z) = 2 × P1(z) × P2(z)
P1(z) + P2(z)
=
P1(z) × P2(z)
N(z) . (2)
Here P1(z) and P2(z) represent the PDFs of the primary and sec-
ondary galaxy within each projected close pair. It follows from this
prescription that Z(z) represents the number of close pairs con-
tributed by each projected pair at redshift z and can necessarily
3 http://www.github.com/ppxcjm/Pyrus
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Figure 6. Three-colour image using the UltraVISTA DR1 J , H , and Ks -band images of close-pairs at 0.3 < z < 3.0 that contribute Npair > 0.7 after
weightings are applied. Each postage stamp is centred on the primary (most massive) galaxy and the outer white circles represent a physical search radius of
30 kpc around each centred primary galaxy. Colour scaling is done automatically to highlight the often faint galaxies of interest. A range of morphologies,
colours and galaxy sizes are apparent.
range only between 0 and 1. Close pairs with
∫ ∞
0 Z(z)dz = 0 are
discarded from the subsequent analysis.
Additional selection criteria are enforced using binary redshift
masks. These are 0 when criteria are not met, and 1 otherwise.
Firstly, the use of physical separations to define close pairs translates
into angular separation conditions that are a function of redshift.
Thus, an angular separation mask, M θ (z), is calculated for each
pair. This is defined as
M θ (z) =
{
1, it θmin(z) ≤ θ ≤ θmax(z)
0, otherwise (3)
where θ is the projected separation on the sky between two galax-
ies, θmin(z) = rmin/dA(zmax), and θmin(z) = rmax/dA(zmin), where
dA(z) is the angular diameter distance. For the purposes of this paper
we choose rmin = 5 kpc and rmax = 20 or 30 kpc in order to max-
imise opportunities for comparison with previous literature studies.
A similar mask is defined to enforce the stellar mass conditions
required to label two galaxies as a close-pair. This pair selection
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mask is defined as
M pair(z) =

1, ifMlim∗,1 (z) ≤ M∗,1(z) ≤ Mmax∗
andMlim∗,2 (z) ≤ M∗,2(z)
0, otherwise
(4)
where M∗,1(z) and M∗,2(z) are the stellar masses of the primary
and secondary galaxies, respectively. The stellar mass limits in the
above equation are defined as
Mlim∗,1 (z) = max{Mmin∗ (z),M
comp
∗ (z)} (5)
and
Mlim∗,2 (z) = max{µM1∗ (z),M
comp
∗ (z)} (6)
respectively, whereMcomp∗ (z) is the stellar mass completeness limit
at redshift z for the survey region the galaxies belong to,Mmin∗ (z)
is the lower stellar mass limit for the primary sample, andMmax∗ (z)
is the upper stellar mass limit for the primary sample. Application
of this mask ensures that: (i) the primary galaxy is within the stel-
lar mass range being probed; (ii) that the correct stellar mass ratio
between the primary and secondary galaxy is enforced at every red-
shift, and (iii) both galaxies are above the stellar mass completeness
limits of their respective survey region.
With these properties in hand for each projected pair, the pair
probability function, PPF(z), is then defined as
PPF(z) = Z(z) ×M θ (z) ×M pair(z). (7)
The integral of the PPF provides the unweighted number of close-
pairs (as defined by the chosen selection criteria) that two galaxies
contribute to the measured pair fraction.
3.2 Close-pair weightings
The PPF in Equation 7 is affected by three selection effects: (i)
incompleteness in the projected spatial search area around primary
galaxies; (ii) the difference in quality of the photometric redshifts
between survey regions; and (iii) the stellar mass search area found
beyond the completeness limit. The corrections we make for these
issues are explained in the following sections.
3.2.1 Stellar mass (in)completeness
The various limiting fluxes of the surveys used in this work corre-
spond to redshift dependent stellar mass completeness limits. As
we have a statistically large number of galaxies at every redshift
within each of the surveys used, we follow Pozzetti et al. (2010)
in calculating the empirical 90% stellar mass completeness limit,
M90∗ (z) for each survey. This is found by scaling the stellar masses
of the faintest 20% of sources to that which they would have at the
flux limit (survey completeness magnitude) of the survey. The 90%
stellar mass completeness limit is taken as the 90th per centile of
the resulting scaled mass distribution. Stellar mass completeness
limits for all fields are shown in Figure 4 for comparison. We find
that the UDS, VIDEO and COSMOS fields are complete at stel-
lar masses above 1010M (1011M) below redshift 2.3, 1.0, 1.5
(3.5, 2.0, 3.0), respectively, while the GAMA region is found to be
complete at redshift 0.2 (0.2).
Selecting galaxies by their stellar mass requires us to take
into account scenarios where a search for close-pair companions
falls below the known completeness stellar mass. A primary galaxy
with a stellar mass,M∗,1(z), close to the redshift dependant stellar
mass completeness limit may have a reduced mass range within
which to search for secondary galaxies, for example if µM∗,1(z) <
Mlim∗ (z). The weighting we prescribe can be written as the inverse
of the fraction of the stellar mass search area above the stellar
mass completeness limit. This weighting is applied to all secondary
galaxies around a primary galaxy and is defined as
w
comp
2 (z) =
[ ∫ M1
Mlim∗ (z) φ(M∗, z) dM∗∫ M1
µM1 φ(M∗, z) dM∗
]−1
, (8)
where φ(M∗, z) represents the GSMF at the appropriate redshift.
Making this correction we recover pair statistics corresponding to
a volume limited study. These secondary weights are a stellar mass
version of the luminosity weights presented in Patton et al. (2000).
Additional weights are assigned to the primary galaxies, as in Patton
et al. (2000), to minimise the error from galaxies that are close to
the flux limit which will have fewer numbers of observed pairs. The
primary completeness weight, wcomp1 (z), is given by
w
comp
1 (z) =
∫ Mmax∗
Mlim,1∗ (z)
φ(M∗, z) dM∗∫ Mmax∗
Mmin∗ φ(M∗, z) dM∗
(9)
whereMmin∗ andMmax∗ are the lower and upper stellar mass limits
of the primary sample andMlim∗,1 (z) is defined in Equation 5.
3.2.2 Masked areas
Primary galaxies which lie close to the boundaries of the surveymay
have their spatial search area reduced, finding fewer pair galaxies as a
result. This is also the case for galaxies near survey areasmasked out
due to contamination, from bright stars for example. As the search
area depends on the fixed physical search radius, this correction is
also a function of redshift andmust be calculated for every redshift of
interest. The area around each primary galaxy that may be excluded
by these effects is calculated by performing photometry on the mask
image. We use the photutils4 (v0.2) Python package for this task.
Each secondary galaxy is thenweighted by the inverse of the fraction
of the search area available around its primary host and is defined
as
warea(z) = 1
farea(z), (10)
where farea(z) is the sum of the mask image within the annulus at a
given redshift, divided by the sum over the same area in an image of
equal size with all values equal to unity. This method automatically
accounts for irregular survey shapes and small calculation errors
from finite pixel sizes.
3.2.3 Photometric redshift quality
As in LS15 we apply a selection in the odds parameter O (Benitez
2000; Molino et al. 2013) which represents the photometric redshift
quality. The odds parameter encodes the probability of a galaxy
being found within some redshift interval centred on its best-fit
value. The odds sampling rate (OSR) for galaxies with apparent
magnitude m is defined as
OSR(m) =
∑
NO≥0.3∑
NO≥0
, (11)
4 http://photutils.readthedocs.org
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the ratio between the number of galaxies with O ≥ 0.3 and the
total number of galaxies with magnitude m. The choice of cut in
the Odds parameter is explored in Appendix B. We calculate this
quantity in bins of width ∆m = 0.5 and linearly interpolate these
values to define the OSR at every possible magnitude. Figure B2
shows the odds sampling rate for the surveys used in this work,
showing clearly the differing flux limits. We find that no more than
5 per cent of galaxies in each magnitude bin fall below this cut, even
at the respective magnitude limits in each region. Both the primary
and secondary galaxy in a close-pair are then weighted by
wOSR =
1
OSR(m), (12)
where m is the apparent magnitude of the galaxy in the detection
filter (e.g. the Ks-band for the UDS, VIDEO and COSMOS fields,
and the r-band for the GAMA field).
3.2.4 Final weightings
Taking all of the aforementioned weights into account, the total
weight applied to each secondary galaxy around a given primary
galaxy is given by
w2(z) = warea1 (z) × w
comp
1 (z) × w
comp
2 (z) × wOSR1 × wOSR2 . (13)
Similarly, the weight applied to every primary galaxy is given by
w1(z) = wcomp1 (z) × wOSR1 . (14)
The application of these weightings allows for the measurement of
volume-limited pair fractions. In this work, however, we are careful
to only make use of measured pair fractions where we are complete
in stellar mass, and so wcomp1 = w
comp
2 = 1.
3.3 The pair fraction
Here we describe how the pair fraction is calculated. The number
of associated close-pairs with each galaxy, i, in the primary sample
over the redshift range zmin < z < zmax is given by
N ipair =
∑
j
∫ zmax
zmin
w
j
2(z) × PPFj (z) dz, (15)
where j indexes the secondary galaxies associated with each pri-
mary galaxy, PPFj (z) the corresponding pair probability function
(see Section §3.1), and w j2(z) the pair weight given by Equation 13.
The number of primary sample galaxies each galaxy contributes
within the same redshift range is similarly given by
N i1 =
∑
i
∫ zmax
zmin
wi1(z) × Pi(z) × Si1(z) dz (16)
where Si1(z) is the selection function for the primary sample of
galaxies, Pi(z) is the normalised redshift probability density func-
tion, and wi1 the primary galaxy’s weighting as given in Equation
14. The selection function simply enforces the criteria for a galaxy
to be included in the primary sample and is defined as
S1(z) =
{
1, ifMlim∗,1 (z) ≤ M∗,1(z) ≤ Mmax∗
0, otherwise
(17)
where the functions have the same definitions as above. Let us
consider the example of attempting to measure the pair fraction for
a sample of galaxies with stellar mass log(M∗/M) > 11, as in this
work. In this particular casewewould arrive atMlim∗,1 = 1011M and
Mmax∗ = 1012M . This upper limit is chosen to exclude unphysical
stellar mass estimates, and remove rare galaxies with bad SED-
fitting results from consideration.
It follows that the pair fraction, fpair, is simply defined as
the number of observed close-pairs divided by the total number of
galaxies in the primary sample. Over the same redshift range as
above this is given by
fpair =
Npair
Ntot
=
∑
i N ipair∑
i N i1
. (18)
The conversion of this pair fraction to a merger fraction, and sub-
sequently a merger rate, is discussed in Section §5.
4 OBSERVED PAIR FRACTIONS
In this section we detail the measured pair fractions obtained for
various primary samples. These are chosen in order to enable com-
parison of their derived merger rates with previous works in Section
§5. As previously mentioned, we perform the close-pair analysis
in the GAMA region in two ways: photometrically and spectro-
scopically. For the latter, we enforce the condition that projected
close-pairs must be within ∆v < 500 km/s (∆z = 0.0017) of each
other. A combination of mass (in)completeness and the potential
to miss a large population of massive galaxies at faint magnitudes
(Caputi et al. 2015) limit our study to z < 3.5 in the deepest near-IR
survey region. In Section §4.1 we describe pair fractions obtained
for constant stellar mass selected samples, and in Section §4.2 we
report pair fractions for samples of galaxies selected at a constant
cumulative comoving number density.
Firstly we justify our choice of parameters.We define the mini-
mumphysical separation of a close-pair as 5 kpc in order tominimise
the influence of objects whose photometry has become blended and
to ensure the host galaxy is not counted as its own companion. This
physical separation translates into angular separations between 0.7–
1.5 arcseconds at the redshift ranges probed in this study. The pixel
scales in the UDS (0.27”/pix), VIDEO (0.19”/pix) and COSMOS
(0.15”/pix) images, from which the catalogues were produced, rep-
resent minimum separations of 3, 3 and 5 pixels, respectively.
4.1 Constant stellar mass selected samples
The volume afforded by square degree-sized surveys allows themost
massive galaxies (M∗ > 1011M) to be probed across cosmic time.
We obtain major merger fractions for two stellar mass selections
at two physical separations purely for comparison with previous
literature works. These fractions are tabulated for reference in Table
2 and we subsequently derive major merger rates in Section §5.
4.1.1 Massive galaxies (M∗ > 1011M)
Wemeasure the pair fraction for a sample of galaxies defined by the
limitM∗ > 1011M . We calculate this pair fraction at maximum
physical separations of 20 kpc and 30 kpc to enable comparisonwith
previous works. Obtained fractions and estimated errors at both sep-
arations are given in Table 2, however we only discuss those at 30
kpc due to the larger sample sizes obtained using this larger separa-
tion. Results of fpair at this separation in the GAMA, UDS, VIDEO
and COSMOS regions are shown in Figure 7 as gold and black
crosses, red circles, blue squares and green triangles, respectively.
Results from a complimentary study within the CANDELS fields
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Figure 7. The measured major merger (µ > 1/4) pair fraction, fpair, for galaxies with log(M∗/M) > 11 at physical separations of 5–30 kpc as a function
of redshift in the GAMA (gold and black crosses), UDS (red circles), COSMOS (green triangles) and VIDEO (blue squares) fields. The black crosses with
horizontal error bars are points measured using the GAMA spectroscopic sample, including Poisson errors and cosmic variance estimates. Results from a
complimentary study within the CANDELS fields (Duncan et al., in prep) are presented as solid black circles. Upper limits on the pair fraction are given by
points with solid filled arrows. The best-fit to all the data, as provided in Table 3, is shown as a solid grey line. The grey shaded area represents the 1σ variation
in the pair fraction as measured using 24 light cones based on the H15 semi-analytic model.
(Duncan et al., in prep) are shown as filled black circles. Where
the primary sample is complete (in stellar mass) but the companion
search area is > 50% complete, one sigma upper limits on fpair
are denoted by symbols with a filled arrow of the same colour. Er-
rors include contributions from cosmic variance estimates (Moster
et al. 2011), Poisson statistics and a bootstrap error analysis. These
contributions are summed in quadrature.
Towards higher redshift the UDS, VIDEO andCOSMOSfields
provide an insight into the evolution of the pair fraction to within
the first 2 Gyr of cosmic time. Pair fractions measured in the lowest
redshift bin (0.2 < z < 0.5) exhibit a large scatter between fields and
possess large uncertainties. This is attributed to the relatively small
volumes in this redshift bin which translates into a small sample
of massive galaxies. However, all three fields report values of fpair
that agree to within the errors. At z > 0.5 we observe consensus
that fpair evolves very little at z < 3.5. The measurements within
the VIDEO region are found to be consistent with those obtained
in the UDS region, however stellar mass completeness limits our
comparison to z < 1.5 in this region.
As in previous works we fit our pair fraction results via a
least-squares fitting routine with a simple power law of the form
fpair = f0(1 + z)m (e.g., Patton et al. 2002; Conselice et al. 2003;
Bridge et al. 2007), which describes the pair fraction at z = 0 and the
slope of the pair fraction with redshift. In general we find a weakly
increasing pair fraction with redshift. A similar evolution is found
by López-Sanjuan et al. (2009, see their Fig. 5) at 0.2 < z < 1,
López-Sanjuan et al. (2015, see their Fig. 11) at 0 < z < 1, and
Conselice et al. (2003, see their Fig. 14) at 1.4 < z < 3.4, albeit
with slightly varying selections and methodologies.
Performing the fitting procedure to the data from all observa-
tionally determined pair fractions shown in Figure 7 and find
fpair(z) = 0.024 ± 0.004 × (1 + z)0.78±0.20
for close-pairs selected at 5–30 kpc. This is plotted as a solid black
line. Fitting parameters for close-pairs selected at 5–20 kpc, at lower
stellar masses, and using different combinations of data are pre-
sented in Table 3. Our data are complimented by pair fraction mea-
surements within the CANDELS fields at z > 1.5 presented in
Duncan et al. (in prep). The relative scarcity of high mass galaxies
combined with the small volumes probed by the CANDELS fields
result in upper limits (solid black circles with a downward pointing
solid black arrow) of the pair fraction at z > 2.5 although they are
consistent with measurements in the UDS and COSMOS regions
of this work. If we just consider the GAMA, UDS, VIDEO and
COSMOS data we find a very similar evolution in the pair fraction
of
fpair(z) = 0.024 ± 0.004 × (1 + z)0.85
+0.19
−0.20,
which is found to be in excellent agreement with the fit obtained
when considering the CANDELS data at high redshift.
As mentioned previously, it is difficult to compare merger frac-
tions measured between different studies. Thus we do not attempt
to compare our fitted value of fpair(z = 0) = f0 with previous
work, however we are able to draw comparisons between the calcu-
lated slope of the evolution in fpair. Our value of m = 0.78 ± 0.20
is in agreement with that found by Conselice et al. (2003) for a
primary sample of MB > −20 over a similar redshift range. On
the other hand, the major merger fraction slope of m = 2.9 ± 0.4
found for galaxies with log(M∗/M) > 11 in Bluck et al. (2009)
is seemingly at odds with the measurement presented in this work.
However, their fit is anchored by the z = 0 point of De Propris et al.
(2007) which was measured using different selection criteria to the
z > 0.5 data. Re-fitting to just the high redshift data presented in
Fig. 1 of Bluck et al. (2009) results in a significantly shallower slope
of m = 0.48 ± 0.41, in agreement with our result.
4.1.2 Intermediate mass galaxies (M∗ > 1010M)
We perform the same measurement for a sample of lower stellar
mass systems with log(M∗/M) > 10. Stellar mass completeness
considerations limit our measurements to z < 1.5. As displayed in
Figure 8, we find an increase in the pair fraction from fpair ∼ 0.03 at
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Figure 8. The measured major merger (µ > 1/4) pair fraction fpair for galaxies with log(M∗/M) > 10 at physical separations of 5–30 kpc as a function
of redshift in the GAMA (gold and black crosses), UDS (red circles), COSMOS (green triangles) and VIDEO (blue squares) fields. The black crosses with
horizontal error bars are points measured using the GAMA spectroscopic sample, including Poisson errors and cosmic variance estimates. Results from a
complimentary study within the CANDELS fields (Duncan et al., in prep) are presented as solid black circles. Upper limits on the merger fraction are given
by points with solid filled arrows. The best-fit fpair(z) for galaxies with log(M∗/M) > 11 (Figure 7) is shown as a dashed grey line for comparison. The grey
shaded area represents the 1σ variation in the merger fraction as measured using 24 light cones based on the H15 semi-analytic model.
z ∼ 0.1 to fpair ∼ 0.1 at z ∼ 1.25. If the results of Duncan et al. (in
prep) are considered at 1.5 < z < 3.5 in addition to those at z < 1.5,
we find that the pair fraction remains roughly constant ( fpair = 0.06)
to high redshift. Fitting these data, as in Section §4.1.1, we obtain
fpair = (0.028 ± 0.002) × (1 + z)0.80±0.09.
When the calculated uncertainties are considered, the evolution of
the pair fraction for intermediate mass galaxies is entirely consistent
with that measured for the most massive galaxies in Section §4.1.1.
The fit for this higher mass selection is illustrated in Figure 8 as the
dashed black line.
The measured pair fractions in this work compare favourably
to those in previous studies. Using sources in the GOODS-S and
GOODS-N fields, Bundy et al. (2009) find fpair = 5 ± 2%, 7 ± 3%,
9±2% at z = 0.4–0.7, 0.7–0.9, 0.9–1.4 for galaxies with > 1011M .
Man et al. (2012) find pair fractions that fall from 15 ± 8% at
1.7 < z < 3 to 8 ± 5% at 0 < z < 1 using the COSMOS survey.
Although these fractions are larger than the best-fit pair fraction
found in this work, they agree within error and agree especially
well with measurements within the UDS and VIDEO fields found
in this work. Similarly, our results for massive galaxies are in good
agreement with those of López-Sanjuan et al. (2012) who measure
pair fractions of 3–6% at 0.3 < z < 0.9. Probing galaxies with
> 2 × 1011 M , Ruiz et al. (2014) find satellite fractions of ∼ 10%
for at similar merger ratios within the SDSS. Bluck et al. (2009)
use a morphologically selected sample of galaxies and find fpair =
0.29 ± 0.06 at 1.7 < z < 3. This measurement is larger than the
results found in this work by a factor of∼ 4. This can be attributed to
the selection in morphology rather than luminosity or stellar mass
Man et al. (2016). At masses > 1010 M , Bundy et al. find smaller
pair fractions of fpair = 3±2%, 5±3%, 6±2% in the same redshift
bins. This work’s results over the same redshift and mass regime
(3-10%) are therefore in good agreement. While comparisons of
measured pair fractions between studies can be useful, the reader
is cautioned about making direct comparison without reviewing the
methodologies and parameter choices employed between studies.
Additionally, the H15 semi-analytic model light cones predict
pair fractions (solid grey shaded region in Figure 8) in excellent
agreement with all observations at z > 0.3. As with more massive
samples, the cosmic variance between the light cones also appears
to be reproduced. This agreement also extends to pair fractions
measured at the smaller separation of 5–20 kpc.
4.2 Constant number density selected samples
Selecting samples of galaxies at a constant cumulative comoving
number density has been used to connect samples of galaxies across
time (e.g., Papovich et al. 2011; Conselice et al. 2013; Ownsworth
et al. 2014; Torrey et al. 2015; Ownsworth et al. 2016), and has been
shown to be more successful at tracing galaxy populations than a
selection above a constant stellar mass with redshift (Behroozi et al.
2013; Leja et al. 2013; Mundy et al. 2015; Jaacks et al. 2016).
To provide the best estimate of the evolution of the merger
histories of the progenitors of today’s most massive galaxies, we
measure the pair fraction for a sample of galaxies selected at a
constant cumulative comoving number density of n = 5 × 10−4
Mpc−3 which provides a sample of galaxies withM∗ > 1011M
at z ≈ 0, and galaxies with > 109.5M at z ∼ 3.25. We calculate
the corresponding stellar mass limit at every redshift using the
galaxy stellar mass function, described further in Section §6.3.1.
Making this selection, we are directly probing the progenitors of
these galaxies at higher redshift (Mundy et al. 2015). This choice of
number density is a trade off between satisfactory sample sizes at
low redshift and avoiding mass completeness issues at high redshift.
The pair fraction evolution from this number density selection,
measured at a separation of 5–30 kpc, is found to have a similar z = 0
normalisation compared to the pair fractions measured for constant
stellar mass selected samples. However, the measured slope is a
factor of ∼ 2 larger compared to galaxies at > 1011 M , and a
factor of ∼ 1.5 compared to galaxies at > 1010 M . The fitting
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Table 2. Major merger (µ > 1/4) pair fractions, fpair, and associated errors
calculated using Pyrus for constant stellar mass selected samples. Fractions
are listed by each survey region, separated by stellar mass and physical
search radius parameters. Errors include contributions fromcosmic variance,
bootstrap error analysis and Poisson errors. Pair fractions in GAMA at
0 < z < 0.2 are measured using spectroscopic redshifts.
z GAMA UDS VIDEO COSMOS
M∗ > 1010M (5 − 20kpc)
0.0 – 0.2 0.011±0.002 - - -
0.0 – 0.1 0.020±0.005 - - -
0.1 – 0.2 0.014±0.002 - - -
0.2 – 0.5 - 0.018±0.006 0.019±0.005 0.015±0.004
0.5 – 1.0 - 0.042±0.007 <0.036 0.023±0.003
1.0 – 1.5 - 0.057±0.008 - <0.036
1.5 – 2.0 - <0.099 - -
M∗ > 1010M (5 − 30kpc)
0.0 – 0.2 0.019±0.004 - - -
0.0 – 0.1 0.035±0.008 - - -
0.1 – 0.2 0.025±0.003 - - -
0.2 – 0.5 - 0.042±0.013 0.042±0.010 0.029±0.007
0.5 – 1.0 - 0.075±0.012 <0.089 0.055±0.007
1.0 – 1.5 - 0.101±0.014 - <0.087
1.5 – 2.0 - <0.176 - -
M∗ > 1011M (5 − 20kpc)
0.0 – 0.2 0.022±0.007 - - -
0.0 – 0.1 0.023±0.018 - - -
0.1 – 0.2 0.017±0.006 - - -
0.2 – 0.5 - 0.010±0.016 0.002±0.003 0.022±0.010
0.5 – 1.0 - 0.034±0.011 0.033±0.011 0.018±0.005
1.0 – 1.5 - 0.053±0.019 0.028±0.010 0.021±0.006
1.5 – 2.0 - 0.101±0.060 - 0.026±0.008
2.0 – 2.5 - 0.065±0.030 - 0.034±0.011
2.5 – 3.0 - 0.057±0.030 - <0.057
3.0 – 3.5 - 0.033±0.026 - -
M∗ > 1011M (5 − 30kpc)
0.0 – 0.2 0.041±0.013 - - -
0.0 – 0.1 0.030±0.022 - - -
0.1 – 0.2 0.025±0.008 - - -
0.2 – 0.5 - 0.067±0.049 0.012±0.008 0.035±0.014
0.5 – 1.0 - 0.058±0.022 0.063±0.018 0.042±0.009
1.0 – 1.5 - 0.086±0.025 0.079±0.028 0.047±0.010
1.5 – 2.0 - 0.087±0.030 - 0.053±0.013
2.0 – 2.5 - 0.089±0.037 - 0.057±0.017
2.5 – 3.0 - 0.073±0.037 - <0.090
3.0 – 3.5 - 0.040±0.030 - -
procedure parametrises the pair fraction for this selection as
fpair(z) = (0.023+0.005−0.004) × (1 + z)1.22±0.31.
This fit is obtained using the pair fraction measurements in the
GAMA, UDS, VIDEO and COSMOS fields at z < 1.5. We have
measured the pair fraction on a finer redshift grid in the VIDEOfield
to constrain the slope of the pair fraction over this small redshift
range. Measured pair fractions for this selection are listed in Table
4.
Probing a smaller number density selection of n = 1 × 10−4
Mpc−3 provides a sample of galaxies at 0 < z < 0.2 with stellar
mass log(M∗/M) > 11.2 and allows us to probe the progenitors
of such galaxies out to a higher redshift of z = 2.5. Measured pair
Table 3. Major merger (µ > 1/4) fraction fitting parameters for com-
binations of survey regions, for a parametrisation of the form fpair(z) =
f0(1 + z)m . Fitting is performed on fpair measurements up to the redshifts
reported in Table 2. Errors are determined using a bootstrap analysis and
the resulting parameter distributions of 10,000 realisations. The number of
merging events, Nmerg, a galaxy undergoes at 0 < z < 3.5, given by the
integral in Equation 21, is provided in the far right column.
Survey Region f0 m Nmerg
M∗ > 1010M (5 − 20kpc)
UDS 0.012+0.005−0.004 1.99
+0.56
−0.51 1.1
+1.1
−0.6
COSMOS 0.009+0.006−0.004 1.78
+1.20
−1.02 0.7
+1.7
−0.5
All 0.006+0.003−0.002 2.68
+0.59
−0.59 1.1
+1.3
−0.6
All + GAMA 0.010+0.002−0.002 1.82
+0.37
−0.34 0.8
+0.6
−0.3
M∗ > 1010M (5 − 30kpc)
UDS 0.029+0.012−0.009 1.57
+0.55
−0.50 1.0
+1.0
−0.5
COSMOS 0.014+0.008−0.006 2.50
+1.08
−0.84 1.1
+2.4
−0.8
All 0.018+0.005−0.004 2.14
+0.40
−0.41 1.1
+0.8
−0.5
All + GAMA 0.020+0.003−0.003 1.97
+0.26
−0.25 1.0
+0.6
−0.3
All + GAMA + D17 0.028+0.002−0.002 0.80
+0.09
−0.09 0.5
+0.3
−0.1
M∗ > 1011M (5 − 20kpc)
UDS 0.022+0.011−0.009 0.68
+0.42
−0.40 0.7
+0.7
−0.4
COSMOS 0.013+0.009−0.006 0.70
+0.67
−0.65 0.5
+0.5
−0.3
All 0.014+0.006−0.004 0.75
+0.41
−0.43 0.5
+0.4
−0.2
All + GAMA 0.015+0.004−0.004 0.66
+0.34
−0.34 0.5
+0.3
−0.2
M∗ > 1011M (5 − 30kpc)
UDS 0.073+0.034−0.025 −0.05+0.40−0.40 0.8+0.7−0.4
VIDEO 0.007+0.005−0.003 3.22
+0.97
−0.87 1.1
+2.9
−0.8
COSMOS 0.031+0.013−0.010 0.52
+0.44
−0.41 0.5
+0.4
−0.2
All 0.025+0.005−0.005 0.82
+0.22
−0.22 0.5
+0.3
−0.2
All + GAMA 0.024+0.004−0.004 0.85
+0.19
−0.20 0.5
+0.3
−0.2
All + GAMA + D17 0.024+0.004−0.004 0.78
+0.20
−0.20 0.5
+0.3
−0.1
n(> M∗) = 1 × 10−4 Mpc−3 (5 − 30kpc)
All 0.023+0.015−0.010 0.95
+0.65
−0.61 0.5
+0.6
−0.3
All + GAMA 0.019+0.007−0.006 1.16
+0.42
−0.37 0.5
+0.4
−0.2
n(> M∗) = 5 × 10−4 Mpc−3 (5 − 30kpc)
All 0.027+0.012−0.009 1.01
+0.59
−0.55 0.6
+0.6
−0.3
All + GAMA 0.023+0.005−0.004 1.22
+0.31
−0.31 0.6
+0.4
−0.2
fractions are shown in Figure 9 with the best-fit parametrisation
given by the solid grey curve, and the best-fit pair fraction for
galaxies at > 1011 M shown as a dashed grey line. We find a
similar value for f (z = 0) as the larger number density, but a
slightly shallower evolution with redshift becoming only slightly
steeper (but agreeing within the errors) than fpair measured for
constant stellar mass selections at > 1010 M . Fitting the data, we
find that
fpair(z) = (0.019+0.007−0.006) × (1 + z)1.16
+0.42
−0.37 .
While the best-fit parameters predict a steeper evolution with in-
creasing redshift, once the uncertainties are considered the evolu-
tion is consistent with that found for the larger number density of
n = 5 × 10−4 Mpc−3. Therefore we do not detect any significant
change in the pair fraction evolution between these two selections.
Additionally, there is no significant difference between the evolution
of the pair fraction in these selections with those of a constant mass
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selection when the same redshift range and datasets are considered.
Further exploration at higher redshift is needed to constrain this
evolution and make a comparison at higher redshift.
4.3 Comparison between spectroscopically and
photometrically determined merger fractions
The extraordinarily high spectroscopic completeness (> 97%)of the
GAMA region (see Baldry et al. 2010, 2014, Robotham et al. 2010
and Hopkins et al. 2013 for details on the spectroscopic targeting
campaign and subsequent analysis) allowed us to perform several
tests. We compared measured merger fractions in the GAMA re-
gion at z < 0.2 in two ways: spectroscopically and photometrically.
To perform the measurement spectroscopically some tolerance in
redshift must be chosen, translating to a cut in relative velocities
between the galaxies in a close-pair system. Previous studies have
chosen a relative velocity offset of |∆v | < 500 km/s (e.g., Patton
et al. 2000; Lin et al. 2004, 2008; de Ravel et al. 2009; López-
Sanjuan et al. 2012) in order to select close-pairs with a high prob-
ability of coalescence. We therefore enforce this condition when
measuring the spectroscopic pair fraction in the GAMA region (see
black crosses with horizontal error bars in Figures 7 and 8).
Pair fractions measured with photometric and spectroscopic
redshifts for massive galaxies (M∗ > 1011M; Section §4.1.1) are
found to be in excellent agreement. Using the calculated GAMA
photometric redshifts we find a pair fraction of fpair = 0.030±0.022
at 0.005 < z < 0.1, and fpair = 0.025 ± 0.008 at 0.1 < z < 0.2.
Performing the analysis at 0.005 < z < 0.2 using the available
spectroscopic redshifts instead, we obtain fpair = 0.041 ± 0.013, in
good agreement with the photometric analysis. Intermediate mass
galaxies (M∗ > 1010M; Section §4.1.2) possess photometric pair
fractions of fpair = 0.035 ± 0.008 and fpair = 0.025 ± 0.003 within
the same redshift bins. Again performing the analysis spectroscop-
ically we find fpair = 0.019± 0.004. This close agreement suggests
that the criteria we enforce on the photometric redshift probabil-
ity distributions of the galaxies is equivalent to enforcing a cut of
∆v < 500 km/s in relative velocity. Similar agreement is also seen at
the smaller separation of 5–20 kpc, and for selections of galaxies at
the number densities probed in this work. The observed consistency
between the results of performing the analysis photometrically and
spectroscopically suggests that the two methods perform equivalent
measurements.
5 MAJOR MERGER RATES
While the fraction of galaxies undergoing a merger event within
a particular sample is a useful quantity, the ultimate goal is to
measure the rate at which a typical galaxy (or population of galaxies)
undergo merging events. To achieve this, the merger fraction must
be converted to a merger rate. The following section describes the
process we follow to do this.
5.1 Calculating the merger rate from the pair fraction
Whereas merger fractions obtained via different methods may not
necessarily be directly comparable, derived merger rates are if the
typical timescale over which each method can observe a galaxy
merger is known. The conversion to merger rates is strongly de-
pendent on the method of choice (e.g. close-pairs) and is sensitive
to various parameter choices (e.g. physical separation). We follow
Lotz et al. (2011) in deriving merger rates from the merger fractions
presented in Section §4 and we refer to interested reader to this
paper for a concise and thorough introduction to the topic.
Twomeasures of themerger rate are often used in the literature.
These are the volume-averaged galaxy merger rate, Γmerg, and the
fractional galaxy merger rate, Rmerg. The difference between these
two quantities is important: Γ(z) traces the number of merging
events per unit comoving volume above a mass limit, while R(z)
encodes the number of mergers per massive galaxy (Lotz et al.
2011). The volume-averaged merger rate is defined as
Γmerg(z) =
φmerg(z)
〈Tobs〉
=
fmerg(z)n1(z)
〈Tobs〉
, [Mpc−3 Gyr−1] (19)
and the fractional merger rate defined as
Rmerg(z) =
fmerg(z)
〈Tobs〉
, [Gyr−1] (20)
where 〈Tobs〉 is the average timescale during which a merger can be
observed given the method used to identify it, n1(z) is the number
density of the primary sample, φmerg is the number density of
mergers, and fmerg is the merger fraction. As we directly measure
only the pair fraction, a correction must be made such that fmerg =
Cmerg fpair, where Cmerg is the fraction of pairs that will eventually
result in a merger event. This is typically taken to be Cmerg = 0.6
(Lotz et al. 2011) and so we continue this convention, however we
note the large uncertainty on this value and its origin going forward.
This number expresses our uncertainty in the fraction of galaxies in
pairs which will eventually merge.
The number density of the primary sample, n1(z), is calculated
by integrating the GSMF at the appropriate redshift between the
stellar mass limits of Mmin∗ (z) < M∗(z) < Mmax∗ (z), where the
maximum stellar mass considered is 1012M .
We assume values of 〈Tobs〉 = 0.60Gyr for close-pairs selected
at 5–30 kpc, and 〈Tobs〉 = 0.32 Gyr for close-pairs selected at 5–20
kpc (Lotz et al. 2011). Like the value of Cmerg, the value of 〈Tobs〉
is uncertain. It is relatively simple, however, to correct the results
presented in this work to other combinations of Cmerg and 〈Tobs〉,
as these values are simply constants in any integrations performed.
For this purpose, we define the ratio of these two quantities as
ηmerg =
Cmerg
〈Tobs〉
. [Gyr−1]
The rp < 30 kpc merger rates used in this work therefore corre-
spond to ηmerg = 1, while the rp < 20 kpc merger rates assume
ηmerg = 1.875. If one then wished to correct the merger rates, the
estimated number of major mergers undergone by a galaxy, or even
the stellar mass accrued through major mergers for a different value
of η, simply multiple the values quoted in this paper by a factor of
ηnew/ηold. We note that the timescales assumed in this work differ
to those described byKitzbichler &White (2008), a commonly used
reference in the galaxy merger literature. Using their equation 9 to
calculate the merger timescale, Tmerge, for the stellar mass regimes
probed in this work results in Tmerge = 1.1–1.8 Gyr. Note, however,
that this is a merger timescale and not an observability timescale.
Additionally, the former quantity inherently includes the probability
of a merger between close-pairs and therefore Tmerge is not directly
comparable to this work’s definition of η.
Using these values for the observability timescale, which are
measured using a suite of simulations, we find remarkable agree-
ment between derived merger rates of both 20 and 30 kpc separa-
tions. For the sake of brevity, and the advantage of larger number
statistics we only report merger rates derived from 5–30 kpc pair
fractions in the text and figures. We fit the derived merger rate
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Table 4. Calculated major merger (µ > 1/4) pair fractions, fpair, and associated errors for a constant cumulative comoving number density, n, selected sample
of galaxies. The stellar mass limit, Mlim∗ , at the corresponding number density and redshift is calculated by integrating the appropriate galaxy stellar mass
function. Errors include contributions from cosmic variance, bootstrap error analysis and Poisson errors.
z Mlim∗ GAMA UDS VIDEO COSMOS
(logM)
n = 5 × 10−4 Mpc−3 (5 − 30kpc)
0.0 – 0.1 10.8±0.1 0.034 ± 0.017 - - -
0.1 – 0.2 10.8±0.1 0.025 ± 0.006 - - -
0.2 – 0.5 10.9±0.1 - 0.057 ± 0.046 0.011 ± 0.008 0.034 ± 0.013
0.5 – 0.7 10.9±0.1 - - 0.053 ± 0.022 -
0.7 – 0.9 10.9±0.1 - - 0.065 ± 0.022 -
0.5 – 1.0 10.9±0.1 - 0.065 ± 0.019 - 0.041 ± 0.009
0.9 – 1.1 10.9±0.1 - - 0.073 ± 0.019 -
1.1 – 1.3 10.8±0.1 - - < 0.083 -
1.0 – 1.5 10.8±0.1 - 0.093 ± 0.022 - 0.048 ± 0.008
1.5 – 2.0 10.6±0.1 - 0.111 ± 0.030 - < 0.078
2.0 – 2.5 10.7+0.1−0.2 - < 0.319 -
n = 1 × 10−4 Mpc−3 (5 − 30kpc)
0.0 – 0.1 11.2±0.1 0.019 ± 0.022 - - -
0.1 – 0.2 11.2±0.1 0.020 ± 0.009 - - -
0.2 – 0.5 11.3±0.1 - 0.009 ± 0.039 0.005 ± 0.009 0.070 ± 0.043
0.5 – 0.7 11.2±0.1 - - 0.037 ± 0.034 -
0.7 – 0.9 11.2±0.1 - - 0.058 ± 0.035 -
0.5 – 1.0 11.2±0.1 - 0.036 ± 0.027 - 0.039 ± 0.012
0.9 – 1.1 11.2±0.1 - - 0.081 ± 0.038 -
1.1 – 1.3 11.1±0.1 - - 0.030 ± 0.017 -
1.0 – 1.5 11.1±0.1 - 0.080 ± 0.026 - 0.048 ± 0.011
1.3 – 1.5 10.9±0.1 - - < 0.109 -
1.5 – 2.0 10.9±0.1 - 0.090 ± 0.030 - 0.051 ± 0.013
2.0 – 2.5 10.7+0.1−0.2 - 0.096 ± 0.035 - < 0.082
2.5 – 3.0 10.6±0.2 - < 0.139 - -
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
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Figure 9. The measured major merger (µ > 1/4) pair fraction, fpair, for galaxies selected at a constant cumulative number density of n(> M∗) = 1 × 10−4
Mpc−3 at physical separations of 5–30 kpc as a function of redshift in the GAMA (gold and black crosses), UDS (red circles), COSMOS (green triangles)
and VIDEO (blue squares) fields. The black crosses with horizontal error bars are points measured using the GAMA spectroscopic sample, including Poisson
errors and cosmic variance estimates. Upper limits on the merger fraction are given by points with solid filled arrows. The best-fit fpair(z) for galaxies with
log(M∗/M) > 11 (Figure 7) is shown as a dashed grey line for comparison. Pair fractions in the VIDEO region have been measured in a finer redshift grid
to provide better constraints on the slope of the pair fraction.
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Table 5. Fitting parameters for the volume-averaged merger rate, Γmerg(z),
as given in Equation 19, for various combinations of surveys used within
this work. Fits with two parameters are of the form Γmerg(z) = Γ0(1 +
z)mΓ , while those with three parameters are of the form Γmerg(z) = Γ0(1 +
z)mΓ exp(−cΓz). Appropriate fitting forms are decided by comparing the
goodness of fit using the χ2. Parameters and their associated uncertainties
are calculating using a bootstrap technique, accounting for uncertainties on
the pair fraction and GSMF.
Survey Γ0 mΓ cΓ
(Mpc−3 Gyr−1)
M∗ > 1010M (5 − 20kpc)
All 6.45+5.57−3.33 × 10−5 1.35+1.14−1.12 -
All + GAMA 1.64+0.58−0.41 × 10−4 0.48+1.00−1.15 -
M∗ > 1010M (5 − 30kpc)
All 0.55+1.84−0.43 × 10−4 6.66+12.80−13.40 3.37+7.75−7.41
All + GAMA 1.11+0.47−0.35 × 10−4 0.56+0.77−0.87 -
All + GAMA + D17 1.00+0.64−0.52 × 10−4 4.22+5.00−3.73 -
M∗ > 1011M (5 − 20kpc)
All 1.10+2.12−0.89 × 10−5 3.15+9.18−5.48 2.40+2.65−4.70
All + GAMA 1.05+0.71−0.58 × 10−5 3.53+5.95−3.83 2.61+2.03−3.26
M∗ > 1011M (5 − 30kpc)
All 0.85+2.06−0.73 × 10−5 6.58+12.01−6.53 4.10+3.09−6.28
All + GAMA 4.22+4.39−2.90 × 10−6 7.34+7.25−4.55 4.20+2.20−3.75
All + GAMA + D17 6.61+5.27−4.56 × 10−6 9.21+8.87−4.75 5.62+2.61−5.08
n(> M∗) = 1 × 10−4 Mpc−3(5 − 30kpc)
All 1.29+0.94−0.64 × 10−6 1.62+0.81−0.75 -
All + GAMA 1.46+0.74−0.64 × 10−6 1.45+0.70−0.59 -
n(> M∗) = 5 × 10−4 Mpc−3(5 − 30kpc)
All 1.44+0.12−0.72 × 10−5 1.05+1.00−0.95 -
All + GAMA 1.26+0.51−0.43 × 10−5 1.23+0.63−0.60 -
points with either a simple power law of the same form as fitted to
the pair fraction, and with a combined power law and exponential.
The choice of fitting form is determined using the χ2 goodness-of-
fit parameter. Fitted volume-averaged and fractional merger rates at
both separations are listed in Table 5 and Table 6.
Galaxies at log(M∗/M) > 11 exhibit a constant volume-
averaged merger rate (top panel in Figure 10) of Γ ∼ 10−5 Mpc−3
Gyr−1 at z < 1.5, which declines steadily by a factor of ∼ 10
towards higher redshift such that, at z = 3.25, we find Γ ∼ 10−6
Mpc−3 Gyr−1. This is attributed to the decrease in the number
density of such massive galaxies. Conselice et al. (2007) estimate
the merger rate of a morphologically selected sample using the
same stellar mass criteria at 0.4 < z < 1.4 as 2.0+3.0−1.6×10−5 Mpc−3
Gyr−1 which is consistent with our findings. Bluck et al. (2009)
measure merger rates for a similar sample at high redshift and find
a merger rate of Γ < 1.2 × 10−4 Mpc−3 Gyr−1 at z = 0.5, and
at z = 2.6 find Γ < 5 × 10−4 Mpc−3 Gyr−1. These upper limits
are consistent with the results presented here. As seen in Figure
10 we find our derived merger rates at z < 1.5 to be a factor of
∼ 2 smaller than those described in the aforementioned literature
sources, although we note that we are typically consistent within
2σ. This discrepancy is attributed to a number of factors. Bluck
et al. (2009) find significantly higher pair fractions than this work;
Table 6. Fitting parameters for the fractional merger rate, Rmerg(z), as
given in Equation 20, for various combinations of surveys used within this
work. Fits with two parameters are of the form Rmerg(z) = R0(1 + z)mR ,
while those with three parameters are of the form Rmerg(z) = R0(1 +
z)mR exp(−cRz). Appropriate fitting forms are decided by comparing the
goodness of fit using the χ2. Parameters and their associated uncertainties
are calculating using a bootstrap technique.
Survey R0 mR cR
(Gyr−1)
M∗ > 1010M (5 − 20kpc)
All 9.86+2.73−1.90 × 10−3 2.87+0.35−0.35 -
All + GAMA 1.82+0.22−0.21 × 10−2 1.87+0.23−0.22 -
M∗ > 1010M (5 − 30kpc)
All 1.73+0.22−0.19 × 10−2 2.17+0.19−0.20 -
All + GAMA 1.94+0.13−0.12 × 10−2 1.9+0.12−0.12 -
All + GAMA + D17 1.73+0.15−0.14 × 10−2 4.13+0.49−0.49 1.41+0.26−0.26
M∗ > 1011M (5 − 20kpc)
All 2.55+0.87−0.69 × 10−2 0.79+0.35−0.35 -
All + GAMA 2.83+0.62−0.57 × 10−2 0.68+0.27−0.25 -
M∗ > 1011M (5 − 30kpc)
All 1.30+0.58−0.43 × 10−2 3.83+1.49−1.38 1.32+0.57−0.65
All + GAMA 1.76+0.41−0.40 × 10−2 2.87+1.06−0.92 0.95+0.42−0.49
All + GAMA + D17 1.79+0.44−0.38 × 10−2 2.79+1.05−0.95 0.93+0.44−0.49
n(> M∗) = 1 × 10−4 Mpc−3(5 − 30kpc)
All 1.82+0.91−0.65 × 10−2 1.22+0.47−0.45 -
All + GAMA 1.76+0.57−0.50 × 10−2 1.26+0.37−0.32 -
n(> M∗) = 5 × 10−4 Mpc−3(5 − 30kpc)
All 1.84+0.58−0.47 × 10−2 1.51+0.38−0.36 -
All + GAMA 2.02+0.36−0.33 × 10−2 1.39+0.24−0.21 -
approximately ∼ 5% at 0.5 < z < 1.5, and ∼ 30% at 2 < z < 3.
These are a factor of∼ 2 and∼ 4 larger, respectively, which, coupled
with merger timescales of 0.4±0.2 Gyr (close-pair sample) and
1.0±0.2 Gyr (CAS sample) that Bluck et al. adopt, makes their
derived merger rates a factor of ∼ 2 larger at low redshift, and a
significant factor larger at high redshift (see their Section 3.2).
Galaxies with log(M∗/M) > 10 exhibit a qualitatively simi-
lar evolution of the volume-averaged merger rate, shown in the top
panel of Figure 11. However the rate is typically an order of magni-
tude greater than that derived for the higher stellar mass sample. At
z < 1.5we find an approximately constant Γ ∼ 10−4 Mpc−3 Gyr−1.
Considering the derived merger rates using the pair fractions ob-
tained by Duncan et al. (in prep) in the CANDELS fields extends
the measurement at this stellar mass range to z = 3.25. We find a
steep decline of Γ at z > 1.5 such that at z = 3.25, Γ ∼ 3 × 10−5
Mpc−3 Gyr−1, albeit with an uncertainty of a factor of ∼ 5. We
compare our derived merger rates with a selection of literature rates
(Lotz et al. 2008; Bluck et al. 2009; Conselice 2009; de Ravel et al.
2009; López-Sanjuan et al. 2009) compiled in Lotz et al. (2011).
These are shown in Figure 10 as solid grey markers. Our results are
consistent with rates derived in Bluck et al. (2009), López-Sanjuan
et al. (2009) and de Ravel et al. (2009), however our best-fit rates
are consistently a factor of ∼ 2 smaller than the average literature
merger rate. The derived fractional merger rate shows a clear evolu-
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tion to larger values with increasing redshift and is consistent with
the results of López-Sanjuan et al. (2009) and de Ravel et al. (2009),
where overlap allows comparison. We also find that the discrepancy
between COSMOS and the other survey regions is reduced when
probing this stellar mass range, suggesting the cause of the discrep-
ancy seen in Figure 7 is limited to higher mass galaxies. Cosmic
variance likely contributes to the observed discrepancy, as it affects
observations of the most massive objects more (Somerville et al.
2004; Driver & Robotham 2010; Moster et al. 2011). However, it
most likely cannot explain the systematic offset of the COSMOS
field. We discuss this issue and the steps taken to identify the cause
further in Section §6.3.
5.2 Number of merger events at z < 3.5
The number of merger events a typical galaxy within each primary
sample goes through between two redshifts can be approximated
by integrating over the average time between merger events with
respect to time. This typical timescale is given by 〈Tobs〉 / fmerg(z) =
Rmerg(z)−1, where 〈Tobs〉 is the average time during which a merger
can be observed, as in Equations 19 and 20. The number of mergers,
Nmerg, between two redshift bins is then simply given by
Nmerg =
∫ t2
t1
Rmerg(z) dt =
∫ z2
z1
Rmerg(z)
(1 + z)H(z) dz, (21)
where the substitution dt = dz/(1 + z)H(z) has been made. Here
H(z) is the Hubble constant at redshift z, alternatively defined as
H(z) = H0(ΩM (1 + z)3 +ΩΛ)1/2.
Performing this integration between 0 < z < 3.5 and assuming
a conservative 30% uncertainty on the value of 〈Tobs〉, we find
that a galaxy with log(M∗/M) > 11 undergoes 0.5+0.3−0.1 major
mergers between these times. Lower stellar mass galaxies, with
log(M∗/M) > 10 undergo 0.5+0.3−0.1 major mergers, approximately
the same as higher mass galaxies. This means that, on average, one
out of every two galaxies with > 1010M has undergone a single
major merger over the last 12 Gyr.
For the most massive galaxies, our calculated value of Nmerg is
a factor of∼ 2 smaller than that reported in Ownsworth et al. (2014),
which calculated Nmerg = 1.2 ± 0.5 using a fit to merger fractions
from several literature sources (Bluck et al. 2009; Bundy et al. 2009;
Xu et al. 2012; Ruiz et al. 2014) who employ a range of values of
Cmerg ≈ 0.5−1.0. Furthermore, their fitting parameters are driven by
the largemerger fractions at high-redshift (z > 1.5) fromBluck et al.
(2009) and the z = 0 point of Xu et al. (2012), and are obtained from
workswith various definitions and sample selections.Our calculated
value for the number of mergers experienced by the most massive
galaxies is also at odds with that calculated in Man et al. (2016),
who for galaxies at > 1010.8 M find Nmerg = 0.9±0.2 (1.1±0.4) at
0.1 < z < 2.5 using UltraVISTA (3DHST + CANDELS) at 10–30
kpc h−1. This larger value is attributed to the larger observed pair
fractions of 5–10% at 0.5 < z < 2.5, a factor of ∼ 2 larger than
found in this work’s best fit merger fraction parametrisation.
5.3 Stellar mass added by mergers
Ultimately, we wish to uncover the role of galaxy mergers in the
grander picture of galaxy formation. The stellar mass accrued
through major mergers is an important quantity that allows com-
parisons to be made between other pathways of stellar mass growth
such as star-formation, however knowing the rate at which a merger
event occurs for a given sample of galaxies is not enough to calcu-
late this quantity between two redshifts. The average stellar mass of
a companion galaxy must be known as well. With this information,
the additional stellar mass from mergers,M+∗ , for a typical primary
sample galaxy between two redshifts can be estimated as
M+∗ =
∫ t2
t1
Rmerg(z) M∗,2(z) dt, (22)
where Rmerg is the fractional merger rate, defined in Equation 20 in
terms of the pair fraction, andM∗,2(z) is the average stellar mass of
a close-pair companion at redshift z. We use the GSMF to calculate
these quantities as it minimises the effects of cosmic variance that
may be present if it is measured by simply taking an average of
stellar masses using the datasets used in this work. Using the GSMF
thus allows for a statistical, cosmologically-averaged analysis to be
performed. For completeness, we note that calculating the average
stellar mass both ways results in values that agree within ≤ 0.1 dex
at high masses, and ≤ 0.3 dex at lower masses.
Within any redshift bin the GSMF, φ(z,M∗), can be used to
calculate the average stellar mass of a galaxy within the primary
sample, and is defined as
M∗,1(z) =
∫ Mmax∗,1
Mmin∗,1
φ(z,M∗) M∗ dM∗∫ Mmax∗,1
Mmin∗,1
φ(z,M∗) dM∗
, (23)
where Mmax∗,1 and Mmin∗,1 are the maximum and minimum stellar
masses of the primary galaxy sample, respectively. A similar in-
tegration is performed to calculate the average stellar mass of a
companion galaxy, M∗,2(z), whereby the integration in Equation
23 is instead performed between the stellar mass limits ofM∗,1 and
µM∗,1. Armed with this information, we calculate the stellar mass
added through major mergers alone. Uncertainties are estimated us-
ing a bootstrap approach, accounting for errors on the galaxy stellar
mass function parameters and the uncertainty in the fit of fpair. We
note that the values ofM+∗ , and the major merger stellar mass ac-
cretion rate density presented in Section §5.5, do not account for
new stars created in star-formation episodes triggered by mergers.
Using the fitted pair fractions (see Table 3) using data points
fromGAMA,UDS,VIDEO,COSMOS andD17,we find that galax-
ies with M∗ > 1011M are estimated to accrete an average stel-
lar mass of log(M+∗ /M) = 10.6 ± 0.2 at 0 < z < 3.5. This is
in excellent agreement with Man et al. (2016) who find galaxies
at > 1010.8 M achieve a stellar mass growth of 4 × 1010 M
at 0.1 < z < 2.5 from major mergers. Similarly, over the same
redshift range, galaxies with M∗ > 1010M are expected to ac-
crete log(M+∗ /M) = 10.1+0.2−0.1 from major mergers. As the typical
galaxy in each of these samples at z ∼ 3.25 is log(M∗/M) =
11.2 ± 0.1 and log(M∗/M) = 10.5 ± 0.1, respectively, this repre-
sents an average increase in stellar mass of 23+14−10%, and 36
+23
−18%,
respectively, due solely tomajormergers. The average stellarmass of
primary and secondary samples and the stellar mass gained through
major mergers are tabulated in Table 7.
5.4 Merger rates at a constant cumulative number density
We calculate merger rates for the two number density selections first
introduced in Section §4.2. Both number density selections exhibit
a slight increase in the volume-averagedmerger rate over the studied
redshift range. This is in contrast to the declining rate observed in
constant stellar mass selections for galaxies at > 1010 M . The
fractional merger rates, however, are extremely similar to those
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Figure 10. Derived volume-averaged (top) and fractional (bottom) major merger rates for galaxies at log(M∗/M) > 11 at 5 < r [kpc] < 30 in the GAMA
(gold crosses), UDS (red circles), VIDEO (blue squares) and COSMOS (green triangles) regions. Error bars include contributions from a bootstrap error
analysis, cosmic variance estimates and Poisson statistics, combined in quadrature. Data points from Conselice et al. (2007) and Bluck et al. (2009, P: close-pair
data; G: morphological data) are shown for comparison. Illustris major merger rates for galaxies with stellar masses of 1010, 1011 and 1012 M are shown as
dashed black lines.
calculated for the constant stellar mass selected samples (shown in
Figure 12 as a dashed black line). For a selection at n(> M∗) =
5×10−4Mpc−3wefind the evolution of the volume-averagedmerger
rate can be parametrised as
Γ(z) = (1.3+0.5−0.4 × 10−5) × (1 + z)1.2
+0.6
−0.6,
and the fractional merger rate for the same selection is given by
R(z) = (2.0+0.4−0.3 × 10−2) × (1 + z)1.4
+0.2
−0.2 .
Similarly, for the smaller choice of number density, n(> M∗) =
1 × 10−4 Mpc−3, we find
Γ(z) = (1.5+0.7−0.6 × 10−6) × (1 + z)1.5
+0.7
−0.6,
and
R(z) = (1.8+0.6−0.5 × 10−2) × (1 + z)1.3
+0.4
−0.3 .
Individual merger rate data points and the best fitting parametrisa-
tion for the latter number density choice are shown in Figure 12,
as this extends further in redshift than the former number density.
Our fit is thus better constrained for this number density choice and,
as has been mentioned, is not significantly different to the larger
number density. Merger rate fits for both number density selections
are shown in Table 5 and Table 6.
In contrast to the derived merger rates of constant stellar mass
selections (see Section §5.1), we observe no evidence for a turnover
in either merger rate, which are consistent with remaining approxi-
mately constant at z < 2.5. These data suggest then that the merger
rate of galaxies as they evolve over time have remained approx-
imately constant, however further exploration is needed at high
redshift to determine this (see Duncan et al. in prep).
From these rates, we estimate selections at n = 5×10−4 Mpc−3
and n = 1×10−4 Mpc−3 undergo 0.6+0.4−0.2 and 0.5+0.4−0.2 major mergers
since z = 3.5, respectively. This equates to total accreted stellar
masses of log(M∗/M) = 10.4 ± 0.2 and 10.6 ± 0.3, respectively.
Using the average stellar mass of these samples at z ∼ 0, we find that
major mergers account for 22+16−12% and 24
+20
−14%, respectively, of the
in-situ stellar mass at this redshift. For the smaller number density
choice, this is in excellent agreement with Ownsworth et al. (2014)
who findmajormergers responsible for 17±15% of the accumulated
stellar mass in a typical z = 0.3 massive galaxy. Taking the average
stellar masses of these samples at z ∼ 3.25, we find that major
mergers represent an increase in stellar mass of a factor of 1.8+0.5−0.4
and 1.5 ± 0.5, respectively.
5.5 Major merger stellar mass accretion rate density
It is then trivial to calculate the major merger stellar mass accretion
rate density, ρ1/4, for each of the selected samples presented in
this paper. This quantity represents the stellar mass gained through
major mergers per unit time and per unit volume for a particu-
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Figure 11. Derived volume-averaged (top) and fractional (bottom) major merger rates for galaxies at log(M∗/M) > 10 in the GAMA (gold crosses), UDS
(red circles), VIDEO (blue squares) and COSMOS (green triangles) regions. Error bars include contributions from a bootstrap error analysis, cosmic variance
estimates and Poisson statistics, combined in quadrature. Data points, compiled in Lotz et al. (2011), from Lotz et al. (2008); Conselice (2009); López-Sanjuan
et al. (2009); de Ravel et al. (2009) and Bundy et al. (2009) are shown as grey symbols for comparison. Illustris major merger rates for galaxies with stellar
masses of 1010, 1011 and 1012 M are shown as dashed black lines.
lar stellar mass (or constant number density) selected population
of galaxies, and can be considered the major merger analogue of
the well-studied star-formation rate density. Figure 13 displays this
quantity for galaxies selected at M∗ > 1010 M (blue dashed
line and shaded area) and M∗ > 1011 M (red solid line and
shaded area), while Figure 14 displays results for galaxies selected
at n(>M∗) = 1×10−4 Mpc−3 (blue solid line and shaded area) and
n(> M∗) = 5 × 10−4 Mpc−3 (gold dashed line and shaded area).
We find that derived major merger accretion rate densities change
significantly within the redshift range probed. From z = 3.25 to
z = 0.1, we see an increase in ρ1/4 at z < 3.5 of a factor of ∼ 5
(∼ 4) for the high (low) stellar mass selected sample, respectively.
Figure 14 displays the major merger accretion rate density,
ρ1/4, for galaxies selected at n(> M∗) = 1 × 10−4 Mpc−3 (blue
solid line and shaded area) and n(>M∗) = 5 × 10−4 Mpc−3 (gold
dashed line and shaded area). In contrast to constant stellar mass
selections (see Section §5.3), there is no observed evolution of
ρ1/4 for galaxies selected at a constant cumulative number density.
Populations selected at the smaller (larger) number density possess
major merger accretion rate densities of≈ 2×10−4 M yr−1 Mpc−3
(≈ 1 × 10−3 M yr−1 Mpc−3).
5.6 Comparing the role of major mergers and star-formation
In order to compare the stellar mass accreted through major mergers
with that produced via the process of star-formation, we must cal-
culate the star-formation rate density, ρΨ, of the same stellar mass
selected samples of galaxies we use to calculate the merger fractions
and subsequent merger rates. Here we describe the steps taken to
achieve this.
We take estimated stellar masses and total (UV + IR) star-
formation rates fromMuzzin et al. (2013a, see their Section 5.5) and
observe the distribution of star-formation rates, Ψ, within discrete
bins of stellar mass and redshift. Muzzin et al. determines L2800
using EAZY and converts this UV luminosity into a SFR using
the standard conversion factors (Kennicutt 1998; Bell et al. 2005).
Similarly, the IR luminosity, LIR, is estimated using the templates
of Chary & Elbaz (2001) and converted to a SFR using similar
conversions as with L2800. Stellar mass bins over the range 9.5 <
logM∗ < 11.5 with a width of 0.25 dex are used, while redshift
bins are chosen to be the same as the redshift bins seen in Figure 7.
We fit the resulting distributions of logΨ with a combination of two
Gaussian functions, representing a ‘red’ and a ‘blue’ population,
respectively. We note that it is important only that the total SFR
distribution is well reproduced at every stellar mass and redshift bin
and that a combination of two Gaussian distributions achieves this.
These fitted distributions are normalised such that a galaxy with
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shown as solid grey lines. The dotted grey line represents the derived merger gates for galaxies with > 1011M .
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
redshift z
10−6
10−5
10−4
10−3
10−2
ρ
1/
4
(M
¯
yr
−1
M
pc
−3
)
M∗ > 1011M¯
M∗ > 1010M¯
Figure 13. The major merger accretion rate density, ρ1/4, for galaxies se-
lected atM∗ > 1010 M (blue filled circles) andM∗ > 1011 M (red open
circles). Error bars represent the 1σ uncertainty on this quantity, including
errors from GSMF parameters, errors from fits on the pair fraction, and a
33% uncertainty on the observability timescale. Dashed blue and dotted red
lines indicate the derived ρ1/4 values from Illustris using Equation 25.
a particular (M∗, z) must have a star-formation rate in the range
−3 < logΨ [M yr−1] < 5.
In order to estimate ρΨ we substitute stellar mass for star-
formation rate in the GSMF, effectively transforming the GSMF
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Figure 14. The major merger accretion rate density, ρ1/4, for galax-
ies selected at n(> M∗) = 1 × 10−4 Mpc−3 (blue open circles) and
n(> M∗) = 5 × 10−4 Mpc−3 (gold filled circles). Error bars represent the
1σ uncertainty on this quantity, including errors from GSMF parameters,
errors from fits on the pair fraction, and a 33% uncertainty on the observ-
ability timescale. Dashed gold and dotted blue lines indicate the derived
ρ1/4 values from Illustris using Equation 25.
into a star-formation rate function (SFRF), φΨ. The SFRF evaluates
the number density of objects with a particular star-formation rate
at a particular redshift. At fixed redshift this substitute is performed
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Table 7. Estimated average stellar mass of a primary,
〈M∗,1〉, and sec-
ondary,
〈M∗,2〉, galaxies, the average stellar mass gained through major
mergers, M+∗ , and the number density of the primary sample, 〈n1 〉, at the
redshifts probed in this work. Values derived use pair fraction fits to GAMA,
UDS, VIDEO, COSMOS and D17 data points at 5–30 kpc. Uncertainties
include contributions from GSMF parameter and pair fraction fit errors (see
Table 3). Redshift bins with a superscript ‡denote redshifts where the quoted
values have been derived from extrapolations of the fit to fpair(z) where we
have no measurements.
z
〈M∗,1〉 〈M∗,2〉 M+∗ 〈n1 〉
(log M) (log M) (log M) (10−4 Mpc−3)
M∗ > 1010M
0.0 – 0.2 10.6+0.1−0.1 10.3
+0.1
−0.1 9.2
+0.1
−0.2 46.7
+6.1
−5.5
0.2 – 0.5 10.7+0.1−0.1 10.4
+0.1
−0.1 9.4
+0.1
−0.2 31.9
+7.5
−7.2
0.5 – 1.0 10.7+0.1−0.1 10.4
+0.1
−0.1 9.4
+0.1
−0.2 26.8
+3.9
−3.7
1.0 – 1.5 10.6+0.1−0.1 10.3
+0.1
−0.1 9.2
+0.1
−0.2 17.3
+3.0
−2.8
1.5 – 2.0 10.6+0.1−0.1 10.3
+0.1
−0.1 9.1
+0.1
−0.2 8.3
+2.3
−2.0
2.0 – 2.5 10.5+0.1−0.1 10.2
+0.1
−0.1 8.9
+0.2
−0.2 6.2
+3.0
−2.5
2.5 – 3.0 10.5+0.1−0.1 10.2
+0.1
−0.1 8.8
+0.2
−0.2 4.4
+2.6
−2.1
3.0 – 3.5 10.5+0.1−0.1 10.1
+0.1
−0.1 8.6
+0.2
−0.2 7.0
+10.0
−4.3
M∗ > 1011M
0.0 – 0.2 11.2+0.1−0.1 10.8
+0.1
−0.1 9.6
+0.2
−0.2 3.2
+1.3
−1.0
0.2 – 0.5 11.3+0.1−0.1 11.0
+0.1
−0.1 9.9
+0.2
−0.2 3.8
+1.3
−1.0
0.5 – 1.0 11.3+0.1−0.1 10.9
+0.1
−0.1 9.9
+0.2
−0.2 2.7
+0.6
−0.5
1.0 – 1.5 11.2+0.1−0.1 10.9
+0.1
−0.1 9.7
+0.2
−0.2 1.4
+0.3
−0.3
1.5 – 2.0 11.2+0.1−0.1 10.9
+0.1
−0.1 9.6
+0.2
−0.2 0.6
+0.2
−0.2
2.0 – 2.5 11.2+0.1−0.1 10.8
+0.1
−0.1 9.4
+0.2
−0.2 0.3
+0.2
−0.2
2.5 – 3.0 11.2+0.1−0.1 10.8
+0.1
−0.1 9.3
+0.2
−0.2 0.2
+0.2
−0.1
3.0 – 3.5 11.2+0.1−0.1 10.8
+0.1
−0.1 9.2
+0.2
−0.3 0.2
+0.6
−0.2
n(> M∗) = 1 × 10−4 Mpc−3
0.0 – 0.2 11.3+0.1−0.1 10.9
+0.1
−0.1 9.6
+0.2
−0.2 1.0
+0.6
−0.4
0.2 – 0.5 11.5+0.1−0.1 11.2
+0.1
−0.1 10.0
+0.2
−0.2 1.0
+0.5
−0.3
0.5 – 1.0 11.4+0.1−0.1 11.1
+0.1
−0.1 10.1
+0.2
−0.2 1.0
+0.3
−0.2
1.0 – 1.5 11.3+0.1−0.1 10.9
+0.1
−0.1 9.8
+0.3
−0.3 1.0
+0.3
−0.2
1.5 – 2.0 11.1+0.1−0.1 10.8
+0.1
−0.1 9.6
+0.3
−0.3 1.0
+0.3
−0.3
2.0 – 2.5 11.0+0.1−0.1 10.6
+0.1
−0.1 9.3
+0.3
−0.3 1.0
+0.6
−0.5
2.5 – 3.0‡ 10.9+0.1−0.1 10.5
+0.1
−0.1 9.2
+0.3
−0.3 1.0
+0.7
−0.5
3.0 – 3.5‡ 10.9+0.1−0.1 10.6
+0.1
−0.1 9.1
+0.4
−0.4 1.0
+1.8
−0.7
n(> M∗) = 5 × 10−4 Mpc−3
0.0 – 0.2 11.1+0.1−0.1 10.8
+0.1
−0.1 9.6
+0.2
−0.2 5.0
+1.7
−1.3
0.2 – 0.5 11.2+0.1−0.1 10.9
+0.1
−0.1 9.8
+0.2
−0.2 5.0
+1.6
−1.3
0.5 – 1.0 11.1+0.1−0.1 10.8
+0.1
−0.1 9.9
+0,2
−0.2 5.0
+0.9
−0.8
1.0 – 1.5 11.0+0.1−0.1 10.7
+0.1
−0.1 9.6
+0.2
−0.2 5.0
+1.0
−0.9
1.5 – 2.0‡ 10.8+0.1−0.1 10.4
+0.1
−0.1 9.3
+0.2
−0.2 5.0
+1.4
−1.3
2.0 – 2.5‡ 10.6+0.1−0.1 10.3
+0.1
−0.1 9.1
+0.2
−0.3 5.0
+2.5
−2.1
2.5 – 3.0‡ 10.5+0.1−0.1 10.1
+0.1
−0.1 8.9
+0.3
−0.3 5.0
+2.9
−2.3
3.0 – 3.5‡ 10.5+0.1−0.1 10.2
+0.1
−0.1 8.9
+0.3
−0.3 5.0
+7.1
−3.2
by sampling a star-formation rate from the appropriate distribution
at every stellar mass. The star-formation rate density can then be
estimated by integrating the sampled φΨ with respect to stellarmass.
This can be written as
ρΨ =
∫ M∗,2
M∗,1
φΨ(M∗, z) × Ψ(M∗, z) dM∗. (24)
Performing a large number of these ρΨ ‘realisations’, we obtain a
distribution of values for the star-formation rate density of a mass
selected sample of galaxies from which the most likely value and
associated uncertainties are extracted.
As the star-formation rate distributions we use are constructed
from a flux-limited catalogue, we take care to only use ρΨ esti-
mates at redshifts where M∗,1 > M90∗ (z), i.e. where we are not
sampling distributions of logΨ which may be incomplete. Not ac-
counting for this would result in values of ρΨ which are likely to be
over-estimated, as it would assume that lower mass galaxies have
the same star-formation rate distribution as higher mass systems.
At these redshifts where this is the case we estimate lower limits
on ρΨ by integrating down to the appropriate stellar mass com-
pleteness limit. These lower limits are denoted as arrows in Figure
15. Nonetheless, when we incrementally integrate down to stellar
masses of 108 M , we achieve estimations of ρΨ in excellent agree-
ment with the cosmic star-formation rate density given in Equation
15 of Madau & Dickinson (2014). Although taking SFR distribu-
tions from deeper survey data (e.g., Laigle et al. 2016) would allow
us to extend comparisons to higher redshifts, these SFR estimates
would be based on SED fitting techniques which can provide sub-
stantially inaccurate SFR estimates if the assumed star-formation
history is not correct (e.g., Maraston et al. 2010; Papovich et al.
2011). For completeness, we note that if the SFR and stellar mass
estimates of Laigle et al. are used we recover a qualitatively similar
result, however the slope of the fitted ratios is approximately a factor
of ∼ 1.5 smaller at all sample selections.
Presented in Figure 15 is the ratio between the star-formation
rate density, ρΨ, and major merger accretion rate density, ρ1/4, as
a function of redshift. This quantity, ρΨ/ρ1/4 encodes the relative
significance of the two channels in the build-up of stellar mass in
massive galaxies. We plot this for samples selected at a constant
stellar mass (top panel), and at a constant cumulative number den-
sity (bottom panel). Massive galaxies (> 1011M) exhibit a steep
decline in ρΨ/ρ1/4 towards low redshift, which suggests the in-
creasing relative significance of major mergers in recent times. We
also find that ρΨ/ρ1/4 is a factor of ∼ 3 larger for intermediate mass
(> 1010M) galaxies compared to the most massive (> 1011M).
From the top panel of Figure 15 it is evident that the two channels of
stellar mass growth are approximately equivalent at z . 0.75. Put
another way, star-formation and major mergers contribute similar
amounts of stellar mass to a ‘typical’ massive galaxy at z . 0.75.
This can be attributed to two main factors: the increasing rate of
major mergers at z < 1.5 for these samples (see Figures 10 and 11),
and the decreasing average star-formation rate of galaxies since the
peak of cosmic star-formation at z ∼ 2 (e.g., Madau & Dickinson
2014). Similar trends are seen when tracing the progenitors of z ∼ 0
massive galaxies using a constant number density selection (see the
bottom panel of Figure 15). However, unlike the constant stellar
mass selections we find no significant difference between the two
constant number density selections probed in this work.
Ratios for all selections are found to be well fit by a simple
power law of the form p0(1 + z)m at the redshifts observed. These
are shown in Figure 15 as solid and dashed black curves while best
fitting parameters, uncertainties and the redshift ranges over which
they are valid are given in Table 8.
6 DISCUSSION
Here we discuss the implications of our results with respect to
galaxy evolution at z < 3.5, and explore various issues with the
methods we have employed. In Section §6.1 we compare our pair
fractions with the H15 semi-analytic model, and our merger rates
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Table 8. Best fitting parameters and uncertainties, derived from a bootstrap
analysis, of the ratio of star-formation rate density and major merger ac-
cretion rate density, ρΨ/ρ1/4. This quantity is parametrised as ρΨ/ρ1/4 =
p0(1 + z)m . Parameters shown for the two constant stellar mass selections
and two constant number density selections probed in this work. Fits are
shown in Figure 15 as dashed and solid black curves.
p0 m redshift range
M∗ > 1010M
1.03+0.53−0.44 3.51
+0.87
−0.94 z < 1.5
M∗ > 1011M
0.39+0.40−0.23 3.65
+1.11
−1.49 z < 3.5
n(> M∗) = 1 × 10−4 Mpc−3
0.30+0.89−0.24 3.75
+1.96
−4.37 z < 2.5
n(> M∗) = 5 × 10−4 Mpc−3
0.44+0.42−0.46 3.71
+1.49
−1.69 z < 1.5
1 : 1
1 : 10
1 : 100
M∗ > 1011M¯
M∗ > 1010M¯
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
redshift z
10−1
100
101
102
103
ρ
Ψ
/ρ
1/
4
1 : 1
1 : 10
1 : 100
n(>M∗) = 1× 10−4 Mpc−3
n(>M∗) = 5× 10−4 Mpc−3
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
redshift z
10−1
100
101
102
103
ρ
Ψ
/ρ
1/
4
Figure 15. Ratio of stellar mass production/accretion rates, ρΨ/ρ1/4,
through the processes of star-formation and major mergers as a function
of redshift. Top: Samples of galaxies with > 1010M (blue filled circles)
and > 1011M (red open circles). Bottom: Samples of galaxies selected at
constant cumulative number densities of n = 1 × 10−4 Mpc−3 (blue open
circles) and n = 5 × 10−4 Mpc−3 (gold filled circles). Uncertainties include
contributions from the GSMF.Where stellar mass completeness prohibits us
from integrating φΨ to smaller masses, we present lower limits on ρΨ/ρ1/4
as markers with upwards pointing arrows. Power law fits to each sample are
shown as dashed and dotted black lines, respectively.
with those of the Illustris cosmological hydrodynamical simulation.
In Section §6.2 we explore possible explanations for the systematic
difference between pair fractions measured in the COSMOS region,
and those measured in the other regions. Finally, in Section §6.3 we
subject our data and measurements of the pair fraction to multiple
tests which demonstrates their robustness.
Firstly, a caveat of our work and indeed any close-pair study of
merger histories is the inherent uncertainty surrounding the fraction,
Cmerg, of close-pair systems that will eventually merge. Throughout
this work we have explicitly assumed this fraction is constant with
redshift, stellar mass and physical separation. Although numerical
simulations and empirical measurements of close-pairs at r < 30
kpc have determined Cmerg ≈ 0.4− 1.0 (Kitzbichler &White 2008;
Patton & Atfield 2008; Bundy et al. 2009), its dependence on stellar
mass and redshift is as yet unexplored in detail. Furthermore the
timescale, 〈Tobs〉, over which we can observe a merger event (as
defined in this paper) has been explored only at z < 1.5 (Lotz et al.
2011), and its constancy beyond this is unknown. In this work we
assume that this timescale is fixed at earlier times. If any of these
assumptions prove incorrect, the results presented here will be in
doubt. Further investigation of these parameters is needed.
6.1 Comparison with semi-analytic models and
hydrodynamical simulations
Figure 7 and Figure 8 in Section §4 present a comparison between
fpair measured observationally and from lightcones extracted from
the H15 semi-analytic model, illustrated as the grey shaded area
in these figures. We find that the model predicts pair fractions in
excellent agreement with those found in this work, especially when
the higher redshift CANDELS data are considered. Additionally,
the (cosmic) variance seen between the lightcones appear to reflect
the variance between the observational measurements in different
survey regions. The measured pair fractions depend mainly on the
clustering of galaxies (i.e. the cosmology) and the stellar mass of
galaxies. As H15 uses the most current cosmological model and is
able to reproduce the (total) GSMFs out to at least z ∼ 3, this is
welcome agreement. This agreement also extends the argument that
we are in fact measuring close-pairs with ∆v < 500 km/s, as seen
at z ∼ 0 using GAMA in Section §4.3.
Figures 10 and 11 illustrate the derived fractional merger rates
of galaxies at > 1011M and > 1010M , respectively. Shown as
dashed lines, we also plot the fractional merger rates of galaxies
within the Illustris cosmological hydrodynamical simulation using
the equation given in Table 1 of Rodriguez-Gomez et al. (2015).
This equation estimates the galaxy-galaxy merger rate as a function
of stellar mass, stellar mass merger ratio, and redshift. Integrating
this equation with respect to stellar mass merger ratio at 0.25 <
µ < 1, we arrive at the cumulative merger rate comparable to our
observations. Predictions from Illustris are found to be inconsistent
with observational estimates of the fractional merger rates at high
redshift. The predictions made by the simulation evolve strongly
with redshift and do not reproduce the observed values of R at
M∗ < 1012M . This may well be due to the overproduction of
both high (M∗ > 1010.5M) and low (M∗ < 1010M) stellar
mass galaxies within Illustris (Arthur et al. 2017; Genel et al. 2014;
Schaye et al. 2014) compared to observed number densities.
We also calculate themajormerger accretion rate density, ρ1/4,
within the Illustris simulation. This is achieved by using fits to the
GSMF within the simulation (Equation 1 of Torrey et al. (2015))
combined with the fitting function of the specific merger accretion
rate, Ûmacc(M∗, µ, z), in Table 1 of Rodriguez-Gomez et al. (2016).
It is then trivial to estimate ρ within Illustris and can be written as
ρsim =
∫ Mh
Ml
φ(M∗, z)M∗
∫ µh
µl
Ûmacc(M∗, µ, z) dµ dM∗, (25)
whereM∗ is stellar mass, φ(M∗, z) is the GSMF evaluated atM∗
and redshift z, and the specific merger accretion rate is defined as
Ûmacc(M∗, µ, z) = 1M∗
dMacc
dt dµ
.
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For the purposes of this work we integrate over stellar mass merger
ratio between 0.25 < µ < 1.0 in order to attain the accretion
mass from major mergers only, and choose the upper stellar mass
integration limit to beMh = 1012M . Figures 13 and 14 show the
result of integrating Equation 25 at fixed redshifts for constant stellar
mass and constant number density selected samples, respectively.
Overall, we find that the major merger accretion rate densities
within Illustris are qualitatively similar to that found observation-
ally. Values for galaxies atM∗ > 1010 M and > 1011 M within
Illustris agree tenuously at z > 1.5with our observational estimates.
At lower redshifts ρ1/4 tends to be smaller within the simulation by a
factor of ∼ 2. Similarly, for samples of galaxies selected at constant
number densities we find that the evolution of ρ1/4 agrees well with
observational estimates, however Illustris values are consistently a
factor of ∼ 2 smaller across the entire redshift range probed. A puz-
zling observation is that Illustris predicts larger merger rates than
observed, but generally under-predicts the stellar mass accretion
rate compared to our derived values. As Illustris is found to predict
larger abundances of massive galaxies at z < 4 (Genel et al. 2014;
Somerville & Davé 2015), it suggests that companion galaxies in-
side the simulation that eventually merge possess smaller stellar
masses than predicted by simply taking the average stellar mass of
a potential companion sample.
6.2 Field-to-field variation
Evident in the measured pair fractions (see Figure 7) is an appar-
ent systematic offset in the measured merger fractions between the
COSMOS region and the UDS and VIDEO regions. At z > 1 the
pair fractions measured in the COSMOS region are found to be a
factor of ∼ 2 lower than those in either the UDS or VIDEO regions.
Such a consistent systematic difference over such a large redshift
range cannot in all likelihood be attributed to cosmic variance alone.
Here we describe the efforts undertaken to determine the cause of
this systematic difference.
During the course of this work an issue with the IRAC pho-
tometry in the UDS catalogue was identified whereby fluxes were
found to be underestimated by approximately 20%. As these filters
aid in constraining the photometric redshifts and stellar masses of
galaxies, the effect of such an underestimate in the flux on photo-
metric redshifts and stellar population parameters is not trivial to
predict. To probe this issue we increased our sample’s IRAC fluxes
by a factor of 1.2 whilst conserving the signal-to-noise ratio, then
recalculated the photometric redshifts and stellar masses of galaxies
in the UDS region and performed the pair fraction measurement on
the adjusted photometry. No significant differences are found be-
tween the recalculated fpair and those tabulated in Table 2. A similar
issue with IRAC photometry was discovered within the COSMOS
catalogue as well. Spatially dependent systematic shifts in IRAC
fluxes of up to one magnitude exist which essentially renders the
IRAC photometry in this catalogue unusable. We thus removed the
IRAC photometry and recalculated photometric redshifts and stel-
lar masses of all galaxies and performed measurements of the pair
fraction once more. We find a systematic increase of ∼ 10% in the
pair fraction in all redshift bins. This can be attributed to a slight
rise of ∼ 0.1 dex in the estimated stellar massed calculated without
IRAC photometry. While this goes part of the way to reducing the
observed offset between COSMOS and the other regions, erroneous
IRAC photometry cannot be the primary source of the observed off-
set and its absence does not significantly affect the results of this
work. Further work is needed to pinpoint the cause of this difference.
Another suspected source of the discrepancy is the different
pixel scales of the images from which photometry is extracted.
Companion galaxies could be missed by our analysis if it was close
enough to a primary galaxy to have its photometry blended in with
the host galaxy’s light. We doubled the minimum separation for
two galaxies to be considered a close-pair to 10 kpc and reran the
pair fraction measurement. Comparing the remeasured fractions
revealed the discrepancy remained and thus is not predominantly
due to source extraction/blending issues.
6.3 Tests on the merger fraction
We perform several tests and consistency checks on the data and the
method to ensure the robustness of the results presented in this work.
Firstly, we test for any spatial dependence of the merger fractions
within each survey region by splitting each dataset into four con-
tiguous sub-fields and performing the merger fraction measurement
once more. No significant differences are found except in the UDS
region. We find a slight excess in the pair fraction, with fpair found
to be a factor of ∼ 1.5 higher at 1.5 < z < 2.0, in one sub-field.
This quadrant contains a known galaxy cluster at z = 1.6 (Papovich
et al. 2011), to which we attribute the observed excess. Averaged
over the entire region, this excess signal is not found to significantly
impact the measured pair fractions. Where possible we remeasure
fractions using redshift PDFs produced by independent works (e.g.
Hartley et al. (2013) in the UDS region and Muzzin et al. (2013b)
in the COSMOS region). No significant difference is found when
these data are used. Additionally, we perform a measurement of the
contribution to the measured pair fraction by the random projected
positions of galaxies on the sky. Given these conditions, one would
expect a negligible pair fraction extremely close to zero. Pair frac-
tions of ∼ 10−4, approximately two orders of magnitude lower than
those tabulated in Table 2, are found.
6.3.1 Galaxy stellar mass function choice
Various parts of this work make use of the galaxy stellar mass func-
tion (GSMF). For example, in Section §3.2 we employ the GSMF
to calculate statistical weightings for primary and secondary galax-
ies if a search in M∗-space falls below the completeness limit of
a survey. Additionally, in Section §5.4 we use the GSMF to calcu-
late stellar mass limits for a constant cumulative comoving number
density selected sample. Finally, in Section §5.6 we integrate the
GSMF to estimate the star-formation rate density of stellar mass
selected samples.
GSMF parametrisations are sourced from various literature
works for this purpose. At z < 0.2we use the GSMF of Baldry et al.
(2012), at 0.2 < z < 3 we use those presented in Mortlock et al.
(2015, 2016), and at 3.0 < z < 3.5we use the results of Santini et al.
(2012). The numerical results presented in this paper are based on
these GSMF parametrisations, making appropriate conversions to a
Chabrier (2003) IMF. To ensure the results presented herein are not
dependent on the choice of GSMF, we perform all measurements
that depend on the GSMF with other literature parametrisations.
At low redshift (z < 0.2) we substitute GSMF parameters from
Pozzetti et al. (2010) and Kelvin et al. (2014). At higher redshifts
we check measurements against those using GSMFs from Muzzin
et al. (2013a) and Duncan et al. (2014). No significant change to
the results presented in this work are observed using any of these
GSMF parametrisations and thus our results are robust to the choice
of GSMF. Summarising all aforementioned tests, we conclude that
the results presented in this work are robust and not significantly
influenced by any of the factors discussed.
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7 SUMMARY
In this paper we have presented the best constraints yet on the
major merger fraction at z < 3.5. This is achieved using ∼350,000
galaxies drawn from the UKIDSSUDS, VIDEO/CFHT-LS, UltraV-
ISTA/COSMOS andGAMA survey regions using amethod adapted
from that presented in López-Sanjuan et al. (2015). These regions
provided 144 sq. deg. at z < 0.2, and 3.25 sq. deg at z < 3.5 in which
to perform this measurement. In addition to merger fractions we
have derived major merger rates for galaxies at > 1010 M selected
above a constant stellar mass (with redshift), and samples selected
at a constant cumulative number density of n(> M∗) > 1 × 10−4
Mpc−3 in order to trace directly the merger histories of low redshift
massive galaxies. Additionally, we compared the relative roles of
major mergers and star-formation in the build-up of stellar mass
in massive galaxies over this redshift range by computing the ma-
jor merger accretion rate of our samples. Finally, we compared
our results with predictions made by the Henriques et al. (2015)
semi-analytic model and the Illustris cosmological hydrodynamical
simulation. A series of follow up papers will explore the role of
minor mergers in the evolution of the most massive galaxies and
determine the relative significance of (major and minor) mergers
and star-formation in the evolution of massive galaxies at z < 3.5.
Our main results can be summarised as follows:
• Measured pair fractions detailed in Section §4 are found to
be approximately constant over the redshift range probed, and we
find no significant difference between the normalisation or evolu-
tion of the pair fraction for galaxies selected above stellar masses
of 1010M and 1011M at z < 3.5. Pair fractions measured photo-
metrically and spectroscopically (∆v < 500 kms/s) using the second
data release of GAMA are found to be consistent with each other at
both constant stellar mass selection limits.
• In Section §5.1 we find volume-averaged merger rates, Γ(z),
of galaxies selected above stellar masses of 1010M and 1011M
to be a factor of 2–3 smaller than many previous works. These
rates exhibit a strong evolution with redshift and are well fit by a
combined power law plus exponential.
• As we find lower major merger rates, galaxies are expected to
undergo less major mergers than previously found. Galaxies with
M∗ > 1010M undergo 0.5+0.3−0.1 major mergers while galaxies with
M∗ > 1011M undergo 0.5+0.3−0.1 major merger events. However,
these precise numbers strongly depend on the assumed values of
Cmerg and 〈Tobs〉.
• Galaxies with stellar masses > 1011M (> 1010M) at z ≈
3.25 accumulate additional stellar mass of log(M∗/M) = 10.6 ±
0.2 (10.1+0.2−0.1) at z < 3.5 solely via major mergers (Section §5.3).
Tracing the direct progenitors of local massive galaxies by sampling
at a constant cumulative number density of n = 1 × 10−4 (5 ×
10−4) Mpc−3, representing z = 0 selections ofM∗ > 1011.2M (>
1011.0M) galaxies, we find that a stellar mass of log(M∗/M) =
10.4 ± 0.2 (10.6 ± 0.3) is accrued via major mergers over the same
redshift range.
• The Henriques et al. (2015) semi-analytic model predicts pair
fractions (measured spectroscopically with ∆v < 500 km/s) in ex-
cellent agreement with observations. Furthermore, the model vari-
ance between 1 deg2 fields-of-view similar to that seen between
the observed fields. Fractional merger rates, R(z), predicted within
Illustris are qualitatively and quantitatively inconsistent with our
derived rates at z > 0.5. This may be due to the inability of the
simulation to reproduce the correct number density of galaxies over
a wide range of stellar masses at most redshifts. Illustris predictions
of the major merger accretion rate density, ρ1/4, are qualitatively
similar to those estimated for galaxies at a constant number density
and constant stellar mass. However, the normalisation is typically
smaller than that observed by a factor of ∼2–3.
• Finally, we compared the typical stellar mass accretion rates
from major mergers to that through the process of in-situ star-
formation. We find that major mergers become a comparable source
of stellar mass growth compared to star-formation only at z < 1.
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APPENDIX A: VIDEO COMPLETENESS SIMULATIONS
We perform comprehensive completeness simulations on a pixel
scale matched VIDEO K-band image in the CFHT-LS D1 deep
field. This field provides exactly 1 square degree with matched pho-
tometry from the VIDEO near-IR filters and optical data from the
CFHT-LS. The totalK-band completeness fraction, shown in Figure
A1, is calculated in the following way. Firstly, areas of background
sky are identified in theK-band image and patched together to create
an image the size of the original image. This image is then popu-
lated with realistic galaxy light profiles with a range of magnitudes
(17 < mK < 27), Sérsic (Sérsic 1963) indices (0.5 < n < 8), and
sizes taken from observed distributions within the UDSDR8. These
profiles are added randomly to the image using the IRAF mkobjects
routine. SExtractor is then run on these modified images using ex-
actly the same configuration as used to create the catalogue used in
this work. Comparing the input parameters with those extracted, the
completeness fraction as a function of total K-band magnitude is
calculated. An artificial source is considered to be recovered if it is
found to within 1" of its input location, and 1 mag of its input mag-
nitude. We find that the data is 95, 90, 80 and 50 per cent complete
in mK,tot at 21.5, 22.5, 23.1 and 23.7 AB mags, respectively.
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Figure B1.Measured photometric pair fractions as a function of cut adopted
in the Odds parameter, O for the GAMA (gold crosses), UDS (red cir-
cles), VIDEO (blue squares) and COSMOS (green triangles) regions. Pair
fractions are measured at 0.01 < z < 0.15 in the GAMA region and at
0.2 < z < 1.0 in the remaining three survey regions. The grey shaded
region represents the measured spectroscopic pair fraction in the GAMA
region over the same redshift range. Horizontal solid grey lines represent
the median pair fraction over all O in each survey region.
APPENDIX B: ODDS PARAMETER SELECTION
We follow López-Sanjuan et al. (2015) in determining the most
practical choice of cut in the Odds parameter, O. This is achieved by
measuring the pair fraction with samples of galaxies selected at an
increasing cut inO. The appropriate cut inO should ideally bewhere
themeasured pair fractions are stable and agreewith the pair fraction
measured spectroscopically. Figure B1 displays the measured pair
fraction for galaxies atM∗ > 1010M over the redshift range 0.01 <
z < 0.15 in the GAMA region, and over the redshift range 0.2 < z <
1.0 in the UDS, VIDEO and COSMOS regions as a function of the
chosen cut in the Odds parameter. It is found that the measured pair
fractions are stable to the choice of cut up until large values of O >
0.6 where measured pair fractions begin to sharply decrease. The
grey shaded area in Figure B1 represents the measured pair fraction
using spectroscopic data in theGAMAregion. It is found that all cuts
at O < 0.6 produce photometrically measured pair fractions that
agree with the spectroscopic measurement. It is therefore chosen
that a cut of O > 0.3 is the chosen cut adopted in this paper. Figure
B2 displays the Odds sampling rate (OSR) as a function of apparent
magnitude in the UDS, VIDEO and COSMOS fields. Even at the
faintest magnitudes, only a few percent of sources are removed by
the Odds cut. Similar results are found for GAMA.
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Figure B2.Measured odds sampling rate (OSR), defined in Equation 11, as
a function of detection band apparent magnitude for the UDS (red circles),
VIDEO (blue squares) and COSMOS (green triangles) regions. Vertical
dashed lines represent the various completeness magnitudes for the regions:
mK = 24.3, 23.4, 22.5 for the UDS, VIDEO and COSMOS, respectively.
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