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Abstract
The Electrocardiogram (ECG) signal provides a useful non-interventional method for identifying cardiac arrhythmias. In this paper,
we look at automatic ECG beat classiﬁcation into 2 categories-Normal and Premature ventricular contraction using Dempster Shafer
Theory (DST). In biomedical signal classiﬁcation problems, the cost of making an erroneous decision can be high. Deferring a
decision rather than taking a wrong decision might be beneﬁcial. This is done by using the evidential k nearest neighbours (EKNN)
approach which is based on Dempster Shafer Theory for classifying the ECG beats. RR interval features are used. Analysis is
done on the MIT-BIH database. Performance evaluation is done by considering error rates. Performance of EKNN is compared
with traditional k nearest neighbours (maximum voting) approach. Effect of training datasize is assessed by using training sets of
varying sizes. The EKNN based classiﬁcation system is shown to consistently outperform the KNN based classiﬁcation system.
© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of organizing committee of the Twelfth International Multi-Conference on Information
Processing-2016 (IMCIP-2016).
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1. Introduction
Cardiological problems are one of the leading causes of fatality. Cardiac arrhythmia is the term used to indicate any
abnormal electrical activity (rhythm) of the heart. The electrocardiogram (ECG) signal records the changing electrical
potential during the course of a cardiac cycle and can be used to detect cardiac arrythmias1. A typical ECG beat
consists of the following parts-P wave, QRS complex, ST and T wave1. Figure 1 shows a typical ECG signal. Manual
ECG analysis can be difﬁcult and error-prone in small setups like clinics. Hence, automatic ECG beat classiﬁcation
has received wide interest in the research ﬁeld. Wavelet features have been used for ECG beat classiﬁcation2. Machine
learning techniques such as Support Vector Machines and k-nearest neighbours have been used for the classiﬁcation
process2,3. Tsipouras et al. designed a knowledge-based algorithm using RR interval features. RR interval features
have the advantage of being less sensitive to noise. Since only 3 features are needed, the time involved for feature
extraction will be low making it suitable for real-time analysis4.
In this paper, we consider classiﬁcation of ECG beats into 2 categories-Normal and Premature Ventricular
Contraction. 6 beat types are included in the normal category as per AHA notation-Normal sinus rhythm, paced beat,
fusion beat, left bundle branch block, right bundle branch block and unclassiﬁable beats. We use RR interval features
for classifying the beats4. Dempster Shafer Theory developed by Glen Shafer provides the theoretical foundations for
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Fig. 1. ECG Wave5.
effective information fusion. It involves the Shafer’s model which is an extension of the general probabilistic model
and combination rules for combining information from several sources6. Evidential k nearest neighbours approach
was developed by Denoux based on Dempster Shafer Theory7. This system improves upon the performance of k
nearest neighbors by bringing in imprecision to lower the error rates. In this method, each neighbour of a sample
to be classiﬁed is considered as an item of evidence supporting the class membership of that sample. The degree of
support is deﬁned as a function of the distance between the 2 samples. The evidence of the k nearest neighbours are
then pooled by using Dempster’s rule of combination7. The MIT-BIH cardiac arrhythmia database is used for testing
the classiﬁer system8,9.
The paper is organized as follows. In Section 2, we brieﬂy describe the basics of Dempster Shafer Theory.
In Section 3, the theory behind KNN and EKNN is presented brieﬂy. Section 4 describes the experimental setup.
Section 5 analyses the results.
2. Dempster Shafer Theory
Let  = {θ1, θ2, θ3, . . . θn} be the frame of discernment containing all possible hypothesis under consideration.
In the case of classiﬁers, this will be the set of all possible classes the data can belong to. Set of all subsets of  is
called the power set of  and has cardinality of 26,10.
Basic Belief Assignment (bba): m(.) is deﬁned as satisfying
m(φ) = 0,
∑
A∈2
m(A) = 1 (1)
φ represents the null-set. Assigning a zero belief to the null-set implies that we are operating under a closed world
assumption. i.e, we don’t believe that any hypothesis outside the power-set of the discernment frame can occur.
Core (kernel): The set of elements A ∈ 2 having a positive basic belief assignment under a particular belief function
constitute the core of that belief function6,10. We can illustrate the concept of a belief function’s core with an example.
Suppose, we have a frame of discernement,  = {θ1, θ2, θ3}. The power-set will have 23 elements. Now, under the
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belief function, m(.), we have the belief assignments as m(θ1) = .6,m(θ2) = .3,m(θ2 ∪ θ3) = .1. Here, only 3
elements of the power-set, namely-θ1, θ2, θ2 ∪ θ3 have a non-zero mass assigned to them under the belief function,
m(.). Hence, the core of the belief function, m(.) consists of only these 3 elements.
2.1 Difference between Shafer’s model and probability model
In Shafer’s model, for a particular belief function (i.e belief function corresponding to a particular source), the bba’s
are such that exhaustivity is satisﬁed only on the powerset of the frame of discernment. In the probability model, the
exhaustivity criteria is satisﬁed on the frame of discernment as such6,10. This can be illustrated with an example.
Example: Let  = {θ1, θ2} be the frame of discernment (θ1 and θ2 are hypothesis/classes under consideration). In the
probability model, the bba’s m(.) ∈ [0, 1] are such that m(θ1) + m(θ2) = 1. In Shafer’s model, the bba’s m(.) ∈ [0, 1]
are such that m(θ1)+m(θ2)+m(θ1 ∪θ2) = 1. The term m(θ1 ∪θ2) indicates the belief committed exactly to (θ1 ∪θ2).
This represents ignorance , i.e the portion of our belief that we are unsurewhether the class is θ1 or θ2. In the probability
model, there is no provision to deal with ignorance. The belief that is not committed to a particular hypothesis must be
committed to its negation6,10. This ability to effectively represent ignorance makes Shafer’s model useful in dealing
with situations involving high degree of imprecision. In the case of classiﬁers, if the ignorance term has maximum
mass attributed to it, we can choose not to take a decision rather than take a decision which might be erroneous.
2.2 Dempster’s combination rule
Dempster’s combination rule is used to combine information from two or more sources. It is both commutative and
associative. Two belief functions are combinable only if their cores are not disjoint6, 10.
Let Bel1(.) and Bel2(.) be two belief functions provided by two independent and a priori equally reliable sources,
B1 and B2 over the same frame of discernment θ and their corresponding bba’s be m1(.) and m2(.)6,10. Then the
combined global belief function Bel(.) = Bel1 ⊕ Bel2 obtained by combining the bba’s m1(.) and m2(.) through the
Dempster’s combination rule is given by m(.) = m1 ⊕ m2 where,
m(φ) = 0.
m(A) =
∑
X,Y∈2θ ,X⋂ Y=A m1(X)m2(Y )
1 − k12 .
k12 =
∑
X,Y∈2θ ,X⋂ Y=φ
m1(X)m2(Y ). (2)
k12 is the degree of conﬂict. A high degree of conﬂict indicates that the sources might be in disagreement10.
3. EKNN Classiﬁcation
KNN(voting KNN) is a non-parametric procedure and is widely used in pattern recognition7. According to this rule,
the test sample is assigned to the class represented by the majority of its k nearest neighbours from the training set. The
k nearest neighbours are found by selecting the k neighbours which are minimally distant (according to the distance
metric chosen) to the test sample7. In KNN, the distance information is considered only in selecting the k nearest
neighbours. It doesn’t play a role in the ﬁnal class assignment decision. The class assignment is based on majority
votes and the vote of each k nearest neighbour has the same weightage. This would mean that the vote of a neighbour
which is very near to the test sample and that of one which is extremely far carry the same weight if they are among
the k nearest neighbours chosen. Also, if the value of k chosen is even, there is the possibility of a tie occurring as a
result of voting. This can only be resolved by randomly assigning a class to the test sample from among the classes
getting the same number of maximum votes.
EKNN was proposed by Thierry Denoux7. In this method, evidence from all the k nearest neighbours of a test
sample are combined to decide its class. Distance between the samples is considered to measure the weight of
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evidence attributed to each class. Here, our frame of discernment includes the classes under consideration. Let it be .
 = Ci , i = 1, 2, . . . n where n is the number of classes. The powerset is represented by 2. Here, we consider
the powerset with only the individual classes and the total ignorance class, UCi , i = 1, . . . n i.e., the powerset under
consideration will contain (n + 1) elements. Initially, we ﬁnd the k nearest neighbours of the test sample from the
training set under consideration7. Let the test sample and the k nearest training samples be denoted by xr and x j where
r and j refer to the indices and j = 1, 2, . . . k. Let the distance between the r th test sample and j th training sample be
denoted by dr, j .
Now, we have to ﬁnd the belief assignments on the powerset for each of the k nearest neighbours. Let the bba
corresponding to each of the k training samples be represented as mr, j (.). Hence, we will have k bba’s corresponding
to the k training samples. The class of a particular k nearest training sample can serve to increase our belief that the test
sample belongs to that class. But, the rest of the belief cannot be given to the other classes as in the probability model.
Instead it is given to the total ignorance class C. Hence, the belief functions corresponding to each neigbour will have
two elements in the core7. Let Cq represent the class of the j th training sample. Then belief function corresponding to
j th training sample is given as,
ms,i(Cq ) = α
ms,i(C) = 1 − α
ms,i(A) = 0∀A ∈ 2\{C,Cq} (3)
wherems,i (Cq) is the belief attributed to class Cq , ms,i(C) is belief attributed to total ignorance. The class membership
α should be a function of the distance between the training sample and test sample. Now, if a training point is far
from the test sample, it will be unlikely that the test sample belongs to that class. Hence α can be modelled as an
exponentially decreasing function of the distance. Also, even if a training sample is at zero distance from the test
sample, this doesn’t provide certainty regarding class information of the test sample. This is ensured by setting a limit
on the maximum value that α can take7. These two conditions can be represented as,
α = α0.φq(ds,i)
φq(d) = e(−γq .dβ ), 0 < α0 < 1
γq = 1dqβ
(4)
where dq is the mean distance between any two training samples belonging to a particular class. The term φq(d)
depends on the class of the training sample. Class index is indicated by q . For example, if the training sample belongs
to class C1, then φq(d) corresponding to class C1 is to be calculated. For this calculation, γ1 is taken as the weighting
factor. Here, γ1 is obtained by taking reciprocal of the mean distance between any two training samples for class C1 to
the power β. Using the factor γq helps to give a higher membership value to typical vectors belonging to a class. Setting
α0 as less than 1 also ensures combinability since this will imply that the cores of the belief function corresponding to
the training samples will never be disjoint. Values of the parameters, β and α0 are to be set by the user. Here, we set
the values as α0 = .95 and β = 17.
After computing the k bba’s corresponding to the k nearest neighbours, these have to be combined using Dempster’s
combination rule to get the ﬁnal bba. The test point is then assigned to the class having maximum mass attributed
to it7. The EKNN algorithm can be summarized as below,
(1) Find the k nearest neighbours to the test sample according to the chosen distance metric. Here, the distance metric
chosen is euclidean distance. Euclidean distance between two vectors is the two norm of the difference vector
formed by them. Let the two vectors are x, y. x, y ∈ Rn . Then, the euclidean distance between x and y, d is given
by
d = ‖x − y‖2 (5)
(2) Find the k bba’s corresponding to the k nearest neighbours using equations 3 and 4.
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(3) Combine the k bba’s using Dempster’s combination rule to get the ﬁnal bba.
(4) Assign the class which has maximum mass to the test sample.
Example: In our case, we have the frame of discernment containing two classes. Let C1 indicate the normal category
and C2 indicate the category-premature ventricular contraction. i.e,  = {C1,C2}. The powerset under consideration
is 2 and is given as 2 = {C1,C2,C1 ∪ C2}. Suppose k = 2 and we have one training sample belonging to class
C1 and the other belonging to class C2. In KNN, we will have a tie in this situation which can be broken by a random
selection only. But, with EKNN, the class assignment decision can be tackled effectively by taking into account the
distance information. Here, we will have two belief functions corresponding to the two nearest neighbours for each test
sample. Let these belief functions be m1(.),m2(.). We can compute the 2 bba’s from the distance information using
equations (3) and (4). Let the computed bba’s be given as
m1(C1) = 0.7,m1(C2) = 0,m1(C1 ∪ C2) = 0.3
m2(C1) = 0,m2(C2) = 0.9,m2(C1 ∪ C2) = .1 (6)
Now, we can combine the 2 bba’s using dempster’s combination rule to get the ﬁnal bba.
Conﬂict, k12 = m1(C1) ∗ m2(C2) = .7 ∗ .9 = .63
m(C1) = m1(C1) ∗ m2(C1 ∪ C2)1 − k12 =
.7 ∗ .1
.37
= .19
m(C2) = m2(C2) ∗ m1(C1 ∪ C2)1 − k12 =
.9 ∗ .3
.37
= .73
m(C1 ∪ C2) = m1(C1 ∪ C2) ∗ m2(C1 ∪ C2)1 − k12 =
.3 ∗ .1
.37
= .08 (7)
We have the ﬁnal bba as
m(C1) = 0.19,m(C2) = 0.73,m(C1 ∪ C2) = 0.08 (8)
Now we can assign a class to the test sample based on this bba. Class C2 has maximum mass attributed to it. Hence,
we classify the test sample as belonging to class C2.
4. Experimental Setup
RR interval features are used for classifying the ECG beats. RR interval of a beat is the time difference between R
peak location of the particular beat and the beat before it4. For each beat, the 3 features chosen are-RR interval of that
particular beat, that of the beat preceding it and of the beat following it.
4.1 Data preparation
MIT-BIH cardiac arrythmia database is used. There are 48 records in this database8,9. All beats of the physionet
MIT-BIH arrythmia database where R peaks could be detected are chosen (total 105563). Of these, 3 beats in each
record (2 at beginning and 1 at end) cannot be classiﬁed due to the features considered. Hence a total of 144 beats
(3 ∗ 48 = 144) cannot be classiﬁed. Therefore, we have 105419 beats which are to be classiﬁed. This includes 33
unclassiﬁable beats which are considered only in the testing phase and are expected to be classiﬁed into the normal
category. The beats in the database are classiﬁed into 2 types - Normal category and PVC (Premature Ventricular
Contraction).
Training is done using 1000, 2000, 3000 and 5000 beats to assess the effect of training data size on the error rate.
Distribution of the 2 categories in the training data sets of different sizes are as follows,
1. 1000 (930 Normal, 70 PVC)
2. 2000 (1860 Normal, 140 PVC)
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Fig. 2. Plots of Mean Error Rates for KNN and EKNN as a Function of k for Training Sets of Different Size.
3. 3000 (2790 Normal, 210 PVC)
4. 5000 (4650 Normal, 350 PVC)
The training samples are selected randomly for 10 iterations. Training sets for the different iterations are chosen in
such a manner that they are disjoint. i.e, training sets are chosen without replacement from the full data set. All the
data samples not included in the training set are used for testing in each iteration.
4.2 Performance measures
Error rate: A classiﬁed sample is said to be in error if it is classiﬁed into class Ci such that Ci ∩ C j = φ. Here,
C j is the correct class label11. φ represents the null-set. Error rate (er ) is calculated as,
er = Ner/Ts (9)
where Ner is the number of samples erroneously classiﬁed. Ts is the total number of test samples.
Imprecision rate: A classiﬁed sample is said to be imprecise if it is classiﬁed into class Ci such that Ci ∩ C j 	= φ
and Ci 	= C j . Here, C j is the correct class label11. φ represents the null-set. Imprecision rate (im) is calculated as,
im = Nim/Ts (10)
where Nim is the number of samples imprecisely classiﬁed. Ts is the total number of test samples.
5. Results and Discussion
Figure 2 shows the plots of mean error rates for KNN and EKNN as a function of k for training sets of size-1000,
2000, 3000, 5000. For each sample size, the mean error rate as well as imprecision rate is taken over 10 iterations.
Lower error rates are obtained for EKNN compared to KNN across k values. Error rates are lowered by bringing in
imprecision into the class assignment. Plots of mean imprecision rates for EKNN as a function of k for training sets
of different size are shown in Fig. 3. Increase in training data size is also shown to lower the error rates for both KNN
and EKNN techniques.
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Fig. 3. Plot of Mean Imprecision Rates for EKNN as a Function of k for Training Sets of Different Size.
6. Conclusions
ECG beat classiﬁcation between 2 beat categories-normal and premature ventricular contraction is done.
RR interval features are used for classiﬁcation. Classiﬁcation is done using k nearest neighbours (KNN) and evidential
k nearest neighbours (EKNN). Euclidean distance is used as the distance metric. EKNN is shown to give lower error
rates compared to KNN across k values. Lowering error rates is obtained by bringing in imprecision.
Further work involves including the classiﬁcation of ventricular ﬂutter beats. Episode detection in the cases of
second degree heart block, ventricular bigeminy, ventricular trigeminy, ventricular tachycardia is to be developed using
the framework of Dempster Shafer Theory.
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