Design & implementation of low power MAC protocol for wireless body area network. by PAN RUI
DESIGN AND IMPLEMENTATION OF LOW
POWERMAC PROTOCOL FORWIRELESS BODY
AREA NETWORK
PAN RUI
(Bachelor of Engineering (Hons.),
National University of Singapore, Singapore)
A THESIS SUBMITTED FOR
THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF ELECTRICAL AND COMPUTER
ENGINEERING
NATIONAL UNIVERSITY OF SINGAPORE
2014
This page intentionally left blank
Declaration
I hereby declare that this thesis is my original work and
it has been written by me in its entirety. I have duly
acknowledged all the sources of information which have
been used in the thesis.
This thesis has also not been submitted for any degree




This page intentionally left blank
Design and Implementation of Low Power MAC Protocol for
Wireless Body Area Network
by
Pan Rui
Submitted to the Department of Electrical and Computer Engineering
on 13th Aug 2014, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy
Abstract
A wireless body area network (WBAN) is a network consists of wearable wireless
computing devices. Advances in low power integrated circuits make it possible to
mount miniaturized sensor nodes on the human body to form such a network for
collecting one’s physiological data, such as vital sign, movements etc.
In a WBAN system, a sensor node should not interfere users’ daily activities,
and should be battery-powered to work for days or even months for a single charge.
This requires the sensor nodes to be in small size and consume low power. In this
dissertation, the hardware implementation and the medium access control (MAC)
protocol design for WBAN systems are explored.
In the first part of this dissertation, a WBAN system with a real-time
scalable network controller IC for multi-patient wireless vital sign monitoring is
demonstrated. The controller chip incorporates a light-weight TDMA MAC protocol
assuming an ideal channel conditions between sensor nodes and a hub. The system
is scalable to accommodate multi-node and different applications such as ECG,
blood pressure, or temperature, while achieving sufficient quality-of-service (QoS)
for these applications. A low-complexity silent node association process, which does
not require special frame exchange, allows new nodes to join the network in real-time
without intervening in normal network operation. This makes the system suitable for
network environments such as that in a hospital ward, in which vital monitoring of
existing patients should not be interrupted by newly admitted patients. A proprietary
network controller IC is realized in 65nm CMOS technology, which consists of the
light-weight TDMA MAC layer and a 2.4 GHz OOK RF transceiver. Measured at
an effective throughput of 18 kbps, the proposed system achieves a packet delivery
rate (PDR) of > 99.9%. The proposed system serves as a baseline design such that
future systems can be built upon it.
Besides the effort in hardware design, the MAC protocol also plays an important
v
role. An efficient MAC protocol design can ensure the application QoS and improve
the energy efficiency of the sensor nodes.
The second part of this dissertation focuses on the MAC protocol design for a
WBAN system. When designing such a MAC protocol, a unique characteristic
that affects the application QoS is the varying on-body communication channel
conditions. It makes the transmission between a sensor node and a body-worn
coordinator vulnerable to poor channel conditions caused by body shadowing. One
possible solution to this is the use of relays where direct transmission to the hub is
not possible. The two-hop relay mechanism proposed in IEEE 802.15.6 standard
can be divided into three processes, namely channel assessment, relaying node
election and data relaying. However as these three processes are initiated at different
time intervals, simulations suggest that channel conditions actually vary between
processes, which leads to data relaying failure. In order to reduce the possibility
of data relaying failure, a relay mechanism with predefined relaying nodes are
introduced and evaluated against the relay mechanism proposed in IEEE 802.15.6
standard. A predefined relaying node will be active during the data relaying process
even if it is not elected. Simulations show that the proposed relay mechanism is able
to achieve 50% reduction in data relaying failure rate, which in turn improves the
packet delivery rate. The proposed relay mechanism is evaluated in a superframe
structure. Simulation shows that with the presence of the predefined relaying node,
the network lifetime is extended by 8%. To further improve the packet delivery rate,
direct transmission in the relaying process is supported, and a dynamic scheduling
algorithm is proposed to optimize slot allocation in the superframe for all nodes. The
proposed relay protocol achieves 21% improvements in network lifetime and 14%
improvements in PDR with decreasing transmission powers from -10 dBm to -15
dBm.
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Chapter 1
Introduction
1.1 Background of Wireless Body Area Network
A wireless body area network (WBAN) is a network consists of wearable wireless
computing devices. It was first introduced around 1995. Since then, with the rapid
growth in low-power integrated circuits, it drew huge attentions in healthcare and
biomedical applications. In 2007, IEEE 802.15 Task Group 6 was established for
the standardization of WBAN. It is aimed to address the need of a suitable standard
for communications in the vicinity of, or inside, a human body (but not limited to
humans) by considering the power consumption and quality of service (QoS) [1].
The standard defines a medium access control (MAC) protocol and requirements for
physical layers working in different frequency bands for both radio frequency (RF)
communication and human body communication (HBC) that makes the human body
as the communication medium. In 2012, the standard was released to public.
In a wireless body area network (WBAN), several wireless nodes are mounted on
human body for data collection or actuation. The collected data is then stored in a
coordinator placed on/off the human body. Fig. 1.1 depicts an example of a WBAN
system, in which the on-body hub, which can be a mobile phone or a smart watch,
1
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Figure 1.1: A typical WBAN system
gathers data, such as ECG, EEG, motion, blood pressure, and etc from different
wireless nodes. If the received data shows critical situations such as abnormal heart
conditions, the hub will contact a remote base station, which is connected to a
hospital or a healthcare provider, such that further actions can be taken. Otherwise,
the hub will just update/alert the user about his/her current conditions visually on the
screen of the hub or through other measures, such as vibration and sounds.
In a WBAN system, a sensor node should not interfere with users’ daily activities,
and should be battery-powered to work for days or even months for a single charge.
This requires the sensor nodes to be in small size and consume low power.
Different sensor node designs have been proposed by researchers. They can be
categorized into designs built with commercial-off-the-shelf (COTS) components
and designs built with proprietary application-specific-integrated-circuits (ASICs).
The COTS based designs offer a flexible platform, in which different sensor nodes
can be accommodated, while ASIC based designs try to provide single chip solutions
for selected applications. In terms of sensor nodes’ footprint, these two types
of designs can both offer miniaturized nodes, but the latter provides more energy
2
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efficient design, which is a very important aspect to consider when designing a
WBAN system.
Besides the efforts in hardware design, MAC protocol also plays a very important
role as it defines how the wireless medium is being shared by all nodes. An efficient
MAC protocol design can ensure the application QoS and improve the energy
efficiency of the sensor nodes as the energy wastage caused by idle listening and
collisions can be minimized.
Research shows that most WBAN systems adopt the MAC layer of IEEE 802.15.4
standard [2] since it is a mature technology and commercially available at low cost.
However it has been shown that it is not suitable for WBAN systems due to the
limitations posed by its superframe design [3].
In commercial consumer electronics, Bluetooth low energy (BLE) [4] is the most
widely adopted standard as it can be found in [5–8]. Compared to IEEE 802.15.4
standard, it achieves lower energy consumption, simpler protocol design and shorter
data packets with fixed length. BLE combines the frequency division multiple access
(FDMA) and time division multiple access (TDMA), which makes it more robust to
interference and collisions. And theoretically it can support up to 232 nodes in a
network[9] and a maximum application throughput of 236.7 kbps [10]. However,
measurement shows that it can support an effective application throughput of 58.48
kbps [10], which makes it unsuitable for real time monitoring applications such as
multi-lead ECG monitoring.
As for the IEEE 802.15.6 standard, by the time this dissertation is written, the
proposed MAC protocol has not been used in any commercial products. This
is probably because in order to accommodate a wide variety of applications,
great flexibility is provided at the MAC layer by incorporating different channel
access schemes, such as carrier sensing multiple access with collision avoidance
(CSMA/CA), ALOHA and time division multiple access (TDMA). Thus it takes
3
CHAPTER 1. Introduction
time for designers to decide the best options to be implemented such that an optimum
solution can be provided. Another possible reason is that the existing available
commercial systems support low throughput applications with limited number of
nodes such that current technologies are still enough to address the needs.
1.2 Problem Statement
A WBAN system is expected to support a wide variety of applications in
healthcare, biomedical, lifestyle, entertainment, sports, military and etc. Table 1.1
summarizes some of these applications.
Table 1.1: Examples of WBAN applications [11]
Application Examples
Healthcare Vital sign monitoring, sleep analysis, gait analysis, fall detection
Biomedical Prostheses, implanted drug delivery, capsule endoscope
Life Style Posture detection, ambient intelligence
Entertainment Gaming, gesture detection
Sports Activity monitoring, pedometer, fitness training
Military Blast dosimeter, solders’ vital sign monitoring
As can be seen from the table, most of the applications require the collection
of users’ physiological data, such as vital sign and movements. Therefore, in this
dissertation, monitoring applications with similar data set will be considered.
To design a MAC protocol for a WBAN system, it is important that application
QoS requirements, in terms of latency, throughput and reliability, can be satisfied.
This is especially crucial when designing a system for biomedical or healthcare
applications, in which excessive delay, and signal distortions caused by unreliable
communications would be harmful to the end user.
Depends on application scenarios, monitoring applications can be categorized
into real time monitoring and long term data logging. In real time monitoring,
4
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sampled data needs to be sent to the hub in a timely and reliable way. As for data
logging, sampled data is sent to the hub only when it is required to, thus energy
efficiency is greatly improved by reducing the number of transmissions in this case.
Therefore a WBAN system should be able to accommodate different application
requirements under different application scenarios.
(a) Sensor placement
(b) Top view of the human body with sensors
while standing still
(c) Top view of the human body with sensors
while in motion
Figure 1.2: Example of body shadowing
In WBAN, a unique characteristic that affects the application QoS is that the
channel conditions between different nodes on a human body are changing all the
time. It is caused by the human body shadowing [12] as humans are always in
motion. Fig. 1.2 depicts an example of body shadowing, in which Fig. 1.2a
illustrates the transmitters and receiver placement with two transmitters, Tx1 and
Tx2 placed on user’s left and right wrists respectively, while one receiver, Rx, is
placed on the left side of the hip. Fig. 1.2b and 1.2c show the top view of the human
torso in the given example. As shown, with the user standing still, the line of sight
5
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(LOS) communication between Tx2 and Rx is blocked by the human body, which
causes degradation in received signal strength, while in motion such as walking,
with the arms swinging forward and backward, Tx2 will experience different channel
conditions to Rx in different time intervals. For Tx1, due to its advantageous location
to Rx, it has a better channel conditions most of the time compared to that of Tx2.
Various experiments on characterization of the on-body channel conditions have
been conducted by researchers [13–16]. It is shown that the path loss of the RF
signal can go up to 80 dB [17]. Thus with this unique characteristic, reliable
communications between sensor nodes and the hub is not guaranteed in WBAN,
which makes the system unable to satisfy the application QoS requirements and
consume more energy on data retransmissions. To mitigate the body shadowing
effect, different techniques have been proposed, such as adaptive control of
transmission power [18], body shadowing avoidance by delaying transmissions [19],
and relay mechanism in which transmission is performed with the help of other nodes
[20]. The relay mechanism is a promising solution to this issue in terms of latency
and energy consumption compared to the other two techniques. Therefore, the body
shadowing effect mitigation through relays will be considered in this dissertation.
1.3 Research Objectives and Contributions
1.3.1 Research Objectives
The objective of this project is to develop a low power MAC protocol for a WBAN
system and implement it in ASIC. Thus the primary goal of this project includes the
following:
1. To develop a WBAN system architecture for monitoring applications, which
may include a physical layer for RF communications, a MAC layer, and an
6
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application layer. The system should be able to fulfill different application
QoS requirements.
2. The MAC layer should be able to address the issue of the varying on-body
channel condition and improve the system energy efficiency in terms of
network lifetime. Moreover, the MAC layer should be of low complexity for
easy implementation, and consumes low power.
3. The design of the physical and application layers are not the concerns of this
dissertation.
1.3.2 Research Contributions
As discussed in Section 1.2, the varying on-body channel conditions has great
impact on application QoS and energy efficiency. Therefore, this dissertation will
focus on the MAC protocol design, which addresses the issue by adopting relay
mechanisms. Besides, the hardware implementation of a WBAN system will also be
discussed and described. This divides the dissertation into two parts.
The first part of the dissertation focuses on the hardware implementation of the
MAC protocol as part of a network controller IC. To reduce the implementation
complexity, a light-weight TDMA MAC protocol assuming an ideal channel
condition is proposed and implemented. The proposed protocol has a complexity
of about 4 k-gates and a size measured about 100 µm by 100 µm in 65nm CMOS
technology. And it operates at a clock frequency of 5 MHz with a simulated average
power consumption of 20 µW. With the proposed network controller IC, a WBAN
system for vital sign monitoring is constructed. To enhance the communication
reliability, a digital baseband, which consists of the (21,16) Hamming algorithm
for error correction and the CRC-16-CCITT for error detection, is implemented in
an FPGA board. The system described in this part serves as a baseline design such
that future systems can be built upon it.
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In the second part of the dissertation, an opportunistic relay protocol with
pre-defined relaying nodes to mitigate the body shadowing effect for monitoring
applications is proposed and evaluated. With the proposed relay mechanism, the data
relaying failure rate in IEEE 802.15.6 standard is reduced by about 50%. And with
the presence of the pre-defined relaying node, the network lifetime of the proposed
protocol is extended by 8%. Besides, with a dynamic scheduling algorithm and
decreasing transmission powers from -10 dBm to -15 dBm, the proposed protocol
achieves 21% improvements in network lifetime and 14% improvements in packet
delivery rate.
1.4 Organization of the Dissertation
The rest of this dissertation is organized as follows.
Chapter 2 presents the literature review of existing works on WBAN system
designs. The review will be based on hardware implementation of wireless
sensor nodes for a WBAN system and the varying on-body channel conditions, as
mentioned in Section 1.3.1.
Chapter 3 describes a real-time scalable network controller IC for multi-patient
wireless vital sign monitoring. The controller chip incorporates a light-weight
TDMA MAC protocol. In a hospital ward, where patients check in/out the ward
frequently, with the proposed MAC protocol, it enables the real-time node insertion
without intervening in normal monitoring of existing patients. The design also
addresses the QoS requirements of vital sign monitoring, such as ECG, body
temperature, respiratory, and blood pressure.
Chapter 4 discusses the impact of the varying on-body channel conditions on
the performance of a WBAN system. To mitigate the body shadowing effect, relay
mechanisms are considered. By reviewing the relay mechanism proposed in IEEE
8
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802.15.6 standard, its limitations and improvements are discussed and evaluated to
arrive at an opportunistic relay protocol in WBAN. The effect of dynamic scheduling
on relay discovery is also discussed with the proposed relay protocol.
Conclusions and future work will be presented in Chapter 5.
9
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Chapter 2
Literature Review
As mentioned in Chapter 1, this dissertation consists of two parts. The first part
focuses on the ASIC implementation of a light-weight TDMA MAC protocol design,
while the second part focuses on relay protocol design to mitigate the effects of the
varying on-body channel conditions. In this chapter, background on QoS and the
varying on-body channel conditions are elaborated first, followed by the review of
the existing works on the two designs mentioned above.
2.1 Background
2.1.1 Quality of Service
Application quality of service can be interpreted as reliability, throughput
and latency. In wireless communication, reliability defines how reliable the
communication link is between a transmitter and its corresponding receiver. It can
be interpreted as the packet delivery rate (PDR), i.e. a ratio between the number
of packets transmitted and successfully received by the receiver and the number of
packets transmitted by the transmitter in a period of time. Equation 2.1 describes the
11






where Nsucc is the number of successful packet transmissions, and Ntotal is the total
number of packets to be transmitted in a period of time. If retransmissions of a
packet are considered, as long as the packet reaches the destination, regardless the
number of transmissions taken to deliver the same packet, it will be considered as
one successful packet transmission.
Throughput defines the number of useful bits that are successfully transmitted in
a period of time. For example, in vital sign monitoring, the useful bits are those
sampled from sensors which directly reflect users’ physiological activities such as
ECG signals. In wireless communication, these useful bits are packetized into a
frame with a certain amount of frame overheads, which consist of parameters used
by physical (PHY) and MAC layer. Fig. 2.1 illustrates the frame format of IEEE
802.15.6 standard [1]. As shown, the Frame Payload field in MAC Frame Body
would be the place for holding the useful data bits, and the rest of the frame would
be considered as overheads. Therefore, the less the overheads in a frame, the more
useful bits can be carried in one frame, which leads to higher throughput. And the
amount of overheads depends on the complexity of the PHY and MAC layer design.
Latency is the time taken from the instance when the data is sampled from the
sensor on the transmitter side to the instance when it is successfully received and











Figure 2.1: Frame format of IEEE 802.15.6 standard [1]
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As mentioned in Chapter 1, real time monitoring applications have a more
stringent latency requirement than that of a data logging application. Therefore,
in the first part of this dissertation, systems with the consideration of QoS for real
time monitoring applications will be discussed.
2.1.2 The Varying On-Body Channel Conditions
As described in Chapter 1, the varying on-body channel conditions have great
impact on application QoS. It is the effects of body shadowing as human body
absorbs energy when exposed to a RF electromagnetic field.
Three types of sensor nodes, namely implant node, body surface node, and
external node are defined, and different communication scenarios have been
formulated as shown in Table 2.1 [21]. In the second part of this dissertation, only
body surface nodes and scenarios S4 and S5 are considered.
Table 2.1: List of Communication Scenarios [21]
Scenario Description Frequency Band
S1 Implant to Implant 402-405 MHz
S2 Implant to Body Surface 402-405 MHz
S3 Implant to Implant to External 402-405 MHz
S4 Body Surface to BodySurface (LOS*) 50, 400, 900 MHz
S5 Body Surface to Body 2.4, 3.1-10.6 GHzSurface (NLOS**)
S6 Body Surface to External(LOS*) 900 MHz
S7 Body Surface to External 2.4, 3.1-10.6 GHz(NLOS**)
*Line-of-Sight
**Non-Line-of-Sight
The varying on-body channel conditions lead to huge variations of the path loss
between a transmitter and receiver mounted on one’s body. Therefore the channel
model is crucial to the simulation of the MAC protocol presented in the second part.
14
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Unlike the path loss model in free space, in WBAN, at a given carrier frequency, the
path loss is dependent on not only the transmitter and receiver distance but also on
the body shadowing effect, also known as fading.
In WBAN, there are two types of fading, small scale and large scale fading [21].
Small scale fading refers to the rapid changes in the received signal in terms of
amplitude and phase within a small area. It is caused by the small changes in
location of the body surface nodes or body positions, in a given short period of
time. Conversely, the large scale fading refers to fading between body surface nodes
and external nodes that are separated by large distances. In the second part of this
dissertation, only the small scale fading is considered.
In [21], measurements at different locations (hospital room and anechoic
chamber) and carrier frequencies for scenarios S4 and S5 were conducted. In IEEE
802.15.6 standard, the supported carrier frequencies can be divided into narrowband
(400 MHz, 900 MHz, 2.4 GHz), ultra wideband (UWB, 3.1-10.6 GHz), and band
used for human body communications (HBC, centered at 21 Mhz). Based on the
observation, as the carrier frequency increases, path loss increases as well. In this
dissertation, we will focus on the MAC protocol design in narrowband, specifically
at 2.4 GHz as it is being widely adopted in both scientific works and commercial
products.
The network simulator used in this dissertation is Castalia, an event-driven
simulator for wireless sensor networks, body area networks and general networks
of low-power embedded devices [22]. The simulator is developed by Australia’s
Information Communications Technology (ICT) Research Center of Excellence
(NICTA) [23], which was actively involved in the standardization of IEEE 802.15.6
standard. Castalia intends to provide a realistic channel model known as temporal
variation model. It models the variation of on-body channel conditions with respect
to time, and it is based on the measurements of received signal strength at 2.4 GHz,
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performed with small and wearable sensor nodes mounted on a test subject [24].
In the experiment, the test subject performs normal daily activities, including office
work, jogging, running, and sleeping. Fig. 2.2 shows the measured received signal
strength at right wrist and right ankle in time. In addition to the temporal variation
model, the average path loss between different sensor nodes is also included in the
simulator. With these two features, a more realistic path loss between certain sensor
nodes can be estimated.
Figure 2.2: Received signal strength in time [24]
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2.2 Review of Existing Works on Implementation of
WBAN Systems
As mentioned in Chapter 1, existing works can be divided into systems built
with commercial-off-the-shelf (COTS) components [25, 26] and systems built with
proprietary application-specific-integrated-circuits (ASICs) [27–29].
In [25], a wireless sensor platform for noninvasive biomedical research is
demonstrated. The platform achieves a small form factor, but with a relatively large
power consumption. Powered by a 280 mAh rechargeable battery, the platform can
operate for only 12 hours for continuous real time ECG monitoring at 500 Hz with
Bluetooth.
In [26], a wireless multisensor system for real time monitoring of human physical
activity is described. Compared to [25], it achieves a lower current consumption of
5.4 mA, but with a larger sensor nodes design, which is not suitable for long term
usage. Besides, in terms of connectivity, it adopts IEEE 802.15.4 standard, which is
not suitable for WBAN systems as mentioned in Chapter 1.
In [27], a micropower system-on-chip for vital sign monitoring is reported. The
proposed system consists of a full-custom hardware MAC, digital processor core and
input/output peripherals, on-chip memory, micropower analog-to-digital converter,
wireless transceiver, and custom sensor interfaces, which allows the chip to be
connected to three different sensors. The current consumption is about 3 mA during
transmission and 2.5 mA during reception. The chip is encapsulated in the form of a
thin and flexible patch, which makes it possible for truly unobtrusive and disposable
vital sign monitoring.
In [28], a near-threshold wireless body sensor node power by RF energy
harvesting is described. The chip is designed for multi-node. As the power is
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harvested from RF signals, no battery is needed, such that sensor node of smaller
form factor is possible. The whole system consumes a power of less than 200 µW.
In [29], authors demonstrated a batteryless body sensor node SoC for ExG
applications. The chip is powered from a thermoelectric harvester and/or RF power,
and consumes only 19 µW. The proposed sensor chip is able to accommodate ECG,
EMG, and EEG.
As described, for systems built with off-the-shelf components, different
application QoS requirements can be easily satisfied with low implementation
complexity, but they are either unable to provide satisfied energy-efficiency or with
bulky sensor nodes. In comparison, systems built with proprietary ASICs have the
advantage that required components can be customized and integrated into a single
silicon (System-on-Chip) such that better energy-efficiency and smaller sensor node
footprint can be achieved, which makes it a better candidate to WBAN applications.
However, in the reviewed works, the MAC protocol design and the application QoS
are not addressed.
Therefore, in Chapter 3, a real-time scalable network controller IC with a
light-weight TDMA MAC protocol for multi-patient wireless vital sign monitoring
is described and the application QoS is analyzed.
2.3 Review of Existing Works on Relay Protocols to
Mitigate the Effects of the Varying On-Body
Channel Conditions
In [30], authors demonstrated the effectiveness of a two-hop communication
scheme in reducing the packet error rate (PER) over direct transmission scheme.
In [31], authors described a prediction-based dynamic relay transmission scheme.
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In the proposed scheme, the relaying node election and data relaying process are
decided based on the last known channel states by the hub. The hub will convey
this to all nodes via a beacon frame. And the data is transmitted to the relaying
node in one time interval, and it is being relayed to the hub in another time interval.
The problem with this scheme is that firstly the prediction is heavily relied on the
assumption that the on-body channel conditions have periodic patterns along time,
this is true when user is going through certain activities such as running, jogging,
walking, etc, but the daily human activity is a combination of different activities;
Secondly, when a relaying node is collecting data from its corresponding sensor
node, there are chances that the sensor node is able to deliver the data directly to
the hub, thus energy is wasted for the relaying node as the data is still going to be
relayed in another time interval.
In [32], authors proposed an adaptive TDMA MAC protocol which automatically
detects the body shadowing effect and schedules the data transmissions accordingly.
In the proposed scheme, three relaying nodes are defined, through which other nodes
have better chances of communicating with the hub. The superframe structure starts
with the beacon period, in which the hub broadcast the beacon to other nodes,
and then the three relaying nodes will also broadcast this beacon such that nodes
experiencing poor channel conditions to the hub can still receive the beacon. In the
next time interval, nodes will send an acknowledgment frame to the sender of the
beacon, which can be the hub or one of the relaying nodes. And then in a so called
monitoring period, the authors claimed that the slot allocation in this period will be
based on the estimated link quality such that the first slot is reserved to the weakest
link in order to enable the best device to relay in the same superframe, but the authors
did not mention how this schedule is being delivered to different nodes. There are
some other problems with the proposed scheme, firstly, regardless whether there
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are any nodes requiring relaying nodes, the three pre-defined relaying nodes will
broadcast the beacon frame, which leads to energy wastage; secondly, the selection
of the pre-defined relaying nodes should be different from one person to another
as body shape also affects the channel conditions between different sensor nodes
[33], which makes it difficult to deploy for different people; thirdly, the relaying
node election and the actual data relaying happen at different time intervals, thus
the channel conditions between the relaying and the relayed nodes may be different
at these two intervals, which may leads to data relaying failures; lastly, the authors
proposed to force some additional relaying nodes to improve the performance, but
the channel utilization will be degraded as each relaying node needs to occupy one
time slot for beacon broadcasting.
In [20], an opportunistic relay mechanism and a restricted tree topology are
proposed, which are later adopted by IEEE 802.15.6 standard [1]. The proposed
relay mechanism can be divided into three basic processes, namely channel
assessment, relaying node election and data relaying, which is similar to that in [32].
These three processes are initiated at different time intervals. The problem of this
approach is that during the data relaying period, the channel conditions between the
relaying and relayed nodes or the hub may have had significant changes compared
to that during the channel assessment and relaying node election period.
Based on the reviews, existing works can be categorized into prediction-based
and IEEE 802.15.6 standard-alike relay mechanisms. The prediction-based relay
mechanisms heavily rely on the periodic pattern of the channel conditions, which
might not be the case for real life situation, while the latter offers a more dynamic
solution. In Chapter 4, the IEEE 802.15.6 standard-alike relay mechanism will be
discussed further and evaluated, and an opportunistic relay protocol will be described
and evaluated as well.
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2.4 Conclusion
Compared to the COTS based system, ASIC based systems are considered to be
a better candidate to WBAN applications in terms of energy efficiency and sensor
node footprint, but MAC protocol design are hardly covered in the reviewed works,
and the application QoS are not discussed.
To address the varying on-body channel conditions, relay mechanism is a
promising solution, which is able to improve the communication reliability without
sacrificing the application throughput and latency. IEEE 802.15.6 standard-alike
relay mechanisms offer a more dynamic solution compared to prediction-based
relay mechanism, but the selected relaying node may experience degraded channel
conditions to the relayed node or the hub when relaying data compared to that in the
relaying node election process, which leads to data relaying failures.
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Chapter 3
A Real-Time Scalable Network
Controller IC for Multi-Patient
Wireless Vital Sign Monitoring
In this chapter, the work described will focus on the hardware implementation
of a WBAN system. A WBAN system with a real-time scalable network controller
IC for multi-patient wireless vital sign monitoring is proposed. The system adopts
star network topology with a customized light-weight time division multiple access
(TDMA) media access control (MAC) protocol, in which a programmable base
station centrally controls the network and application parameters, including beacon
interval for network synchronization, transmission slot duration and sampling
frequency for different applications. This implies that the system is scalable to
accommodate multi-node and different applications such as ECG, blood pressure,
or temperature, while achieving sufficient quality-of-service (QoS) for these
applications. A low-complexity silent node association process, which does not
require special frame exchange, allows new nodes to join the network in real-time
without intervening in normal network operation. This makes the system suitable for
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Table 3.1: Technical Requirements for Vital Sign Monitoring Applications [11]
Applications Sampling Channels ADC Throughput Latency
Rate per Resolution (bps) (ms)
(Hz) Node (bits)
Body Temperature [34] 1 1 8-16 8-16 <250
Respiratory 10 1 12 120 <250
Blood Pressure 50 1 12 600 <250
ECG (3-Lead) 500 3 12 18 k <250
network environments such as that in a hospital ward, in which vital monitoring of
existing patients should not be interrupted by newly admitted patients. A proprietary
network controller IC is realized in 65nm CMOS technology, which consists of the
light-weight TDMA MAC layer and a 2.4 GHz OOK RF transceiver. Measured at an
effective throughput of 18 kbps, the proposed system achieves a PDR of > 99.9%.
3.1 Real-Time Scalable Light-Weight TDMAMAC
Protocol
Table. 3.1 summarizes various vital sign monitoring applications with their
technical requirements [11, 34]. For vital sign monitoring in a hospital ward, it
has the following requirements and characteristics:
1. Periodic application. In a stable network, sensor nodes sample data
periodically.
2. Varied application requirements in terms of throughput and latency. Reliability
is another important measure to the QoS requirement, which shall be greater
than 90% [35]. In this paper, the reliability is interpreted as PDR.
3. Sensor nodes should be miniature, battery powered and energy efficient to
improve patients mobility. This implies that the sensor nodes are resource
constrained in terms of processing power and memory.
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4. A hospital ward can accommodate up to 8 patients [36].
5. Patients check in/out the ward frequently. This process should not intervene in
the normal monitoring of existing patients.
Based on the above requirements, a star network topology is adopted, in
which base station centrally controls one or more wireless nodes. In order to
accommodate the proposed periodic applications, a real-time scalable light-weight
TDMA MAC protocol is proposed, in which each wireless node samples data
periodically and transmits it to the base station in its assigned time slot. This
reduces the implementation complexity of a wireless node, and eliminates collisions
and idles listening within the network, in turn reducing the energy wastage. The
protocol design is actually constrained by the capability of the RF front end, in which
techniques adopted in commercial products, such as carrier sensing and frequency
hopping, is not available. Thus multiple access techniques adopted by IEEE 802.15.4
and BLE cannot be implemented. The choice of TDMA is inspired by IEEE 802.15.6
standard, in which data transmissions are initiated in assigned time slots.
3.1.1 MAC Frames
To facilitate the proposed protocol, three communication frames are depicted in
Fig. 3.1. Beacon frame is broadcast from the base station to all nodes that carries
information such as current network size, transmission slot size, sample interval, and
beacon interval. It enables the base station to centrally control the wireless nodes to
accommodate different application requirements. Data frame is sent from wireless
nodes to the base station which carries the sampled data from sensors. And ACK
frame is sent from the base station to acknowledge the reception of the data frame,
through which communication reliability is enhanced by initiating retransmissions
from nodes if ACK is not received.
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Figure 3.1: Frame Design
Table 3.2: Frame Type & BSID





Through MAC header, a receiver knows what kind of frame it has received with
Frame Type, and whether the sender of the frame shares the same base station ID
(BSID), based on which, a receiver can determine whether to discard the frame or
not and what frame to be transmitted then.
Different frames will have different Frame Type, but they share the same BSID
that is different for different networks. Table 3.2 summarizes the Frame Type and an
example of BSID used in this design.
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3.1.1.2 MAC Payload
Beacon frame In the beacon frame, the MAC Payload contains the network
and application information. As this frame is broadcast to all nodes, no specific
destination is required.
Network Size tells all nodes the number of nodes currently in the network. This
parameter is used for the node ID generation, which will be described in later
sections.
As each node is assigned a time slot for data transmission, Slot Size defines the
length of each slot.
Sample Interval defines how frequent a node samples data from the sensor it
connects to.
Beacon Interval defines the length of the superframe, which is defined as the
interval between two beacon transmissions.
Based on aforementioned information carried by the beacon frame, nodes
would know when to wakeup for beacon reception, data sampling, and data
transmission/retransmission.
Data frame Data frame carries the sampled data from each node as Data Payload
in its MAC Payload.
The source ID (SrcID) tells the base station from which node the data is sampled.
As retransmission is allowed in this design, ReTx indicates whether this frame
is a retransmission or not. This bit will be useful in the scenario that the base
station successfully received the data frame, but the sensor node failed to receive
the acknowledgment frame, thus the sensor node considers this as a transmission
failure and initiates the retransmission. In this case, base station will know this
retransmitted frame is actually a duplicate, and thus discards it.
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As Data Payload can be of any length up to 127 bytes, Payload Length tells the
base station its length in bytes such that base station knows when to stop receiving
the frame. The variable length of Data Payload makes the system suitable for
different application scenarios. In real time monitoring application, timely data
transmission is required, which leads to shorter Data Payload length, while in data
logging applications, low transmission duty cycle is expected, which leads to longer
Data Payload length.
ACK frame This frame is the shortest frame among all. In its MAC Payload field,
only the destination ID (DestID) is needed to indicate which sensor node is to be
acknowledged.
3.1.1.3 Cyclic Redundancy Check
In this work, CRC-16-CCITT [37] standard is used as it is commonly adopted
in wireless standards, such as Bluetooth, IEEE 802.15.6 and 802.15.4 standard.
Equation 3.1 shows the polynomial used to generate a 16-bit code word.
G(x) = x16+ x12+ x5+1 (3.1)
On the transmitter, the 16-bit code word is generated by taking the original data
packet divided by the polynomial shown, and the remainder is the code word in the
length of 16-bit. This code word is then appended to the original data packet to
form a completed MAC frame. On the reveiver, the same process repeats itself by
taking the whole MAC frame divided by the same polynomial, and a zero remainder
suggests that a correct frame has been received.
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(a) Node
(b) Base Station
Figure 3.2: State Machine Design
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3.1.2 MAC Functions
In the proposed MAC protocol, two processes are involved for node association
and monitoring, respectively.
3.1.2.1 Silent node association
A silent node association process is proposed to support the MAC layer. As
shown in Fig. 3.2a, upon power-up, the node waits for the beacon frame sent from
the base station in state Rx. In state ID Generation, if it is the first beacon received,
node will generate an ID based on the network size parameter carried by the beacon
frame, and this ID is equivalent to the network size incremented by one.
The node samples the sensor data based on the sample interval received. In the
next beacon interval, the node will initiate its first data transmission, in which its
ID is included. Upon receiving the data frame, base station will update the network
size if it determines the frame is from a newly joined node. An ACK frame is then
transmitted back to the node, which marks the end of the association process as well
as the first data exchange.
For the current design, only one new node is allowed to be presented in the
network. The system is unable to handle multiple association requests. In a hospital
ward, patients are normally admitted one after another, which makes the proposed
silent node association acceptable.
In the proposed silent node association process, special frame exchange is not
required as this process is embedded in the data frame exchange. By doing this, the
implementation complexity is reduced and nodes can be inserted in real-time without
intervening other nodes’ normal monitoring process, which makes the proposed
protocol suitable for both static and dynamic network environment.
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3.1.2.2 Monitoring process
In this process, nodes sample sensor data based on the sample interval carried by
the beacon frame. The transmission slot allocation is based on the node ID, i.e. node
with an ID n will occupy the nth slot for transmission. Data is transmitted in each


























Figure 3.3: Monitoring Process with ACK-Retry Mechanism
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As shown in Fig. 3.2b, upon receiving the data frame, the base station returns an
ACK to the node to indicate the successful reception of the data frame. If the ACK
is not received by the node, the node retransmits the data. In the proposed system,
a maximum of 2 retransmissions are allowed. Retransmission begins when all the
nodes finish the first round of data transmission attempts. And the beacon interval
ends with an optional inactive period. During this period, the base station gets to
turn off its RF transceiver to save energy. Fig. 3.3 illustrates the monitoring process
with retransmissions, with an example of 2 wireless nodes presented in the network.
The reserved slots are for the addition of a new node. ’IFS’ stands for inter-frame
spacing, which is designed to tolerate the turnaround time of the RF transceiver.
3.1.2.3 Time Synchronization
In a wireless TDMA system, time synchronization is very important. In this work,
synchronization is achieved through beacon frame that is broadcast periodically by
the base station. A counter is maintained in each node and the base station to keep
track of time slots. The counter is incremented by one every 100 us. Upon receiving
the beacon frame, each node resets its own counter back to zero. Assuming a clock
frequency of 5 MHz and a clock quality of 100 ppm, the clock will drift for one
clock cycle in every 200 ms. Therefore, the maximum length of beacon interval can
be set to 200 ms.
3.2 System Design & Implementation
Fig. 3.4 shows the block diagram of the proposed base station and wireless node,
where the wireless node is formed by the network controller IC, digital baseband
and a memory unit, while the base station consists of all the blocks except the node’s
MAC layer.
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Figure 3.4: Block diagram of the proposed base station and wireless node
To reduce the implementation complexity and to improve the system flexibility,
the MAC layer of the base station in not included in the network controller IC and
implemented in FPGA such that algorithms can be implemented to dynamically
change the parameters according to different application scenarios, e.g. for ECG
monitoring application, real time monitoring requires higher sampling rate, and
shorter beacon interval such that minimum latency can be achieved, while for daily
monitoring, lower sampling rate and longer beacon interval can be chosen.
Figure 3.5: Block diagram of proposed TX physical layer
Figure 3.6: Block diagram of proposed RX physical layer
Fig. 3.5 and 3.6 show the block diagram of the proposed base band,
which consists of physical layers for transmitter and receiver. To enhance the
communication reliability, CRC-16-CCITT error checking and (21,16) Hamming
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code is implemented. Fig. 3.7 shows the hardware realization of CRC-16-CCITT
serial encoder/decoder with linear feedback shift register (LFSR), in which a single
bit is shifted in for each clock cycle, and the result of XOR operations of the input
and certain outputs are fed to selected flip flops as shown.
The (21,16) Hamming algorithm is realized as the forward error correction (FEC)
encoder and decoder for data transmission and reception respectively. It is used to
improve the reliability of the data by introducing redundancies into the data sequence
before transmission. The main idea of hamming code is to insert redundancy bits at
specific locations in a data stream such that on the receiver these redundancy bits are
checked and errors can be found and corrected [38].
On the transmitter, the calculation of each redundancy bit is simply an XOR
operation of data bits in the positions it covers. On the receiver, the XOR operation is
performed on each redundancy bit and its corresponding data bits, the combination
of the XOR results indicates the location of the error. Fig. 3.8 shows an example of
(11,7) Hamming algorithm for error detection, which encodes 7-bit data into 11-bit
data by adding 4 redundancy bits.
The (21,16) Hamming algorithm encodes 16 bits of data into 21 bits by adding 5
parity bits and is able to correct any single-bit error in every 16 bits of data. Thus it
has a code rate of Rc = 21/16 with a minimum Hamming distance dmin = 3 [39].
For channel coding and clock/data recovery(CDR), Manchester coding is adopted
where a bit ’0’ is encoded into a ’0’ to ’1’ transition and vice versa for a bit ’1’
[39]. With this, the number of 0s and 1s in a transmitted packet is balanced. In the
Manchester encoded data, as the transmitter clock is embedded, the receiver only
needs to detect the level transition of the incoming data such that the clock and data
can be recovered easily. Fig. 3.9 illustrates the encoding process, in which data is
encoded by taking the inversion of an XOR operation of clock and data as shown in
Equation 3.2.
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Figure 3.7: Realization of CRC-16-CCITT Serial Encoder/Decoder with LFSR
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Figure 3.8: Example of (11,7) Hamming algorithm for error detection [38]
Encoded =!(CLK⊕DATA) (3.2)
On the receiver, the encoded data stream is oversampled 16 times for the detection
of the signal transitions such that clock can be recovered. The first rising edge will
start the oversampling process. Due to the fact that bits ’01’ and ’10’ represent a ’0’
and a ’1’, respectively, the clock is recovered in such a way that its rising edges fall
on only the alternate bits starting from the first bit of the encoded data as depicted in
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Figure 3.9: Encoding and decoding process of Manchester coding
Fig. 3.9.
3.2.1 Network Controller IC
The proposed network controller IC consists of the proprietary OOK RF
transceiver and the MAC layer of a node. It is realized in 65 nm CMOS
technology, and measures 0.5 mm by 1 mm with a supply voltage of 1.2V. The chip
microphotograph is shown in Fig. 3.10 .
RF Transceiver Since the transceiver typically consumes the most power in a
sensor node, an energy efficient RF transceiver is desired. The on-off-keying
modulation scheme is adopted in the transceiver due to its low complexity and low
power consumption. The choice of 2.4 GHz carrier frequency enables the use of
passive on-chip inductors and smaller antennas which achieves higher integration
and smaller form factors. Therefore, in the proposed system, a proprietary 2.4 GHz
OOK transceiver with a data rate of up to 5 Mbps is designed and implemented with
a transmission power of 0 dBm and a receiver sensitivity of -60 dBm.
As shown in Fig. 3.11, the OOK modulation transmitter includes a differential
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Figure 3.10: Die Photo of the Network Controller IC
Figure 3.11: Block diagram of proposed transceiver design
complementary cross-coupled LC-based oscillator and an inverter-type buffer, while
the receiver adopts an envelope detector based architecture to achieve low power
consumption by avoiding the use of a local oscillator. The receiver includes a low
noise amplifier, an envelope detector and a clocked latch.
The RF transceiver is designed by another student.
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Figure 3.12: Block diagram of proposed MAC layer
Node MAC layer Fig. 3.12 shows the block diagram of the proposed MAC layer.
It has a complexity of about 4 k-gates and a size measured about 100 µm by 100
µm. And it operates at a clock frequency of 5 MHz with a simulated average
power consumption of 20 µW. The actual MAC logic is implemented through
behavioral modeling in Verilog, synthesis, and physical place & route. As baseband
and memory is implemented in FPGA, MAC layer interfaces to the FPGA via
customized serial interface, so does the RF transceiver to the FPGA. When there
is a data transmission, the node MAC layer will request for the data stored in the
external memory, and packetize a frame, which is then delivered to the baseband.
The baseband will then packetize a PHY layer frame after Hamming and Manchester
encoding. This PHY frame is then passed to the transmitter serially. When there is
a reception, the wireless receiver will serialize the incoming data directly to the
baseband for Hamming and Manchester decoding. After that, decoded frame is
passed to the MAC layer for depacketization, and then the payload is extracted.
3.3 System Measurement
3.3.1 Measurement Setup
To verify the system functionality, one base station and two wireless nodes are
used to form a network. Dummy data points were stored in the FPGA board of
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node 1 and node 2, and the stored data is then transmitted to the base station in the
assigned time slots for each node as specified in the proposed MAC protocol.
To verify the network QoS performance of the proposed system, 3-lead ECG
monitoring shown in Table 3.1 is used as an example since it has the highest
throughput requirement, for which the sampling frequency is 500 Hz, a total of
14000 samples are to be transmitted from the sensor node to the base station, and
dummy data of 36 bits per sample is used with one wireless node presented in the
network.
3.3.2 Measurement & QoS Analysis
Fig. 3.13 demonstrates the network functionality, in which Fig. 3.13a shows
two superframes with no ACK transmitted from the base station to the nodes,
and Fig. 3.13b is a zoomed-in view of one superframe with ACK presented. As
described, when ACK is not transmitted by the base station or not received by
nodes, retransmissions are initiated which is illustrated in Fig. 3.13b with one
re-transmission presented. More nodes can be inserted as the slots have already
been reserved.
Fig.3.14 is a screenshot from a logic analyzer, which illustrates the silent node
association process. In this example, upon receiving the first beacon frame, node
2 starts to sample the sensor data in the first beacon interval. It then transmits the
data to the base station in reserved slot RS1 after receiving the second beacon frame,
and makes use of RS2 and RS3 for retransmissions if ACK frame is not presented.
Upon receiving node 2’s data frame, the base station will update the network size,
and convey it to all nodes with the third beacon frame, and new slots, RS4 and RS5,
will be reserved for the next new node.
Network QoS performance is evaluated in terms of throughput, latency, and
reliability. The throughput and latency requirement of 3-lead ECG can be fulfilled
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(a) Superframe with No ACK
(b) Superframe with ACK
Figure 3.13: Oscilloscope Screenshots
Figure 3.14: Silent Node Association Process
with adequate RF data rates and packet error rate (PER), thus by fixing the RF
data rate, PER is evaluated in terms of PDR with different beacon intervals.
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Equations (3.3) and (3.4) describe the relationship between payload length (PL),
beacon interval(BI), sampling interval(SI), sample size(Ls), frame length, network





[BI− (6N+7)tIFS−Tinactive]×Rb ≥ NBF +(N+1)[3(NDF +NAF)] (3.4)
where NBF , NDF , and NAF are the beacon frame length, data frame length and ACK
frame length measured in bits after coding respectively, N is the number of nodes in
the network, and tIFS and Tinactive are the inter-frame-spacing and duration of inactive
period in µs respectively. Thus, based on these equations, a minimum data rate Rb
can be estimated. In order to achieve a minimum inactive period of about 50% of
the beacon interval, the RF data rate is determined to be 800 kbps. If the beacon
interval is fully utilized, at this data rate, a maximum of 3 nodes with 2 allowed
retransmissions each can be accommodated.
Based on equations (3.3) and (3.4), although measured at 18 kbps, a theoretical
application throughput of 254 kbps is supported. Therefore applications with higher
throughput requirement can be supported with different beacon interval and RF data
rate. For example, the 12-lead ECG monitoring requires a throughput of 72 kbps[11].
And it can be supported by the proposed system with a beacon interval of 2 ms and
data rate of 2.3 Mbps.
The latency is the time taken from the instance when the first data is ready in
the sensor node to the instance when all data is successfully captured and stored
in the base station. As described in section 3.1, the data sampled in the current
beacon interval is transmitted to the base station in the next beacon interval, i.e. the
maximum latency of the proposed system is less than 2 times the beacon interval.
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Figure 3.15: PDR vs Payload Size per Packet
Thus, as the required latency is to be less than 250 ms, the maximum beacon interval
can be set up to 125 ms. With this beacon interval, at a data rate of 5 Mbps,
based on calculation, a maximum of 34 nodes with the same number of allowed
retransmissions each can be accommodated. Thus, 8 patients in a hospital ward can
be easily supported with a lower data rate of about 1.4 Mbps.
The PDR measurement is done by transmitting approximately the same total
number of data samples from the sensor node to the base station. As shown in Fig.
3.15, as the number of samples increases, PDR drops gradually due to the fact that
for a fixed bit error rate, longer packets have a higher chance of transmission failure.
It can be seen that a PDR of above 99.9%, which is better than the required reliability
of 90%, is achieved for a payload size of up to 14 samples, which corresponds to a
beacon interval of 28 ms.
The performance summary and comparison with existing wireless body area
network systems are summarized in Table .3.3
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Table 3.3: Performance Summary & Comparison with Existing Works
[28] [40] [41] This work
Technology 65 nm 0.13 µm 0.18 µm 65 nm
Supply 0.56 V 1 V 2 V (BS) 1.2 V
1.7 V (SN)
Multiple Access TDMA TDMA TDMA + CA TDMA
MAC Complexity (gates) na ≈25 k na ≈4 k
Multi-user No No No Yes
Network Capacity* na <1 68 634
(No. of Wireless Nodes)
Network Latency na 68 s 4 s 6250 ms
Modulation Scheme OOK FSK OOK OOK
Frequency Band 402 MHz/ 870 MHz/ 27.12 MHz 2.4 GHz
433 MHz 900 MHz
Raw Data Rate 250 kbps 50 kbps 1 Mbps (uplink) 65 Mbps
- 2 Mbps 80 kbps (downlink)
Network Scalability On system reset On system reset On system reset Real-time
*Normalized against the latency requirement shown in Table. 3.1
As shown in Table.3.3, this work outperforms others in terms of multi-user
support, network capacity, latency and scalability. In the proposed work, new nodes
can join the network without resetting the whole system, which is essential for the
use in a hospital ward as mentioned.
3.4 Conclusion
In this chapter a WBAN system with a real-time scalable network controller IC
for multi-patient vital sign monitoring is described. With the proposed network
controller IC, the system can fulfill the application QoS requirements in terms of
throughput, latency and reliability, and is suitable for network environment in a
hospital ward, in which new nodes can join the network without intervening in
normal network operation. Measurements show that with adequate RF data rate,
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application throughput requirement can be easily satisfied with a latency of less than
250 ms and a PDR of above 99.9%. With a supported application throughput of up to
254 kbps, the proposed work is potentially able to support applications with higher
throughput requirements, such as 12-lead ECG monitoring. This work serves as a
baseline design such that future systems can be built upon it.
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Chapter 4
OR-BAN: An Opportunistic Relay
Protocol with Dynamic Scheduling in
Wireless Body Area Network
In this chapter an opportunistic relay protocol is described by considering the
varying on-body channel conditions.
The newly released IEEE 802.15.6 standard supports a two-hop relay mechanism,
which can be divided into three processes, namely channel assessment, relaying node
election and data relaying. However, as these three processes are initiated at different
time intervals, channel conditions may vary between processes, which lead to data
relaying failure. In order to reduce the possibility of data relaying failure, a relay
mechanism with predefined relaying nodes are introduced and evaluated against the
relay mechanism proposed in IEEE 802.15.6 standard. A predefined relaying node
will be active during the data relaying process even if it is not elected. Simulations
show that the proposed relay mechanism is able to achieve 50% reduction in data
relaying failure rate, which in turn improves the packet delivery rate. The proposed
relay mechanism is evaluated in a superframe structure. Simulation shows that with
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the presence of the predefined relaying node, the network lifetime is extended by 8%.
To further improve the PDR, direct transmission in the relaying process is supported,
and a dynamic scheduling algorithm is proposed to optimize slot allocation in the
superframe for all nodes. The proposed relay protocol achieves 21% improvements
in network lifetime and 14% improvements in PDR with decreasing transmission
powers from -10 dBm to -15 dBm.
4.1 Review of IEEE 802.15.6 Relay Mechanism
In this section, the two-hop relay mechanism proposed in IEEE 802.15.6 standard
is reviewed in the beacon mode with superframe boundaries. Fig. 4.1 depicts the
superframe structure in beacon mode [1], in which different phases are defined,
namely exclusive access phase (EAP), random access phase (RAP), managed access
phase (MAP), and contention access phase (CAP). EAP is used for high priority or
emergency traffic; RAP and CAP are used for non-recurring traffic, such as node
association; MAP is used for periodic traffics, for which advance reservation is
required. The periodic traffics can be data sampled from a sensor node periodically,
such as heart rate.
As shown in Fig. 4.1, the superframe starts with the hub broadcasting a beacon
frame (B), followed by the different phases as shown. The CAP exists only when
the second beacon frame (B2) is broadcast by the hub. Please refer to [1] for more
information on the details of the operation in each phase as it is not the concern of
this dissertation.
In this chapter, we define a node who needs a relay as a relayed node, and a node
who helps relayed node with frames transmission as a relaying node.
IEEE802.15.6 supports a two-hop star topology extension as shown in Fig. 4.2,
in which a hub (H) exchanges frames with nodes N1a, N1b, N1c, N1d, N1e, and
48
CHAPTER 4. OR-BAN: An Opportunistic Relay Protocol with Dynamic Scheduling in Wireless Body Area Network
Figure 4.1: IEEE 802.15.6 Beacon Mode with Superframe Boundaries [1]
Figure 4.2: IEEE 802.15.6 Two-hop Extended Star Network Topology [1]
N1f. Nodes N1d and N1e happen to have bad channel conditions with H, thus
nodes N1c and N1f help them relay frames to/from H, respectively. In this case,
nodes N1c and N1f are considered as the relaying nodes, while nodes N1d and
N1e are considered as the relayed nodes. The relaying node selection can be done
through prearrangement or overhearing/receiving acknowledgment/T-Poll frames
sent/broadcast by relay-capable nodes [1].
To establish the two-hop connection, the relayed node first sends out a connection
request frame to the hub through the relaying node. The hub then returns a
connection assignment frame to the relayed and relaying nodes. The connection
assignment frame contains the scheduled allocation in the MAP so that data relaying
from relayed node to the hub via the relaying node can be carried out. The two-hop
connection establishment can be carried out in RAP if it is initiated by overhearing
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the acknowledgment frame, or in MAP if it is initiated by receiving the T-Poll frame,
whereby the data relaying is carried out in the next MAP. Once the connection is
established, during the data relaying in MAP, the relayed node cannot send the frame
directly to the hub even if the one-hop communication is possible unless a request in
exchange for an equivalent one-hop scheduled allocation is granted by the hub prior
to the schedule allocation[1].
To summarize, the relay mechanism supported in the standard can be
divided into three processes, i.e. channel assessment by overhearing/receiving
others’ acknowledgment/T-Poll frames, relaying node election by connection
request/assignment frames exchange, and the data relaying in the scheduled
allocation in MAP. These three processes are initiated at different time intervals.
The problem of this approach is that due to the time delay between the relaying
node election process and the data relaying process, the channel condition between
the relaying node and the relayed node or the hub in these two processes may have
significant changes, which may lead to the failure of data relaying. To explore this
issue, simulations are conducted in Castalia as mentioned in Chapter 2.
4.1.1 Simulation Setup
As described in Chapter 2, in Castalia, a path loss map file and a temporal model
file are provided. The path loss file describes the average path loss between different
on-body sensor nodes, while the temporal model file contains probability density
functions that model the temporal variations of on-body wireless channels. These
two files are constructed based on the on-body experiments in [24], and are suitable
for our simulation. To determine the path loss for any two nodes at a specific
moment, the simulator will first load the average path loss between the two nodes
from the path loss file. The average path loss is obtained from actual measurements
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Figure 4.3: On-body Sensor Placement[24]
for different pair of nodes. Next, the simulator will make use of the temporal
variation file to determine the current signal variation, which is used to calculate the
current path loss. To do this, two important parameters are needed, one is the time
passed since the last communication between the two nodes, and another is the signal
variation experienced in the last communication. Based on these two parameters,
different probability density functions (pdfs) are defined in the temporal variation
file. And these pdfs are not mathematical equations but arrays of numbers obtained
through experiments. Therefore whenever there is a request to calculate the current
path loss, a number is randomly drawn from an array of numbers corresponding to
the two parameters described. Besides, the mathematical analysis is unable to be
performed as no generic mathematical equation can be formulated for the channel
model. Fig. 4.3 shows the sensor placement used in the experiment, where nodes
on the four limbs are expected to experience huge variations in channel conditions
during motion.
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Figure 4.4: Simplified Superframe Structure
As the main parameter of interest is how the time delay between the relaying
node election and the data relaying process affects a successful data relaying, a
simplified superframe structure as shown in Fig. 4.4 is proposed and implemented
in Castalia in order to reduce the simulation implementation complexity. In the
proposed superframe, each node occupies one slot in the normal period for direct
data transmission to the hub as well as relay discovery when the direct transmission
fails, and the relay period is the data relaying process for those who failed the direct
transmission in the normal period. To examine the issue with a fixed latency, no
further retransmissions are allowed.
As nodes occupy different slots in the normal period for direct transmission and
the relaying node election is based on overhearing others’ communication with the
hub, a node occupying the first time slot has the best chance of finding a relaying
node, while a node occupying the last time slot has no potential relaying node.
Therefore the schedule of slot allocation in the normal period has significant impacts
on nodes’ data relaying failure rate (DRFR) and the PDR. To examine each node in
its best scenario, the interested node occupies the first slot for direct transmission of
data in the normal period such that if the direct transmission fails, it can overhear all
4 other nodes’ frame exchange with the hub. Therefore only the node occupying the
first slot of the normal period is being examined, and 5 simulation runs are conducted
for these 5 nodes.
For improving the probability of successful data relaying, in addition to the
elected relaying node, we introduce predefined relaying nodes, which will be active
in the relay period such that it provides an alternative to the relayed node if the
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elected relaying node is unable to perform its data relaying duty. For the simulation,
only 1 predefined relaying node is allowed, and the node occupying the first slot in
the normal period can not be set as a predefined relaying node.
Table 4.1: Simulation Settings
General
Number of Nodes 6*
Simulation duration (superframes) 100000
Slot duration (ms) 10
Normal Period Length (slots) 5
Delay Period Length (slots) 0 - 500
Relay Period Length (slots) 5
Inactive Period Length (slots) 22
Radio
Tx Power (dBm) -10
Rx Sensitivity (dBm) -83**
Data Rate (kbps) 1024
*1 hub (Node 0) and 5 nodes
**Minimum Rx sensitivity required @ 2.4GHz[1]
Table 4.1 summarizes the simulation settings and parameters to be monitored. By










where NDfail and NR f ail are the total number of failed direct transmissions and data
relaying respectively, while NDsucc and NRsucc are the total number of successful
direct transmissions and data relaying respectively. As any node failed its direct
transmission in the normal period will need a relaying node, parameter NDfail also
represents the total number of data packets to be relayed, thus DRFR is measured by
53
CHAPTER 4. OR-BAN: An Opportunistic Relay Protocol with Dynamic Scheduling in Wireless Body Area Network
taking the ratio between NR f ail and NDfail .
4.1.2 Simulation Result & Discussion
Figs. 4.5, 4.6 and 4.7 show DRFR and the corresponding PDR for different
nodes under the two transmission schemes. As can be seen, for the relay mechanism
proposed by IEEE 802.15.6, on average there is about 40% of data relaying failures
in the relay period for each node. Among the 5 nodes, node 2 (the node on the right
wrist) has the best PDR of about 99.9% as it is much more closer to the hub which is
mounted on the right hip as shown in Fig. 4.3, while node 3 and node 5 both have a
PDR below 95%. Therefore in the proposed relay mechanism, node 2 is selected as
the predefined relaying node. With its presence, DRFR is reduced by about 50% for
each node, which leads to improvements in PDR, thus showing the effectiveness of
the predefined relaying nodes. The figures also show that there are indeed channel
condition variations between the normal and relay periods of the superframe, which
leads to data relaying failures for different durations of the delay period. And the
length of the delay period does not affect the performance of the predefined relaying









































































































Figure 4.7: Data Relaying Failure Rate and Packet Delivery Rate for Node 5
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4.2 OR-BAN: An Opportunistic Relay Protocol with
Dynamic Scheduling in Wireless Body Area
Network
Based on the findings in section 4.1, an opportunistic relay protocol in WBAN
with predefined relaying nodes and dynamic scheduling is described in this section.
The proposed protocol is designated for applications, in which sensor nodes transmit
data to a hub periodically. The superframe structure proposed in Fig. 4.4 is adopted
with no delay period, in which each wireless node is assigned a dedicated time slot
for data transmission. In the normal period, the node occupying the last slot will
have no relaying node to elect in the current superframe. Thus, direct transmission
to the hub is enabled in the relay period for all nodes.
As mentioned in Section 4.1, the schedule of slot allocation in the normal period
has significant impact on the PDR of each node, a dynamic scheduling algorithm
is proposed to compensate the effect of different schedules chosen upon network
startup.
The proposed protocol has the following features.
1. It supports star network topology.
2. There are two kinds of relaying nodes, opportunistic relaying nodes and
predefined relaying nodes. Every node can be an opportunistic relaying node,
but only those with better average PDR can be the predefined relaying nodes.
3. The relay mechanism is initiated by the hub. And relay-capable nodes start
the relay mechanism only when they are instructed by the hub. By doing this,
unlike the relay mechanism proposed in [32], relay-capable nodes do not need
to waste any energy if relaying nodes are not needed in the current superframe.
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4.2.1 MAC Frames
(a) Frames used in Normal Period
(b) Frames used in Relay Period
Figure 4.8: Frames Design
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A MAC frame is transmitted from a transmitter to a receiver serially for certain
purpose. Fig. 4.8 illustrates the different frames proposed in the normal period (Fig.
4.8a) and the relay period (Fig. 4.8b). The MAC frames presented can be considered
as a simplified version from 802.15.6 standard by removing unused MAC features
such as various acknowledgment scheme (immediate ACK, block ACK, no ACK,
etc), security, etc. This is to reduce the implementation complexity. As shown, the
proposed MAC frames share the same structure, which consists of a MAC header
field, a MAC payload field, and a CRC field for error checking. These three fields
are elaborated in Section 4.2.1.1, 4.2.1.2 and 4.2.1.3, respectively.
In the proposed MAC protocol, different frames are used for different purposes.
Frames with their names start with ”N ” are used in the normal period, while those
with their names start with ”R ” are used in the relay period.
N Poll frame In normal period, this frame is sent by the hub for requesting data
transmission from a frame recipient.
N Data frame Data sampled from sensors is packetized into this frame and
transmitted to the hub in the normal period.
N ACK frame This frame is used as an acknowledgment to the data frame
received by the hub in the normal period. Through this frame, the hub not only
informs the recipient about its next wakeup time, but also updates it about other’s
direct transmission failures prior to it in the normal period.
N RC frame This frame is only sent from nodes who received the N ACK frame
if there are nodes prior to it fail their direct transmission to the hub in the normal
period. The purpose of sending this frame is to inform those that failed the direct
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transmission to the hub about the schedule in the relay period and the time left to the
relay period.
R RREQ frame In the relay period, this frame is used by nodes who failed their
direct transmission in the normal period for relaying node requesting.
R RTR frame This frame is used by the potential relaying nodes to indicate their
interests to the hub in helping the node that sends the R RREQ frame.
R CTR frame This frame is sent by the hub to the selected relaying node. It
grants the selected relaying node with the permission to help relayed node with its
data transmission. It also tells the pre-defined relaying node the remaining number of
the relayed nodes in the current superframe such that the pre-defined relaying node
knows when the relay period ends.
R CTS frame This frame can be sent by either the hub or a relaying node being
selected. The hub uses this frame to initiate direct transmission in the relay period if
data relaying process can not be performed, while a selected relaying node uses this
frame to initiate the data relaying process. It also updates the relayed node about the
time to wakeup in the next superframe.
R DATA frame This frame carries the data from a relayed node. It is sent from
the relayed node to the selected relaying node, and then to the hub.
R ACK frame This frame is sent from the hub to the selected relaying node, or
from the selected relaying node to the relayed node, to acknowledge the received
data frame in the relay period.
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Table 4.2: Frame Type
Operation Period Value Operation Period Name Frame Type Value Frame Type Name
2’b00 Reserved 3’b000-3’b111 Reserved
2’b01 Normal Period 3’b000 N Poll
2’b01 Normal Period 3’b001 Reserved
2’b01 Normal Period 3’b010 N DATA
2’b01 Normal Period 3’b011 N RC
2’b01 Normal Period 3’b100-3’b110 Reserved
2’b01 Normal Period 3’b111 N ACK
2’b10 Relay Period 3’b000 R RREQ
2’b10 Relay Period 3’b001 R CTS
2’b10 Relay Period 3’b010 R DATA
2’b10 Relay Period 3’b011-3’b100 Reserved
2’b10 Relay Period 3’b101 R RTR
2’b10 Relay Period 3’b110 R CTR
2’b10 Relay Period 3’b111 R ACK
2’b11 Reserved 3’b000-3’b111 Reserved
4.2.1.1 MAC Header
The MAC header contains information related to the network. As shown in Fig.
4.8, it consists of the following fields.
1. Frame Type. This field is 5-bit long. It informs the receiver what frame it is
receiving. Table 4.2 summarizes the frames with their assigned Frame Type.
In this field, the first two bits define the current operation period, i.e. a value
of 2’b01 represents the frame is used in normal period, while a value of 2’b10
represents the frame is used in relay period. The remaining three bits define
the type of the frame with their associated names as shown. For example, the
N Poll frame is used in the normal period, thus the first two bits of its Frame
Type field are 2’b01, and it is assigned a value of 3’b000 for the rest three bits.
Therefore, N Poll frame has a Frame Type field with a value of 5’b01000.
2. BANID is used to differentiate different BAN systems.
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3. Src and Dest defines the sender and the recipient of the frame, respectively.
4. Payload length defines the length of the MAC payload in bytes.
5. CRC is used for error checking of the MAC header.
4.2.1.2 MAC Payload
As shown in Fig. 4.8, frames N Poll, R RREQ, and R ACK do not have a valid
MAC payload field, while other frames carries different data in the MAC payload
for different purposes.
In N Data frame, the sampled sensor data is presented in its MAC payload field.
In N ACK frame, the parameters Twakeup and RPC are presented in its MAC
payload field. Twakeup is used to inform the recipient about its next wakeup time,
while RPC contains the information about other’s direct transmission failures prior to
the recipient of this frame. A value of zero for RPC represents no direct transmission
failures occurred.
In N RC frame, the parameters RP Schedule and TRP residual are presented in its
MAC payload field. The former defines the schedule in the relay period, while the
latter defines the time left to the relay period.
In R RTR frame, the parameter Remaining Energy is presented in its MAC
payload field. As this frame can be sent from multiple relaying nodes, the hub
compares the Remaining Energy of these relaying nodes such that the one with the
highest Remaining Energy will be selected for the coming data relaying process.
In R CTR frame, the MAC payload field carries the parameters R cnt and
Twakeup. R cnt indicates the remaining number of the relayed nodes in the current
superframe such that the pre-defined relaying node knows when the relay period
ends, while Twakeup indicates the next wakeup time of a relayed node.
In R CTS frame, the parameter Twakeup is presented in its MAC payload field.
The parameter is extracted from R CTR frame and adjusted based on the time taken
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to transmit R CTR.
In R DATA frame, the parameter Originator and the data from a relayed node
are presented in its MAC payload field. And the Originator tells the hub about the
source of the data, which is the ID of a relayed node in this case.
4.2.1.3 Cyclic Redundancy Check
Two types of CRC are adopted in this design, CRC-8-CCITT for the MAC header
and CRC-16-CCITT for the MAC payload. Equation 4.2 shows the polynomial used
to generate an 8-bit code word for CRC-8-CCITT, while CRC-16-CCITT has been
covered in Chapter 3.
G(x) = x8+ x2+ x+1 (4.2)
4.2.2 MAC Functions
In the normal period, nodes attempt direct transmission to the hub. If one fails,
other nodes will be notified through frame N ACK, in which a relayed-node list
known as RP schedule is included. The RP schedule records the nodes that need
data relaying in the current superframe in the order of direct transmission failures,
and it is maintained by the hub. The schedule is then broadcast with frame N RC by
relay-capable nodes. Upon receiving N RC, failed nodes will know its assigned time
slot in the relay period, and consider the source of the frame as a potential relaying
node. No N RC is issued if RP schedule is empty.
Fig. 4.9 illustrates the process of successful transmission and relay discovery in
the normal period, in which node B failed its direct transmission and is notified with
the RP schedule in N RC sent by node A. Node B would then mark node A as its
potential relaying node.
In the relay period, based on RP schedule, nodes who failed in the normal period
(relayed nodes) will occupy one time slot for data transmission through a relaying
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Figure 4.9: Example of frame exchanges in Normal Period
node or direct transmission if possible. At the beginning of each slot, a relayed
node transmits the R RREQ to the relaying node from which it received N RC. Upon
receiving the relay request, the designated relaying node transmits R RTR to the hub.
If the predefined relaying node also receives the request, it also transmits R RTR to
the hub after the designated relaying node. For the hub, if one R RTR is received, the
source node is the elected relaying node; if multiple R RTRs are received, the source
node with higher remaining energy is the elected relaying node. The hub informs
the elected relaying node with R CTR. Then the elected relaying node will initiate
the data relaying process by transmitting R CTS. If no R RTR is received by the hub,
R CTS is transmitted directly to the relayed node if a direct transmission is possible.
Fig. 4.10a illustrates the aforementioned process in the relay period taking node B
as the relayed node, and Fig. 4.10b depicts the process when no relaying nodes can
be reached, and the hub would then attempt the direct transmission.
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(a) Data relaying through elected relaying node
(b) Attempted direct Tx by the hub
Figure 4.10: Examples of frame exchanges in Relay Period
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4.2.3 Dynamic Scheduling in the Normal Period
A dynamic scheduling algorithm is proposed in the normal period as the slot
allocation in this period has great impact on PDR of each node. The algorithm is
triggered when data relaying of any nodes failed in the relay period, and the new
schedule is constructed based on the overall PDR at that time instance, and it is
delivered to each node in the coming superframe as Twakeup. Based on the fact that
the node occupying the first time slot in the normal period has the highest chance of
discovering a relaying node, while the node in the last time slot is unable to discover
any relaying node, node with the worst PDR will be scheduled to occupy the first
time slot, followed by the node with the second worst PDR, so on and so forth.
Therefore, the best schedule is that node 3 takes the first slot, followed by nodes 5,
1, 4, and 2 based on each node’s PDR measured in Section 4.1.
4.2.4 Evaluation of Proposed Relay Protocol
To evaluate the proposed relay protocol, the same simulation settings as shown in
Table 4.1 are used, except that the delay period is not applicable in this case. Node
2 is chosen to be the predefined relaying node as it has the highest PDR as shown in
Fig. 4.5.
The effects of the predefined relaying node on the network lifetime is first
examined with simulations performed with the best initial schedule. Table 4.3
presents the energy consumption for the hub and each node with and without
the predefined relaying node. In both cases, dynamic scheduling and direction



































Table 4.3: Energy consumption with/without the predefined relaying node*
Hub Node 1 Node 2 Node 3 Node 4 Node 5
Network Energy Predefined Dynamic Direct Tx
Lifetime Capacity Relaying Node Scheduling in the
(Joules) (Joules) (Joules) (Joules) (Joules) (Joules) (days) (Joules)** Relaying Period
52.68 2.52 3.70 2.70 2.66 2.78 132 18720 Enabled Disabled Disabled
56.72 2.52 2.74 2.69 2.67 2.78 122 18720 Disabled Disabled Disabled
*The transmission power is set to be at -10 dBm
**The hub and nodes are powered by 2x AA batteries each
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Comparing the two cases, nodes 1, 3, 4 and 5 have no significant differences in
energy consumption, while node 2 consumes more energy as expected because it
is selected as the predefined relaying node. However, despite the overall increase
in node power consumption, network lifetime is extended by 8% as it is actually
dominated by the energy consumption of the hub. With the presence of the
predefined relaying nodes, there are less data relaying failures, and the hub spends
less energy consumption on idle listening in the data relaying process.
To examine the effects of the dynamic scheduling algorithm, two sets of
simulations are conducted with the algorithm disabled and enabled. As the initial
schedules of slot allocation in the normal period have great impact on the PDR,
different initial schedules are examined. Table 4.4 summarizes the randomly selected
initial schedules. These 5 initial schedules are selected by allocating each node to the
last time slot with no potential relaying nodes. By disabling the dynamic scheduling
algorithm, the initial schedule will be used throughout the simulation. The effects of
the dynamic scheduling with different transmission powers are also examined.
Table 4.4: Initial schedules upon system start-up
Schedule No.
Slot allocation in the normal period
Slot 1 Slot 2 Slot 3 Slot 4 Slot 5
1 Node 3 Node 5 Node 1 Node 4 Node 2
2 Node 4 Node 3 Node 2 Node 5 Node 1
3 Node 2 Node 4 Node 1 Node 5 Node 3
4 Node 2 Node 3 Node 1 Node 5 Node 4
5 Node 4 Node 1 Node 3 Node 2 Node 5
*The stated schedules are randomly selected
Figs. 4.11, 4.12 present the comparisons of DRFR between disabling and
enabling the dynamic scheduling at different transmission powers, in which the
former is evaluated at transmission powers of -10 dBm and -12 dBm, while the latter
is evaluated at -15 dBm and -20 dBm. Figs. 4.13, and 4.14 show the comparison
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of PDR under same evaluation conditions and setups. Results are shown with
the average values indicated in these four figures. As mentioned in Section 4.2.3,
schedule 1 is considered as the optimum schedule with the current simulation setup
and it achieves the best DRFR and PDR under different transmission powers. Since
schedule 1 follows the fact that nodes with worse PDR occupy slots prior to those
with better PDR, almost no re-scheduling is required even if the dynamic scheduling
algorithm is enabled. Based on the observation of simulation results, the other four
schedules take about 100 superframes time for the dynamic scheduling to settle at
the optimum schedule 1. Therefore, the settling process of the dynamic scheduling
contributes to the performance degradation in DRFR and PDR compared to that of
schedule 1.
The average DRFR and PDR over all selected schedules for each node are also
labeled in Figs. 4.11, 4.12, 4.13, and 4.14. As shown in Figs. 4.11b, 4.12b,
4.13b and 4.14b, with transmission powers of -10 dBm, -12 dBm, and -15 dBm,
by enabling the dynamic scheduling algorithm, almost all nodes, except nodes 2 and
4, gain different improvements in DRFR and PDR. As the transmission power drops,
PDR drops as expected, but it is still maintained above 90% for all nodes with the
proposed dynamic scheduling algorithm. Besides, more and more improvements are
achieved with the dynamic scheduling. With negligible decrease in the PDR for node
4, other nodes gain different improvements in PDR, among which node 5 achieves
the highest improvements, from 3.8% with transmission power of -10 dBm (from
0.941 to 0.977 as shown in Fig. 4.13) to 14% with transmission power of -15 dBm
(from 0.799 to 0.909 as shown in Fig. 4.14). With transmission power of -20 dBm,
there are excessive data relaying failures, which leads to the huge degradation in



































(a) Dynamic Scheduling Disabled (b) Dynamic Scheduling Enabled
Figure 4.11: Comparison of data relaying failure rate between disabling and enabling dynamic scheduling at transmission powers



































(a) Dynamic Scheduling Disabled (b) Dynamic Scheduling Enabled
Figure 4.12: Comparison of data relaying failure rate between disabling and enabling dynamic scheduling at transmission powers



































(a) Dynamic Scheduling Disabled (b) Dynamic Scheduling Enabled
Figure 4.13: Comparison of packet delivery rate between disabling and enabling dynamic scheduling at transmission powers of -10



































(a) Dynamic Scheduling Disabled (b) Dynamic Scheduling Enabled
Figure 4.14: Comparison of packet delivery rate between disabling and enabling dynamic scheduling at transmission powers of -15
dBm and -20 dBm
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The packet latency in the proposed superframe structure is actually deterministic
as each node occupies a slot for transmission in the current superframe. And a packet
failed to transmit is not allowed for retransmission in the next superframe. Therefore,
the longest packet latency in the proposed work is the length of a superframe, which
is contributed by those that failed to transmit in the current superframe.
Fig.4.15 illustrates the system behavior on packet latency with no relaying nodes,
with relaying nodes, and , with the proposed relay scheme. The x-axis represents the
time interval measured in seconds. For all simulations, the slot length was set to 10
ms and the superframe has 32 slots, thus the three histograms contrain buckets of 10
ms intervals each. As shown, the packet latency mainly distributed in the first few
buckets. This is because the first 5 buckets actually represents the time slots in the
normal period, followed by the buckets represent that in the relay period. The one on
the most right hand side represents those failed to transmit in the current superframe.
Based on observations, most of the packets were transmitted in the normal period;
when relaying node is enabled, some of the failed packets will be able to transmit
in the relay period; with the proposed relay scheme, more failed packets can be
transmitted in the current superframe via the relay period.
For the network lifetime, measured with the worst schedule, schedule 3, the
estimated network lifetime is 130 days, 144 days, 158 days, and 130 days at
transmission powers of -10 dBm, -12 dBm, -15 dBm, and -20 dBm, respectively.
Table 4.5 presents the energy consumption for the hub and each node with different
transmission powers. As the transmission power drops, nodes have more data
relaying failures, which causes nodes spend more time on waiting to be polled by
the hub, thus more energy is consumed. As for the hub, due to the fact that PDR is
above 90% for all nodes at transmission powers of -10 dBm, -12 dBm, and -15 dBm,
the effect of increasing number of data relaying failures does not have significant
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(a) Packet Latency without Relaying Nodes
(b) Packet Latency with Relaying Nodes
(c) Packet Latency with Predefined Relaying Node
Figure 4.15: Comparison of Packet Latency with Different Relay Schemes
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impact on its energy consumption. Therefore the hub consumes less and less energy
with the decreasing in the transmission power, which extends the network lifetime
by 21% from transmission power of -10 dBm to -15 dBm. As for the transmission
power of -20 dBm, the huge degradation in PDR leads to excessive energy wastage



































Table 4.5: Energy consumption at different transmission powers with initial schedule 3
Hub Node 1 Node 2 Node 3 Node 4 Node 5
Network Energy Tx Power Predefined Dynamic Direct Tx
Lifetime Capacity Relaying Node Scheduling in the
(Joules) (Joules) (Joules) (Joules) (Joules) (Joules) (days) (Joules)* (dBm) Relaying Period
53.26 2.75 2.28 2.99 2.72 2.60 130 18720 -10 Enabled Enabled Enabled
48.14 3.10 2.49 3.44 3.12 3.09 144 18720 -12 Enabled Enabled Enabled
43.68 4.03 3.00 4.52 4.15 4.95 158 18720 -15 Enabled Enabled Enabled
53.03 8.81 5.01 11.98 9.29 21.95 130 18720 -20 Enabled Enabled Enabled
*The hub and nodes are powered by 2x AA batteries each
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4.3 Conclusion
In this chapter, we showed that the relay mechanism proposed by IEEE 802.15.6
standard can be improved by activating a predefined relaying node with about 50%
reduction in the DRFR, which leads to improvements in the PDR. The proposed relay
mechanism is then evaluated in a superframe structure with a dynamic scheduling
algorithm proposed for periodic applications. The algorithm is based on the packet
delivery rate of each node. Simulation shows that as transmission power drops, the
average packet delivery rate for each node drops, but it can still be maintained above
about 90% with transmission powers of -10 dBm, -12 dBm, and -15 dBm. However,
with a transmission power of -20 dBm, the packet delivery rate of all nodes drops
below 80% except that of the node 2, which is caused by excessive data relaying
failures. Therefore, excessive energies are wasted on idling listening for the hub
and all nodes, which leads to shortened network lifetime. Besides, each node gains
different improvements on the data relaying failure rate and packet delivery rate with
certain transmission power.
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Chapter 5
Conclusion and Future Works
5.1 Conclusion
In a WBAN system, the sensor nodes need to be of small footprint and consume
low power such that user’s daily activity is not interfered, and long term usage for
months or even years is possible. This requires the designers to consider various
aspects when designing such a system. This dissertation explores the design issues in
two aspects, i.e. hardware implementation and MAC protocol design that addresses
the varying on-body channel conditions caused by human motion, which has been
proven to have great impact on application QoS and energy efficiency.
The first part of the dissertation demonstrated a WBAN system with a real-time
scalable network controller IC for multi-patient wireless vital sign monitoring.
In the proposed system, star network topology is adopted. A customized
light-weight time division multiple access (TDMA) media access control (MAC)
protocol is implemented, based on which a programmable base station centrally
controls the network and application parameters, including beacon interval for
network synchronization, transmission slot duration and sampling frequency for
different applications. This implies that the system is scalable to accommodate
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multi-node and different applications such as ECG, blood pressure, or temperature,
while achieving sufficient quality-of-service (QoS) for these applications. A
low-complexity silent node association process, which does not require special frame
exchange, allows new nodes to join the network in real-time without intervening in
normal network operation. This makes the system suitable for network environments
such as that in a hospital ward, in which vital monitoring of existing patients should
not be interrupted by newly admitted patients. To enhance the communication
reliability, ACK-retry mechanism is adopted, and the (21,16) Hamming algorithm
and Manchester coding are implemented for error correction and channel coding,
respectively. A proprietary network controller IC measured 0.5 mm by 1 mm with a
supply voltage of 1.2V is realized in 65nm CMOS technology, which consists of the
light-weight TDMA MAC layer and a 2.4 GHz OOK RF transceiver. Measured at an
effective throughput of 18 kbps, the proposed system achieves a PDR of > 99.9%.
The second part of this dissertation describes an opportunistic relay protocol by
considering the varying on-body channel conditions, which is a unique characteristic
in WBAN. It affects not only the application QoS, but also the system energy
efficiency as extra energy needs to be expended to compensate the effects of the
varying channel conditions. One possible solution to this issue is the use of relays.
In IEEE 802.15.6 standard-alike relay mechanisms, there are three processes, namely
channel assessment, relaying node election and data relaying. The problem of this
approach is that these three processes are initiated at different time intervals, in which
channel conditions may vary from one process to another. Therefore, the elected
relaying node may experience poor channel conditions to the hub or the relayed
node during data relaying, which leads to data relaying failures. In order to reduce
the possibility of data relaying failure, a relay mechanism with predefined relaying
nodes are introduced. A predefined relaying node will be active during the data
82
CHAPTER 5. Conclusion and Future Works
relaying process even if it is not elected. Simulations show that the proposed relay
mechanism is able to achieve 50% reduction in data relaying failure rate, which in
turn improves the packet delivery rate. The proposed relay mechanism is evaluated
in a superframe structure. Simulation shows that with the presence of the predefined
relaying node, the network lifetime is extended by 8%. To further improve the PDR,
direct transmission in the relaying process is supported, and a dynamic scheduling
algorithm is proposed to optimize slot allocation in the superframe for all nodes. The
proposed relay protocol achieves 21% improvements in network lifetime and 14%
improvements in PDR with decreasing transmission powers from -10 dBm to -15
dBm.
5.2 Future Works
To further examine the proposed relay protocol, on-body testing needs to be
performed with the protocol implemented in a programmable platform, such as a
FPGA development board. A more sophisticated node association process needs
to be proposed and implemented, for which CSMA/CA can be adopted. The
(21,16) Hamming algorithm shall be replaced by BCH coding to further enhance
the communication reliability, which is recommended by IEEE 802.15.6 standard.
And a more energy efficient clock and data recovery mechanism should be adopted
to further reduce system energy consumption. With all this, an improved version
of a sensor node design can be realized with a system-on-chip (SoC) platform to
provide a single chip solution for periodic applications, such as vital sign and motion
monitoring.
Other aspects in the MAC layer design should also be explored, such as the
coexistence of different WBAN systems sharing the same frequency band.
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