Abstract. This paper is an expository presentation of a large part of the results, about zeros of real polynomials on Banach spaces, that have been obtained in recent years. Also new results, for orthogonally additive polynomials on L p spaces, are given.
Introduction
The study of the zeros of a complex polynomial has a long history, with results coming via complex analysis, algebraic geometry, and functional analysis. (See, e.g. [10] , [11] , [16] ). Similar studies for real polynomials are somewhat less common. In this paper we survey a large part of the results on zeros of real polynomials that have been obtained in recent years. If P and P n are k-homogeneous polynomials and {P n } → P pointwise or uniformly on bounded sets, what about the convergence of the zero sets Z(P n )? Section 1 is dedicated to this problem. We give results and examples to show the diference between the complex and the real case.
If P is a homogeneous polynomial, what about the dimension of subspaces included in Z(P ) = P −1 (0)? Section 2 deals with this question. Specifically treated is the case where the real Banach space does not admit a positive definite 2-homogeneous polynomial.
Finally section 3 is devoted to approximation by zeros of orthogonally additive polynomials on real l p and L p spaces. Results about the number of zeros that are involved in the decomposition of each e j in l p or each characteristic function in L p [0, 1] are given.
Throughout, X will be a Banach space over K (R or C). P( k X) will denote the Banach space of k-homogeneous continuous polynomials on X under the norm: P = Sup{| P (x) |: x ∈ X, x ≤ 1} (see [6] , [14] for a general reference on polynomials on Banach spaces).
We will denote the closure of a set A in a topological space by cl(A).
Section 1 Definition 1.1. ( [7] ). We say that a sequence of nonempty closed subsets of a Banach space X, {A n }, converges in the Mosco sense to a closed subset A, [(A n M −→ A) for short ], whenever the following two conditions hold:
(i) for every x ∈ A there exists a sequence {x n }, norm convergent to x, such that x n ∈ A n for every n, (ii) given J ⊆ Z + cofinal, for every sequence {x n j } j∈J weakly convergent to x, the condition x n j ∈ A n j for every j, implies x ∈ A.
-Kuratowski convergence is defined in the same way changing weak convergence by norm convergence in (ii) . Recall that x ∈ L i A n ⇔ ∃(x n ) : x = lim n x n and x n ∈ A n ∀n ∈ N,
and that x ∈ L s A n ⇔ ∃ (x k n ) , k 1 < k 2 < · · · such that x = lim n x k n and x kn ∈ A kn , ∀n ∈ N.
-We say that a sequence of nonempty closed subsets of a Banach space X, {A n }, converges in strong (respectively, Wijsman) sense to a closed set A, provided that the sequence {λ n } converges to λ uniformly (respectively, pointwise) on bounded sets, where λ n and λ are defined as: It is assumed usually that the sets in the definition of Mosco convergence are convex, and consequently weakly closed. We do not, but let us observe that without that condition a constant sequence may be non-convergent.
In [5] it is proved that if X is a Banach space then r-convergence is equivalent to the following condition: ∀r > 0, ∀ε > 0, there exists n 0 such that:
where B is the unit ball of the Banach space.
Given P ∈ P( k X) and α ∈ K, we will denote {x ∈ X : P (x) = α} by
, [8] ). If {P n } and P are k-homogeneous polynomials on X, we say that
In [7] it is shown that K-convergence is equivalent to uniform convergence on compacts sets and strong convergence is equivalent to norm convergence. Also
In [8] it is shown that {P n } M −→ P ⇐⇒ {P n } −→ P uniformly on weakly compact sets and P ∈ P( k X) is weakly sequentially continuous.
What about the convergence of Z(P n )? The different behavior of the case α = 0 is related to the fact that 0 is the unique critical value of a homogeneous polynomial, and consequently it is possible to have a change of the topology of V (P − α) near α = 0. Proposition 1.1. ( [7] ). Let X be a complex Banach space, P and
. Let x be such that P (x) = 0. If there does not exists a sequence {x n } converging to x such that P n (x n ) = 0, then we may assume that there exists an ε such that Z(P n )∩B(x, ε) = φ ∀n. Now we consider a complex line L = {x + λz : λ ∈ C} such that P is not identically 0 on L. Let h 0 and h n denote the restriction to L of P and P n respectively, and Ω = B(x, ε) ∩ L. Then h n , h 0 : Ω → C are 1-dimensional holomorphic functions, and {h n } converges uniformly to h 0 on Ω because {P n } converges uniformly to P on the compact cl(Ω).
The fact that h n does not have zeros in Ω give us the following alternative (Hurwitz's Theorem): either h 0 is identically 0 or it does not have zeros in Ω. Both are impossible by the choice of L and the fact that h 0 (x) = 0.
The following easy example shows us that in the real case things are worse.
We have P n = P = 1 and lim
However we have:
). Let X be a real Banach space, P and P n nonzero k-homogeneous polynomials on X such that dP (x) = 0, ∀x = 0.
we consider a point x ∈ X such that P (x) = 0. If x = 0, then clearly 0 ∈ L i Z(P n ); otherwise we choose y such that dP (x)(y) = 0 and define Q n (r) = P n (x + ry) and Q(r) = P (x + ry); Q satisfies that Q (0) = 0. But Q n and Q are polynomials of degree k over R such that {Q n } → Q pointwise and consequently uniformly on bounded sets. Now the fact that 0 is a root of Q and Q (0) = 0 enables us to claim that there exists a sequence {λ n } of roots of the Q n converging to 0. So (x + λ n y) ∈ Z(P n ) and lim n (x + λ n y) = x, and the proof is finished. Proposition 1.3. ( [7] ). Let X be a complex Banach space, P and P n nonzero k-homogeneous polynomials on X. If lim
Since {P n } → P pointwise, by [Th.1.17 [7] ] P n K −→ P and then it is obvious that lim sup λ n (x) ≤ λ(x), and consequently if the result does not hold then there exists x such that lim inf λ n (x) < λ(x) = λ. Passing to a subsequence if necessary, we may assume that lim
every n, and therefore 0 ∈ cl (P (B(x, λ ))). This allows us to choose a sequence {y n } in B(x, λ ) such that lim n P (y n ) = 0.
Let ε = λ − λ and define φ n :
On the other hand, φ n does not vanish, because P does not have zeros on B(x, λ) by the definition of λ. Therefore using Hurwitz's Theorem we conclude that φ must be identically 0, contradicting the fact that P (x 0 ) = 0. Proposition 1.3 is false in the real case even if we have stronger hypothesis:
). Let P, P n : c 0 → R defined as:
We have {P n } → P uniformly on bounded sets and
Therefore we have that d(e 1 , Z(P )) = 1 and d(e 1 , Z(P n )) = 1/2, and consequently lim
since {P n } → P uniformly on bounded sets.
Remark 1.2. ([7]
). The Example 1.2 shows that the following relation, which is true in the complex case, does not hold in the real case:
Stronger conditions on P give us a similar result in the real case:
). Let X be a real Banach space, P and P n k-homogeneous polynomials on X such that P satisfies the following condition:
Proof. From the condition on the polynomial P we deduce that dP (x) = 0 if and only if x = 0, and therefore, by Proposition 1.2,
where z n are points in the unit ball such that |dP (y n ) (z n )| > 1/2 dP (y n ) . These polynomials never vanish and converge to a polynomial φ such that φ(0) = 0. Then necessarily φ (0) = 0 and lim 
Remark 1.4. ([7]
). Condition ( * ), in Proposition 1.4, on the polynomial P is weaker than the property of being a separating polynomial. Proposition 1.5. ( [7] ). If X is a complex Banach space and P, P n are nonzero k-homogeneous polynomials on X such that {P n } → P uniformly on bounded sets, then
Proof. Let B denote the unit ball of X. First we will prove that ∀r, ε > 0 there exists n 0 such that Z (P n ) ∩ rB ⊂ Z(P ) + εB, ∀n ≥ n 0 . Indeed, otherwise there would exists r, ε > 0 and a sequence {x n } contained in rB such that
P (x n ) = 0, and this, together with the fact that φ n does nor vanishs, gives us (Hurwitz's Theorem) that φ = 0, which is a contradiction.
We proceed with the other inclusion: ∀r, ε > 0 there exists n 0 such that
If this is not the case, then there exist r > 0 and ε > 0 and {x n } be such that x n ∈ rB, P (x n ) = 0 and
We choose now a subsequence of {φ n } converging to a polynomial φ identically zero, such that φ(0) = 0; it is clear that the corresponding subsequence of φ n converges to φ too. Hurwitz's Theorem again give us the contradiction.
The Example 1.2 shows that in the real case uniformly convergence, on bounded sets, of {P n } does not imply even
The following example shows us that , even assuming W -convergence, r-convergence of Z(P n ) to Z(P ) does not follow from uniform convergence on bounded sets (in the real case) of the sequence {P n }.
Then {P n } → P uniformly and Z(P ) = {0}, Z(P n ) = {x ∈ c 0 :
This fact suggests the following result. Proposition 1.6. ( [7] ). Let X be a real Banach space, P and P n k-homogeneous polynomials such that inf{ dP (x) :
Proof. First we will prove that, if B is the unit ball of X, then ∀r, ε > 0 there exists n 0 such that
Otherwise there exists r, ε > 0 and a sequence {x n } contained in rB such that P n (x n ) = 0 but B(x n , ε) ∩ Z(P ) = φ. Now uniform convergence on rB of {P n } gives us lim n P (x n ) = 0. Since x n ∈ rB − εB ∀n, we have a positive constant c such that dP (x n ) > c ∀n, and we may choose y n in the unit sphere such that | dP (x n )(y n ) |> c ∀n. Let's define ϕ n : (−ε, ε) → R as ϕ n (r) = P (x n + ry n ). A subsequence of {ϕ n } converges to a polynomial ϕ such that ϕ(0) = lim n ϕ n (0) = lim n P (x n ) = 0, and the fact that ϕ n does nor vanish gives us that ϕ (0) = 0 or equivalently that lim n dP (x n )(y n ) = 0 which is a contradiction. We are now going to prove the other inclusion: ∀r, ε > 0 there exists n 0 such that
If this is not so, then there exist r > 0 and ε > 0 and {x n } such that x n ∈ rB, P (x n ) = 0 and Z(P n ) ∩ B(x n , ε) = φ. Considering {y n } as in the other inclusion, we may define φ, φ n : (−ε, ε) → R as : φ(r) = lim n P (x n + ry n ), φ n (r) = P n (x n + ry n ) passing to a subsequence if necessary; φ n never vanishes, and {φ n } → φ because of the uniform convergence of the sequence {P n } to P on (r + ε)B; but φ(0) = 0 and consequently φ (0) = 0 too, and so is clear that lim n dP (x n )(y n ) = 0, which gives us the contradiction. Remark 1.6. ( [7] ). The condition inf{ dP (x) : x = 1} > 0 is weaker than the property of being a separating polynomial but strictly stronger than property ( * ) in Proposition 1.4, as the polynomial P in Example 1.3 proves.
Finally in the real case we cannot infer 8] ). Let us suppose that k is odd (the even case is easier). Let us take ϕ 1 , ϕ 2 ∈ X * linearly independent, (we are only assuming that dim X > 1). Let us define P and P n as ϕ k−1 1 (ϕ 1 + ϕ 2 ) and
is weakly sequentially continuous, P = lim n P n in norm but Z(P ) = ker ϕ 1 ∪ker (ϕ 1 + ϕ 2 ) , Z(P n ) = ker (ϕ 1 + ϕ 2 ) and consequently the sequence {Z(P n )} does not converge to Z(P ) even in the Kuratowski sense.
However, in the real case, we have the following:
is weakly sequentially continuous and dP (x) = 0, for all x = 0, then the uniform convergence on weakly compacts sets of the sequence {P n } to P implies Z(P n )
M

−→ Z(P ).
Proof. Since P is weakly sequentially continuous, the proof of the second condition is trivial. To establish the first condition we have to prove that for every x ∈ Z(P ), there exists a norm convergence to x sequence (x n ) such that P n (x n ) = 0. If x = 0 the constant sequence x n = 0 works. Hence we may assume x = 0; let us consider z ∈ S E such that dP (x)(z) = 0. The following one-dimensional polynomials:
verifies that {g n } converges to g uniformly on the compact interval [−1, 1], g(0) = 0 and g (0) = dP (x)(z) = 0. Consequently, there exists a sequence {t n } such that lim n t n = 0 and g n (t n ) = 0 eventually. If we define x n = x + t n z, the sequence {x n } fulfils the required condition.
Section 2
Plichko and Zagorodnyuk [16] have prove that for any positive integers n and d, there is a positive integer m = m(n, d) such that for any complex polynomial P : C m → C of degree d, there is a vector subspace X p ⊂ C m of dimension n such that P | Xp = P (0). For further background on related problems see [15] . In [3] Now in the real case we study four special situations. The first is a general result for real, symmetric, homogeneous polynomials of odd degree. We next study real 2-homogeneous polynomials P , relating the size of the subspace of zeros of P with the signature of the associated matrix. We show a general result concerning the zeros of real 3-homogeneous polynomials and finally we present several dichotomy results related with existence of positive definite 2-homogeneous polynomials. Proof. Let P be a d-homogeneous polynomial on X where d is an odd integer, and let {e n } be the symmetric basic of X. By the representation of symmetric polynomials given in [9] , either P = 0 or there exists an integer N ≥ 1 such that the set of polynomials { ∞ i=1 x r i | r ≥ N } is an algebraic basis for the space of symmetric polynomials on X. Therefore, if d < N we have P = 0; otherwise, there is a polynomial Q :
Note that in each expression
Consider now the infinite dimensional subspace: e 2 , e 3 − e 4 , . . . , e 2n−1 − e 2n , . . . , ] .
Clearly, H is an infinite dimensional subspace contained in P −1 (0), as we required.
We turn now to searching for subspaces contained in the zero set of 2-homogeneous real polynomials. We are able to obtain a simple, general result, which depends only on the signs of the eigenvalues of the quadratic form associated to the polynomial.
We recall that a quadratic form Q on R k (or, equivalently, the associated symmetric matrix or bilinear form A) is said to be positive definite if Q(x) > 0 (equivalently, A(x, x) > 0) for all x ∈ R k , x = 0. In the same way, Q will be negative definite whenever −Q is positive definite. We denote by p(Q) (resp. n(Q), z(Q)) the number of positive (resp. negative, zero) eigenvalues with their multiplicity.
Proof. Consider a basis {w 1 , . . . , w k } with respect to which Q is diagonal. Then,
where without loss of generality, we may assume that µ i = ±1 or 0. We may also assume that these eigenvalues are written so that µ 1 = 1, µ 2 = −1, µ 3 = 1, . . . , µ 2s−1 = 1, µ 2s = −1, where s = min{p(Q), n(Q)}, and that µ k−z(Q)+1 = · · · = µ k = 0. It is easy to verify that the r-dimensional subspace
Next result shows that every 3-homogeneous polynomial P : R k → R vanishes on a subspace whose dimension n depends only on k, where n → ∞ as k → ∞.
It is easy to see that every 3-homogeneous polynomial in at least k = 2 variables vanishes on an one dimensional subspace. The estimate provided by the theorem in this case is for k to be not smaller than 38. If a 2-dimensional subspace is required, so that n = 4, then the theorem gives the estimate that any 3-homogeneous polynomial in k = 587 variables has such a subspace. We remark that more, and better, information seems to be known for the analogous problem for complex polynomials. For example, every homogeneous complex polynomial(of any degree) in two or more variables vanishes on a complex line. In fact, one can show that any 3-homogeneous complex polynomial in 2 n−1 (n+1) variables vanishes on a n-dimensional subspace. ( [3] ).
An k-homogeneous polynomial P : X → K is said to be positive definite if P (x) ≥ 0 for every x and P (x) = 0 implies that x = 0.
Proposition 2.4. ([1]). A Banach space X admits a positive definite 2-homogeneous polynomial if and only if there is a 2-homogeneous
polynomial P on X whose set of zeros is contained in a finite dimensional subspace of X . Remark 2.1. ([1]) . Any separable space and C(K) spaces, when K is compact and separable, admit a positive definite 2-homogeneous polynomial. On the other hand, X = c 0 (Γ) and X = l p (Γ), where Γ is an uncountable index set and p > 2, do not admit positive definite 2-homogeneous polynomials.
As we remarked in 2.1, the following result of interest only for nonseparable spaces.
Theorem 2.2. ([1])
Let X be a real Banach space which does not admit a positive definite 2-homogeneous polynomial. Then, for every P ∈ P( 2 X), there is an infinite dimensional subspace of X on which it is identically zero.
Proof. Suppose X does not admit a positive definite 2-homogeneous polynomial and that P ∈ P( 2 X). Let S = {S : S is a subspace of Xand P | S ≡ 0}. Order S by inclusion and use Zorn's Lemma to deduce the existence of a maximal element S of S. Suppose that S is finite dimensional. Let v 1 , . . . , v n be a basis for S and let T = x∈S ker A x = n i=1 ker A v i where A x : X → R is the linear map which sends y in X toP (x, y). We note that S ⊂ T . To see this suppose that y ∈ S. Then for every s ∈ S, s + y is also in S. Since
for every s ∈ S we see that y ∈ T .
Since S is finite dimensional we can write T as T = S Y for some subspace Y of T . It is easy to see that all the zeros of P | T are contained in S. Therefore, either P | T or −P | T is positive definite on Y . Let us suppose, without loss of generality, that P | T is positive definite on Y . As S is n-dimensional we can find φ 1 , . . . , φ n so that P + n i=1 φ 2 i is positive definite on T . Note that T has finite codimension in X and hence is complemented. Let π T be the (continuous) projection of
is a positive definite polynomial on X, contradicting the fact that X does not admit such a polynomial.
Remark 2.2. In ( [14] ) it is shown that every C-valued polynomial P on an infinite dimensional complex Banach space X such that P (0) = 0 is identically 0 on an infinite dimensional subspace. 
there is a non-separable subspace of
ker ψ k on which each P j is identically zero.
Note that if X does not admit a positive definite 4-homogeneous polynomial, then it cannot admit a positive definite 2-homogeneous one either. An example of an X satisfying the hypotheses of Theorem 2.3 is X = l p (I), where I is an uncountable index set and p > 4.
Proof of Theorem 2.3. The argument begings in a similar way to our earlier proofs. As before, let S be a maximal element of S = {S : S is subspace of ∞ k=1 ker ψ k and P j | S ≡ 0, all j}. Suppose that S is separable, with countable dense set (v i )
As before, S ⊂ T . We can write T as T = S a Y for some subspace Y of T . Since all the common zeros of P j | T , j ∈ N, are contained in S,
Corollary 2.1. ([1]) . Let X be a real Banach space which does not admit a positive definite 4-homogeneous polynomial. Then every P ∈ P( 3 X) is identically zero on a non-separable subspace of X.
Proof. Consider P ∈ P( 3 X) and let S be a maximal element of S = {S : S is a subspace of X and
contains a non-separable subspace which we denote by T . Suppose that y ∈ T is such that P (y) = 0. Then for every x = i α i v i ∈ span S and λ ∈ R we have
Hence, by continuity of P, P (x+λy) = 0 for every x ∈ S. By maximality of S it follows that all the zeros of P | T are contained in S. Since S is separable, we can write T as T = (S ∩ T ) a Y for some non-separable subspace Y of T . Since all the zeros of P | T are contained in S, P | Y is a 3-homogeneous polynomial on an infinite dimensional space which has its only zero at the origin, an impossibility.
The final theorem of this section is a natural extension of the two preceding results. In [1, section 4] the special cases of C(K) and absolutely (1, 2)-summing and nuclear polynomials is considered.
Section 3
This section is concerned with the approximation by zeros of orthogonally additive polynomials on real l p and L p spaces. We consider l p and L p [0, 1] spaces, 1 ≤ p < ∞, with the usual Banach lattice. (See [13] ).
Definition 3.1. Let X be a Banach lattice. A function f : X → R is said to be orthogonally additive if f (x+y) = f (x)+ f (y) for all x, y ∈ X such that x ⊥ y.
P o ( n X) will denote the space of n-homogeneous orthogonally additive polynomials on X.
if n < p and to ∞ if n ≥ p. The isomorphism is given by the association P ↔ a = (a j = P (e j )) j≥1 . For
For a Banach space X and an n-homogeneous polynomial P, P = 0, we consider Z = P −1 (0) and the sets We proved that given an n−homogeneous orthogonally additive polynomial on L p such that H is dense, it is enough to consider D j Z with, at most j = 4, in order to obtain the decomposition by zeros of a characteristic function. Now, the problem of when it is possible to consider only D 2 Z, is treated. 
