We present Stamp-it, a new, general, portable, lock-less concurrent memory reclamation scheme with amortized, constant-time (thread-count independent) reclamation overhead. Stamp-it has been implemented and proved correct in the C++ memory model using as weak memory-consistency assumptions as possible. We have (re)implemented six other comparable reclamation schemes. By a detailed performance comparison, we show that Stamp-it performs favorably, sometimes better, but at least as good as these other schemes while being able to reclaim free memory nodes earlier.
INTRODUCTION
The memory reclamation problem is to determine, for any given allocated memory node, when it is safe to return it to the memory management system. In a concurrent setting, the memory reclamation problem is non-trivial, since there may be more than one thread referencing an allocated node unbeknownst to the other threads, in this case making it unsafe to give back the node.
Concurrent memory reclamation is an active research area with a number of proposals with different properties and issues. Our contribution is a new, lock-less, general, portable reclamation scheme, called Stamp-it, which, in contrast to almost all other schemes, allows reclamation to be done in amortized constant time per node, independently of the number of threads. Stamp-it is general in that it makes no assumptions on the structure of the allocated nodes or on the way nodes are used in concurrent data structures, and portable in that it neither relies on support from the operating system nor makes use of double-word atomic operations that may not be available on all architectures. Stamp-it is lock-less meaning that a stalled thread cannot block the progress of all other threads; but a stalled thread can prevent reclamation of otherwise Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SPAA '18, July 16-18, 2018, Vienna, Austria © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5799-9/18/07. https://doi.org/10.1145/3210377.3210661 reclaimable memory nodes. We call this (undesirable) property that most general schemes have reclamation-blocking; a notable exception is HPR [4] ; other non-blocking schemes become non-blocking by sacrificing generality, e.g., DBERA+ [1] . In the following, we give a detailed, high-level explanation of Stamp-it, and argue for its main correctness properties. Details, including the extensive performance comparison to six other schemes, can be found in [5] [6] [7] [8] .
A HIGH-LEVEL VIEW OF STAMP-IT
Stamp-it is an epoch-based reclamation scheme conceptually similar to NER [3] and therefore provides many of the same properties. As in ER/NER, the programmer has to define critical regions that are entered and left explicitly. A thread is only allowed to access shared memory nodes inside such regions. Our implementation is based on the C++ interface proposed by Robison [9] , slightly extended for marking entry and exit from critical regions.
We now give a high-level overview of the algorithm behind Stamp-it. It maintains thread-local and one global retire-list of memory nodes that can potentially be reclaimed. It relies on an abstract lock-free, linearizable data structure that we call the Stamp Pool that efficiently supports the following operations:
(1) Add an element and assign it a new stamp (push). Stamps are strictly increasing, but not necessarily consecutive. (2) Remove a specific element, return true if this element was the one with the lowest stamp at that point in time (remove). (3) Get the highest stamp assigned to an element so far, i.e., the last stamp that has been assigned. (4) Get the lowest stamp of all elements currently in the pool.
The Stamp-it algorithm uses the Stamp Pool as follows. Upon entering a critical region, the thread adds itself to the pool, and gets a new stamp value. Stamp values are strictly increasing, and therefore define a total order according to which threads have entered their respective critical region. When a thread retires a node, it requests the highest stamp from the Stamp Pool, stores it in the node and appends the node to the end of its local retire-list.
Upon leaving a critical region, the thread removes itself from the data structure and performs a reclaim operation on its local retirelist. The reclaim operation requests the now lowest stamp from the Stamp Pool, and can safely reclaim all nodes with a smaller stamp value. Since nodes are appended to the end of the retire-list, they are ordered by their stamp values, and reclamation can be performed by a linear scan of the retire list up to the first element with a higher time stamp than the currently lowest. No time is wasted on nodes that cannot yet be reclaimed. The working of Stamp-it is illustrated in Figure 1 . If the remove operation returns false and the number of nodes in the local retire-list exceeds some threshold, the thread pushes all remaining, not reclaimed entries to the global retire-list as an ordered sublist. If remove returns true and the thread was the last one, (i.e., it entered its critical region the earliest) it performs a reclaim operation on the global retire-list. The global retire-list is a list of ordered sublists, so each sublist needs to be scanned only up to the node which has a stamp larger than or equal to the currently lowest stamp. Therefore, the resulting total runtime is O (n + m) where n is the total number of reclaimable nodes and m is the number of ordered sublists; we will see later how this can be reduced to O (n).
ALGORITHM AND IMPLEMENTATION DETAILS
The key ingredient of Stamp-it is the Stamp Pool data structure which should support the four operations in a lock-free manner, and in constant-time in the absence of conflicts. Our implementation is derived from the lock-free, doubly-linked list by Sundell and Tsigas [10] . It requires static dummy nodes, head and tail, which are also used to manage the highest and lowest stamp values. The highest stamp is stored in head and the lowest one in tail. In contrast to [10] , we only need to add a node from one direction of the list (next to head), but nodes can be removed at any time and from any position. Each thread has a single, local thread_control_block that acts as a node in the list, i.e., the nodes are reused and we therefore have to consider the possibility that nodes might reappear at different positions without causing an ABA problem. From now on, we refer to these thread_control_blocks in the list as blocks (not to be confused with reclaimable memory nodes).
To insert or delete a block from the list one has to update the prev and next pointers. This must be done consistently, but not necessarily all at once. The solution in [10] is to treat the doublylinked list as a singly-linked list with auxiliary information in the prev pointers. The next pointers always form a consistent, singlylinked list, but the prev pointers only give hints for where to find the previous block. We use the same approach, but with reversed directions: the prev list is kept consistent, and the next pointers are hints with auxiliary information. This is more suited to the use in Stamp-it. It is therefore possible that a block which is already in the prev list, does not occur (yet) in the next list (and the other way round in case of removal).
Both next and prev pointers have a DeleteMark (in the least significant bit) to prevent conflicting updates from concurrent insert and delete operations.
To avoid the ABA problem, we reserve additional 17 bits for a version tag in both pointers in addition to the delete mark. These bits store a tag that is incremented with every change to the pointer value. There is still a very small chance for an ABA problem to occur when the version tag wraps around, but in order for this to happen there have to be exactly 2 17 updates to the pointer by other threads between the initial read and the subsequent update operation. We ensure that the allocated blocks are properly aligned to make these lower 18 bits available. This adds some memory overhead but ensures portability.
Stamp Pool data structure
The Stamp Pool keeps track of which threads have entered a critical region and in which order. Each thread_control_block, including head and tail, holds a stamp counter. When a new block is inserted, it loads head's prev pointer and stores it in its local prev, increases head's stamp by a fetch-and-add (FAA) operation, stores the returned value in its local stamp and then performs a compare-and-swap (CAS) on head->prev in order to insert itself into the prev list. This ensures that head always holds the highest stamp and that the stamps in the prev direction are strictly decreasing, i.e., that the stamp of the newly added block is greater than all other blocks (except head). The only exception to this is the tail block, which should always reflect the stamp value of its immediate predecessor in the prev direction. This way we can easily fetch the lowest stamp value from tail.
Even though the next pointers only act as hints, it is guaranteed that they only point to blocks with a higher stamp value, i.e., that the stamps in the next direction are strictly increasing (with the tail block again being an exception). More specifically, the next pointer of some block b can point to:
• head, which is the case either when head is the predecessor of b (in prev direction), or when some other block c has inserted itself between head and b, but did not yet update b's next pointer. Note that when b has already marked its prev pointer, it can no longer be updated by c, so this inconsistency can only be resolved once b is fully removed from both lists.
• a block c which is still in the prev list. This is the "normal case", i.e., usually c is the predecessor of b in prev direction.
• a block c which is removed from the prev list. This is an intermediate state when c has been removed from the prev list, but not yet from the next list. So prev->next points to c, but c is no longer the immediate predecessor of b in the prev direction when starting from head. However, by following c's next pointer (and potentially those of other removed blocks) one can find b's new predecessor. This is illustrated in Figure 2 . The links of the blocks T 1 , T 3 and T 4 are all marked so they cannot be updated. The block T 3 is already fully removed, i.e., is not referenced by any prev or next pointer in the list. The blocks T 1 and T 4 are marked for deletion, but are not yet fully removed; T 1 has been removed from the prev list, but is still in the next list; T 4 is still fully linked. Block T 5 already finished its push operation (not green), but the next pointer of its successor, T 4 , still points to head. This indicates that T 4 's next pointer was already marked, so that it could not be updated by T 5 . On the other hand, T 6 is currently in the push operation (green); it has successfully inserted itself in the prev list, but the update of T 5 's next pointer is still pending. The two lowest bits of the stamp counter are used to embed flags to track a block's state. The PendingPush flag indicates that the block is currently being inserted into the prev list, while the NotInList flag is set when the block has been completely removed and is no longer part of neither prev nor next list. This also implies that the owning thread is no longer inside a critical region. The two flags are mutually exclusive, so they cannot both be set at the same time.
The Stamp Pool operations
We now explain how to support the Stamp Pool operations on the doubly-linked list data structure correctly in a lock-free manner.
The push operation.
To insert a block we first set the block's next pointer to head implicitly clearing the DeleteMark of next. Then we perform an FAA on head->stamp, getting the new stamp for the block we are about to insert. This new stamp value is modified to have the PendingPush flag set before it is stored in our block. Then we set the block's prev pointer and attempt a CAS operation to update head->prev with our own block. When the CAS is successful, our block has been inserted in the prev list. We can therefore reset the PendingPush flag, and perform a final CAS-loop to update our successor's next pointer.
The remove operation.
The remove operation first marks the prev and next pointers before removing the block from both lists. Afterwards it sets the NotInList flag and checks if this thread was the last one, i.e., if the block's prev pointer points to tail. If that is the case, it tries to update tail's stamp to that of the new "last" thread.
Marking the two pointers signals to other threads that this block is about to be removed, and also prevents the pointers from being updated by CAS operations from threads that did not yet see the mark. In order to remove a block b from the prev list, the thread has to find its predecessor, i.e., the block c with the prev pointer pointing to b, and update c's prev pointer with the value of b's prev pointer. But it can of course happen that c's prev pointer is also marked and can therefore not be updated. In this case we have to find c's predecessor and help remove c before we can continue with the removal of b. By removing c, we get a new predecessor for b.
We can then restart the loop and try to remove it again. The same idea is applied when removing a block from the next list.
Since a block b can only be removed from the prev list when its immediate predecessor is not marked, any marked immediate predecessor has to be removed before b can be removed. Therefore, whenever a thread that tries to remove a marked block b encounters another block c which is supposed to come after b in the prev direction, we can conclude that b has already been removed from both lists.
Since c was encountered after b in the prev direction, it is supposed to have a lower stamp than b; it can only have a larger stamp if it was removed and then reinserted. But since all blocks between c and b are marked, c could not have been removed without first removing all those blocks, including b. The same holds for the case when the NotInList flag is set, as the flag is only set once the block has been fully removed.
The remove operation keeps track of three different pointers:
prev is a reference to the next unmarked block in prev direction, i.e., the block that we want to set as the new value for our predecessor's prev pointer. We get to this block by following our own prev pointer and the prev pointers of other marked blocks (if any). next is a reference to some block that precedes our own block in prev direction. By following this block's prev pointer we should end up at our own block, unless some other thread has removed it already. This way we can efficiently find our immediate predecessor to update its prev pointer. last is a reference to a helper block that is used to remove potentially marked predecessors of our own block. When this pointer is not null, it should be the immediate predecessor of the next block in the prev direction.
The order of the blocks in the prev direction should be as follows: last (if it is set), next, our own block b, and prev. Each of these blocks (except b) can potentially be removed and reinserted at any time. For next and last we have to consider this possibility and take appropriate actions. However, when we recognize that prev has been removed or reinserted, we can stop since we know that b must have been removed already as well. The operation to remove b from the prev list essentially consists of a loop that keeps track of the three mentioned blocks, while trying to find the direct predecessor of b. Once that predecessor is found, we try to update its prev pointer in order to remove b. There are several conditions that lead to the termination of this loop. In some of these cases we can conclude that b is already removed from both lists, in other cases we know that b has been removed from the prev list, but we still need to ensure that it is also removed from the next list.
In case we could not conclude that b is already removed from both lists, we still have to remove it from the next list. The operation to remove b from the next list is quite similar; It also keeps track of the same three pointers, where the initial values for prev and next are those that were returned by the previous operation that removed the block from the prev list. This allows us to continue from where we left, reducing the amount of work to find the blocks we need to update in many cases.
In this method we have to set next to the last unmarked block with a stamp greater than b's stamp, and prev to the first unmarked block with a stamp less or equal to b's stamp (both in the prev direction), i.e., the two blocks that would be the predecessor and successor of b if b would still be part of the prev list. This entails that next's prev pointer must reference prev. Once we have found these blocks, we can attempt a CAS to update prev's next pointer in order to finish removal of b from the next list. If the CAS succeeds, we have successfully removed b. However, we still have to make sure that the prev block has not been marked in the meantime. If this is the case, we have to continue and help remove prev from both lists in order to maintain the previously described condition, which lets us conclude that a block has been fully removed if we recognized that the successor block has been fully removed.
Correctness and Progress Conditions
We now state and briefly argue for the main properties of Stamp-it. Proposition 1. Stamp-it is reclamation safe: A node is reclaimed only when it is referenced by no thread.
Assume that some thread retires (want to reclaim) some node n. It fetches the currently highest stamp from the data structure, stores this stamp value in n and adds n to its local retire-list. Now, n can safely be reclaimed once all threads that were in a critical region at the time n was removed have left their respective critical regions. The lowest stamp in the data structure is smaller than or equal to the stamp of the last thread, so n's stamp being less than this lowest stamp implies that all threads currently inside critical regions (if any) have entered their respective critical region after n was retired, and therefore n can safely be reclaimed (no references). Proposition 2. Stamp-it reclaims any node in amortized constant time in the number of data structure operations.
Assume that q threads are inside critical regions, when thread T 1 is leaving its critical region and thus removing itself from the data structure. All nodes in T 1 's local retire-list can be reclaimed once these q threads have left their critical regions. Thread T 1 can possibly add its local retire-list as sublist to the global retire-list, deferring reclamation of its nodes to the last thread to leave its critical region. The global retire-list is traversed only when this last thread removes itself from the data structure. In the worst case, the q threads remove themselves in the same order as they have entered their critical regions, resulting in q traversals of the global retire-list. We can therefore achieve amortized constant time by only adding local retire-lists that hold more than q nodes (threshold); the sublist might be touched up to q times to reclaim at least q nodes. Proposition 3. Stamp-it is lock-less, and all methods used for entering and leaving critical regions (push, remove), and all helper functions are lock-free. If threads do not conflict, the expected average runtime of the operations is constant.
For the Stamp Pool operations lock-freeness was argued above; for full details we refer to [5] . Stamp-it is, however, reclamationblocking in the sense that a stalled thread can prevent an unbounded number of nodes from being reclaimed. The term for this is to say that Stamp-it is a lock-less reclamation scheme. All atomic operations are relaxed as far as possible without sacrificing correctness with the appropriate C++ memory model annotations. For the detailed arguments, we refer to [5] which also contains full C++ implementations of the six other schemes chosen for comparison.
CONCLUDING REMARKS
This brief announcement explained Stamp-it, a new, lock-less, general, portable memory reclamation scheme with attractive features. To the best of our knowledge, it is the first non-reference counting based scheme that does not have to scan all other threads to determine reclaimability of a node. Stamp-it has been implemented in C++ using the C++ memory-model, and experimentally evaluated against six other, comparable, general and portable schemes (LFRC [11] , HPR [4] , ER [2] , NER [3] , QSR, DEBRA [1] ), all (re)implemented portably in a similar fashion using the standardized C++ interface proposed by Robison [9] . Full source code is available at https://github.com/mpoeter/emr. Our empirical results show that Stamp-it matches or outperforms the other analyzed reclamation schemes in almost all cases. For the actual results, we have to refer to the technical reports [6, 8] .
For future work it would be interesting to look for other data structures that could replace the doubly-linked list with less overhead, while providing all the required properties. We might also try to relax some of these properties (e.g., use a partial order instead of a strict order for the stamps) in order to reduce contention on the Stamp Pool.
