Introduction
Throughout this chapter, let F be a field with algebraic closure F .
Quaternion algebras
In this section, we provide a first definition of quaternion algebras over fields. We assume throughout that all rings are associative (not necessarily commutative) with 1 and that ring homomorphisms preserve 1. An algebra over the field F is a ring B equipped with an embedding F → B such that the image of F lies in the center of B; we identify F with its image in B. A homomorphism of F -algebras is a ring homomorphism which restricts to the identity on F . The dimension of an F -algebra B is the dimension dim F B of B as an F -vector space. If B is an F -algebra then we denote by End F (B) the ring of all F -algebra homomorphisms B → B (where ring multiplication is given by functional composition) and by Aut F (B) = End F (B)
× the group of all F -algebra isomorphisms B → B. Note that an F -algebra homomorphism is necessarily F -linear. with a ∈ F and b ∈ F × if char F = 2.
Indeed, the other products can be derived from the rules (1.2)-(1.3), for example (when char F = 2) we have that (ij) 2 = i(ji)j = −ab and j(ij) = (−ij)j = −bi.
The elements i, j thereby generate a, b F as an F -algebra and we call them standard generators. By construction, we have dim If K is a field extension of F (of any characteristic), then we have a natural isomorphism a, b F ⊗ F K ∼ = a, b K , so Definition 1.1 is functorial in F .
1.6. The quaternion algebra B = a, b F can be viewed as a subalgebra of 2 × 2-matrices. Let K = F [i] = F ⊕ F i. Suppose that K is a field. Then K is a quadratic field extension of F . (For the case when K is not a field, which is to say that K has a zerodivisor and hence B is not a division ring, we in fact have B ∼ = M 2 (F ) already; see Theorem 3.17.)
B has the structure of a right K-vector space of dimension 2, with basis 1, j: explicitly, we have x = u + vi + wj + zij = (u + vi) + j(w − zi) ∈ K ⊕ jK.
We then define the left regular representation : B → End F (B) by mapping an element γ to the map γ given by left multiplication by γ, which is a K-linear endomorphism of B (considered as a right K-vector space) by associativity in B.
In the basis 1, j we have End K (B) ∼ = M 2 (K), and is given by
where i = −i or i = i + 1 according as char F = 2 or char F = 2. (Note that the map is F -linear but is not itself K-linear.) The map : B → End K (B) is injective ( is a faithful representation) since γ = 0 implies γ (1) = γ = 0.
In particular, we have that B ∼ = u + vi b(w + zi) w + zi u + vi : u, v, w, z ∈ F .
1.7. From Paragraph 1.6, we see that H is a right C-vector space with basis 1, j; the left regular representation then yields an R-algebra embedding H → End C (H) ∼ = M 2 (C) u + vi + wj + zij → u + vi −(w + zi) w − zi u − vi (1.8)
Therefore, the group of unit Hamiltonians H 1 = {u + vi + wj + zk : u 2 + v 2 + w 2 + z 2 = 1}, which as a set is equal to the 3-sphere in R 4 , is isomorphic as a group to SU 2 (C) = x −y y x ∈ M 2 (C) : |x| 2 + |y| 2 = 1 where denotes complex conjugation, by the identification x = u+vi and y = w+zi.
Exercises.
1.1. Verify directly that the map in Example 1.5 is an isomorphism of Falgebras. 1.3. Use Exercise 1.2 to show that if B is a quaternion algebra over F then B ⊗ F F ∼ = M 2 (F ). Conclude in particular that the center of B is F (we say that B is central ).
Suppose that char

Show that if B is a division quaternion algebra over R then B ∼ = H.
Further Reading. Standard algebra texts.
Involutions
In this section, we define the standard involution (also called conjugation) on a quaternion algebra. In this way, we give a second characterization of division quaternion algebras as noncommutative division rings equipped with a standard involution.
Throughout this section, let B be an F -algebra.
Definition 2.
1. An involution : B → B is an F -linear map which satisfies:
(ii) xy = y x for all x, y ∈ B ( is an anti-automorphism); and (iii) x = x for all x ∈ B.
If B op denotes the opposite algebra of B, so that B op = B as abelian groups but with multiplication x· op y = y ·x, then one can equivalently define an involution to be an F -algebra isomorphism B → B op whose underlying map as abelian groups has order at most 2.
Remark 2.2. More properly, what we have defined to be an involution is known in other contexts as an involution of the first kind. An involution of the second kind is a map which acts nontrivially when restricted to F ; although these involutions are interesting in other contexts, they will not figure in our discussion.
Example 2.4. The R-algebra C has a standard involution, namely, complex conjugation.
Example 2.6. Let B = a, b F be a quaternion algebra. Then the map
if char F = 2 and
if char F = 2 defines a standard involution on B: indeed, we have
Example 2.7. Consider again B = H. We say x ∈ H is a pure quaternion if it is of the form vi + wj + zij; note that the standard involution from (2.6) on the Hamiltonians H acts by x → −x for x a pure quaternion.
With respect to Paragraph 1.7, the conjugation-transpose map on M 2 (C) restricts to this standard involution on the image of H. We find that the elements of H which are Hermitian matrices are the scalar matrices and those that are skewHermitian are exactly the pure quaternions.
Remark 2.8. If is a standard involution, so that xx ∈ F for all x ∈ B, then (x + 1)(x + 1) = (x + 1)(x + 1) = xx + x + x + 1 ∈ F and hence x + x ∈ F for all x ∈ B as well. It follows that xx = xx, since
Let : B → B be a standard involution on B. We define the reduced trace on B by trd : B → F trd(x) = x + x and similarly the reduced norm
Note that trd is an F -linear map, since trd(x + y) = (x + y) + (x + y) = (x + x) + (y + y) = trd(x) + trd(y) for x, y ∈ B (since is F -linear). Note that if x, y ∈ B then trd(xy) = trd(x(trd(y) − y)) = trd(x) trd(y) − trd(xy) and yet trd(xy) = trd(xy) = trd(yx) = trd(x) trd(y) − trd(yx) so trd(xy) = trd(yx). Note also that nrd is multiplicative, since nrd(xy) = (xy)(xy) = xyy x = x nrd(y)x = nrd(x) nrd(y)
for all x, y ∈ B.
Example 2.9. For B = M 2 (F ), equipped with the adjoint map as a standard involution as in Example 2.5, the reduced trace is the usual matrix trace and the reduced norm is the determinant.
Remark 2.10. The maps trd and nrd are called "reduced" for the following reason. Let B be a finite-dimensional F -algebra, and consider the map L : B → End F (B) given by left-(or right-) multiplication in B. We then have a map Tr : B → F (resp. N : B → F ) given by mapping x ∈ B to the trace (resp. norm) of the endomorphism L(x).
In the case where B = M 2 (F ), a direct calculation reveals that Tr(A) = 2 trd(A) and N(A) = nrd(A)
2 for all A ∈ M 2 (F ), whence "reduced".
Since (2.11)
identically we see that x ∈ B is a root of the polynomial (2.12)
which we call the reduced characteristic polynomial of x.
Definition 2.13. The degree of B is the smallest integer m ∈ Z ≥1 such that every element x ∈ B satisfies a monic polynomial f (T ) ∈ F [T ] of degree m; if no such integer exists, we say B has degree ∞.
Example 2.14. If B has degree 1, then B = F . If B has a standard involution, then either B = F or B has degree 2 by (2.12).
Lemma 2.15. Let K be an F -algebra with dim F K = 2. Then K is commutative and has a unique standard involution.
, so in particular K is commutative. We have x 2 = tx − n for some unique t, n ∈ F (since the minimal polynomial that x satisfies is necessarily unique). The F -linear map on K defined by x → t−x extends to a standard involution on K, namely ax+b → at+2b−(ax+b) for a, b ∈ F , since (ax + b)
. If : K → K is any standard involution then from (2.11) and uniqueness we have t = x + x (and n = xx), and so the involution x = t − x is unique. Corollary 2.16. If B has a standard involution, then this involution is unique.
Proof. For any x ∈ B \ F , we have from (2.11) that dim F F [x] = 2, so the restriction of the standard involution to F [x] is unique. Therefore the standard involution on B is itself unique.
We are now ready to characterize quaternion algebras using the existence of a standard involution. A commutative, finite-dimensional
where f (x) is a polynomial with distinct roots in F . Theorem 2.17. Suppose char F = 2. Let B be a division F -algebra of degree 2. Then either B is a (separable) quadratic field extension of F or B is a quaternion algebra.
Proof. From Example 2.14 we have B = F . Let i ∈ B \ F . Then F (i) = K is a quadratic field extension of F , since B is a division ring. If K = B, we are done. Completing the square (since char F = 2), we may suppose that i 2 = a ∈ F × . Let T : B → B be conjugation by i, i.e. T (x) = i −1 xi = a −1 ixi. Then T is a K-linear endomorphism of B, thought of as a (left) K-vector space, and T 2 is the identity on B. By elementary means (since 1/2 ∈ F ), T is diagonalizable, so we may decompose B = B + ⊕ B − into eigenspaces for T . We now prove dim K B + = 1. Let x ∈ B + ; we may suppose that x 2 ∈ F . Then x + i satisfies a quadratic polynomial, but xi = ix, so we have (
Next, we claim that
But since i normalizes but does not centralize F (k) we have j ∈ F (k) and j = j, so we must have j = −j, i.e. ji = −ij and B is a quaternion algebra.
Remark 2.18. In fact, if char F = 2, then B has a standard involution if and only if B has degree at most 2 (Exercise 2.7). In the special case where B is a division ring, this statement follows as an immediate corollary of the above theorem.
Corollary 2.19. Suppose char F = 2. Then B is a division quaternion algebra over F if and only if B is a noncommutative division ring with a standard involution.
An F -algebra B is algebraic if every x ∈ B is algebraic over F . If dim F B = n < ∞, then B is algebraic since for every x ∈ B the elements 1, x, . . . , x n are linearly dependent over F . Corollary 2.20 (Frobenius). Let B be an algebraic division algebra over R.
Proof. If x ∈ B \ R then R(x) ∼ = C, so x satisfies a polynomial of degree 2. Thus if B = R then B has degree 2 and so either B ∼ = C or B is a division quaternion algebra over R, and hence B ∼ = H by Exercise 1.4.
Example 2.21. Transcendental field extensions of R, for example R(x) or R((x)), are examples of infinite-dimensional division algebras over R.
The free algebra in two (noncommuting) variables is a subring of a division ring B with center R. TO DO : Cite! 2.22. We conclude with an alternative (and more uniform) notation for quaternion algebras. Let K be a separable quadratic F -algebra, and let b ∈ F × . We denote by K, b F the F -algebra which is equal to K ⊕ Kj as a left K-vector space and with the multiplication rule ji = ij for i ∈ K, where is the standard involution on K.
Exercises.
2.1. Verify that the involution in Example 2.6 is a standard involution.
2.2. Determine the standard involution on K = F × F . 2.5. In this exercise, we examine when the identity map yields a standard involution on an F -algebra B.
(a) Show that if char F = 2, then x ∈ B satisfies x = x if and only x ∈ F . (b) Suppose that dim F B < ∞. Show that the identity map is a standard involution on B if and only if either B = F or char F = 2 and B is a quotient of the commutative ring
n − a n ) with a i ∈ F .
2.6. Suppose that char F = 2. Let B be a division F -algebra with a standard involution. Prove that either the standard involution is the identity (and so B is classified by Exercise 2.5), or that the conclusion of Theorem 2.17 holds for B: namely, that either B = K is a separable quadratic field extension of F or that B is a quaternion algebra over F . [Hint: Replace conjugation by i by the map T (x) = ix + xi, and show that T 2 = T .]
2.7. Prove that if char F = 2, then B has a standard involution if and only if B has degree at most 2.
2.8. Let B be a Boolean ring, a ring such that x 2 = x for all x ∈ B, considered as an F 2 -algebra. Prove that B does not have a standard involution unless B = F 2 or B = F 2 × F 2 , but nevertheless any Boolean ring has degree at most 2.
2.9. Let V be an F -vector space and let t : V → F be an F -linear map. Let B = F ⊕V and define the binary operation x·y = t(x)y for x, y ∈ V . Show that · induces a multiplication on B, and that the map x → x = t(x) − x induces a standard involution on B. Such an algebra is called an exceptional algebra. Conclude that there exists a central F -algebra B with a standard involution in any dimension.
2.10. In this exercise, we mimic the proof of Theorem 2.17 to prove Wedderburn's theorem in a special case: a finite quaternion ring is not a division ring.
Let B be a division quaternion algebra over F = F q . Show (e.g. as in the proof in Theorem 2.17, see also ) that for any i ∈ B \ F that the centralizer
Conclude that any noncentral conjugacy class in B × has order q 2 + 1. Derive a contradiction from the class equation
. This argument can be generalized in a natural way to prove Wedderburn's theorem in full: see Schue [4] , for example. 
Quadratic forms
Quaternion algebras, as algebras equipped with a standard involution, are intrinsically related to quadratic forms. We explore this connection in this section.
bilinear. We call the pair (V, Q) a quadratic space and often abbreviate to simply V .
Note that if Q is a quadratic form then the associated bilinear form T is symmetric, which is to say that T (x, y) = T (y, x).
Given a symmetric bilinear form T , if char F = 2 we obtain a quadratic form Q by defining Q(x) = T (x, x)/2, and so there is an equivalence between quadratic forms and symmetric bilinear forms over F .
An isomorphism (or isometry) of quadratic spaces is a morphism of quadratic spaces such that φ an isomorphism of F -vector spaces; we write in this case Q ∼ = Q .
A symmetric bilinear form
If Q is a quadratic form (or V a quadratic space) such that T is nondegenerate, we say then that Q (or V ) is nonsingular (other authors also say that the quadratic space is regular ).
3.3. If B is an F -algebra with a standard involution, then nrd : B → F is a quadratic form on B, with the associated bilinear form
T (x, y) = (x + y)(x + y) − xx − yy = xy + yx = trd(xy).
for x, y ∈ B. In particular T (1, x) = trd(x) and
If nrd is nonsingular, then we say the standard involution on B is nonsingular.
From now on, let Q : V → F be a quadratic form with dim F V < ∞. Let e 1 , . . . , e n ∈ V . We define the determinant of e 1 , . . . , e n to be
here, (T (e i , e j )) i,j ∈ M n (F ) is the (symmetric) matrix whose (i, j)th entry is equal to T (e i , e j ). Note that if A ∈ M n (F ) is a matrix such that e i = e i , then
We define the discriminant
where e 1 , . . . , e n is any basis for V . The discriminant is well-defined by (3.6). When it will cause no confusion, we will represent the class of the discriminant in F/F
×2
simply by a representative element in F . In particular, note that Q is nonsingular if and only if d(Q) ∈ F × (Exercise 3.1). Let T : V × V → F be the symmetric bilinear form associated to Q. We say that x ∈ V is orthogonal to y ∈ V (with respect to Q) if T (x, y) = 0; since T is symmetric, x is orthogonal to y if and only if y is orthogonal to x, and so we simply say x, y are orthogonal. If S ⊂ V is a subset, we write S ⊥ = {x ∈ V : T (s, x) = 0 for all s ∈ S} for the subspace of V which is orthogonal to (the span of) S.
Let Q : V → F and Q : V → F be quadratic forms. Then we define the form Q ⊥ Q on V ⊕ V , with associated bilinear pairing T ⊥ T , by the uniquely characterizing conditions that
(Note that the former follows from the latter when char
For a ∈ F , the quadratic form Q(x) = ax 2 on F is denoted a ; for a 1 , . . . , a n ∈ F , we abbreviate a 1 ⊥ · · · ⊥ a n = a 1 , . . . , a n for the quadratic form on F n . When char F = 2, we will also have need of the following form: for a, b ∈ F , we define Q(x, y) = ax 2 + axy + by 2 on F 2 , which we abbreviate [a, b]. If Q : V → F is a quadratic form, then a basis e 1 , . . . , e n for V gives an isomorphism V ∼ = F n in which Q can be written
The following result is a standard application of inductive orthogonalization (Exercise 3.2).
Lemma 3.7. Let Q : V → F be a quadratic form with dim F V < ∞. Then there exists a basis of V such that
A form presented with a basis as in Proposition 3.7 is called normalized.
Example 3.8. If char F = 2, then a normalized quadratic form a 1 , . . . , a n has discriminant d = a 1 · · · a n ∈ F/F ×2 and hence is nonsingular if and only if 
In each case, the form nrd is nonsingular by Example 3.8.
Proposition 3.10. Let B be an F -algebra. Then B has a nonsingular standard involution if and only one of the following holds:
(i) B = F and char F = 2;
(ii) B = K is a (commutative) separable quadratic F -algebra; or (iii) B is a quaternion algebra over F .
By Exercise 2.9, we note that there are F -algebras with standard involution of arbitrary dimension, so it is remarkable that the additional requirement that the standard involution be nonsingular is so rigid.
Proof. If B = F , then the standard involution is the identity and nrd is nonsingular if and only if trd(1) = 2 = 0, i.e. char F = 2.
By Example 3.8, if dim F K = 2, then nrd is nonsingular if and only if nrd
K is a separable quadratic algebra over F .
Next, suppose that dim F B > 2. First consider the case char F = 2. Let 1, i, j be a part of a normalized basis for B with respect to the quadratic form nrd. Then we have T (1, i) = trd(i) = 0, so i 2 = a ∈ F × , since nrd is nonsingular. Note in particular that i = −i. Similarly we have j 2 = b ∈ F × , and by (3.5) we have trd(ij) = ij + ji = 0. If ij = 0 then i(ij) = aj = 0 so j = 0, a contradiction. But then T (1, ij) = trd(ij) = 0, and T (ij, i) = trd(i(ij)) = a trd(j) = 0 and similarly T (ij, j) = 0, so ij is orthogonal to 1, i, j, which is to say ij ∈ {1, i, j} ⊥ , and in particular the set 1, i, j, ij is linearly independent.
If char F = 2, then by nonsingularity we immediately have dim F B ≥ 4. Let 1, i, j be part of a normalized basis with j ∈ {1, i} ⊥ . Then trd(j) = 0 so now ji = (i + 1)j = ij, and arguing as in the previous paragraph we have ij = 0. But now we find that trd(ij) = T (i, j) = 0 and T (j, ij) = 0 so ij ∈ {1, j} ⊥ and ij ∈ F j so 1, i, j, ij are linearly independent.
In each case, we have a subalgebra A of B with
we are done. Otherwise, suppose k ∈ {1, i, j, ij} ⊥ . Then trd(k) = 0 and k ∈ B × . By (3.5) we have for any d ∈ A that kd = dk. But then
× , contradicting the fact that the center of A is F (Exercise 1.3).
Example 3.11. The exceptional algebras of Exercise 2.9 are examples of central F -algebras which are not quaternion algebras and whose standard involution is not nonsingular.
For a quaternion algebra B, we let B 0 = {x ∈ B : trd(x) = 0} = {1} ⊥ be the elements of trace zero. Note that the standard involution on B 0 is given by x → −x for x ∈ B 0 . We have
Proposition 3.13. Let A and B be quaternion algebras over F . Then the following are equivalent.
(
Proof. The implication (i) ⇒ (ii) follows from the fact that the standard involution on an algebra is unique and the reduced norm is determined by this standard involution, so the reduced norm on A corresponds to the reduced norm on B. The implication (ii) ⇒ (iii) follows since A 0 and B 0 are defined as the spaces orthogonal to 1 and so are preserved by an isometry of quadratic spaces.
So finally we prove (iii) ⇒ (i). Let φ : A 0 → B 0 be an isomorphism of quadratic spaces. We suppose char F = 2 and leave the other case as an exercise (Exercise 3.5). Then φ extends in the natural way to an F -linear map φ : A → B by mapping 1 → 1. We need to show that φ is a homomorphism (hence isomorphism) of F -algebras. Suppose A = a, b F . Then we have nrd(φ(i)) = nrd(i) = −a and
Similarly we have φ(j) 2 = b. Finally, we have ji = −ij since i, j are orthogonal, but then φ(i), φ(j) are orthogonal so
Proposition 3.13 has two important consequences.
Corollary 3.14. Suppose char F = 2. Then the map B → nrd | B 0 yields a bijection between the set of isomorphism classes of quaternion algebras over F and the set of isometry classes of nonsingular ternary quadratic forms of discriminant 1 ∈ F ×2 which is functorial in the field F .
Proof. By Proposition 3.13, we have shown that the association B → nrd | B 0 gives a well-defined injective map from the set of isomorphism classes of quaternion algebras to the space of nonsingular ternary quadratic forms, with d( −a, −b, ab ) = (ab) 2 ∈ F ×2 . This map is clearly functorial in the field F . To show the map is surjective, let V be a nonsingular ternary quadratic space. Choose a normalized basis for V , so that Q ∼ = −a, −b, c . We have d(Q) = abc ∈ F ×2 , so rescaling the third basis vector we may assume c = ab. The result follows.
Remark 3.15. In fact, Corollary 3.14 can be extended in a "basis-free" way to give a functorial bijection between the set of isomorphism classes of quaternion algebras over F and the set of isometry classes of nonsingular ternary quadratic spaces over F of discriminant 1. Here, surjectivity is shown by even Clifford algebra of a quadratic form (Exercise 3.7).
The second important consequence of Proposition 3.13 is the characterization of division quaternion algebras.
We say that a quadratic form Q : V → F represents an element a ∈ F if there exists x ∈ V such that Q(x) = a. We say Q : V → F (or simply
(ii) B is not a division ring; (iii) The quadratic form nrd is isotropic; Remark 3.18. The proof of Theorem 3.17 gives rise to an TO DO : explicit algorithm . Definition 3.19. We say that a quaternion algebra B over F is split if B ∼ = M 2 (F ).
Remark 3.20. Theorem 3.17(vi) gives another proof that there is no division quaternion algebra over a finite field F = F q : we have K = F q (i) ∼ = F q 2 and N : F q 2 → F q is surjective. Definition 3.21. Suppose char F = 2. We define the Hilbert symbol
by the condition that (a, b) F = 1 if and only if the quaternion algebra a, b F is split.
The Hilbert symbol is in fact well-defined as a map
Lemma 3.22. We have (1, a) F = (a, −a) F for all a ∈ F × and (a, 1 − a) F = 1 for all a ∈ F \ {0, 1}.
Proof. For the first, the Hilbert equation x 2 +ay 2 = 1 has the obvious solution (x, y) = (1, 0). For the second, we use the fact that (a, −a) F = (a, a 2 ) F = (a, 1) F = (1, a) F = 1, again using Exercise 1.2. Finally, (a, 1−a) F = 1 since ax 2 +(1−a)y 2 = 1 has the solution (x, y) = (1, 1).
Remark 3.23. TO DO : K 2 of a field.
Remark 3.25. Every quaternion algebra has a separable splitting field: either F [i] = K is a field or it is not, in which case B is not a division ring so B ∼ = M 2 (F ) and already F is a splitting field.
Lemma 3.26. Let K ⊃ F be a separable quadratic extension of fields. Then K is a splitting field for B if and only if there is an F -algebra injective homomorphism K → B.
Conversely, suppose B ⊗ F K ∼ = M 2 (K). Consider the standard involution on K, which we denote for emphasis by σ. Then σ acts as an F -linear involution on B ⊗ F K by σ(x ⊗ a) = x ⊗ σ(a), and since K is separable we have σ(x ⊗ a) = x ⊗ a if and only if a ∈ F and so x ⊗ a = ax ∈ B. By the isomorphism If B ∼ = M 2 (F ) already, then the result is obvious. So suppose B is a division ring. Let K = F ( √ c); we leave the case where char F = 2 as an exercise. We have B ⊗ F K ∼ = M 2 (K) if and only if −a, −b, ab is isotropic over K, which is to say (3.27) −a(
Let x = x 1 i + x 2 j + x 3 ij and y = y 1 i + y 2 j + y 3 ij. Expansion of (3.27) shows that x is orthogonal to y and that nrd(x) + c nrd(y) = 0. Since B is a division ring, if nrd(y) = 0 then y = 0 so nrd(x) = 0 as well and x = 0, a contradiction. So nrd(y) = 0, and the element z = xy −1 ∈ B satisfies z 2 = c, as desired.
TO DO : Relationship to conics.
Show that a quadratic form Q is nonsingular if and only if
3.2. Prove that every (finite-dimensional) quadratic space has a normalized basis (Lemma 3.7). 3.7. Let Q : V → F be a nonsingular ternary quadratic form with char F = 2. In this exercise, we construct the even Clifford algebra of Q and show that it is a quaternion algebra (Remark 3.15).
Let Q : V → F be a ternary quadratic form. Let B = F ⊕ (V ⊗ V ) and let C be the quotient of B by the subspace of elements x ⊗ x − Q(x) for x ∈ V .
(a) Show that x ⊗ y + y ⊗ x = T (x, y) for all x, y ∈ V . Conclude that dim F C = 4. (b) Show that ⊗ yields a multiplication law on C. [Hint: Choose a normalized basis for V .] We call C the even Clifford algebra of Q. (c) Show that the map x ⊗ y → T (x, y) − x ⊗ y defines a nonsingular standard involution on C, so that C is a quaternion algebra over F .
For more on the Clifford algebra, see TO DO : ?? .
3.8. Recall Remark 2.10. Let B be a finite-dimensional F -algebra, and let Tr : B → F be the (left) algebra trace.
(a) Show that the map B → F defined by x → Tr(x 2 ) is a quadratic form on B; this form is called the trace form on B. 3.9. Let B be a quaternion algebra, and let K ⊂ B be a separable F -algebra.
Show that there exists b ∈ F × such that B ∼ = K, b F (as in Paragraph 2.22).
3.10. Let char F = 2 and let a, b, c ∈ F × . Show that
where D = a, bc F .
3.11. Show that −2, −3 TO DO : Scharlau for characteristic 2?
Simple algebras
In this section, we return once final time to the characterization of quaternion algebras, proving that they are central simple algebras of dimension 4. For completeness, we develop the beginnings of the theory of central simple algebras.
Throughout this section, let B be a finite-dimensional F -algebra. To understand the algebra B, we look at its representations. A representation of B (over F ) is a finite-dimensional vector space V over F together with an Falgebra homomorphism B → End F (V ). Equivalently, a representation is given by a finitely generated left B-module V . Although one can define infinite-dimensional representations, they will not interest us here, and we assume throughout that dim F V < ∞, or equivalently that V is a finitely generated B-module. The importance of simple modules is analogous to that of simple groups. Indeed, arguing by induction on the dimension of V , we have the following JordanHolder lemma.
This filtration is not unique, but up to isomorphism and permutation, the quotients are unique. Alternatively, we may use Theorem 3.17: a quaternion algebra B over F is either isomorphic to M 2 (F ) or is a division ring, and in either case is simple. Example 4.8 shows that algebras of the form M n (D) with D a division ring over F are a large class of simple F -algebras. In fact, these are all such algebras, a fact we will prove in short order.
Lemma 4.10 (Schur). Let B be an F -algebra. Let V 1 , V 2 be simple B-modules. Then any homomorphism φ : V 1 → V 2 of B-modules is zero or an isomorphism.
Proof. We have that ker φ and img φ are B-submodules of V 1 and V 2 , respectively, so either φ = 0 or ker φ = 0 and img φ = V 2 , hence V 1 ∼ = V 2 . 
Many theorems of linear algebra hold over division rings. For example, if V is a D-module then V ∼ = D n is free, and choice of basis for V gives an isomorphism
Lemma 4.13. Let B be a simple F -algebra and let V 1 , V 2 be simple B-modules.
Proof. Since B is finite-dimensional over F , it has a minimal left ideal I which is necessarily simple. We may assume V 1 = I since if we show I ∼ = V 2 then applying the lemma again we have V 1 ∼ = V 2 as well. The map B → End F (V 2 ) is injective since B is it is nonzero and B is simple. Therefore, there exists x ∈ V 2 be such that Ix = 0. Then the map I → V 2 by a → ax is a nonzero B-module homomorphism, so it is an isomorphism by Schur's lemma. Proof. Let A be the union of all minimal left ideals in B. Then A is in fact a two-sided ideal: if x ∈ B and I is a minimal left ideal of B (so that I ⊂ A), then Ix is a homomorphic image of I so by Schur's lemma either I = {0} or Ix ∼ = I, and in either case Ix ⊂ B. But B is simple, so A = B is the union of its minimal left ideals. But a minimal left ideal is a simple B-module, so the intersection of any two distinct minimal left ideals is zero. Therefore B is semisimple.
Theorem 4.17 (Wedderburn-Artin). Let B be a semisimple F -algebra. Then there exist integers n 1 , . . . , n r and division algebras D 1 , . . . , D r such that
The integers n 1 , . . . , n r are unique up to permutation and once fixed the division rings D 1 , . . . , D r are unique up to isomorphism. 
and each
Corollary 4.18. Let B be a simple F -algebra. Then B ∼ = M n (D) for a uniquely determined integer n ∈ Z ≥1 and division algebra D (up to isomorphism). Z(B) = {x ∈ B : xy = yx for all x ∈ B} = F.
If the F -algebra B has center Z(B) = K, then B is a K-algebra whenever K is a field. Having the set the stage, we are now ready to prove the following final characterization of quaternion algebras. Inspired by the proof of this result, we reconsider and reprove the splitting criterion considered in the previous section.
Proposition 4.23. Let B be a quaternion algebra over F . Then the following are equivalent:
(ii) B is not a division ring; (iii) There exists 0 = e ∈ B such that e 2 = 0; (iv) B has a nontrivial left ideal I ⊂ B;
Proof. The equivalence (i) ⇔ (ii) follows from the Wedderburn-Artin theorem. The implications (i) ⇒ (iii) ⇒ (ii) and (i) ⇒ (iv) ⇒ (ii) are clear.
As a consequence of this proposition, we see that if I has a nontrivial left ideal I ⊂ B, then necessarily dim F I = 2 and the map B → End F (I) given by left multiplication is an isomorphism.
We conclude this section with a fundamental result.
Theorem 4.24 (Noether-Skolem). Let A, B be simple F -algebras and that B is central. Suppose that f, g : A → B are homomorphisms. Then there exists x ∈ B such that f (a) = x −1 g(a)x for all a ∈ A.
We first discuss some corollaries of this theorem. 4.3. Let G = {1} be a finite group. Show that the augmentation ideal, the two-sided ideal generated by g − 1 for g ∈ G, is a nontrivial ideal, and hence G is not simple. (However, F [G] is semisimple if char F is coprime to #G: this is Maschke's theorem TO DO : cite! .) 4.4. Let D be a (finite-dimensional) division algebra over F . Show that D = F . Conclude that if B is a simple algebra over F , then B ∼ = M n (F ) for some n ≥ 1.
Show that if
B is a semisimple F -algebra, then so is M n (B) for any n ∈ Z ≥1 . 4.6. A nil ideal of a ring B is a (two-sided) ideal I ⊂ B such that I n = (0) for some n ∈ Z >0 .
Let B be a central F -algebra with standard involution. Show that B is a quaternion algebra if and only if the largest nil ideal of B is (0).
4.7.
Give an example of (finite-dimensional) simple algebras A, B over a field F such that A ⊗ F B is not semisimple.
4.8. In Exercise 4.4, we saw that if D is a (finite-dimensional) division algebra over F then D ⊗ F F ∼ = M n (F ) for some n ≥ 1. In this exercise, we show the same is true if we consider the separable closure. 
Orthogonal groups
Lam, I.7: generation of orthogonal group by reflections. Lam, III.3: coverings of orthogonal groups. Vigneras, pp. 12-13. In this section, we follow a piece of the historical development of quaternions and discuss the unique division quaternion algebra over the real numbers, the real Hamiltonians. We connect this to some basic geometry.
Orders and ideals
To conclude this chapter, we discuss subrings of quaternion algebras when F is the field of fractions of an integral domain.
Throughout, let R be a noetherian integral domain with field of fractions F , and let B be a finite-dimensional algebra over F .
Definition 6.1. Let V be a finite-dimensional F -vector space. A (full) Rlattice of V is a finitely generated R-submodule I ⊂ V with IF = V .
Note that an R-submodule I ⊂ V is finitely generated if and only if I is projective, since B is torsion free.
Definition 6.2. An R-order O ⊂ B is an R-lattice of B which is also a subring of B (hence 1 ∈ O).
Example 6.3. The matrix algebra M n (F ) has the R-order M n (R). The subring R[G] = g Rg is an R-order in the group ring F [G].
Example 6.4. Let a, b ∈ R\0 and consider the quaternion algebra B = a, b F .
If x ∈ B, we denote by R[x] = i Rx i the (commutative) subalgebra of B generated by x.
Definition 6.5. An element x ∈ B is integral over R if x satisfies a monic polynomial with coefficients in R.
Lemma 6.6. An element x ∈ B is integral if and only if R[x] is a finitely generated R-module, if and only if x is contained in a subring A which is a finitely generated R-module.
Proof. If x ∈ B is integral and satisfies f (x) = x n + a n−1
is finitely generated, then x satisfies the characteristic polynomial of left multiplication on a basis for B consisting of elements of O. TO DO : Cite.
If O ⊂ B is an R-order, then every x ∈ O is integral over R, since R[x] is a submodule of O so (since R is noetherian) R[x] is finitely generated.
We say R is integrally closed (in F ) if x ∈ F integral over R implies x ∈ R. (For example, any PID is integrally closed.) Lemma 6.7. Suppose that R is integrally closed. Then x ∈ B is integral over R if and only if the minimal polynomial of x over F has coefficients in R.
Proof. Gauss' lemma. TO DO : cite Corollary 6.8. If B is an F -algebra with a standard involution, then x ∈ B is integral over R if and only if trd(x), nrd(x) ∈ R.
Definition 6.9. An R-order is maximal if it is not properly contained in another R-order.
The set of integral elements in F (the integral closure of R in F ) is an integrally closed domain: if x, y are integral over R then x + y, xy are integral since they lie in R[x, y] which is a finitely generated submodule of F . If R is integrally closed in F and K/F is a field extension then the integral closure S of R in K is integrally closed and therefore S is a maximal R-order in K.
If B is noncommutative, then the set of integral elements in B is no longer necessarily itself a ring. Then O L (I) is an R-submodule of B which is a ring. We show it is also an R-lattice. For any y ∈ B, since IF = B there exists a nonzero r ∈ R such that r(yI) ⊂ I; thus ry ∈ O L (I), and it follows that O L (I)F = B. Next, there exists s ∈ R such that s = s · 1 ∈ I; thus 1 ∈ s −1 I so O L (I) ⊂ s −1 I. Since R is noetherian and s −1 I is an R-lattice we conclude that O L (I) is an R-lattice. We call O L (I) the left order of I. We similarly define the right order of I by O R (I) = {x ∈ B : I ⊂ Ix}.
It follows that every F -algebra B has an R-order, since if B = i F x i then I = i Rx i is an R-lattice.
We have also the following characterization of orders.
Lemma 6.12. Let O ⊂ B be a subring of a quaternion algebra B such that OF = B. Show that O is an R-order if and only if every x ∈ O is integral.
Proof. Exercise 6.3.
Assuming the axiom of choice, it follows that B has a maximal order: by Paragraph 6.11, B has an R-order O, so the collection of R-orders containing O is nonempty; given any chain of R-orders containing O, we have by Lemma 6.12, the union of these orders is again an R-order; thus by Zorn's lemma, there exists a maximal element in this collection and B has a maximal order.
As in the commutative case, orders can be understood by their discriminants. For the rest of this section, let B be a quaternion algebra over F and let O ⊂ B be an R-order. For x 1 , . . . , x 4 ∈ B, we define disc(x 1 , . . . , x 4 ) = det(trd(x i x j )) i,j=1,...,4 .
Definition 6.13. The discriminant of O is the ideal of R generated by
If O is free with basis x 1 , . . . , x 4 , then disc(O) is the principal ideal of R generated by disc(x 1 , . . . , x 4 ): indeed, if x 1 , . . . , x 4 arise as Ax i for some A ∈ M n (R), then disc(x 1 , . . . , Compare this with the determinant of the quadratic form nrd.
In fact, the discriminant disc(O) is always the square of an ideal of R. Let O be an R-order in B. For x 1 , x 2 , x 3 ∈ O, we define Proof. Exercise.
Definition 6.16. The reduced discriminant of O is the ideal discrd(O) of R generated by {{x 1 , x 2 , x 3 } : x 1 , x 2 , x 3 ∈ O}.
Proposition 6.17. We have discrd(O) 2 = disc(O).
Proof. There exists a suborder Λ ⊂ O with the property that Λ = R ⊕ Ri ⊕ Rj ⊕ Rij where i, j are a normalized basis for B. We then check that 
Exercises.
6.1. Give an example of x, y ∈ M 2 (Q) such that x, y are integral but xy is not integral.
6.2. Let R be integrally closed. Show that M n (R) is a maximal order in M n (F ). 
CHAPTER 3
Quaternion algebras over local fields Quaternion algebras over global fields
Local-global relationships
For the rest of this section, let R be a Dedekind domain: a (noetherian) integrally closed domain such that every nonzero prime ideal is maximal. A fractional ideal of R is a projective R-submodule a ⊂ F ; a subset a ⊂ F is a fractional ideal if and only if there exists d ∈ F × such that da ⊂ R is an ideal. We will use the general principle throughout that Z F -lattices are determined by their localizations. For every prime ideal p of Z F , let Z F,p denote the completion of Z F at p. For a Z F -lattice I, we abbreviate I p = I ⊗ Z F Z F,p . Then for two Z F -lattices I, J ⊂ B, we have I = J if and only if I p = J p for all primes p.
Classification of quaternion algebras.
Discriminant and different
An order O is maximal if and only if d = D.
Classification of orders
An Eichler order is the intersection of two maximal orders, and it is this class of orders which we will study throughout. 
