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TESTING FOR PRINCIPAL COMPONENT DIRECTIONS
UNDER WEAK IDENTIFIABILITY
By Davy Paindaveine∗, Julien Remy and Thomas Verdebout†
Universite´ libre de Bruxelles
We consider the problem of testing, on the basis of a p-variate
Gaussian random sample, the null hypothesis H0 : θ1 = θ01 against
the alternative H1 : θ1 6= θ01, where θ1 is the “first” eigenvector of the
underlying covariance matrix and θ01 is a fixed unit p-vector. In the
classical setup where eigenvalues λ1 > λ2 ≥ . . . ≥ λp are fixed, the
Anderson (1963) likelihood ratio test (LRT) and the Hallin, Paindav-
eine and Verdebout (2010) Le Cam optimal test for this problem are
asymptotically equivalent under the null hypothesis, hence also under
sequences of contiguous alternatives. We show that this equivalence
does not survive asymptotic scenarios where λn1/λn2 = 1 + O(rn)
with rn = O(1/
√
n). For such scenarios, the Le Cam optimal test still
asymptotically meets the nominal level constraint, whereas the LRT
severely overrejects the null hypothesis. Consequently, the former test
should be favored over the latter one whenever the two largest sam-
ple eigenvalues are close to each other. By relying on the Le Cam’s
asymptotic theory of statistical experiments, we study the non-null
and optimality properties of the Le Cam optimal test in the afore-
mentioned asymptotic scenarios and show that the null robustness
of this test is not obtained at the expense of power. Our asymptotic
investigation is extensive in the sense that it allows rn to converge to
zero at an arbitrary rate. While we restrict to single-spiked spectra
of the form λn1 > λn2 = . . . = λnp to make our results as striking
as possible, we extend our results to the more general elliptical case.
Finally, we present an illustrative real data example.
1. Introduction. Principal Component Analysis (PCA) is one of the
most classical tools in multivariate statistics. For a random p-vector X with
mean zero and a covariance matrix Σ admitting the spectral decomposi-
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tion Σ =
∑p
j=1 λjθjθ
′
j (λ1 ≥ . . . ≥ λp), the jth principal component is θ ′jX,
that is, the projection of X onto the jth unit eigenvector θj of Σ. In prac-
tice, Σ is usually unknown, so that one of the key issues in PCA is to perform
inference on eigenvectors. The seminal paper Anderson (1963) focused on
the multinormal case and derived asymptotic results for the maximum like-
lihood estimators of the θj ’s and λj ’s. Later, Tyler (1981, 1983) extended
those results to the elliptical case, where, to avoid moment assumptions, Σ is
then the corresponding “scatter” matrix rather than the covariance matrix.
Still under ellipticity assumptions, Hallin, Paindaveine and Verdebout (2010)
obtained Le Cam optimal tests on eigenvectors and eigenvalues, whereas
Hallin, Paindaveine and Verdebout (2014) developed efficient R-estimators
for eigenvectors. Croux and Haesbroeck (2000), Hubert, Rousseeuw and Van-
den Branden (2005) and He et al. (2011) proposed various robust methods
for PCA. Recently, Johnstone and Lu (2009), Berthet and Rigollet (2013)
and Han and Liu (2014) considered inference on eigenvectors of Σ in sparse
high-dimensional situations. PCA has also been extensively considered in
the functional case; see, e.g., Boente and Fraiman (2000), Bali et al. (2011)
or the review paper Cuevas (2014).
In this work, we focus on the problem of testing the null hypothesis H0 :
θ1 = θ
0
1 against the alternative H1 : θ1 6= θ01, where θ01 is a given unit vector
of Rp. While, strictly speaking, the fact that θ1 will below be defined up
to a sign only should lead us to formulate the null hypothesis as H0 : θ1 ∈
{θ01,−θ01}, we will stick to the formulation above, which is the traditional one
in the literature; we refer to the many references provided below. We restrict
to θ1 for the sake of simplicity only; our results could indeed be extended to
null hypotheses of the form H0 : θj = θ0j for any other j. While the emphasis
in PCA is usually more on point estimation, the testing problems above
are also of high practical relevance. For instance, they are of paramount
importance in confirmatory PCA, that is, when it comes to testing that θ1 (or
any other θj) coincides with an eigenvector obtained from an earlier real data
analysis (“historical data”) or with an eigenvector resulting from a theory
or model. In line with this, tests for the null hypothesis H0 : θ1 = θ01 have
been used in, among others, Jackson (2005) to analyze the concentration of
a chemical component in a solution and in Sylvester, Kramer and Jungers
(2008) for the study of the geometric similarity in modern humans.
More specifically, we want to test H0 : θ1 = θ01 against H1 : θ1 6= θ01
on the basis of a random sample X1, . . . ,Xn from the p-variate normal
distribution with mean µ and covariance matrix Σ (the extension to elliptical
distributions will also be considered). Denoting as λˆ1 ≥ λˆ2 ≥ . . . ≥ λˆp the
eigenvalues of the sample covariance matrix S := 1n
∑n
i=1 (Xi− X¯)(Xi− X¯)′
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(as usual, X¯ := 1n
∑n
i=1Xi here), the classical test for this problem is the
Anderson (1963) likelihood ratio test, φA say, rejecting the null hypothesis
at asymptotic level α when
QA := n
(
λˆ1θ
0′
1 S
−1θ01 + λˆ
−1
1 θ
0′
1 Sθ
0
1 − 2
)
> χ2p−1,1−α,
where χ2`,1−α stands for the α-upper quantile of the chi-square distribution
with ` degrees of freedom. Various extensions of this test have been pro-
posed in the literature: to mention only a few, Jolicoeur (1984) considered a
small-sample test, Flury (1988) proposed an extension to more eigenvectors,
Tyler (1981, 1983) robustified the test to possible (elliptical) departures from
multinormality, while Schwartzman, Mascarenhas and Taylor (2008) con-
sidered extensions to the case of Gaussian random matrices. More recently,
Hallin, Paindaveine and Verdebout (2010) obtained the Le Cam optimal test
for the problem above. This test, φHPV say, rejects the null hypothesis at
asymptotic level α when
QHPV :=
n
λˆ1
p∑
j=2
λˆ−1j
(
θ˜
′
jSθ
0
1
)2
> χ2p−1,1−α,
where θ˜j , j = 2, . . . , p, defined recursively through
(1.1) θ˜j :=
(Ip − θ01θ0′1 −
∑j−1
k=2 θ˜kθ˜
′
k)θˆj
‖(Ip − θ01θ0′1 −
∑j−1
k=2 θ˜kθ˜
′
k)θˆj‖
(with summation over an empty collection of indices being equal to zero),
result from a Gram-Schmidt orthogonalization of θ01, θˆ2, . . . , θˆp, where θˆj
is a unit eigenvector of S associated with the eigenvalue λˆj , j = 2, . . . , p.
When the eigenvalues of Σ are fixed and satisfy λ1 > λ2 ≥ λ3 ≥ . . . ≥ λp
(the minimal condition under which θ1 is identified—up to an unimportant
sign, as already mentioned), both tests above are asymptotically equivalent
under the null hypothesis, hence also under sequences of contiguous alterna-
tives, which implies that φA is also Le Cam optimal; see Hallin, Paindaveine
and Verdebout (2010). The tests φA and φHPV can therefore be considered
perfectly equivalent, at least asymptotically so.
In the present paper, we compare the asymptotic behaviors of these tests
in a non-standard asymptotic framework where eigenvalues may depend on n
and where λn1/λn2 converges to 1 as n diverges to infinity. Such asymptotic
scenarios provide weak identifiability since the first eigenvector θ1 is not
properly identified in the limit. To make our results as striking as possible,
we will restrict to single-spiked spectra of the form λn1 > λn2 = . . . = λnp.
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In other words, we will consider triangular arrays of observations Xni, i =
1, . . . , n, n = 1, 2, . . ., where Xn1, . . . ,Xnn form a random sample from the
p-variate normal distribution with mean µn and covariance matrix
Σn := σ
2
n(Ip + rnv θ1θ
′
1)
= σ2n(1 + rnv)θ1θ
′
1 + σ
2
n(Ip − θ1θ ′1),(1.2)
where v is a positive real number, (σn) is a positive real sequence, (rn) is
a bounded positive real sequence, and I` denotes the `-dimensional identity
matrix (again, the multinormality assumption will be relaxed later in the pa-
per). The eigenvalues of the covariance matrix Σn are then λn1 = σ
2
n(1+rnv)
(with corresponding eigenvector θ1) and λn2 = . . . = λnp = σ
2
n (with corre-
sponding eigenspace being the orthogonal complement of θ1 in Rp). If rn ≡ 1
(or more generally if rn stays away from 0 as n → ∞), then this setup is
similar to the classical one where the first eigenvector θ1 remains identified
in the limit. In contrast, if rn = o(1), then the resulting weak identifiability
intuitively makes the problem of testingH(n)0 : θ1 = θ01 againstH(n)1 : θ1 6= θ01
increasingly hard as n diverges to infinity.
Our results show that, while they are, as mentioned above, equivalent in
the standard asymptotic scenario associated with rn ≡ 1, the tests φHPV
and φA actually exhibit very different behaviors under weak identifiability.
More precisely, we show that this asymptotic equivalence survives scenarios
where rn = o(1) with
√
nrn → ∞, but not scenarios where rn = O(1/
√
n).
Irrespective of the asymptotic scenario considered, the test φHPV asymptot-
ically meets the nominal level constraint, hence may be considered robust to
weak identifiability. On the contrary, in scenarios where rn = O(1/
√
n), the
test φA dramatically overrejects the null hypothesis. Consequently, despite
the asymptotic equivalence of these tests in standard asymptotic scenarios,
the test φHPV should be favored over φA.
Of course, this nice robustness property of φHPV only refers to the null
asymptotic behavior of this test, and it is of interest to investigate whether
or not this null robustness is obtained at the expense of power. In order to
do so, we study the non-null and optimality properties of φHPV under suit-
able local alternatives. This is done by exploiting the Le Cam’s asymptotic
theory of statistical experiments. In every asymptotic scenario considered,
we show that the corresponding sequence of experiments converges to a lim-
iting experiment in the Le Cam sense. Interestingly, (i) the corresponding
contiguity rate crucially depends on the underlying asymptotic scenario and
(ii) the resulting limiting experiment is not always a Gaussian shift experi-
ment, such as in the standard local asymptotic normality (LAN) setup. In all
cases, however, we can derive the asymptotic non-null distribution of QHPV
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under contiguous alternatives by resorting to the Le Cam third lemma, and
we can establish that this test enjoys excellent optimality properties.
The problem we consider in this paper is characterized by the fact that
the parameter of interest (here, the first eigenvector) is unidentified when
a nuisance parameter is equal to some given value (here, when the ratio of
both largest eigenvalues is equal to one). Such situations have already been
considered in the statistics and econometrics literatures; we refer, e.g., to Du-
four (1997), Po¨tscher (2002), Forchini and Hillier (2003), Dufour (2006), or
Paindaveine and Verdebout (2017). To the best of our knowledge, however,
no results have been obtained in PCA under weak identifiability. We think
that, far from being of academic interest only, our results are also crucial for
practitioners: they indeed provide a clear warning that, when the underlying
distribution is close to spherical (more generally, when both largest sample
eigenvalues are nearly equal), the daily-practice Gaussian test φA tends to
overreject the null hypothesis, hence may lead to wrong conclusions (false
positives) with very high probability, whereas the test φHPV remains a reli-
able procedure in such cases. We provide an illustrative real data example
that shows the practical relevance of our results.
The paper is organized as follows. In Section 2, we introduce the distribu-
tional setup and notation to be used throughout and we derive preliminary
results on the asymptotic behavior of sample eigenvalues/eigenvectors. In
Section 3, we show that the null asymptotic distribution of QHPV is χ
2
p−1 un-
der all asymptotic scenarios, whereas that of QA is χ
2
p−1 only if
√
nrn →∞.
We also explicitly provide the null asymptotic distribution of QA when rn =
O(1/
√
n). In Section 4, we show that, in all asymptotic scenarios, the se-
quence of experiments considered converges to a limiting experiment. Then,
this is used to study the non-null and optimality properties of φHPV. In Sec-
tion 5, we extend our results to the more general elliptical case. Theoretical
findings in Sections 3 to 5 are illustrated through Monte Carlo exercises. We
treat a real data illustration in Section 6. Finally, we wrap up and shortly
discuss research perspectives in Section 7. All proofs are provided in the
appendix.
2. Preliminary results. As mentioned above, we will consider through-
out triangular arrays of observations Xni, i = 1, . . . , n, n = 1, 2, . . ., where
Xn1, . . . ,Xnn form a random sample from the p-variate normal distribu-
tion with mean µn and covariance matrix Σn = σ
2
n(Ip + rnv θ1θ
′
1), where θ1
is a unit p-vector and σn, rn and v are positive real numbers. The result-
ing hypothesis will be denoted as Pµn,σn,θ1,rn,v = P
(n)
µn,σn,θ1,rn,v
(the super-
script (n) will be dropped in the sequel). Throughout, X¯n :=
1
n
∑n
i=1Xni
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and Sn :=
1
n
∑n
i=1(Xni − X¯n)(Xni − X¯n)′ will denote the sample average
and sample covariance matrix of Xn1, . . . ,Xnn. For any j = 1, . . . , p, the jth
largest eigenvalue of Sn and “the” corresponding unit eigenvector will be de-
noted as λˆnj and θˆnj , respectively (identifiability is discussed at the end of
this paragraph). With this notation, the tests φA = φ
(n)
A and φHPV = φ
(n)
HPV
from the introduction reject the null hypothesis at asymptotic level α when
QA = Q
(n)
A = n
(
λˆn1θ
0′
1 S
−1
n θ
0
1 + λˆ
−1
n1θ
0′
1 Snθ
0
1 − 2
)
=
n
λˆn1
p∑
j=2
λˆ−1nj (λˆn1 − λˆnj)2
(
θˆ
′
njθ
0
1
)2
> χ2p−1,1−α(2.1)
and
(2.2) QHPV = Q
(n)
HPV =
n
λˆn1
p∑
j=2
λˆ−1nj
(
θ˜
′
njSnθ
0
1
)2
> χ2p−1,1−α,
respectively, where θ˜n2, . . . , θ˜np result from the Gram-Schmidt orthogonal-
ization in (1.1) applied to θ01, θˆn2, . . . , θˆnp. Under Pµn,σn,θ1,rn,v, the sample
eigenvalue λˆnj is uniquely defined with probability one, but θˆnj is, still with
probability one, defined up to a sign only. Clearly, this sign does not play
any role in (2.1)–(2.2), hence will be fixed arbitrarily. At a few places below,
however, this sign will need to be fixed in an appropriate way.
For obvious reasons, the asymptotic behavior of Sn will play a crucial
role when investigating the asymptotic properties of the tests above. To
describe this behavior, we need to introduce the following notation. For
an ` × ` matrix A, denote as vec(A) the vector obtained by stacking the
columns of A on top of each other. We will let A⊗2 := A ⊗ A, where
A⊗B is the Kronecker product of A and B. The commutation matrix Kk,`,
that is such that Kk,`(vecA) = vec(A
′) for any k × ` matrix A, satisfies
Kp,k(A⊗B) = (B⊗A)Kq,` for any k× ` matrix A and p× q matrix B; see,
e.g., Magnus and Neudecker (2007). If X is p-variate standard normal, then
the covariance matrix of vec(XX′) is Ip2 +Kp, with Kp := Kp,p; the Levy-
Lindeberg central limit theorem then easily provides the following result.
Lemma 2.1. Fix a unit p-vector θ1, v > 0 and a bounded positive real
sequence (rn). Then, under P0,1,θ1,rn,v,
√
n(Σ−1/2n )⊗2vec(Sn−Σn) is asymp-
totically normal with mean zero and covariance matrix Ip2 +Kp. In particu-
lar, (i) if rn ≡ 1, then
√
n vec(Sn−Σn) is asymptotically normal with mean
zero and covariance matrix (Ip2 + Kp)(Σ(v))
⊗2, with Σ(v) := Ip + v θ1θ ′1;
(ii) if rn is o(1), then
√
n vec(Sn −Σn) is asymptotically normal with mean
zero and covariance matrix Ip2 +Kp.
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Clearly, the tests φA and φHPV above are invariant under translations
and scale transformations, that is, respectively, under transformations of
the form (Xn1, . . . ,Xnn) 7→ (Xn1 + t, . . . ,Xnn + t), with t ∈ Rp, and
(Xn1, . . . ,Xnn) 7→ (sXn1, . . . , sXnn), with s > 0. This implies that, when
investigating the behavior of these tests, we may assume without loss of gen-
erality that µn ≡ 0 and σn ≡ 1, that is, we may restrict to hypotheses of the
form Pθ1,rn,v := P0,1,θ1,rn,v, as we already did in Lemma 2.1. We therefore
restrict to such hypotheses in the rest of the paper.
The tests φA and φHPV are based on statistics that do not only involve the
sample covariance matrix Sn, but also the corresponding sample eigenvalues
and eigenvectors. It is therefore no surprise that investigating the asymptotic
behavior of these tests under weak identifiability will require controlling the
asymptotic behaviors of sample eigenvalues and eigenvectors. For eigenval-
ues, we have the following result (throughout, diag(A1, . . . ,Am) stands for
the block-diagonal matrix with diagonal blocks A1, . . . ,Am).
Lemma 2.2. Fix a unit p-vector θ1, v > 0 and a bounded positive real
sequence (rn). Let Z(v) be a p × p random matrix such that vec(Z(v)) ∼
N (0, (Ip2 +Kp)(Λ(v))⊗2), with Λ(v) := diag(1 + v, 1, . . . , 1), and let Z22(v)
be the matrix obtained from Z(v) by deleting its first row and first column.
Write Z := Z(0) and Z22 := Z22(0). Then, under Pθ1,rn,v,
`n :=
(√
n(λˆn1−(1+rnv)),
√
n(λˆn2−1), . . . ,
√
n(λˆnp−1)
)′ D→ ` = (`1, . . . , `p)′,
where
D→ denotes weak convergence and where ` is as follows:
(i) if rn ≡ 1, then `1 and (`2, . . . , `p)′ are mutually independent, `1 is
normal with mean zero and variance 2(1 + v)2, and `2 ≥ . . . ≥ `p are
the eigenvalues of Z22(v);
(ii) if rn is o(1) with
√
nrn → ∞, then `1 and (`2, . . . , `p)′ are mutually
independent, `1 is normal with mean zero and variance 2, and `2 ≥
. . . ≥ `p are the eigenvalues of Z22;
(iii) if rn = 1/
√
n, then `1 is the largest eigenvalue of Z− diag(0, v, . . . , v)
and `2 ≥ . . . ≥ `p are the p − 1 smallest eigenvalues of Z + diag(v, 0,
. . . , 0);
(iv) If rn = o(1/
√
n), then ` is the vector of eigenvalues of Z (in decreasing
order), hence has density
(2.3)
(`1, . . . , `p)
′ 7→ bp exp
(
− 1
4
p∑
j=1
`2j
)( ∏
1≤k<j≤p
(`k − `j)
)
I[`1 ≥ . . . ≥ `p],
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where bp is a normalizing constant and where I[A] is the indicator
function of A.
Lemma 2.2 shows that, unlike the sample covariance matrix Sn, sample
eigenvalues exhibit an asymptotic behavior that crucially depends on (rn).
The important threshold, associated with rn = 1/
√
n, provides sequences of
hypotheses Pθ1,rn,v that are contiguous to the spherical hypotheses Pθ1,0,v
under which the first eigenvector θ1 is unidentified (contiguity follows, e.g.,
from Proposition 2.1 in Hallin and Paindaveine, 2006). Lemma 2.2 then
identifies four regimes that will be present throughout our double asymptotic
investigation below, namely away from contiguity (rn ≡ 1, case (i)), above
contiguity (rn is o(1) with
√
nrn → ∞, case (ii)), under contiguity (rn =
1/
√
n, case (iii)), and under strict contiguity (rn = o(1/
√
n), case (iv)).
In the high-dimensional setup where p = pn is such that p/n → γ−2 ∈
(0, 1], a related phase transition phenomenon has been identified in Baik,
Ben Arous and Pe´che´ (2005), in the case of complex-valued Gaussian obser-
vations. More precisely, in the single-spiked case considered in the present
paper, Theorem 1.1 of Baik, Ben Arous and Pe´che´ (2005) proves that the
asymptotic behavior of λˆn1 crucially depends on the ratio ρ of λn1 to the
common value of λnj , j = 2, . . . , p; there, ρ is essentially of the form ρ =
1 + C
√
p/n(→ 1 + Cγ), for some constant C ≥ 1 whose value is showed to
strongly impact the weak limit and consistency rate of λˆn1. Note that, in
contrast, several rates are considered for ρ = ρn in Lemma 2.2 above, and
that λˆn1 exhibits the same consistency rate in each case.
While Lemmas 2.1–2.2 will be sufficient to study the asymptotic behavior
of φHPV, the test φA, as hinted by the expression in (2.1), will further require
investigating the joint asymptotic behavior of θˆ
′
n2θ
0
1, . . . , θˆ
′
npθ
0
1. To do so, fix
arbitrary p-vectors θ2, . . . , θp such that Γ := (θ
0
1, θ2, . . . , θp) is orthogonal.
Let further Γˆn := (θˆn1, . . . , θˆnp), where the “signs” of θˆnj , j = 1, . . . , p, are
fixed by the constraint that, with probability one, all entries in the first
column of
En := Γˆ
′
nΓ =
(
En,11 En,12
En,21 En,22
)
(2.4)
are positive (note that all entries of En are almost surely non-zero). With
this notation, En,21 collects the random variables θˆ
′
n2θ
0
1, . . . , θˆ
′
npθ
0
1 of interest
above. We then have the following result.
Lemma 2.3. Fix a unit p-vector θ1, v > 0 and a bounded positive real
sequence (rn). Let Z be a p×p random matrix such that vec(Z) ∼ N (0, Ip2 +
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Kp). Let E(v) := (w1(v), . . . ,wp(v))
′, where wj(v) = (wj1(v), . . . , wjp(v))′
is the unit eigenvector associated with the jth largest eigenvalue of Z +
diag(v, 0, . . . , 0) and such that wj1(v) > 0 almost surely. Extending the def-
initions to the case v = 0, write E := E(0). Then, we have the following
under Pθ1,rn,v:
(i) if rn ≡ 1, then En,11 = 1+oP(1), En,22E′n,22 = Ip−1+oP(1),
√
nEn,21 =
OP(1), and both
√
nE′n,22En,21 and
√
nE′n,12 are asymptotically normal
with mean zero and covariance matrix v−2(1 + v)Ip−1;
(ii) if rn is o(1) with
√
nrn → ∞, then En,11 = 1 + oP(1), En,22E′n,22 =
Ip−1 + oP(1),
√
nrnEn,21 = OP(1), and both
√
nrnE
′
n,22En,21 and√
nrnE
′
n,12 are asymptotically normal with mean zero and covariance
matrix v−2Ip−1;
(iii) if rn = 1/
√
n, then En converges weakly to E(v);
(iv) if rn = o(1/
√
n), then En converges weakly to E.
This result shows that the asymptotic behavior of En,21, which, as men-
tioned above, is the only part of En involved in the Anderson test statis-
tic QA, depends on the regimes identified in Lemma 2.2. (i) Away from
contiguity, En,21 converges to the zero vector in probability at the standard
root-n rate. (ii) Above contiguity, En,21 is still oP(1), but the rate of conver-
gence is slower. (iii) Under contiguity, consistency is lost and En,21 converges
weakly to a distribution that still depends on v. (iv) Under strict contiguity,
on the contrary, the asymptotic distribution of En does not depend on v and
inspection of the proof of Lemma 2.3 reveals that this asymptotic distribu-
tion is the same as the one we would obtain for v = 0. In other words, the
asymptotic distribution of En is then the same as in the spherical Gaussian
case, so that, up to the fact that E has almost surely positive entries in
its first column (a constraint inherited from the corresponding one on En),
this asymptotic distribution is the invariant Haar distribution on the group
of p× p orthogonal matrices; see Anderson (1963), page 126.
3. Null results. In this section, we will study the null asymptotic be-
haviors of φA and φHPV under weak identifiability, that is, we do so under
the sequences of (null) hypotheses Pθ01,rn,v introduced in the previous sec-
tion. Before doing so theoretically, we consider the following Monte Carlo
exercise. For any ` = 0, 1, . . . , 5, we generated M = 10,000 mutually in-
dependent random samples X
(`)
i , i = 1, . . . , n, from the (p = 10)-variate
normal distribution with mean zero and covariance matrix
(3.1) Σ(`)n := Ip + n
−`/6θ01θ
0′
1 ,
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where θ01 is the first vector of the canonical basis of Rp. For each sample, we
performed the tests φHPV and φA for H(n)0 : θ1 = θ01 at nominal level 5%.
The value of ` allows to consider the various regimes above, namely (i) away
from contiguity (` = 0), (ii) beyond contiguity (` = 1, 2), (iii) under conti-
guity (` = 3), and (iv) under strict contiguity (` = 4, 5). Increasing values
of ` therefore provide harder and harder inference problems. Figure 1, that
reports the resulting rejection frequencies for n = 200 and n = 500,000, sug-
gests that φHPV asymptotically shows the target Type 1 risk in all regimes,
hence is validity-robust to weak identifiability. In sharp contrast, φA seems
to exhibit the right asymptotic null size in regimes (i)–(ii) only, as it dramat-
ically overrejects the null hypothesis (even asymptotically) in regimes (iii)–
(iv).
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Fig 1. Empirical rejection frequencies, under the null hypothesis, of the tests φHPV and φA
performed at nominal level 5%. Results are based on M = 10,000 independent ten-
dimensional Gaussian random samples of size n = 200 (left) and size n = 500,000 (right).
Increasing values of ` bring the underlying spiked covariance matrix closer and closer to a
multiple of the identity matrix; see Section 3 for details. The link between the values of `
and the asymptotic regimes (i)–(iv) from Section 2 is provided in each barplot.
We now turn to the theoretical investigation of the asymptotic behaviors
of φA and φHPV under weak identifiability. Obviously, this will heavily rely
on Lemmas 2.2–2.3. For φHPV, we have the following result.
Theorem 3.1. Fix a unit p-vector θ01, v > 0 and a bounded positive real
sequence (rn). Then, under Pθ01,rn,v,
QHPV
D→ χ2p−1,
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so that, in all regimes (i)–(iv) from the previous section, the test φHPV has
asymptotic size α under the null hypothesis.
This result confirms that the test φHPV is validity-robust to weak iden-
tifiability in the sense that it will asymptotically meet the nominal level
constraint in scenarios that are arbitrarily close to the spherical case. As
hinted by the above Monte Carlo exercise, the situation is more complex for
the Anderson test φA. We have the following result.
Theorem 3.2. Fix a unit p-vector θ01, v > 0 and a bounded positive
real sequence (rn). Let Z be a p × p random matrix such that vec(Z) ∼
N (0, Ip2 +Kp). Then, we have the following under Pθ01,rn,v:
(i)–(ii) if rn ≡ 1 or if rn is o(1) with
√
nrn →∞, then
QA
D→ χ2p−1,
so that the test φA has asymptotic size α under the null hypothesis;
(iii) if rn = 1/
√
n, then
QA
D→
p∑
j=2
(`1(v)− `j(v))2(wj1(v))2,
where `1(v) ≥ . . . ≥ `p(v) are the eigenvalues of Z + diag(v, 0, . . . , 0)
and wj(v) = (wj1(v), . . . , wjp(v))
′ is an arbitrary unit eigenvector as-
sociated with `j(v) (with probability one, the only freedom in the choice
of wj(v) is in the sign of wj1(v), that is clearly irrelevant here);
(iv) if rn = o(1/
√
n), then
QA
D→
p∑
j=2
(`1 − `j)2w2j1,
where `1 ≥ . . . ≥ `p are the eigenvalues of Z and wj = (wj1, . . . , wjp)′
is an arbitrary unit eigenvector associated with `j.
This result ensures that the Anderson test asymptotically meets the nom-
inal level constraint in regimes (i)–(ii). To see whether or not this extends
to regimes (iii)–(iv), we need to investigate the asymptotic distributions in
Theorem 3.2(iii)–(iv). We consider first the asymptotic distribution of QA
under Pθ01,1/
√
n,v, that is, in the contiguity regime (iii). To do so, we gener-
ated, for various dimensions p and for each v = 8(`−1)/19, ` = 1, . . . , 20, in a
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regular grid of 20 v-values in [0, 8], a collection of M = 106 independent val-
ues Z1(v), . . . , ZM (v) from the asymptotic distribution in Theorem 3.2(iii).
For each p and v, we then recorded
(3.2) r
(iii)
p,.95(v) :=
1
M
M∑
m=1
I
[
Zm(v) > χ
2
p−1,.95
]
,
which is an excellent approximation of the asymptotic null size of the 5%-
level Anderson test under Pθ01,1/
√
n,v (a 99%-confidence interval for the true
asymptotic size has a length smaller than .0026). The left panel of Figure 2
plots r
(iii)
p,.95(v) as a function of v for several dimensions p. Clearly, the An-
derson test is, irrespective of p and v, asymptotically overrejecting the null
hypothesis. The asymptotic Type I risk increases with p and decreases with v
(letting v go to infinity essentially provides regime (ii), which explains that
the Type I risk then converges to the nominal level). In the right panel of
Figure 2, we generated, still for various values of p, M = 106 independent
values Z1, . . . , ZM from the asymptotic distribution in Theorem 3.2(iv) and
plotted the function mapping α to
(3.3) r(iv)p,α :=
1
M
M∑
m=1
I
[
Zm > χ
2
p−1,1−α
]
,
which accurately approximates the asymptotic Type I risk of the level-α
Anderson test in regime (iv). Irrespective of α, the Anderson test is still
overrejecting the null hypothesis asymptotically and the asymptotic Type I
risk increases with p. Overrejection is dramatic: for instance, in dimension 10,
the asymptotic Type I risk of the 5%-level Anderson test exceeds 92%. Em-
pirical rejection frequencies of the Anderson test, which are also showed in
Figure 2, clearly support the asymptotic results in Theorem 3.2(iii)–(iv).
The asymptotic distributions in Theorem 3.2(iii)–(iv) are explicitly de-
scribed yet are quite complicated. Remarkably, for regime (iv), the asymp-
totic distribution is a classical one in the bivariate case p = 2. More precisely,
we have the following result.
Corollary 3.1. Fix p = 2, a unit p-vector θ01, v > 0 and a positive real
sequence (rn) such that
√
nrn → 0. Then, under Pθ01,rn,v,
QA
D→ 4χ21,
so that, irrespective of α ∈ (0, 1), the asymptotic size of φA under the null
hypothesis is strictly larger than α.
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Fig 2. (Left:) Plots, for various dimensions p, of the approximate asymptotic Type I
risk r
(iii)
p,.95(v) (see (3.2)) of the 5%-level Anderson test for H0 : θ1 = θ01 under Pθ01,rn,v,
with rn = 1/
√
n (regime (iii)). The dashed curves report the corresponding rejection fre-
quencies for sample size n = 10,000 (a regular grid of 20 v-values in [0, 8] was considered
and rejection frequencies were computed from 2,500 independent replications in each case).
(Right:) Plots, for the same dimensions p, of the approximate asymptotic Type I risk r
(iv)
p,α
(see (3.3)) of the level-α Anderson test for H0 : θ1 = θ01 under Pθ01,rn,v, with rn = o(1/
√
n)
(regime (iv)). The dashed curves report the corresponding rejection frequencies computed
from 2,500 independent standard normal samples of size n = 10,000. The thin curves rep-
resent what the asymptotic Type I risk of the level-α Anderson test would be if the null
asymptotic distribution of QA in regime (iv) would be 4χ
2
p−1; see the discussion below
Corollary 3.1.
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This result shows in a striking way the impact weak identifiability may
have, in the bivariate case, on the null asymptotic distribution of the Ander-
son test statistic QA: away from contiguity and beyond contiguity (regimes
(i)–(ii)), QA is asymptotically χ
2
1 under the null hypothesis (Theorem 3.2),
whereas under strict contiguity (regime (iv)), this statistic is asymptoti-
cally 4χ21 under the null hypothesis. The result also allows us to quantify,
for any nominal level α, how much the bivariate Anderson test will asymp-
totically overreject the null hypothesis in regime (iv). More precisely, the
Type 1 risk, in this regime, of the level-α bivariate Anderson test converges
to P[4Z2 > χ21,1−α], where Z is standard normal. For α = 0.1%, 1% and 5%,
this provides in regime (iv) an asymptotic Type 1 risk of about 10%, 19.8%
and 32.7%, respectively (which exceeds the nominal level by about a fac-
tor 100, 20 and 6.5, respectively!) In dimensions p ≥ 3, the null asymptotic
distribution of QA in regime (iv), as showed in the right panel of Figure 2,
is very close to 4χ2p−1, particularly so for p = 3. Yet the distribution is
not 4χ2p−1. For instance, in dimension p = 3, it can be showed that the null
asymptotic distribution of QA in regime (iv) has mean 49/6, whereas the
distribution 4χ22 has mean 8 = 48/6 (also, computing the variance of the
null asymptotic distribution of QA shows that this distribution is not of the
form λχ22 for any λ > 0).
We close this section with a last simulation illustrating Theorem 3.2 and
its consequences. To do so, we generated, for any ` = 0, 1, . . . , 5, a collection
of M = 10,000 mutually independent random samples of size n = 500,000
from the bivariate normal distribution with mean zero and covariance ma-
trix Σ(`)n := I2+n
−`/6θ01θ
0′
1 , with θ
0
1 = (1, 0)
′. This is therefore essentially the
bivariate version of the ten-dimensional numerical exercise leading to Fig-
ure 1. For each value of `, Figure 3 provides histograms of the resulting M
values of the Anderson test statistic QA, along with plots of the densities
of the χ21 and 4χ
2
1 distributions, that is, densities of the null asymptotic
distribution of QA in regimes (i)–(ii) and in regime (iv), respectively. In
these three regimes, the histograms are perfectly fitted by the correspond-
ing density. The figure also provides the empirical Type 1 risks of the level-α
Anderson test for α = 0.1%, 1% and 5%. Clearly, these Type 1 risks are close
to the theoretical asymptotic ones both in regimes (i)–(ii) (namely, α) and in
regime (iv) (namely, the Type 1 risks provided in the previous paragraph).
4. Non-null and optimality results. The previous section shows
that, unlike φA, the test φHPV is validity-robust to weak identifiability. How-
ever, the trivial level-α test, that randomly rejects the null hypothesis with
probability α, of course enjoys the same robustness property. This motivates
TESTING FOR PC DIRECTIONS UNDER WEAK IDENTIFIABILITY 15
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0
χ1
2 (pdf)
4χ1
2 (pdf)
ℓ=0 (i)
0.12 (α=0.1%) 
1.12 (α=1%) 
5.03 (α=5%) 
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0 ℓ=1 (ii)
0.04 (α=0.1%) 
0.89 (α=1%) 
4.72 (α=5%) 
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0 ℓ=2 (ii)
0.23 (α=0.1%) 
1.32 (α=1%) 
5.71 (α=5%) 
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0 ℓ=3 (iii)
4.6 (α=0.1%) 
10.86 (α=1%) 
21.27 (α=5%) 
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0 ℓ=4 (iv)
9.3 (α=0.1%) 
17.97 (α=1%) 
30.8 (α=5%) 
0.0 0.5 1.0 1.5 2.0 2.5
0.
0
0.
5
1.
0
1.
5
2.
0 ℓ=5 (iv)
9.83 (α=0.1%) 
19.18 (α=1%) 
32.38 (α=5%) 
Fig 3. For each ` = 0, 1, . . . , 5, histograms of values of QA from M = 10,000 independent
(null) Gaussian random samples of size n = 500,000 and dimension p = 2. Increasing
values of ` bring the underlying spiked covariance matrix closer and closer to a multiple
of the identity matrix; see Section 3 for details. The links between the values of ` and the
asymptotic regimes (i)–(iv) from Section 2 are provided in each case. For any value of `, the
density of the null asymptotic distribution of QA in regimes (i)–(ii) (resp., in regime (iv))
is plotted in orange (resp., in blue) and the empirical Type 1 risk of the level-α Anderson
test is provided for α = 0.1%, 1% and 5%.
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investigating whether or not the validity-robustness of φHPV is obtained at
the expense of power. In this section, we therefore study the asymptotic non-
null behavior of φHPV and show that this test actually still enjoys strong
optimality properties under weak identifiability.
Throughout, optimality is to be understood in the Le Cam sense. In the
present hypothesis testing context, Le Cam optimality requires studying
local log-likelihood ratios of the form
(4.1) Λn := log
dPθ01+νnτn,rn,v
dPθ01,rn,v
,
where the bounded sequence (τ n) in Rp and the positive real sequence (νn)
are such that, for any n, θ01 +νnτ n is a unit p-vector, hence, is an admissible
perturbation of θ01. This imposes that (τ n) satisfies
(4.2) θ0′1 τ n = −
νn
2
‖τ n‖2
for any n. The following result then describes, in each of the four regimes (i)–
(iv) considered in the previous sections, the asymptotic behavior of the log-
likelihood ratio Λn.
Theorem 4.1. Fix a unit p-vector θ01, v > 0 and a bounded positive real
sequence (rn). Then, we have the following under Pθ01,rn,v:
(i) if rn ≡ 1, then, with νn = 1/
√
n,
∆n =
v
1 + v
√
n(Ip − θ01θ0′1 )(Sn −Σn)θ01 and Γ =
v2
1 + v
(Ip − θ01θ0′1 ),
we have that Λn = τ
′
n∆n− 12 τ ′nΓτ n + oP(1) and that ∆n is asymptot-
ically normal with mean zero and covariance matrix Γ;
(ii) if rn is o(1) with
√
nrn →∞, then, with νn = 1/(
√
nrn),
∆n = v
√
n(Ip − θ01θ0′1 )(Sn −Σn)θ01 and Γ = v2(Ip − θ01θ0′1 ),
we similarly have that Λn = τ
′
n∆n − 12 τ ′nΓτ n + oP(1) and that ∆n is
still asymptotically normal with mean zero and covariance matrix Γ;
(iii) if rn = 1/
√
n, then, letting νn ≡ 1,
Λn = τ
′
n
[
v
√
n(Sn −Σn)
(
θ01 +
1
2
τ n
)]
(4.3)
−v
2
2
‖τ n‖2 + v
2
8
‖τ n‖4 + oP(1),
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where, if (τ n) → τ , then τ ′n
√
n(Sn −Σn)(θ01 + 12τ n) is asymptotically
normal with mean zero and variance ‖τ ‖2 − 14‖τ ‖4;
(iv) if rn = o(1/
√
n), then, even with νn ≡ 1, we have that Λn is oP(1).
This result shows that, for any fixed v > 0 and for any fixed sequence (rn)
associated with regime (i) (away from contiguity) or regime (ii) (beyond
contiguity), the sequence of models {Pθ1,rn,v : θ1 ∈ Sp−1} is LAN (locally
asymptotically normal), with central sequence
(4.4) ∆n,δ :=
√
nv
1 + δv
(
Ip − θ01θ0′1
)
(Sn −Σn)θ01
and Fisher information matrix
(4.5) Γδ :=
v2
1 + δv
(
Ip − θ01θ0′1
)
,
where δ := 1 if regime (i) is considered and δ := 0 otherwise. Denoting as A−
the Moore-Penrose inverse of A, it follows that the locally asymptotically
maximin test for H(n)0 : θ1 = θ01 against H(n)1 : θ1 6= θ01 rejects the null
hypothesis at asymptotic level α when
(4.6) Qδ = ∆
′
n,δΓ
−
δ ∆n,δ =
n
1 + δv
θ0′1 Sn
(
Ip − θ01θ0′1
)
Snθ
0
1 > χ
2
p−1,1−α.
In view of (B.1) in the proof of Theorem 3.1, we have thatQHPV = Qδ+oP(1)
under Pθ01,rn,v, for any v > 0 and any bounded positive sequence (rn), hence
also, from contiguity, under local alternatives of the form Pθ01+τn/(
√
nrn),rn,v
.
We may therefore conclude that, away from contiguity and beyond contigu-
ity, the test φHPV is Le Cam optimal for the problem at hand. We have the
following result.
Theorem 4.2. Fix a unit p-vector θ01, v > 0 and a positive real se-
quence (rn) satisfying (i) rn ≡ 1 or (ii) rn = o(1) with
√
nrn → ∞. Then,
the test φHPV is locally asymptotically maximin at level α when testing H(n)0 :
θ1 = θ
0
1 against H(n)1 : θ1 6= θ01. Moreover, under Pθ01+τn/(√nrn),rn,v, with (τ n)→ τ , the statistic QHPV is asymptotically non-central chi-square with p− 1
degrees of freedom and with non-centrality parameter (v2/(1 + δv))‖τ ‖2.
Under strict contiguity (Theorem 4.1(iv)), no asymptotic level-α test can
show non-trivial asymptotic powers against the most severe alternatives of
the form θ01 + τ . Therefore, the test φHPV is also optimal in regime (iv),
even though this optimality is degenerate since the trivial level-α test is
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also optimal in this regime. We then turn to Theorem 4.1(iii), where the
situation is much less standard, as the sequence of experiments {Pθ1,1/√n,v :
θ1 ∈ Sp−1} there is neither LAN, nor LAMN (locally asymptotically mixed
normal), nor LAQ (locally asymptotically quadratic); see ? and ?. While, to
the best of our knowledge, the form of optimal tests in such non-standard
limiting experiments remains unknown, we will still be able below to draw
conclusions about optimality for small values of τ . Before doing so, note that,
by using the Le Cam first lemma (see, e.g., Lemma 6.4 in van der Vaart,
1998), Theorem 4.1(iii) readily entails that, for any v > 0, the sequences
of hypotheses Pθ01,1/
√
n,v and Pθ01+τn,1/
√
n,v, with (τ n) → τ , are mutually
contiguous. Consequently, the asymptotic non-null distribution of the test
statistic QHPV under contiguous alternatives may still be obtained from the
Le Cam third lemma. We have the following result.
Theorem 4.3. Fix a unit p-vector θ01, v > 0 and a positive real se-
quence (rn) satisfying (iii) rn = 1/
√
n or (iv) rn = o(1/
√
n). Then, in
case (iii), the test statistic QHPV, under Pθ01+τn,rn,v, with (τ n) → τ , is
asymptotically non-central chi-square with p− 1 degrees of freedom and with
non-centrality parameter
(4.7)
v2
16
‖τ ‖2(4− ‖τ ‖2)(2− ‖τ ‖2)2,
so that the test φHPV is rate-consistent. In case (iv), this test is locally
asymptotically maximin at level α when testing H(n)0 : θ1 = θ01 against H(n)1 :
θ1 6= θ01, but trivially so since its asymptotic power against any sequence of
alternatives Pθ01+τn,rn,v, with (τ n)→ τ , is then equal to α.
Figure 4 plots the non-centrality parameter in (4.7) as a function of τ ∈
[0,
√
2] (since θ1 is defined up to a sign, one may restrict to alternatives θ
0
1+τ
in the hemisphere centered at θ01), as well as the resulting asymptotic powers
of the test φHPV in dimensions p = 2, 3. This test shows no asymptotic
power when ‖τ ‖ = √2 (that is, when θ1 is orthogonal to θ01), hence clearly
does not enjoy global-in-τ optimality properties in regime (iii). As we now
explain, however, φHPV exhibits excellent local-in-τ optimality properties in
this regime. In order to see this, note that decomposing Ip into
(
Ip−θ01θ0′1
)
+
θ01θ
0′
1 and using repeatedly (4.2) allows to rewrite (4.3) as
Λn = τ
′
n∆n,0 −
1
2
τ ′nΓ0τ n(4.8)
−
√
nv
2
‖τ n‖2θ0′1 (Sn −Σn)θ01 +
√
nv
2
τ ′n(Sn −Σn)τ n + oP(1),
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where ∆n,0 and Γ0 were defined in (4.4) and (4.5), respectively. For small
perturbations τ n, the righthand side of (4.8), after neglecting the second-
order random terms in τ n, becomes
τ ′n∆n,0 −
1
2
τ ′nΓ0τ n + oP(1),
so that the sequence of experiments is then LAN again, with central se-
quence ∆n,0 and Fisher information matrix Γ0. This implies that the test
in (4.6) and (in view of the asymptotic equivalence stated below (4.6)) the
test φHPV are locally(-in-τ ) asymptotically maximin.
Now, if the objective is to construct a test that will perform well also for
large perturbations τ n in regime (iii), it may be tempting to consider as a
test statistic the linear-in-τ part of the random term in (4.3), namely ∆˜n :=
v
√
n(Sn−Σn)θ01. Since ∆˜n, under Pθ01,1/√n,v, is asymptotically normal with
mean zero and covariance Γ˜ := v2(Ip + θ
0
1θ
0′
1 ), the resulting test, φoracle say,
rejects the null hypothesis at asymptotic level α when
Q˜ := ∆˜
′
nΓ˜
−1
∆˜n = nθ
0′
1 (Sn −Σn)
(
Ip + θ
0
1θ
0′
1
)−1
(Sn −Σn)θ01(4.9)
= n
(
Snθ
0
1 −
(
1 + v√
n
)
θ01
)′(
Ip − 12θ01θ0′1
)(
Snθ
0
1 −
(
1 + v√
n
)
θ01
)
> χ2p,1−α;
the terminology “oracle” stresses that this test requires knowing the true
value of v. The Le Cam third lemma entails that ∆˜n, under Pθ01+τn,1/
√
n,v,
with (τ n) → τ , is asymptotically normal with mean v2(1 − 12‖τ ‖2)τ −
(v2/2)‖τ ‖2θ01 and covariance matrix Γ˜. Therefore, under the same sequence
of hypotheses, Q˜ is asymptotically non-central chi-square with p degrees of
freedom and with non-centrality parameter
(4.10)
v2
16
‖τ ‖2(4− ‖τ ‖2)(4− 2‖τ ‖2 + 1
2
‖τ ‖4
)
.
Note that the difference between this non-centrality parameter and the one
in (4.7) is O(‖τ ‖4) as ‖τ ‖ goes to zero. Since φHPV is based on a smaller
number of degrees of freedom (p − 1, versus p for the oracle test), it will
therefore exhibit larger asymptotic powers than the oracle test for small
values of τ , which reflects the aforementioned local-in-τ optimality of φHPV.
Figure 4 also plots the non-centrality parameter in (4.10) as a function
of ‖τ ‖, as well as the asymptotic powers of the oracle test in dimensions p =
2, 3. As predicted above, φHPV dominates φoracle for small values of ‖τ ‖,
that is, for small perturbations. The opposite happens for large values of the
perturbation and it is seen that φoracle overall is quite efficient. It is important
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to recall, however, that this test cannot be used in practice since it requires
knowing the value of v. The figure further reports the results of a Monte
Carlo exercise we conducted to check correctness of the highly non-standard
asymptotic results obtained in the present regime (iii). In this simulation,
we generated M = 200,000 mutually independent random samples X
(k)
i ,
i = 1, . . . , n = 10,000, k = 0, 1, . . . , 20, of p-variate (p = 2, 3) Gaussian
random vectors with mean zero and covariance matrix
(4.11) Σ(k)n := Ip + n
−1/2(θ01 + τ k)(θ
0
1 + τ k)
′
where θ01 = (1, 0, . . . , 0)
′ ∈ Rp and θ01+τ k = (cos(kpi/40), sin(kpi/40), 0, . . . , 0)′
∈ Rp. In each replication, we performed the tests φHPV and φoracle for
H(n)0 : θ1 = θ01 at nominal level 5%. The value k = 0 is associated with
the null hypothesis, whereas the values k = 1, . . . , 20 provide increasingly
severe alternatives, the most severe of which involves a first eigenvector that
is orthogonal to θ01. The resulting rejection frequencies are plotted in the
right panel of Figure 4. Clearly, they are in perfect agreement with the
asymptotic powers, which supports our theoretical results.
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Fig 4. (Left:) Non-centrality parameters (4.7) and (4.10), as a function of ‖τ ‖(∈ [0,√2]),
in the asymptotic non-central chi-square distributions of the test statistics of φHPV
and φoracle, respectively, under alternatives of the form Pθ01+τ ,1/
√
n,1. (Right:) The corre-
sponding asymptotic power curves in dimensions p = 2 and p = 3, as well as the empirical
power curves resulting from the Monte Carlo exercise described at the end of Section 4.
We conclude this section by stressing that, as announced in the introduc-
tion, the contiguity rate in Theorem 4.1 depends on the regime considered.
Clearly, the weaker the identifiability (that is, the closer the underlying dis-
tribution to the spherical Gaussian one), the slower the contiguity rate, that
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is, the hardest the inference problem on θ1.
5. Extension to the elliptical case. Since we focused so far on multi-
normal distributions, a natural question is whether or not our results extend
away from the Gaussian case. In this section, we discuss this in the frame-
work of the most classical extension of multinormal distributions, namely
in the class of elliptical distributions. More specifically, we will consider
triangular arrays of p-variate observations Xni, i = 1, . . . , n, n = 1, 2, . . .,
where Xn1, . . . ,Xnn form a random sample from the p-variate elliptical dis-
tribution with location µn, covariance matrix Σn = σn(Ip + rnv θ1θ
′
1) (as
in (1.2)) and radial density f . That is, we assume that Xni admits the
probability density function (with respect to the Lebesgue measure on Rp)
(5.1) x 7→ cp,f
(detΣn)1/2
f
(√
(x−µn)′Σ−1n (x−µn)
)
,
where cp,f > 0 is a normalization factor and where the radial density f :
R+ → R+ is such that the covariance matrix of Xni exists and is equal
to Σn; f is not a genuine density (as it does not integrate to one), but it
determines the density of the Mahalanobis distance
dni :=
√
(Xni −µn)′Σ−1n (Xni −µn),
which is given by r 7→ (µp−1,f )−1rp−1f(r)I[r ≥ 0], with µ`,f :=
∫∞
0 r
`f(r) dr.
In this section, we will assume that Xni, or equivalently dni, has finite fourth-
order moments, that is, we will assume that f belongs to the collection F
of radial densities f above that further satisfy µp+3,f <∞. This guarantees
finiteness of the elliptical kurtosis coefficient
(5.2) κp(f) :=
pE[d4ni]
(p+ 2)(E[d2ni])
2
− 1
(
=
pµp−1,fµp+3,f
(p+ 2)µ2p+1,f
− 1
)
;
see, e.g., page 54 of Anderson (2003). Classical radial densities in F include
the Gaussian one φ(r) = exp(−r2/2) or the Student tν one fν(r) = (1 +
r2/(ν−2))−(p+ν)/2, with ν > 4. The sequence of hypotheses associated with
the triangular arrays of observations above will be denoted as Pµn,σn,θ1,rn,v,f .
When it comes to testing the null hypothesis H(n)0 : θ1 = θ01, it is well-
known that, even in the standard regime (i) (rn ≡ 1), the Anderson test
statistic QA in (2.1) and the HPV test statistic QHPV in (2.2) are asymp-
totically χ2p−1 under the sequence of null hypotheses Pµn,σn,θ01,rn,v,f if and
only if κp(f) takes the same value κp(φ) = 0 as in the Gaussian case; see,
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e.g., Hallin, Paindaveine and Verdebout (2010). Consequently, there is no
guarantee, even in regime (i), that the corresponding tests φA and φHPV
meet the asymptotic nominal level constraint under ellipticity, and it there-
fore makes little sense, in the elliptical case, to investigate the robustness of
these tests to weak identifiability. This explains why we will rather focus on
their robustified versions φ†A and φ
†
HPV, that reject the null hypothesis at
asymptotic level α whenever
(5.3) Q
(n)†
A :=
Q
(n)
A
1 + κˆ
(n)
p
> χ2p−1,1−α and Q
(n)†
HPV :=
Q
(n)
HPV
1 + κˆ
(n)
p
> χ2p−1,1−α,
respectively, where
κˆ(n)p :=
p
{
1
n
∑n
i=1((Xni − X¯n)′S−1n (Xni − X¯n))2
}
(p+ 2)
{
1
n
∑n
i=1(Xni − X¯n)′S−1n (Xni − X¯n)
}2 − 1
=
1
np(p+ 2)
n∑
i=1
((Xni − X¯n)′S−1n (Xni − X¯n))2 − 1(5.4)
is the natural estimator of the kurtosis coefficient κp(f). In the standard
regime (i), Tyler (1981, 1983) showed that φ†A has asymptotic size α un-
der Pµn,σn,θ01,rn,v,f , whereas Hallin, Paindaveine and Verdebout (2010) proved
the same result for φ†HPV and established the asymptotic equivalence of both
tests in probability. In the Gaussian case, these tests are, still in regime (i),
asymptotically equivalent to their original versions φA and φHPV, hence in-
herit the optimality properties of the latter. The tests φ†A and φ
†
HPV may
therefore be considered pseudo-Gaussian versions of their antecedents, since
they extend their validity to the class of elliptical distributions with finite
fourth-order moments without sacrificing optimality in the Gaussian case.
The above considerations make it natural to investigate the robustness
of these pseudo-Gaussian tests to weak identifiability. Since these tests are
invariant under translations and scale transformations, we will still assume,
without loss of generality, that µn ≡ 0 and σn ≡ 1 (see the discussion below
Lemma 2.1), and we will write accordingly Pθ1,rn,v,f := P0,1,θ1,rn,v,f . Note
that the Gaussian hypotheses Pθ1,rn,v = Pθ1,rn,v,φ are those we considered
in the previous sections of the paper. Our results will build on the following
elliptical extension of Lemma 2.1.
Lemma 5.1. Fix a unit p-vector θ01, v > 0, a bounded positive real
sequence (rn), and f ∈ F . Then, under Pθ1,rn,v,f ,
√
n(Σ−1/2n )⊗2vec(Sn −
Σn) is asymptotically normal with mean zero and covariance matrix (1 +
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κp(f))(Ip2 + Kp) + κp(f)(vec Ip)(vec Ip)
′. In particular, (i) if rn ≡ 1, then√
n vec(Sn − Σn) is asymptotically normal with mean zero and covariance
matrix (1+κp(f))(Ip2 +Kp)(Σ(v))
⊗2 +κp(f)(vecΣ(v))(vecΣ(v))′, still with
Σ(v) := Ip + v θ1θ
′
1; (ii) if rn is o(1), then
√
n vec(Sn −Σn) is asymptoti-
cally normal with mean zero and covariance matrix (1 + κp(f))(Ip2 +Kp) +
κp(f)(vec Ip)(vec Ip)
′.
The main result of this section is the following theorem, that in particular
extends Theorem 3.1 to the elliptical setup.
Theorem 5.1. Fix a unit p-vector θ01, v > 0, a bounded positive real
sequence (rn), and f ∈ F . Then, under Pθ01,rn,v,f ,
Q
(n)†
HPV
D→ χ2p−1,
so that, in all regimes (i)–(iv), the test φ†HPV, irrespective of the radial den-
sity f ∈ F , has asymptotic size α under the null hypothesis. Moreover,
under Pθ01,rn,v,φ,
(5.5) Q
(n)†
HPV = Q
(n)
HPV + oP(1)
as n→∞.
This result shows that the pseudo-Gaussian version φ†HPV of φHPV is
robust to weak identifiability under any elliptical distribution with finite
fourth-order moments. Since the asymptotic equivalence in (5.5) extends,
from contiguity, to the (Gaussian) local alternatives identified in Theo-
rem 4.1, it also directly follows from Theorem 5.1 that φ†HPV inherits the
optimality properties of φHPV in the multinormal case. For the sake of com-
pleteness, we mention that, by using elliptical extensions of Lemmas 2.2–2.3
(see Lemmas D.1–D.2 in the appendix), it can be showed that, irrespec-
tive of the elliptical distribution considered, the pseudo-Gaussian test φ†A
asymptotically meets the nominal level constraint in regimes (i)–(ii) only,
hence is not robust to weak identifiability. Remarkably, by using the same
results, it can also be showed that, under any bivariate elliptical distribution
with finite fourth-order moments, the null asymptotic distribution of Q
(n)†
A
is still 4χ21 in regime (iv), which extends Corollary 3.1 to the elliptical setup.
We now quickly illustrate these results through a Monte Carlo exercise
that extends to the elliptical setup the one conducted in Figure 1. To do
so, for any ` = 0, 1, . . . , 5, we generated M = 10,000 mutually independent
random samples X
(`,s)
i , i = 1, . . . , n, from the (p = 10)-variate t6 (s = 1), t9
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(s = 2), t12 (s = 3), and normal (s = 4) distributions with mean zero and
covariance matrix Σ(`)n := Ip + n
−`/6θ01θ
0′
1 , where θ
0
1 is still the first vector
of the canonical basis of Rp. As in Figure 1, this covers regimes (i) (` = 0),
(ii) (` = 1, 2), (iii) (` = 3), and (iv) (` = 4, 5). Figure 5 reports, for n = 200
and n = 500,000, the resulting rejection frequencies of the pseudo-Gaussian
tests φ†HPV and φ
†
A for H(n)0 : θ1 = θ01 at nominal level 5%. Clearly, the
results confirm that, irrespective of the underlying elliptical distribution,
the pseudo-Gaussian HPV test is robust to weak identifiability, while the
pseudo-Gaussian Anderson test meets the asymptotic level constraint only
in regimes (i)–(ii) (this test strongly overrejects the null hypothesis in other
regimes).
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Fig 5. Empirical rejection frequencies, under the null hypothesis, of the tests φ†HPV and φ
†
A
performed at nominal level 5%. Results are based on M = 10,000 independent ten-
dimensional random samples of size n = 200 and size n = 500,000, drawn from t6, t9, t12
and Gaussian distributions. Increasing values of ` bring the underlying spiked covariance
matrix closer and closer to a multiple of the identity matrix; see Section 5 for details.
6. Real data example. We now provide a real data illustration on
the celebrated Swiss banknote dataset, which has been considered in numer-
ous multivariate statistics monographs, such as Flury and Riedwyl (1988),
Atkinson, Riani and Cerioli (2004), Ha¨rdle and Simar (2007) and Koch
(2013), but also in many research papers; see, e.g., Salibia´n-Barrera, Van Aelst
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and Willems (2006) or Burman and Polonik (2009). The dataset, that is
available in the R package uskewfactors (Murray, Browne and McNicholas,
2016), offers six measurements on 100 genuine and 100 counterfeit old Swiss
1000-franc banknotes. This dataset was often used to illustrate various multi-
variate statistics procedures such as, e.g., linear discriminant analysis (Flury
and Riedwyl, 1988), principal component analysis (Flury, 1988), or indepen-
dent component analysis (Girolami, 1999); we also refer to Shinmura (2016)
for a recent account on discriminant analysis for this dataset.
Here, we aim to complement the PCA analysis conducted in Flury (1988)
(see pp. 41–43), hence use the exact same subset of the Swiss banknote data
as the one considered there. More precisely, (i) we focus on four of the six
available measurements, namely the width L of the left side of the banknote,
the width R on its right side, the width B of the bottom margin and the
width T of the top margin, all measured in mm×10−1 (rather than in the
original mm); (ii) we also restrict to n = 85 counterfeit bills made by the
same forger (it is well-known that the 100 counterfeit bills were made by
two different forgers; see, e.g., Flury and Riedwyl (1988), page 250, or Fritz,
Garc´ıa-Escudero and Mayo-Iscar (2012), page 22). Letting cn = (n−1)/n ≈
.99, the resulting sample covariance matrix is
S = cn

6.41 4.89 2.89 −1.30
4.89 9.40 −1.09 0.71
2.89 −1.09 72.42 −43.30
−1.30 0.71 −43.30 40.39
 ,
with eigenvalues of λˆ1 = 102.69cn, λˆ2 = 13.05cn, λˆ3 = 10.23cn and λˆ4 =
2.66cn, and corresponding eigenvectors
θˆ1 =

.032
−.012
.820
−.571
, θˆ2 =

.593
.797
.057
.097
, θˆ3 =

−.015
−.129
.566
.814
, and θˆ4 =

.804
−.590
−.064
−.035
;
the unimportant factor cn is used here to ease the comparison with Flury
(1988), where the unbiased version of the sample covariance matrix was
adopted throughout. From these estimates, Flury concludes that the first
principal component is a contrast between B and T , hence can be interpreted
as the vertical position of the print image on the bill. It is tempting to
interpret the second principal component as an aggregate of L and R, that
is, essentially as the vertical size of the bill. Flury, however, explicitly writes
“beware: the second and third roots are quite close and so the computation
of standard errors for the coefficients of θˆ2 and θˆ3 may be hazardous”. He
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reports that these eigenvectors should be considered spherical and that the
corresponding standard errors should be ignored. In other words, Flury, due
to the structure of the spectrum, refrains from drawing any conclusion about
the second component.
The considerations above make it natural to test that L and R con-
tribute equally to the second principal component and that they are the
only variables to contribute to it. In other words, it is natural to test the
null hypothesis H0 : θ2 = θ02, with θ02 := (1, 1, 0, 0)′/
√
2. While the tests
discussed in the present paper address testing problems on the first eigen-
vector θ1, obvious modifications of these tests allow performing inference
on any eigenvector θj , j = 2, . . . , p. In particular, the Anderson test φ
(n)
A
and HPV test φ
(n)
HPV for H0 : θ2 = θ02 against H1 : θ2 6= θ02 reject the null
hypothesis at asymptotic level α whenever
(6.1) n
(
λˆ2θ
0′
2 S
−1θ02 + λˆ
−1
2 θ
0′
2 Sθ
0
2 − 2
)
> χ2p−1,1−α
and
(6.2)
n
λˆ2
p∑
j=1,j 6=2
λˆ−1j
(
θ˜
′
jSθ
0
2
)2
> χ2p−1,1−α,
respectively, where, parallel to (1.1), θ˜1, θ
0
2, θ˜3, . . . , θ˜p results from a Gram-
Schmidt orthogonalization of θˆ1, θ
0
2, θˆ3, . . . , θˆp. When applied with θ
0
2 :=
(1, 1, 0, 0)′/
√
2, this HPV test provides a p-value equal to .177, hence does
not lead to rejection of the null hypothesis at any usual nominal level. In
contrast, the p-value of the Anderson test in (6.1) is .099, so that this test
rejects the null hypothesis at the level 10%. Since the results of this paper
show that the Anderson test tends to strongly overreject the null hypothesis
when eigenvalues are close, practitioners should here be confident that the
HPV test provides the right decision.
To somewhat assess the robustness of this result, we performed the same
HPV and Anderson tests on the 85 subsamples obtained by removing one
observation from the sample considered above. For each test, a boxplot of the
resulting 85 “leave-one-out” p-values is provided in Figure 6. Clearly, these
boxplots reveal that the Anderson test rejects the null hypothesis much more
often than the HPV test. Again, the results of the paper provide a strong
motivation to rely on the outcome of the HPV test in the present context.
7. Wrap up and perspectives. In this paper, we tackled the prob-
lem of testing the null hypothesis H(n)0 : θ1 = θ01 against the alterna-
tive H(n)1 : θ1 6= θ01, where θ1 is the eigenvector associated with the largest
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Fig 6. Boxplots of the 85 “leave-one-out” p-values of the Anderson test in (6.1) (left) and
HPV test in (6.2) (right) when testing the null hypothesis H0 : θ2 := (1, 1, 0, 0)′/
√
2. More
precisely, these p-values are those obtained when applying the corresponding tests to the 85
subsample of size 84 obtained by removing one observation in the real data set considered
in the PCA analysis of Flury (1988), pp. 41–43.
eigenvalue of the underlying covariance matrix and where θ01 is some fixed
unit vector. We analyzed the asymptotic behavior of the classical Ander-
son (1963) test φA and of the Hallin, Paindaveine and Verdebout (2010)
test φHPV under sequences of p-variate Gaussian models with spiked covari-
ance matrices of the form Σn = σ
2
n(Ip + rnvθ1θ
′
1), where (σn) is a positive
sequence, v > 0 is fixed, and (rn) is a positive sequence that converges to
zero. We showed that in these situations where θ1 is closer and closer to be-
ing unidentified, φHPV performs better than φA: (i) φHPV, unlike φA, meets
asymptotically the nominal level constraint without any condition on the
rate at which rn converges to zero, and (ii) φHPV remains locally asymp-
totically maximin in all regimes, but in the contiguity regime rn = 1/
√
n
where φHPV still enjoys the same optimality property locally in τ . These
considerations, along with the asymptotic equivalence of φHPV and φA in
the standard case rn ≡ 1, clearly imply that the test φHPV, for all practical
purposes, should be favored over φA, all the more so that the results above
extend to elliptical distributions if the Anderson and HPV tests are replaced
with their pseudo-Gaussian versions φ†A and φ
†
HPV.
To conclude, we discuss some research perspectives. Throughout the pa-
per, we assumed that the dimension p is fixed. Since PCA is often used
for dimension reduction, it would be of interest to consider tests that can
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cope with high-dimensional situations where p is as large as n or even larger
than n, and to investigate the robustness of these tests to weak identifiabil-
ity. The tests considered in the present paper, however, are not suitable in
high dimensions. This is clear for the Anderson test φA since this test re-
quires inverting the sample covariance matrix Sn, that fails to be invertible
for p ≥ n. As for the HPV test φHPV, our investigation of the asymptotic
behavior of this test in the fixed-p case crucially relied on the consistency of
the eigenvalues λˆnj of S; in high-dimensional regimes where p = pn →∞ so
that pn/n → c, however, these sample eigenvalues are no longer consistent
(see, e.g., Baik, Ben Arous and Pe´che´, 2005), which suggests that φHPV
is not robust to high dimensionality. To explore this, we conducted the
following Monte Carlo exercise: for n = 200 and each value of p = cn,
with c ∈ {0.5, 0.75, 1, 1.5, 2}, we generated 2,000 mutually independent ran-
dom samples X1, . . . ,Xn from the p-variate normal distribution with mean
zero and covariance matrix Σ = Ip+θ
0
1θ
0′
1 , where θ
0
1 is the first vector of the
canonical basis of Rp. The resulting rejection frequencies of the test φHPV
(resp., of the test φA), conducted at asymptotic level 5%, are 0.9255 (resp., 1)
for c = 0.5, 0.9240 (resp., 1) for c = 0.75, 0.5000 (resp., —) for c = 1,
0.1985 (resp., —) for c = 1.5, and 0.1715 (resp., —) for c = 2 (as indicated
above, the Anderson test cannot be used for p ≥ n). This confirms that
neither φHPV nor φA can cope with high dimensionality. As a result, the
problem of providing a suitable test in the high-dimensional setup and of
studying its robustness to weak identifiability is widely open and should be
investigated in future research.
APPENDIX A: TECHNICAL PROOFS FOR SECTION 2
Throughout this appendix, we will write vn := rnv and δ will take value
one if regime (i) is considered and zero otherwise. All convergences are
as n→∞.
Proof of Lemma 2.2. Fix arbitrarily θ2, . . . , θp such that the p× p ma-
trix Γ := (θ01, θ2, . . . , θp) is orthogonal. Letting Λn := diag(1 + vn, 1, . . . , 1),
we have ΣnΓ = ΓΛn, so that Γ is an eigenvectors matrix for Σn. Clearly,
`n1 :=
√
n(λˆn1 − (1 + vn)) is the largest root of the polynomial Pn1(h) :=
det(
√
n(Sn−(1+vn)Ip)−hIp) and `n2 :=
√
n(λˆn2−1), . . . , `np :=
√
n(λˆnp−1)
are the p− 1 smallest roots of the polynomial Pn2(h) := det(
√
n(Sn − Ip)−
hIp). Letting
(A.1) Zn :=
√
n(Γ′SnΓ −Λn) = Γ′
√
n(Sn −Σn)Γ,
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a key ingredient in this proof is to rewrite these polynomials as
Pn1(h) = det(
√
nΓ′SnΓ −
√
n(1 + vn)Ip − hIp)
= det(Zn +
√
n(Λn − (1 + vn)Ip)− hIp)(A.2)
and
Pn2(h) = det(
√
nΓ′SnΓ −
√
nIp − hIp)
= det(Zn +
√
n(Λn − Ip)− hIp).(A.3)
Note that Lemma 2.1 readily implies that Zn converges weakly to Z(v) in
case (i) and to Z = Z(0) in cases (ii)–(iv), where Z(v) is the random matrix
defined in the statement of the theorem. In all cases, thus, Zn converges
weakly to Z(δv), where δ was introduced at the beginning of this appendix.
We start with the proofs of (i)–(ii). Partition Zn and Z(δv) into
(A.4) Zn =
(
Zn,11 Z
′
n,21
Zn,21 Zn,22
)
and Z(δv) =
(
Z11(δv) Z
′
21(δv)
Z21(δv) Z22(δv)
)
,
where Zn,11 and Z11(δv) are random variables, whereas Zn,22 and Z22(δv)
are (p− 1)× (p− 1) random matrices. It follows from the discussion above
that `n1 is the largest root of the polynomial
Qn1(h) :=
Pn1(h)
(
√
nvn)p−1
=
1
(
√
nvn)p−1
det
(
Zn,11 − h Z′n,21
Zn,21 Zn,22 − (
√
nvn + h)Ip−1
)
= det
(
Zn,11 − h (
√
nvn)
−1Z′n,21
Zn,21 (
√
nvn)
−1(Zn,22 − (
√
nvn + h)Ip−1)
)
.
In cases (i)–(ii), (
√
nvn)
−1Zn,21 is oP(1), so that the largest root `n1 con-
verges weakly to the root of the weak limit of Zn,11 − h, namely to Z11(δv)
(note that, still since (
√
nvn)
−1Zn,21 is oP(1), the p − 1 smallest roots
of Qn1(h) converge to −∞ in probability). Similarly, `n2, . . . , `np are the
p− 1 smallest roots (in decreasing order) of the polynomial
Qn2(h) :=
Pn2(h)√
nvn
=
1√
nvn
det
(
Zn,11 +
√
nvn − h Z′n,21
Zn,21 Zn,22 − hIp−1
)
= det
(
(
√
nvn)
−1(Zn,11 +
√
nvn − h) Z′n,12
(
√
nvn)
−1Zn,21 Zn,22 − hIp−1
)
.
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Using again the fact that (
√
nvn)
−1Zn,21 is oP(1) yields that (`n2, . . . , `np)′
converges weakly to the vector of roots (still in decreasing order) of the weak
limit of the polynomial det(Zn,22(δv) − hIp−1) = 0, namely to the vector
of (ordered) eigenvalues of Z22(δv); note that the largest root of Qn2(h)
converges to ∞ in probability. The result then follows from the fact that,
in both cases (i)–(ii), Z11(δv) ∼ N (0, 2(1 + δv)2) and Z22(δv) are mutually
independent.
We turn to the proof of (iii). In this case, we have Pn1(h) = det(Zn −
diag(0, v, . . . , v) − hIp) and Pn2(h) = det(Zn + diag(v, 0, . . . , 0) − hIp). It
readily follows that `n1 converges weakly to the largest root of the poly-
nomial det(Z − diag(0, v, . . . , v) − hIp), that is, to the largest eigenvalue
of Z− diag(0, v, . . . , v), while (`n2, . . . , `np)′ converges weakly to the vector
of the p− 1 smallest roots (in decreasing order) of the polynomial det(Z +
diag(v, 0, . . . , 0)− hIp), namely to the vector of the p− 1 smallest (ordered)
eigenvalues of Z+ diag(v, 0, . . . , 0).
Finally, we prove the result in (iv). In that case, we have
Pn1(h) = det
(
Zn −
√
nvndiag(0, 1, . . . , 1)− hIp
)
and
Pn2(h) = det
(
Zn +
√
nvndiag(1, 0, . . . , 0)− hIp
)
,
where
√
nvn is o(1). Parallel as above, it follows that `n1 (resp., (`n2, . . . , `np)
′)
converges weakly to the largest root (resp., the p − 1 smallest roots, in
decreasing order) of the polynomial det(Z − hIp). In other words, ` =
(`1, . . . , `p)
′ is equal in distribution to the vector collecting the eigenval-
ues (in decreasing order) of Z. It only remains to establish that the density
of ` is the one given in (2.3). To do so, let Dp be the p-dimensional dupli-
cation matrix, that is such that Dp(vechA) = vecA for any p× p symmet-
ric matrix A, where vechA is the p(p + 1)/2-vector obtained from vecA
by restricting to the entries from the lower-triangular part of A. Consider
then W := vechZ = D−p (vecZ), where D−p = (D′pDp)−1D′p is the Moore-
Penrose inverse of Dp; see page 57 in Magnus and Neudecker (2007). Clearly,
W has density
w 7→ g(w) =
( 1
2pi
)p(p+1)/2
exp
(
− 1
2
w′(D−p (Ip2 +Kp)(D
−
p )
′)−1w
)
=
( 1
2pi
)p(p+1)/2
exp
(
− 1
4
w′D′pDpw
)
,
where we used the identity KpDp = Dp; see again page 57 in Magnus and
Neudecker (2007). The resulting density for Z is therefore
z 7→ f(z) = g(vech z) =
( 1
2pi
)p(p+1)/2
exp
(
− 1
4
(tr z2)
)
.
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The density of ` in (2.3) then follows from Lemma 2.3 of ?. 
The proof of Lemma 2.3 requires the following linear algebra result.
Lemma A.1. Let A be a p × p matrix and λ be an eigenvalue of A.
Assume that v = (C11, . . . , C1p)
′ 6= 0, where C = (Cij) stands for the co-
factor matrix of A − λIp. Then v is an eigenvector of A associated with
eigenvalue λ.
Proof of Lemma A.1. For any j = 1, . . . , p, denote as (A− λIp)j the jth
row of A−λIp (left as a row vector). Since λ is an eigenvalue of A, we then
have (A− λIp)1v = det(A− λIp) = 0. Now, for j = 2, . . . , p,
(A− λIp)jv = det

(A− λIp)j
(A− λIp)2
...
(A− λIp)p
 = 0,
since this is the determinant of a matrix with (at least) twice the same row.
We conclude that (A − λIp)v = 0. Since v 6= 0, this shows that v is an
eigenvector of A associated with eigenvalue λ. 
Proof of Lemma 2.3. First note that since
En = Γˆ
′
nΓ =
(
En,11 En,12
En,21 En,22
)
is an orthogonal matrix, we easily obtain that
(A.5) En,21 = − 1
En,11
En,22E
′
n,12,
(A.6) En,22E
′
n,22 = Ip−1 −En,21E′n,21
and
(A.7) En,11E
′
n,12 = −E′n,22En,21.
We start with the proof of (i)–(ii). As in the proof of Lemma 2.2, we have
from (A.2) that, still with the random vector Zn defined in (A.1), `n1 =√
n(λˆn1 − (1 + vn)) is the largest eigenvalue of
√
nΓ′SnΓ −
√
n(1 + vn)Ip = Zn +
√
n(Λn − (1 + vn)Ip)
= Zn − diag(0,
√
nvn, . . . ,
√
nvn).(A.8)
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One readily checks that wn1 := Γ
′θˆn1 = (En,11,En,12)′ is a corresponding
unit eigenvector. Using the same notation as in the proof of Lemma 2.2,
Lemma A.1 yields that wn1 is proportional to the vector of cofactors asso-
ciated with the first row of
(A.9) Mn,1 :=
(
Zn,11 − `n1 Z′n,21
Zn,21 Zn,22 −
√
nvnIp−1 − `n1Ip−1
)
,
or equivalently, of
1
(
√
nvn)p−1
Mn,1 =
(
Zn,11 − `n1 Z′n,21
1√
nvn
Zn,21
1√
nvn
Zn,22 − Ip−1 − 1√nvn `n1Ip−1
)
.
Since `n1 is OP(1) (Lemma 2.2) and so are Zn,21 and Zn,22, we obtain
that (En,11,En,12)
′ = (1, 0, . . . , 0)′ + oP(1) (recall that En,11 > 0 almost
surely) and that
√
nvnE
′
n,12 = OP(1). Since En,22 is bounded, it directly fol-
lows from (A.5) that
√
nvnEn,21 = OP(1). In view of (A.6), we then obtain
that En,22E
′
n,22 − Ip−1 is oP(1). Now, by using (A.7), we have
Zn,21 = `n1En,11E
′
n,12 +E
′
n,22diag(`n2, . . . , `np)En,21
+
√
n(1 + vn)En,11E
′
n,12 +
√
nE′n,22En,21
= E′n,22 diag(`n2 − `n1, . . . , `np − `n1)En,21 −
√
nvnE
′
n,22En,21,(A.10)
which yields
√
nvnE
′
n,22En,21 = −Zn,21 + oP(1). Since Lemma 2.1 entails
that Zn,21 is asymptotically N (0, (1 + v)Ip−1) in case (i) and N (0, Ip−1) in
case (ii), the asymptotic normality result for
√
nrnE
′
n,22En,21 follows, which,
in view of (A.7), also establishes the one for
√
nrnE
′
n,12.
We turn to the proof of (iii)–(iv). As above, wn1 = Γ
′θˆn1 = (En,11,En,12)′
is the unit eigenvector associated with the largest eigenvalue `n1 =
√
n(λˆn1−
(1 + vn)) of (A.8), or equivalently, with the largest eigenvalue ˜`n1 = `n1 +√
nvn =
√
n(λˆn1 − 1) of
(A.11) Zn + diag(
√
nvn, 0, . . . , 0).
Similarly, wnj := Γ
′θˆnj = E′nej , j = 2, . . . , p, where ej stands for the jth
vector of the canonical basis of Rp, are the unit eigenvectors associated with
the p − 1 smallest eigenvalues `n2 =
√
n(λˆn2 − 1), . . . , `np =
√
n(λˆnp − 1)
of (A.11). Consequently, the joint distribution of wnj , j = 1, . . . , p — that
is, the joint distribution of the columns of E′n — converges weakly to the
joint distribution of the unit eigenvectors (associated with eigenvalues in
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decreasing order, and with the signs fixed as in the statement of the theorem)
of
Z+ lim
n→∞ diag(
√
nvn, 0, . . . , 0)
(recall that, in cases (iii)–(iv), Zn converges weakly to the random matrix Z
defined in Lemma 2.2). This establishes the result. 
APPENDIX B: TECHNICAL PROOFS FOR SECTION 3
We start with the proof of Theorem 3.1.
Proof of Theorem 3.1. In this proof, all stochastic convergences are as n→
∞ under Pθ01,rn,v. Since θ˜
′
jΣnθ
0
1 = 0 for j = 2, . . . , p, the test statistic in (2.2)
rewrites
QHPV =
n
λˆn1
p∑
j=2
λˆ−1nj
(
θ˜
′
njSnθ
0
1
)2
= N′nNn,
with
Nn :=
1√
λˆn1
(
λˆ
−1/2
n2 θ˜
′
n2
√
n(Sn −Σn)θ01, . . . , λˆ−1/2np θ˜
′
np
√
n(Sn −Σn)θ01
)′
.
Since the θ˜nj ’s are unit vectors and since
√
n(Sn − Σn) is OP(1) as soon
as rn = O(1) (Lemma 2.1), we have that θ˜
′
nj
√
n(Sn − Σn)θ01 is OP(1) for
any j = 2, . . . , p. Therefore, Lemma 2.2 entails that, still with δ being equal
to one if rn ≡ 1 and to zero if rn = o(1),
Nn =
1√
1 + δv
(
θ˜
′
n2
√
n(Sn −Σn)θ01, . . . , θ˜
′
np
√
n(Sn −Σn)θ01
)
+ oP(1).
Using the fact that
∑p
j=2 θ˜njθ˜
′
nj = Ip − θ01θ0′1 is idempotent, it follows that
QHPV =
n
1 + δv
p∑
j=2
θ0′1 (Sn −Σn)θ˜njθ˜
′
nj(Sn −Σn)θ01 + oP(1)
=
n
1 + δv
θ0′1 (Sn −Σn)(Ip − θ01θ0′1 )(Sn −Σn)θ01 + oP(1)(B.1)
= V′nVn + oP(1),
where we let Vn := (1+δv)
−1/2 (Ip−θ01θ0′1 )
√
n(Sn−Σn)θ01. Since Lemma 2.1
entails that Vn is asymptotically normal with mean zero and covariance
matrix Ip − θ01θ0′1 and since Ip − θ01θ0′1 is idempotent with trace p − 1, the
result then follows from, e.g., Theorem 9.2.1 in ?. 
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Proof of Theorem 3.2. In this proof, all stochastic convergences are as n→
∞ under Pθ01,rn,v. Before proceeding, note that (2.1) allows to write
QA =
p∑
j=2
(√
n(λˆn1 − (1 + rnv))−
√
n(λˆnj − 1)√
λˆn1λˆnj
θˆ
′
njθ
0
1 +
√
nrnv√
λˆn1λˆnj
θˆ
′
njθ
0
1
)2
=:
p∑
j=2
(
Rnj + Snj
)2
.(B.2)
Let us start with the proof of Parts (i)–(ii) of the theorem. Parts (i)–(ii)
of Lemmas 2.2–2.3 imply that, for any j = 2, . . . , p, Rnj = oP(1) and Snj =
OP(1), so that
QA =
p∑
j=2
( √
nrnv√
λˆn1λˆnj
θˆ
′
njθ
0
1
)2
+ oP(1)
in regimes (i)–(ii). Consequently,
QA =
v2
1 + δv
(√
nrnEn,21
)′(√
nrnEn,21
)
+ oP(1),
where we used the fact that
√
nrnEn,21 = OP(1). Therefore, we may write
QA =
v2
1 + δv
(√
nrnE
′
n,22En,21
)′(√
nrnE
′
n,22En,21
)
+
v2
1 + δv
(√
nrnEn,21
)′
(Ip−1 −En,22E′n,22)
(√
nrnEn,21
)
+ oP(1),
and the result follows from Lemma 2.3(i)–(ii).
Let us turn to the proof of Part (iii). Using Lemmas 2.2–2.3, the de-
composition (B.2) readily yields that, in regime (iii), QA converges weakly
to
p∑
j=2
(`1 − `j + v)2
(
(w1(v), . . . ,wp(v))
′)j1
)2
=
p∑
j=2
(`1 − `j + v)2
(
wj1(v)
)2
,
where `1 is the largest eigenvalue of Z − diag(0, v, . . . , v), `2 ≥ . . . ≥ `p
are the p − 1 smallest eigenvalues of Z + diag(v, 0, . . . , 0), and wj(v) =
(wj1(v), . . . , wjp(v))
′ is the unit eigenvector associated with the jth largest
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eigenvalue of Z + diag(v, 0, . . . , 0) and satisfying wj1(v) > 0 almost surely
(inspection of the proofs of Lemmas 2.2–2.3 reveals that the dependence
between the `j ’s and the wj(v)’s is through the fact that these are computed
from the same random matrix Z). The result then follows from the fact
that `1(v) := `1 + v, `2(v) := `2, . . . , `p(v) := `p are the eigenvalues (in
decreasing order) of Z+ diag(v, 0, . . . , 0). Since the proof of Part (iv) of the
result follows exactly along the same lines by taking v = 0 in the proof of
Part (iii), this establishes the result. 
Proof of Corollary 3.1. Consider the bivariate case p = 2 and regime (iv).
Applying Lemmas 2.2–2.3 to the decomposition (B.2) readily yields that
(B.3) QA
D→ (`1 − `2)2E221,
where ` = (`1, `2)
′ and E21 are mutually independent and have the distribu-
tions described in Lemma 2.2(iv) and Lemma 2.3(iv), respectively (mutual
independence follows from Anderson (1963), once it is seen that the asymp-
totic joint distribution of `n = (`n1, `n2)
′ and En,21 = θˆ
′
n2θ
0
1 is the same
in regime (iv) as in the spherical case associated with v = 0). In particu-
lar, Z := E221 is the squared of the lower left entry of a random matrix E
that has an invariant Haar distribution over the collection of 2×2 orthogonal
matrices; see the remark below Lemma 2.3. It follows that Z is Beta(12 ,
1
2),
hence has density z 7→ fZ(z) = 1/(pi
√
z(1− z)). As for `, it has density
(`1, `2)
′ 7→ f(`1,`2)(`1, `2) =
1
4
√
2pi
(`1 − `2)e−(`21+`22)/4I[`1 ≥ `2],
where I[A] is the indicator function of A. Letting U1 = (`1−`2)/
√
2 and U2 =
(`1 + `2)/
√
2, we thus have that (U1, U2)
′ has density
(u1, u2)
′ 7→ f(U1,U2)(u1, u2) = f(`1,`2)
(
(u1 + u2)/
√
2, (−u1 + u2)/
√
2
)
=
1
4
√
2pi
√
2u1e
−(u21+u22)/4I[u1 ≥ 0] = 1
4
√
pi
u1e
−(u21+u22)/4I[u1 ≥ 0].
Therefore, U1 = (`1 − `2)/
√
2 has density
fU1(u1) = I[u1 ≥ 0]
∫ ∞
−∞
1
4
√
pi
u1e
−(u21+u22)/4 du2
=
1
2
u1e
−u21/4I[u1 ≥ 0]
∫ ∞
−∞
1√
2pi ×√2 e
−u22/4 du2 =
1
2
u1e
−u21/4I[u1 ≥ 0].
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We conclude that Y = (`1 − `2)2 = 2U21 has density
y 7→ fY (y) = 1
2
√
2y
fU1(
√
y/
√
2) =
1
8
e−y/8I[y ≥ 0].
Finally, we obtain that the asymptotic distribution of QA in the regime con-
sidered, that coincides with the distribution of Y Z (see (B.3)), has density
q 7→ fQ(q) = I[q > 0]
∫ 1
0
1
z
fY (q/z)fZ(z) dz =
1
8pi
I[q > 0]
∫ 1
0
e−q/(8z)
z3/2(1− z)1/2 dz
=
1
8pi
[
− 4
√
2pi√
q
e−q/8Φ
(√
q(1− z)
4z
)]1
0
I[q > 0] =
1√
8piq
e−q/8I[q > 0],(B.4)
which, as was to be proved, is the pdf of the 4χ21 distribution. To justify the
integral computation in (B.4), note that, denoting respectively as Φ and φ
the cumulative distribution function and probability density function of the
standard normal distribution,
d
dz
Φ
(√
q(1− z)
4z
)
= φ
(√
q(1− z)
4z
)
1
2
√
4z
q(1− z)
(−4qz − 4q(1− z)
16z2
)
= −1
4
φ
(√
q(1− z)
4z
)√
q
z3(1− z) = −
1
4
√
2pi
exp
(
− q(1− z)
8z
)√
q
z3(1− z) ,
so that
−4
√
2pi√
q
exp
(
− q
8
)
d
dz
Φ
(√
q(1− z)
4z
)
= exp
(
− q
8z
)√
1
z3(1− z) ,
that is, ∫
e−q/(8z)
z3/2(1− z)1/2 dz = −
4
√
2pi√
q
exp
(
− q
8
)
Φ
(√
q(1− z)
4z
)
. 
APPENDIX C: TECHNICAL PROOFS FOR SECTION 4
We start with the proof of Theorem 4.1.
Proof of Theorem 4.1. Clearly, Σn = (1 + rnv)θ1θ
′
1 + (Ip − θ1θ ′1) has
determinant 1 + rnv and inverse matrix Σ
−1
n = (1 + rnv)
−1θ1θ ′1 + (Ip −
θ1θ
′
1) = Ip − (rnv/(1 + rnv))θ1θ ′1. Thus, letting Sn0 := 1n
∑n
i=1XniX
′
ni,
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the hypothesis Pθ1,rn,v is associated with the density (with respect to the
Lebesgue measure µ over (Rp)n)
dPθ1,rn,v
dµ
=
(2pi)−np/2
(1 + rnv)n/2
exp
(
− 1
2
n∑
i=1
X′ni
[
Ip − (rnv/(1 + rnv))θ1θ ′1
]
Xni
)
=
(2pi)−np/2
(1 + rnv)n/2
exp
(
− 1
2
n∑
i=1
‖Xni‖2 + nrnv
2(1 + rnv)
θ ′1Sn0θ1
)
,
which yields (see (4.1))
Λn =
nrnv
2(1 + rnv)
(
(θ01 + νnτ n)
′Sn0(θ01 + νnτ n)− θ0′1 Sn0θ01
)
=
nrnvνn
1 + rnv
τ ′nSn0θ
0
1 +
nrnvν
2
n
2(1 + rnv)
τ ′nSn0τ n.
Throughout the rest of the proof, we work under Pθ01,rn,v, and, accordingly,
Σn = Ip + rnv θ
0
1θ
0′
1 . Since n(Sn0 − Sn) = nX¯nX¯′n is OP(1), we obtain that,
in cases (i)–(iv),
Λn =
nrnvνn
1 + rnv
τ ′nSnθ
0
1 +
nrnvν
2
n
2(1 + rnv)
τ ′nSnτ n + oP(1).
Now, τ ′nΣnθ
0
1 = (1 + rnv)τ
′
nθ
0
1 = −12(1 + rnv)νn‖τ n‖2 (see (4.2)), so that
Λn =
nrnvνn
1 + rnv
τ ′n(Sn −Σn)θ01 +
nrnvν
2
n
2(1 + rnv)
τ ′nSnτ n −
nrnvν
2
n
2
‖τ n‖2 + oP(1)
=
nrnvνn
1 + rnv
τ ′n(Sn −Σn)θ01 +
nrnvν
2
n
2(1 + rnv)
τ ′n(Sn − (1 + rnv)Ip)τ n + oP(1).
The identity (1 + rnv)Ip = Σn + rnv(Ip − θ01θ0′1 ) then provides
Λn =
nrnvνn
1 + vn
τ ′n(Sn −Σn)θ01 +
nrnvν
2
n
2(1 + rnv)
τ ′n(Sn −Σn)τ n
− nr
2
nv
2ν2n
2(1 + rnv)
τ ′n(Ip − θ01θ0′1 )τ n + oP(1)
=
nrnvνn
1 + rnv
τ ′n(Sn −Σn)θ01 +
nrnvν
2
n
2(1 + rnv)
τ ′n(Sn −Σn)τ n
− nr
2
nv
2ν2n
2(1 + rnv)
‖τ n‖2 + nr
2
nv
2ν4n
8(1 + rnv)
‖τ n‖4 + oP(1),(C.1)
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where we used (4.2) again. We can now consider the cases (i)–(iv).
Let us start with cases (i)–(ii). Take then νn = 1/(
√
nrn) (recall that rn ≡ 1
in case (i)) and let δ = 1 (resp., δ = 0) if case (i) (resp., case (ii)) is
considered. The facts that, in both cases (i)–(ii),
√
n(Sn − Σn) = OP(1)
(Lemma 2.1), τ ′nθ
0
1 = −12νn‖τ n‖2 = o(1) and
√
nrnν
2
n = o(1) yield
Λn =
v
1 + δv
τ ′n
√
n(Sn −Σn)θ01 −
v2
2(1 + δv)
‖τ n‖2 + oP(1)
=
v
1 + δv
τ ′n(Ip − θ01θ0′1 )
√
n(Sn −Σn)θ01 +
v
1 + δv
(τ ′nθ
0
1)θ
0′
1
√
n(Sn −Σn)θ01
− v
2
2(1 + δv)
τ ′n(Ip − θ01θ0′1 )τ n −
v2
2(1 + δv)
(τ ′nθ
0
1)
2 + oP(1)
=
v
1 + δv
τ ′n(Ip − θ01θ0′1 )
√
n(Sn −Σn)θ01 −
v2
2(1 + δv)
τ ′n(Ip − θ01θ0′1 )τ n + oP(1).
Now, Lemma 2.1 implies that
(Ip − θ01θ0′1 )
√
n(Sn −Σn)θ01 = (θ0′1 ⊗ (Ip − θ01θ0′1 ))vec(
√
n(Sn −Σn))
is asymptotically normal with mean zero and covariance matrix (1+δv)(Ip−
θ01θ
0′
1 ), which establishes the result in cases (i)–(ii).
Let us turn to cases (iii)–(iv). The facts that, in both cases, we have√
n(Sn − Σn) = OP(1) and
√
nrn = O(1) implies that, with ν ≡ 1, (C.1)
becomes
Λn = nrnvτ
′
n(Sn −Σn)θ01 +
nrnv
2
τ ′n(Sn −Σn)τ n
−nr
2
nv
2
2
‖τ n‖2 + nr
2
nv
2
8
‖τ n‖4 + oP(1).(C.2)
In case (iv), where
√
nrn = o(1), it directly follows that Λn = oP(1). In
case (iii), where rn = 1/
√
n, (C.2) yields the announced stochastic quadratic
expansion of Λn. Finally, still in case (iii), Lemma 2.1 implies that, if (τ n)→
τ , then τ ′n
√
n(Sn−Σn)
(
θ01 +
1
2τ n
)
is asymptotically normal with mean zero
and variance ‖τ ‖2 − 14‖τ ‖4, which establishes the result. 
Proof of Theorem 4.2. Since optimality of the test φHPV was established
above the statement of the theorem, we only have to derive the asymp-
totic non-null distribution of QHPV under Pθ01+τn/(
√
nrn),rn,v
. Recall that,
under Pθ01,rn,v,
√
n(Ip − θ01θ0′1 )(Sn − Σn)θ01 is asymptotically normal with
mean zero and covariance matrix (1 + δv)(Ip − θ01θ0′1 ); see the proof of The-
orem 4.1(i)–(ii). A routine application of the Le Cam third lemma thus
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provides that, under Pθ01+τn/(
√
nrn),rn,v
, with (τ n)→ τ ,
√
n(Ip−θ01θ0′1 )(Sn−
Σn)θ
0
1 is asymptotically normal with mean v (Ip − θ01θ0′1 )τ and covariance
matrix (1 + δv)(Ip − θ01θ0′1 ). Since contiguity implies that the asymptotic
equivalence (see (B.1))
QHPV =
n
1 + δv
θ0′1 (Sn −Σn)(Ip − θ01θ0′1 )(Sn −Σn)θ01 + oP(1)
also holds under Pθ01+τn/(
√
nrn),rn,v
, we obtain that, under the same sequence
of hypotheses, QHPV is asymptotically non-central chi-square with p − 1
degrees of freedom and with non-centrality parameter (v (Ip−θ01θ0′1 )τ )′((1 +
δv)(Ip−θ01θ0′1 ))−(v (Ip−θ01θ0′1 )τ ), which establishes the result (note that (4.2)
here implies that θ0′1 τ = 0). 
Proof of Theorem 4.3. Since the claims in regime (iv) are trivial, we
only show the result in regime (iii). The sequences of hypotheses Pθ01,1/
√
n,v
and Pθ01+τn,1/
√
n,v are mutually contiguous (which follows, as already men-
tioned, from the Le Cam first lemma). The Le Cam third lemma then yields
that, under Pθ01+τn,1/
√
n,v, with (τ n) → τ ,
√
n(Ip − θ01θ0′1 )(Sn − Σn)θ01 is
asymptotically normal with mean
v(1 + θ0′1 τ )(Ip − θ01θ0′1 )τ = v
(
1− 1
2
‖τ ‖2
)(
τ +
1
2
‖τ ‖2θ01
)
and covariance matrix Ip−θ01θ0′1 , where we used (4.2). As in the proof of the
previous theorem, contiguity yields that the asymptotic equivalence (which,
in (B.1), also holds in regime (iii))
QHPV =
n
1 + δv
θ0′1 (Sn −Σn)(Ip − θ01θ0′1 )(Sn −Σn)θ01 + oP(1)
extends to Pθ01+τn,1/
√
n,v, with (τ n) → τ , and we may therefore conclude
that, under this sequence of hypotheses, QHPV is asymptotically non-central
chi-square with p− 1 degrees of freedom and with non-centrality parameter[
v
(
1− 1
2
‖τ ‖2
)(
τ +
1
2
‖τ ‖2θ01
)]′
(Ip−θ01θ0′1 )−
[
v
(
1− 1
2
‖τ ‖2
)(
τ +
1
2
‖τ ‖2θ01
)]
.
This establishes the result since a direct computation shows that this non-
centrality parameter coincides with the one in (4.7). 
APPENDIX D: TECHNICAL PROOFS FOR SECTION 5
The results stated in Section 5 require the following elliptical versions of
Lemmas 2.2–2.3.
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Lemma D.1. Fix a unit p-vector θ1, v > 0, a bounded positive real se-
quence (rn), and f ∈ F . Let Zf (v) be a p× p random matrix such that
vec(Zf (v)) ∼ N
(
0, (1+κp(f))(Ip2+Kp)(Λ(v))
⊗2+κp(f)(vecΛ(v))(vecΛ(v))′
)
,
with Λ(v) := diag(1 + v, 1, . . . , 1), and let Zf,22(v) be the matrix obtained
from Zf (v) by deleting its first row and first column. Write Zf := Zf (0)
and Zf,22 := Zf,22(0). Then, under Pθ1,rn,v,f ,
`n :=
(√
n(λˆn1−(1+rnv)),
√
n(λˆn2−1), . . . ,
√
n(λˆnp−1)
)′ D→ ` = (`1, . . . , `p)′,
where ` is as follows:
(i) if rn ≡ 1, then `1 = (Zf (v))11 (hence is normal with mean zero and
variance (2 + 3κp(f))(1 + v)
2) and `2 ≥ . . . ≥ `p are the eigenvalues
of Zf,22(v);
(ii) if rn is o(1) with
√
nrn → ∞, then `1 = (Zf )11 (hence is normal
with mean zero and variance 2 + 3κp(f)) and `2 ≥ . . . ≥ `p are the
eigenvalues of Zf,22;
(iii) if rn = 1/
√
n, then `1 is the largest eigenvalue of Zf −diag(0, v, . . . , v)
and `2 ≥ . . . ≥ `p are the p− 1 smallest eigenvalues of Zf + diag(v, 0,
. . . , 0);
(iv) If rn = o(1/
√
n), then ` is the vector of eigenvalues of Zf (in decreasing
order), hence has density
(`1, . . . , `p)
′ 7→ bp,f exp
(
− 1
4(1 + κp(f))
{( p∑
j=1
`2j
)
(D.1)
− κp(f)
(p+ 2)κp(f) + 2
( p∑
j=1
`j
)2})( ∏
1≤k<j≤p
(`k − `j)
)
I[`1 ≥ . . . ≥ `p],
where bp,f is a normalizing constant.
Recall that in the corresponding Gaussian result, namely Lemma 2.2, `1
and (`2, . . . , `p)
′ are mutually independent in cases (i)–(ii). In Lemma D.1(i)
–(ii), this independence holds if and only if κp(f) = 0, that is, if and only if
the underlying elliptical kurtosis coincides with the multinormal one.
Proof of Lemma D.1. With the exception of (D.1), the proof of this
lemma simply follows by replacing the random matrix Z(v) (resp., Z) by Zf (v)
(resp., Zf ) in the proof of Lemma 2.2. In particular, note that (Zf (v))11 ∼
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N (0, (2 + 3κp(f))(1 + v)2) in case (i), whereas (Zf )11 ∼ N (0, 2 + 3κp(f))
in case (ii). Deriving the explicit density in (D.1) can also be bone by using
the same approach as in Lemma 2.2 but more changes are needed to ob-
tain the result, and we will therefore be more explicit for this part of the
proof. Let Wf := vechZf = D
−
p (vecZf ), where D
−
p = (D
′
pDp)
−1D′p is the
Moore-Penrose inverse of the duplication matrix Dp. By definition of Zf ,
the random vector Wf has density w 7→ g(w), with
g(w) = ap,f exp
(
− 1
2
w′
(
D−p {(1+κp(f))(Ip2 +Kp)+κp(f)Jp}(D−p )′
)−1
w
)
,
where ap,f is a normalizing constant and where we let Jp = (vec Ip)(vec Ip)
′.
By using the identities KpDp = Dp and D
−
p (vec Ip) = D
′
p(vec Ip) = vech Ip,
it is easy to check that(
D−p {(1 + κp(f))(Ip2 +Kp) + κp(f)Jp}(D−p )′
)−1
=
1
2(1 + κp(f))
D′p
{
1
2
(Ip2 +Kp)−
κp(f)
2(1 + κp(f)) + pκp(f)
Jp
}
Dp.
Using the identities (vecA)′(vecB) = tr[A′B] and Kp(vecA) = vec(A′),
the resulting density for Zf is therefore
z 7→ f(z) = g(vech z)
= ap,f exp
(
− 1
4(1 + κp(f))
(vec z)′
{
Ip2 −
κp(f)
(p+ 2)κp(f) + 2
Jp
}
vec z
)
= ap,f exp
(
− 1
4(1 + κp(f))
{
(tr z2)− κp(f)
(p+ 2)κp(f) + 2
(tr z)2
})
.
As in the proof of Lemma 2.2, the density of ` in (D.1) then follows from
Lemma 2.3 of ?. 
Lemma D.2. Fix a unit p-vector θ1, v > 0, a bounded positive real se-
quence (rn), and f ∈ F . Let Zf be a p× p random matrix such that
vec(Zf ) ∼ N
(
0, (1 + κp(f))(Ip2 +Kp) + κp(f)(vec Ip)(vec Ip)
′).
Let Ef (v) := (w1(v), . . . ,wp(v))
′, where wj(v) = (wj1(v), . . . , wjp(v))′ is the
unit eigenvector associated with the jth largest eigenvalue of Zf + diag(v, 0,
. . . , 0) and such that wj1(v) > 0 almost surely. Extending the definitions
to the case v = 0, write Ef := Ef (0). Then, we have the following un-
der Pθ1,rn,v,f :
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(i) if rn ≡ 1, then En,11 = 1+oP(1), En,22E′n,22 = Ip−1+oP(1),
√
nEn,21 =
OP(1), and both
√
nE′n,22En,21 and
√
nE′n,12 are asymptotically normal
with mean zero and covariance matrix v−2(1 + v)(1 + κp(f))Ip−1;
(ii) if rn is o(1) with
√
nrn → ∞, then En,11 = 1 + oP(1), En,22E′n,22 =
Ip−1 + oP(1),
√
nrnEn,21 = OP(1), and both
√
nrnE
′
n,22En,21 and√
nrnE
′
n,12 are asymptotically normal with mean zero and covariance
matrix v−2(1 + κp(f))Ip−1;
(iii) if rn = 1/
√
n, then En converges weakly to Ef (v);
(iv) if rn = o(1/
√
n), then En converges weakly to Ef , or equivalently, to
the random matrix E from Lemma 2.3.
Proof of Lemma D.2. The proof of (i)–(ii) follows by proceeding exactly
as in the proof of Lemma 2.3(i)–(ii), once it is seen that Lemma 5.1 implies
that, under Pθ1,rn,v,f , Zn,21 is asymptotically N (0, (1 + v)(1 + κp(f))Ip−1)
in case (i) and N (0, (1 + κp(f))Ip−1) in case (ii); here, Zn,21 refers to the
bottom left block (see (A.4)) of the random matrix Zn in (A.1). As for
the proof of (iii)–(iv), it also follows as in the corresponding parts of the
proof of Lemma 2.3 as Zn, under Pθ1,rn,v,f , converges weakly to the random
matrix Zf defined in the statement of the present result (note that the
equality in distribution ofEf andE results from the fact that their respective
antecedents Zf and Z both have a spherically invariant distribution; see
Section 2 in ?). 
We end this appendix by proving Theorem 5.1.
Proof of Theorem 5.1. Unless mentioned otherwise, all stochastic con-
vergences in this proof are as n → ∞ under Pθ01,rn,v,f . Clearly, Lemma D.1
entails that λˆn1 = 1 + δv + oP(1) and λˆnp = 1 + oP(1) for j = 2, . . . , p (still
with the quantity δ defined at the beginning of the appendix). Therefore,
the same arguments as in the proof of Theorem 3.1 imply that
(D.2)
Q
(n)
HPV
1 + κp(f)
= V′n,fVn,f + oP(1),
with
Vn,f :=
1√
(1 + κp(f))(1 + δv)
(Ip − θ01θ0′1 )
√
n(Sn −Σn)θ01.
By using the fact that ((θ01)
′ ⊗ (Ip − θ01θ0′1 ))(vec Ip) = 0, it follows from
Lemma 5.1 that Vn,f is asymptotically normal with mean zero and covari-
ance matrix Ip−θ01θ0′1 . Since Ip−θ01θ0′1 is idempotent with trace p− 1, (D.2)
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and Theorem 9.2.1 in ? then entail that
(D.3)
Q
(n)
HPV
1 + κp(f)
D→ χ2p−1.
In particular, Q
(n)
HPV is OP(1). Therefore, if κˆ
(n)
p is a weakly consistent esti-
mator of κp(f), then
Q
(n)†
HPV =
Q
(n)
HPV
1 + κˆ
(n)
p
=
Q
(n)
HPV
1 + κp(f)
+ oP(1),
which, in view of (D.3), would prove that Q
(n)†
HPV is asymptotically χ
2
p−1
and would also show that Q
(n)†
HPV = Q
(n)
HPV + oP(1) in the multinormal case
(since κp(φ) = 0).
We thus conclude the proof by showing that κˆ
(n)
p converges to κp(f) in
probability. With Σn = σn(Ip + rnv θ1θ
′
1), the sample average and empirical
covariance matrix of the random vectors Yni := Σ
−1/2
n Xni, i = 1, . . . , n,
are Y¯n := Σ
−1/2
n X¯n and Sn,Y := Σ
−1/2
n SnΣ
−1/2
n , respectively (here, Σ
−1/2
n
stands for the inverse of the symmetric positive-definite square root of Σn).
Hence, the estimator in (5.4) rewrites
κˆ(n)p =
1
np(p+ 2)
n∑
i=1
((Yni − Y¯n)′S−1n,Y(Yni − Y¯n))2 − 1.
Now, the triangular array Yni, i = 1, . . . , n, n = 1, 2, . . . contains random
vectors that are independent and identically distributed, not only in columns
but also in rows (the distribution of Yni does not depend on n). The weak
consistency of κˆ
(n)
p for κp(f) in the present triangular array setup thus di-
rectly follows from the corresponding result in the standard non-triangular
case; see, e.g., page 103 of Anderson (2003). 
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