Abstract.
Introduction.
We consider a class of models where tree seedlings become established on a site following a non-catastrophic disturbance that eliminates the tree canopy. They will grow freely until the onset of competition for growing space with neighboring trees. Growing space can be thought of as the intangible measure of a plant's capacity to grow until one of the factors necessary for growth (i.e., a site resource) becomes limiting (see [5] , [7] ). In [4] quasilinear partial differential equations were used to model the density of trees in a natural forest as a function of time and tree age. With a suitable function describing the mortality of trees depending on tree age and stand density, the method of characteristics can be used to reduce the partial differential equation to an integro-differential equation for the seedlings density as a function of time, the so-called seedlings equation. Setting the time derivative in the seedlings equation to zero results in a nonlinear integral equation for the seedlings quasi-equilibrium, that is, the number of seedlings that survive to become trees. Since competition from other trees changes with time according to an increase or decrease of the biomass of the forest as a whole, this quasi-equilibrium is time-dependent. It is approached with a delay called seedlings re-establishment time. The rescaled seedlings equation contains a small parameter e, the ratio of seedlings re-establishment time and the average lifespan of a tree. In this paper we use a unifying approach, Banach's fixed point theorem, to establish existence and uniqueness of the solution of the problem, convergence of a numerical scheme for solving the problem, and for proving the theorem on estimation of the remainder term for asymptotic approximation of the solution of the problem. These results provide the mathematical basis for the next steps of the analysis of age structure models related to explicit determination of functions and parameters entering the models by fitting the solutions to data from real field measurements using nonlinear least squares methods. Results of such nonlinear least squares fitting procedures applied to particular age structure models will be published elsewhere.
The paper is organized as follows: In Sec. 2 we formulate the initial value problem for the seedlings density, and present the integral equation for the quasi-equilibrium solution.
In Sec. 3 we prove existence and uniqueness of the solution of both abovementioned problems and derive some of their properties.
Linear convergence of the numerical solution is shown in Sec. 4. Section 5 contains the description of the algorithm for construction of an asymptotic solution using the boundary function method and the estimation of the remainder, which is the proof that the norm of the difference of asymptotic solution and exact solution is of order O(e). Some auxiliary results can be found in the Appendix.
Mathematical
model. For a particular class of models introduced in [4] , the integro-differential equation for seedlings density s(t) as a function of time, has the (rescaled) form es'(t) = -s(t) + max(0,1 -A v(t)),
In (1), 0 < £ < 1 is a small parameter, which represents the ratio of seedlings reestablishment time and the average life span of a tree. The competition factor A measures how competition from other seedlings and older trees inhibits the number of seedlings. Function v(t) represents the total volume of the forest as a function of time. The old growth volume v0id(t) describes the total volume of the trees already existing at the initial time, whereas the integral f' b(a)e~as(t -a) da is the total volume of the trees that grew from seedlings after initial time. The size function b(a) describes the average size of individual trees of age a. Depending on the particular model used, the size function represents either height, basal area, stem volume, or crown area. The model assumes a constant relative death rate of trees, which has been rescaled to 1 and is reflected in the factor e~a in the integral in (2) . The term max(0,1 -Av(t)) corresponds to the seedlings quasi-equilibrium at time t, which is approached exponentially as expressed in equation (1) . When the forest volume v(t) increases above the critical volume
the seedlings quasi-equilibrium becomes zero, and seedlings density s(t) decreases exponentially at per-capita rate 1/e. At the transition point where v = vcrit a discontinuity of the second derivative of the seedlings density occurs.
Let us consider problem (l)-(3) in a finite time interval 0 <t<T. With notations
K+s(t) = max(0, Ks(t)),
the initial value problem can be written as es'{t) = -s(t) + K+s(t) for 0 < t < T,
We also analyse the quasi-equilibrium problem associated with (9), (10) which is obtained by replacing the derivative in (9) by zero and omitting condition (10): 0 = -s(t) + K+s(t) for 0 < t < T.
Assuming that the old growth function vaid{t) and the size function b(t) are continuously differentiate, the functions f(t) and g{t) defined in (5) and (6) 
Jo Jo which results from the substitution a -> t -a in the integral. (7), (8) , and Corollary 1 (see Appendix), we have the estimate:
The rest of the existence and uniqueness proof uses standard techniques for Volterra integral operators (see [1] 
By a corollary to Banach's fixed point theorem, the mapping K+ has exactly one fixed point s*e(t) in C([0, T]). This fixed point is the unique solution of the quasi-equilibrium problem (11). The function s*e(t) is non-negative, since s*e(t) = max(0, K(s*e(t) j) > 0.
It is bounded from above by 1, since by virtue of (6) and (7), s*e(t) = max(0, K(s*e(t))) < x(S;e(t))
A (v0id(t) + J f(a)s*e(t -a)dc
The fact that s*e(t) satisfies a Lipschitz condition of order 1 follows from (11) and Corollary 1 (see Appendix).
Indeed, for any t,\, t-2 € [0,T], we have
Ke(ti) -Sqeit2)1 = | max(0, Ks*e(ti)) -max(0, Ks*qe(t2))\ < \Ka;e(h) -Ks*ge(t2)\ (9), (10) has exactly one solution s
This solution is non-negative and bounded from above by 1. Its derivative is bounded in absolute value by 1/e, and it satisfies a Lipschitz condition of order 1 with Lipschitz constant c_ IKO'll + liff'll + ^INK^H-Til + ,u
This means that
Proof. Integrating both sides of (9) from 0 to t, we obtain: it solves the integrodifferential equation (9), and s(0) = s°. Therefore it is sufficient to show that operator L+ defined in (27) has a unique fixed point. (15), it follows from (27) that for any two functions si,s2 6 cmm i
lll/llr+1£
for 0 < t < T. Using the same technique as in the proof of Theorem 1 it can be shown that, for a certain N, operator LN is a contraction in the Banach space C([0, T]). Therefore operator L+ has exactly one fixed point s*(t), the unique solution of (9), (10) in C1([0,T]).
Since K+s*(t) > 0, this solution s*(t) is greater than or equal to the solution of initial value problem
for which we evidently have sComp(t) = s°e" = t > 0. 
then due to continuity of the function s*(t) there exists a € (0,^) such that s*(t i) = 1,
s*(t) > 1 for all t\ < t < t2.
By the mean value theorem, there exists some intermediate point 13 € {ti,t2), where
By virtue of (9) and (6), e(s")'(t3) = s*(t3) + 1 -Avold(t3) < -s*(t3) + 1 < -1 + 1 = 0,
which contradicts (34). The bound l/e for the derivative is easily obtained from integro-differential equation (9) , using (6), (7), and the upper bound for s(t):
£s'(t) = -s(t) + max(0, Ks(t)) < -s(t) + 1 < 1,
es'(t) > -s(t) > -1.
To show that solution s*(t) satisfies Lipschitz condition of order 1, we proceed as follows. Let ti, t2 S [0, T]. Then by virtue of (9) 
4. Numerical approximation. 4.1. Difference method for the initial value problem. To discretize the problem es'(t) = -s{t) + max(0, Ks(t)), 0 < t < T, 
Let us replace the derivative by a forward difference quotient, and approximate the integral in (40) by the trapezoid rule. Then for n -0,1,2,..., TV -1, 
The corresponding difference scheme is 
yields (here we approximate the integral with the trapezoid rule):
where a0 = an = 1/2 and a\ = a2 = ■ • ■ = a"-i = 1. In (62), An is an error term, for which Theorem 6 in the Appendix provides the estimate:
with constant Cqe explicitly given in (14). 
for solving quasi-equilibrium problem (59) is of the order O(h).
Proof. A system for the error sequence en -s{tn*)
is obtained by subtracting (65) from (62): 
It follows from (71), (72) that |e"| < CTexmrh = 0(h). □ (73) Fig. 1 shows graphs of numerical solutions for a typical initial-value problem and the associated quasi-equilibrium problem. In Fig. 2 the solutions of the initial value problem are compared for different values of the time step h. It is not recommended to choose the h > s, because then instabilities occur. 5 . Asymptotic approximation.
Leading order approximation:
construction using the boundary function method. Using the boundary function method (see [2] , [9] , [10] ) for singularly perturbed problems, we can represent the uniform asymptotic approximation of the solution of the singularly perturbed initial value problem es'(t) = -s(t) + max(0,Ks(t)), 0 <t<T, 
where s(t) is the regular part, and IIs(t/e) is the boundary layer part of the approximation. The boundary layer part is necessary to correctly describe the pulse of seedlings in the first few years of forest growth; it decays exponentially to zero as time increases. In what follows, the rescaled time variable of the boundary layer part is denoted by r = t/e. h-e -.05 --h-e /2-. 025 h-e/4«.0125 
Equation (79) can be split into two equations in variables t and r, respectively: To obtain the leading order approximation, we substitute s(t) = sH(t) + 0(e),
Ils(r) = n0s(r) + 0(e),
into equations (81), (82) and into initial condition (80), and omit terms of order £ and higher. We obtain the integral equation 
for the boundary layer part of the leading order asymptotic solution. Integral equation (85) for the regular part is exactly the quasi-equilibrium problem (11). An approximate solution of (85) can be found numerically with difference method (64), (65).
The problem (86), (87) for the boundary layer part has solution n0s(r) = (s° -s^(0))e~T. 
where so(t) and IIos(t) are the regular and boundary layer parts, respectively, of the leading order approximation constructed in the previous section, and u(t) is the error or, so-called, remainder term. Substituting By virtue of (85), (86), and (87), the initial value problem (90), (91) simplifies to = ~u{t) + R(u\ t),
R{u;t) = -e^-
+ max ^0, g(t) -A J f(t -a) ^so(a) + Ilos (^j + u(a)^j da^j
Theorem 5. The solution of initial value problem (92)- (94) is of order 0(e).
Proof. Instead of (92), (93) let us consider an equivalent integral equation Using the same technique as in the proof of Theorem 1, it can be shown that operator JN for a certain positive integer TV is a contraction with a Lipschitz constant 0 < 9 < 1. It, therefore, has a unique fixed point n, which satisfies the estimate IN < T^-ll^ll, 
vn+i=Jvn for n -0,1,2,3,... .
Using (100), we obtain the recursion Utilizing the Lipschit.z continuity of the integro-difFerential equation, we were able to show existence and uniqueness for both the initial value problem and the quasi-equilibrium problem, to prove linear convergence of the numerical scheme, and to estimate the remainder of the asymptotic approximation obtained using the boundary function method.
Error bounds were provided, which depend on the small parameter s. Thus, a prerequisite has been fulfilled for data fitting with nonlinear least squares methods. Also, the methods presented in this paper can be used to study the long-term behavior of the age structure of a forest, i.e., convergence to an equilibrium state, or oscillations.
The boundary function method was earlier used for analysis of somewhat different singularly perturbed integro-difFerential equations (see, e.g., [9] ). Other asymptotic methods ([5] , [6] , [8] ) can be applied for construction of the asymptotic solution as well.
We also need to mention that the analysis presented in this paper will work for a more general statement of the problem:
with a positive nonlinear function H(X,v(t)), expression for v(t) given by (2) , and initial condition (3). Here we have chosen the form of equation (1) for analysis to simplify technical details and to make the exposition more accessible for a general reader. 
\yi\<C,
12/21 < 2C,
n-1 \yn+i\<\yn\ +B^2\yk\+C for n -2,3,...
fc=1 with positive constants B and C, then the following estimate holds:
\yn\ < nC{l + y/B)n for n = 0,1, 2,... .
Proof by induction. From the assumptions it is evident that the inequality in (125) holds for n -0,1, 2. Suppose that (125) holds for n = 0,1, 2,..., TV, where N is greater than or equal to 2. By substitution of these inequalities into recursion (124), we obtain an estimate for 2/iv+i: 
Solving (148) for p'(a) and substituting into (147), we obtain: p(t) = -f^-^j P(a) + + -a)2 -9b(b -a){t -a)).
Integrating with respect to t from a and b, we get J p(t) dt = P{a) + p(b)) + C J (9t(t -a)2 -6b(b -a)(t -a)) dt. Proof of (c). Apply (b) to the integrals on the subintervals (a + k^jfL,a + (k+ for k = 0,1,2,..., N -1. Then sum over k. □
