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FORCING AND CONSTRUCTION SCHEMES
DAMJAN KALAJDZIEVSKI AND FULGENCIO LOPEZ
Abstract. We investigate forcing and independence questions relating to construction
schemes. We show that adding κ ≥ ω1 Cohen reals adds a capturing construction
scheme. We study the weaker structure of n-capturing construction schemes and show
that it is consistent to have n-capturing construction schemes but no (n+ 1)-capturing
construction schemes. We also study the relation of n-capturing with the m-Knaster
hierarchy and show that MAω1(Km) and n-capturing are independent if n ≤ m and
incompatible if n > m.
1. Introduction and Preliminaries
Following some forcing construction of [2] and [4], Todorcˇevic´ [8] introduced the con-
cept of capturing construction schemes and showed they exist if you assume ♦. Also in
[8], capturing construction schemes are used to construct a Banach space of the form
C(K) without biorthogonal sequences and other objects from [4], but without forcing.
These results are characterized for the recursive nature of the proofs which makes build-
ing counterexamples more intuitive. In [5] it was proved that some of the more complex
examples of Banach spaces from [4] also follow from the existence of a capturing con-
struction scheme. In [6] it was proved that Suslin trees and T-gaps exists if we assume
there are capturing construction schemes. These latest results only require a weaker
version of capturing, namely 3-capturing.
In this work we study the consistency of capturing construction schemes and the
weaker versions of capturing. Throughout this work, when we talk about the consistency
of capturing we mean for every type (mk, nk, rk)k there is a capturing construction scheme
F of that type (see below for definitions), and analogously when we talk about the
consistency of n-capturing.
We start by studying the consistency of n-capturing and m-Knaster (for 2 ≤ n,m) in
Section 2. We show the consistency of n-capturing with no (n+1)-capturing construction
scheme, and relate this with the m-Knaster Hierarchy. Recall that a forcing notion P is
said to be m-Knaster (Km) (for 2 ≤ m ) if for every uncountable W ⊂ P there is W0 ⊂ W
uncountable such that for every p1, . . . , pm ∈ W0 there is p ∈ P with p ≤ p1, . . . , pm.
MAω1(Km) is the forcing axiom for ℵ1 dense sets on Km forcings. The main result of this
Section is:
Theorem 1.1. n-capturing is independent of MAω1(Km) if n ≤ m, and they are incom-
patible if n > m. Also capturing is independent of MAω1(precaliber ℵ1).
The proof of this Theorem gives an alternative argument to the well known fact that
MAω1(Km) 6⇐MAω1(Km+1).
Section 3 is dedicated to proving the consistency of capturing using forcing.
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2 DAMJAN KALAJDZIEVSKI AND FULGENCIO LOPEZ
Theorem 1.2. Adding κ ≥ ℵ1 Cohen reals also adds a capturing construction scheme.
In Section 4 we show other versions of capturing are also consistent. They are forced
by adding ℵ1 Cohen reals.
We follow standard notation in Set Theory (see for example Kunen [3]). When we
refer to a ∆-System (sα : α < ω1) we mean sα are finite subsets of ω1, and for every
α < β < ω1 we have sα ∩ sβ = s for some s ⊂ ω1 fixed, and max(sα) < min(sβ).
Let us introduce the main concept of this work.
Definition 1.3. Let (mk)k<ω, (nk)1≤k<ω and (rk)1≤k<ω be sequences of natural numbers
such that m0 = 1, mk−1 > rk for all k > 0, nk > k and for every r < ω there are
infinitely many k’s with rk = r. If for every k > 0 we have
mk = nk(mk−1 − rk) + rk
we say that (mk, nk, rk)k<ω forms a type.
Definition 1.4. We say that F is a construction scheme of type (mk, nk, rk)k<ω, if
F ⊂ [ω1]<ω is a family of finite subsets of ω1, partitioned into levels F =
⋃
k<ω Fk, such
that for every F ∈ F , there is R(F ) @ F with:
(1) For every A ⊂ ω1 finite, there is F ∈ F such that A ⊂ F .
(2) ∀F ∈ Fk, |F | = mk and |R(F )| = rk.
(3) For all F,E ∈ Fk, E ∩ F @ F,E.
(4) ∀F ∈ Fk, there are unique F0, . . . , Fn−1 ∈ Fk−1 with
F =
⋃
i<n
Fi
Furthermore n = nk and (Fi)i<nk forms an increasing ∆-system with root R(F ),
i.e.,
R(F ) < F0 \R(F ) < . . . < Fnk−1 \R(F )
We call the sequence (Fi)i<nk of (4) the canonical decomposition of F .
For every type (mk, nk, rk)k<ω, there is a construction scheme F of that type in ZFC.
This is implicit in the proof of the consistency with ♦ of [8]. It is also easy to show that
for any type (mk, nk, rk)k<ω there is a construction scheme Fω in ω (i.e, Fω is a family
of finite subsets of ω and it is cofinal in ω the rest is as the definition above). We will
use this fact in Section 3.
To avoid confusion we will use mk, nk, and rk as above, and we will omit reference
to the type of a construction scheme. For F ∈ F and F = ⋃i<nk Fi the canonical
decomposition of F . We write ϕi : F0 → Fi for the unique order preserving bijection
between F0 and Fi, or for E,F ∈ Fk write ϕF,E : F → E for the unique order preserving
bijection between F and E. Analogously, if f is a function on F0 we can define the
function ϕi(f) = f ◦ ϕ−1i in Fi.
The following lemma tells us more about the structure of a construction scheme
Lemma 1.5. For F ∈ Fk, E ∈ Fl, with l ≤ k we have E ∩ F v E.
Proof. We prove the lemma by induction on k and l. If l = k the result follows by the
properties of F . It’s enough to show that: if it holds for l ≤ k − 1, it holds for l and
k as well. Let F as above and let F =
⋃
i<nk
Fi be its canonical decomposition. Since
the Fi’s are in Fk−1 we can apply our hypothesis and E ∩ Fi v E for every i < nk. If
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E ∩ (F \ R(F )) = ∅ then the result follows, otherwise let i < nk be minimal such that
E ∩ (Fi \ R(F )) 6= ∅ then E ∩ F = E ∩ Fi. Because if not, there is i < j < nk+1 with
E ∩ Fj 6v E. Thus we have E ∩ F = E ∩ Fi @ E and the result follows. 
Corollary 1.6. For F ∈ Fk, E ∈ Fl and F =
⋃
i<nk
Fi the canonical decomposition of
F . If E ⊂ F and l < k then there is some i < nk with E ⊂ Fi. In particular, if l = k− 1
we have E = Fi.
Corollary 1.7. Let E,F ∈ Fk, then ϕE,F (F  E) = F  F . Where F  F = {L ∈ F :
L ⊂ F}.
Lemma 1.8. For F ∈ Fk, E ∈ Fl and E ⊂ F (in particular l ≤ k). For every µ ∈ E
there is a copy E∗ of E in F such that
(1) E∗ ∩ (µ+ 1) = E ∩ (µ+ 1).
(2) E∗ \ µ is an interval of F with µ ∈ E.
Proof. We prove the lemma by induction on k and l. The result follows for l = k.
Suppose l < k is given and the result holds for l ≤ k − 1. Take F = ⋃i<nk Fi, the
canonical decomposition of F . By Corollary 1.6 there is i < nk such that E ⊂ Fi. By
the induction hypothesis there is E∗∗ a copy of E in Fi such that the conclusion holds.
If µ /∈ R(F ) then E∗ = E∗∗ works. Otherwise, let E∗ = ϕFi,F0(E∗∗) by Corollary 1.7, E∗
is a copy of E and E∗ \ µ is an interval of F0. Since µ ∈ R(E) then (1) holds, and (2)
holds because F0 is an interval of F . 
The following concept is useful to construct many other results as mentioned above.
Definition 1.9. Let F be a construction scheme, and 2 ≤ n. We say that F is n-
capturing if for every uncountable ∆-system (sξ)ξ<ω1 of finite subsets of ω1 with root s,
there are ξ0 < . . . < ξn−1 < ω1, and F ∈ F with canonical decomposition F =
⋃
i<nk
Fi,
such that
s ⊂ R(F )
for every i < n, sξi \ s ⊂ Fi \R(F ),
for every i < n, ϕi(sξ0) = sξi .
We say that F is capturing if F is n-capturing for every n < ω.
2. The Hierarchies of n-Knaster and n-capturing
Recall that MAω1(Kn) implies MAω1(Km) for every m ≥ n, whereas n-capturing
implies m-capturing for every m ≤ n. Thus, we have the following two hierarchies:
MAω1(K2) . . . MAω1(Kn) MAω1(Kn+1) . . . MAω1(precaliber ℵ1)
2-capturing . . . n-capturing (n+ 1)-capturing . . . capturing
The main result of this section give us a relation between this two types of axioms
and shows that none of the implications above can be reversed.
Theorem 1.1. n-capturing is independent of MAω1(Km) if n ≤ m, and they are incom-
patible if n > m. Also capturing is independent of MAω1(precaliber ℵ1).
We start the analysis of n-capturing with the following Preservation Lemma.
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Lemma 2.1. Capturing is preserved by Kn forcing notions. Let P be a Kn forcing notion
and let F be a n-capturing construction scheme on V . If G ⊂ P is a generic filter for
P, then Fˇ is a n-capturing construction scheme on V [G]. In particular capturing is
preserved by precaliber ℵ1 forcing notions.
Proof. Let P be a Kn forcing notion and Γ˙ a P-name for an uncountable subset of ω1.
Let W ⊂ ω1 and pα ∈ P, α ∈ W such that
pα  α ∈ Γ˙
for every α ∈ W . Since P is Kn there is n-linked W0 ⊂ W uncountable. Recall F is
n-capturing in V , therefore there are α0 < . . . < αn−1 in W0 which are captured by F .
We find now q ∈ P with q ≤ p0, . . . , pn−1, then
q  α0, . . . , αn−1 ∈ Γ˙, and they are captured by Fˇ .

Consider the following property
(F)m For every Γ ⊂ ωω there is Γ0 ⊂ Γ uncountable such that Γ0 has no g0, . . . , gm
and k < ω with g0  k = . . . = gm  k, and |{g0(k), . . . , gm(k)}| = m+ 1.
Recall the following result of Todorcˇevic´ implicit in [7]
Theorem 2.2 (Todorcˇevic´). MAω1(Km) implies (F)m.
The following result proves the first half of Theorem 1.1
Theorem 2.3. Let F be a (m+ 1)-capturing construction scheme. Then (F)m fails.
Proof. Let F be as above. For every F ∈ Fl we construct, inductively on l, (fFα : (l+1)→
Nl)α<ω1 such that
(1) for E,F ∈ Fl and ϕ : E → F the increasing bijection between E and F , for
every α ∈ E, if β = ϕ(α) then fFβ = fEα .
(2) for E ∈ Fl0 and F ∈ Fl1 , l0 < l1, if α ∈ E ∩ F then fFα  (l0 + 1) = fEα .
Let F ∈ Fk with canonical decomposition F =
⋃
i<nk
Fi and suppose (f
Fi
α : α ∈ Fi) is
defined for all i < nk satisfying (1) and (2) above. Let f
F
α = ∅ if α /∈ F .
For α ∈ R(F ) let fFα (k) = Nk−1 and fFα  k = fF0α .
For α0 ∈ F0 \R(F ) and αi = ϕi(α), i < nk. We let fFαi  k = fFiαi and
fFαi = Nk−1 + i+ 1
And let Nk = Nk−1 + nk + 1.
It is easy to see that (1) and (2) hold, and so fα =
⋃
F∈F f
F
α is a well defined function.
Then Γ = {fα : α < ω1} is a witness to the failure of (F)m. To see this suppose
Γ0 = {fα : α ∈ W} where W ⊂ ω1 is uncountable. Since F is (m + 1)-capturing there
are ξ0 < . . . < ξm in W captured by some F ∈ Fk. This implies fξ0  k = . . . = fξm  k
and |{fξ0(k), . . . , fξm(k)}| = m+ 1, and hence (F)m fails as we wanted to show. 
Proof of Theorem 1.1. Start by assuming n ≤ m. To see n-capturing is independent of
MAω1(Km), note that any model of MAω1 is also a model of MAω1(Km) and contains
no n-capturing construction scheme for any 2 ≤ n < ω (see [6] for n > 2, and see
Proposition 2.6 of this paper for n = 2). Thus, it is consistent to have MAω1(Km) and
no n-capturing construction schemes. To show the other direction, start with a model
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V that has a capturing construction scheme F . Let Km be the Km poset that forces
MAω1(Km). Then F remains m-capturing on the extension by Lemma 2.1 hence it is
n-capturing provided n ≤ m.
Suppose now n > m and V is a model of MAω1(Km), then (F)m holds on V . By
Theorem 2.3 we know V contains no (m+ 1)-capturing construction scheme, otherwise
(F)m fails which is a contradiction. Thus V has no n-capturing construction scheme for
n > m, as we wanted to show.
To see MAω1(precaliber ℵ1) and capturing are independent we proceed in the same
manner. Any model of MAω1 satisfies MAω1(precaliber ℵ1) and has no capturing con-
struction scheme. Finally, let V be a model that contains a capturing construction
scheme. Let K be a forcing notion with precaliber ℵ1 that forces MAω1(precaliber
ℵ1). Since K has precaliber ℵ1, F remains capturing in the extension. This finishes
the proof. 
It is interesting to find a Kn forcing notion that kills (n+ 1)-capturing in an obvious
way. Suppose F is a capturing construction scheme. Let F be fixed.
Definition 2.4. Let P ∈ Pn if F does not capture
{{ξi} : i ≤ n} for any ξ0 < . . . < ξn
in P . We say P ≤ Q if Q ⊂ P .
Lemma 2.5. Pn defined as above is Kn.
Proof. Take (Pα : α < ω1) ⊂ Pn. We can find Dα ∈ Fkα such that Pα ⊂ Dα.
Find Γ ⊂ ω1 uncountable, and k < ω such that
(1) (Dα : α ∈ Γ) forms a ∆-System,
(2) kα = k for all α ∈ Γ, and
(3) for every α < β in Γ, we have ϕDα,Dβ(Pα) = Pβ.
Note that (2) and (3) imply that for all α < β, ξ ∈ Dα ∩Dβ, then ξ ∈ Pα if and only
if ξ ∈ Pβ.
We show (Pα : α ∈ Γ) is n-linked. Take α0 < . . . < αn−1 in Γ. Let Q =
⋃
i<n Pi.
Suppose ξ0 < . . . < ξn are in Q and F ∈ F` captures
{{ξi} : i ≤ n}. Take F = ⋃i<n` Fi
the canonical decomposition of F . We must have
ξi ∈ Fi \R(F )(
Fi \R(F ) : i < nl
)
are pairwise disjoint
(2.1)
Let us get a contradiction.
Case l ≤ k: Let j ≤ n with ξn ∈ Pαj . Applying Proposition 1.5, F ∩ Dαj v F .
Therefore ξ0, . . . , ξn ∈ Dαj which implies ξ0, . . . , ξn ∈ Pαj . But F captures
{{ξi} : i ≤ n}
and this is a contradiction because Pαj ∈ Pn.
Case l > k: There is some j < n and i0 < i1 ≤ n such that ξi0 , ξi1 ∈ Pαj . Then
Fi1 ∈ F`−1, and Fi1 ∩ Dαj v Dαj by Proposition 1.5, but this implies ξi0 ∈ Fi1 . This
contradicts (2.1)
We conclude that for every ξ0 < . . . ξn in Q, F does not capture
{{ξi} : i ≤ n}. Hence
Q ∈ Pn. It is clear that Q ≤ Pαi for i < n. This finishes the proof. 
It is clear that Pn kills (n+1)-capturing, thus we have an explicit proof that MAℵ1(Kn)
is incompatible with m-capturing for m > n.
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Assume m > 2 and note that the model obtained in the proof of Theorem 1.1, which
starts with a capturing construction scheme and then forces MAω1(Km), shows the con-
sistency of
MAω1(Km) +m-capturing + ¬(m+ 1)-capturing + ¬MAω1(Km−1)
this gives us an alternative proof of MAω1(Km) 6⇐MAω1(Km+1) showing that the hierar-
chy of m-Knaster forcing axioms is strict.
To get that MAω1 implies there are no 2-capturing construction schemes, we prove
the following:
Proposition 2.6. If F is 2-capturing, then P1 is c.c.c.
Proof. Suppose (Pα : α < ω1) ⊂ P1 forms an uncountable antichain, and refine this
family so that it forms a ∆-system. Since F is 2-capturing, we can recursively construct
a family (Dα : α ∈ Γ) ⊆ F and refine it so that (Dα : α ∈ Γ) ⊆ Fk forms an uncountable
∆-System, and for α ∈ Γ, Dα captures some (Pα′ , Pα′′). Again, since F is 2-capturing,
there are some F ∈ F , α < β ∈ Γ, such that F captures (Dα, Dβ).
We claim that Pα′ ∪ Pβ′′ ∈ P1, which finishes the proof with a contradiction. Suppose
ξ0 < ξ1 ∈ Pα′ ∪ Pβ′′ are captured by some E ∈ Fl. Note that since Pα′ , Pβ′′ ∈ P1,
ξ0 ∈ Pα′ \ Pβ′′ , ξ1 ∈ Pβ′′ \ Pα′ , and so ξ0 ∈ Dα \ Dβ, ξ1 ∈ Dβ \ Dα. Let E =
⋃
i<nl
Ei,
Dβ =
⋃
i<nk
(Dβ)i, Dα =
⋃
i<nk
(Dα)i be the respective canonical decompositions.
Case l ≤ k: Applying Proposition 1.5, E ∩ Dβ v E. Therefore ξ1 ∈ E ∩ Dβ gives
ξ0 ∈ Dβ, and this is a contradiction.
Case l > k: Recall that φE0,E1(F  E0) = F  E1, and Dα capturing (Pα′ , Pα′′) implies
ξ0 ∈ (Dα)0 \ R(Dα). Since there is some E ′ ⊆ E with ξ0 ∈ E ′ ∈ Fk, and ξ0 ∈ (Dα)0 ∈
Fk−1, we get that ξ0 must be in the 0’th component of the canonical decomposition of E ′,
and hence φE0,E1(ξ0) = ξ1 must be in the 0’th component of the canonical decomposition
of some element in Fk  E1, which contradicts ξ1 ∈ (Dβ)1 \R(Dβ).

3. Capturing Construction Schemes in the Cohen Model
We dedicate this section to the proof of the following result.
Theorem 1.2. Adding κ ≥ ℵ1 Cohen reals also adds a capturing construction scheme.
Proof. Assume first that κ = ℵ1. We start by fixing Fω, a construction scheme on ω
with the following property:
For every A ⊂ ω finite and a < ω there is F ∈ F with canonical decomposition⋃
i<nk
Fi, such that A ⊂ F0 and R(F ) = F0 ∩ a. (3.1)
Definition 3.1. Let p ∈ P if and only if supp(p) ⊂ ω1 finite, for every δ ∈ supp(p), δ is
limit, p(δ) = (Dpδ , a
p
δ) where D
p
δ ∈ Fω, apδ ∈ Dpδ , and for every δ0 < δ1 in supp(p)
(1) Dpδ0 ⊆ Dpδ1 , and
(2) apδ0 < a
p
δ1
We say p ≤ q if supp(q) ⊂ supp(p),
(i) for every δ < δ′ ∈ supp(q), apδ′ − apδ ≥ aqδ′ − aqδ, and
(ii) for every δ ∈ supp(q) with Dqδ ∈ Fk, there is W ∈ Fk with W ∩ apδ having the
same size that Dqδ ∩ aqδ, and W \ apδ is an interval of Dpδ with apδ ∈ W .
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We say p ∼ q if p ≤ q and q ≤ p.
Note that P is equivalent to the forcing Cω1 for adding ω1 Cohen reals. To see this,
notice that P is a dense suborder of the partial order which is defined as above minus
conditions (1), (2), or (i), and this partial order is finite support product of countable
partial orders.
Now for a < δ < ω1, define the function φa,δ : ω → ω1 by
φa,δ(α) =
{
α α < a
δ + i α = a+ i
Note that, for ϕ : ω → ω increasing we have
ω ω1
ω
ϕ
φa,δ
φϕ(a),δ
φϕ(a),δ ◦ ϕ = φa,δ (3.2)
Now let p ∈ P, with supp(p) = (δ0 < . . . < δn) suppose p(δi) = (Di, ai). We define
Φp : Dn → ω1 as:
Φq(x) =

x x < a0
φai,δi(x) ai ≤ x < ai+1
φan,δn(x) x ≥ an
Finally, for p as above we define
Fp = Φ
p
(
Fω  Dn
)
.
It is left as an exercise to check that q ≤ p ∈ P implies Fp ⊆ Fq.
Let G ⊂ P be a generic filter, we define F in V [G] as
F =
⋃
p∈G
Fp
Claim 3.2. Given p ∈ P and ξ < ω1 there is q ≤ p and x < ω such that Φq(x) = ξ
Proof. Let ξ < ω1 and p ∈ P. We want to find q ≤ p and x < ω such that ξ = Φq(x).
Take δ < ω1 limit such that δ ≤ ξ < δ + ω. We write ξ = δ + ` where ` < ω. Consider
supp(p) = {δ0 < . . . < δn} and p(δi) = (Di, ai) with Di ∈ Fωki .
Case 1: δ = δj for some j ≤ n. Find F ∈ Fω with canonical decomposition
⋃
i<nk
Fi,
such that Dn ∪ {aj + 1, . . . , aj + `} ⊂ F0 and R(F ) = F0 ∩ aj. For every i ≥ j, Apply
Lemma 1.8 to Di, F , and ai, to find Wi ∈ Fki such that |Wi ∩ ai| = |Di ∩ ai| and Wi \ ai
is an interval of F0 with ai ∈ Wi. Note that for every i ≥ j, ai ∈ F0 \ R(F ), and so
W ∗i = φ1(Wi), a
∗
i = φ1(ai), have that |W ∗i ∩ a∗i | = |Di ∩ ai| and W ∗i \ a∗i is an interval of
F . Define q ∈ P so that supp(q) = supp(p) and
q(δi) =
{
(Di, ai) for i < j,
(F, a∗i ) for i ≥ j.
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Note that the Wi’s witness q ≤ p. By construction Φq(ai + `) = ξ.
Case 2: δ /∈ supp(p). If δ > δn it is easy to find q, we leave the reader to work out
the details. Assume then there is j < n with δ < δj. Pick a > Dn and apply (3.1) to
find F ∈ Fω with canonical decomposition ⋃i<nk Fi, Dn ∪{a, a+ 1, . . . , a+ `} ⊂ F0 and
R(F ) = F0 ∩ aj. Apply Lemma 1.8 to find W ∗i ∈ Fωki for i ≥ j, such that |W ∗i ∩ ai| =|Di ∩ ai|, Wi is an interval of F with ai ∈ W ∗i , for i ≥ j. Now let ci = ϕ1(ai), and
Wi = ϕ1(W
∗
i ) for i ≥ j.
Define q ∈ P with supp(q) = supp(p) ∪ {δ} such that
q(γ) =

(Di, ai) for γ = δi, i < j.
(F, a) for γ = δ,
(F, ci) for γ = δi, i ≥ j.
It’s clear that q ≤ p (this is witness by the Wi’s) and Φq(a+ `) = ξ by construction. 
Claim 3.3. F as above is a construction scheme on V [G].
Proof. To see property (1) of a Construction Scheme let A ⊂ ω1 finite and p ∈ P. We
can find q ≤ p and B ⊂ ω finite such that Φq(B) = A. If supp(q) = {δ0 < . . . < δn}
and q(δi) = (Di, ai), we can find F ∈ Fω with B ∪ Dn ⊂ F . Define q0 ∈ P so that
supp(q0) = supp(q) and q0(δi) = (F, ai). Using Lemma 1.8, it is easy to check q0 ≤ q. It
is also clear that q0 forces “there exists F ∈ F˙ with A ⊂ F”. This shows property (1) of
a Construction Scheme.
Properties (2)–(4) are easy to check by contradiction. 
We have F on V [G] a construction scheme on V [G]. To show F is capturing, let
S˙ = (sα : α < ω1) be an uncountable ∆-System on V [G]. Assume for simplicity |sα| = 1
and S˙ = ({ξ} : ξ ∈ Γ˙) where Γ˙ is a name for an uncountable subset of ω1, the proof is
the same for the general case. Let n < ω be given. Take Ω ⊂ ω1 uncountable and pα ∈ P
for α ∈ Ω such that
pα  α ∈ Γ˙ (3.3)
We can assume without loss of generality that there is δ ∈ supp(pα) such that pα(δ) =
(D, a), and α ∈ φa,δ(D).
Find Ω0 ⊂ Ω uncountable, δα,0 < . . . < δα,d−1 < ω1 limit, Di ∈ Fωki for i < d,
a0 < . . . < ad−1, and x < ω such that:
(1) (supp(pα) : α ∈ Ω0) form a ∆-System with root {δα,0, . . . , δα,r−1},
(2) supp(pα) = {δα,0, . . . , δα,d−1},
(3) pα(δα,i) = (Di, ai) for every i < d,
(4) For x ∈ Dd−1 with Φpα(x) = α, there is fixed j0 with: j0 = d− 1 if x ≥ ad−1, or
j0 < d− 1 and is such that aj0 ≤ x < aj0+1.
Pick α0 < . . . < αn−1 in Ω0. We want to find q ∈ P such that
q  αi ∈ Γ˙, F˙ captures α0, . . . , αn−1. (3.4)
Apply (3.1) to find F ∗ ∈ Fωk such that k > kd−1, F ∗ =
⋃
i<nk
F ∗i is the canonical
decomposition of F ∗, Dd−1 ⊂ F ∗0 , and R(F ∗) = F ∗0 ∩ ar.
For i < d, note ai ∈ Di ⊂ F ∗0 , therefore we can apply Lemma 1.8 to find W0,i ∈ Fωki
with W0,i ∩ ai = Di ∩ ai and W0,i \ ai an interval of F ∗0 with ai ∈ W0,i. Let ϕi : F ∗0 → F ∗i
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be the increasing bijection between F ∗0 and F
∗
i . Define Wi,j = ϕi(W0,j), and ai,j =
ϕDj ,Wi,j(aj) for i < n, j < d, and xi = ϕDj0 ,Wi,j0 (x) for i < n.
It is easy to check that
Wi,j ∈ Fωkj , |Wi,j ∩ ai,j| = |Dj ∩ aj|, and Wi,j \ ai,j is an interval of F ∗ with ai,j ∈ Wi,j
(3.5)
and by equation (3.2) we have
φai,j0 ,δαi,j0 (xi) = αi (3.6)
We define q ∈ P with supp(q) = {δαi,j : i < n, j < d}. Note now that δα,i does not
depend on α for i < r.
q(δαi,j) =
{
(Dj, aj) for j < r
(F ∗, ai,j) for j ≥ r
With this definition, we have Φq(xi) = φai,j0 , δαi,j0(xi) = αi by (3.6), and (Wi,j : r ≤
j < d) is a witness to q ≤ pαi for every i < n, by (3.5). This implies q  αi ∈ Γ˙ for every
i < n because of (3.3).
Finally, let F = Φq(F ∗). Then q  F ∈ F˙ , and by the construction of (xi : i < n)
and (3.6) we have q forces F captures α0, . . . , αn−1. Therefore (3.4) holds which is what
we wanted to prove.
Suppose now κ > ℵ1. Let Cκ be the forcing for adding κ Cohen reals. It is well known
(see for example Theorem 8.2.1 of Kunen [3]) that Cκ = Cω1 ∗Cκ\ω1 . We know that Cω1
adds capturing construction schemes, by Lemma 2.1, forcing with Cκ\ω1 preserves cap-
turing since it has precaliber ℵ1. Therefore forcing with Cκ adds capturing construction
schemes.

4. Fully Capturing and Capturing with Partitions
There is a generalization of capturing that proves useful in some examples of [8]. We
present it here for completeness.
Definition 4.1. Let F be a construction scheme. We say that F is fully capturing if
for every uncountable ∆-system (sξ)ξ<ω1 of finite subsets of ω1 with root s, and every
k∗ < ω there are F ∈ Fk with k > k∗, canonical decomposition F =
⋃
i<nk
Fi, and
ξ0 < . . . < ξnk−1 < ω1, such that
s ⊂ R(F )
for every i < nk, sξi \ s ⊂ Fi \R(F ),
for every i < nk, ϕi(sξ0) = sξi .
Definition 4.2. Let ω =
⋃
`<ω P` be a partition of ω into infinite components and let
~P = (P` : ` < ω). Suppose (mk, nk, rk) forms a type such that for every ` < ω, and every
r < ω there are infinitely many k’s in P` with rk = r. Then we say (mk, nk, rk)k forms a
~P -type.
Definition 4.3. Let F be a construction scheme with type (mk, nk, rk)k, and 2 ≥ n.
We say F is n-~P -capturing if (mk, nk, rk)k forms a ~P -type, and for every uncountable
∆-system (sξ)ξ<ω1 of finite subsets of ω1 with root s, and every ` < ω, there are ξ0 <
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. . . < ξn−1 < ω1, k ∈ P` and F ∈ Fk with canonical decomposition F =
⋃
i<nk
Fi, such
that
s ⊂ R(F )
for every i < n, sξi \ s ⊂ Fi \R(F ),
for every i < n, ϕi(sξ0) = sξi .
We say F is ~P -capturing if F is n-~P -capturing for every n < ω.
We can also define ~P -fully capturing in the obvious manner. What makes this version
interesting is that it allows for different amalgamations. For example, the existence of a
2-~P -capturing construction scheme implies there are Suslin trees and T-gaps. This can
be shown following [6] where the same objects are build using 3-capturing.
We prove the following Theorem about the consistency of other forms of capturing.
Theorem 4.4. Adding κ ≥ ℵ1 Cohen reals implies there are Fully capturing construc-
tion schemes, ~P -capturing consctruction schemes, and ~P -fully capturing construction
schemes.
Proof. The proof is similar to Theorem 1.2 therefore we only give a sketch for a ~P -fully
capturing construction scheme.
Let ~P be a partition of ω and let (mk, nk, rk)k<ω be a given ~P -type.
It is easy to see, using the fact that (mk, nk, rk)k<ω is a ~P -type, that there is a Con-
struction Scheme Fω on ω such that:
For every ` < ω, A ⊂ ω finite, and a < ω, there is k ∈ P` and F ∈ Fk with
canonical decomposition
⋃
i<nk
Fi, such that A ⊂ F0 and R(F ) = F0 ∩ a. (4.1)
Suppose now F˙ is defined as in Theorem 1.2 and S˙ = (sα : α < ω1) is an uncountable
∆-System on V [G]. We assume that |sα| = 1 and S˙ = ({ξ} : ξ ∈ Γ˙) where Γ˙ is a name
for an uncountable subset of ω1, the argument is the same for the general case. Let ` < ω
and k∗ < ω be given.
Find Ω ⊂ ω1 uncountable and pα ∈ P for α ∈ Ω such that
pα  α ∈ Γ˙ (4.2)
And there is δ ∈ supp(pα) such that pα(δ) = (D, a), and α ∈ φa,δ(D). And δα,0 < . . . <
δα,d−1 < ω1 limit, Di ∈ Fωki for i < d, a0 < . . . < ad−1, and x < ω such that:
(1) (supp(pα) : α ∈ Ω0) form a ∆-System with root {δα,0, . . . , δα,r−1},
(2) supp(pα) = {δα,0, . . . , δα,d−1},
(3) pα(δα,i) = (Di, ai) for every i < d,
(4) For x ∈ Dd−1 with Φpα(x) = α, there is fixed j0 with: j0 = d− 1 if x ≥ ad−1, or
j0 < d− 1 and is such that aj0 ≤ x < aj0+1.
Apply (4.1) to find k ∈ P` with k > k∗, and F ∗ ∈ Fωk such that k > kd−1, F ∗ =⋃
i<nk
F ∗i is the canonical decomposition of F
∗, Dd−1 ⊂ F ∗0 , and R(F ∗) = F ∗0 ∩ ar.
Pick arbitrary α0 < . . . < αnk−1 in Ω. We construct q ∈ P, such that
q  αi ∈ Γ˙,∃F ∈ F˙k captures α0, . . . , αnk−1. (4.3)
For i < d, note ai ∈ Di ⊂ F ∗0 , therefore we can apply Lemma 1.8 to find W0,i ∈ Fωki
with W0,i ∩ ai = Di ∩ ai and W0,i \ ai an interval of F ∗0 with ai ∈ W0,i. Let ϕi : F ∗0 → F ∗i
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be the increasing bijection between F ∗0 and F
∗
i . Define Wi,j = ϕi(W0,j), and ai,j =
ϕDj ,Wi,j(aj) for i < n, j < d, and xi = ϕDj0 ,Wi,j0 (x) for i < nk.
It is easy to check that
Wi,j ∈ Fωkj , |Wi,j ∩ ai,j| = |Dj ∩ aj|, and Wi,j \ ai,j is an interval of F ∗ with ai,j ∈ Wi,j
(4.4)
and as before we have
φai,j0 ,δαi,j0 (xi) = αi (4.5)
We define q ∈ P with supp(q) = {δαi,j : i < n, j < d}. Note now that δα,i does not
depend on α for i < r.
q(δαi,j) =
{
(Dj, aj) for j < r
(F ∗, ai,j) for j ≥ r
With this definition, we have Φq(xi) = φai,j0 , δαi,j0(xi) = αi by (3.6), and (Wi,j : r ≤
j < d) is a witness to q ≤ pαi for every i < nk, by (4.4). This implies q  αi ∈ Γ˙ for
every i < nk because of (4.2).
Finally, let F = Φq(F ∗). Then q  F ∈ F˙ , and by the construction of (xi : i < nk)
and (4.5) we have q forces F captures α0, . . . , αnk−1. Therefore (4.3) holds which is what
we wanted to prove.

We also have the following results related to the consistency of n-~P -capturing. The
proof follows the arguments in Section 2 and it is left to the reader.
Theorem 4.5. Let ~P be a partition of ω as above. Then n-~P -capturing and MAω1(Km)
are independent if n ≤ m and they are incompatible if n > m. Also ~P -capturing, ~P -fully
capturing, and fully capturing are all independent of MAω1(precaliber ℵ1).
It is clear that n-~P -capturing implies n-capturing and ~P -capturing implies capturing,
however we do not know if any of the implications can be reversed. Analogously, fully
capturing implies capturing but we do not know if it is consistent to have capturing
without fully capturing.
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