Discerning depth from stereopsis is difficult because the quality of un-cooled sensors is not sufficient for generating dense depth maps. We show how to produce sparse disparity maps from un-calibrated infrared stereo images which can be interpolated to produce a dense/semi-dense depth field. In our proposed technique, the sparse disparity map is produced by a robust features-based stereo matching method capable of dealing with the problems of infrared images, such as low resolution and high noise. Initially, a set of stable features are extracted from stereo pairs using the phase congruency model, which contrary to the gradientbased feature detectors, provides features that are invariant to geometric transformations. Then, a set of Log-Gabor wavelet coefficients at different orientations and frequencies is used to analyze and describe the extracted features for matching. The resulting sparse disparity map is then refined by triangular and epipolar geometrical constraints. In densifying the sparse map, a watershed transformation is applied to divide the image into several segments, where the disparity inside each segment is assumed to vary smoothly. The surface of each segment is then reconstructed independently by fitting a spline to its known disparities. Results indicate strong correlation with ground truth. The marginal results from the watershed segmentation on IR is chiefly responsible for the errors in the reconstructed depth map.
Introduction
The applicability of IR cameras in dark environments is the most motivating factor for using IR imagery in computer vision applications. Some examples include military applications such as target acquisition, autonomous vehicle navigation, collision avoidance, terrain analysis, etc. and surveillance applications like pedestrian detection/tracking, face detection/recognition, etc. In many of the aforementioned applications, it is necessary to first recover the three-dimensional structure (i.e., depth) from twodimensional digital infrared images. Depth from stereo has been used in most computational vision applications for three-dimensional structure recovery. The distance between the projections of a particular object (primitive) in the stereo image pairs is known as disparity; a greater disparity represents a closer object, and a smaller disparity represents an object further away. The most challenging and difficult process in stereo vision is the extraction of the corresponding primitives in two images. Once the correspondences between image primitives have been established, the depth can be easily computed through triangulation. The potential for discerning depth from stereo using thermal IR imagery has received little attention in the literature. Besides, almost all of the existing techniques for IR stereo matching are based on some assumptions about the hot contents of the images (e.g., humans, faces, etc.) and therefore are not applicable to other situations. This is mainly due to the challenges of this problem, which are introduced and discussed in Section 2. Our primary objective is to develop an efficient method to compute the depth information from stereo images in the infrared domain, without having any prior knowledge about the hot or cold objects in the scene. This paper elaborates upon extends our previous initial results [10] , [11] to the production of 3D surfaces.
Infrared Background
Infrared radiation is a type of electromagnetic radiation, in which the frequency of waves is higher than that of radio waves but lower than that of visible light. IR radiation is emitted from all objects as a function of their temperature. Hotter objects give off more infrared radiation at higher frequency and shorter wavelength than do cooler objects (see Figure 1 ). Infrared radiation is perceived by humans as heat, when it is emitted from objects at moderate temperatures (above 200F). Unlike visible light, in the infrared domain, every object (even ice cubes) with a temperature above absolute zero emits heat.
Only a certain region of the spectrum is of interest to the IR detectors because much of the radiation in this band is absorbed by water or carbon dioxide in the atmosphere. There are several wavelength bands with good transmission, (a) Figure 1 . When the temperature of objects gets higher, the spectral radiant at all wavelengths will become higher and the peak wavelength of the emission will become shorter.
that can be detected by IR cameras/sensors: (1) The Long wavelength IR (LWIR or far IR) band spans roughly 8-14µm, with nearly 100% transmission on the 9-12µm band. The LWIR band offers excellent visibility of most terrestrial objects. (2) The Medium wavelength IR (MWIR or MIR) band spans roughly 3.3-5.0µm, with nearly 100% transmission, with the advantage of lower background noise. The visible light and short wavelength IR (SWIR or near IR, NIR) band spans roughly 0.35-2.5µm, and corresponds to a band of high atmospheric transmission and peak solar illumination, yielding detectors with the best clarity and resolution of the three bands. However, SWIR imagers provide poor or no imagery of objects at 300K (around human body temperature) when no artificial illumination is present. Figure 2 shows some example images of a human face in different wavelengths. Far infrared cameras (which detect LWIR radiation) have been the most widely used infrared sensor for night-vision applications. This is due to the fact that in the long wavelength infrared spectrum, in contrary to the other two bands of spectrum, reflectance of the objects barely contributes to the captured images and predominantly emission from the scene is registered [14] . This has the advantage of eliminating the challenging task of the separation of reflectance and emission, which is required for the images captured in the other two spectrum bands. Subsequently, the term infrared will refer to the far infrared spectrum (LWIR). There are two types of IR/thermal imaging detectors [18] . The first type measures IR indirectly (a) Figure 2 . The IR images of a human head in different wavelengths. The difference between the far infrared (LWIR) image and the near infrared (SWIR) image shows the independence of reflectance in the former. Furthermore, as can be seen, the LWIR and MWIR lights cannot pass through glasses [1] .
by detecting the changes in heat induced when absorbing IR radiation. Two widely used detectors of this type are the bolometer detectors that measure the heat induced electrical resistance change, and the pyroelectric / ferroelectric detectors that measure the heat induced electrical capacitance change for certain crystals. The second type of IR imaging detectors is quantum based which operates at low temperatures (i.e., approx 77K) and therefore requires specialized cryogenic cooling. The quantum detectors are very expensive in operation and purchase price, bulky, heavy and power hungry, inconvenient in terms of waiting for precooling before use but have fast response time and ultra-high sensitivity. In contrast, the first type of detectors is less expensive and has a slow response time, but operates at high temperatures (i.e., room temperature) and does not need expensive cryogenic cooling.
One of the most important properties of infrared imagery, that characterizes it from visible imagery, is the ability to operate in environments with poor or no light. This is because the images captured by IR cameras do not vary with changes in lighting conditions but rather change with variation in temperature of the scene objects. Taking advantage of this property of infrared imagery makes it possible to detect people and vehicles in dark environments, which is crucial for many military and surveillance applications.
Furthermore, the independence from the scene lighting condition is beneficial for image processing algorithms (particularly in motion related applications), as lighting conditions generally change faster than temperature [9] , and besides, no shadow removal is required to be applied on the IR images, since shadows are not captured by IR cameras. Although the use of thermal imagery alleviates several classic computer vision problems such as shadows, lack of nighttime visibility, sudden illumination changes and etc., IR imagery has its own unique challenges. (1) IR high noise (low SNR) and low resolution: High noise invalidates the smoothness model that can be a problem for edge detection algorithms based on the differentiation gradient of a smooth 2D surface. Low spatial resolution means losing data (i.e., textures) and losing statistical significance. This makes correspondence based on pixel correlation more difficult, or really impossible, which ironically is necessary for depth from stereo and motion, and is essentially fundamental for 3D vision. (2) IR reflection: The surfaces of many materials reflect IR radiation. This reflection is more specular and less diffuse than it is in the visible light. This is mainly due to the longer wavelength of infrared radiation [9] . (3) IR halo effect or saturation: Halos around very hot or cold objects which produce a significant contrast with the background, is a major characteristic of the thermal images captured by ferroelectric sensors. The halos have opposite polarity from the objects they surround (i.e., white-black/hot-cold). The presence of halos can cause a serious problem for object detection/extraction techniques, because the halo around an object may be detected as part of the object, and therefore the result does not provide an accurate localization of the object silhouette [5] . However, there are some beneficial consequences of halo effect, as well. Fore example, in pedestrian detection, the presence of halo around pedestrians can help the threshold/contrastbased segmentation methods to detect the pedestrians easier [5] . (4) History effects: This effect is inherent to infrared and cannot be removed by using better IR cameras [18] . The strength of IR radiation depends not only on the current states of the object and the environment, but also on the combined effects of the history of state changes, because temperature variations takes time to propagate and doesn't affect the environment instantly. The brightness constancy assumption, which is the basis for depth from motion (i.e., optical flow), is invalidated by history effect in two ways: (i) the extremely fast change of temperature, which leads to significant brightness variation even between two consecutive video frames; and (ii) a very slow change of temperature like the natural dissipation of heat; this can leave behind a ghost image after a hot or cold object moves (that can lead to ghost object detection).
Owens et al. [14] developed an unmanned ground vehicle program to enable autonomous robotic nighttime navigation at speeds of up to 10 m.p.h.. They performed obstacle detection at night and analyzed the suitability of four classes of night vision cameras (3-5µm cooled FLIR, 8-12µm cooled FLIR, 8-12µm uncooled FLIR, and image intensifiers) for night-time stereo vision. Their analysis of signal to noise ratios showed that uncooled infrared sensors lack the necessary sensitivity to produce viable images for nighttime stereo vision during thermal transition periods. (temperature differences on the order of degree produce signal to noise ratio of 40/1 in cooled and 12/1 in uncooled sensors; while the percentage of stereo matches decreases sharply to unacceptable levels for signal to noise ratios below 30/1). They also only used a single camera and simulated stereo, thus not addressing the stereo camera calibration problem.
Background: IR Stereo Correspondence
The fundamental concept of stereo vision lies in the fact that the projection of a point in three-dimensional world is situated on a unique pair of image locations when observed by two cameras. Consequently, if corresponding points are located in stereo images, then it will be possible to determine the three-dimensional location of the scene point. The major challenge in computational stereo is correspondence. The correspondence problem involves searching the images associated with each camera, for the locations that are the projection of the same point in the scene. Because of ambiguous matches (e.g., due to occlusion, specularities, lack of texture) and many-to-many possibilities (e.g., due to similarities of points matched), there exists no general solution to the correspondence problem. Thus, a number of constraints (e.g., epipolar geometry) and assumptions (e.g., image brightness constancy, surface smoothness and proximity) are commonly employed to make the problem more tractable.
Solutions to the problem of stereo correspondence can roughly be divided into global and local methods. In Global algorithms, e.g., [13] , the disparity assignments are carried out in iterative schemes and on the basis of the minimization of a global cost function using techniques such as simulated annealing, max-for and graph-cuts.
Local stereo matching methods generally fall into two broad categories: area-based and feature-based techniques [6] . Area based algorithms are employed to solve the correspondence problem for every single pixel in the image. They usually use color values and/or intensities within windows of certain sizes. More specifically, for each location in the first image, a rectangular or circular region of pixels around it is matched to the best corresponding region in the second image, using a correlation measure such as cross correlation or sum of squared differences [38] . Although these algorithms have the advantage of producing dense depth fields, they require the images to be highly textured in all parts. Furthermore, choosing the right size for the regions is not easy, as in most cases smaller regions will lead to more mismatches but shorter run-time; while larger regions will produce more accurate results at the expense of higher computational time. Unlike the area based techniques, feature based matching approaches, establish correspondences for feature points only, not all image pixels. These features need to be unique within the left and right images. Examples of good features are: edge points, lines, corners or interest points. Considering that only a small subset of the image pixels are used for matching, these methods result in less detailed depth maps as the depth value is not calculated for every pixel. However, since the possibility of mismatching a feature is less, due to its detailed and distinctive description, feature based methods usually produce more accurate depth maps. Some properties of infrared images introduce challenges to the correspondence problem and limit the performance of most state-of-the-art methods applicable to visible images. There is the problem of low spatial resolution with infrared images, which makes the correspondence problem based on pixel correlation difficult. Therefore, global and area-based approaches cannot perform well in IR images because the statistical assumption of sufficiently large amounts of data is not satisfied for the low resolution infrared images. Common correspondence techniques depend on the local statistics of regions of texture. When the resolution is not sufficiently high, the number of pixels describing each object is low which makes a statistics based method unreliable. On the other hand, since most of the available feature extraction techniques are low level and make little assumption on the underlying imaging modality, they can thus be applied to infrared images as well, with little or no modification. Therefore, we chose to use a feature based approach in our problem. Our proposed technique, like the other feature based approaches, consists of three main steps: (i) feature extraction, (ii) feature matching, and (iii) matching refinement. The following sections describe each step of our algorithm in detail.
Methodology

Features: Phase Congruency
In feature extraction, the goal is to reduce the large number of pixels contained in an image into a set of distinctive primitives. Good features should be stable enough to be repeated in each stereo image, invariant to noise and robust against geometric transformations. Features can be either local (e.g., corners or edges), or global (e.g., polygons or image structures). Global features are difficult and expensive (in terms of computational time) to extract and furthermore they are more application dependent. In contrast, local features are easier to be extracted and in addition, they are more general and are very suitable for situations in which no prior knowledge about the content of the image is available. Since most of the available local feature detectors make little assumption on the underlying imaging modality, they can be applied to infrared images as well. However, the relative performance can differ because most infrared images are generally lower resolution and contain more noise than visible-band images. In the experiments section, we compare some of the state-of-the-art feature detectors (e.g. Harris [12] , Canny [3] , Differenceof-Gaussian (DOG) [19] , KLT [24] ) with the feature extraction method we employed (Phase Congruency) for IR images in our system. We use phase congruency to extract features because it appears to provide a reasonable amount of stable and tractable features. The Phase Congruency (PC) is a feature detection method which is based on the Local Energy Model, presented by Morrone et al. [22] . In contrast to the traditional approaches assuming that image features are located at points with maximal intensity gradient, the Local Energy Model makes the assumption that image features at frequency domain are located at points where the Fourier components are maximally in phase. This is a more general definition than the one used by the traditional edge detection methods. Using the Local Energy Model, it is not required to make any assumptions about the shapes of the features being detected. This is an advantage over the other feature extraction techniques, which have to make assumptions about the shape of the feature to be detected. In addition, this method provides a degree of insensitivity to variations in illumination and contrast. For each point of the image in the phase congruency method, the congruency of phases at different frequencies (scales) is measured. Points with high phase congruency will get a high score, whereas points where the congruency is low get a low score. Venkatesh and Owens [26] have shown that the Phase Congruency function can be equivalently calculated by using the local energy function, which is mainly used in modeling biological vision. Kovesi in [15] , [16] follows the approach of Morlet et al. [21] , but, rather than using Gabor filters, he uses Logarithmic Gabor functions as suggested by Field [7] for biological plausibility. Log-Gabor filters have a Gaussian transfer function when viewed on the linear and logarithmic frequency scale. They still maintain a zero DC component in the even-symmetric filter, while allowing arbitrarily large bandwidth filters to be constructed.
The 2D Log-Gabor filter is constructed in the frequency domain. In the spatial domain, it can only be numerically constructed using the inverse Fourier transform. Log-Gabor filters consist of two components, namely the radial filter component and the angular filter component. The radial fil-ter has the transfer function [15] :
where ω 0 is the center frequency of the filter and k determines the bandwidth of the filter in the radial direction. The angular component, which controls the orientation that the filter responds to, has the Gaussian transfer function [39]:
where θ 0 is the orientation angle of the filter, T is a scaling factor, and ∆θ represents the orientation spacing between the filters. The Log-Gabor filters are produced by multiplying the radial and angular components together. A bank of 24 Log-Gabor filters at 4 frequencies and 6 orientations are used in our implementation.
Feature Matching
There are a large variety of possible descriptors and associated distance metrics which emphasize different image properties like pixel intensities, color, gradient magnitude and textures for feature matching. However, the selection of a reasonable feature descriptor depends basically on the type of the extracted features and the underlying extraction technique. For example, for the regions extracted by the Difference-of-Gaussians technique, Lowe [19] proposed a scale and rotation invariant description method, which is based on the distribution of the gradient magnitudes and orientations, computed during the extraction of the regions. In our system, features are described by a set of Log-Gabor coefficients at different scales (e.g. 4) and orientations (e.g. 6), computed during the extraction of feature points by the phase congruency model. Similar to Gabor wavelets, LogGabor wavelets are biologically motivated convolution kernels restricted by a Gaussian function. Gabor and LogGabor wavelet coefficients have been used as descriptors in several applications including object recognition [17] , face recognition [27] and content based image retrieval [28] . Once the features are described, the matching between the right and the left images is possible through a simple and straightforward algorithm: each feature at (x, y) in the first image (left/right) is compared with a set of potential features in the other image (right/left), located within a w x by w y rectangular window, W , centered on (x, y), where w x and w y are the maximum expected disparities in the horizontal and vertical axes, respectively. Features are compared using the cosine similarity function, which has also been used in [17] and [27] for comparing wavelet-based description vectors:
where F and F are two sets of Log-Gabor coefficients magnitudes to be compared, and f j and f j are the jth coefficients in F and F , respectively. For each feature in the first image, the feature in the second image which maximizes the similarity measure is then selected as the tentative corresponding point. The performance of any correspondence method is impaired by occlusions (points with no counterpart in the other image) and spurious matches (false corresponding pairs created by noise). Appropriate constraints reduce the effects of both phenomena. We impose two such constraints on our system: namely, the leftright consistency constraint, and the uniqueness constraint. The uniqueness constraint means that a given feature from one image can be matched to only one feature from the other image [20] . On the other hand, the left-right consistency constraint is on the basis of checking that a valid match point be equally matched The intrinsic projective geometry between two views is called the geometry of stereo, also known as epipolar geometry, which is independent of scene structure, and only depends on the cameras internal parameters and relative pose. The RANSAC (or RANdom SAmple Consensus) algorithm [8] , [25] is an algorithm for robust fitting of models in the presence of many data outliers. We use this algorithm to robustly fit a fundamental matrix to a set of putatively matched image points and obtain a subset (called inliers), that is consistent with the epipolar geometry.
Surface Reconstruction
Segmentation, as the process of separating touching objects in an image, is one of the difficult image processing tasks. Among the available techniques for image segmentation, we chose to use a watershed-based method [2] , due to its simple and efficient framework, and because of its ability of producing more stable segmentation results for IR images. We assume that for the homogeneous regions obtained from segmentation, the disparity varies smoothly and depth discontinuities coincide with the boundaries of those regions ( [23] , [29] ), which holds true for most natural images (including IR images). Therefore, to reconstruct the surface and preserve the discontinuities in the result, we reconstruct each region individually based on the available measurements within that region. We use a thin-plate smoothing spline to reconstruct the surface within each region.
In order to increase the number of seed points and make the distribution as even as possible, we employ a refinement (a) technique based on the triangular and epipolar geometrical constraints to yield a denser disparity map. Our refinement algorithm begins with the sparse disparity map produced by our stereo matching system. Similar to [95], we add new corresponding points to the current set of matched points, using epipolar geometric and triangular constraints. Imposing these constraints helps us to prune the search space for feature point matching. Figure 3 illustrates an example of the process of obtaining depth map using matched points that are densified.
Experiments
Our IR image pairs were created by setting up a stereo configuration of two commercial IR cameras mounted on a commercial Manfrotto stereo tripod system. Each IR camera used in our setup is a Raytheon ControlIR 2000b camera which is an uncooled ferroelectric type with the resolution of 320 by 240 and spectral response of 7-14µm . The type of detector used in the cameras is a hybrid ferroelectric staring focal plane array and is utilized by pyroelectric and dielectric effect measuring. The sensor material is Barium Strontium Titanate (BST). The temperature sensitivity of the sensor is 45 mv/degree Celsius. The startup time required for the cameras is less than 30 seconds typical and less than 90 seconds maximum. Each camera is outfitted with an 18mm lens and the field of view is 45 degrees by 35 degrees. The depth of field is 5m to infinity (at infinity focus) and the focus range is 3m to infinity. The adjustable iris permits f/1.0 to f/8.0. Using our IR stereo configuration, we captured several IR stereo pairs from indoor scenes. All acquired images are 320 by 240 pixels, and pre-processed using intensity adjustment (remapping intensity values to the specified range of [0 255]) and Gaussian low-pass filtering (of size [3 3 ] with σ = 0.5) in order to reduce the noise influence. For each stereo pair, a ground-truth disparity map is also constructed for the foreground objects of the scenes to be used in our experiments. The reason that we only consider the disparity of foreground objects in our quantitative evaluation is that background objects in indoor environments are usually at thermal crossover (i.e., thermal properties of the objects are relatively similar to those of the surrounding environment [4] ), making the evaluation in these areas inconclusive.
In order to be able to validate the efficiency of the feature matching technique used in our method and compare it with other methods quantitatively, we perform a comparative experiment on a small subset of our IR stereo dataset. Besides our feature matching method, the other feature matching techniques used in our comparative experiments are Harris-NGC (Normalized Grayscale Correlation), DoG-SIFT, Canny-NGC, and KLT. We applied all techniques on our test stereo images, and for each method, calculated the average results in terms of the number of feature points detected in the left and right images, and the mismatch percentage. In our experiments, similar to other works in the field (e.g. [8] ), we calculated mismatch percentages by manually counting the number of correct matches using a 5 by 5 window, for each test stereo pair, and dividing it by the total number of matches. Figure 4 summarizes the results. As can be seen, although most of the feature matching techniques used in our comparative studies are among the widely used matching methods for visible images, their results on our IR stereo test images performed poorly, and our matching method achieved the best result.
We evaluated the disparity maps produced by our method, using our dataset of IR stereo. For each stereo pair, the disparity map produced by our method was compared to the ground truth (similar to [69] , [85] ) and the error was computed by counting the number of pixels with disparities (a) that differ by more than 5 from the ground truth, called bad matching pixels. In our statistics, we only take into account the disparities computed for foreground objects and we also ignore occluded areas. The percentage of bad matching pixels is computed through as follows:
where N is the total number of pixels, d c (x, y) is the disparity map, d T (x, y) is the ground truth map and σ d is the disparity error tolerance. For our experiments we set σ d = 5. Our method achieved an average error percentage of 11%, which is comparable to the results achieved by state-of-the-art techniques in visible domain [1] . Analyzing the results on the test set, we observed that a large percentage of the failure responses of our technique occurred in the regions where the temperature (intensity) is uniformly distributed. Furthermore, the presence of the halos in IR images severely impairs the performance as the halo artifact around foreground objects occlude the thermal pattern (texture) of the objects nearby (halos can be detected and filtered out as a suggestion for future work). Also, the halo effect is minimized if objects are further away from the camera which they will be for outdoor applications, If one of the stereo pairs was in the visible domain, we could also get a better segmentation to guide the process of getting a dense depth map and thus negating the halo effects. The computational time of the proposed method does not depend considerably on the content of the stereo images. The most computationally intensive components of the algorithm are the feature extraction and description, which take almost half of the computational time. The surface reconstruction can also be costly to compute, however as it is only applied to a relatively small number of seg- ments (rather than all image segments), it does not significantly contribute to the overall processing time. Using unoptimized Matlab code on a 3.2 GHz Pentium 4 computer, we experienced typical processing times of 20-25 seconds for each stereo pair, depending on the complexity of the images. Also, by reducing the size of the images from 320 by 240 to 160 by 120 and 80 by 60, we can speed up the processing time by almost 66% and 83%, respectively, but at the expense of losing accuracy.
Conclusions
We have presented a novel technique for the computation of a semi-dense disparity map from infrared stereo images, and evaluated it on a dataset of stereo IR images from indoor scenes. Our method has shown the ability to com-pute reliable disparity information in the infrared domain for foreground objects in the scenes, without taking into account any prior knowledge about the content of scenes.
Another direction of our future work is to fuse the depth results from infrared cameras (obtained by our method) with other results from visible cameras. Thermal video cameras detect relative differences in the amount of thermal energy emitted/reflected from objects in the scene, making them independent of illumination, and more effective than color cameras under poor lighting conditions. Color sensors on the other hand are oblivious to temperature differences in the scene, and are typically more effective than thermal cameras when objects are at thermal crossover, provided that the scene is well illuminated and the objects have color signatures different from the background. Therefore, developing a method which relies on two complementary bands of the electromagnetic spectrum, infrared (thermal) and visible, can perform better than one.
