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Preface
This thesis has been prepared at the Image Analysis and Computer Graphics
section at the Informatics and Mathematical Modelling (IMM), Technical Uni-
versity of Denmark in partial fullment of the requirements for the degree of
Ph.D. in engineering.
The general framework for this thesis is pattern analysis, digital image process-
ing and computer vision with application in the eld of proteomics. The subject
is Analysis of Two-dimensional Electrophoresis Gel Images.
This work was carried out in close collaboration with Centre for Proteome Anal-
ysis in Life Sciences (CPA), University of Southern Denmark, Odense.
Part of this thesis is condential and therefore Chapter 5 is omitted from this
edition.
Kgs. Lyngby, February 2002
Lars Pedersen
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Abstract
This thesis describes and proposes solutions to some of the currently most im-
portant problems in pattern recognition and image analysis of two-dimensional
gel electrophoresis (2DGE) images. 2DGE is the leading technique to separate
individual proteins in biological samples with many biological and pharmaceu-
tical applications, e.g., drug development. The technique results in an image,
where the proteins appear as dark spots on a bright background. However, the
analysis of these images is very time consuming and requires a large amount of
manual work so there is a great need for fast, objective, and robust methods
based on image analysis techniques in order to signicantly accelerate this key
technology.
The methods described and developed fall into three categories: image seg-
mentation, point pattern matching, and a unied approach simultaneously
segmentation the image and matching the spots.
The main challenges in the segmentation of 2DGE images are to separate over-
lapping protein spots correctly and to nd the abundance of weak protein spots.
Issues in the segmentation are demonstrated using morphology based methods,
scale space blob detection and parametric spot modelling. A mixture model for
parametric modelling of several spots that may also be overlapping is proposed.
To enable comparison of protein patterns between dierent samples, it is neces-
sary to match the patterns so that homologous spots are identied. Protein spot
patterns, represented by the spot centre coordinates can be regarded as two-
dimensional points sets and methods for point pattern matching can be applied.
This thesis presents a range of state-of-the-art methods for this purpose and also
suggests a regionalised scheme. The general point pattern matching methods
focussed on are the Robust Point Matching methods and among the methods
viii
developed in the literature specically for matching protein spot patterns, the
focus is on a method based on neighbourhood relations. These methods are
applied to a range of 2DGE protein spot data in a comparative study.
The point pattern matching requires segmentation of the gel images and since
the correct image segmentation can be dicult, a new alternative approach,
exploiting prior knowledge from a reference gel about the protein locations to
segment an incoming gel image, is proposed.
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Resume
Denne afhandling beskriver og foreslar lsninger til nogle af de vigtigste eksiste-
rende problemer inden for mnstergenkendelse og billedanalyse af todimensional
elektroforese gel (2DGE) billeder. 2DGE er den frende teknik til at separere
de enkelte proteiner i biologiske prver fra hinanden og teknikken har adskil-
lige anvendelser inden for bioteknologi og farmakologi, f.eks. ved udvikling af
nye lgemidler. Teknikken resulterer i et billede, hvor proteinerne fremstar som
mrke pletter pa en lys baggrund. Imidlertid er analysen af disse billeder srde-
les tidskrvende og krver en del manuelt arbejde, sa der er et udtalt behov for
hurtige, objektive og robuste metoder, baseret pa billedanalyseteknikker med
det formal at give 2DGE teknologien et vsentligt skub fremad.
Metoderne beskrevet og udviklet her kan inddeles i tre kategorier: billedseg-
mentering (dvs. adskillelse af billedet i protein-pletter og baggrund), punkt
mnster parring og en forenet fremgangsmade, der segmenterer billedet og sam-
tidig parrer sammenhrende protein-pletter.
De vigtigste udfordringer i segmentering af 2DGE-billeder er at adskille ttlig-
gende, overlappende protein-pletter og at detektere den store mngde af sma,
svage protein-pletter. Problemstillinger i segmenteringen er belyst vha. metoder
i den matematiske morfologi, skalarumsbaseret klatdetektion (eng. blob detec-
tion), og parametrisk modellering af protein-pletter. Derudover foreslas en ny
model baseret pa vgtet superposition af parametriske plet-modeller. Denne
mixture model kan modellere flere, evt. overlappende, pletter.
For at kunne sammenligne protein mnstre fra forskellige biologiske prver er
det ndvendigt at parre mnstrene sa homologe protein-pletter kan identiceres.
Reprsenteres protein mnstrene vha. pletternes center-positioner, kan disse
betragtes som punktmngder i to dimensioner og sa kan metoder til parring
x(eng: matching) af punktmngder anvendes. Denne afhandling prsenterer en
rkke frende, generelle metoder til dette formal og foreslar ogsa en regionali-
seret fremgangsmade. Blandt de generelle metoder til punkt-parring fokuseres
pa familien af metoder kaldet Robust Point Matching og blandt metoderne i lit-
teraturen, specielt udviklet til parring af protein-plet-mnstre, ligger fokus pa
en metode baseret pa naboskabsrelationer. Metoderne er i et sammenlignende
studie anvendt pa en rkke 2DGE protein-plet data.
Parring af punktmngder forudstter en segmentering af gelbilledet og en sadan
segmentering kan vre vanskelig at udfre korrekt. Derfor er der her udviklet
en alternativ fremgangsmade, der i segmenteringen af et nyt gelbillede drager
nytte af forhandsviden om proteinernes position fra en reference gel.
Lars Pedersen
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C h a p t e r 1
Introduction
The eld of proteomics or proteome analysis has become an increasingly im-
portant part of the life sciences, especially after the completion of sequencing
the human genome. Proteome analysis is the science of separation, identica-
tion, and quantitation of proteins from biological samples with the purpose of
revealing the function of living cells. Applications range from prognosis of vir-
tually all types of cancer over drug development to monitoring of environmental
pollution.
Currently, the leading technique for protein separation is two-dimensional gel
electrophoresis (2DGE), resulting in grey level images showing the separated
proteins as dark spots on a bright background (see Fig. 1.1). Such an image
can represent thousands of proteins.
In order to identify the protein diversity and to quantitate the protein amount
in a biological sample, pattern analysis and recognition can be of help. It also
seems natural to apply pattern analysis in the task of comparing this informa-
tion with similar information from other samples or a database. A small region
of 150 150 pixels is shown in detail.
Pattern analysis methods are currently applied in order to automate and ease
the task of analysing gel images and comparing images from dierent biological
samples, but with the current methods this part of the process requires large
2 Introduction
amounts of human-assisted work and it can be identied as the major bottle-
neck in the total process from biological sample to protein identication and
quantitation.
The most important breakthrough in proteomics have been:
 introduction of immobilised pH gradients (1988) and
 introduction of mass spectrometry in the 1990’s.
What would lead to an equal breakthrough would be improved pattern recog-
nition methods for analysis of the gel images, reducing the large amount of
resources spend on human-assisted analysis of the gels. In other words, there
is a great need for eective, reliable, and objective methods to analyse the
enormous amounts of data coming from the proteomics research.
The pattern analysis of the 2DGE data is traditionally divided into two parts,
namely the segmentation of the 2DGE images into what is protein spots and
what is background, and the process of matching protein spot patterns across
two or more gels. Correct segmentation results in quantitation of the spots
that reflects accurately the amount of protein present. The matching enables
to detect changes in protein expressions across samples, or even to identify new
proteins.
This thesis provides, with the main focus on protein spot matching, an overview
of the pattern analysis related issues and open problems in the eld of analysis
of 2DGE images. State-of-the-art methods for point matching are presented,
extended and tested on 2DGE data as well as a new method, combining seg-
mentation and matching, is proposed.
These contributions will most likely open the above-mentioned bottleneck and
enable to reduce the resources currently spend in the analysis of 2DGE images,
hence take proteomics a step further.
1.1 Thesis Overview
The thesis is structured in the following manner:
 x 2 provides the motivation for this work. An introduction to the biological
background is given and the interesting issues in the two pattern analysis
related areas, 2DGE image segmentation and spot pattern matching, are
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Figure 1.1: Two-dimensional electrophoresis gel image of baker’s yeast Saccha-
romyces cerevisiae strain Fy1679-28C EC [pRS315]. Detail of 150 150 pixels region.
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described. The nature of the spot patterns are discussed as well as a set
of requirements for spot matching methods is dened.
 x 3 deals with issues such as low signal-to-noise ratio and spot overlap in
the non-trivial task of segmenting the protein spots from the background.
The subjects discussed are classical mathematical morphology, scale space
based blob detection, and parametric spot modelling, all for the purpose
of 2DGE image segmentation.
 x 4 presents a variety of methods for general point pattern matching suc-
ceeded by a range of methods designed for the matching of proteins spot
patterns. A number of experiments on real 2DGE data is used for method
comparison.
 x 5 proposes an alternative to the classical two-step procedure (segmen-
tation succeeded by matching), namely a unied approach that simulta-
neously estimates the spot correspondence and segments the gel image.
1.1.1 Notation
When matching data from two 2DGE images, the task is usually to match an
incoming new gel, Ωq to a well-known gel, Ωp. Hence the names reference gel
(Ωp) and match gel (Ωq). The grey level intensity image of the reference gel is
referred to as Ip and the set of points representing the protein spot centres is
denoted P. Similarly for the match gel, the intensity image is Iq and the point
set is Q. The correspondence between homologous points in the two point sets
can be thought of as a eld of disparity, describing the deformation from one
set to the other. This disparity eld is denoted .
A few abbreviations used most often in this thesis are:
2DGE two-dimensional gel electrophoresis.
RPM robust point matching.
TPS thin-plate spline.
1.2 Thesis Contributions
The main contributions of this thesis can be summarised in order of appearance
as follows:
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 extension of Sinkhorn’s matrix normalisation method x 4.2.4,
 extension of RPM-TPS to include attribute information in the energy
function x 4.2.4,
 regionalised point matching x 4.3.4,
 application and comparison of state-of-the-art point matching methods to
real 2DGE data x 4.5 and
 EGM { elastic graph matching x 5.
The Sinkhorn’s matrix normalisation method used in the Robust Point Match-
ing (RPM) methods has been extended so that outlier rows and columns in the
match matrix are not normalised and the method has also been extended to
robustly handle non-square matrices.
In point matching, the points’ spatial locations are used to determine the
matches. However, if other information than the spatial location is available
about each point, this can be used to ease the matching process if there is
some correlation between the corresponding points and their attribute informa-
tion, i.e., corresponding points should have similar attribute information. The
Robust Point Matching (RPM) method with thin-plate-spline (TPS) has been
extended to include attribute information in the energy function. This enables
to exploit extra information available for each point.
A regionalisation scheme to break down a large, complex matching problem into
several smaller problems and nally combine the sub-results has been proposed.
The regionalised point matching serves two purposes. 1) to simplify a dense and
locally varying disparity eld relating corresponding points into several simpler
disparity elds and 2) to reduce the number of points in the matching process
and thereby reduce the computational cost. This is based on an assumption
that a matching point should be found in the neighbourhood and therefore
it is not necessary to attempt to match all points to all other points. The
regionalised approach is suitable for point pattern matching methods robust to
a large number of outliers.
A comparative study of three methods for protein spot matching, of which two
have been proposed here, has been conducted on a number of real 2DGE image
spot data.
A new method based on simultaneous segmentation and match of protein spots
have been proposed and is also the main contribution of this thesis. The method,
Elastic Graph Matching, uses the a priori knowledge of the spots location and
neighbourhood interrelations from the reference gel as well as the new 2DGE
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grey level image information is exploited. Most importantly, the prior image
segmentation, necessary for the point matching methods, is not needed here.
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Motivation
Proteomics is an increasingly important part of cell biology and the eorts to
understand the basic principles of life { how the living cell works. This chapter
will give some basic introductory knowledge to proteomics, the process of two-
dimensional gel electrophoresis for protein separation, and the motivation for
applying image analysis in the eld of proteomics will be further explained.
In proteome analysis, gel electrophoresis is a technique to separate proteins in a
biological sample on a gel. The resulting gel images are by captured as a digital
image of the gel. This image is then analysed in order to quantitate the relative
amount of each of the proteins in the sample in question or to compare the
sample with other samples or a database. The task of analysing the images can
be tedious and is subjective (dependent on the human operator) if performed
manually.
The use of digital image analysis in the eld of proteomics is primarily motivated
by the need to improve speed and consistency in the analysis of two-dimensional
electrophoresis gel (2DGE) images.
The most important issues and challenges related to digital image analysis of
the gel images will be addressed, namely the segmentation of the images and
the matching of corresponding protein spots.
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2.1 Biological Background
Knowledge of the basic principles in proteome analysis and gel electrophore-
sis provides a good background to understand the issues related to the image
analysis part of the process { the main focus of this thesis. Readers familiar
with the biological concepts and techniques may safely skip this part. Sections
2.2-2.4 where problems faced in image analysis are addressed should still be
interesting.
2.1.1 Proteome analysis
A short denition of proteome analysis is: identication, separation and quan-
titation of proteins. The rst publication of the word proteome was in 1995 by
Wasinger et al. [85], and Wilkins [89] denes the concept of proteome analysis:
Proteome Analysis: the analysis of the entire PROTEin complement expressed
by a genOME, or by a cell or tissue type.
In other words, the proteome is the complete set of of proteins that is expressed,
and modied following expression, by the genome at a given timepoint and
under given conditions in the cell.
The proteome provides us with much more information about the working of
the living cell than the genome does. The genome is static and essentially iden-
tical in all somatic cells of an organism [32], where the proteome is constantly
changing, reflecting the cell environment and also responding to both internal
and external stimuli. The complete sequencing of the genome is not able to tell
much about the function of the cell but analysis of the proteome is.
The techniques focused on here are two-dimensional gel electrophoresis (2DGE)
combined with mass spectrometry (MS) and a general methods description for
2DGE and MS is given in Fey et al. [33]. A general introduction to the science
of proteomics can be found in [1].
In the past years the extensive DNA sequencing eorts have provided hundreds
of thousands of open reading frames in international databases. Unfortunately,
a large proportion of this information has no or very little homology to any
known protein. As one goes up the evolutionary tree this proportion increases
(see Fig. 2.1) and even for one of the most extensively studied organisms, the
relatively simple humble baker’s yeast (Saccharomyces cerevisiae) 63% of the
genes have either no or only limited homology to known proteins.
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Figure 2.1: Division of sequenced genes into known, homologous and unknown cat-
egories for three dierent organisms. Data from CPA.
Furthermore, even when the open reading frame has some homology and the
protein’s function can be guessed at, many questions remain unanswered. These
are questions as: Under what condition is the protein expressed? Where is it
expressed in the organism? Where in the cell is it used? How is its expression
regulated? Is the protein’s expression aected in diseases (e.g. cancer, cardio-
vascular, auto-immunity or inflammatory diseases)?
To nd answers to these questions is basically the motivation for studying the
function of the gene products, namely the function of the proteins. By analysing
expression patterns of the proteins under dierent conditions the function of
particular genes can be determined and some of the questions posed above may
be answered.
In proteome analysis, the technique of two-dimensional gel electrophoresis (2DGE)
enables biotechnologists to generate protein expression patterns that can be
digitised into images and analysed. Proteome analysis can provide a shortcut
to identication of certain genes or groups of genes involved in, e.g., the de-
velopment of severe illnesses. This is because the dierences, quantitative and
qualitative, in protein spot patterns between gels are related to the disease or
treatment investigated.
Biological applications
Proteome analysis has a number of biological applications, examples include
 understanding of the basic principles of life,
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 relating the genome and the environment to the organism’s phenotype,
 drug development/evaluation (including toxicology and mechanism of ac-
tion),
 disease prognosis, diagnosis, screening, monitoring of e.g.,
{ diabetes, all types of cancer, cardiovascular, and many more
 identication of new drug or vaccine targets,
 improvement of food quality,
 monitoring environmental pollution, and
 prevention of micro organism/parasite infections.
For instance in drug development, pharmaceutical companies spend large amounts1
of resources on studying the drug eect in animal experiments. Some of these
eects can be assessed by measuring changes in protein levels across dierent
tissue samples.
2.1.2 Two-dimensional gel electrophoresis
Two-dimensional gel electrophoresis (2DGE) enables separation of mixtures of
proteins due to dierences in their isoelectric points (pI), in the rst dimension,
and subsequently by their molecular weight (MWt) in the second dimension as
sketched in Fig. 2.2.
Other techniques for protein separation exist, but currently 2DGE provides
the highest resolution allowing thousands of proteins to be separated. For a
review of the latest developments in the proteomics eld, please refer to Fey
and Mose Larsen [32], where 2DGE and some of the candidate technologies
to potentially replace 2DGE are presented along with their advantages and
drawbacks.
The great advantage of this technique is that it enables, from very small amounts
of material, the investigation of the protein expression for thousands of proteins
simultaneously. After protein separation an image of the protein spot pattern
is captured. Proper nding and quantitation of the protein spots in the images
and subsequent correct matching of the protein spot patterns allows not only
for the comparison of two or more samples but furthermore makes the creation
of an image database possible.
1The cost of developing one new drug compound amounts to  300 million USD [30].
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Figure 2.2: Schematic two-dimensional electrophoresis gel. Proteins are separated
in two dimensions; horizontally by iso-electric point (pI) and vertically by molecular
weight (MWt). No proteins shown. The pI and MWt ranges are example values.
The changes in protein expression, for example in the development of cancer are
subtle: a change in the expression level of a protein of a factor 10 is rare, and
a factor 5 is uncommon. Furthermore, few proteins change: usually less than
200 proteins out of 15,000 would be expected to change by more than a factor
2.5. Multiple samples need to be analysed because of the natural variation, for
example between individuals and therefore it is necessary to be able to rely on
perfect matching of patterns of the new images.
Even though promising attempts have been made [13] to make the technique as
reproducible as possible there are still dierences in protein spot patterns from
run to run. Also due to improvements in the composition of the chemicals used
to extract as many proteins as possible the patterns become so dense (crowded)
that locating the individual protein spots is a non-trivial task.
The laboratory process
The laboratory process as it is practiced in CPA is roughly sketched in the
following. Some steps have been left out but please refer to a detailed description
in [33].
Given a biological sample of living cells, e.g., a biopsy or a blood sample the pro-
cess from the living cells to separated proteins on a gel will be explained. The
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(a) Gel 1.
(b) Gel 2.
Figure 2.3: Two-dimensional electrophoresis gel images. Two dierent gels of baker’s
yeast Saccharomyces cerevisiae strain Fy1679-28C EC [pRS315].
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procedure described here uses radioactive labelling, IPG for the rst dimension,
SDS polyacrylamide gels for the second dimension, and phosphor imaging to
capture digital images of the protein patterns. Alternative visualisation meth-
ods will be described in x 2.1.2.
The 1st dimension, the incubation and, the 2nd dimension steps are illustrated
in Fig. 2.4.
Labelling. A radioactive amino acid is "fed" to the living cells and all the
proteins synthesised de novo may then contain the radioactive amino acid
([35S]-methionine) in place of the non-radioactive one. The radioisotope
used for the labelling is typically [35S], but other radioisotopes, e.g., [32P]
or [14C] can also be used. The radioactive labelling enables detection of
the proteins later on. Duration: 20 hrs is the usual labelling interval used
but this can be changed for specic purposes or situation.
Solubilisation. The cells’ structures are broken down (killing the cells) and the
proteins are dissolved in a detergent lysis buer. The lysis buer contains
urea, thiourea, detergent (NP40 or CHAPS), ampholytes, dithiothreitol,
all with the purpose of dissolving the proteins, unfolding them and pre-
venting proteolysis. The actual procedure used depends on the sample
itself and can take from less than 1 minute to 2 days.
1st dimension { isoelectric focusing. On an immobilised pH gradient (IPG)
gel, in glass tube or on plastic strip, the proteins are separated according
to their isoelectric point (pI). An electric eld is applied across the gel
and the charged proteins start to migrate into the gel. The proteins are
dierently charged and the electric eld will pull them to the point where
the pH cast into the IPG gel is the same as the pI of the protein, i.e.,
the pH value at which the number of positive and negative charges on the
protein are the same. At this point no net electrical force is pulling the
protein. See Fig. 2.4. Eventually all proteins will have migrated to their
pI { their state of equilibrium. Duration: from 8-48 hrs. depending on
the pH range of the IPG gel, e.g., 17.5 hrs for IPG pH range 4-7.
Incubation. In the incubation step the 1st dimension gel is \washed" in a
detergent ensuring (virtually) the same charge on all proteins per unit
length. Proteins are linear chains of amino acids. These fold up and can
be cross-linked by disulphide bridges. The solutions that are used at CPA
contain urea, thiourea and detergents which cause the proteins to unfold
into long random-coil chains. Duration: 2  15 min.
2nd dimension { MWt separation. The incubated 1st dimensional gel strip
is positioned on the upper edge of a polyacrylamide gel slab. See Fig. 2.4.
The second dimension acts like a molecular sieve so that the small molecules
can pass more quickly than the large. Again, an electrical eld is applied,
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this time in the perpendicular direction, and proteins migrate into the gel.
As all proteins have the same charge per unit length now, the same elec-
trical force is pulling them. However, small ( light) proteins meet less
obstruction in the gel and will migrate with higher velocity through the
gel. The larger proteins meet more resistance and migrate slower. Pro-
teins with the same pI will migrate in the same \column" but will now be
separated by molecular weight (MWt). As opposed to the 1st dimension
process, the 2nd dimension has no equilibrium state because the proteins
keep moving as long as the electric eld is applied. The small proteins
reach bottom of the gel rst and the process has to be halted before they
migrate out of the bottom of the gel. Duration: approx. 16 hrs.
Drying etc. The gel is dried on paper support requiring some manual han-
dling. Duration: 20 min.
Image generation. The dry gel is put in contact with a phosphor plate which
is sensitive to emissions. The radiation from the labelled proteins excites
the electrons of rare earth atoms in the plate at positions where there
is protein present in the gel. The larger amount of protein present at a
specic location in the gel, the more electrons in the plate will be ex-
cited at that location. The amount of radioactive protein in the samples
can be quite small (at the picogram level) hence the level of radiation is
also small and the time required to expose the phosphor plate is long.
After exposure, the phosphor plates are \read" using phosphor imaging
technology where a laser beam excites the (already excited) electrons to
an even higher energy state. The electrons return to their normal state
while emitting electro-magnetic radiation (light). A CCD chip captures
the light and a digital image is generated. Exposure time: usually 5 days.
Image capture: 1 minute.
Alternative image generation
The radioactive [35S]-methionine labelling described above is not the only tech-
nique to capture images of the separated proteins, although it is the most
sensitive. Older methods using X-ray lm to capture the image are still used.
Staining with the Coomassie blue dye, silver or fluorescent dye can also visu-
alise the proteins using spectroscopic techniques. Fig. 2.5 shows a comparison
of four dierent visualisation methods on the same cell sample. Note how the
[35S]-methionine labelling technique (top left) results in an image with much
more detail than the other techniques. Many more weak proteins are revealed
using this technique. The most important methods for image generation are:
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Figure 2.4: Diagram of the 2DGE process. By courtesy of CPA.
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X-ray { autoradiography. Direct capture of irradiation on X-ray lm by
contact print (gel and lm in contact).
X-ray { fluorography. Where the gel is impregnated with PPO (2,5 - dipheny-
loxazole) to amplify the signal. Contact print as above but the gel/lm
have to be placed at -70C to speed up exposure.
Phosphorimager { autoradiography. Contact print where irradiation en-
ergy is captured by a rare earth complex (irradiation lifts electron into a
higher orbital (meta-stable)) and then the plates are discharged pixel by
pixel in the phosphorimager by a laser. The laser lifts the electron to an
even higher, unstable state. The electron falls back to its normal orbital
and the combined (irradiation plus the laser) energy is read.
Fluorescence. Monobromobimane binds covalently to cysteine (and in doing
so becomes more strongly fluorescent) and is used to stain the proteins
before electrophoresis. SyproRubyr binds to proteins in the gel after
electrophoresis { contains some rare earth elements.
Silver staining. Gels are chemically treated in a similar fashion to photogra-
phy in order to bind silver atoms to the proteins.
Image analysis
The protein pattern dierences between gel images can be very subtle and
tedious to detect by eye and therefore digital image analysis is a natural part of
this process. By means of digital image analysis speed and objectivity can be
greatly improved. Still, most existing commercial software for analysis of two-
dimensional electrophoresis gels require a large amount of manual editing and
correction of the spot segmentation and matching results. There is a need for
development of better image segmentation and protein spot matching methods
[83],[32], and this is the main motivation for this work. xx2.2, 2.3 and 2.4 present
some of the issues and challenges that will be discussed in the remaining of the
thesis.
2.2 Issues in Image Segmentation
The segmentation of an electrophoresis gel image basically consists of distin-
guishing the protein spots from the background. There are however several
issues that make the segmentation process non-trivial. In a typical gel image
with 1900+ protein spots, the strongest third of the spots account for more
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Figure 2.5: Comparison of four dierent protein visualisation methods. The same
sample (HeLa cells) is used for all four visualisation methods. Top left: [35S]-
methionine labelled (2 mio. cpm). Top right: SyproRubyr stained (100 g protein).
Bottom left: Mono Bromo Bimane labelled (100 g protein). Bottom right: Silver
stained. Only a small part of the gels is shown. By courtesy of CPA.
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than 75% of the total amount of protein in the sample and the weakest third of
the spots account for less than 6% of the total protein amount. The distribu-
tion of protein is in other words very skew and Fig. 2.6 shows the histogram of
the so called "percentage integrated intensity" (%II, see xC.2) for the protein
spots in a gel image. For [35S]-methionine labelled proteins %II is proportional
to the amount of protein present, the rate of turnover of the protein and the
number of methionine residues in the protein. A protein without methionine
will not be detected irrespective of its amount. Similarly, a protein with a high
rate of turnover will appear to be more abundant if the labelling interval is
short (e.g., less than 2 hours). For bimane it is proportional to the number of
cysteines. About 2% of human proteins do not have methionine and 8% do not
have cysteine. For SyproRubyr and for silver staining, it is not well dened.
The integrated intensity (II) is calculated as the sum of pixel values inside the
spot borders in an "inverted" gel image, i.e., when spots appear bright on a
dark background. The %II for a spot is the II normalised with the sum of IIs
inside all spots in the gel image. The relatively large number of weak spots
combined with a high spatial density of spots is one of the main challenges in
the image segmentation.
Accurate quantitation is very important because, as mentioned earlier it is often
subtle changes that are seen in comparing two samples from for example normal
and cancerous tissue.
To demonstrate how weak spots appear, Fig. 2.7 shows three small example gel
regions from the same gel image. The top row is the image regions and in the
second row, the same regions are shown with spot centres overlaid. Note the
high level of noise compared to the weak spots.
A second challenge, in segmentation of the image into (separate) spots and
background, is the fact that overlapping spots is not a rare phenomenon. At
CPA mass spectrometry has shown that in standard gels covering the pH range
from 4 to 7, more than 60% of the spots represent more than one protein. For
this reason CPA is moving towards running gels covering single pH regions e.g.,
5.0-6.0. For this type of gels, it is known that only 5% of the spots have more
than one protein present (with current sensitivities for the mass spectrometry).
Fig. 2.8 displays three example regions with typical cases of neighbouring spots
that are located so close that they overlap each other. Overlapping spots are
naturally harder to detect (and separate) than isolated ones.
The intensity of the image background can vary across the image. A typical
gel image with varying background is shown in Fig. 2.9. Intensity proles are
picked up along the horisontal (y = 250) and vertical (x = 200) lines and shown
in Fig. 2.10. The trends in these lines show generally a larger background
variation in the vertical direction and higher background intensity at the edges
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of the gel than in the gel centre. The latter is probably due to a larger spot
intensity in the centre of the gel. Thus, the main challenges in segmentation of
electrophoresis images are:
 noise / very weak (low intensity) spots,
 overlapping spots, and
 varying background.
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Figure 2.6: Histograms of %II and log(%II) for a gel image with 1919 spots.
x3 will present some general segmentation techniques based on mathematical
morphology and scale space blob detection. Furthermore, some parametric spot
models are investigated.
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Figure 2.7: Example images of gel regions with low signal to noise ratio { low
intensity spots. Top row: region 1, 2, and 3 from same gel image. Bottom row: same
regions with known spot centres overlaid. The regions are 100100 pixels and the grey
level range in each region has been scaled appropriately to improve visual inspection.
Region 1, 2, and 3 contain 14, 19, and 17 spots, respectively.
Figure 2.8: Example image of gel regions with overlapping spots. Top row: region
1, 2, and 3 from same gel image. Bottom row: same regions with known spot centres
overlaid. The regions are 100 100 pixels and the grey level range in each region has
been scaled appropriately to improve visual inspection. Region 1, 2, and 3 contain 11,
8, and 19 spots, respectively.
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Figure 2.9: Example image of gel with typical varying background. Intensity proles
are picked up along the horizontal (y = 250) and vertical (x = 200) lines and shown
in Fig. 2.10.
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Figure 2.10: Intensity proles along the horizontal and vertical lines, respectively in
Fig. 2.9.
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2.3 Issues in Spot Matching
Spot matching is a central issue in electrophoresis [83] and is also the main focus
of this work. The goal is to establish protein spot correspondence between gel
images in order to detect changes in protein expression levels or discover new
proteins that are only detected in one of the images. For comparison of protein
levels across several gels a correct match or correspondence between the protein
spots is necessary. In matching up the protein spot patterns from two gels it
is necessary to solve the correspondence problem. The task is to determine the
exact (correct) correspondence between known spots in a reference gel image
and the spots in an \incoming" gel image with protein spots. The new incoming
gel is referred to as the match gel. Fig. 2.11 shows a sketch of the correspondence
concept.
Figure 2.11: Principal sketch of (partial) correspondences between protein spots in
two gel images. In order to compare protein expression levels between two gels the
correct correspondence between matching spots is necessary.
For the purpose of spot matching, the problem of matching points instead of
spots, i.e., matching the spot centres instead of the entire spots, is regarded
most often. Also the main focus will be on matching two set of spots from two
dierent gel images.
In Fig. 2.12 two electrophoresis gel images are shown with known protein spot
centres overlaid as point sets. These two point sets (or point patterns) are
shown together in Fig. 2.13 where corresponding points are connected with
small arrows. The arrows can be interpreted as a disparity eld. This will
be the standard way of displaying the point correspondence throughout the
thesis. To the left in Fig. 2.13 is shown the correspondence when the point sets
are simply plotted together. Clearly a large contribution to the disparity eld
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Figure 2.12: Gel images with known spot centres overlaid as points. Left: gel A
(1919 spots), right: gel B (1918 spots). 1918 spots in common, which means that one
spot present in gel A is missing in gel B.
stems from a rotation and a translation, probably due to the handling of the
gels. To the right 20 landmarks have been hand-picked and the parameters
in a rst order polynomial transformation has been computed (see x4). The
entire point set from gel B has been transformed according to the parameters
found from the landmarks. The plot to the left shows the residual after this
transformation (mainly a translation and a rotation) has been removed. The
residual disparity eld exhibit local, highly non-linear behaviour. Together with
the high denseness of the points this constitutes the main challenges in the point
matching task at hand.
The gels in Fig. 2.12 contain a dierent number of spots (1919 and 1918) respec-
tively. One spot present in gel A is missing in gel B. If protein expression is very
low this can cause the spot not to show up in the gel. This situation of extra
or missing spots is not unusual and, in fact, very interesting from a biological
point of view. A point occurring in only one of the gels will be referred to as
outliers or singles and a pair of matching spots is referred to as a spot pair.
As seen from the Figs. 2.12 and 2.13 the point patterns to be matched possess
no easily recognisable shape structure. Often, in other point pattern matching
applications the exact match of certain points is not important, instead a good
match of shape structures is sucient.
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Figure 2.13: Known correspondence between spots in gel A and gel B. Corresponding
spots are connected with small arrows. Left: Before initial alignment. Right: Residual
after correction for 1st order polynomial transformation using landmarks. Landmarks
are manually dened and marked with stars.
2.3.1 Properties of 2DGE spot patterns
It seems that some point patterns have more structure or shape than others.
E.g., a pattern of the letter "A" shown in Fig. 2.14(a) exhibits far more structure
than the sub pattern of a 2DGE spot pattern in Fig. 2.14(b). In texture analysis
[18], the notion of more or less stochastic textures is used to describe how well-
ordered the texture is. This terminology is adopted for point patterns. Similarly,
point patterns can be described as more or less stochastic ranging from pure
stochastic to pure deterministic. No quantitative measure for the degree of
stochasticness is dened, but one could imagine an entropy-based measure to
be suitable. In Fig. 2.14(a), the "A" is said to have a deterministic nature and
the spot pattern (Fig. 2.14(b)) is more stochastic or amorphous.
The neighbour relations may be useful in describing the degree of stochasticness.
In the "A" each point have two or three natural neighbours, because the points
form a shape. In the 2DGE case there are none such shape and all neighbours
are equally important.
It is hard to quantitate the idea into a measure, but the purpose of these
remarks is to underline the dierence in point patterns that make dierent
point matching methods more or less suitable.
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(a) Determinis-
tic pattern. Dis-
regard the circle
and the triangle
markers. From
Belongie et al.
[7].
(b) Stochastic
pattern. 2D
electrophoresis
gel spot centres.
Figure 2.14: Deterministic and stochastic point patterns. Both patterns contain 100
points.
It seems acceptable that the more stochastic (less shape structure) the pattern
is the more dicult it is to obtain correct matches.
Methods for protein spot matching should not specically rely on the fact, that
the patterns are deterministic.
Furthermore, when matching shape structures, it is usually an acceptable result
when the shapes have a reasonable overlap. In the case of matching 2DGE spot
patterns, a correct match of each point is a requirement.
The above considerations lead to ve main requirements of a spot matching
method. It must be able to:
 exactly and robustly match protein pairs,
 allow for non-linear distortions/transformations,
 robustly handle outliers in both sets,
 be able to handle point sets of stochastic/amorphous nature, and
 robustly match dense point sets.
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In x 4 a number of point matching methods are presented for general point
matching purposes, as well as for matching protein spot patterns.
2.4 Unied Approach
As the previous sections have implied there might be good reasons to combine
the segmentation and the matching into one method, i.e., to nd (locate) the
spots in a new gel while simultaneously matching up the spots with spots already
known in a reference gel. x 5 will discuss such an approach.
2.5 Protein Pattern Databases
The large amount of gel data can be organised in image databases and Fig.
2.15 shows an example of the construction of such a database. From a set of
normal gels a normal composite gel is generated and similarly for a set of gels
representing diseased subjects. The composite gels are formed as the union
of the contributing gels. From the normal and diseased composite gels the
database gel is formed and marker proteins can be identied.
One of the more important data often missing in most image databases is protein
expression data (under given environmental growth conditions) [32], i.e., only
gel images are presented. There exist also many other databases of biological
data. These may include gene and protein sequence data, protein identication
(unique protein code), protein function, theoretical values for the isoelectric
point (pI) and the molecular weight (MWt), biochemical pathways, chemical
data and the scientic literature all of which can be very useful in interpreting
the data from the 2D gel image databases.
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DISEASE
COMPOSITE
NORMAL
COMPOSITE
DATABASE
ADDITIONAL INFORMATION:
e.g. PROTEIN IDENTIFICATION
Normal (1) Normal (2)... ...Normal (N) Disease (1) Disease (2).... Disease (M)
SEQUENCE
FUNCTION
THEORETICAL pI & MWt
Marker Protein
Variability
coefficient =V i=1
Av (IOD%)i
Stdi
Z
for 2...M;N
=
Z: number of spots pr. gel
M and N are chosen when V becomes constant
M and N are estimated from
Figure 2.15: Construction of a 2D gel image database. By courtesy of CPA.
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C h a p t e r 3
Gel Segmentation
In a recognition system a preprocessing step to segment the pattern of interest
from the background, noise etc. usually precedes [44] the actual recognition
process and for the current task this is no exception. The two-dimensional
electrophoresis gel images show the expression levels of several hundreds of
proteins where each protein is represented as a blob shaped spot of grey level
values.
In order to apply point pattern matching methods to solve the problem of
matching spots from dierent images each spot must be reduced to a pattern
(e.g., a point { the spot centre). It is of crucial importance that the segmentation
is correct in order to obtain correct quantitation of protein expression and a
successful matching result. The matching becomes meaningless if the input
is an erroneous segmentation. The segmentation task at hand consists of a
separation of the image into what is background and what is spots and the
challenging part is the cases of overlapping spots, varying background and a
high level of noise in the images. Please refer to x 2.2 for examples.
Although the segmentation is an extremely important step, it is not the main fo-
cus of this thesis. Therefore, this chapter will only touch upon a few approaches
to segmentation of gel images. These include methods based on mathematical
morphology, parametric spot models and a Gaussian scale space blob detector.
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Figure 3.1: Original ferrit nanoparticle image. Microscope image of nano particles.
To illustrate the methods an image of nanoparticles with a number of distinct
dark blobs will be used (Fig. 3.1). The particles are of relatively uniform size,
intensity and shape. The nanoparticle image is overly simple compared to the
2DGE images and it is used here for illustration purposes only. The almost con-
stant background, and blobs of almost identical shape and intensity facilitates
the illustration of ideas in the segmentation process.
3.1 Mathematical Morphology Based Methods
Mathematical morphology in image analysis is a vast eld of research and even
though it is beyond the scope of this thesis some selected topics will be dis-
cussed. Some of the earliest work on segmentation of electrophoresis gels using
mathematical morphology is by Beucher et al. [11, 12] who proposed to use
a watershed based method for the segmentation of the images. These ideas
are now well known and commonly used to segment images of electrophoresis
gels. Other more recent approaches [74, 81] deal with the problems of over-
segmentation by using marker controlled watersheds.
Another technique from the mathematical morphology is the so called h-domes,
which is a grey-scale reconstruction method. After a brief introduction to the
method some examples of gel image segmentation will be showed.
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3.1.1 Watersheds
In geoscience terminology, a watershed line is the outline of a catchment basin,
which again, is an area of land that drains to a common point. When it rains
on an area all drops landing within the same watershed lines will eventually
drain to the same point { the minimum of the catchment basin. Viewing grey-
scale images as landscapes, i.e., as topographic reliefs where the pixel values
represent the surface height, notions as valleys, tops, ridges, catchment basins
and watershed lines can be introduced. In the elds of image analysis and
mathematical morphology various methods using watersheds as a segmentation
tool have emerged. One of the fastest techniques developed by Vincent and
Soille [82] is based on the immersion principle.
The immersion principle
Imagine a grey-scale image as a landscape with tops, valleys etc. where the pixel
grey value corresponds to the terrain height, i.e., dark areas of the image (low
pixel values) correspond to a low altitude area in the landscape and vice versa.
Now pierce a hole in all local minima of the surface and slowly immerse the
landscape model in water. The water will trickle out from the minima starting
with the global minimum. At some point, as the water level rises from dierent
minima, two neighbouring basins will meet and merge. At the pixels where the
water from the two neighbouring basins meet a dam is raised. Continuing like
this until the entire landscape is immersed in water will result in a partitioning
of the grey-scale image into a large number of catchment basins (as many as
the number of local minima in the image). Each catchment basin associated
with a local minimum is now bound by a dam and these dams constitute the
watershed lines.
Over-segmentation
A major disadvantage of the watershed segmentation is its tendency to over-
segmentation. A noisy image with many local minima will segment into a
large number of sections. Among ways to overcome this are marker controlled
watersheds [81] and Gaussian scale space based multi-scale techniques [63].
The marker controlled watershed transform is a restricted form of the watershed
method where holes are pierced in selected minima only (the markers). This way
the number of catchment basins is controlled and over-segmentation is avoided.
How to automatically choose a good set of markers is, however, seldom trivial.
x 3.2 describes a blob detector that is suitable for this purpose in the case of
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segmentation of 2D electrophoresis gel images. x 3.4 contains experiments of
watershed segmentation with and without markers of electrophoresis images.
Figure 3.2: Example of watershed with and without markers. The goal is to nd the
dark circular nanoparticles. Top left: original image. Top right: watersheds of original
image. This result is a severe over segmentation. Bottom left: original image with
markers obtained using the method described in x 3.2. Bottom right: result of marker
controlled watershed segmentation. Each particle has its own catchment basin.
3.1.2 H-domes
Another morphology based method the so called h-dome transformation is a
technique to determine \maximal structures" in grey-scale images. Vincent
[81] denes the h-dome image Dh(I) of a grey-scale image I as
Dh(I) = I − I(I − h); (3.1)
where X(Y ) is the grey level reconstruction of X from Y . The grey level
reconstruction is obtained by iterative geodesic dilations of Y under X until
stability is reached. Please refer to [73, 76, 81] for a general introduction to the
subject.
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The principles of h-dome extraction is demonstrated in Fig. 3.3 where the gel
image has been inverted for illustrational purposes. Note that not all blobs are
detected as h-domes. From the prole lines it is seen that the most intense spot
on the horizontal line has a "right shoulder" stemming from a neighbour over-
lapping spot. This overlapping spot is not a regional maximum and therefore
it is not an h-dome.
Fig. 3.4 shows the h-dome extraction on the inverted gel image and x 3.4 presents
more experiments with dierent values of h on a two-dimensional electrophoresis
gel image.
The electrophoresis images are traditionally viewed as dark protein spots on a
bright background. If preferred, the extraction of minimal structures (spots)
can be done using the h-basins (reverse of h-domes) as demonstrated by Horgan
and Glasbey [43] on non-inverted electrophoresis gel images.
3.2 Scale Space Blob Detection
Protein spots in electrophoresis images may be detected using a blob detector
because the spots possess blob characteristics. They do however vary in size
and therefore the scale space theory is a natural framework for this task. This
theory provides several feature detectors [56] like corner, junction, ridge, and
blob detectors. A thorough review of the scale space theory is out of the scope
here so the reader is kindly referred to [55, 77].
Blob detection can be formulated in terms of local extrema in the grey-level
landscape (chapters 7 and 10 in [55]), e.g., as spatial minima in the Gaussian
or as extrema in the Laplacian operator (chapter 13 in [55] and [14]). More
specically, as described in [56] (p. 9, Eq. (18)), which is used in the present
implementation of the latter.
This presentation is formulated for continuous signals in two dimensions (2D).
The concepts used here do however translate to discrete signals [54].
Given an image I and an isotropic 2D Gaussian g(x; t),
g(x; t) =
1
2t
e−
x2+y2
2t :
t is referred to as the scale-parameter and L is dened as the convolution of I
with g(x; t):
L(x; t) = I  g(x; t):
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h
Figure 3.3: Principal sketch of h-dome extraction, h = 0:25. Top left: small region
of two-dimensional electrophoresis gel image with horizontal prole line. Top right:
intensity prole (thin line) and intensity prole minus h (bold line). Bottom left: grey
level reconstruction (bold) and original intensity prole (dotted). Bottom right: h-
domes result after subtraction. Note that not all blobs are detected as h-domes. It is
seen that the most intense spot on the horizontal line has a "right shoulder" stemming
from a neighbour overlapping spot. This overlapping spot is not a regional maximum
and therefore it is not an h-dome.
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Figure 3.4: H-dome extraction of two-dimensional electrophoresis gel image, h =
0:25. Top left: small region of two-dimensional electrophoresis gel image I with ground
truth operator specied spot centres (as specied in x C.2) overlaid. Top right: grey
level reconstruction I(I − h). Bottom left: H-domes of I, Dh(I). Bottom right:
Dh(I) > 0:05 with spot ground truth spot centres overlaid. Note how only major
isolated spots are found and overlapping spots are either not found or detected as a
single spot.
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Scale-space derivatives in 2D at scale t are dened as the result of convolution
with dierentiated Gaussians:
Lx(; t) = @xxyyL(; t) =
(
@xxyy g(; t)
  I
where  is the order of dierentiation.
With the Laplacian of L, F :
F = r2L = L = Lxx + Lyy
and the Hessian H of F :
H(F ) =
"
Fxx Fxy
Fyx Fyy
#
=
"
Lxxxx + Lxxyy Lxxxy + Lxyyy
Lxxxy + Lxyyy Lxxyy + Lyyyy
#
the determinant and the trace of H can be written as:
detH(F ) = (Lxxxx + Lxxyy)(Lxxyy + Lyyyy)− (Lxxxy + Lxyyy)2
and
trH(F ) = Lxxxx + Lyyyy + 2Lxxyy:
Critical points in the Laplacian of L, i.e., in F are found as zero crossings of Fx
and Fy
Fx = 0 and Fy = 0: (3.2)
To detect blobs it is furthermore required that the critical points are extrema:
detH(F ) > 0; (3.3)
and to ensure that the extrema are also minima
trH(F ) < 0 (3.4)
must be fullled.
For this blob detector, the normalised strength measure for scale selection is
[56]:
tr2L:
Large blobs have maximum response at large scales and vice versa. Therefore,
the scale can be used to characterise the size of a blob. Lindeberg [55] provides
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an automatic scale selection based on maxima over scale in the normalised
measure of blob strength.
Fig. 3.5 shows the steps of scale space blob detection of particles in the nanopar-
ticle image. The top row shows to the left L, the Gaussian blurred version of
the original image (a). Then follows in the same row the Laplacian of Gaussian,
F , the determinant of the Hessian of F , and the trace of the Hessian of F . The
second row displays to the left F (a) with contour lines where Fx = 0 (blue)
and Fy = 0 (red). (b) is a binary image of the critical points of F (satisfaction
of (3.2)), i.e. crossings of the contours in (a). The two last images in second
row show binary images of the conditions in (3.3) and (3.4) respectively. The
last row shows (a) the three binary condition images ((b), (c), (d) from second
row) added. The brightest values indicate positions where all three conditions
hold, i.e., where blobs are detected. Image (c) in the last row show a simple
threshold of L to remove unwanted blobs. The last image is the original image
with resulting blob markers overlaid.
This example is however only for a single xed scale (t = 3) and the number of
detected blobs greatly depends on the choice of scale. In this case of relatively
uniformly sized spots all particles seems to be detected correctly at the same
scale. Fig. 3.6 shows how the number of detected blobs decrease as the scale
increases.
For electrophoresis gel images however, the protein spots exhibit large varia-
tions in size and automatic scale selection [57] is one approach that may be
suitable. Linking of segments across multiple scales is another. Olsen et al.
[63] study multi-scale watersheds and the structural changes as scale increases.
Their scheme to link watershed segments across scales seems promising for seg-
mentation of electrophoresis gel images. Scale space linking and automatic scale
selection will, however, not be pursued further here.
x 3.4 shows some examples of the described methods applied to electrophoresis
images.
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(a) (b) (c) (d)
Figure 3.5: Example of scale space blob detection on nanoparticle image. Top
row: (a) Original image blurred with a Gaussian lter (t = 3), L. (b) Laplacian of
Gaussian, F . (c) det(H(F )). (d) tr(H(F )). Centre row: (a) Critical contours (3.2)
of F , green: Fx = 0, red: Fy = 0. (b) Critical points of F . (c) Extrema condition
(3.3) det(H) > 0. (d) Minima condition (3.4) tr(H(F )) < 0. Bottom row: (a) All 3
necessary blob conditions superimposed. (b) Blob markers detected at this scale. (c)
Simple threshold to remove non-particles. (d) Markers of particles found overlaid the
original image.
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Figure 3.6: Scale space blob detection at 4 dierent scales. Scale t increases from
top and down. t = 1; 3; 5; and 7. Left column: L(; t). Centre column: Blobs markers
at this scale. Right column: Blob markers inside threshold mask (see Fig. 3.5).
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3.3 Parametric Spot Models
Parametric spot models rely on the assumption that the protein spots have
some common characteristics that can be captured by a model. The idea is to
dene a suitable spot model C(x;) and adjust the parameters  in the model
so that the model ts the data (image I(x)) by some measure. I(x) is dened
on a square region, w around the protein spot in question and the range of x is
denoted the support for the model. More formally: given an image I : Z2 7! R
and a model C(x;) : Z2  Rp 7! R, x = (x; y), and  2 Rp the goal is to
minimise the sum of squared residuals within the support region, w:
 = arg min

X
x2w
(
I(x)− C(x;)2:
Attempts made to parametrically model the protein spots are most commonly
based on a two-dimensional Gaussian spot model [10]. This model has some
deciencies which are sought overcome in more advanced models as the diusion
based model proposed by Bettens [10]. A description of both models will be
given and in x 3.4 the models are tted to a gallery of protein spots of various
sizes and shapes.
In the optimisation of the parametric spot models the sum of residuals between
the image data and the spot model is minimised within the support region,
w. Ideally, the support region should be large enough to contain the entire (or
almost all of the) spot. Also, it should not be too large, since this will include
neighbouring spots in the support region. As the models can only model a single
spot within the region, neighbouring spots should be avoided.
The spots vary greatly in size and without prior knowledge about the spot size
it is dicult to determine the size of the support region for the spot in question.
A weighting function (e.g., a Tukey window) could solve some of the diculties
with neighbouring spots within the support region, but the size of such a window
still remains unknown.
Also, overlapping spots is not an uncommon phenomenon and in such cases
both models must be expected to perform less well. This can possibly be solved
by additive mixture models as suggested in x 3.3.3.
In the following the (inverted) sub image (Fig. 3.7) of an electrophoresis gel
image will be the source for real data examples. The image is shown with
inverse grey levels so that spots appear bright on a dark background. The image
contains a total of 61 protein spots of which there is several large, bright spots
and quite a few smaller and less distinct spots. Six spots have been selected
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to cover the range of strong, intermediate and weak spots, relatively isolated
spots, spots with a dense neighbourhood and overlapping spots. The six spots
will serve as examples in the following presentation of the two parametric spot
models. Fig. 3.8 displays the spot gallery as mesh plots. Each mesh plot is
centred around the spot in question and the centre of this spot is marked with
a small flag (a star on top of a vertical bar). The spot centre locations stem
from the protein spot attribute information (x C.2). It appears that the spot
centres are not located exactly at the local maximum of the spot. This is due
to the attribute data denition of the spot centre, which is not necessarily at
the maximum grey level intensity.
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Figure 3.7: Selected spots in 2D gel image. The \ground truth" attribute informa-
tion (as dened in x C.2) about spot centres and spot areas is marked on the image
with stars and circles. The neighbourhoods of selected spots # (11, 18, 20, 36, 53
and 54) are marked with quadratic regions. Selected spots cover the range of strong,
intermediate and weak spots, relatively isolated spots, spots with a dense neighbour-
hood and overlapping spots. Note that spot #54 is the \non-h-dome" from Figs. 3.3
and 3.4.
3.3.1 Gaussian spot model
The two-dimensional anisotropic Gaussian spot model with background level is
on the form:
CG(x;) = B + c e
−
(x− x0)2
22x e
−
(y − y0)2
22y (3.5)
with  = (B; c; x0; y0; x; y). B is the background intensity level, i.e., the
intensity level in the image around the spot. c is the spot height, (x0; y0) are
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11 18 20
36 53 54
Figure 3.8: Gallery of 6 dierent protein spots. Top row: spot #11, 18, and 20.
Bottom row: spot #36, 53, and 54. Each mesh plot is centred around the spot in
question and the centre of this spot is marked with a small flag (a star on top of
a vertical bar). The spots are viewed a little from above and from the bottom left.
Furthermore, if other spots are present in the region, their centres are also marked
with a flag (a vertical bar). Please compare to the corresponding quadratic regions
around each spot in Fig. 3.7. All meshes are scaled equally so that spot heights and
sizes are comparable across plots. Note e.g., how spot #18 is very weak and spot #11
is strong { again in agreement with Fig. 3.7.
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Figure 3.9: Spot 11 from dierent view points.
IMM Image Analysis and Computer Graphics
44 Gel Segmentation
oset constants for the centre coordinates, x is the standard deviation in the x-
direction and y is the standard deviation in the y-direction. Fig. 3.10 shows the
Gaussian parametric model at four dierent congurations of the parameters.
Bettens et al. [10] showed that this model is far too simple to model protein spots
and proposed instead a diusion model that attempts to model the diusion
process of protein migration in the 2D gel. The main drawback of the Gaussian
model is its inability to model saturation of the spots. In order to be able to
see very low intensity spots the phosphor plate is sometimes exposed for a long
period of time, resulting in a saturation of the most intense spots.
Figure 3.10: 2D anisotropic Gaussian parametric spot model shown at four dif-
ferent congurations of the parameters. Top left:  = (B; c; x0; y0; x; y) =
(0; 1; 0; 0; 3; 3). Top right:  = (B; c; x0; y0; x; y) = (0; 1; 5; 0; 3; 3). Bottom left:
 = (B; c; x0; y0; x; y) = (0; 1; 0; 0; 4; 2). Bottom right:  = (B; c; x0; y0; x; y) =
(0; 1; 0;−5; 2; 3).
3.3.2 Diusion spot model
The diusion protein spot model proposed by Bettens et al. [10] is designed to
model the actual diusion process in the gel. The following are the assumptions
about the process that denes the model: 1) the medium of the diusion is two-
dimensional and anisotropic, i.e., there are two main directions of diusion (x
and y) with dierent diusion constants (Dx and Dy), 2) the diusing substance
is initially distributed uniformly on a disc with radius a. Bettens gives the
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solution to the corresponding diusion equation as
CD(x;) = B +
1
2
C0

erf
(
a+r
2
p
Dt

+ erf
(
a−r
2
p
Dt

+
C0
r
r
Dt

(
e−
(a+r)2
4Dt − e−
(a−r)2
4Dt

with r =
s
D

(x− x0)2
Dx
+
(y − y0)2
Dy

(3.6)
where  = (B;C0; x0; y0; a;D;Dx; Dy; t). B is the background intensity level
and C0 is the initial concentration in the circle. x0 and y0 are oset constants
for the centre coordinates. erf is the error function dened as:
erf (z) =
2p

Z z
0
e−t
2
dt: (3.7)
By elimination of symmetric parameters the nal model reduces to:
CD(x;0) = B +
1
2
C0

erf
(
a0+r0
2

+ erf
(
a0−r0
2

+
C0
r
r
1


e−
(a0+r0)2
4 − e−
(a0−r0)2
4

with r0 =
s
(x− x0)2
D0x
+
(y − y0)2
D0y
: (3.8)
Following [10] the 7 parameters in (3.8) to be estimated are
0 = (B; C0; x0; y0; a0 =
r
D
t
a; D0x = Dxt; D
0
y = Dyt):
To give an impression of the model capabilities Figs. 3.11 and 3.12 show the
model for a number of dierent parameter settings. In x 3.4 the two parametric
models are tested on the six spots in the spot gallery (Fig. 3.8).
3.3.3 Mixture model
The the parametric spot models described so far do not handle overlapping
spots in a well-dened manner. In general, the presence of other spots within
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Figure 3.11: 2D diusion spot model. Increasing t from top
left (t = 0:1; 0:3; 0:5; 0:7; 0:9; 1:1; 1:3; 1:5), other parameters constant
(B; C0; a; D; Dx; Dy; x0; y0) = (0; 1; 5; 1; 1; 1; 0; 0).
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Figure 3.12: 2D diusion spot model at dierent parameter congurations. The
spot centre oset is constant (x0; y0) = (0; 0) as well as time t = 1 for all plots. The
parameters for each plot are listed in Tab. 3.1. Note how this model is able to model
saturated spots.
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B C0 a D Dx Dy
1 0.0 1.0 3.0 1.0 1.0 1.0
2 0.6 1.0 3.0 1.0 1.0 1.0
3 0.0 1.0 3.0 2.0 1.0 1.0
4 0.0 1.5 5.0 1.0 1.0 1.0
5 0.0 1.0 3.0 3.0 2.5 1.0
6 0.0 1.0 5.0 1.0 2.5 2.5
7 0.0 1.0 5.0 1.1 0.5 2.5
8 0.0 1.5 5.5 1.1 2.5 2.5
9 0.0 1.0 5.5 1.5 2.5 2.5
Table 3.1: Parameters corresponding to plots in Fig. 3.12. Row 1-3 in the table
corresponds to the 3 plots in the top row, row 4-6 in the table corresponds to the 3
plots in the centre row, and row 7-9 corresponds to the 3 plots in the bottom row.
the support region of a spot is not modelled. This may be overcome by simple
superposition of diusion spot models resulting in a mixture model on the form:
Cm(x;) = k1C1(x;1) + k2C2(x;2) + : : :+ knCn(x;n); (3.9)
where n is the number of diusion spot models to constitute the mixture model
and  is a n 7 parameter matrix (7 parameters for each spot).
The sum of squared residuals inside the support region, w
X
x2w
(
I(x)− Cm(x;)
2 (3.10)
is to be minimised and by including enough spot models, i.e., for suciently
large n (3.9) can model the data perfectly. Therefore, it is necessary to penalise
more complex models (large n) in the optimisation of the model. The goal is to
estimate n (the number of spots inside the support region, w) and the (n 7)
parameters in  so that (3.10) is small while the model is not too complex.
The following optimisation problem is proposed:
 = arg min

X
x2w
(
I(x)− Cm(x;)
2 + 1e2n; (3.11)
where the last term serves to penalise large models. 1 and 2 are constants
that must be chosen according to the problem at hand.
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3.4 Experiments and Results
This section presents some experiments and results of application of the meth-
ods described in the previous sections on a sub image (Fig. 3.7) and the selected
spots (Fig. 3.8). First, some results on scale space blob detection on the sub
image are presented and these will be used in marker based watershed segmen-
tation. The same sub image is used in experiments with h-dome transformation
at dierent values of h. Finally the parametric spot models (2D anisotropic
Gaussian and 2D anisotropic diusion) are tted to the selected spots in the
spot gallery.
3.4.1 Scale space blob detection
For the purpose of scale space blob detection the view of the spots is inverted
so that spots appear dark on a bright background. Fig. 3.13 show the same
region as Fig. 3.7 with the 61 known protein spot centres overlaid. Figs. 3.14-
3.17 show the results of scale space blob detection at scales t = 1; 2; 3; 4; 5; 6; 7,
and 8. The number of detected distinct blobs decreases as scale increases (Tab.
3.2). At low scales the image noise dominates the blobs found. With respect
to the number of blobs detected, the best result is in the top row of Fig. 3.17
(at t = 7) where 57 blobs are found. Compared to Fig. 3.13 most of the spot
centres are found even many of the very weak ones. Note however, that even
if the number of detected blobs is close to the correct number of proteins, still
quite a few spots are not detected. In return other blobs, that are not proteins
this method detects as blobs. Some of the very weak spots and spots located
close to other spots are detected, only at a very low scale where far too many
local minima are found. In other words, there exist minima stronger than the
weakest spots and this fact makes the spot detection non-trivial.
scale, t Number of blobs
1 4313
2 972
3 261
4 103
5 81
6 72
7 57
8 36
Table 3.2: Number of detected blobs at dierent scales.
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Figure 3.13: Sub region of electrophoresis gel. Spot centres of 61 known protein
spots are marked.
3.4.2 Marker based watershed segmentation
In Fig. 3.18 left the attribute (known) spot centres are used as markers for
the segmentations. Right shows the segmentation using the scale space blob
detection markers (t = 6) from experiments in x 3.4.1.
3.4.3 H-dome transformation
This section shows experiments with the h-domes transformation (x 3.1.2) on
an electrophoresis gel image. Again the (inverted) gel image is used and Fig.
3.19 shows the h-domes for dierent values of h.
3.4.4 Parametric spot models
The two parametric protein spot models described in x 3.3 both have been
optimised to t the 6 spots in the spot gallery (see Fig. 3.8). The optimal
ts were obtained using the non-linear least squares method lsqnonlin in the
Matlabr Optimization Toolbox (The MathWorks, Inc.). Figs. 3.20 - 3.31 show
the results of tting the Gaussian model and the diusion model to the six spots
in the gallery. Every second gure shows the Gaussian model and every other
second the diusion model.
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Figure 3.14: Scale space blob detection at dierent scales. Left column: Gaussian
ltered versions of the original image (Fig. 3.13). Right column: original image with
blob markers. Top: t = 1, 4313 distinct blobs were found. Bottom: t = 2, 972 blobs.
The correct number of protein spots in this part of the gel is 61.
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Figure 3.15: Scale space blob detection at dierent scales. Left column: Gaussian
ltered versions of the original image (Fig. 3.13). Right column: original image with
blob markers. Top: t = 3, 261 distinct blobs were found. Bottom: t = 4, 103 blobs.
The correct number of protein spots in this part of the gel is 61.
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Figure 3.16: Scale space blob detection at dierent scales. Left column: Gaussian
ltered versions of the original image (Fig. 3.13). Right column: original image with
blob markers. Top: t = 5, 81 distinct blobs were found. Bottom: t = 6, 72 blobs. The
correct number of protein spots in this part of the gel is 61.
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Figure 3.17: Scale space blob detection at dierent scales. Left column: Gaussian
ltered versions of the original image (Fig. 3.13). Right column: original image with
blob markers. Top t = 7, 57 distinct blobs. Bottom t = 8, 36 blobs. The correct
number of protein spots in this part of the gel is 61.
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Figure 3.18: Watershed segmentation using dierent markers. Left: markers are
the spot centres from the "ground truth" attribute information (see x C.2). Right:
markers are the results of scale space blob detection at t = 6.
The gallery gures (3.7 and 3.8) show the spot centres of the neighbour spots
within the square support region. The support region size has been chosen to
be the same (61 61 pixels) for all spots in the gallery.
The evaluation of the t of a model to the spot data can be done in dierent
ways. One is by some quantitative measure, such as the sum of squared dif-
ferences inside the support region. Another way of evaluation is by qualitative
visual inspection. However, dening a good quantitative measure is not triv-
ial. The reason is, that an ideal (single spot) model ts nicely to the spot and
ignores eventual surrounding neighbours inside the support region and there-
fore the residual may (correctly) be large in areas of the support region where
neighbours are present. This problem is closely connected to the size of the
support region. Clearly there is a need for such a quantitative evaluation, but
the following evaluation will be conned to the qualitative visual inspection.
Each of the gures consists of ve components. In the top is seen the square
region around the known spot centre displayed as a grey level image. To the
left in the second row is the same information shown as a wire-frame surface.
To the right in the second row is shown the resulting optimised model also as a
wire-frame surface. The bottom row displays the residual (pixel-wise dierence
between data and model) in dierent ways. To the left, the residual is shown as
a wire-frame surface together with the zero-plane as reference. To the right, the
spot data is shown as a wire-frame surface. Together with the data, the model
is displayed as a coloured solid surface. The colouring represents the residuals
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Figure 3.19: H-dome transformation of 2D gel image. From the top left: h =
0:05; 0:15; 0:25; 0:35; 0:45; and 0:50.
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(signed). Note the colour at intersections between the data and the model (zero
error).
 Spot 11 (gs. 3.20 and 3.21). This spot is relatively large and intense.
Within the shown region it has 4 neighbouring spots that are all weaker
than spot 11. Some of the neighbours are overlapping. From the wire-
frame surface of the data (second row, left) it is seen, that the spot appears
to be "flat" on the top, which indicates that the spot is saturated. Note
how the diusion model is much better at capturing this behaviour.
 Spot 18 (gs. 3.22 and 3.23). The spot is so small and weak, that it almost
vanishes. Furthermore it has 4 (all stronger) neighbouring spots. None
of the models are able to detect the spot and they both suggest a flat
surface. The restrictions of x0 and y0 prevent the models from moving to
one of the stronger neighbours.
 Spot 20 (gs. 3.24 and 3.25). This spot is of medium size and intensity. It
has four neighbours, two strong and two weak. The spot is oblong in the
x-direction, which may be due to overlapping neighbours. The Gaussian
model seems to be more influenced by this than the diusion model.
 Spot 36 (gs. 3.26 and 3.27) is a relatively large spot of medium intensity.
The spot is relatively isolated, i.e., neighbours are few, small and far away.
Both models seem to do well in this case.
 Spot 53 (gs. 3.28 and 3.29). This spot of medium strength is small and
well separated from neighbouring spots. Both models t this spot well.
 Spot 54 (gs. 3.30 and 3.31) is of medium size and intensity but it has
a relatively large and intense neighbour spot to the left. The two spots
have a severe overlap and both methods experience diculty modelling
the spot correctly. Another strong neighbour to the right also overlap,
although it is not in the support region. Both models try to model all
three spots as one big spot.
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Figure 3.20: Parametric t of Gaussian spot model to spot 11. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.21: Parametric t of diusion spot model to spot 11. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.22: Parametric t of Gaussian spot model to spot 18. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.23: Parametric t of diusion spot model to spot 18. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.24: Parametric t of Gaussian spot model to spot 20. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.25: Parametric t of diusion spot model to spot 20. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
IMM Image Analysis and Computer Graphics
64 Gel Segmentation
Figure 3.26: Parametric t of Gaussian spot model to spot 36. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.27: Parametric t of diusion spot model to spot 36. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.28: Parametric t of Gaussian spot model to spot 53. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.29: Parametric t of diusion spot model to spot 53. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.30: Parametric t of Gaussian spot model to spot 54. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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Figure 3.31: Parametric t of diusion spot model to spot 54. Top: Spot in question
shown as grey-scale image. Second row: left { spot data in question shown as wire-
frame, right { tted model. Bottom row: left { residual shown with zero-level plane,
right { spot data in question shown as wire-frame and the tted model shown as a
solid surface, coloured according to the residual.
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3.5 Summary
Although not the primary focus of this work, various approaches to segmen-
tation of two-dimensional electrophoresis gel images into protein spots and
background have been presented. This is motivated by the fact that a good
segmentation is fundamental to the point matching methods described in x 4.
Summarising the methods described:
 Mathematical morphology based methods.
{ The watershed by immersion method and marker based watersheds
are presented and applied to a nanoparticle image.
{ H-domes method is explained and applied to a two-dimensional elec-
trophoresis image.
 Scale space based blob detection. Lindeberg’s scale space blob detector is
described and applied to the nanoparticle image.
 Parametric protein spot models. Two models, a Gaussian and a diusion
based model are presented and their properties explored.
 The methods presented are all tested on real gel image data.
The watershed method is known to result in over-segmentation if not restricted
by markers. Together with the scale space blob detector blobs can be segmented,
but the choice of scale remains non-trivial. It has been demonstrated that even
if the scale is chosen so that the number of detected blobs is close to the correct
number of proteins, still quite a few spots are not detected and in return other
blobs, that are not proteins are detect as blobs. This is probably due to the
noisy nature of the images. Some of the very weak spots and spots located close
to other spots are detected, only at a very low scale where far too many local
minima are found. In other words, there exist minima in the image that are
stronger than the weakest (known) spot. This fact makes the spot detection
based on the image data alone challenging.
The parametric spot models seem to have most success at modelling relatively
isolated spots. As expected, the diusion model is better at modelling highly in-
tense (saturated) protein spots, where for smaller spots the two models perform
almost equally well.
The main deciency of the spot models is, that they are not able to model
multiple and overlapping spots within a small area. The choice of support
region size also proved dicult without prior knowledge of the spot size.
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A mixture model was proposed as a solution to the problems of the parametric
models but it was not implemented.
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C h a p t e r 4
Point Pattern Matching
This chapter describes a wide range of point matching methods for general point
pattern matching as well as a number of methods applied to spot matching
in electrophoresis gel images. The motivation for investigating point pattern
matching methods is its application in proteome analysis. Since the process of
matching the protein spots is a problem of solving a correspondence problem,
the eld of point pattern matching methods seems appropriate to investigate.
This chapter is divided into three main parts. First, general methods for point
pattern matching are described, later, methods developed especially for the
matching of point patterns from electrophoresis gel images are investigated,
and nally a comparison of selected methods tested on real point patterns from
electrophoresis gel data is presented.
Point pattern matching is a fundamental step in many tasks in the elds of image
registration and warping [34, 38, 45], motion estimation, matching of shapes [6],
shape analysis [15, 26, 28], structure from motion estimation [39, 80], and many
more. Other terms to describe the process of point pattern matching are to
solve the correspondence or solving the optimal assignment problem.
The area of applications for point matching includes: biology, medicine, astro-
physics, robotics, and computer vision, to mention a few.
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In the application of point pattern matching on protein spot centres there is a
number of requirements for the matching method used (as identied in x 2.3).
The method must:
 exactly and robustly match protein pairs,
 allow for non-linear distortions/transformations,
 robustly handle outliers in both sets,
 be able to handle point sets of stochastic/amorphous nature, and
 robustly match dense point sets.
4.1 Notation
Notions of point patterns, point correspondence, match matrices and motion
are introduced.
Denition 1 (Point pattern) Dene a two-dimensional point pattern P =
fpi j i = 1; 2; : : : ; Jg, where pi = (xi; yi) are the coordinates of the point in the
x-y plane. The pattern, also referred to as a point set is said to have cardinality
J . 2
4.1.1 Correspondence and match matrices
The comparison of two point patterns necessitates a way to dene the corre-
spondence between homologous points in the two patterns:
Denition 2 (Point correspondence) Given two point sets P and Q, two
homologous points pj and qk are said to correspond:
pj  qk; (4.1)
i.e., the j’th point in P corresponds to the k’th point in Q. The symbol  is
normally used to describe directly similar gures, i.e., when all corresponding
angles are equal and described in the same rotational sense. 2
For the entire both patterns P and Q the correspondence between their points
can be described in the binary match matrix :
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Denition 3 (Binary match matrix) Consider two point patterns P and
Q of equal cardinalities J . The J  J binary match matrix m denes the
correspondence between homologous points in the two point patterns:
8j  J; 8k  J mjk =
8<
:1 if point pj  qk0 otherwise (4.2)
subject to the constraint that there is a one-to-one mapping from P to Q:
8j  J
JX
k=1
mjk = 1 (4.3)
and
8k  J
JX
j=1
mjk = 1: (4.4)
In other words, the points in both sets correspond to exactly one other point
in the other set, i.e., all rows and all columns of m must sum to one. In this
denition, it is not necessary to allow for missing points or for multiple-to-one
correspondences. 2
In many applications, points present in one set may be missing in the other
and vice versa. The cardinalities may be intrinsically dierent or points may
be missing. In such cases the one-to-one correspondence does not hold and
other ways of describing the correspondence between homologous points must
be dened. Denote points that do not have a corresponding partner point in
the other pattern, singles. Singles may be due to noise or that the two point
sets may be only partially overlapping.
Denition 4 (Single Point) Consider two point patterns P and Q. A single
point is a point in a point pattern that does not have a homologous point in the
other pattern. This type of points is often also referred to as singles, outliers,
contaminating points or dropouts. 2
In order to represent correspondences and singles in the same data structure
the augmented binary match matrix, m^ is dened.
Denition 5 (Augmented binary match matrix) Consider now two point
patterns P and Q of possibly dierent cardinality J and K. The augmented
match matrix m^ is a (J+1) (K+1) matrix dening the state of each point in
two point patterns P and Q. m^ is similar to m in Def. 3 except that m^ has an
extra row and an extra column to hold the information of single points. Again,
8j  J; 8k  K m^jk =
8<
:1 if point pj  qk0 otherwise (4.5)
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and for the last column (singles in P)
8j  J m^j(K+1) =
8<
:1 if point pj is a single0 otherwise (4.6)
and similarly for the last row (singles in Q)
8k  K m^(J+1)k =
8<
:1 if point qk is a single0 otherwise (4.7)
subject to the constraint that either a point has a corresponding point in the
other set or the point is a single:
8j  J
K+1X
k=1
mjk = 1 (4.8)
and
8k  K
J+1X
j=1
mjk = 1: (4.9)
Note, that there are no constraints on the (J + 1)’th row or the (K + 1)’th
column because there is no restriction on the number of singles in either point
set. Also, m^(J+1)(K+1) is insignicant (it is not used) and can take any value.
2
Example 1 (Two small point patterns) Fig. 4.1 shows two small point pat-
terns P and Q with 5 and 7 points respectively. The two sets have 4 points in
common, P has 1 single and Q has 3 singles. Eq. (4.10) shows the corresponding
augmented match matrix 2
m^ =
2
666666664
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 1 0 0 1 0 1 
3
777777775
: (4.10)
Lars Pedersen
4.1 Notation 77
p1  q1
p2  q3
p4  q4
p5  q6
p3
q2
q5q7
Figure 4.1: Two small point patterns P () and Q (+) with 5 and 7 points respec-
tively. The two sets have 4 points in common, P has 1 single and Q has 3 singles.
The correspondence is dened by m^ in eq. (4.10).
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Solving the correspondence problem is a matter of establishing the correct cor-
respondence between points in two point sets, i.e., to estimate the augmented
match matrix. This process is referred to as matching.
When computing correspondences between point patterns, it may be benecial
to assign non-binary values to the correspondence estimates, i.e., to dene a
fuzzy correspondence matrix. In order to be able to handle partial correspon-
dences the augmented fuzzy match matrix, in which entries are real numbers
between 0 and 1, is dened.
Denition 6 (Augmented fuzzy match matrix) Given two point patterns
P and Q of possibly dierent cardinality J and K. The elements of the aug-
mented fuzzy match matrix ~m equal the probabilities1 of correspondence or
single status. For the "inner" part of ~m
8j  J; 8k  K ~mjk = Pfpj  qkg
for the last column (singles in P)
8j  J; k = (K + 1) ~mjk = Pfpj is singleg
and for the last row (singles in Q)
8k  K; j = (J + 1) ~mjk = Pfqk is singleg
where ~mjk 2 [0; 1]; 8j  (J + 1); 8k  (K + 1). Pfpj  qkg means the proba-
bility that the j’th point in P corresponds to the k’th point in Q. Furthermore
the entries in the last row and last column of ~m describe the probability for a
point to be single. Naturally the probabilities for each point must sum to one
so the row and column constraints still apply:
8j  J
K+1X
k=1
mjk = 1 and
8k  K
J+1X
j=1
mjk = 1: (4.11)
As for the binary match matrix there is no constraints on the (J + 1)’th row or
the (K + 1)’th column because there is no restriction on the number of singles
in either point set. 2
1The entries in the augmented fuzzy match matrix are termed probabilities here because
of the close analogy to probabilities although, strictly speaking they are not. Other authors
use the term goodness instead.
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To estimate the binary correspondence, ~m can be converted to a binary aug-
mented match matrix m^. A heuristic method for the binarization is given in
Binarization( ~m,  ) (Alg. 8).  is a threshold value. It is ensured, that no
points match to several points in the other set.
In general, for a matrix m the j’th row and the k’th column is referred to as:
mj = j’th row in m
mk = k’th column in m:
4.1.2 Motion estimation
The points in two point patterns to be matched can be related by a (possibly
non-linear) transformation f(;  ) that brings corresponding points into register.
Denition 7 (Motion) Given two point sets P and Q of equal cardinality J ,
and assume the correspondence to be one-to-one and 8j; pj  qj . Find f(;  )
such that
JX
j=1
kpj − f(qj ;  )k2 (4.12)
is minimal. For this example, the sum of squared Euclidean distances has been
chosen as the measure of similarity. The transformation f(;  ) is dened as the
motion, and for a given type of transformation, the parameters to be estimated
are  . 2
Depending on the application f could be a simple rigid transformation (trans-
lation and rotation), an ane (translation, rotation, scale and shear), a poly-
nomial or even a non-rigid thin-plate spline transformation. For Euclidean and
ane transformation the term pose [36] is also used for the motion.
If the cardinality of the point sets is not equal, but the correspondence (m^) is
known the optimal transformation can still be found. The optimisation problem
(4.12) can then be written
JX
j=1
KX
k=1
m^jkkpj − f(qk;  )k2; (4.13)
i.e., the known correspondences in m^ are used to nd the optimal motion,
f(;  ).
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4.1.3 The classical chicken and egg problem
There exists a cyclic dilemma inherently in the point pattern matching problem.
Given the correspondence it would be easy to determine a transformation f
and on the other hand given an optimal transformation f , it would be easy to
establish the correspondence (e.g., by nearest neighbour points).
4.1.4 Graph based methods
The point pattern matching problem is often cast as a graph matching prob-
lem. In the eld of graph theory, matching is an important subject and the
problem of matching point patterns can be formulated in various terms related
to graph theory. Examples are minimum weighted bipartite graph matching [50]
and relational graph matching [27]. The notation and description of the graph
representation will not be discussed in detail.
4.2 General Point Pattern Matching Methods
This section describes a range of general methods for point pattern matching.
Tab. 4.1 gives an overview of the most important methods in the literature.
Some of these methods are described in detail in the following sections. The eld
of point matching is vast and there denitely exist methods not mentioned here.
For a number of ways to attack the point matching problem, the table shows
references to relevant work, the method used for correspondence calculation,
what transformations (motion) is considered, and in what type of application
the method has been used (if any). Of the methods in Tab. 4.1 the following
are described in further detail:
 iterative closest point (ICP),
 dual step expectation maximisation (EM),
 bipartite graph matching of shape context, and
 robust point matching (RPM)
with emphasis on the RPM methods (and extensions) due to their suitability
to match 2DGE spot patterns.
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4.2.1 Iterative closest point
Iterative closest points (ICP), Besl and McKay [9] and Zhang [91] is one of the
more well-known methods for point pattern matching. The general idea is to
iteratively match points in one set to closest points in another set. [9] proposes
the ICP algorithm as a 3D shape rigid registration algorithm for point sets,
curves and surfaces. Given two point sets P and Q for each point in P the
closest point in Q is computed and from that a transformation (translation and
rotation) is calculated. This transformation is applied to the points in P. These
steps are repeated in a iterative manner until the change in mean square error
is below a given threshold. The algorithm is guaranteed to converge to a local
minimum. One of the major disadvantages of this algorithm is its inability to
handle a large proportion of outliers (singles) [9], [22].
4.2.2 Dual step EM
Cross and Hancock [27] and Carcassoni and Hancock [17] describe an approach
very similar to the basic idea in RPM, namely alternately estimation of trans-
formation parameters and correspondence matches, referred to as the dual step
expectation maximisation algorithm (dual step EM). The transformation is con-
ned to the ane or perspective geometry and relational graph matching of
separate triangulation of the point sets constitutes the matching.
4.2.3 Bipartite graph matching of shape context
For the purpose of matching shapes Belongie and Malik [5], [6, 7] have developed
a point matching method based on the matching of shape context descriptors.
For each point, a shape context descriptor is calculated and the correspondence
problem is solved by using bipartite graph matching of the descriptors. Fig. 4.2
is from [6].
The shape context descriptor of a point is a two-dimensional log-polar his-
togram. For the point in question, the mask in Fig. 4.2(c) is placed with the
centre on the point and the count of points in each bin is assigned to the corre-
sponding cell in the log-polar histogram. The polar coordinate is divided into
12 bins and the log r is divided into 5 bins.
The histograms are used to calculate a cost matrix C, Cij = C(pi; qj) is the cost
of matching point pi with qj and the matching is solved as a square assignment
problem using an ecient implementation of the Hungarian method.
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(a) Pattern 1. (b) Pattern 2. (c) Log-polar his-
togram bins.
lo
g
r
(d) Shape context
descriptor for point
marked with  in
Fig. 4.2(a).
lo
g
r
(e) Shape context
descriptor for point
marked with  in
Fig. 4.2(b).
lo
g
r
(f) Shape context
descriptor for point
marked with / in
Fig. 4.2(a).
Figure 4.2: Shape context and matching. From Belongie et al. [6].
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If the two sets do not contain the same number of points, extra "dummy" points
(with a suciently large cost) can be added to either of the point sets. This will
ensure a square Cij . The same trick is used to make the method more robust
to singles. This does however require an estimate of the maximum number of
singles in either set.
Heavily contaminated point sets can be suspected to cause problems, and [7]
provides no solution for this case.
Ideas very similar to the shape context descriptor has previously been suggested
by [64] (see x 4.3.1).
The complete matching method employs alternately estimation of the corre-
spondence and a thin-plate-spline transformation inspired by the approach in
[23] (see also x 4.2.4).
4.2.4 Robust point matching
Robust point matching (RPM) is a method based on both the estimation of the
point correspondence and a the transformation (motion, pose) in a determinis-
tic annealing setting. Alternately, the correspondence and the transformation
is estimated in an iterative manner and by use of the augmented fuzzy match
matrix (Def. 6) and Sinkhorn’s method for matrix normalisation, RPM han-
dles singles in a robust manner. The original method proposed by Gold and
Rangarajan [35] has been extended to handle various types of transformations:
similarity transform [69], ane transformation [36], Procrustes alignment [67],
[70], and the non-rigid thin-plate spline transformation [68], [23].
In the following, the RPM method in general and some extensions to the
Sinkhorn’s method will be described. Two types of transformations, the ane
and thin-plate spline, will be discussed in detail. The level of detail is greater
in the discussion of the RPM methods because their ability to match protein
spot patterns from electrophoresis gels has been investigated thoroughly (x4.5).
Given two point sets P and Q of possibly dierent cardinality and assuming
that some knowledge about the type of transformation (motion), that relates
two point sets P and Q, is available, (e.g., that the motion is ane), it remains
to estimate the optimal parameters  in the transformation f(;  ) and the
correspondence m^.
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The assignment problem and estimating the transformation parameters is for-
mulated as an energy minimisation problem on the form:
min
m^; 
E =
JX
j=1
KX
k=1
m^jkkpj − f(qk;  )k2
− 
JX
j=1
KX
k=1
m^jk + T
JX
j=1
KX
k=1
m^jk(log m^jk − 1)
+ J(f( )): (4.14)
The rst term is the sum of squared distances between the points in the two
sets. The weighting of the distances by m^jk penalises distances between points
with high probability to match. The second term provides a regularisation
on the match matrix m^ ensuring that not all points are classied as singles,
which would cancel out the rst term of the energy function. The third term
is an entropy barrier function to ensure positivity of m^. To ensure reasonable
behaviour of the transformation, the fourth term serves as a regularisation on
the transformation f(;  ).  and  serve as regularisation parameters.
This is a general form of the energy function and later more specic forms (in
cases of f being an ane and a thin-plate spline transformation) are presented.
Algorithm 1 Robust-Point-Matching(P, Q, T0)
1: Initialise  = 0. All parameters are initialised to zero
2: Initialise T = T0.
3: Initialise ~mjk = 1 + .
4: repeat Deterministic Annealing
5: repeat at each temperature level
6: Qjk  − @E@mjk
7: ~mjk  exp(Qjk=T ) Ensure positivity of ~m
8: ~m Sinkhorn( ~m) Sinkhorn’s normalisation
9: Estimate transformation parameters  
10: until # of iterations > I0
11: Decrease T , decrease 
12: until T < Tend
13: return ~m; f(;  )
The RPM algorithm outlined in Alg. 1 is explained in further detail.
The outer loop is the Deterministic Annealing (DA). It basically consists of
slowly decreasing the temperature parameter T . T plays an important role in
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Algorithm 2 Sinkhorn( ~m)
1: repeat
2: Normalise all rows:
3: 8j  J + 1, 8k  K + 1 ~m1jk  
~mjkPK+1
k0=1 ~mjk0
4: Normalise all columns:
5: 8j  J + 1, 8k  K + 1 ~mjk  
~m1jkPJ+1
j0=1 ~m
1
j0k
6: until ~m converges or # of iterations > I1
the estimation of the point correspondences and is used to weight the importance
of the inter-point distances. Note how the current estimate of the transforma-
tion, f(;  ) is used to calculate the next estimate of the match matrix, m^. In
the rst iterations (at large T ) the distance between points is less important
for the correspondence, but as the temperature decreases, small distances are
rewarded more and large distances are penalised more.
In the inner loop the matrix Qjk  − @E@mjk is calculated. For xed parame-
ters  this is an assignment problem [35], reversing the sign because this is a
minimisation instead of a maximisation as in the canonical form of the assign-
ment problem. With the transformation ~m exp(Qjk=T ) (line 7) it is ensured
that a small Euclidean distance between a point pair corresponds to a large
probability of match for this pair.
For the elements in ~m to be probabilities the column and row constraints (4.11)
must hold. This is ensured (line 8) by the Sinkhorn’s matrix normalisation (Alg.
2)1. The convergence criterion of ~m in Alg. 2 (line 6) is a limit on the sum
of absolute dierences of matrix elements between two consecutive iterations of
the loop:
J+1X
j=1
K+1X
k=1
j ~mjk − ~m0jkj < 2:
After this normalisation the newly updated match matrix ~m is used to update
the transformation parameters  (line 9). The knowledge of the fuzzy corre-
spondences allows to put more emphasis on high probability matches in the
parameter estimation. Furthermore there will often be some regularisation of
the parameters  to avoid inappropriate behaviour of the transformation. This
will be demonstrated in the specic examples of the transformation being ane
and a thin-plate spline.
1Sinkhorn( ~m) is described in Alg. 2, however, it is suggested to use the Extended-
Sinkhorn(,) Alg. 3 instead.
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After a xed number of iterations I0 at the current temperature level the inner
loop is done and the temperature is decreased (line 11), e.g., by an exponen-
tial temperature schedule. Simultaneously, the regularisation weight  for the
regularisation of the transformation parameters is relaxed (decreased). This
is because the transformation parameters need only to be bounded in the be-
ginning of the iterations when corresponding points may be far apart. As the
algorithm progresses the estimates of the transformation parameters become
better and there is less need to bound them.
In the rst iterations (large T ) all pairs will be assigned a small probability of
match but as T decreases point pairs close to each other will be rewarded with
relatively larger probability for match and vice versa. Line 7 and 8 in Alg. 1 is
termed softassign [35] because the inter-distances between points are converted
to fuzzy (soft) correspondences (assignment probabilities).
For equal point sets, P and Q, the energy function in (4.14) is a linear as-
signment problem [23] or a bipartite matching problem with respect to the
correspondences. The RPM algorithm minimises the energy function because
softassign used within deterministic annealing has been shown to nd the op-
timal solution to linear assignment [47]. Although not strictly an assigment
problem, Gold et al. [36] imply this result is valid for the case of unequal point
sets by introducing slack variables. However, no proof is given. Furthermore,
[23] state that while softassign and the transformation estimation are indepen-
dently optimal, the combination is not necessarily so. This approach is only
guaranteed to nd a local minimum for both the mapping and the correspon-
dence.
Application of the RPM algorithm to 2DGE data has proven to work well in
practice (x 4.5).
RPM algorithm initialisation
All parameters of the transformation are initialised to  = 0 or so that the point
set is undergoing no transformation in the beginning because no knowledge of
this transformation is available. T0 is the starting temperature and should be
chosen suitably large. [23] proposes to set T0 slightly larger than the greatest
squared distance of all point pairs to allow for all possible matchings at rst.
In cases with almost aligned point sets and small deformations (e.g., for 2DGE
spot patterns) T0 can be lowered to save computational eort.
The  parameter serves as a threshold error distance and indicates how far two
points can be apart before being treated as outliers. This parameter needs to
be adjusted depending of the problem at hand.
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The  parameter can be adjusted to control the penalty on the transformation
parameters and must be chosen dependent upon the problem at hand.
Every element in the match matrix m^jk is initialised to 1 + , where  is a small
number, e.g. 10−6. This only has eect on the last row and the last column
(for the outliers) because the "inner" part of m^ is immediately overwritten.
Alternatively, [23] suggests to initialise m^ such that entries in the (JK) inner
part of the matrix are all set to 1J (which seems strange, because these elements
are again immediately overwritten) and the elements in the outlier row and the
outlier column are initialised to 1100J . The initialisation rst suggested has been
used in the experiments conducted later (x4.5).
Extended Sinkhorn’s method
There are problems using the Sinkhorn method to normalise ~m. First, ~m is
often a non-square matrix, but the Sinkhorn result is valid for square matrices
only. Second, in the denition of the fuzzy match matrix (Def. 6) there are
no constraints on the last row and the last column of ~m, so these should not
be normalised as it happens in Alg. 2. In other words, the elements in the last
column should not be normalised with respect to the sum of that column, but
its elements should still enter in the normalisation of the corresponding matrix
rows and vice versa for the last row. This idea has been implemented in Alg. 3.
The changes from Alg. 2 (as dened in Gold et al. [36]) inside the convergence
criterion has merely to do with not normalising the last row and the last column
of ~m according to the reasons given above.
One may easily think of a "pathological" case where Alg. 3 (and also Alg. 2)
will fail.
Example 2 ("pathological case") Consider the augmented match matrix ~m
representing the correspondence between two points in one set (P) and three
points in the other set (Q). There is a tie between q1 and q2 to match p1.
~m =
2
64 1 1 0 00 0 1 1
0 0 1 0
3
75
The row and column normalisations will result in the unfortunate result:
~m =
2
64 1 1 0 00 0 .38 .62
0 0 .62 0
3
75
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and the last two lines in Alg. 3 adjusting the outlier row and column result in:
~m =
2
64 1 1 0 -10 0 .38 .62
0 0 .62 0
3
75
which is not an acceptable result. 2
On the other hand ~m was not valid from the beginning because all elements
must be strictly positive.
Example 3 By adding a small constant, e.g. 10−5 to all elements in ~m,
~m0 = ~m+ 10−5
a valid input matrix to Extended-Sinkhorn is obtained and the result, valid to
two decimal places after 79 iterations of Alg. 3 becomes:
~m =
2
64 0.50 0.50 0.00 0.000.15 0.15 0.29 0.41
0.35 0.35 0.71 0
3
75
which is a valid match matrix with all rows and columns summing to one, save
the outlier row and column. The tie has not been resolved (of course), and the
binarization as proposed in x B, Alg. 8 of the result with  = 0:5 will result in:
m^ =
2
64 0 0 0 10 0 0 1
1 1 1 0
3
75
i.e., all points are declared outliers which seems reasonable considering the
input. A less conservative setting of the binarization threshold  = 0:2 results
in
m^ =
2
64 0 0 0 10 0 1 0
1 1 0 0
3
75 : 2
The examples above illustrate the reason for the initialisation of ~m as shown in
Alg. 1. It is important, that the outlier row and column do not contain zero
elements.
Sinkhorn proves that any square matrix with all positive elements will converge
to a doubly stochastic matrix by alternately normalising rows and columns in
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an iterative manner. A doubly stochastic matrix is a square matrix in which
elements are all positive and sum to one both along rows and along columns.
The problem of ~m often being non-square is solved by a simple heuristic. At the
end of the iterations the following rule has been added: if the "inner" columns
and rows do not sum to one this is forced to happen by appropriately adjusting
the outlier values (line 8-9, Alg. 3).
Algorithm 3 Extended-Sinkhorn( m)
1: Initialise ~m m
2: repeat
3: Normalise the J top rows:
4: 8j  J , 8k  K + 1 ~m1jk  
~mjkPK+1
k0=1 ~mjk0
5: Normalise the K leftmost columns
6: 8j  J + 1, 8k  K ~mjk  
~m1jkPJ+1
j0=1 ~m
1
j0k
7: until ~m converges or # of iterations > I1
8: 8j  J ~mj(K+1)  1−
PK
k=1 ~mjk force top J rows to sum to 1
9: 8k  K ~m(J+1)k  1−
PJ
j=1 ~mjk force K leftmost columns to sum to 1
Although no proof for convergence is given, these changes have proven very
useful in making the point matching algorithm more robust.
A simulation with 1000 matrices was carried out in order to study the conver-
gence properties of Alg. 3. The dimensions of the matrices, JK were random
integer numbers drawn from f2; 3; :::; 100g, i.e., the matrices were non-square
in most cases, but also square matrices could occur. The matrix entries were
random real numbers in ]0; 1]. The stop criteria was chosen so that the limit
for change in ~m, 2 = 10−6 and the maximum number of iterations I1 = 1000.
All simulations converged to match matrices, fullling the constraints in (4.11)
in less than 105 iterations.
In this thesis the Extended-Sinkhorn(m^) method substitutes the Sinkhorn(m^)
method in all experiments.
RPM with ane transformation
One of the important transformations implemented in the Robust Point Match-
ing scheme is the ane pose [36].
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Here, the ane transformation of a point in Q is
f(qk;  ) = t+Aqk
where t is a translation vector and A is a 2 2 matrix dened as
A = s(a)R()Sh1(b)Sh2(c)
where
s(a) =
 
ea 0
0 ea
!
; Sh1(b) =
 
eb 0
0 e−b
!
; Sh2(c) =
 
cosh(c) sinh(c)
sinh(c) cosh(c)
!
and R() is the well known rotation matrix:
R() =
 
cos() − sin()
sin() cos()
!
The pose parameters can be summarised in
 = (t;; a; b; c):
In the case of ane transformation the energy function in Eq. 4.14 becomes:
E =
JX
j=1
KX
k=1
m^jkkpj − t−Aqkk2
− 
JX
j=1
KX
k=1
mjk + T
JX
j=1
KX
k=1
m^jk(log m^jk − 1)
+ γg(A) (4.15)
composed of four terms. The rst term is the sum of squared weighted distances
between points in P and the transformed points in Q.
The second term ensures that not all points are classied as singles. The 
parameter is a threshold error distance that determines how distant two points
can be before their match is unlikely.
The fourth term γg(A) (= J(f( )) in Eq. (4.14)) provides a regularisation
of the ane transformation by penalising large values of the scale and shear
parameters:
γg(A) = γ(a2 + b2 + c2);
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where γ allows for adjustment of the penalty.
By dierentiation of the energy function in (4.15) with respect to the match
matrix and setting equal to zero [36]:
@E
@m^jk
= kpj − t−Aqkk2 − + T (log(m^jk)− 1) + T m^jk
m^jk
= kpj − t−Aqkk2 − + T log(m^jk) = 0 )
m^jk = exp
(−kpj − t−Aqkk2 − 
T

Gold et al. [36] also provides analytical solutions to update  and t and suggests
using Newton’s method to update a; b, and c.
In the case of ane transformation the Alg. 1 specialises to Alg. 4.
Algorithm 4 RPM-Affine(P, Q, T0)
1: Initialise  = (t;; a; b; c) = 0. All parameters are initialised to zero
2: Initialise T = T0.
3: Initialise ~mjk = 1 + .
4: repeat Deterministic Annealing
5: repeat at each temperature level
6: Qjk  −
(kpj − t− Aqkk2 − 
7: ~mjk  exp(Qjk=T ) Ensure positivity of ~m
8: ~m Sinkhorn( ~m) Sinkhorn’s normalisation
9: Update t and  using analytic solutions Update pose parameters
10: Update a, b, and c using Newton’s method
11: until # of iterations > I0
12: Decrease T and γ
13: until T < Tend
14: return ~m; f(;  )
Pedersen and Ersbll [65] suggested to gradually reduce  so that in the be-
ginning, when the match matrix and the ane pose parameters are uncertain,
larger distances between points is allowed for. Later (after more iterations),
when the correspondence and the pose are more certain, a smaller distance
between points is required for them to be likely matches.
x4.3.4 embeds this method in a regionalised setting and results of application
to matching of 2D electrophoresis spot patterns are given in x4.5.
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For the experiments in x4.5 the following values were used: T0 = 110,  = 100,
γ = 1,  = 10−5; 2 = 0:5, I0 = 20, I1 = 5. The annealing rate (the rate at
which T and γ was decreased) was 0.93 for both parameters.
RPM with thin-plate spline transformation
Another transformation, the non-rigid thin-plate spline is extremely flexible and
well suited for modelling the complex disparity eld between 2DGE point sets.
Chui and Rangarajan [23] and Rangarajan et al. [68] have developed a powerful
method for using the thin-plate spline transformation in conjunction within
the Robust Point Matching framework. The thin-plate spline transformation is
described in xA.
The thin-plate spline functional on the form (A.2)
f(qk;  ) = qk  d+ (qk)  c (4.16)
is the sum of an ane part and a non-ane part. The parameters are  = (d; c).
d is a (3 3) ane parameter matrix (using homogeneous coordinates, refer to
(xA)) and the non-ane parameters c is a (K  3) matrix.
The energy function minimised by this algorithm is
E(m^; d; w) =
JX
j=1
KX
k=1
m^jkkpj − qkd− (qk)ck2
− 
JX
j=1
KX
k=1
m^jk + T
JX
j=1
KX
k=1
m^jk(log m^jk − 1)
+ 1 tr(cTc) + 2 tr[(d− I)T (d− I)]: (4.17)
The rst term is again the sum of squared distances between the points in P and
the transformed points in Q. The second term also again ensures that not all
points are classied as singles. The third term is an entropy barrier function to
ensure positivity of m^. The last two terms are regularisation terms on the ane
(d) and non-ane (c) parameters respectively. The penalty on the behaviour of
these parameters is split into two terms, conveniently providing separate control
(1 and 2) over the ane and non-ane behaviour of the transformation. The
parameters , 1, and 2 must be chosen according to the problem at hand.
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Dierentiation of (4.17) with respect to m^ and setting the result to zero leads
to [23]:
Qjk = −
(kpj − qkd− (qk)ck2 −  and
~mjk = exp(Qjk=T );
i.e., an estimate of the correspondence ~m. After normalisation of the fuzzy
correspondence estimates the thin-plate spline parameters can be estimated.
x A explains how, using QR decomposition, a least squares estimate of the thin-
plate spline parameters (d; c) can be obtained when correspondences are known
(at least assumed known). Alg. 5 shows the RPM-TPS scheme.
Algorithm 5 RPM-TPS(P, Q, T0)
1: Initialise  = 0. All parameters are initialised to zero
2: Initialise T = T0.
3: Initialise ~mjk = 1 + .
4: repeat Deterministic Annealing
5: repeat at each temperature level
6: Qjk  −
(kpj − qkd− (qk)ck2 − 
7: ~mjk  exp(Qjk=T ) Ensure positivity of ~m
8: ~m Sinkhorn( ~m) Sinkhorn’s normalisation
9: Update  = (d; c) Update TPS parameters
10: until # of iterations > I0
11: Decrease T
12: Decrease 1 and 2
13: until T < Tend
14: return ~m; f(;  )
Note, that the regularisation parameters are relaxed as the iterations proceed.
This way the transformations are allowed more freedom when the points are
brought closer. In the beginning of the iterations, the correspondence is uncer-
tain and the points may be far apart, but later when the match matrix is more
certain, the transformation is allowed to behave more freely.
For the experiments in x4.5 the following values were used: T0 = 300,  = 0,
1 = 106, 2 = 106,  = 10−5; 2 = 0:5, I0 = 20, I1 = 5. The annealing rate
(the rate at which T was decreased) was 0.93. 1 and 2 were kept constants.
Extended RPM TPS
The RPM-TPS method uses the point locations in the estimation of correspon-
dence and transformation. Often additional point information other than the
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spatial location of the points is available. The RPM-TPS method can easily
be extended to include the point attribute information in the point matching.
Provided that there is some correlation between the corresponding points and
their attribute information, the attribute information has the ability to reduce
the number of possible matches for each point, resulting in a faster and more
reliable algorithm.
Given D scalar attributes to each point in P and Q. The D attributes to point
pj in P are the aligned in the (D  1) attribute information vector apj and
similarly for Q.
With oset in the energy function (4.17) a sixth term is added to include the
attribute information in the matching process:
γ
JX
j=J
KX
k=1
m^jk(a
p
j ; a
q
k)
where (; ) is some distance measure. γ is a parameter to control the influence
of the attribute information. The nal energy function gathers to:
E(m^; d; w) =
JX
j=1
KX
k=1
m^jkkpj − qkd− (qk)ck2
− 
JX
j=1
KX
k=1
m^jk + T
JX
j=1
KX
k=1
m^jk(log m^jk − 1)
+ 1 tr(cTc) + 2 tr[(d− I)T (d− I)]
+ γ
JX
j=J
KX
k=1
m^jk(a
p
j ; a
q
k): (4.18)
Setting @Em^jk = 0 results in
Qjk = −
(kpj − qkd− (qk)ck2 −  + γ(apj ; aqk);
which will require a corresponding change of Alg. 5, line 6.
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4.3 Point Matching of Protein Spot Patterns
To remind of the protein spot pattern nature, Fig. 4.3 repeats Fig. 2.13 from
x2. The known correspondences in Fig. 4.3 show the very complex nature of
Figure 4.3: Known correspondence between spots in gel A and gel B. Corresponding
spots are connected with small arrows. Left: Before initial alignment. Right: Residual
after correction for 1st order polynomial transformation using landmarks. Manually
dened landmarks are marked with stars.
the protein spot patterns. The plot of two point sets with corresponding points
connected with arrows or lines is referred to as the disparity eld for the two
point sets. The left plot in Fig. 4.3 shows the disparity eld of two point sets
P and Q. The dominant rotation and translation suggests that a large part of
the disparity eld can be recovered by a global alignment of the point patterns.
Therefore, a disparity eld model  on the following form is suggested:
 = g + l; (4.19)
where the total disparity  is a sum of two contributions, a global eld and a
local eld. The rst term, g is the global disparity eld and can be described by
a fairly simple parametric transformation that accounts for the dierent location
of the gels during the image capture process. The second term, l models the
local non-linear deformations of the gels due to non-uniform diusion constants
in the gel, non-homogeneity of the chemical solutions and the electrical potential
elds involved in the protein separation process.
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The methods presented in the rest of this section are developed to estimate
point correspondences between two sets of protein spot centres. The input to
these methods have all been corrected for the global disparity eld g.
The matching of points instead of protein spots is based on successful segmen-
tation of images into spots and non-spots. Please refer to x 3 for details on the
gel segmentations.
Comparison of matching results in the literature is dicult because of the va-
riety of visualisation methods used to produce the gel images. Some methods
generate images with only a small number of spots while methods more sensi-
tive (as [35S]-methionine labelling detected with a phosphor imager) are able
to detect far more proteins from the same sample (see Fig. 2.5). The sensi-
tive methods detect more proteins in the same area, hence more dense point
sets. Intuitively, the risk of making a mistake in the matching is higher when
matching dense point sets.
Another factor impeding the comparison of match results within the literature
is that, even using the same visualisation method, inter-laboratory dierences
(procedure, detergents, equipment, etc.) influence the gel images and therefore
also the density of the spots and the reproducibility of the gels in general.
Figure 4.4: Principal sketch of (partial) correspondences between protein spots in
two gel images. In order to compare protein expression levels between two gels the
correct correspondence between matching spots is necessary. Repetition of Fig. 2.11.
A literature overview of important attempts to match protein spots is given in
Tab. 4.2. Selected methods in the areas of:
 neighbourhood based matching,
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Reference Correspondence Transformation (motion) Outlier
handling
Commercial software
Watanabe et al. [88],
Watanabe and Taka-
hashi [87], Watanabe
and Takahashi [86].
Graph matching of Delau-
nay and relative neighbour-
hood graphs. Breadth rst
search.
- Yes. DNAinsight.
Panek and Vohradsky
[64].
Maximal similarity of neigh-
bourhood descriptors and rel-
ative position.
- Yes.
Akutsu et al. [2]. Neighbourhood based, dy-
namic programming, practical
heuristic algorithm.
- Yes.
Appel et al. [3], Miller
et al. [60].
Heuristic cluster matching. - Yes. Melanie II.
Homann et al. [40],
Homann et al. [41],
Pleissner et al. [66].
Incremental Delaunay triangu-
lation, hashing. Uses spot in-
tensities.
- Yes. CAROL
Horgan et al. [42]. Visual comparison by colour
super-imposition.
Ane, thin-plate spline
warp of entire gel image us-
ing manually selected land-
marks.
No.
Menard and Soulie [59] Graph matching of topological
maps
- ?
Table 4.2: Point pattern matching methods applied to 2D electrophoresis protein spot patterns.
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 graph based matching,
 successive point matching, and
 regionalised robust point matching (regionalised RPM)
will be discussed with emphasis on the regionalised RPM methods.
4.3.1 Neighbourhood based matching
Comparison of spot neighbourhoods [64], [2], [3] is a popular approach in match-
ing of electrophoretic protein spot patterns. Given the usual matching problem:
two gels, a reference gel Ωp and a match gel Ωq with point patterns P and Q.
Find the best match matrix m^.
The common idea behind these methods is: For a given point pj in P, nd its
homologous point qk in Q. It is likely that the neighbourhood of qk "looks like"
the neighbourhood of pj . A neighbourhood descriptor is dened for each point
in both sets and these neighbourhood descriptors are then compared in order
to nd the best match for each point.
This idea attempts to mimic the method of an investigator performing the
matching of spot patterns by eye.
Panek and Vohradsky
One of the more promising of the existing approaches to matching protein spot
patterns is the one by Panek and Vohradsky [64]. They attempt to match the
spot patterns by comparing spot neighbourhoods. A syntactic descriptor of
the neighbourhood is dened and together with a metric denition of position
similarity a simple comparison is done with ve possible candidate points. For
a point pj the candidate points in Q are the ve closest points to the position
of pj in Q.
The syntactic neighbourhood descriptor is related to the shape context descrip-
tor in [5]. Panek and Vohradsky [64] also divides the neighbourhood around
the spot into segments (concentric rings and wedges) each with a binary code.
See Fig. 4.5.
The segment codes of neighbouring segments dier by only one binary digit.
Note the similarity to the binary Gray-code. Furthermore, codes for opposite
segments have no digits in common.
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Spots in the neighbourhood of a spot are assigned the binary code correspond-
ing to their relative position in the neighbourhood. These segment codes are
arranged in a descriptor matrix. The similarity between two descriptor matrices
(one from P and one from Q) can then be used to nd the best match for a
spot.
The paper also describes a measure of "goodness of match" by comparing so
called directional vectors. Given a number of landmarks in both P and Q the
dierence in length and absolute angles of the directional vectors from the point
to the nearest landmark is used to determine the goodness of match. In other
words, for a match (pj  qk) to be good pj and qk must be located in a similar
way relatively to the same landmarks.
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LDEM
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(a) Wedges.
100
110
111
000
(b) Rings.
Figure 4.5: Panek and Vohradsky neighbourhood segment description. From [64].
The method has been implemented and tested in x4.5.
Miller, Appel et al.
The work by Miller et al. [60] and Appel et al. [3] is another example of neigh-
bourhood based matching. Spots are matched one by one and the spot in
question is called the primary spot. The neighbour spots within a certain dis-
tance from the primary spot is termed the secondary spots or cluster of the
primary spot. A probabilistic criterion is used to determine the correct match.
The probability of two clusters to mismatch (match by random) is approxi-
mated and if this probability is less than 0.01, the two clusters are considered
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a match. To further reduce the risk of mismatch, the secondary clusters (i.e.,
the clusters of the secondary spots) are compared.
4.3.2 Graph based matching
Among the approaches using graph matching, Watanabe et al. [88] has re-
ported good results on matching spots in restriction landmark genome scanning
(RLGS) electrophoresis gels for the purpose of high-speed genome scanning.
Although these are not protein spots, the images have some similarities to the
2DGE images discussed here. They use an elliptic operator to detect the spots
in X-ray images. For the matching, a relative neighbourhood graph (RNG) of
the reference pattern is matched to a Delaunay net (DN) of the match pat-
tern using a breadth rst search progressing from initially given corresponding
points.
4.3.3 Successive point matching
In situations where more information than the spot centre location (x; y) is
available, it seems natural to exploit that extra information in the matching
process. It seems likely, that other spot attributes as percent integrated inten-
sity (%II) or spot area can be used to reduce the matching eort and increase
the robustness of the matching. This assumes, of course, that corresponding
spots, besides having similar (x; y)-coordinates ((pI, MWt) properties), also
have similar intensity or area values. Although this should be true for the
majority of spot pairs, this is not always the case in particular not for the in-
teresting marker proteins, and therefore caution must be taken when attribute
information is used. The above considerations also apply to the approach in
x 4.2.4.
Homann et al. [40] present the idea of ranking spots from both sets according
to their integrated intensity and then match spots with similar rank only. The
idea is to match most important (intense) spots rst and then, in an iterative
manner, proceed with the matching of less important spots. Please refer to
Tab. 4.2 for more references to work by this group.
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Discretisation
[40] propose a heuristic method to assign a discrete intensity level to each spot
based on its continuous integrated intensity value, i.e., a binning of the con-
tinuous integrated intensities into a number (Lmax) of discrete intensity levels,
[1; 2; : : : ; Lmax].
Given a set of J spots P^ = (P; ap). P is the well-known set of spot centre
coordinates and ap is a vector of J real spot intensity values, one for each spot.
Assign a discrete intensity level to each spot so that:
 half of the spots1 (J=2) are assigned one of the top Lmax=2 discrete levels,
 the top Lmax=2 discrete levels contain equally many spots, and
 the sum of spot intensities in the bottom half discrete levels is the same.
The algorithm
The idea behind successive spot matching is, in a successive way to match spots
from P^ to spots in Q^ = (Q; aq) that diers no more than two discrete intensities
from spots in P^. Let P^c = P^(l = lc) denote the spots in P^ with discrete intensity
level l = lc (centre level) and Q^c = Q^(lmin  l  lmax) denote the spots in Q^
with discrete intensity level l in the range lmin to lmax. The successive matching
as proposed in [40] is outlined in Alg. 6.
Algorithm 6 Successive Spot Matching(P^c, Q^c)
1: Initialise Lmin = 1, Lmax = 10.
2: for lc = Lmax downto Lmin do
3: lmin = max(Lmin; lc − 2) and lmax = min(Lmax; lc + 2)
4: P^c = P^(l = lc) and Q^c = Q^(lmin  l  lmax)
5: match P^c to Q^c
6: update global match matrix
7: end for
Alg. 6 is explained in further detail. Line 1 is initialisation of the maximum and
minimum discrete levels. Line 2 to 7 is the main loop where the centre level lc
is decreased from Lmax to Lmin. For the current centre level lc the lower and
upper limits for the discrete levels (used for selection from Q^) is calculated in
line 3. Line 4: P^c is the subset of P^ with discrete intensity level l = lc and Q^c
1Homann et al.[40] set this number to 500 but does not mention the total number of
spots. Assigning a fraction, e.g., half, of the spots to the top levels is a more general rule.
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is the subset of Q^ with discrete intensity levels in the range lmin to lmax. The
cardinality of Q^c is usually much larger than the cardinality of P^c because P^c
contains spots from 1 level only and Q^c contains spots from 3 up to 5 levels.
In line 5 the two subsets Pc and Qc are matched using the some matching
method robust to a large number of outliers in at least one of the sets, e.g.,
from the family of Robust Point Matching methods (x 4.2.4).
Instead of an RPM method [40] use incremental Delaunay triangulation and a
2-step hashing technique to match the spots.
In line 6 the global match matrix is updated with the pairs found from the
matching of P^c and Q^c.
Results of discretisation
The discretisation of the point sets has an undesired side eect, namely a num-
ber of irrecoverable singles that will never be matched. As mentioned, for each
centre level lc, the two point subsets P^c and Q^c are of quite dierent size. Q^c
is chosen to contain points with centre level lc 2 levels in order to ensure that
all points in P^c have a \partner" in Q^c. This is, however, not always the case.
P^c can have quite a few singles despite the eorts to avoid this. These singles,
introduced by the discretisation, can inherently never be matched to their cor-
responding points in Q^ by Alg. 6, at least not without some post-processing
matching step.
A small experiment using point and attribute data from gel 1A and gel 2A as
P^ and Q^ respectively (see x C.1.1) shows the number of irrecoverable singles in
P^c for each centre level lc. Tab. 4.3 shows the discretisation eects of two spot
sets P and Q with 1919 and 1918 spots respectively. Note, that the number
of singles in P^c exceeds 25 at several discretisation levels. The total number of
singles in P^c for all levels is 183 or almost 10% of the total number of spots.
The results above show that caution should be exercised when matching dis-
cretised point sets. The spots representing the extra singles, introduced by the
discretisation, are often particularly interesting from a biological point of view
because they vary in %II. Such variations in protein levels across dierent sam-
ples can be used to monitoring of diseases development (x 2.1.1) and should not
be overlooked.
Extensions to the successive point matching approach could include
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lc 10 9 8 7 6 5 4 3 2 1
lmin 8 7 6 5 4 3 2 1 1 1
lmax 10 10 10 9 8 7 6 5 4 3
P^c 192 192 192 192 192 98 120 145 189 407
Q^c 576 768 960 864 785 731 724 958 862 749
# pairs 190 188 186 169 161 80 95 128 161 378
# singles in P^c 2 4 6 23 31 18 25 17 28 29
# singles in Q^c 386 580 774 695 624 651 629 830 701 371
Table 4.3: Results of protein spot set discretisation. Top row: centre discrete in-
tensity level lc. 2nd and 3rd row: lower and upper limit for discrete intensity level
range. 4th row: number of spots in P^c = P^(lc). 5th row: number of spots in
Q^c = Q^(lmin : lmax). 6th row: number of pairs at discrete intensity level lc. 7th row:
number of singles (outliers) in P^c. Bottom row: number of singles (outliers) in Q^c.
 a post-processing step to catch up on singles introduced by the discreti-
sation,
 exclusion of already matched spots from Q^. If a spot in Q^ has been
matched to a spot in P^ at an earlier discretisation level, there is no need
to attempt matching of this spot again, and
 use of even more attribute information. It would be desirable to be able to
make the attributes discrete in a manner that would leave as few outliers
as possible in P^c at every level. Often more attributes than the integrated
intensity (actually %II, as used here) are available and. Discretisation of a
(linear) combination of the attributes available could perhaps reduce the
number of singles in the P^c’s. Attributes available could be, spot area,
spot peak intensity, background intensity, percentage integrated intensity,
and percentage Gaussian integrated intensity.
4.3.4 Regionalised robust point matching
The transformation to be recovered when matching two point sets can be com-
plex, especially if the point sets are large. Most methods for general point
pattern matching described earlier have diculties matching large point sets
with complex distortion.
A regionalised approach, as proposed here, divides a large matching problem
into several smaller (local) problems and then successively solves the sub prob-
lems. Finally, the individual sub results are merged to form the result of the
large problem.
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The regionalisation is a general approach that can be used with any point
matching method, robust to a large number of outliers. Here, the RPM methods
from x 4.2.4 will be applied. The regionalised point matching with RPM-ane
was proposed in Pedersen and Ersbll [65].
Gel regions
Denition 8 (Region) Given a gel Ωp containing protein spots represented
by their spatial locations P. A region !p is a square area inside the borders of
the gel so that !p  Ωp. The size of !p is (sp  sp) and its centre coordinates
are (xr; yr) relative to the origin of Ωp. The Jr points inside the borders of !p
are denoted Pr so that Pr  P. 2
Denition 9 (Region Pair) Given two gels Ωp and Ωq containing point sets
P and Q respectively. Dene a pair of square regions (!p; !q) both with centre
coordinates (xr; yr) relative to their gel origin. !p is of size (sp  sp) and !q is
of size (sq  sq). The number of points in the two sub point sets Prand Qrare
of size Jr and Kr respectively.
For a region pair (!p; !q), furthermore denote the regional (Jr + 1) (Kr + 1)
match matrix m^r and the regional transformation fr. 2
Note that !p and !q, from two dierent gels, can be of dierent sizes although
they are still centred around the same coordinates.
Region sizes
The following contains some general considerations on the choice of region sizes
sp and sq.
The size of the square regions should be suciently large to ensure a "suitable"
number of points inside the region (enough points to avoid ill-posed problems
in the computation of fr). Also, if the region becomes too large the regional
transformation fr will maybe not to be able to "capture" all the motion in
the area covered by the region. For all point matching algorithms the regional
computation time depends on the number of points to match so this may also
be a reason to not have too large regions.
As mentioned earlier, the regions in the region pair (!rcp ; !rcq ) are centred around
the same spatial coordinates. Provided that the deformations are not too large,
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this ensures that the two sub sets Pr and Qr contain a large number of homol-
ogous points.
With equal region sizes (sp = sq) both Pr and Qr can have singles due to the
local deformations. These false singles are not real singles actually in P or Q
but they have been introduced because of the regionalisation.
By choosing dierent region sizes for !p and !q so that !q is always larger than
!p (sq > sp), it can be guaranteed that the smaller point set Pr contains no
false singles. This will on the other hand introduce a number of extra false
singles in Qr. In other words let
sq = sp + sb (4.20)
where the buer size sb > 0. The choice of letting !q be larger than !p is
arbitrary. If sb is selected larger than the largest distance between any two
homologous points it is guaranteed that there are no so called "false" singles
in Pr. The largest distance between any two homologous points can not be
known since the correspondence is unknown, so it must be estimated to select
a suitable value of sb.
The number of false singles in Qr can be large depending on the buer size sb,
but a point matching method that is robust to a large number of singles can
handle this.
Fig. 4.6 shows the principle of the regional point matching. To the top left is Ωp
with P and a small square marking !p centred around (xr; yr) and similarly, to
the top right is Ωq with Q and a little larger square marking the corresponding
region !q, also centred at (xr; yr). A zoom of the region in question is shown
at the bottom with spots from both gels together. The solid line shows the
outline of the small region, !p with Pr (the grey spots) inside and the dashed
line shows the border of the large region, !q with Qr (the white spots) inside.
Homologous spots in Pr and Qrare connected with lines.
Overlapping regions
Having specied how to dene a region pair (!p; !q) one question remaining
is how to apply the proposed regional point matching to the entire gel areas,
Ωp and Ωq. The ideal, but computationally unsuitable way would be to slide
the region pair around the gel area and then solve the matching problem for
all possible positions of the region centres. This would reduce possible side
eects of dividing the problem into sub problems but also it would result in an
immense and often redundant number of regional matches.
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Figure 4.6: Principle of the regional point/spot matching. To the top left is Ωp with
P and a (spsp) square marking !p centred at (xr; yr). To the top right is Ωq with Q
and a ((sp + sb) (sp + sb)) square marking the corresponding region !q also centred
at (xr; yr). In the bottom is shown a zoom of the region in question. The solid line
shows the small region, !p with Pr (the grey spots) inside and the dashed line shows
the border of the large region, !q with Qr (the white spots) inside. The lines connect
homologous spots.
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It is therefore proposed to position the region centres on a regular equidistant
grid so that neighbour regions overlap with a certain ratio. Now, for a moment,
consider a single gel.
Denition 10 (Regionalisation) The division of an area Ω into a set of
square (possibly overlapping) regions f!rcg with the horizontal and vertical
distance between neighbour region centres dc is a regionalisation of the area.
!rc is the specic region at the grid position (r; c), i.e., in row r and column c
of the grid (see also Fig. 4.9). 2
Specication of the region overlap
For dc  2sp, where sp is the region size, there is no overlap between neigh-
bouring regions. This is of course not valid if all points (the entire gel area)
need to be processed. For dc ! ;  > 0 the situation with a sliding region is
approached, but this extreme is computationally unsuitable. Fig. 4.7 denes
the distances.
$ )
dc
sp
do
Figure 4.7: Neighbouring regions. Main region (bold quadratic) with right nearest
neighbour region (dashed quadratic). Region size sp, neighbour region distance dc,
and overlap distance do. The region overlap is shaded.
With the region overlap distance
do =
8<
:sp − dc if dc 2 [0; sp]0 otherwise (4.21)
the neighbour region overlap is dened:
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Denition 11 (Region overlap ratio) Given a quadratic region of region
size sp. The region overlap ratio is the amount of the region area overlapped
by each of the four nearest neighbour regions. 2
The region overlap ratio can be expressed in simple terms of the region overlap
distance as:
o = dosp=(spsp)  100% = do=sp  100%: (4.22)
Fig. 4.8 shows the degree of overlap for dierent values of o. The grey areas are
the parts of the centre region overlapped by its four nearest neighbour regions.
To the right is seen the case of o = 50%. For this particular choice of overlap
each point will be processed 4 times.
)
$)
)
)
)) )
)
(a) 10%
)
)
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)
) ) )
$
(b) 30%
)
)
)
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(c) 50%
Figure 4.8: Overlapping neighbour regions. Centre region (bold line square) shown
with eight nearest neighbour regions (dashed lines). For (a), (b), and (c) the region
size is the same, but the region overlap ratio is 10%, 30%, and 50% respectively. Areas
inside the centre region are colour-coded. White area: no neighbour regions overlap so
only the centre region covers this area. Light grey: one neighbour region overlaps this
area, i.e., a total of two regions cover this area. Dark grey: three neighbour regions
overlap this area. Including the centre region, four regions cover this area. For the
rightmost example where o = 50% the entire centre region is covered by four regions.
The algorithm
The regionalisation is a general approach that can be used with any point
matching method, robust to a large number of outliers. The robust point match-
ing (RPM) methods presented earlier (x4.2.4) full this requirement.
The basic idea is, that equipped with the RPM methods, the matching problem
can be solved for each of the region pairs (!rcp ; !rcq ) in the grid and then gather
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the regional correspondence information (the match matrices, ~mrc) into a global
match matrix, ~m.
In the following a regular grid with equidistant (dc) nodes (region centres) and
overlap ratio o = 50% is assumed. Let R be the number of rows in the grid and
let C denote the number of columns. Fig. 4.9 shows the regionalisation grid
for this conguration. (!rcp ; !rcq ) denotes the region pair at position (r; c) in the
grid.
Furthermore the regions size for !p is sp. The region size for !q is somewhat
larger: sq = sp + sb.
The Regionalised RPM(Ωp, Ωq, P, Q, T0, sp, sq, o, R, C) algorithm is
outlined in Alg. 7.
The global match matrix ~m is initialised to the zero matrix and the two gels Ωp
and Ωq are divided into regions. For all positions on the grid the points in the
region pairs (!rcp ; !rcq ) are matched using a Robust Point Matching method.
A simple voting strategy is used to transfer the regional matches ( ~mrc) to the
global match matrix ~m. This is done by adding the entries in ~mrc to the
corresponding entries in ~m. Because of the chosen overlap ratio o = 50% each
point enters the matching process four times in total. ~mrc has real entries in
[0; 1] so the global match matrix, ~m will, after matching of all region pairs,
contain entries in [0; 4].
Algorithm 7 Regionalised RPM(Ωp, Ωq, P, Q, T0, sp, sq, o, R, C)
1: Initialise ~m 0
2: Regionalise Ωp (R C) grid of (sp  sp) square regions
3: Regionalise Ωq (R C) grid of (sq  sq) square regions
4: for all r such that 1  R do
5: for all c such that 1  C do match region pair (!rcp ; !rcq )
6: Extract Prc and Qrc
7: [ ~mrc; frc] Robust-Point-Matching(Prc;Qrc; T0)
8: update ~m with ~mrc
9: end for
10: end for
11: return ~m
Choice of transformation and region size
The choice of transformation in the RPM method and the choice of region size
is related. In general, the ane method is faster, but of course not as flexible as
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Figure 4.9: Regionalisation grid, o = 50%. The region in the 6th row and the 4th
column, !64 is marked with bold lines. The gel Ωp has been regionalised into R  C
regions. For most regions, only region centres are marked and for the region !64 the
region borders are shown.
the thin-plate spline based method. The ane transformation (x 4.2.4) cannot
capture complex local deformations and therefore the region size should not be
too large. On a 2048  2048 gel pair with approximately 1900 points in each
point set, experiments with real spot location data (x C.2) have shown good
results setting sp  128.
The thin-plate spline transformation (x 4.2.4) can handle almost arbitrarily
complex local deformations so the region size does not matter in this case.
However, the computational cost can become very high for large point sets and
this limits the region size. Matching results with the same data as mentioned
above have indicated that sp  256 is reasonable for this method.
The regional robust point matching approach has been applied to matching of
2D gel electrophoresis spot location centres using the two dierent transforma-
tions for the motion, namely the ane transformation. The results of these
experiments can be found in x 4.5.
4.4 Match Evaluation
The matching result, i.e., the correspondence estimate of two point sets P andQ
is dened by the match matrix m^. This section describes an evaluation scheme
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of the match matrix, given the ground truth correspondence. The ground truth
correspondence is dened by the matrix M^ , usually established by an operator.
For the match methods returning a fuzzy match matrix ~m initial binarization
of this matrix to obtain m^ is necessary. Given ~m and a threshold value  Alg. 8
provides a method to do the binarization so that draws are resolved. Values in
~m equal to or above the threshold,  will result in a "1" in m^ and values below
 will result in a "0" in m^. Clearly, the threshold value  is important. High
values of  results in a conservative binarization where, in cases of doubt, it is
preferred to mark a point as an outlier instead of risking a false match. For
low values of  a number of draws can occur in m^. If more than one element
in a row or a column is "1" a draw has occurred. Alg. 8 resolves the draws in
a conservative manner to avoid false matches, i.e., if in doubt, it is preferred to
classify a point as an outlier.
The evaluation of the match results is a comparison of the two binary match
matrices m^ and M^ . For a point 4 natural types (or classes) of the match result
can be identied.
T1 A pair point correctly matched to another pair point.
T2 A single point correctly detected as single.
T3 A pair point or a single incorrectly matched with another.
pair point or with a single.
T4 A pair point incorrectly detected as single.
A point belongs to exactly one of these types.
T1 and T2 are successful results and T3 and T4 are faults. For both point sets
P and Q, the number of points classied as each type is counted, T1, T2, etc.
and these are used to dene 4 scores to evaluate the results:
S1 =
T1 + T2
T1 + T2 + T3 + T4
(4.23)
S2 =
T1 + T2 − T3
T1 + T2 + T3 + T4
(4.24)
S3 =
T3
T1 + T2 + T3 + T4
(4.25)
S4 =
T4
T1 + T2 + T3 + T4
(4.26)
S1 is the fraction correct matches and singles and S2 is the same, but adjusted
by subtracting the number of serious faults, T3 in the nominator. S3 is fraction
incorrect pairs and S4 is fraction incorrect singles.
Lars Pedersen
4.5 Experiments and Results 113
For a matching to be successful, S1 and S2 should be as high as possible, and
S3 and S4 should be as small as possible.
4.5 Experiments and Results
This section presents experiments and results of dierent point pattern matching
methods applied to a number of electrophoresis gel data sets. The methods are:
M1 Panek and Vohradsky’s method [64],
M2 regionalised RPM (ane transformation). Region size sp = 128, and
buer size sb = 32 (for RPM parameters, see x 4.2.4, p.92), and
M3 regionalised RPM (thin-plate spline transformation). Region size sp =
256, and buer size sb = 32 (for RPM parameters, see x 4.2.4, p.94)
all methods previously described in this chapter. The data set is described
in x C and the 15 experiment combinations (gel pairs) specied in Tab. 4.4
have been used. The correspondence has been established by a skilled operator
for all combinations of gels. This correspondence is denoted the ground truth
correspondence although there might be a few errors due to human mistakes.
Group 1 Group 2 Group 3
A B C A B C A B C
Group 1 A x x x x x
B x x x x
C
Group 2 A x x x
B x x
C
Group 3 A x
B
C
Table 4.4: Experiment specication. Group 1, 2, and 3. Matching experiments
marked with ’x’. E.g., gel 1A vs. gel 1B, gel 1A vs gel 2A, etc.
The gel pair, gel 1A vs. gel 2A will be used as example in the following and
Fig. 4.10 shows the gel images with known spot centres (P and Q) overlaid.
The known correspondence (the expert established correspondence) is shown in
Fig. 4.11. This correspondence is aimed to be recovered using the point pattern
matching methods M1, M2, and M3.
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Figure 4.10: Gel images with known spot centres overlaid as points. Left: gel A
(1919 spots), right: gel B (1918 spots). 1918 spots in common, which means that one
spot present in gel A is missing in gel B.
4.5.1 The trade-o resulting from binarization
The match matrix binarization introduces an important trade-o in the evalu-
ation which will be studied in the following.
For M1, the match matrix is already binary and no binarization is needed.
For the regionalised matching methods, M2 and M3 an overlap ratio, o = 50%
has been used in the following experiments. In x 4.3.4 it is shown that with this
choice of overlap ratio M2 and M3 return match matrices with real elements
in [0; 4]. For these methods, it is necessary to choose  .
Fig. 4.12 shows how the M2 match scores vary for dierent values of the bina-
rization threshold  . This is the results of matching gel 1A with gel 2A using the
regionalised robust point matching with ane transformation, M2. The higher
the value of  , the more trustworthy the matches of the point pairs. As a con-
sequence the number of correct matches decreases as the threshold is increased
but so will the number of false (incorrect) matches. In other words, there is
a trade-o between having many correct matches or few false matches. If no
(or very few) incorrect matches can be tolerated  has to be chosen large. This
behaviour is common for matching methods returning fuzzy match matrices.
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Figure 4.11: Known correspondence between P and Q (for the gels shown in
Fig. 4.10).
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Figure 4.12: Binarization eect. M2 scores for point set P at dierent levels of the
binarization threshold  . Left: Solid line: S1, dotted line: S2. Right: Solid line: S3,
dotted line: S4. The scores S1 and S2 declines as  increases. S3 (false pair points)
becomes very small as  increases at the expense of more false singles (S4).
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Tab. 4.5 shows, together with the ground truth (GT), the type counts and
the scores for matching gel 1A with gel 2A using M1, M2, and M3. The
binarization threshold,  has been set very liberally to 0.5. In the similar Tab.
4.6 a more conservative choice of binarization levels is shown. For M2,  = 3:5
and for M3,  = 2:5. The counts and scores for M1 are the same in both tables
because this method needs no binarization of the match matrix.
P Q
GT M1 M2 M3 GT M1 M2 M3
T1 1918 1827 1853 1892 1918 1827 1853 1892
T2 1 1 1 1 0 0 0 0
T3 - 4 18 11 - 4 18 11
T4 - 87 47 15 - 87 47 15
check 1919 1919 1919 1919 1918 1918 1918 1918
S1 1 0.9526 0.9661 0.9865 1 0.9526 0.9661 0.9864
S2 1 0.9505 0.9567 0.9807 1 0.9505 0.9567 0.9807
S3 0 0.0021 0.0094 0.0057 0 0.0021 0.0094 0.0057
S4 0 0.0453 0.0245 0.0078 0 0.0454 0.0245 0.0078
Table 4.5: Evaluation of match result. Gel pair 1A vs. 2A. For M2 and M3, the
binarization threshold,  = 0:5. GT is the ground truth.
P Q
GT M1 M2 M3 GT M1 M2 M3
T1 1918 1827 1782 1859 1918 1827 1782 1859
T2 1 1 1 1 0 0 0 0
T3 - 4 8 5 - 4 8 5
T4 - 87 128 54 - 87 128 54
check 1919 1919 1919 1919 1918 1918 1918 1918
S1 1 0.9526 0.9291 0.9693 1 0.9526 0.9291 0.9692
S2 1 0.9505 0.9250 0.9666 1 0.9505 0.9249 0.9666
S3 0 0.0021 0.0044 0.0026 0 0.0021 0.0042 0.0026
S4 0 0.0453 0.0667 0.0281 0 0.0454 0.0667 0.0282
Table 4.6: Evaluation of match result. Gel pair 1A vs. 2A. For M2  = 3:5 and for
M3,  = 2:5. GT is the ground truth.
4.5.2 Method comparison
To compare the performance of the three point matching methods, Fig. 4.13
presents the matching scores for each method in the matching of all 15 exper-
iment pairs. The binarization threshold has been chosen individually for the
two RPM methods. For M2,  = 3:5 and for M3,  = 2:7. Tab. 4.7 shows the
average scores across all 15 experiment pairs.
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M1 M2 M3
S1 0.9502 0.9197 0.9610
S2 0.9470 0.9134 0.9589
S3 0.0032 0.0063 0.0021
S4 0.0467 0.0740 0.0369
Table 4.7: Average scores across 15 experiment pairs.
In general, M3 seems to outperform both other methods. It has the highest S1
score in 11 of 15 experiments and the lowest S3 score in 12 of 15 experiments.
Considering the false matches (S3), M1 is lowest in 3 of 15 experiments, and
the method results in a large number of wrong singles yielding weaker S1 and
S4 scores. M2 exhibits the poorest performance in all of these experiments.
Note however, that except for M2 in two cases, none of the methods have more
than 1% false matches (S3) and in the main part of the experiments with M1
and M3 have less than 0.4% false matches.
4.5.3 Error locations
The three gures (4.14-4.16) show the spatial location of the errors correspond-
ing to the example results in Tab. 4.5. Correct matches are marked with
cyan (grey) lines (T1) and missing matches are shown with blue (black) lines.
Wrongly matched points drawn with black (black) lines.
Accumulated errors location
The spatial locations of the errors across all 15 experiments have been recorded
for each method. The plot in Fig. 4.17 shows the location of the false matches
from all 15 experiments in the same plot. The Figs. 4.18-4.19 show the similar
plots for the M2 and M3 methods respectively. The general trend is, that
the methods seem to fail more often in the border areas of the gels, where
geometrical distortions are largest.
The three plots have been plotted together in Fig. 4.20. All methods seem to
have problems with the same ve groups of spots near the right edge of the gels.
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Figure 4.13: Test scores for M1 (), M2 (©),  = 3:5, and M3 (4),  = 2:7 on all
15 experiment pairs.
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Figure 4.14: Error locations. Method M1. The cyan (grey) lines with no end markers
show the correct matches (T1). The blue (black) lines with no end markers are the
missing matches (T4), i.e., where the algorithm should have found a correspondence.
The black (black) lines with markers (stars) at the ends show the wrong matches (T3).
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Figure 4.15: Error locations. Method M2.  = 0:5. The cyan (grey) lines with
no end markers show the correct matches (T1). The blue (black) lines with no end
markers are the missing matches (T4), i.e., where the algorithm should have found
a correspondence. The black (black) lines with markers (stars) at the ends show the
wrong matches (T3).
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Figure 4.16: Error locations. Method M3.  = 0:5. The cyan (grey) lines with
no end markers show the correct matches (T1). The blue (black) lines with no end
markers are the missing matches (T4), i.e., where the algorithm should have found
a correspondence. The black (black) lines with markers (stars) at the ends show the
wrong matches (T3).
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Figure 4.17: Spatial location of errors in all experiments, M1.
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Figure 4.18: Spatial location of errors in all experiments, M2 ( = 3:5).
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Figure 4.19: Spatial location of errors in all experiments, M3 ( = 2:7).
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Figure 4.20: Spatial location of errors in all experiments. M1(+), M2(o), and
M3(x).
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4.6 Summary
After having provided the notation necessary to describe correspondence, match
matrices, and motion estimation a range of general point pattern matching
methods was described. A group of these, namely the family of robust point
matching (RPM) methods was explained in detail.
The general RPM method was extended by a modication of Sinkhorn’s matrix
normalisation algorithm to improve robustness of the method.
After the detailed description of the special cases of ane and thin-plate spline
transformations, the energy function of the latter was extended to take extra
point attribute information into account.
The nature of protein spot patterns requires special properties of the point
matching algorithm (x 2.3), but not many of the methods in the literature full
these requirements. The robust point matching method with thin-plate spline
transformation has been identied as capable of fullling all requirements.
The most important, existing methods for point matching of 2DGE spot pat-
terns were presented and a new regionalised approach was proposed. This new
approach was based on the RPM matching methods, but any point matching
method, robust to a large number of outliers/singles could be used.
It was shown, that although the idea is appealing care should be taken if using
successive matching of the spots, where most intense spots are matched together
rst and so on. This is due to the quite dynamic behaviour of the protein
expression levels between samples. The variability of a protein’s expression level
can be so large that too much weight should not be put on the spot intensities
when matching the spots.
A method proposed by Panek and Vohradsky [64] and two variants of the region-
alised RPM methods were applied to 15 combinations of real 2DGE protein spot
data. The matching results of the experiments demonstrated the superiority of
the regional RPM method using the thin-plate spline (TPS) transformation.
The average S1 score (correct matches) for this method was 0.9610 (96.1%)
with an average S3 score (false matches) of only 0.0021 (0.21%). An average
of 3.7% of the spots were declared to dicult to match and falsely classied as
singles.
The second method tested, M2 was the poorest performing of the three meth-
ods. This method used regionalised RPM with ane transformation and since
the same method using TPS transformation had quite good performance, the
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results indicate, that the ane transformation was not able to properly cap-
ture the motion (deformation) within each region. Even though the region size
sp was only half the region size for the M3 method. By further lowering the
region size, the local deformation inside each region should approach the ane
transformation and could maybe improve the performance of this method.
Dependent on an appropriate choice of binarization threshold for the fuzzy
match matrix, the regionalised RPM-TPS (M3) was able to match 98.7% of
the points correctly while making only 0.6% false matches in the matching
of two typical sets of points with 1900+ points. The remaining fraction was
false singles. By lowering the binarization threshold for M3, the fraction of
correctly matched pairs could be increased at expense of more false matches, or
by raising the threshold false matches could be avoided at the expense of fewer
correct matches and more false singles.
From a practical viewpoint it is better to have a few extra false singles which
are easier to nd by eye than a few incorrect matches which are "hidden" by
all the other matches.
The spatial location of errors was investigated and it was shown, that the meth-
ods failed more often in the edge areas of the gel, where distortions are known
to be large and more complex. For the regional methods, this indicate that the
buer size sb = 32 pixels was maybe chosen too small.
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C h a p t e r 5
Elastic Graph Matching
This chapter is condential and is omitted from this edition of the thesis.
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C h a p t e r 6
Conclusion
This thesis addresses the main issues in pattern analysis of two-dimensional gel
electrophoresis data. The two-dimensional electrophoresis (2DGE) technique,
used for protein separation in proteome analysis, results in grey level intensity
images showing thousands of proteins more or less focused in spots.
In the analysis of the 2DGE images, a number of issues have been identied
and they divide naturally into two groups:
 issues in image segmentation and
 issues in protein spot matching.
Segmentation of the 2DGE images was shown to be a non-trivial task because
of the relatively large number of weak spots, the high spatial density of spots,
the large number of overlapping spots, and the varying background across the
images.
A number of dierent approaches to the segmentation of 2DGE images was
demonstrated.
H-domes and marker based watershed segmentation, both methods from the
mathematical morphology, were applied to the segmentation of the gel images.
The h-domes technique experienced diculties segmenting overlapping spots.
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When a scale space blob detector was used to dene the markers for the marker
based watershed segmentation, reasonable results were obtained without the
notorious over-segmentation from the watershed segmentation.
Regarding the noisy nature of the 2DGE images, an experiment on a small gel
region with known locations of protein spots yielded a remarkable result: The
image contained non-spot blobs, stronger than the weakest known spots, and
also, at the (known) location of some very weak spots, no local minima could
be detected.
Parametric modelling of protein spots using a diusion based spot model gave
promising results for relatively isolated protein spots. However, for the large
number of spots with close neighbours, there is a need for a mixture spot model
taking several spots into account. The outlines of such a model was proposed.
The main focus of the thesis was the protein spot matching. For this purpose,
a number of point matching methods for general point matching and methods
designed specically for matching patterns of protein spots were investigated.
A successful matching of two point patterns consists of establishing the correct
point correspondence between all point pairs in the sets and identify points that
have no homologous point in the other set.
Based on the complex nature of the protein spot patterns, ve requirements for
point matching methods to solve the correspondence problem were identied.
An ideal point matching method must:
 exactly and robustly match protein pairs,
 allow for non-linear distortions/transformations,
 robustly handle outliers in both sets,
 be able to handle point sets of stochastic/amorphous nature, and
 robustly match dense point sets.
The only methods found in the literature of general point pattern matching
methods, capable of satisfying all requirements is the family of robust point
matching (RPM) methods. These methods were extended and embedded in a
regionalised setting to improve robustness, speed and flexibility.
Two variants of regionalised robust point matching (ane and thin-plate-spline)
were tested on real 2DGE spot data and among the matching methods for
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2DGE protein spot patterns, the most promising method [64] was implemented
to provide a level of comparison.
In 15 experiments with matching dierent pairs of 2DGE spot sets, the region-
alised RPM-TPS method proposed here showed to be superior to the other
methods tested with average correct matching of 96.1% of the protein pairs and
0.2% wrong matches. By lowering the binarization threshold, the fraction of
correctly matched pairs could be increased at expense of more false matches or
by raising the threshold false matches could be avoided at the expense of fewer
correct matches and more false singles.
By examination of the errors’ spatial location it was shown, that the methods
tested failed more often in the edge areas of the gels. This could be due to the
larger distortion typically found near the gel edges.
As an alternative to the traditional sequential approach to analysis of the 2DGE
gels, namely the image segmentation followed by spot matching, a new unied
approach was suggested. The elastic graph matching (EGM) exploits prior
knowledge of the spot conguration (from the reference image) and the image
information available in the incoming gel (the match image). This method
has not been extended to its full potential but experiments conducted showed
promising results and a wide range of suggestions to improve on the method
was given.
The main conclusion from this work is that the task of analysing 2DGE images in
a robust and objective way is far from being trivial, but the methods developed
here will most likely provide more robust and objective means in the analysis.
Also, the sequential approach based on image segmentation succeeded by spot
matching is probably not the most suitable approach, although the most com-
mon in commercially available software packages. Mainly because both tasks
are performed without using all information available. A unied approach, on
the other hand, as the one suggested here (EGM) has the potential of signi-
cantly improve the image analysis / pattern recognition part in proteomics and
thereby reduce time and labour costs in this part of the process.
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A p p e n d i x A
Thin-Plate Spline
Transformation
The flexibility of the thin-plate spline (TPS) transformation makes it suitable to
model the complex disparity patterns of protein spots in two-dimensional elec-
trophoresis gels (2DGE). The literature on the thin-plate spline transformation
and its applications in image analysis is vast and the central references include
[15, 84] with additional and alternative descriptions in [29, 37, 45, 71, 78].
We will show some properties of the thin-plate spline in two dimensions, but
references will be given to extensions to higher dimensions.
The thin-plate spline functional is an extension of the cubic spline in 1 dimen-
sion.
Consider two point sets P = fpig, i = 1; : : : ; n, pi =
(
px1(i); px2(i)

and
Q = fqjg, j = 1; : : : ; n, qj =
(
qx1(j); qx2(j)

of n corresponding points in
the two-dimensional space R2 (D = 2). By correspondence we mean that the
point sets are pairwise homologous, i.e. pk  qk 8k 2 1 : : : n. In the literature
these points have multiple names: landmarks, ducial markers etc., dependent
on the application. In medical imaging these points often correspond to some
anatomical feature in the image, in aerial imagery geographical landmarks are
common landmark points. The centre of distinct and signicant protein spots
can be used as landmarks in images of electrophoresis gels.
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In homogeneous coordinates we denote
p =
2
66664
1 px1(1) px2(1)
1 px1(2) px2(2)
...
...
...
1 px1(n) px2(n)
3
77775 and q =
2
66664
1 qx1(1) qx2(1)
1 qx1(2) qx2(2)
...
...
...
1 qx1(n) qx2(n)
3
77775 : (A.1)
In mapping of landmarks describing biological shapes the thin-plate spline
(TPS) transformation has proven useful [15].
The mapping can be formulated as a variational problem where we wish to nd
a function f : R2 7! R2 that minimises:
ETPS =
1
n
nX
i=1
∥∥pi − f(qi)∥∥2 + JDm(f); (A.2)
where f(qi) is the thin-plate spline transformation (or warp) of the points in Q.
JDm is the general form of the thin-plate penalty functional as dened in [84].
In two dimensions (D = 2) and using degree of derivatives (m = 2)
J22 = J =
ZZ (@2f
@x21
2 + ( @2f
@x1@x2
2 + (@2f
@x22
2
dx1dx2: (A.3)
By minimising the rst term in (A.2) the points in Q is mapped as closely
as possible to their corresponding points in P. Including the second term in
the minimisation imposes a limit on the second partial derivatives of f , i.e., a
smoothness constraint on the bending energy of the spline.  2 R+ is introduced
to regularise the problem. For  ! 0 there is no penalty on the bending
energy of the spline and f can behave freely, i.e., in the interpolating form. For
increasing values of  f becomes gradually more smooth.
Writing
t = (x1; x2); ti = (x1(i); x2(i)) (A.4)
and in homogeneous coordinates
1(t) = 1; 2(t) = x1; 3(t) = x2 (A.5)
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it can be shown [84, 29] that if t1; : : : ; tn are such that least squares regression
on 1; : : : ; n is unique then the unique minimiser f of (A.2) is
f(t) =
3X
=1
d(t) +
nX
i=1
ciE(t; ti); (A.6)
where E(t; ti) = E( ) is the Greens function or the thin-plate spline kernel.
 = jt− tij is the Euclidean distance between a point t and the landmark point
ti. In two dimensions
E(ti; tj) = E( ) =
1
16
j j2lnj j: (A.7)
In (A.6) the unknowns are d = (d1; : : : d3) and c = (c1; : : : ; cn). Substitution of
(A.6) into (A.2) results in minimisation of
ETPS2(c; d) =
1
n
∥∥p− qd−Kc∥∥2 + c0Kc (A.8)
subject to q0c = 0. Here, the points in P and Q have been arranged in n  3
matrices p and q (homogeneous coordinates), d is a 3  3 matrix holding the
ane parameters of the transformation, c is a n3 matrix with the parameters
specifying the non-ane part of the transformation. K is an n  n matrix of
thin-plate spline kernel values, i.e. the ij th entry K(i; j) = E(ti; tj).
c and d are the minimisers of (A.8) and in order to nd them a QR-decomposition
of q is used:
q =
(
q1 : q2
 r
0
!
: (A.9)
The QR-decomposition results in the two matrices
(
q1 : q2

and r. The rst
is orthogonal and r is a 3  3 upper triangular matrix. q1 is n  3 and q2 is
n (n− 3). Setting q2γ = c, substituting into (A.8) and using q02q = 0 yields:
ETPS =
1
n
∥∥p− (q1 : q2
 
r
0
!
d−Kq2γ
∥∥2 + (A.10)
γ0q02Kq2γ (A.11)
=
1
n
∥∥q01p− rd− q01Kq2γ∥∥2 + (A.12)
1
n
∥∥q02p− q02Kq2γ∥∥2 + (A.13)
γ0q02Kq2γ: (A.14)
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It can then be shown that
rd = q01p + q
0
1Kq2γ = q
0
1(p−Kq2γ); and (A.15)
q02p = q
0
2Kq2γ + Iγ = (q
0
2Kq2 + I)γ (A.16)
leading to expressions for the minimisers d and γ:
γ =
(
q02Kq2 + I
−1
q02p (A.17)
d = r−1
(
q01p + q1Kq2γ

(A.18)
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Algorithms
B.1 Binarization of fuzzy match matrix
This section provides the structure of three algorithms:
 Binarization( ~m;  ),
 Select-best-match-in-row( ~m;r m^; j; c), and
 Select-best-match-in-column( ~m;c m^; k; r).
The dual functions Alg. 9 and 10 are called by Binarization( ~m;  ). This algo-
rithm provides a heuristic method for the binarization of the fuzzy augmented
match matrix ~m given a threshold value,  . The output of the algorithm is
a binary augmented match matrix, m^. Denitions of fuzzy and binary match
matrices are given in x 4.1.1.
A simple threshold of the input matrix, ~m, so that entries above or equal to the
threshold value  are set to 1, and entries below  are set to 0 could, for low
values of  ( 0:5), result in ambiguities, i.e., in one-to-many or many-to-one
correspondences.
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It is ensured by heuristics in the algorithm, that the output matrix connes to
the requirements in x 4.1.1, so that ambiguities are avoided.
The result of simple thresholding ~m is processed row-wise and column-wise sep-
arately using Alg. 9 and 10, respectively and the two sub-results are combined
using elementwise multiplication.
The two sub-functions, Alg. 9 and 10 are dual and work on rows and columns
separately. In cases of more than one element in a row (or column) above or
equal to the threshold value, these functions are used to select the best match
in the row (column). The best match is the largest element in the original input
matrix ~m. Other candidates above the threshold are set to zero. In cases of
doubt (equal fuzzy match entries), the entire row (column) is set to zero and
the point is marked as a single.
Algorithm 8 Binarization( ~m,  )
1: rm^ ~m   threshold each matrix element
2: for j = 1 to J do for all rows, resolve draws if any
3: c candidate columns columns that candidate for the match
4: if card c > 1 then
5: Select-best-match-in-row( ~m;r m^; j; c) see Alg. 9
6: else if card c == 0 then none over the treshold
7: rm^j = 0 zero j’th row
8: rm^j(K+1) = 1 mark as single
9: end if
10: end for
11: cm^ ~m   threshold each matrix element
12: for k = 1 to K do for all cols, resolve draws if any
13: r  candidate rows rows that candidate for the match
14: if card r > 1 then
15: Select-best-match-in-column( ~m;c m^; k; r) see Alg. 10
16: else if card r == 0 then none over the treshold
17: cm^k = 0 zero k’th column
18: cm^(J+1)k = 1 mark as single
19: end if
20: end for
21: m^ = m^r  m^c elementwise multiplication
22: 8j  J m^j(K+1)  1−
PK
k=1 m^jk force top J rows to sum to 1
23: 8k  K m^(J+1)k  1−
PJ
j=1 m^jk force K leftmost columns to sum to 1
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Algorithm 9 Select-best-match-in-row( ~m;r m^; j; c)
1:  max ~mj max value in row j
2: maxc  elements in row j that equals  max candidates
3:  PKk=1( ~m == ) number of elements in row j that equals 
4: if cardmaxc > 1 then more than one maximum
5: rm^j = 0 zero all elements in the j’th row
6: rm^j(K+1) = 1 mark this row as single
7: else exactly one maximum in the row
8: rm^j = 0 zero all elements in the j’th row
9: rm^jmaxc = 1 except for the maximum in column maxc
10: end if
Algorithm 10 Select-best-match-in-column( ~m;c m^; k; r)
1:  max ~mk max value in column k
2: maxr  elements in column k that equals  max candidates
3:  PJj=1( ~m == ) number of elements in row k that equals 
4: if cardmaxr > 1 then more than one maximum
5: cm^k = 0 zero all elements in the k’th column
6: cm^(J+1)k = 1 mark this column as single
7: else exactly one maximum in the column
8: cm^k = 0 zero all elements in the k’th row
9: cm^maxr k = 1 except for the maximum in row maxr
10: end if
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A p p e n d i x C
Data material
Centre for Proteome Analysis in Life Sciences (CPA) has kindly provided the
data material. A data set of 15 16-bit grey level images with various attribute
information available for every protein spot in every image. This information
was extracted by a skilled technician from a manually guided segmentation and
matching process using commercially available state-of-the-art software.
C.1 Gel Images
The radioactive marked proteins were separated in the rst dimension on com-
mercially available immobilised pH gradient gels spanning the pH interval from
4 to 7 using in total 50kVhrs. Subsequently the proteins were separated in the
second dimension by their molecular weight on the 12.5% polyacrylamide gels.
After electrophoresis the gels were vacuum dried on a paper support and ex-
posed a phosphor plate for 5 days. The images were captured using a phosphor
imager (Agfa) in a 12-bit format. See also x 2.1.2.
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C.1.1 Data set
The dimensions of the 15 images are approximately 2000 by 1800 pixels. The
protein samples used to produce the images are prepared from bakers yeast Sac-
charomyces cerevisiae strain Fy1679-28C EC [pRS315] and strain Fy1679-28C
EC [pRS315::PDR1].
The 15 images of data set 1 is divided in 5 groups (1 to 5) with each 3 images
(A, B, C). Images from group 1, 2, and 3 are comparable, i.e., in a biological
context it makes sense to compare the samples. Images from group 4 and 5 are
comparable, but cannot be compared to samples images from group 1, 2 or 3
and vice versa. See Fig. C.1.
Group 1
C
B
A
Group 2
C
B
A
Group 3
C
B
A
Group 4
C
B
A
Group 5
C
B
A
Figure C.1: Overview of images in Data Set 1.
C.2 Protein Spot Attribute Information
For each spot a range of attribute information is available:
 ID
 area
 x centre coordinate
 y centre coordinate
 integrated intensity (II)
 peak intensity
 background intensity
 % integrated intensity (%II)
 Gaussian integrated intensity
Lars Pedersen
C.3 Disparity Analysis 145
The attribute information has been generated and extracted from a commercial
software product BioImageTM for analysis of 2D electrophoresis images.
C.2.1 Match information
The correspondence between homologous protein spots is known across gel im-
ages within the same data set. Spots with same spot ID correspond. This
information can be represented in a match matrix m^ (see x4.1.1).
C.3 Disparity Analysis
Fig. C.2 shows the spots stemming from two dierent gels plotted together as
points. Homologous (corresponding) points are connected with arrows. Long
arrows mean that corresponding points are far apart and vice versa. The arrows
form a so called disparity eld.
The top plot displays the initial or raw disparity eld by simply superimposing
the two point sets and drawing lines between corresponding points. The bottom
plot shows the residual disparity eld after correction for an initial alignment
(1st order polynomial transformation) of the two point sets.
Fig. C.3 shows the corrected disparity eld of another gel pair and the axes of
the plot show \histograms" of the disparity lengths. It gives an impression of
the average disparity in dierent areas of the gel.
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(a) Initial disparity eld.
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(b) Disparity eld after correction for
global 1st order polynomial transfor-
mation.
Figure C.2: Group 1A vs. Group 1B.
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Figure C.3: Disparity eld for gel 1A vs. gel 2A with average disparity histograms.
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A p p e n d i x D
Grey level based warping
The method proposed by Conradsen and Pedersen [25] does not provide means
for regularisation of the disparity maps and therefore produces quite rough map-
pings. Warping of the gel images according to the rough disparity maps results
in transformed gel images which may be aligned well but also are deformed so
that the spots do not resemble protein spots any longer.
At increasing levels of resolution, disparity maps are calculated in the line (hor-
izontal) direction, h and in the column (vertical) direction, v. Starting at low
resolution, the disparity maps are calculated by minimising sums of squared
dierences and this disparity information is propagated to the next (higher)
resolution level.
A simple regularisation could consist of smoothing the disparity maps using
Gaussian convolution.
Given an image I and an isotropic 2D Gaussian g(x;),
g(x;) =
1
22
e−
x2+y2
22 :
 is referred to as the standard deviation of the 2D Gaussian and L is dened
as the convolution of I with g(x;):
L(x;) = I  g(x;):
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By Gaussian smoothing of the disparity maps v and h at each level of reso-
lution before the warping step (see [25], Fig. 4) a regularisation is introduced.
The standard deviation,  of the Gaussian convolution kernel serves as regu-
larisation parameter. The larger , the more the disparity maps are smoothed
and the warping becomes less rough.
In the following the eect of regularisation will be demonstrated by showing an
example of grey level registration of two 2DGE gel regions.
D.1 Experiments
Fig. D.1 shows corresponding 512  512 sub-regions of two gel images. These
regions will be the subject in the following examples showing the results of the
original [25] method without regularisation of the disparity maps as well as
results of regularisation using Gaussian smoothing of the disparity maps.
Figure D.1: Original 512 512 region of two gel images. Left: Reference image (A).
Centre: Match image (B). Right: Pixel-wise dierence A-B.
Following [25], the reference image (A) is warped according to the horizontal
disparity map h and the match image (B) is warped according to the vertical
disparity map v.
D.1.1 No regularisation
Fig. D.2 shows the disparity maps and a 512  512 pixel regular grid warped
according to the disparity maps.
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Figure D.2: No regularisation of disparity maps. Disparity maps and warped grid.
Left: Horizontal disparity map h. Centre: Vertical disparity map v. Right: Regular
grid warped according to disparity maps.
Fig. D.3 shows the result of the warping. Note by comparison with the original
images in Fig. D.1 how the rough disparity maps have deformed the protein
spots.
Figure D.3: No regularisation of disparity maps. Warped versions of original 512
512 images. Left: Reference image warped according to h (Aw). Centre: Match
image warped according to v (Bw). Right: Pixel-wise dierence Aw-Bw.
D.1.2 Gaussian smoothing
Fig. D.4 shows the disparity maps and a 512  512 pixel regular grid warped
according to the smoothed disparity maps. In this experiment, the standard
deviation of the 2D Gaussian was chosen to  = 3.
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Figure D.4: Gaussian smoothing of disparity maps. Disparity maps and warped
grid. Left: Horizontal disparity map h. Centre: Vertical disparity map v. Right:
Regular grid warped according to disparity maps.
Fig. D.5 shows the result of the warping. Note by comparison with the original
images in Fig. D.1 how the smooth disparity maps have preserved the shapes
of the spots better than without regularisation.
Figure D.5: Gaussian smoothing of disparity maps,  = 3. Warped versions of
original 512512 images. Left: Reference image warped according to h (Aw). Centre:
Match image warped according to v (Bw). Right: Pixel-wise dierence Aw-Bw.
Fig. D.6 shows the dierence images from Figs. D.1, D.3 and D.5 displayed in
common grey level range. Note how the regularisation of the disparity maps
also results in the smallest residuals after the warp.
Fig. D.7 displays the image pairs before warp and after both types of warp
using a pseudo-colour display[75] where the reference gel is displayed as green
and the match gel is magenta. Good alignment will appear as white, grey or
black because of the overlay of magenta and green. Wherever there is dierential
Lars Pedersen
D.2 Application in Point Matching 153
Figure D.6: Dierence images from Figs. D.1, D.3 and D.5 displayed in common
grey level range. Left: Dierence image before warp. Centre: Dierence image after
warp without regularisation of the disparity maps. Right: Dierence image after warp
with regularisation of the disparity maps.
expression or the images are not well aligned, the image will appear in green or
magenta tones.
Figure D.7: Pseudo-colour display of image pairs. Left: Original images A (green)
and B (magenta). Centre: Aw (green) and Bw (magenta) after warp without regular-
isation of the disparity maps. Right: Aw (green) and Bw (magenta) after warp with
regularisation of the disparity maps.
D.2 Application in Point Matching
In matching of point sets (see x 4) the grey level matching technique described
here may serve as a preprocessing step. By warping the point sets according
to the Gaussian smoothed disparity maps, corresponding points are positioned
closer to each other and the correspondence is expected to be easier to resolve.
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Experiments with this approach using the regionalised RPM-ane method
(x 4.2.4, 4.3.4) did however not result in signicantly better matching results.
This may be explained by the fact, that the corresponding points are brought
closer prior to the point matching, but the local deformation no longer is ane.
Similar experiments have not been conducted with the regionalised RPM-TPS
method but it is expected that for this method, the preprocessing step will be
benecial.
Lars Pedersen
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