Abstract-In rotatable and directional (R&D) sensor networks, each sensor has sector-like sensing range and rotation ability. These sensors can support temporal coverage of objects by periodically rotating to cover them. We define that an object is δ i-time covered if it is covered by a sensor for at least 0 < δ i ≤ 1 portion of each period. Given a set of objects where they may have different δ i-time covered demands, the paper proposes an R&D sensor deployment for heterogeneous objects (RSD-HO) problem which determines how to use the minimum number of R&D sensors to make every object be δ itime covered. The RSD-HO problem is NP-hard, so we propose an efficient heuristic by considering the distribution and δ i values of objects. Simulation results show that our RSD-HO heuristic requires fewer sensors compared with existing schemes. The paper contributes in defining an NP-hard RSD-HO problem and developing an efficient heuristic to solve it.
I. INTRODUCTION
Wireless sensor networks possess many charming features such as self-organizable networking, collaborative sensing, and distributed computing [1] . They provide a convenient way to persistently monitor physical environments and have been adopted in various real-life applications [2] - [5] . A lot of research on wireless sensor networks assume that sensors have disk-like sensing range. However, certain kinds of sensors, for instance, infrared, camera, sonar, and ultrasonic sensors have sector-like sensing range because of their hardware property. Such sensors are called directional sensors.
Some research efforts [6] - [8] suggest using stepper motors to support the rotation ability to directional sensors in order to provide temporal coverage of target objects. We call these sensors rotatable and directional (R&D) sensors and they can periodically rotate to monitor the objects around them. Unlike traditional coverage problems where target objects or locations have to be always monitored by sensors [9] , this temporal coverage behavior allows sensors to monitor different objects or locations as time goes on, which gives sensors more flexibility. Besides, it has been shown in [8] that using R&D sensors to monitor objects can significantly reduce the deployment cost by adopting the temporal coverage behavior, comparing with that using static directional sensors.
In this paper, we propose an R&D sensor deployment for heterogeneous objects (RSD-HO) problem to model the above temporal coverage behavior in an R&D sensor network. Assume that each R&D sensor can rotate 360 degrees and spend constant time T to monitor objects in a period. We define that an object is δ i -time covered if it can be monitored by one R&D sensor for at least δ i T time in every period, where 0 < δ i ≤ 1. Given a set of heterogeneous objects where they may have different δ i -time covered demands, the RSD-HO problem asks how to place the minimum number of R&D sensors to monitor all objects such that their coverage demands can be satisfied.
The RSD-HO problem is NP-hard, and thus we develop an efficient heuristic to solve it. Our idea is to first calculate a set of disks to cover all objects. Then, the RSD-HO heuristic selects a subset of disks according to the positions and δ itime covered demands of objects and places R&D sensors accordingly. Finally, it adds some relay nodes to maintain the network connectivity. Simulation results show that our RSD-HO heuristic can significantly reduce the number of sensors compared with existing schemes, which helps save the deployment cost of R&D sensor networks.
We organize this paper as follows: Section II surveys the related work. The RSD-HO problem is defined in Section III and we give our heuristic to this problem in Section IV. Experimental results are presented in Section V. Finally, we conclude the paper in Section VI.
II. RELATED WORK
Sensor deployment is an important research issue in wireless sensor networks since it decides the construction cost and detection capability of the network [10] . For wireless sensor networks where sensors have disk-like sensing range, [11] proposes an optimal solution to deploy sensors in an infinite 2D plane such that the construction cost is minimized. The work of [12] considers how to deploy sensors in a bounded sensing field with obstacles. Both [13] , [14] develop hexagonlike deployment strategies to provide k-coverage of a sensing field, where every point can be covered by at least k sensors.
Many studies adopt mobile sensors to automate network deployment. For example, [15] , [16] assume that sensors can exert repulsive forces on each other, so that they can be eventually distributed over the sensing field in a uniform manner. A Voronoi diagram is adopted in [17] to search coverage holes, and then sensors are moved to reduce or eliminate these holes.
978-1-4799-4449-1/14/$31.00 ©2014 IEEE The work of [18] first calculates the target locations to place with sensors in the sensing field, and then moves sensors to these locations such that they can spend less energy. In [19] , [20] , [21] , mobile sensors are dynamically dispatched to visit event locations pointed out by static sensors. These studies support point coverage (i.e., event locations) to some extent.
Several studies address the deployment problems by static directional sensors. For example, [22] formulates both the connected region-coverage (CRC) problem and connected pointcoverage (CPC) problem that ask how to deploy the minimum number of directional sensors to cover an infinite 2D plane and a set of point-locations, respectively. The CRC problem is solved by deploying sectors in a hexagon-like manner on the plane. To solve the CPC problem, [22] deploys sensors to cover the sectors anchored by one, two, and three pointlocations that cover the maximum number of point-locations. On the other hand, [23] models the sensing field by grid points and selects a set of critical points that should be covered by directional sensors. Then, an integer linear programming solution is proposed to select the minimum number of grid points to deploy with sensors. However, these studies do not exploit the rotation ability of R&D sensors.
Given a set of objects with the same δ-time covered demand, [8] proposes an R&D sensor deployment problem. It determines how to deploy the minimum number of R&D sensors such that every object can be δ-time covered, where 0 < δ ≤ 1. This problem is proved to be NP-hard and a maximum covering deployment (MCD) scheme is proposed by iteratively deploying an R&D sensor to cover the maximum number of objects. Notice that since the R&D sensor deployment problem assumes homogeneous objects, it in fact can be treated as a special case of our RSD-HO problem. Therefore, the RSD-HO problem is also NP-hard because it is more difficult than the R&D sensor deployment problem. We will also compare our proposed RSD-HO heuristic with the MCD scheme by simulations in Section V.
III. PROBLEM DEFINITION
Suppose that there is a set of static objects O = {o 1 , o 2 , · · · , o m } that should be monitored by sensors in the sensing field. Each object is modeled by a point-location for simplification. The sensing range of an R&D sensor is a sector with the angle of θ ∈ (0, π) and the radius of r s . In addition, its communication range is a disk whose radius is r c . We assume the binary sensing model, where an object is covered by a sensor if it locates in the sensing range of the sensor. Each sensor can rotate 360 degrees and keep the constant rotation speed. During rotation, a sensor can stop to monitor objects for a while. We assume homogenous sensors so that they have the same θ, r s , and r c values and the equal rotation speed. Besides, all sensors rotate in the same direction (e.g., counterclockwise).
The time axis is divided into equal-length periods, during which every R&D sensor rotates 360 degrees and spends total time T to monitor the objects that it takes care of. Fig. 1 presents an example, where sensor s i rotates to cover sectors A, B, and C in a period and it stops to monitor the objects in each sector for T /3 time. Similarly, in each period sensor s j rotates to cover both sectors D and E, each being monitored for T /2 time. In this case, we say that the objects in sectors A, B, and C are 1/3-time covered while the objects in sectors D and E are 1/2-time covered.
Given the position and δ i -time covered demand of each object o i in O, where 0 < δ i ≤ 1, the RSD-HO problem asks how to use the minimum number of R&D sensors and determine their locations in the sensing field such that every object o i can be monitored by one R&D sensor for at least δ i T time in each period.
IV. THE PROPOSED RSD-HO HEURISTIC
Given the set of heterogeneous objects O, our RSD-HO heuristic first deploys R&D sensors to cover all objects such that the δ i -time covered demand of each object in O is satisfied. Then, we add some relay nodes to maintain the network connectivity. Specifically speaking, the RSD-HO heuristic contains the following five steps:
In the first step, each object is set to unchecked. Then, we find a set of possible disks D to cover all objects in O, where each disk in D has the radius of r s . Here, we modify the solution to the geometric disk cover (GDC) problem in [24] to find the set D, which is composed of the three rules: R1: If two objects have a distance shorter than 2r s , we place two disks to let their peripheries intersect at the two objects.
R2:
If two objects have a distance of 2r s , we place a disk to let its periphery pass the two objects.
R3:
If the distance between any neighbor of an object and that object is longer than 2r s , we place a disk whose center is on the object.
The modified GDC solution will calculate at most 
For each disk in D s , we cut it into sector(s) with an angle of θ based on the object distribution in the disk. Here, we adopt the sector cutting operation [8] in step 3, whose idea is to first group the objects in a disk into cluster(s) and then place sector(s) to cover each cluster. We use Fig. 2 to explain the operation. In particular, an object is randomly picked from the disk and indexed by o 1 , as shown in Fig. 2(a) . Then, we add o 1 to cluster 1 and scan other non-indexed objects from o 1 in a counterclockwise direction. When finding a non-indexed object, it is indexed by o 2 . Then, we decide which cluster o 2 belongs to. Specifically, if ∠o 1 s j o 2 ≤ θ, o 2 belongs to cluster 1; otherwise, o 2 is added to a new cluster 2, where s j is the disk center. Similarly, suppose that an object is indexed by o i and it belongs to cluster k. Then, the next non-indexed object is indexed by o i+1 . If ∠o i s j o i+1 ≤ θ, o i+1 belongs to cluster k; otherwise, it is added to a new cluster k + 1. Fig. 2(b) gives the clustering result. Since clusters 1 and 3 have the included angle smaller than θ, we start placing sectors from cluster 3, as shown in Fig. 2(c) . Thus, three sectors A, B, and C are found to cover all objects in the disk.
In step 4, we place R&D sensors on some disks in D s to meet the coverage demand of each object. Our idea is to first deal with those objects with larger δ i values as they are critical. In particular, we pick the disks that contain the objects with the maximum δ i value. In this case, each R&D sensor can rotate to cover no more than 1/δ i sectors if it wants to handle these objects. Thus, we place an R&D sensor to cover (at most) 1/δ i sectors in the disk such that it can cover the maximum number of objects (including those objects with the maximum δ i value). Then, we remove the objects covered by the R&D sensor from O. This iteration is repeated until O is empty. Fig. 3 gives an example, where there are three types of objects in O whose δ i values are 0.7, 0.5, and 0.3 (they are respectively denoted by 'X', 'Y', and 'Z'). In this case, an R&D sensor can rotate to cover at most 1/0.7 = 1, 1/0.5 = 2, and 1/0.3 = 3 sectors containing X, Y, and Z objects, respectively. In iteration 1, both disks d i and d j have X objects. However, sector E contains three X objects while sector C contains two objects (with one X object). Thus, we place a sensor on s j to cover sector E. Similarly, in iteration 2, we place one sensor on s i to cover sector C. In iteration 3, both disks d i and d j have Y objects. However, we place a sensor on s i to cover sectors A and D since they contain the maximum number of objects (i.e., five objects). In iteration 4, since only disk d j has Y objects, we place a sensor on s j to cover both sectors F and G, which contains four objects. Finally, we place a sensor on s i to cover sector B. Therefore, it totally requires five R&D sensors in the example (three sensors on s i and two sensors on s j ).
The above four steps only deploy R&D sensors to cover all objects, but they may not form a connected network. In the last step, we thus add relay nodes to keep the network connectivity. The idea is to compute a minimum spanning tree to connect all R&D sensors. Then, for each tree edge whose length, say, l i is longer than r c , we add l i /r c −1 relay nodes on the edge, where any two adjacent relay nodes are separated by a distance of r c , to connect the two R&D sensors located on the end-points of that edge.
V. EXPERIMENTAL RESULTS
We develop a Java-based simulator to measure the performance of our RSD-HO heuristic. Our simulator considers a 400 × 400, rectangle-shape sensing field, inside which there are 100 to 400 static objects that should be monitored by R&D sensors. Objects are arbitrarily placed in the sensing field following the uniform distribution. We assume three types of objects, namely X, Y, and Z objects, which have δ X -time, δ Y -time, and δ Z -time covered demands, respectively. Two scenarios are considered in our simulator: 1) δ X = 0.7, δ Y = 0.5, and δ Z = 0.25; 2) δ X = 0.7, δ Y = 0.3, and δ Z = 0.25. Both the sensing and communication distances of an R&D sensor are set to 50. Besides, the sector angle θ is set to 30 degrees and 60 degrees.
We compare our RSD-HO heuristic with the MCD scheme [8] mentioned in Section II, whose objective is to deploy the minimum number of R&D sensors to let every (homogenous) object be δ-time covered. The numbers of R&D sensors and relay nodes are evaluated in both schemes by our simulations. In the RSD-HO heuristic, we set the threshold ε = 1. Fig. 4 presents the number of nodes (including R&D sensors and relay nodes) deployed by our RSD-HO heuristic and the MCD scheme. Obviously, the RSD-HO heuristic significantly saves the number of required R&D sensors compared with the MCD scheme. The reason is that the MCD scheme is designed for homogeneous objects where they have the same δ-time covered demand. When objects have different demands for coverage, the MCD scheme would not perform well. On the contrary, by taking the object heterogeneity into consideration, our RSD-HO heuristic can adaptively calculate the proper positions to deploy R&D sensors according to the locations and δ i values of objects in the sensing field.
By comparing the four simulation subfigures in Fig. 4 , we have the following three observations:
• It is apparent that the RSD-HO heuristic and MCD scheme have to deploy more R&D sensors when the number of objects grows in the sensing field. Thus, we will also require (slightly) more relay nodes to connect all R&D sensors in both deployment methods.
• A larger sector angle θ helps reduce the number of R&D sensors used in the RSD-HO heuristic and MCD scheme. The reason is that each disk can be covered by at most 2π/θ sectors. Obviously, when θ increases, both deployment methods require fewer sectors (and thus fewer R&D sensors) to monitor the objects in every disk. On the other hand, because both deployment methods select disks to deploy with R&D sensors, it would have insignificant effect on the number of relay nodes by changing the θ angle.
• Our RSD-HO heuristic can save more R&D sensors in scenario 2. The reason is that an R&D sensor can cover more sectors with Y objects but without X objects in this scenario. In particular, each R&D sensor can rotate to cover at most 1/0.5 = 2 and 1/0.3 = 3 sectors containing Y objects (but without X objects) of a disk in scenarios 1 and 2, respectively. On the other hand, changing the δ Y value in difference scenarios will only affect the number of R&D sensors deployed in a disk. In this case, it has no effect on the number of relay nodes.
By calculating the average number of R&D sensors required by our RSD-HO heuristic and the MCD scheme in each subfigure of Fig. 4 , we can summarize the sensor reduction ratio of the RSD-HO heuristic to the MCD scheme in Table I , which is defined by:
(# of sensors by MCD) − (# of sensors by RSD-HO) # of sensors by MCD × 100%.
In sum, our RSD-HO heuristic performs better with a smaller θ angle and in scenario 2 according to the simulation results.
VI. CONCLUSION
To model the temporal coverage behavior of R&D sensors, this paper formulates an NP-hard RSD-HO problem which determines how to deploy the minimum number of R&D sensors to make each object in the sensing field be δ i -time covered. A five-step heuristic is proposed by first calculating a set of disks to cover all objects and then placing R&D sensors on some of these disks in order to meet the coverage demand of each object. Simulation results verify the effectiveness of our RSD-HO heuristic in terms of the network deployment cost, where it can save approximately 23.49% and 16.81% of R&D sensors compared with the MCD scheme in average when the sector angle θ is 30 and 60 degrees, respectively. 
