In order to solve the problem which the denoising algorithm based on traditional sparse representation can not effectively deal well with the salt and pepper noise, a denoising method based on weighted sparse representation is proposed in this paper. Firstly, the difference between the noisy image and the image processed with median filter is used to produce the weight matrix. And then the weight matrix is used to adjust the threshold value which is used to control to select atoms. Those atoms less affected by noise are used to represent the image as much as possible, so as to reduce the impact of noise. At the same time, the K-SVD method is used to set up an over-complete dictionary, so that the atoms in the dictionary can better reflect the structure of the image. Experiments show that the algorithm can better remove noise than classical sparse denoising algorithm.
INTRODUCTION
In the process of image generation and transmission, it is often interfered by some external factors, which brings a lot of inconvenience to the subsequent image analysis, understanding and recognition (Gabriela, 2016) .So researchers have proposed many methods to remove noise, and these methods mainly focus on the spatial and frequency domain (Guo, 2013) . The spatial method directly processes the pixels of the original image, which has the advantages of simplicity, intuition and wide application, However, method make the image details blurred while removing the noise; The frequency domain method firstly transforms the original image into the frequency domain through a kind of transformation, and separates the noise and useful signals in the image based on the frequency spectrum distribution. However, this method will have poor denoising effect when the noise and the useful signal in the image overlap in the frequency band.
Recently, with the wide application of sparse representation of image, the researchers have proposed denoising method based on image sparse representation. In this method, the sparse components in the image are extracted by sparse decomposition, and the residuals after sparse decomposition are regarded as the noise, which is the base of image denoising (Michael, 2014; Han, 2015; Gai, 2016; Liu, 2015) .But the classical sparse denoising model is based on the Gaussian model, and it is ineffective when it contains salt and pepper. The salt and pepper noise removal model based on sparse representation is proposed in this paper. Combined with the characteristics of salt and pepper noise, a weighting function is introduced to construct a sparse denoising model with weights. The experimental results show that this method can remove salt and pepper noise better than classical model.
CLASSICAL SPARSE DENOISING
A noisy image can be represented by the following formula. Y X V  (1) In the formula (1), Y denotes a noisy image, X denotes the original image, V represents zero-mean Gaussian white noise, The purpose of image denoising is to design an algorithm to remove noise from Y to make it as much as possible close to X . In the formula(3), 0  is 0 l norm, which indicates the number of non-zero  .  is the error factor, according Lagrange Multiplier method and KKT condition, Formula (3) can be further rewritten as follows:
In the formula (4),  is for the penalty factor. The formula (4) is a NP problem, we can use matching pursuit (Mallat, 1993) , orthogonal matching pursuit algorithm such as (Tropp, 2008) , to obtain the approximate solution. Therefore, the image denoising based on sparse representation firstly requires the sparse coefficient of the image, and then use sparse coefficients to reconstruct the image, which can be expressed by the following equation (5)and (6): (5)indicates that the sparse coefficients are extracted from the image blocks y ; the formula (6) indicates that the reconstructed image is obtained with sparse coefficients.
The noise image n I ( NN  ) can be divided into sub-blocks   i y , the size of each sub-block is nn  .Then each sub-block i y is decomposed and reconstructed. Finally, the reconstructed sub-block is reconstructed into the whole image. The formula is described as follows:
In the formula (7) represents the error between the reconstructed image i and the corresponding sub-block of the original image.
TYPES OF NOISE AND CHARACTERISTICS
Image noise can be divided into Gaussian white noise and salt and pepper noise by their nature. Gaussian noise model based on sparse representation can be able to get a better effect to Gaussian noise, but when it comes to the salt-pepper noise, denoising effect is poor, which is due to the two types of noise distribution is not the same.
Gaussian noise
Gaussian noise refers to the noise whose probability density submits to Gaussian distribution (normal distribution). It's shown as the following:
Where,  is usually equal to zero, this noise distribution is not sparse, the pixel value of image pixels are continuous under the influence of this noise, so that you can directly use denoising algorithm based on sparse representation to remove noise. 
Salt and pepper noise
Pixel value can be min P or max P with /2 s probability under the influence of salt and pepper noise, so the distribution of salt and pepper noise has nature character of sparse. If you still use traditional denoising algorithm based on sparse representation, then the reconstructed image will be affected by atoms which greatly affected by noise. Therefore, in this paper, a weighting function is introduced to reflect the distribution of noise, which make that the reconstructed image can be expressed as a linear combination of atoms which is less affected by noise in the over-complete dictionary. So that it can eliminate the influence of salt and pepper noise on sparse coefficient.
DENOISING ALGORITHM
Denoising algorithm in this paper is that: firstly, noise image is processed by median filtering, and establish over-complete dictionary by K-SVD; adaptive appropriate weight value is given according the distribution of noise; finally integrating the weight value into sparse coding.
Weighting function
Weighting function is introduced in this paper, weighting function is a difference between image processed by the Median Filter and noise image, which could reflect the distributions of image noise. In addition, Median Filter can have a better protection on edge information of image compared to other linear filter.
Supposing e is the difference between image after filtering and original image, then weight function can be defined as:
, ij w reflects the possibility that the pixel is noise, The bigger the , ij w value , the smaller the possibility that the pixel is noise, On the contrary, the smaller the , ij w , the greater the possibility that the pixel is noise.
Dictionary Construction
There are main two methods on over-complete dictionary constructed: One is formed by fixed orthogonal basis, such as the discrete cosine transform and Wavelet transform, which do not enough to capture the various structural feature in the image. The other is formed by learning, such as MOD (Engan, 1999) and K-SVD method (Aharom, 2006) , which generates dictionaries that can be used for any image and atoms which are closer to the internal structure of images. Dictionary in this paper is constructed by K-SVD method, because K-SVD has a better adaptability, at the same time, we can avoid the matrix inversion operation of the MOD method and reduce the complexity of the algorithm. The size of original image X in this paper is 512 512  , divided into 256036 blocks which size is 77  , and randomly take 65000 image blocks   i x for dictionary training. Coding error of i
, dictionary learning is to find an optimal D that can make the coding error minimum (Mona, 2006) . Mean square error is adopted in this paper. 
Sparse decomposition and denoising
The sparse decomposition is to find a set of atoms as few as possible from the over -complete dictionary, and their linear combination is as close as possible to the original image information, so as to remove noise. At present, the decomposition algorithm mainly includes matching pursuit algorithm (MP) (Mallat, 1993) , Basis Pursuit (BP) (Chen, 1998) and orthogonal matching pursuit algorithm (Tropp, 2008) . In the MP algorithm, the sparse coefficients are solved by iterative, the projection of signal and the residual of the signal sparse decomposition is computed in the over-complete dictionary in each iterative, so the computation is large and the convergence speed is slow. In BP algorithm, the 0 L norm is replaced by the 1 L norm, the problem of sparse representation is transformed into a constrained extreme value problem, which is further transformed into a linear programming problem, but the complexity of the algorithm is high. The OMP algorithm is an improvement of the MP algorithm, which is a kind of orthogonal projection. Firstly, the atoms in the overcomplete dictionary are processed by the Gram-Schmidt orthogonal method, and projects signal to the space formed by orthogonal atoms to obtain signal's component and the residual component in different atoms, then continues decomposing residual component. The results show that the algorithm can obtain the global optimal solution, and the convergence speed is better than the MP algorithm. Based on the OMP algorithm, weighted idea is introduced in this paper to improve the denoising ability of sparse representation. The specific steps of the algorithm are shown in Figure. 1.
Figure 1. Denoising algorithm based on sparse representation
In Figure 1 , E represents the residual threshold, C is the parameter given in advance,  is the mean square error of the Gaussian distribution, n is the length of a column vector in the each block from the top to bottom, from left to right. The weight parameters are introduced in second step of our algorithm, When selecting the atoms in the over-complete dictionary, the threshold value is determined by the maximum amplitude and the parameters 1  , 2  . Figure 2 is residual distribution of 7×7 image block. Firstly, the atoms that their amplitude are 1  times greater than the maximum amplitude are added to the support set, and then remove atoms with less than 2  times from the support set. Figure 3 shows that when selecting the atoms in the over-complete dictionary, through the weighting function, those atoms which are less affected by the noise are adjusted to the selection range, those atoms which are greatly affected by the noise are adjusted below the phase-out threshold. This is because the larger the influence of noise, the smaller the corresponding weighted value, so according to the second step of the algorithm, the probability of being selected is smaller. In short, it is necessary to be able to use those atoms that are less affected by noise to represent the image, so as to reduce the influence of noise on the sparse expression coefficient. Sparse coefficients of the image can be obtained by the sparse decomposition. Under the given overcomplete dictionary D , the denoised image can be expressed as follows:
EXPERIMENTAL RESULTS AND ANALYSIS
In order to verify the effectiveness of the algorithm, the proposed algorithm was implemented by Matlab. The standard grayscale image which size is 512 512  , is selected as the test image, The image is divided into blocks which size is 77  , and randomly selected 65000 overlapped image blocks as the input of K-SVD , and construct the over-complete dictionary D ( 49 256  ). In the sparse decomposition, 0.001
. Figure 5 shows the results of Lena、Barbara and Boat with 0.05 salt and pepper noise. Table 1 shows their PSNR. Table 1 shows that there are still a lot of noise points in the image through the classical sparse denoising algorithm, and the denoising effect are unsatisfactory. However, the improved denoising algorithm achieves satisfactory results, which is better than the classical denoising algorithm. The reason is that the improved algorithm introduces the weight which reflects the noise distribution in image. In the sparse decomposition, those atoms which are less affected by noise are used to reconstruct the image, so as to reduce the influence of noise on the sparse coefficients. At the same time, the over-complete dictionary is constructed by K-SVD method, so that the atoms in the dictionary can better reflect the structure of the image, and the denoised image has a better effect.
CONCLUSION
Salt and pepper noise removal based on sparse representation is proposed in this paper. By introducing a weighting function that reflects the noise distribution of the image, we can reduce the selected probability of atoms which are greatly affected by the noise, so as to reduce their influence on the sparse coefficient. At the same time, the K-SVD method is used to set up the over-complete dictionary with strong adaptability, which improves the denoising effect. The experimental results show that the proposed algorithm can remove salt and pepper noise effectively and has obvious advantages compared with the classical sparse denoising algorithm.
